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Abstract
The simultaneous localisation and mapping (SLAM) algorithm have been widely used
for autonomous navigation of robots. A type of visual SLAM that is popular among the
researchers is RGBD SLAM. However processing immense image data to identify and
track landmarks in RGBD SLAM can be computationally expensive for smaller robots.
This dissertation presents an alternate method to reduce the computational time. The
proposed algorithm extracts features from a region of interest (ROI) to track landmarks
for RGBD SLAM. This strategy is compared to the traditional method of extracting
features from an entire image. The ROI algorithm is implemented via a pre-processing
algorithm, which is then integrated into the RGBD SLAM framework.
The pre-processing pipeline implements image processing algorithms in three stages to
process the data. Stage one uses a ROI algorithm to detect ROIs in an image. For visual
SLAM such as RGBD SLAM, objects that are highly detailed are used as landmarks.
Hence the ROI algorithm is designed to detect ROIs containing highly detailed objects.
Stage two extracts features from the image and stage three uses feature matching algorithms
to re-identify a ROI. Once a ROI has been successfully re-identified, it is stored and
categorised as a landmark for RGBD SLAM. Scale invariant feature transform (SIFT),
speeded up robust features (SURF) and orientated FAST and rotated BRIEF (ORB) are
three feature extraction algorithms that are used in stage two.
The outcomes from this study revealed that the pipeline was able to successfully create a
database of landmarks which can be re-identified in subsequent frames. In addition, the
results showed that when the pipeline is configured such that SURF features are used with
a bigger ROI, RGBD SLAM produced more accurate results in determining the position
of the robot compared to the traditional method of extracting features from an entire
image. However, this strategy requires more computational time. The findings further
revealed that this strategy still out performs the traditional method when the number of
features extracted is reduced. This indicated that this strategy performs more robustly
compared to the traditional method in environments that can contain few features. The
method presented in this study did not improve the computational time of RGBD SLAM
but did improve the accuracy in localizing the robot.
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Chapter 1
Introduction
1.1 Background
Autonomous robotic navigation is an important field of research with several navigation
algorithms having been developed [1]. In recent years the most popular framework is
Simultaneous Localisation and Mapping (SLAM) due to the two unique functions it
offers: (a) Its ability to construct a map and (b) that it can simultaneously localise the
robot in that map. SLAM accomplishes these functions by making use of sensors on
board a robot which gather data from the environment. The captured data are used to
create landmarks of the environment. Landmarks are sets of recognizable objects that
can be identified later on to improve the accuracy in map building and in localization of
the robot [1, 2].
There are various types of sensors that are used to capture data for SLAM such as LIDAR,
sonar and image based sensors. To build a detailed map of the environment, researchers
have integrated vision based sensors with SLAM. This combination is known as visual
SLAM. Visual SLAM can offer 3D point cloud data of the environment to build intricate
maps for the robot to navigate safely. In visual SLAM highly detailed objects are often
used as landmarks as they are unique and recognizable later on. To identify landmarks
in visual SLAM feature extractors are used [1].
1
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1.2 Problem Statement
Due to the immense quantity of image data, visual SLAM requires more computational
time and data storage. This can be a computational burden on the robot and is a problem
for smaller robots with limited processing power and resources. One type of visual SLAM
called RGBD SLAM requires even more computational resources as the image data also
contains depth data [3, 4]. However, a problem with RGBD SLAM is that it requires
substantial computational time and data storage to process the image and depth data.
The way RGBD SLAM processes image data needs to be optimized and improved such
that the computational burden is reduced for smaller robots while ensuring the robot can
still navigate accurately in the environment.
The traditional method used by RGBD SLAM to process image data is to extract a
distribution of features from the entire image frame that can be used to identify and track
landmarks in the environment. An alternative method that has been used in previous
studies made use of regions of interest (ROIs) to select a sub-image whereby features were
only extracted from the ROI. A ROI is designed to select a sub-image data that contains
highly detailed objects that could be used as landmarks for SLAM thereby optimizing
the search of uniquely identifiable landmarks in image data. By optimizing the search for
landmarks the performance of SLAM would improve. This method was used by Frintop
[5] and Aulinas et al. [6]. However, in those studies this method was only applied to the
conventional visual SLAM that uses a normal RGB camera. Thus far this method has
not been applied specifically to the RGBD SLAM framework to improve the processing
of image data.
1.3 Research Outline
This dissertation presents an alternative solution of using ROIs to process image data to
identify and track landmarks for RGBD SLAM to reduce the computational time. But
for this method to achieve a reduced computational time a trade-off is made between the
computational time and the performance of RGBD SLAM which is investigated in this
study. The method of using ROIs is integrated into RGBD SLAM using a pre-processing
pipeline and then this method is compared to the traditional approach.
The pre-processing pipeline is made of three stages where each stage uses an image
processing algorithm. The first stage uses a ROI algorithm to detect ROIs in an image.
2
1.4. SCOPE
The ROI algorithm is designed to detect regions that contains highly detailed objects, as
RGBD SLAM uses these objects as landmarks. The second stage makes use of feature
extraction to extract features from the ROI and a subsequent frame. The last stage
uses feature matching to re-identify a ROI in the subsequent frame. When a ROI is
successfully re-identified, it is considered as a landmark and stored in a database.
Figure 1.1: A diagram of the pre-processing pipeline used to process the image data to
identify and track landmarks for RGBD SLAM.
In stage two of the pipeline an option of three popular feature extractors (scale invariant
feature transform (SIFT), speeded up robust features (SURF) and orientated FAST and
rotated BRIEF (ORB)) can be chosen. Furthermore, RGBD SLAM also utilizes these
feature extractors for an easy integration of the pipeline into the RGBD SLAM framework.
This dissertation also investigates which of the three feature extractors would best suit
the pipeline to ensure that the computational time is minimised for RGBD SLAM.
In testing the pipeline with RGBD SLAM, three investigations were conducted to ensure
that the pipeline functions correctly and is a sensible method for RGBD SLAM. The
first investigation determines if the pipeline can identify and track landmarks correctly
for RGBD SLAM. The second compares the pipeline with the traditional method of
extracting features from an entire image frame, in terms of computational time and
accuracy of determining the position of the robot. The last investigation compares the
performances of both the methods on an image frame with a reduced feature set.
1.4 Scope
All tests were conducted on RGBD SLAM datasets consisting of a typical indoor office
environment. The dataset was captured using the Microsoft Xbox Kinect as the depth
camera and was specifically produced for RGBD SLAM. The dataset was constructed
3
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in the study conducted by Endres et al. and is used as the benchmark in research for
testing performance of RGBD SLAM [7]. As there was no robot available to do an on-line
implementation of the methods in this study, all implementations were conducted off-line.
These were simulated on a desktop computer with Intel Core I7 processor and 8 GB of
RAM. Only the RGB data was analysed.
Before the pipeline was embedded into the RGBD SLAM framework it was first tested
in isolation to determine whether it could create a database of landmarks and re-identify
landmarks later on. This test ensures that the pipeline is able to process the image data
correctly to identify and track landmarks for RGBD SLAM.
Once the pipeline was integrated into the RGBD SLAM framework then two ROI versions
of RGBD SLAM were created and compared to the original version of RGBD SLAM which
uses the traditional method to process the image data. The two versions are called smaller
ROI RGBD SLAM and bigger ROI RGBD SLAM. The smaller ROI version detects a
smaller size ROI, and the bigger ROI version detects a bigger size ROI. The ROI versions
of RGBD SLAM are tested and compared to the traditional version of RGBD SLAM to
determine whether the strategy of using ROIs would improve the performance of RGBD
SLAM in terms of accuracy in the robot’s position and computational time. The number
of features extracted were limited to 600 in these tests. The versions were further tested
again reducing the number of features to 50. This test was used to determine if the
strategy of ROIs can still track landmarks for RGBD SLAM with reduced features and
again the performance of the ROI versions of RGBD SLAM is compared with the original
version. These tests determine if the method of using the pipeline, which consists of using
ROIs to process the image data, is a sensible method compared to the traditional method
used in the original version of RGBD SLAM and if the pipeline reduces the computational
time of RGBD SLAM.
1.5 Plan of Development
This dissertation consists of seven chapters. The second chapter presents a literature
review of the SLAM framework with a detailed discussion of RGBD SLAM and the Xbox
Kinect as a depth camera for RGBD SLAM. This is followed by a review of the image
processing algorithms that can be used for the pre-processing pipeline. The chapter ends
with a summary highlighting the algorithms used in the pre-processing pipeline to process
the image data from the Xbox Kinect to identify and track landmarks for SLAM.
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The third chapter provides a detailed background discussion of image processing theory
used in the pre-processing pipeline. The fourth chapter discusses the implementation of
each stage of the pipeline. A flowchart is presented of the pipeline algorithm that was
developed for this study. Each stage of the pipeline is evaluated before the pipeline is used
in tests. Additionally the chapter presents an overview of the RGBD SLAM framework
and how the pre-processing pipeline is integrated into it.
The fifth chapter discusses the tests that were conducted, and results from each test
are presented. The fifth chapter presents a discussion of the results presented in the
previous chapter and draws conclusions. The last chapter provides recommendations
and refinements that can be made to improve the performance and accuracy of the pre-
processing pipeline for RGBD SLAM to reduce the computational time.
5
Chapter 2
Literature Review
Currently the method used in RGBD SLAM to process the image and depth data can
be a computational burden to smaller robots with limited computational power. This
dissertation presents an alternative method of processing image data using ROIs via a
pre-processing pipeline to identify and track landmarks for RGBD SLAM to reduce the
computational time. This method ensures that the features that are used to identify and
track landmarks are only extracted from the ROI compared to the traditional method
which extracts features from the entire image. Both methods are compared in this study.
This chapter provides a background to this study and is made up of three sections.
Section 2.1 presents a detail discussion of the fundamental SLAM framework used in
RGBD SLAM. A detailed RGBD SLAM framework is also shown to determine how the
pipeline should be integrated into the framework. This section will also highlight the
computational challenges of RGBD SLAM.
Section 2.2 provides a background discussion into depth cameras also known as RGBD
cameras as these are the type of vision based sensors that are used for RGBD SLAM.
The dataset used in this study was captured by a Xbox Kinect which is a RGBD camera
and knowing how this sensor captures the image and depth data is crucial, such that the
limiting factors of the data such as the resolution and field of view of the camera are
known. This would ensure that the pipeline is developed appropriately to RGBD SLAM.
Section 2.3 provides an overview of the image processing algorithms used to develop the
pre-processing pipeline. The first stage of the pipeline requires the detection of a ROI.
From recent studies that have used ROIs in visual SLAM applications several options of
detecting ROIs are presented. The second stage of the pipeline uses feature extractors
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and the three most popular feature extractors used in RGBD SLAM are as follows:
• SIFT
• SURF
• ORB.
A brief discussion of the feature extractors is presented. The last stage requires feature
matching and a background discussion of the feature matching process is presented
which uses fast library for approximate nearest neighbours (FLANN) and random sample
consensus (RANSAC) to accurately match the features. This last stage is crucial in re-
identifying a landmark for RGBD SLAM. .
2.1 Robotic Navigation
Navigation is a key field of the study of robotics. Currently robotic navigation makes use
of the three most popular navigation algorithms, GPS, dead reckoning and SLAM. This
dissertation uses SLAM for robotic navigation as it has been proven that it is the most
robust form of navigation [1].
2.1.1 Simultaneous Localisation and Mapping (SLAM)
A robust approach used to improve localisation and mapping is SLAM [1]. This method
can build a map while localising the robot within it.
SLAM offers a probabilistic approach to localising the robot and constructing a map of
the environment. This is done by moving the robot one step at a time, where at each step
data are collected via sensors. Data are captured either in the form of images, depth or
velocity and direction through time. If the data captured are not depth, then it must be
processed into range data before it can be fed into SLAM. At each step SLAM processes
the data to create landmarks. Landmarks are uniquely identifiable objects in the scene
that can be robustly recognized again. To relate the landmarks to each other, visual or
point cloud data can be used to match the landmarks. As the landmarks are matched,
a map of the environment is constructed. Hence when the landmarks are matched more
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than once, the accuracy in localizing the robot increases. Each movement (controlled
action) from location to location is recorded as well. Thus based on a robot’s movement
and data (observations) at each step SLAM can build a map with landmarks located in
their correct positions and is able to localise the robot within this map [1].
Due to SLAM’s recent popularity, it has been improved to produce many variants, but
there are three types that have become most popular. The first algorithm uses a Kalman
filter and is known as the extended Kalman filter SLAM (EKF SLAM), while the second
uses a Rao-Blackwellised particle filter and has been given the name FastSLAM [1, 2]. The
third popular method is graph-based SLAM, which uses a nonlinear sparse optimization
that produces an occupancy grid map as shown in Figure 2.1 [1]. Depending on the type
of sensors used to extract data from the environment and the application of the robot,
an appropriate SLAM algorithm must be chosen to obtain good results [1].
Figure 2.1: Occupancy grid built using graph-based SLAM algorithm used for robotic
navigation taken from [1].
SLAM Framework
The SLAM framework described and presented in this section, largely is based on works
by Durrant-Whyte and Bailey [2] and the Springer Handbook of Robotics [1].
The SLAM framework can be described with four vector states:
• X = {x0, x1, x2, ...xt}, locations of the robot at all times t
• U = {u0, u1, u2, ...ut}, control movements of the robot at all times t
• M = {m0,m1,m2, ...mt}, locations of landmarks at all i
• Z = {zi0, zi1, zi2, ...zit}, observations (data) of the ith landmark at all times t.
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Figure 2.2 demonstrates the relationship of the different states with each other. In Figure
2.2 only one landmark is shown relating it to the different states. However, if there are
more landmarks then the same relation would be applied to them as well.
Figure 2.2: Basic SLAM diagram illustrating the relationship of the four states with each
other taken from [1].
Using the x0, U and Z vector states for all times t, the location of the robot xt and
location of the landmark m can be computed by the probability distribution in Equation
(2.1):
P (xt,m|Z0:t, U0:t, x0) . (2.1)
The result from Equation (2.1) is the joint posterior density of the landmark and robot
location xt+1, where Bayes’ theorem is applied. This equation is known as the measurement
update model. In the beginning the location is not known, hence it is determined from
Equation (2.2):
P (xt−1,m|Z0:t−1, U0:t−1, x0) . (2.2)
To apply Bayes theorem, the observation model needs to be known to describe the
probability of observation z to location and landmark m from Equation (2.3):
P (zt|xt,m) . (2.3)
It also requires the motion model to describe the probability of the next location of the
robot xt from previous location xt−1 and the control movement ut which moves the robot
to that location. The motion model is determined by Equation (2.4):
P (xt|xt−1, ut) . (2.4)
The time update model is shown in Equation (2.5):
P (xt,m|Z0:t−1, U0:t, x0) =
∫
P (xt|ut)P (xt−1,m|Z0:t−1, U0:t−1) dxt−1. (2.5)
Using the above equation, the measurement update model (Equation (2.1)) can be
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determined using Equation (2.6):
P (xt,m|Z0:t, U0:t, x0) = P (zt|xt,m)P (xt,m|Z0:t−1, U0:t, x0)
P (zt|Z0:t−1, U0:t) . (2.6)
A map can now be constructed where the location of landmark m can be determined
on its own relative to the position of the robot, observations made and the controlled
movements at all times t using Equation (2.7). It is assumed from the initial location of
the robot that the location at xt is known or can be computed at all times t
P (m|Z0:t, U0:t, X0:t) . (2.7)
Finally the location of the robot xt can be determined relative to the location of the
landmark m using the observations and controlled movements at all times t, which is
determined by Equation (2.8). The locations of the landmarks are assumed to be known
with certainty,
P (xt|Z0:t, U0:t,m) . (2.8)
These equations form the fundamental backbone of SLAM. In Section 2.4 a summary is
presented to demonstrate how the SLAM framework is used in this work.
In visual and RGBD SLAM, the observations (Z) of the landmarks are feature descriptors
that are extracted from the captured images. In addition RGBD SLAM also embeds
depth to the features.
2.1.2 Application of SLAM
Since SLAM is a well-known topic in the research community, several applications have
been developed for land based robots [1]. Each application demonstrates the versatility
and robustness of the method, increasing the robotic community’s confidence in its use
for autonomous navigation. More recently the use of SLAM-based algorithms has been
expanded to underwater and aerial environments [1, 8].
Initially, SLAM was used with sonar or laser range finders to extract data for performing
SLAM on a robot. In fact the majority of the robots using SLAM used LIDAR to
extract data; it was only recently that the SLAM algorithm had been integrated with
cameras, where images are used to extract data [1]. The use of cameras with SLAM is
known as visual SLAM. Monocular SLAM is the use of one camera and binocular (stereo)
SLAM is the use of two cameras [9, 10]. One of the main reasons for the development
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of visual SLAM is the advancement of the image processing algorithms that can improve
the matching of landmarks to produce a more accurate map. The use of images has been
beneficial to SLAM as it is able to produce 3D maps with high detail and accuracy [1].
Lemaire and Lacroix [9] were able to use EKF SLAM with panoramic images. The images
were obtained using a panoramic lens on a standard camera. A comparison was made
between SLAM and another method called visual motion estimation (VME), where it
was found that SLAM produced more accurate location estimates. Davison and Reid
[11] used real-time EKF SLAM on a humanoid robot to develop 3D SLAM. As the robot
walked, it was able to map the landmarks into the 3D map.
RGBD cameras such as the Kinect device have had a major impact in the field of robotic
navigation due to their ability to capture visual data with depth data at a high speed.
Henry et al. [12] demonstrated this by using SLAM to create a 3D model of an indoor
environment. Soon thereafter the Kinect was used in the SLAM algorithms, leading to a
new form of SLAM called RGBD SLAM [3, 4]. Focus then fell on methods to extract data
efficiently and accurately from the images captured by the Kinect for RGBD SLAM. Thus
image processing techniques such as feature extraction algorithms to extract features were
used to improve the performance of RGBD SLAM [7, 13–15]. To improve the performance
of RGBD SLAM such that it can function in real time, Shen et al. used a bionic vision
depth perception model with RGBD SLAM [16]. The study showed that this model did
improve the real time performance of RGBD SLAM. A limitation to RGBD SLAM is the
field of view due to the Kinect which led to inaccuracies and misalignment of the map
being built of the environment. To produce a more accurate map, Yousif et al. integrated
monocular SLAM using a GoPro with RGBD SLAM [17]. With the GoPro the field of
view is wider capturing more data to allow for SLAM to produce a more accurate map.
However, due to the increase in data being captured, the computational time to process
data increases as well.
2.1.3 Overview of RGBD SLAM Architecture
RGBD SLAM is made of three modules: a front end, a back end and map representation.
A schematic of the modules is shown in Figure 2.3. The front end processes the image
data to determine the robot’s pose relative to the landmarks observed. The back end
optimizes the poses of the robot at different observations into a pose graph. The last
module uses the pose graph to build a 3D map of the environment.
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Figure 2.3: Schematic of RGBD SLAM architecture taken from [7].
Front end
The landmarks are observed from the images using feature detectors and matching. Each
image captured is processed as a node and each node is compared to a previous node.
If the node is matched to a prior node, the matched feature descriptors computed are
projected to 3D using the depth measurements and a transformation is found between
the nodes. This transformation is used to determine the robot’s pose. If a node is not
matched, it is added to the database of prior nodes.
This module allows for various types of feature detectors that can be used such as SIFT,
SURF and ORB. For matching the features two methods are offered, namely the brute
force method and FLANN.
Back end
The robot’s poses calculated from the front end are used to build a pose graph. The
pose graph is built and optimized using the g2o framework [18]. The final result is an
estimated trajectory of the robot. Detection of loop closures is also used to improve the
accuracy of the trajectory.
Map Representation
Once the robot’s trajectory is found the depth measurements are projected into a 3D
global coordinate system. This is done by using a 3D occupancy grid to represent the
environment. The framework that is used to compute the 3D occupancy grid is the
OctoMap framework [7].
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2.1.4 Computational Performance of RGBD SLAM
RGBD SLAM is the most recent advancement in solving the problem of using a low cost
sensor like a RGBD camera to capture depth and image data to provide more accurate
calculations of the robot’s position.
One of the challenges is the fundamental SLAM problem of loop closure. This problem
occurs when a landmark is revisited again and needs to detected as a landmark that
has been previously seen. Once the landmark has been detected as a previously visited
landmark then loop closure occurs, but detecting previously visited landmarks accurately
is a challenge. In RGBD SLAM feature matching is used in this process to ensure that
the landmark is correctly detected and recognized as a previous landmark. Xiangkui
et al. improved this process by using Freak (Fast Retina Key-point) feature detector
and principal component analysis (PCA) to match the feature detectors [15]. The study
compared their proposed method with the conventional SIFT and ORB feature detectors
and matching, and the results did show an improvement in computational time, but
did not perform as well as ORB. Another method to improve the matching process is
using the iterative closest point (ICP) algorithm and bundle adjustment (BA) [17]. This
method has improved the process of matching features which resulted in accurate loop
closures.
There has been significant research in improving loop closure for RGBD SLAM to reduce
computational time and increase the accuracy in localizing the robot and map building.
However, an aspect of RGBD SLAM that could improve its performance is the way
it processes image data which is part of the front end of the framework and is another
challenge for RGBD SLAM. Traditionally a feature extractor is used to extract a distribution
of features over an entire image frame to identify and track landmarks. In the past a
method used in visual SLAM to improve this process applied a ROI to the images where
features are only extracted within the ROI. Additionally the ROI would be designed to
detect uniquely identifiable objects that could be used as landmarks thereby optimizing
the search for landmarks and improving loop closure. This method was introduced by
Frintrop [5] and further extended to underwater applications by Aulinas et al. [6]. Both
studies showed promising results in improving the performance of visual SLAM.
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2.2 RGBD Cameras
RGBD cameras also known as depth cameras have been gaining interest in the research
community [19]. Even though RGBD cameras were introduced into the market as a
gaming accessory, they found many uses in research and continue to find many more [20].
Microsoft was the first company to release such a camera into the market as a gaming
accessory to adopt a ”controller-free” environment for their Xbox gaming console, and
called it the Xbox Kinect. Microsoft was able to do this with the help of Primesense, an
Israeli Company who were the originators of the design of the RGBD camera [21]. Soon
after Microsoft had released a version of the Kinect for the PC platform, other companies
followed such as ASUS with their Xtion Pro (seen in Figure 2.4) [19].
Figure 2.4: Most popular depth cameras used in research (from top to bottom: the
Primesense reference design, Microsoft Kinect and Asus Xtion Pro) taken from [22].
The key aspect that sets RGBD cameras apart from other cameras is that they can
capture colour and depth information generating a 3D point cloud of the environment.
Each pixel from a RBGD camera has channels for red, green, blue and depth, hence the
name RGBD. In robotic navigation with a RGBD camera, a robot will be able to capture
its surroundings in terms of an image and can add depth to its surroundings without the
use of any other sensors or post-processing. Due to this functionality of capturing depth
for each pixel, RGBD cameras are able to capture more detail in low light environments
compared to conventional cameras [23].
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2.2.1 Xbox Kinect
This section provides details into the inner workings of the Kinect which consists of
hardware and software. For this study the software used to code the Kinect takes into
account the sensor calibration required and hence the Kinect does not need to be further
calibrated.
Hardware
The Kinect is made of three fundamental hardware components: a VGA camera, an
infrared sensor and an infrared projector [21]. The infared sensor and projector constitute
a depth sensor. Figure 2.5 shows where these components are located, along with
additional secondary components namely microphone array and motorized tilt. Internally
the Kinect also contains a three-axis accelerometer.
Figure 2.5: Front view of the Kinect showing the placement of the hardware components
taken from [21].
Figure 2.6 shows the internal schematic of the Kinect and how the components interact
with each other. The cameras used are a CMOS colour sensor and a CMOS infrared
(depth) sensor. It also contains its own image processing microchip PS1080 provided by
Primesense [24] to calculate the depth from the infrared image captured by the Kinect.
Figure 2.7 shows the field of view (in degrees) of the Kinect for both the RGB and depth
camera, which physically restricts the Kinect in capturing a scene. The smaller the field
of view, the less image data of the scene it can capture. Table 2.1 provides a summary
of the technical specifications of the Kinect.
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Figure 2.6: Internal schematic of the Kinect showing the connections between the three
hardware components and the PS1080 microchip taken from[24].
Figure 2.7: A side view of the Kinect where the field of view is shown in degrees taken
from [20].
Table 2.1: Technical specifications of the Kinect [20, 24].
Field of View
Horizontal Field of View 57 degrees
Vertical Field of View 43 degrees
Physical Tilt Range ± 27 degrees
Depth Sensor Range 0.8 m – 4 m
Data Streams
Depth 640 × 480 16-bit depth @ 30 frames/sec
Colour 640 × 480 32-bit color @ 30 frames/sec
Audio 16-bit audio @ 16 kHz
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The downside of using the Kinect is it cannot capture data in an outdoor environment
due to infrared light content in sunlight meaning that it is unable to detect depth in an
outdoor scene.
Software Development Kits for the Kinect
To use the Kinect there are various software development kits (SDKs) available. The
most easily available is the Microsoft SDK which can be used with C, C++ and C#
coding languages [25]. Unfortunately this SDK is not compatible with other open source
libraries such as the OpenCV libraries, which cannot be directly applied to the Microsoft
SDK. Another SDK which is popular in the research community is the OpenNI SDK as
it can be easily installed and integrated with the other open source libraries [26]. It can
also be coded in C, C++, C# and more recently in Matlab [27].
Figure 2.8: Diagram of some open source libraries that use the OpenNI SDK taken
from [21].
In Figure 2.8 it can be seen that OpenCV is one of the libraries that OpenNI supports,
hence it was used for this dissertation. All the code produced in this dissertation
makes use of the vision libraries of OpenCV3.5 and was coded in C++. The OpenNI
and OpenCV libraries include the intrinsic and extrinsic parameters of cameras, and
the calibration calculations needed such that the colour and infrared images already
correspond correctly. Additionally the OpenCV libraries provided image processing
algorithms required build the pre-processing pipeline.
2.3 Image Processing in RGBD SLAM
In RGBD SLAM, finding and matching landmarks is done using image processing algorithms.
Landmarks are often static objects, edges of objects or corners in the environment,
which can be identified using a ROI algorithm. Feature extractors and descriptors are
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the most popular methods used to describe a landmark, where it takes into account
shapes and colours. The output from the feature extraction process is an array of
feature descriptors which then can be matched using a matching algorithm. These image
processing algorithms are combined into a pre-processing pipeline for this study. This
section provides a brief background on these algorithms. Further details are provided in
Chapter 3.
2.3.1 Regions of Interest
Aulinas et al. [6] used ROIs in an underwater application of visual SLAM. ROIs were
used to identify stationary objects such as rocks and used as landmarks for the SLAM
algorithm. Aulinas et al. presented two procedures to find the landmarks, the first
using edge detection with erosion and dilation and the second using the hue channel [6].
However, a ROI can also be produced by creating saliency maps, as shown by Frintrop
[5].
For the purposes of the study, the method proposed by Aulinas et al. using edge detection
with erosion and dilation filters to detect ROIs was selected for its ability to identify
objects with high level of detail that could be classified as landmarks such that feature
detectors would be able to detect sufficient features to describe the landmark [6].
2.3.2 Feature Extraction
Feature extraction as an area of research has produced many algorithms to obtain features
from images [28]. Salient features, Harris corners and Lowe’s SIFT are algorithms
that can be used to extract features [29]. SIFT has an unique quality that it is both
scale and rotation invariant. There has been an improvement to this algorithm called
SURF; it is much faster at detecting features [1]. Recent work has produced a new rival
algorithm that claims to be faster than SURF called oriented FAST and rotated BRIEF
(ORB). ORB makes use of the feature accelerated segment test (FAST) and binary robust
independent elementary features (BRIEF) algorithms as its backbone [30]. Endres et al.
[13] demonstrated that these three feature extractors can be used with RGBD-SLAM and
it was found that ORB is faster than SURF and SIFT, but produces a larger number of
errors.
The only disadvantage feature extractors have, is that they extract features over the
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whole image captured. This can get computationally expensive especially when trying
to keep a database of features over a set of images, which is the case when used with
SLAM. Hence Frintrop [5] introduced ROIs whereby instead of looking at the whole
image, only an area of the image is used for visual SLAM. Furthermore, Frintrop also
demonstrated that the ROIs detected can be used as a landmark for the SLAM algorithm
[5]. Aulinas et al. reiterated this idea of using ROIs for SLAM but in conjunction with
feature extractors where features are detected from within a ROI instead of the whole
image. In the work done by Aulinas et al. [6] this concept was only applied to underwater
navigation [6]. SIFT, SURF and ORB were used in this dissertation, and a comparison is
made to determine which one would ensure the pipeline reduces the computational time
of RGBD SLAM. Chapter 3 presents further details into all the algorithms.
2.4 Summary
This chapter presented a background into the SLAM algorithm and how it can can
accurately calculate the localization of the robot and build a map. The fundamental
SLAM framework was discussed in detail to show it can create landmarks from captured
data to map and localise the robot. RGBD SLAM similarly to visual SLAM uses feature
extractors to extract features in the images to identify and track landmarks. In the
RGBD framework two challenges was discussed which were the SLAM problem of loop
closure and way the images are processed to extract features. Both challenges impose
a computational burden on a robot and increase inaccuracies in localizing the robot.
There have been many solutions researched to solve the first challenge, but the research
in solving the second challenge is limited.
A background into the Xbox Kinect as a RGBD camera which is used with RGBD SLAM
where the limitations of the camera are highlighted which imposes limitations on the data
and the performance of RGBD SLAM. The major limitations that need to be considered
is the low resolution of the camera and limited field of view.
The last section of this chapter presented the image processing algorithms that have been
used with other versions of visual SLAM was discussed. The ROI algorithm has been used
in visual SLAM but it has not yet been implemented into RGBD SLAM. Currently RGBD
SLAM uses feature extraction and feature matching to identify and track landmarks.
19
Chapter 3
Image Processing Theory
From the previous chapter the background of RGBD SLAM was discussed in detail and
the challenges of the algorithm. One of the challenges RGBD SLAM has is the immense
image data processed to identify landmarks which can be a computational burden to
smaller robots with limited computational power. The traditional method that is used
applies a feature extractor to the entire image to extract a distribution features.
This chapter provides the image processing theory needed to apply the proposed method
of using ROIs. The ROI are applied via a pre-processing pipeline. The pre-processing
pipeline is made of three stages using various image processing algorithms as shown in
Figure 3.1.
Figure 3.1: A diagram of the pre-processing pipeline used to process the data from the
Xbox Kinect for SLAM.
The first stage of the pipeline discusses the use of a ROI algorithm to detect ROIs in the
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images and is presented in the Section 3.1. An in-depth discussion is made of how the
ROI algorithm was implemented.
As discussed in Chapter 2, there is an option of three feature extractors that can be used:
SIFT, SURF and ORB. This is the second stage of the pipeline and is discussed in more
detail in Section 3.2 of this chapter.
Once features are extracted from a ROI, feature matching is used to re-identify the
ROI. Once the ROI has been re-identified successfully, it is saved into the database as
a landmark. The steps involved in the matching process are presented. This is the last
stage of the pipeline and is discussed in Section 3.3 of this chapter. Section 3.4 presents
a summary of the theory used developing the pre-processing pipeline.
3.1 Regions of Interest
From the work presented by Aulinas et al. [6]. the use of ROIs was chosen as a sensible
strategy to save on computational time and performance to identify and track landmarks.
Using ROIs will allow the feature extractors to only extract features from a ROI rather
than extracting features from the whole image, which will save on computational time
and performance.
According to SLAM a definition of a landmark is a uniquely identifiable object in the
world that can be robustly recognised later on. Highly detailed objects in a scene are
often detected and used in visual SLAM as landmarks. Hence, the ROI is designed to
detect such objects. It is assumed that in the environment there are highly detailed
objects that can be used as landmarks. If there are few or no detailed objects the ROI
algorithm will struggle to find landmarks.
The method of determining a ROI is shown in Figure 3.2, where an input image is
captured from the VGA camera of the Kinect. Edge detection is used to find objects
with a high degree of detail for example, a box that has writing or shapes on it. A Canny
edge detector is used for this step. The output from the edge detection is a binary image.
The second step is the erosion and dilation operations that are used to further enhance
the edges detected into foreground (black) and background (white) patches. The final
step uses connected component analysis, where the largest foreground patch is found and
highlighted on the colour image by drawing a red box surrounding the region to indicate
a ROI. This process of determining a ROI was also used by Aulinas et al. [6].
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Figure 3.2: A flow diagram of the process where a ROI is obtained from an image.
3.2 Feature Extractors
The second stage of the pre-processing pipeline is to build unique feature descriptors of
the ROIs saved, using feature extractors. The unique descriptors are used to track the
ROIs in the environment. Once a ROI is identified and matched, it can be used as a
landmark in RGBD SLAM. The pipeline has the option of using three feature extractors
which are SIFT, SURF and ORB to determine which one would best suit the pipeline
in reducing the computational time. This section provides further details of each feature
extractor. These three algorithms are investigated as they are the three most popular
feature extractors used in RGBD SLAM.
3.2.1 Scale Invariant Feature Transform
One of the most widely used feature extraction algorithm in image processing is Lowe’s
SIFT. Due to its ability to produce descriptors that are invariant to scale and orientation
it has become one of the most popular algorithms. Hence, this algorithm was considered
for the pre-processing pipeline. A summary of SIFT is presented in this section. A
detailed explanation is provided by Siciliano and Khatib, Lowe and Clemons [1, 29, 31].
SIFT uses the terminology of key-points instead of features. The key-points are determined
by using Difference of Gaussian (DoG) and are located by finding the local extrema. DoG
key-points are scale invariant as shown in Figure 3.3. To make them invariant to rotation
an orientation assignment is conducted where the neighbourhood around a key-point is
used to calculate the gradient magnitude and direction of that region.
The key-point descriptors are built by creating a bin orientation histogram around it
as shown in Figure 3.4. The descriptors also take into account changes in illumination
to produce robust results. Once the descriptors are found then the nearest neighbour
classifier can be used to match key-points [28].
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Figure 3.3: A visual representation of the calculation of DOG from the different scales
used to extract SIFT key-points taken from [1].
Figure 3.4: Building a SIFT key-point descriptor by creating a bin orientation histogram
taken from [1].
3.2.2 Speeded Up Robust Features
SURF is based on the same principles as SIFT. However, it tries to improve on the time
taken to extract features while ensuring the features are still robust. This section presents
a summary of SURF. Bay et al. present a detailed explanation of SURF [32].
SURF finds the key-points by using the determinant of a Hessian matrix of second order
derivative Gaussian functions. The descriptors are built by applying a Haar-wavelet
around the neighboured of a key-point and summing the responses of those points. The
determinant of the Hessian matrix makes the points scale invariant and the response from
the Haar-wavelet ensures the points are invariant to rotation. In the matching process,
the key-points are matched according to their contrast.
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3.2.3 Orientated FAST and Rotated BRIEF
In response to SIFT and SURF, ORB was developed to extract features faster and improve
on the matching of features for better accuracy. ORB combines a FAST key-point detector
to locate the key-points and BRIEF to build the descriptors for the key-points. The
theory of ORB feature extraction is summarized in this section. A detailed explanation
is presented by Rublee et al. [30].
The first stage of ORB is the detection of FAST key-points, which is done by taking the
intensity threshold between the centre pixel and those pixels enclosed within a circular
patch centred on the pixel. Typically a pixel radius of nine is used, as it is demonstrated
to give better performance in terms of accuracy and time [33].
However, a disadvantage of FAST is that it has no way to detect corners in an image,
hence a Harris corner measure is used to further refine the key-points detected. FAST
does not produce multi-scale features, so in order to consider multi-scale features a scale
pyramid is produced of the image. Once the scale pyramid is produced the FAST features
are detected at each level of the pyramid and filtered using the Harris corner measure.
This process ensures the points are invariant to scale.
The key-points need to be rotation invariant and the orientation of the key-points is
unknown. Therefore to take into consideration the orientation, the intensity centroid is
calculated. The intensity centroid makes an assumption that the corner intensity is offset
from the centre, and this is used to determine the orientation [34].
Once the key-points are found the descriptors are built using BRIEF. However, BRIEF
performs poorly when orientation is considered, hence steer BRIEF is used to determine
orientation accurately. In matching the descriptors, Locality Sensitive Hashing (LSH) is
used to search for the nearest neighbour [30].
3.3 Feature Matching
The last stage in the pre-processing pipeline is to track the ROIs in the environment,
which can be used as landmarks for RGBD SLAM. From the features extracted in the
previous stage, feature matching is used to accomplish this task. The feature matching
process for each feature extraction algorithm uses FLANN and RANSAC with homography
matrices.
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This last stage is crucial to re-identify the ROI in the subsequent image frame so that
it can be saved as a landmark. Additionally this stage also ensures that loop closure is
achieved correctly in RGBD SLAM when a landmark is revisited.
3.3.1 Fast Approximate Nearest Neighbours
Based on the feature descriptors built by the feature detectors, feature matching is used
to match the descriptors. OpenCV offers two methods for feature matching which is the
brute-force method and the fast approximate nearest neighbours classifier also known as
FLANN [35]. The brute force method finds the closest match using distance calculations.
However, these calculations are known to take more computational time. Hence, for
faster performance, FLANN is used in this dissertation as the feature matching algorithm.
FLANN is able to perform well as it can handle large datasets and optimize for speed
the search for nearest neighbours. For SIFT and SURF the default FLANN function was
used, but for ORB the FLANN function had to be specified to use LSH to match the
features. For further details into FLANN refer to the research done by Muja and Lowe
[36].
3.3.2 RANSAC
During the feature matching process, false matching does occur and needs to be eliminated
to produce robust and accurate matches. Once FLANN is applied, RANSAC is used to
eliminate the false matching. In the context of RANSAC good matches are known as
inliers and false matches are known as outliers. To find the inliers the feature matches
from FLANN are converted into a mathematical model, where RANSAC is used to
estimate the inliers of the model. RANSAC is primarily implemented to ensure that
the location of a ROI is accurately found in the image.
3.3.3 Homography
The last step in feature matching is to locate the ROI if it is in the image no matter
what the geometry. Hence, a perspective transformation is needed to find the landmark
in the image. A homography matrix needs to be found to perform the perspective
transformations. In OpenCV, the homography matrix is implemented with RANSAC to
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ensure that from the good feature matches the most accurate matrix for the perspective
transformation is found.
3.4 Summary
This chapter presented the theory required to develop the proposed method of using ROIs
to process the image data to identify and track landmarks for RGBD SLAM, rather than
the traditional method. The ROI is implemented using a pre-processing pipeline. The
pipeline is made of three stages. The first stage detects a ROI in the image; the second
stage applies a feature extractor within the ROI and the last stage uses feature matching
to accurately re-identify the ROI and classify it as a landmark for RGBD SLAM.
The first stage uses the method proposed by Aulinas et al. [6] where the ROI is detected
using an edge detector with erosion dilation filters. The second stage presents an option
of three feature extractor (SIFT, SURF and ORB) that be used to detect features from
the ROI. The last stage uses feature matching with RANSAC to ensure that the ROI is
correctly re-identified in the environment.
Based on the theory presented in this chapter, the next chapter presents the methodology
of the pipeline in form of a flowchart and how it is integrated into the RGBD SLAM
framework.
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Pre-processing Pipeline
The previous chapter presented the image processing theory to construct the pre-processing
pipeline. The pipeline implements an alternative method of using ROI to process the
image data to identify and track landmarks for RGBD SLAM. This method is used to
improve the computational time of RGBD SLAM compared to the traditional method.
Section 4.1 discusses the methodology of the pipeline in the form of a flowchart. Section
4.2 presents an evaluation of the pipeline where each stage is evaluated to ensure the
image data are processed correctly to detect ROIs and features. This process is vital to
ensure that each stage functions correctly before the full pipeline algorithm is tested and
integrated into the RGBD SLAM framework. Section 4.3 presents the integration of the
pipeline into the framework and Section 4.4 presents a summary of the chapter.
4.1 Flowchart of the Pre-Processing Pipeline
This section presents in detail the image processing theory and algorithms used for each
stage of the pre-processing pipeline, which can be summarized into a flowchart. The
input is images and depth measurements from the Kinect and the output is a database
of landmarks with depth measurements for RGBD SLAM, as shown in Figure 4.1. The
flowchart of the pre-processing pipeline was coded into one algorithm.
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Figure 4.1: A flowchart summarizing the pre-processing pipeline into one algorithm.
To read and access the data from the Kinect, OpenNI drivers were used [21]. OpenCV
image processing libraries were used and the pre-processing pipeline was coded in C++.
The pipeline initialises with no landmarks in the database. As a robot explores an
environment, the algorithm creates a database of landmarks. The ROI detected in the
first image captured by the Kinect is automatically stored and considered a landmark.
As the images of the environment are sent to the pipeline, the first stage in the pipeline
will detect a ROI. The ROI is designed to contain uniquely identifiable objects that
could be used as landmarks. Once a ROI is detected then the second stage uses feature
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extractors to build a feature descriptor of the ROI. The feature descriptors are used in
the last stage to find the ROI in the most recent image capture. If the ROI is in the
image than it is confirmed to be landmark. If the ROI is not in the image then a new
ROI is detected in the most recent image. When the ROI is confirmed to be in the image
a second check is conducted to see if the landmark has been seen before, hence it will be
checked against a database of landmarks. If the landmark has not been seen before then
it considered to be a new landmark and is saved to the database.
When a duplicate landmark occurs in the database, the algorithm failed to re-identify
the landmark. When this occurs, this is considered a false negative.
Once the landmark has been checked, the depth measurements from the point cloud data
of the landmark are sent to RGBD SLAM to update the current location of the landmark.
In this manner RGBD SLAM can keep track of all the landmarks.
4.2 Evaluating the Pipeline
After the pipeline was constructed into an algorithm as seen in the flowchart in Figure
4.1, the pipeline was evaluated at each stage. Each stage of the pipeline is evaluated to
ensure the image data are processed correctly. The pipeline was evaluated using images
of an object captured in a room with a featureless and low detail background. The object
was chosen to be a box containing a fair amount of writing to ensure a high degree of
detail that can be detected. This scene is chosen as the object is an ideal landmark that
can be used for RGBD SLAM, hence the ROI stage can be fine tuned to detect this object
as a landmark. Additionally the feature extractors would be able to extract features of
the object for the feature matching stage. Once each stage of the pipeline is evaluated
then the full pipeline algorithm can be used for further testing. An image of the scene is
shown in the top left of the diagram in Figure 4.2.
4.2.1 Stage 1: ROI Detection
In Chapter 3 the Aulinas et al. method is mentioned as the method used to detect a
ROI. The ROI is detected using an edge detector with erosion and dilation filters. To
segment the ROI from the image connected component analysis is used. These processes
are shown in Figure 3.2.
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Edge Detection
In this study Canny edge detection was used in the first step in determining a ROI. The
Canny edge detector offers three adjustable parameters, namely the size of the Gaussian
filter and a low and high threshold. The Gaussian filter is a smoothing filter to either
sharpen or blur the edges. The default 3 × 3 kernel size was used for the Gaussian filter.
The low and high threshold parameters are used to limit the sparse definitions and were
set to 250 and 300 respectively. These parameters were chosen such that the edges from
an object are detected optimally in a range of 0.2 m to 1.8 m from the Kinect.
In Figure 4.2 (top right) it is shown that the edge detector was able to detect the degree
of detail on the object and output image as a binary image. The object in the image is a
box with a fair amount of writing to ensure that the edge detector is able to pick up the
detail. For the ROI algorithm to function there must be some detail in the environment
for the edge detector to detect a ROI which limits the use of the ROI algorithm.
Erosion and Dilation
Once the edge detection is applied to the image, erosion and dilation operations are
applied to further enhance the degree of detail and filter out any background noise picked
up by the edge detector. For both the erosion and dilation operations a 3 × 3 kernel was
used. The number of iterations for applying these operations can be and were adjusted.
Number of iterations for erosion and dilation were set to six and seven respectively as
these were the default values in the OpenCV library. The erosion operator is first applied
to remove the background noise then the dilation operation is applied to the binary image
to convert the edges detected into larger foreground patches. During testing after the
pipeline was tested in isolation it was required to detect for a larger ROI. To enable
the ROI algorithm to detect a larger ROI the number of iterations the of dilation were
operation reduced to two.
As shown in Figure 4.2 (bottom right) the background edges are filtered out and the
details on the box are converted to larger foreground patches.
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Connected Component Analysis
The last step in the ROI process is to identify the largest foreground patch, since from
the previous step these patches indicate a high degree of detail in the image. Connected
component analysis is used to find the largest patch. For displaying purposes once it is
found a red box is drawn around the area containing it.
In Figure 4.2 (bottom left) the box was successfully determined to be the area in the
image containing the highest degree of detail using the connected component analysis
method. Hence the red box is drawn around the box and is segmented as a landmark
that will used in the next stage of the pre-processing pipeline. The segmented region is
shown in Figure 4.2 (bottom centre) and is marked as a landmark for SLAM.
Figure 4.2: Step-by-step process of the ROI algorithm identifying a highly detailed object
that could be used as landmark for RGBD SLAM.
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4.2.2 Stage 2: Feature Extraction
After stage 1 where the ROI is detected and segmented, stage 2 applies the feature
extractor. The feature extractor is applied to both the ROI and the most recent image as
shown in Figure 4.3. Once the features have been detected, the features with its feature
descriptors are sent to the next stage for feature matching.
Additionally this stage offers three types of feature extractors that can be used. The
three options are SURF, SIFT and ORB. Figure 4.3 shows the three feature detectors
applied to the ROI and the most recent image. In the algorithm the default setting
parameters where used for SURF, SIFT and ORB as specified in the OpenCV libraries.
These default values were chosen as RGBD SLAM also uses the same default values in
the traditional method to extract features. This is to ensure comparable results when
testing the pipeline with RGBD SLAM.
Figure 4.3: The three feature extraction algorithms used in the pre-processing pipeline
to extract features.
4.2.3 Stage 3: Feature Matching
Once the feature is extracted and its descriptors built, the descriptors are used in stage
3 for feature matching. The feature matching process is used to check if the ROI is in
the most recent image. As shown in Figure 4.4 stage 3 is successful in locating the ROI
in the image.
Depending on the type of feature extractor used the feature matching method differs.
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For SURF and SIFT the FLANN method is used, and for ORB the brute force method
is used. Feature matching for SURF, SIFT and ORB is shown in Figure 4.4.
Figure 4.4: The feature extraction and matching process implemented in the final
algorithm.
Feature matching is used again on its own in the pipeline when the newly found landmark
is checked against the database of landmarks to determine if it was seen before.
4.3 Integration of the Pipeline in RGBD SLAM
After evaluating the pipeline, it is tested in isolation before it is integrated into the RGBD
SLAM framework. To integrate the pipeline the module that processes the image data
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within the RGBD frameworks must first be identified. The front end of the module is
shown to do this as discussed in Chapter 2.
The feature extraction and matching is done in the front end of the framework. To
complement this process the pipeline is added to this module. The image data from
the Kinect will enter the front end of the framework and first get processed through the
pipeline to detect the ROI. Once the ROI is detected the data will continue through the
normal process of RGBD SLAM.
Endres et al. developed RGBD SLAM using the Robot Operating Software (ROS) which
is freely available to the research community. This version was used and modified in this
study. A graphical user interface (GUI) is shown in Figure 4.5 that contains the 3D map
created, the extracted features, the input colour image and the depth image.
Figure 4.5: The GUI of RGBD SLAM.
4.4 Summary
From the last chapter the theory of image processing algorithms is discussed and is used
in this chapter to construct the pre-processing pipeline. A flowchart of the pipeline is
shown and each stage of it is evaluated. This evaluation process is needed to ensure the
image data is processed to correctly to detect a ROI with feature detection and matching.
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The evaluation process showed that the pipeline was able to successfully detect a ROI in
the image. The ROI detected was an ideal object that is uniquely identifiable and can
be used as a landmark for RGBD SLAM. The feature extractors applied did allow the
feature matching stage to locate the ROI correctly in the most recent image.
Lastly the pipeline needed to be integrated into the RGBD SLAM framework. The front
end of the framework was designed to be modulus to integrate the pipeline into the
framework. The next chapter performs test of the pipeline in isolation and thereafter
tests of the RGBD SLAM with pipeline integrated into it.
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Testing and Results
The last chapter presented the methodology of the pre-processing pipeline, and this
chapter will present the tests performed on the pipeline in isolation and with the pipeline
integrated fully into the RGBD SLAM framework.
The pipeline is developed as an alternate method of processing the image data where
ROIs are used to identify and track landmarks for RGBD SLAM. The pipeline serves as
a solution to improve the way RGBD SLAM processes the image data and optimizes the
identification of landmarks to reduce the computational time. This method is compared
to the traditional method currently used where a distribution of features is detected from
an entire image frame to identify and track landmarks. This chapter will perform tests
to compare the two methods to determine if the pipeline does improve the computational
time. There are three sets of tests that are done. The first set tests called test 1 analysed
the pipeline in isolation. The second set of tests, called test 2, integrated the pipeline
into RGBD SLAM which is analysed and compared to the traditional RGBD SLAM. The
last set of tests, called test 3, conducts the same tests performed in test 2, but with a
reduced number of features.
Section 5.1 presents the analysis of the results from test 1. The results from test 2 are
presented in Section 5.2 and Section 5.3 presents the results from test 3.
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5.1 Test 1: Pipeline Tested in Isolation
Before the pre-processing pipeline is integrated into the RGBD SLAM framework, the
functionalities of the pipeline are first tested. It is tested to determine whether the
pipeline can create a database of landmarks using ROIs, the precision of re-identifying
a ROI in the scene and the accuracy of being able to recall a landmark that has been
previously seen and stored in the database. The tests applied the pipeline to typical
indoor SLAM office environments. Seven indoor office environment datasets downloaded
from: http://vision.in.tum.de/data/datasets/rgbd-dataset [14] capturing typical scenarios
for SLAM were used.
Each dataset was fed into the pipeline and processed. While the pipeline is processing
each dataset, a log file is created. In the log file the number of matched feature and falsely
matched features are stored. Additionally, the computational time required to process
a dataset is also recorded and stored in the log file. The computational time logged
the measured duration for the entire implementation to execute. Once the pipeline has
processed the dataset, a database of landmarks is created. After processing each dataset
the log file and the database are analysed. The log file is analysed to determine the
average number of true positives and false positives of matches. The database is analysed
to determine the number landmarks stored and the number of duplicate landmarks.
Each dataset was processed three times to allow the pipeline to apply the three feature
detectors to the dataset. After all the datasets are processed, a comparison is made of
all the datasets to determine which dataset posed a challenge to the pipeline in terms of
correctly identifying and tracking landmarks.
The seven datasets are labelled and listed as follows with the number of frames per
dataset:
• 1 = fr1/xyz (797 frames).
• 2 = fr3/structure texture far (914 frames).
• 3 = fr3/structure texture near (1065 frames).
• 4 = fr3/nostructure texture far (454 frames).
• 5 = fr3/nostructure texture near withloop (1648 frames).
• 6 = fr1/360 (755 frames).
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• 7 = fr1/floor (1242 frames).
The first five datasets were captured in a small office environment, where the Kinect was
moved slowly through it. These five datasets were used to investigate the robustness
and performance of the feature extraction algorithms in terms of the number of features
extracted and features matched. The datasets vary from an office desk to highly detailed
boxes and a highly detailed floor.
The last two datasets are typical environments where SLAM can be used for navigation.
The Kinect was moved a little faster compared to the previous five datasets. One dataset
is a 360-degree view of an office and the other is a sequence of images navigating through
an open office at floor level. This was to test the overall robustness of the pre-processing
pipeline.
5.1.1 Description of the Datasets
A description for each of the datasets is presented in Table 5.1. Each dataset captured
different typical scenarios of an office environment. A description of the input files for
the datasets is presented in Appendix A.
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Table 5.1: Decription of each dataset and a sample image.
Dataset
No.
Description of Dataset Sample Image
1
In this dataset the Kinect moved around a typical office
desk very slowly. The movement was in the x, y and z
direction of the Kinect.
2
This dataset contained highly detailed boxes and papers
stuck to the floor. The Kinect was placed further away
from the boxes.
3
Same as dataset 2 but the Kinect was placed closer to
the boxes.
4
The dataset is of the same environment as the previous
one except it only has the highly detailed papers in the
scene stuck to the floor. This dataset has no boxes in the
scene to eliminate structured objects, hence only non-
structured, flat, detailed papers was left in the scene.
5
Same as dataset 4 but the Kinect’s movement formed a
loop.
6
This dataset captured a 360-degree sequence of images
of a typical office. The movement of Kinect was faster
than the previous dataset causing blurry images.
7
This dataset captured the movement of the kinect
through a typical open office environment. The Kinect
was placed at floor level. The floor was wooden and
contained knotholes that could be used as landmarks.
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5.1.2 Results from Dataset Testing
All the log files recorded from the datasets were analysed in Matlab and are presented in
this section for each dataset. The depth measurements captured of the landmarks were
not analysed as ground truth was not available in the datasets. A description of the
output log files from the pre-processing pipeline is presented in Appendix A.
In these tests three sets of measurements are produced. The first measurement is the
number of landmarks in the database; the second measurement is the number of false
positives of a ROIs (number of falsely matched ROIs to existing landmarks in the
database) and the last measure is the number of false negatives of landmarks. As the pre-
processing pipeline processes each dataset, it builds a database of possible landmarks that
could be used for SLAM. The first and third measurements are determined by analysing
the database and second measurement is determined by analysing the log files. A sample
image frame from each dataset is shown in Table 5.2 with a ROI detected from it.
Once a ROI has been detected, feature detectors are used to detect features within the
ROI and feature matching is used to identify the ROI in the next image frame. During the
matching process unique feature descriptors are built of the ROI and of the new image.
When the ROI has been detected in the new image, any feature descriptor that has been
matched outside the ROI in the new image is considered a falsely matched feature.
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Table 5.2: Sample Frame from each Dataset with its corresponding ROI.
Dataset
No.
Image Frame ROI
1
2
3
4
5
6
7
When a ROI is re-identified, it is considered to be a possible landmark and the whole
ROI is stored into the database with its feature vectors. As more landmarks are added to
the database, it is checked to see if it has been seen before. However, after the tests had
been completed the database was analysed and it was found that duplicate landmarks
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occurred, indicating that this was an error in re-identifying the landmark. The number
of duplicates that have occurred is the number of times it failed to re-identify a landmark
which are false negatives.
5.1.3 Analysis of Dataset Results
The results from the log files from all the datasets were analysed in Matlab to see the
robustness, effectiveness and performance of the functionalities of the pre-processing
pipeline. The raw results that was captured and analysed from this test are presented in
Appendix B. Over all the datasets three sets of measurements were analysed which were
the number of landmarks stored in the database, the precision of re-identifying a ROI in
terms of false matches and the accuracy of recalling a landmark in the database. The
analysis of these three sets of measurements would determine whether the pipeline would
be able to identify and track landmarks in the environment for SLAM accurately.
In addition the identifying and tracking of landmarks per feature extraction algorithm
is analysed over all the datasets. Thereafter the performances of each feature extraction
algorithm is analysed in terms of the average number features matched, average false
features matched and execution time over all the datasets. This analysis would give
an indication into which feature extraction algorithm performed the best in the pre-
processing pipeline.
Figures 5.1, 5.2 and 5.4 plot the bar graphs of the results recorded of the landmarks for
all datasets.
Landmarks
In Figure 5.1 the number of landmarks saved in the database per feature extraction
algorithm for all the datasets is shown. It was found that in dataset 2 all the feature
extraction algorithms recorded the lowest number of landmarks in the database compared
to the other datasets. This is as expected due to the environment in dataset 2 containing
few objects which were non-structured, flat and highly detailed. However in the last two
datasets all the feature extraction algorithms resulted in the greatest number of landmarks
saved to the database. The main cause of such high numbers was due to Kinect moving
quite fast through the environment capturing blurry images. The blurry images affected
the ability of the feature extraction algorithms to precisely re-identify a ROI, resulting
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in a higher number of false positives. Hence the pipeline incurred duplicate landmarks
in the database which produced higher number of false negatives of landmarks. Datasets
6 and 7 also required more computational memory to store the landmarks compared to
the rest. ORB recorded the highest number of landmarks for each dataset.
Figure 5.1: Bar Graph of landmarks for SURF, SIFT and ORB for all the datasets.
False Positive Landmarks
Figure 5.2 shows the number of false matches of ROIs to an existing landmark in the
database, for each feature extraction algorithm for all the datasets.
SIFT and SURF performed well in dataset 2, where they both recorded no false positives,
which in this case showed these feature extractors detected the ROIs correctly all the time.
This could be due to the Kinect moving more slowly in the environment compared to the
other datasets which made it easier to re-identify a ROI in the database.
In most cases it was either SIFT or SURF that produced the lowest false positives, while
ORB produced the most. Dataset 4 was the only case where SIFT recorded the highest
compared to SURF and ORB, but still low when compared through all the datasets. For
Dataset 6 containing blurry images, SIFT appears to perform well in recording the lowest
false matching of landmarks compared to SURF and ORB.
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Figure 5.2: Bar graph of number of false positive ROIs for SURF, SIFT and ORB for all
the datasets.
False Negative Landmarks
In Figure 5.4 the number of false negatives of landmarks in the database for each feature
extraction algorithm for all the datasets is shown. False negatives are when a landmark
is already in the database but it is saved as a new landmark, hence the database would
incur duplicate landmarks. The number of duplicate landmarks is the number of times the
pipeline failed to re-identify an existing landmark. An example of a failed re-identification
is shown in Figure 5.3 where a duplicate landmark is found in the database.
(a) Landmark No. 16 in the database. (b) Landmark No. 17 in the database.
Figure 5.3: An exmple of a failed recall when a duplicate landmark is found in the
database.
In dataset 2 SIFT outperformed SURF and ORB in producing no false negatives in the
database. ORB in all the datasets produced the highest number of failed false negative
in the database. SURF produced the lowest number of false negatives for datasets 4
and 7, compared to SIFT and ORB. However in dataset 7 with blurry images SURF is
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noticeably better compared to SIFT and ORB with high numbers of false negatives of
landmarks in the database.
Figure 5.4: Bar graph of number of false negatives of landmarks in the database for
SURF, SIFT and ORB for all the datasets.
Feature Matching
False positives and false negatives of landmarks are fundamentally produced through
feature matching. Graph analyzing the feature matching for each feature extractor is
presented in Appendix B. SIFT produced the lowest number of matched features while
ORB produced the highest number. In datasets 6 and 7 all three feature extraction
algorithms recorded lower numbers of matched features compared to the other datasets.
This is to be expected as datasets 6 and 7 have blurry images where it is more difficult
to extract features. Hence, this had a cascade effect where landmarks were not tracked
accurately which resulted in higher number of landmarks and failed recalls of landmarks
in the database. An example of this detecting a ROI in a blurry image is shown in Figure
5.5 where fewer features are extracted and matched. In general ORB extracted more
features compared to SURF and SIFT considerably.
SIFT produced the lowest average matched features for all the datasets, it also produced
the lowest average of false features matched. As expected ORB produced the highest
average of false features matched.
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Figure 5.5: An example of a ROI detected in a blurry image which detects fewer features
and matches.
Duration
The execution time of each feature extraction algorithm was recorded for all the databases
and is shown in Figure 5.6. The duration measurements presented in this section are not
averages as the datasets tests were only executed once.
From these tests it was found that if there is a high number of features extracted the
execution would be longer and if there is low number of features extracted then the
execution time is shorter. However, dataset 6 stands out from the rest as SURF recorded
fewer features matched compared to ORB, but has the highest execution time. In this
case due some of the images being blurry, SURF took longer to extract features compared
to SIFT and ORB. SIFT took longer than ORB to extract features in dataset 6. With the
exception of dataset 6, SIFT was fastest and ORB was the slowest in terms of execution
time.
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Figure 5.6: Graph of duration for SURF, SIFT and ORB for all the datasets.
5.1.4 Summary of Results from Dataset Tests
In these tests the pre-processing pipeline was tested in isolation before it was integrated
into the RGBD SLAM framework. The primary focus of these tests was to test the
functionality of the pre-processing pipeline to be able to accurately identify and track
landmarks in an environment. The first criterion was to see if the pipeline is able to build
a database of landmarks, the second was to determine the precision of re-identifying a
ROI in the database and the last criterion is to check if the pipeline can recall a landmark
stored in the database accurately. Therefore three sets of measurements which were used
to fulfil these criteria. The three sets of measurements are the number of landmarks in
the database, false positives of landmarks and number of false negatives of landmarks in
the database.
Overall the pipeline was able to successfully build a database of landmarks with all the
feature extractors. SURF and SIFT were found be better in re-identifying the ROI
compared to ORB. It was also observed that when there were blurry images (dataset
6 and 7) the extractors have difficulties in re-identifying ROI. This makes the pipeline
produce more false positives and false negatives of landmarks in the database.
Each of the feature algorithms was analysed individually in terms of number of features
matched, number of false features matched and execution time for all the datasets. ORB
resulted with the most number of feature matches and false matches, hence it required a
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longer time to execute. SIFT appeared to outperform SURF and ORB in producing the
least numbers of matched features and false matching of features with a short execution
time.
However, these results are not comparable as each feature extractor extracted different
numbers of features. ORB tended to extract the most number of features, hence it
produce the most number of feature matches, false feature matches and false negatives
of landmarks. SIFT resulted with few features which produced lower number of feature
matches, false feature matches and false negatives of landmarks.
The pipeline was shown to be effective in identifying and tracking landmarks for SLAM
with all the feature extractors. The next sets of tests integrated the pipeline with RGBD
SLAM framework. However to improve the performance and to produce more comparable
results the number features for all the features extractors was set to the same number
of 600 in the next set of tests. This number was chosen as the traditional method used
in RGBD SLAM had a default value of 600. This test also revealed that to reduce the
number of false positives and false negatives of landmarks the ROI algorithm should be
altered to detect a larger ROI. In the next test this change was made to the pipeline.
5.2 Test 2: RGBD SLAM Testing
The previous tests investigated the pre-processing pipeline in isolation in terms of robustness
and performance to ensure landmarks can be identified and tracked for SLAM. Traditionally
RGBD SLAM uses the method of extracting features from the entire image forming a
distribution of features. The pipeline only extracts features from the ROI. In these tests
the pipeline was integrated into the RGBD SLAM framework. Once it was integrated,
it was compared to the traditional version of RGBD SLAM to determine whether the
pipeline would improve the accuracy and computational time of SLAM. Details of the
integration of the pipeline in the RGBD SLAM framework are given in Chapter 3. This
comparison is made to see if the strategy of only extracting features from the ROI can
outperform the traditional method (distribution of features) used in RGBD SLAM in
terms of accuracy in robot’s position and computational time.
From the pre-dataset tests five datasets were chosen to be used in these tests which were
dataset 1, 2, 4, 6 and 7. An additional dataset was also used to test the limits of the
pipeline in terms of robustness and performance. This dataset is named ”fr3/nostructure
notexture” and labelled as dataset 8 for this study. In this dataset a featureless environment
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was captured which contained a plain white wall with no objects of detail. A sample image
from this dataset is shown in Figure 5.7.
Figure 5.7: Sample image from dataset 8.
From the previous test it was found that to improve the accuracy of identifying and
tracking a landmark the ROI algorithm should be adjusted to detect larger ROIs. To
allow the pipeline to detect a larger ROI the number of iterations for the dilation operation
was reduced to two. In these tests both sizes of ROIs are integrated into the RGBD
SLAM and tested. In the tests the previous ROI is known a ”RGBD Small ROI” and
the new bigger ROI is known as ”RGBD Big ROI”. The results from both versions of
RGBD SLAM are compared to the original RGBD SLAM to see if the performance of
SLAM has improved with pipeline. All versions of RGBD SLAM used all three feature
extractors. To ensure all the results are comparable all the feature extractors have been
set to extract the same number of features for matching and tracking of a landmark. The
number was set to 600 features in these test as this was the default value used in RGBD
SLAM.
The results produced error values in localising the robot’s position. If the landmarks were
accurately identified and tracked then these error values are reduced. If the landmarks
were not accurately identified and tracked then these error values increase. Therefore,
these error values were used to determine whether landmarks are identified and tracked
accurately. The time taken for each test was also recorded to evaluate the performance
of all three versions of SLAM in terms of computational time.
As discussed in Chapter 4, RGBD SLAM was developed in ROS and it is also executed
in ROS. The datasets were entered into RGBD SLAM and were processed one at a time.
By using the datasets RGBD SLAM is executed off-line meaning that data entered into
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RGBD SLAM simulated a robot navigating through the environment. Each dataset was
processed by all three versions of RGBD SLAM and for each version of RGBD SLAM
all three feature extractors were used. After each dataset was processed an output file is
created containing the error in the trajectory, the duration and the error in the pose of
the robot (robot’s position) in both translation and rotation. This file was analysed for
all the datasets and compared.
5.2.1 Results from RGBD SLAM
The results from all tests were compared in terms of speed and accurate estimation of the
robot’s trajectory. All tests were conducted using the RGBD SLAM software that was
developed by Endres et al [13]. The software was executed on an Ubuntu 14.3 platform
using ROS. The software outputs were a 3D map with the robot’s trajectory and a log
that documents the processes of RGBD SLAM. In Figure 5.8 the 3D map that is created
by RGBD SLAM is shown. The computer that was used in these tests had a Intel Core
i7 and 8 Gb of RAM.
Figure 5.8: A 3D map with the robot’s trajectory that is produced from RGBD SLAM.
A post-processing evaluation tool developed by Endres et al. was used on the outputs
from RGBD SLAM [13]. The tool produced a spreadsheet containing the error values of
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the robots trajectory with duration. To calculate the error values the tool read in the
ground truth of the robot and compared it to the estimated trajectory of the robot. The
ground truth was supplied with each dataset that was downloaded and was captured with
a motion-capture sensor. There were three error values of the robot’s position that are
calculated namely the absolute trajectory error, the translational and the rotational root
mean square error (RMSE).
The absolute trajectory error is the difference in the estimated robot’s trajectory and the
ground truth of the robot. The translational and rotational error is the relative pose error
of the robot. These error values are analysed to determine the accuracy of identifying
and tracking landmarks in the environment. This can be done as the SLAM algorithm
uses the landmarks to estimate the robot’s position. If the landmarks are not tracked
accurately, the error values of the robot’s position will be larger but if the landmarks are
tracked accurately then the error values would be minimised. It can also be deduced that
if the landmarks are tracked accurately the number of false positives and false negatives
of landmarks is reduced. This would also ensure that loop closure in SLAM is conducted
correctly.
After each test the results are analysed and compared for all three versions of RGBD
SLAM. This comparison is used to evaluate the performance and to see whether the
integration of the ROIs improves the computational time of SLAM and the accuracy
of SLAM in determining the robot’s position. Graphs analysing the absolute error and
relative pose error was produced for each feature extractor. Only graphs for SURF are
shown in this section and the graphs for SIFT and ORB are presented in Appendix B.
Absolute Trajectory Error
This section discusses the absolute trajectory error of all three versions of RGBD SLAM
for each feature extractor. During the tests it was found that as the environment and
movements of the robot in the datasets became more complex the absolute trajectory
error increased. For dataset 1 and 2 the results for all three versions of RGBD SLAM
using all three feature extractors were found to produce similar error values.
SURF
In Figure 5.9 a graph of the absolute error of the robot for all the datasets using the
SURF feature extractor is shown. For all the iterations across all the datasets, the
absolute trajectory error never exceeded 0.4 m. The SURF feature extractor produced
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similar results for all the three versions of RGBD SLAM for dataset 1 and 2. For the other
datasets the use of a bigger ROI outperformed the other two versions of RGBD SLAM.
This is to due SURF being more precise in re-identifying the ROI with a bigger ROI. In
the last dataset (8) the smaller ROI completely failed to detect landmarks therefore the
pose of the robot could not be found. This was to be expected as the dataset contained
a featureless environment. The bigger ROI was able to capture enough features to track
landmarks for RGBD SLAM to evaluate the pose of the robot for the last dataset. From
these results when the bigger ROI is used in RGBD SLAM with SURF, it was found that
this version of RGBD SLAM outperforms or performs as well as the traditional version
in estimating the trajectory of the robot.
Figure 5.9: Absolute trajectory error of the robot for all datasets using the SURF feature
extractor.
SIFT
SIFT produced similar results to SURF because SIFT extracts features in a similar
manner to SURF. For datasets 4, 6 and 7 the smaller ROI struggles to track landmarks
using the SIFT extractor, but performs better with the bigger ROI. In dataset 4 SIFT
produced the largest error with the smaller ROI compared to the rest. This is due to the
SIFT extractor struggling to re-identify landmarks accurately. Hence determining the
pose robot is more difficult which results in a larger trajectory error. For the last dataset
SIFT failed with the smaller ROI and produced a larger error using the bigger ROI.
Similar to the results of SURF, the version of SLAM using the bigger ROI outperformed
or performed just as well as the original version of SLAM in estimating the trajectory of
the robot.
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ORB
Although ORB produces similar results to SIFT and SURF for datasets 1 and 2, but for
the rest of the datasets it performs much differently. In datasets 4 and 7, the normal
RGBD SLAM outperforms the ROIs. This was expected as in the pre-dataset tests ORB
was found to produce more imprecise results with ROIs compared to SURF and SIFT;
and therefore it struggled to find landmarks, even though in these tests all three feature
extractors extracted the same number of features. However for dataset 6 the bigger
ROI using ORB outperformed the normal RGBD SLAM by a small margin. The last
dataset ORB completely failed to track landmarks with ROIs. In these results traditional
SLAM was clearly observed to perform better than using ROI with ORB in estimating
the robot’s trajectory.
Summary
In summary the RGBD SLAM using the bigger ROI outperformed or performed just as
well as the traditional RGBD SLAM in minimising the absolute trajectory error. SURF
was found to produce the least amount of error when used with ROIs and the error
further reduced when the bigger ROI. ORB produced the greatest error with ROIs and
least amount of error with the traditional RGBD SLAM.
Relative Pose Error
The relative pose error is determined by calculating the translation and rotational RMSE
of the robot’s pose between each step the robot moves in the environment. This is used
to estimate the drift of the robot when comparing the estimated trajectory to the ground
truth trajectory. The translation error considers movement in the x, y and z plane,
and the rotational error considers movement in roll, pitch and yaw. Similar to absolute
trajectory error the relative pose error was observed to increase when the environment
and the robot’s movement became more complex. The use of smaller ROI yielded larger
error values. This is due to again that the smaller ROI struggling to accurately re-identify
the landmarks and hence it is not able to correctly determine the pose of the robot. This
section presents the relative pose error for all three versions of RGBD SLAM for each
feature extractor.
SURF
Graphs of the translation and rotational RMSE for all the datasets using the SURF
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feature extractor are shown in Figure 5.10. In dataset 1 and 2, the translation error for
all versions of RGBD SLAM is similar which is an expected outcome as it was seen that
the error in trajectory for SURF was also found to be similar for dataset 1 and 2 in the
last section. However, the rotational error for the version of SLAM using the bigger ROI
was smaller than the other two versions. A reason for this is that the bigger ROI is able
capture more reliable features compared to the versions of RGBD SLAM. This allows
the bigger ROI to be more precise in re-identifying a ROI to be able to track landmarks
accurately.
(a) Translations error. (b) Rotational error.
Figure 5.10: Graphs of Translational and Rotational RMSE for all the datasets using the
SURF feature extractor.
In dataset 4 it was found that SURF produced a lower translation and rotational error
with the smaller ROI. For datasets 6 and 7 the smaller ROI produced the largest errors
compared to the other iterations of RGBD SLAM. For the last dataset that used SURF
with bigger ROI, the translation and rotational error was not recorded even though the
trajectory error was recorded as shown in the previous section. This indicates that the
bigger ROI failed in the last dataset as it was not able to detect a ROI that contained a
set of reliable features to determine the pose of the robot.
Besides from dataset 4 and 8, when SURF was used the RGBD SLAM version using the
bigger ROI outperformed or performed just as well in determining the pose of the robot
with less drift as compared to the version of SLAM using the smaller ROI.
SIFT
For dataset 1 and 2 the original version of RGBD SLAM and the versions using ROIs
produced similar results as SIFT for both translational and rotational error. Therefore all
three versions of SLAM experience the same amount of drift in determining the robot’s
pose.
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In datasets 4, 6, and 7 the smaller ROI using SIFT produced the largest errors in
translation and rotation implying the smaller ROI induced more drift compared to the
other two versions of SLAM. This also indicated the smaller ROI captured fewer reliable
features to accurately identify and track landmarks using ROIs. For dataset 8 although
the bigger ROI was able to find the pose of the robot with SIFT, but the original version
of RGBD SLAM produced smaller errors.
In all the datasets except for dataset 8, the bigger ROI outperformed or performed just
as well as the original version of RGBD SLAM in determining the pose of the robot while
incurring the least amount of drift.
ORB
For all datasets the smaller ROI produces more errors in translation and rotations
compared to the two versions of RGBD SLAM using the ORB feature extractor. Dataset
4 was the only case where the original version of RGBD SLAM performed better than the
ROI versions when ORB was used for determining the pose of the robot. It was expected
for the original version of SLAM using ORB to perform better in all the datasets as seen
in the last section when the robot’s trajectory was estimated.
All the datasets except for dataset 4 showed that the bigger ROI and the original version
of SLAM experience similar amounts of drift which is less than the drift incurred with the
smaller ROI. Thus far it was seen that ORB performs better when used in the original
RGBD SLAM in determining the robots position compared to when it is used with the
ROI versions.
Summary
In most cases the use of a bigger ROI performed similarly to the original RGBD SLAM
and in some cases the traditional RGBD SLAM marginally outperformed in terms of the
translational and rotational errors. Again this variation in results is dependant on which
feature extractor is used with the versions of RGBD SLAM. SURF produced lower errors
in the robot’s pose using the bigger ROI while SIFT predominantly produced lower errors
when used in the original version. ORB yet again was found to perform better when used
in the original RGBD SLAM, which further proves ORB struggles to re-identifying the
landmarks when the pipeline is included into the RGBD SLAM framework.
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Duration
For all the versions of RGBD SLAM with the three feature extractors the duration of the
time taken to execute is recorded. The last section compared all three versions of RGBD
SLAM in terms of determining the robot’s position accurately. This section evaluated the
versions in terms of computational time to determine whether the ROI versions are faster
than the traditional version. This comparison was done for all three feature extractors.
Most datasets took less than 1000 s to execute where the normal RGBD SLAM took the
shortest time.
SURF
In Figure 5.11 a graph of the duration of RGBD SLAM for all the datasets using the
SURF feature extractor is shown. All the datasets took less than 1000 s to execute,
however dataset 2 with a smaller ROI took the longest where it surpassed 1000 s. Overall
the datasets with the original version of RGBD SLAM took the shortest amount time.
The results show that the ROI versions take longer as more time is required to first
re-identify a ROI accurately and then track the landmarks accurately to determine the
robot’s position using SURF.
Figure 5.11: Duration of RGBD SLAM for all datasets using the SURF feature extractor.
Datasets 2 and 4 takes the longest with the smaller ROI. This indicated that the smaller
ROI captures features that are less reliable than the bigger ROI, therefore it took longer
to re-identify landmarks to determine the position of the robot. In dataset 8 the bigger
ROI took less time than the original version of RGBD SLAM, but it was due to SURF not
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being able to capture enough features to accurately identify and track landmarks. Hence,
the robot’s position was not found, which reduces the computational time it needed.
Although SURF produced the most accurate results with the bigger ROI in determining
the robot’s position, it took longer than the original version of RGBD SLAM in all the
datasets (except for 8).
SIFT
A graph of the time taken of RGBD SLAM for all the datasets using the SIFT feature
extractor is shown in Figure 5.12. All the datasets using the SIFT feature extractor took
less than 1000 s to execute. From the results of SIFT, the original RGBD SLAM took
the shortest time while the bigger ROI took the longest time to execute, while providing
the most accurate results in determining the pose of the robot.
Figure 5.12: Duration of RGBD SLAM for all datasets using the SIFT feature extractor.
The only two cases where the smaller ROI took the shortest amount of time was for
datasets 6 and 8. However in dataset 6 there was a greater error in the position of the
robot and in dataset 8 the smaller ROI completely failed to determine the position of the
robot. For dataset 6 there were less reliable features captured with the smaller ROI which
shortened the computational time but incurred more error in determining the position of
the robot. In dataset 8 the smaller ROI and bigger ROI could not capture any reliable
features, which caused the system to completely fail.
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Similar to the results observed in SURF, SIFT produced the most accurate results in
finding the robot’s position with the bigger ROI, but it required more computational
time.
ORB
Figure 5.13 shows a graph of the duration of RGDB SLAM using the ORB extractor.
From the results from all the datasets, it was found the normal RGBD SLAM took as
long as the smaller ROI. The bigger ROI took the longest as more reliable features were
captured and it required more computational time to re-identify and track landmarks
accurately to determine the position of the robot. Dataset 2 was the only dataset where
the normal RGBD SLAM took the longest. Compared to SURF and SIFT, ORB recorded
the highest computational time surpassing 6000 s which was for dataset 7.
Figure 5.13: Duration of RGBD SLAM for all datasets using the ORB feature extractor.
In dataset 2 smaller ROI was found to take the least amount of time and the normal
RGBD SLAM took the longest amount of time. However in this case the smaller ROI
incurred more error and this is the only instance where the traditional RGBD SLAM
took longer than the ROI versions of SLAM. This indicated that in this case the bigger
ROI captured more reliable features compared to the normal RGBD SLAM. Dataset 7
was recorded to take the longest computational time across all the tests. In this dataset
as seen in the previous tests with SIFT, the smaller ROI captured less reliable features
compared to the bigger ROI which required less computational time and incurred more
error in determining the robot’s position. For dataset 8 ORB completely failed to detect
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any features and therefore there was no computational time recorded.
As observed in the previous test with SURF and SIFT the bigger ROI required more
computational time, but incurred less error compared to the smaller ROI. Dataset 2 was
the only anomaly where the traditional version of RGBD SLAM took longer than the
ROI versions.
Summary
In summary the ROI versions of RGBD SLAM for all the feature extractors require
additional time to traditional RGBD SLAM. This was due to the additional time required
for the detection of the ROI. This was an unexpected result as even though there is
an additional step of detecting a ROI, identifying and tracking of landmarks would be
optimized and should have reduced the computational time.
5.2.2 Summary of RGBD SLAM Tests
In the previous tests the pre-processing pipeline was tested in isolation to test the
robustness of the functionalities of the pipeline to be able to identify and track landmarks
accurately. In this set of tests, the pipeline was embedded into the RGBD SLAM
framework and compared to the traditional version of RGBD SLAM. In the comparisons
both versions were analysed to determine if the modified version is able still to produce
more accurate results of the position of the robot while requiring less computational time.
From the previous test it was found that the ROI area needed to be expanded to allow
the feature extractors to capture more reliable features to accurate identify and track
the landmarks. The previous size of the ROI was still used in the these tests but was
called ’RGBD Small ROI’ and the expanded ROI was called ’RGBD Big ROI’. All three
versions also used SURF, SIFT and ORB feature extractors to identify and track the
landmarks in the environment. Five datasets from the pre-dataset test (dataset 1, 2, 4,
6, and 7) and a featureless dataset (dataset 8) was used as inputs to these three versions
of SLAM.
To determine which version of RGBD SLAM performed the best in terms or accuracy of
robot’s position and computational time three sets of measurements are used. The first
two sets of measurements that were recorded was the error robot’s trajectory (absolute
trajectory error) and pose (relative pose error). Ground truth is used to calculate the
errors. These errors were analysed to reflect the accuracy for each version of RGBD
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SLAM in identifying and tracking the landmarks. The last set of measurements was the
duration that version of RGDB SLAM required to process each dataset. This was used
to determine which version took the least amount of computational time.
It was observed, in most cases the smaller ROI version performed the worst in terms
accuracy of the robot’s position and time. This performance was seen in all three feature
extractors used in these tests. It was found the reason the smaller ROI produced poor
results compared to the other two versions of RGBD SLAM, is due to the size of the
ROI. This was expected as in the previous test it was found that the smaller ROI led
to fewer reliable features being extracted. With fewer reliable features the landmarks
are not identified and tracked accurately which lead to larger errors in determining the
robot’s position. In addition with fewer features to process, the computational time is
shorter. This was seen in these tests as the smaller ROI had larger errors in the trajectory
and pose of the robot while requiring less time.
When the SURF feature extractor was used in all the versions of RGBD SLAM it
was found the that bigger ROI produced the most accurate results in determining the
trajectory and pose of the robot. However, it required more computational time. This was
expected as the bigger ROI led to the feature extractor capturing more reliable features
to be able to identify and track landmarks accurately. Hence in determining position the
of the robot the errors were minimized. Due to more uniquely identifiable features being
detected more time is required to process the features.
When SIFT and ORB feature extractors were used the original version was seen to
produce the most accurate results for the robot’s position. There were some cases where
the bigger ROI performed just as well as the traditional version of RGBD SLAM in terms
of finding the robot’s position but the bigger ROI required a longer time.
For the last dataset that was used in these tests, it was seen that for both versions of
the modified RGBD SLAM (Small ROI and Big ROI) the tests failed. The last dataset
contained images of a featureless environment hence the modified versions of RGBD
SLAM failed as the pre-processing pipeline failed to create ROIs. ROIs are designed to
be created when there are highly detailed areas in the image that could contain uniquely
reliable features for the feature extractor to capture. If there are no ROIs then there
are no features captured and due to this, landmarks could not be identified and tracked
which led to the robot’s position undefined. When the robot’s position is undefined then
the RGBD SLAM failed as seen when the ROI versions are tested with the last dataset.
However, the original version of RGBD SLAM without the ROI was found that it could
detect reliable features that was used to identify and track landmarks to determine the
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position of the robot. The original version of RGBD SLAM used the traditional method
where features are captured from the whole image which led to a more distributed set
of reliable features being captured to identify and track landmarks. Thus, the original
version of RGBD SLAM successfully executed and was able to determine the position of
the robot.
The best set of results recorded from theses tests was when SURF was used in the bigger
ROI version of RGBD SLAM where the robot’s position was determined with minimized
error. This outcome indicates that with the SURF feature extractor with the strategy
of extracting features from a ROI seems to produce better results than the traditional
method (distribution of features) of extracting from the entire image for SLAM.
Due to this result all three versions of RGBD SLAM in the next set of tests are tested
again with the same datasets with using only SURF as the feature extractor and reducing
the number of reliable features than can be extracted from 600 to 50. The features are
reduced to 50 to simulate an environment with sparse feature where only 50 features
or less can be extracted. These tests are used to observe if the bigger ROI version of
SLAM can still outperform the original version of SLAM in terms of the accuracy of the
robot’s position and computational time. In addition the results will also indicate if the
strategy of extracting features from ROI will still outperform the traditional method with
a reduced number of features for SLAM.
5.3 Test 3: Reduced Feature Tests
The first two sections of this chapter presents the results from testing the pipeline
in isolation and thereafter integrating the pipeline into the RGBD SLAM framework
respectively.
In this section the previous test is conducted again using the same datasets for all versions
of RGBD SLAM using only the SURF extractor and reducing the number of features
captured to 50. The results recorded in these tests are analysed to determine whether
bigger ROI version of RGBD SLAM can still outperform the smaller ROI and original
version. This will also verify if the ROI strategy via the pipeline is a better method
to extract features to identify and track landmarks for RGBD SLAM compared to the
traditional method.
In the analysis the results recorded from the previous test for all three version of RGBD
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SLAM using SURF that has a limit of 600 features will be compared to results from
reduced feature tests. The tests with 600 SURF features are named ’SURF 600’ and the
tests with reduced number of 50 features are named ’SURF 50’. Again the performance
of each version will be analysed based on the accuracy of the robot’s position and the
computational time required to execute.
5.3.1 Comparison of Reduced Feature Tests
As shown in the previous section three sets of measure are recorded from all three versions
of RGBD SLAM to analyse the performance of each version. The three sets of measure
recorded were the error in the absolute trajectory of the robot, error in the relative pose
of the robot (translation and rotation) and the duration of time required for each version
to execute. The absolute trajectory and relative pose error of the robot are analysed to
determine which version of RGBD SLAM produced the most accurate position of the
robot.
Absolute Trajectory Error
The error in the absolute trajectory is the difference of the estimated trajectory of the
robot and the ground truth of the robot. In Figures 5.14 and 5.15 the graph of the absolute
error recorded for all versions of RGBD SLAM for all the datasets from the SURF 600
and SURF 50 tests are shown respectively. It was observed in Figure 5.15 that for all
version of RGBD SLAM the absolute error using reduced features (SURF 50) are larger
than the errors recorded from the SURF 600 tests as seen in Figure 5.14. This result is
expected as there are fewer reliable features captured with reduced features which cause
the landmarks not being identified and tracked accurately. With this effect, the robot’s
position is not accurately determined hence a larger error in the absolute trajectory of
the robot.
In the SURF 600 tests it was clearly shown that the bigger ROI version performed just
as well or outperformed the traditional version of RGBD SLAM across all the datasets.
However in the SURF 50 for dataset 1, 2 and 4 the original version of RGBD SLAM
produced the lowest error in absolute trajectory, and for dataset 6 and 7 the bigger
version produced the lowest error marginally compared to the original version. Dataset 1,
2 and 4 contain environments less complex with slower movements of the robot compared
with the environments in dataset 6 and 7. It seems that with datasets that contain
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simpler and slower movements of the robot that the original version of SLAM is able
to capture more reliable features to accurately identify and track the landmarks which
produce the most accurate trajectory of the robot. But in datasets that contained more
complex environments where the robot is moving faster the bigger ROI version of RGBD
SLAM captures more reliable features. Due to the robot moving faster blurry images
are captured. The bigger ROI version was able to capture more reliable features in these
blurry images compared to the traditional version, as the ROI is used help in finding
detailed areas in a blurry image that could contain more reliable features.
For the last dataset the SURF 50, the original version of SLAM was the only one to be
able process the dataset to be able yield a result. Both ROI versions of RGBD SLAM
failed to capture any reliable features to be able to determine the trajectory of the robot.
Due this dataset containing a featureless environment capturing reliable features is a
difficult task and therefore the both the modified versions of SLAM was not able to
detect a ROI where features could be captured. However, the original version of RGBD
SLAM was able to capture features as it extracts features from the entire image.
Figure 5.14: Absolute trajectory error of the robot for all datasets using the 600 SURF
features.
Relative Pose Error
The error in the relative pose of the robot is the difference in the translation and rotational
pose compared to ground truth at each step of the robot. In Figures 5.16 and 5.17 the
graph of the translational and rotational error of the robot for all the datasets in the
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Figure 5.15: Absolute trajectory error of the robot for all datasets using the 50 SURF
features.
SURF 600 and SURF 50 tests are shown respectively. As expected the translational and
rotational error of the robot shown in Figure 5.17 are larger than the errors recorded from
the SURF 600 tests as seen in Figure 5.14. Due to SURF 50 tests capturing fewer features
the translation and rotational pose of the robot incur more errors as the landmarks cannot
be identified and tracked accurately for all versions of RGBD SLAM.
For both the tests the bigger ROI version of RGBD SLAM performed the best in
estimating the robot’s pose in producing the lowest error recorded for translation and
rotation of the robot across all the datasets. These results show that with the number
of features reduced the bigger ROI version is still able to capture reliable features to
estimate the pose robot accurately compared to the other two versions of RGBD SLAM.
As mentioned earlier in this section the traditional version of RGBD SLAM was the only
version that was able to process the last dataset and yield a result.
Duration
The last measurement that was analysed was the duration for each version of RGBD
SLAM to execute for both the SURF 600 and SURF 50 tests. In the Figures 5.18 and
5.19 the graphs of the time taken for each version of RGBD SLAM for all datasets for
the SURF 600 and SURF 50 test is shown respectively. The duration recorded for the
SURF 50 test was lower as seen in Figure 5.19 compared to the SURF 600 test shown in
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(a) Translations error. (b) Rotational error.
Figure 5.16: Graphs of Translational and Rotational RMSE for all the datasets using 600
SURF features.
(a) Translations error. (b) Rotational error.
Figure 5.17: Graphs of Translational and Rotational RMSE for all the datasets using 50
SURF features.
Figure 5.18. This outcome was expected as the SURF 50 tests captured fewer features
which required less computational to process compared to the SURF 600 tests where
more features are captured and more time is needed to process them.
The bigger ROI version of RGBD SLAM recorded similar duration times to execute
compared to the traditional version across all the datasets for the SURF 50 tests. This
indicates that the computational time required to capture features from a ROI to track
and identify landmarks for SLAM to accurately determine the position of the robot is
similar to the traditional method used in the traditional version, where features are
captured from the entire image for SLAM to determine the position of the robot. The
original version of RGBD SLAM was the only version that was able to process the last
dataset and record the time taken to execute whereas the modified version failed to
process this dataset and therefore the duration was not recorded.
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Figure 5.18: Duration of RGBD SLAM for all datasets using 600 SURF features.
5.3.2 Summary of the Reduced Feature Tests
The last section presented the results from the integration of the pipeline into the RGBD
SLAM framework where the number of features captured was limited to 600. The results
showed that the SURF feature extractor with the bigger ROI version of RGBD SLAM
produced the most accurate results in determining the position of the robot. This section
conducts these tests again, but only using the SURF extractor with all the three versions
of RGBD SLAM and further reducing the number of features that can be captured to 50.
The results from this section (SURF 50) are compared to the results from the last section
when SURF was used (SURF 600). This comparison is used to determine if the strategy
of only extracting features from a ROI to track landmarks for RGBD SLAM will improve
the accuracy of the position robot and the computational time required compared to the
traditional method used in the traditional version of RGBD SLAM where features are
extracted from the entire image.
In the analysis three sets of measurements are used to determine which version of RGBD
SLAM performs the best in accurately finding the robot’s position while requiring the
least amount of computational time. The three sets of measurements were the error in
the absolute trajectory of the robot, error in the pose of the robot (translational and
rotational) and the duration for each version of RGBD SLAM to execute. If these two
sets of errors are minimized, this indicates that reliable features have been captured
to accurately identify and track the landmarks for RGBD SLAM to produce the most
accurate position of the robot.
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Figure 5.19: Duration of RGBD SLAM for all datasets using 50 SURF features.
The errors recorded for all versions of RGBD SLAM from the SURF 50 tests where larger
than the errors from the SURF 600 tests. Additionally the SURF 50 test required less
time to execute compared to the SURF 600 tests. This outcome was expected as when
fewer features are captured it becomes more difficult to accurately determine the robots
position and less time is required to process the features. The last dataset in the SURF
50 tests could only be processed by the traditional version of RGBD SLAM. The modified
versions failed to extract any features in this dataset and hence no measurements were
recorded.
It was found in simpler environments where the robot moves slower that the traditional
version of RGB SLAM produces the lowest error in the absolute trajectory of the robot.
However when the environments became more complex and the robot has faster movements
the bigger ROI version produced the lowest error. In these cases blurry images are
captured and it was found that the bigger ROI was able to detect more reliable features
from the blurry images to accurately determine the trajectory of the robot compared the
original version.
The bigger ROI outperformed the traditional version of SLAM in producing the most
accurate pose of the robot for all the datasets. It was also observed that the bigger ROI
performs just as well in requiring marginally the same amount of computational time to
execute.
In summary it was found from these tests that the bigger ROI version with SURF
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outperforms or performs just as well as the original version of RGBD SLAM, with a
reduced number of features that can be captured, in terms of accurately determining the
position of the robot and computational time. This shows that the strategy of extracting
features from a ROI with a reduced number of features can improve the accuracy in
determining the position of the robot compared to the traditional method (distributed
features) used in the traditional version of RGBD SLAM.
5.4 Summary
This thesis investigated the strategy of extracting features from a ROI for SLAM to
accurately find the position of the robot. This strategy is compared to traditional method
of extracting features from an entire image (distribution of features). This method of
using ROIs is investigated as an alternate method as solution to improve the way RGBD
SLAM processes the image data to identify and track landmarks.
Both methods are compared to determine which one can produce the most accurate
position of the robot in the least amount of computational time. The ROI is implemented
into the RGDB SLAM framework via a pre-processing pipeline. The development and
integration of the pipeline into the framework in presented in Chapter 3. This chapter
presented the tests that was conducted to gather results to compare both methods of
capturing features.
In test 1 the functionality of the pre-processing pipeline was tested to be able to identify
and track landmarks for RGBD SLAM to determine the position of the robot. In Test 2
the pipeline was embedded into the RGBD SLAM framework and tested if the modified
versions would improve the accuracy of determining the position of the robot and the
computational time needed. Test 3 conducted the same test as test 2, but with the
versions of RGBD SLAM only using SURF features with a limit of 50 features that can
be captured.
The results from test 1, where the pre-processing pipeline was tested in isolation found,
that the pipeline can create a database of landmarks where landmarks can be identified
and tracked for SLAM to calculate the position of the robot. It was also observed the size
of the ROI used in the pipeline should be expanded to improve the precision of identifying
and tracking a landmark. It was also observed that number of features extracted varied
during the tests and to produce more comparable results a limit for the number features
that can be captured should be set for all the feature extractors.
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In test 2 the ROI was expanded and a limit of 600 features was used in the pipeline which
was integrated into the RGBD framework. The previous size of the ROI was still used
and tested. Therefore, there were three versions of RGBD SLAM tests which were the
traditional version, a smaller ROI (RGBD Small ROI) and a bigger ROI (RGBD Big ROI)
version. The results did show that the bigger ROI version with SURF features produced
the most accurate position of the robot but requires more computational time to execute.
The results from test 3 retested all versions of RGBD SLAM with only using SURF
features and reducing the number of features that can be captured to 50. It was found
from these results that the bigger ROI version of RGBD SLAM with SURF features
outperformed the traditional version in terms of accurately determining the position of
the robot and marginally performing just as well in taking the similar time to execute.
It was also observed in more complex environments with faster movements of the robot
the bigger ROI seemed more robust in being able to be the most accurate in determining
the position of the robot.
In summary the bigger ROI version of RGBD SLAM with SURF features using the
strategy of extracting features just from the ROI seemed to improve the performance of
RGBD SLAM compared to the original version of SLAM using the traditional method of
capturing features from the entire image frame.
69
Chapter 6
Discussion and Conclusion
The last chapter performed tests on the pre-processing pipeline and embedded it into
the RGBD SLAM framework. The pipeline was tested as a solution to improve the way
RGBD SLAM processed the image data to identify and track landmarks. This method
was compared to the traditional method used in RGBD SLAM. The pipeline extracts
features from ROIs to identify and track landmarks for RGBD SLAM and the traditional
method extracts a distribution of features from the entire image. Both methods were
tested in the last chapter and the results were presented comparing the methods. This
chapter will discuss and draw conclusions from the results.
Section 5.1 presents a discussion of the results captured from testing the pipeline in
isolation. The results were analysed to determine whether the pipeline can create a
database of landmarks and be able to recall a landmark later on which is stored in that
database. In this section the precision of identifying a landmark with the three features
extractors is also discussed and the overall outcomes are presented.
In Section 5.2 the results from the RGBD SLAM test and the reduced feature tests are
discussed. The results from these tests were analysed to determine whether the strategy
of extracting features from ROIs to identify and track landmarks for RGBD SLAM would
improve the accuracy in determining the position of the robot and the computational time.
The tests used two modified versions of RGBD SLAM that embedded the ROI algorithms
via the pre-processing pipeline. The first version used smaller ROIs which was called
’RGBD Small ROI’ and the second version used bigger ROIs call ’RGBD bigger ROI’.
The results from these versions were compared to the results captured from the traditional
version of RGBD SLAM. The outcomes from this comparison are also presented in terms
of the accuracy in determining the position of the robot and the computational time.
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The last section presents a summary of the overall outcomes of embedding the pre-
processing pipeline in the RGBD SLAM framework compared to the traditional RGBD
SLAM and is the pipeline a better method to identify and landmarks compared to the
traditional method.
6.1 Pre-Processing Pipeline
To ensure the pre-processing pipeline can identify and track landmarks accurately for
RGBD SLAM using ROIs two functionalities needed be verified. The first functionality
is the ability for the pipeline to create a database of landmarks that have been identified by
the ROI algorithm, and the second functionality is be able to precisely recall a landmark
from the database. The results captured from Test 1 in Chapter 4 were analysed to verify
the two functionalities.
The results recorded the number landmarks, the number of false positive and the false
negatives of landmarks in the database for each feature extractor. The number of false
positives is a reflection of the accuracy of each feature extractor in re-identifying a
landmark. The number of false negatives in an indication of the number of duplicate
landmarks that were saved, as the pipeline failed to re-identify them. The last result that
was analysed was the duration of processing each dataset in the pipeline.
6.1.1 Database of Landmarks
The pipeline was able to successfully create a database of landmarks for SLAM for each
feature extractor. One of the findings revealed that as the indoor office environments
became more complex and when the robot’s movement became faster, more landmarks
were recorded. When there were more landmarks in the database it was observed that the
number of false negatives increased as well. This is expected as in a complex environment
or if the robot is moving faster the likelihood, of re-identifying a landmark accurately
decreases hence more failed recalls and more duplicate landmarks being saved to the
database.
The pipeline performed the worst on average with ORB as it was found to record the
most amount of landmarks in the database. This was due to ORB extracting a higher
number of unreliable features which led to higher false matches and false negatives.
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The performance of the pipeline in identifying landmarks was also compared to the results
from the study by Aulinas et al. The pipeline used the same method from that study
to process the image data to detect a ROI to identify and track landmarks for SLAM.
This thesis further proved the method shown by Aulinas et al. can detect ROIs but their
study did not show the method performed poorly in complex environments and when
movement of the robot is quick [6].
6.1.2 Matching of Landmarks
In re-identifying the landmarks the pipeline as mentioned above recorded the number
of false matched ROIs and number of false negatives of landmarks within the database.
These results were further analysed to determine the average number of true positives
in percentage for each feature extractor in re-identifying a landmark accurately and the
average percentage true negatives of landmarks in the database for each feature extractor.
Both of these percentages are presented in Table 6.1. The average percentage of true
positives is determined by using the number of correctly matched ROIs that each feature
extractor recorded when re-identifying a landmark.
Table 6.1: Average percentage of true positives and true negatives of landmarks in the
database.
SURF SIFT ORB
True Positives 80.29 % 86.39 % 69.82 %
True Negatives 77.69 % 80.87 % 62.31 %
It was found when SIFT was used the pipeline produced on average the highest true
positives and true negatives in re-identifying landmark as seen in Table 6.1. This outcome
was due to SIFT extracting more reliable features that are uniquely re-identifiable compared
to SURF and ORB which led to a lower number of false matched features and false
negatives of landmarks. However, the second outcome that was observed was that in these
tests the number of features that can be extracted varied with each feature extractor.
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6.1.3 Computational Performance
The duration of the each feature extractor was recorded for all the datasets. These
results was further analysed to determine the average frames per second that each feature
extractor produced to process a dataset. This outcome is shown in 6.2.
Table 6.2: Average frames per second for each feature extractor.
SURF SIFT ORB
Average Frames per second 0.67 1.79 0.2
From the above table SIFT is observed to produce the highest frames per second, indicating
that the pipeline processes a dataset in the shortest time with SIFT. This is expected
since SIFT was found to extract the most amount of reliable features, the time needed
to re-identify a landmark is shorter compared to SURF and ORB.
The overall outcome of SIFT performing faster than SURF is unexpected. According to
Bay et al. SURF was shown to outperform SIFT in accuracy and speed [32]. However as
mentioned above the number of features extracted per feature extractor varied. Due to
this SIFT extracted more features which led to a higher accuracy while SURF extracted
less features and the number of features extracted varied from frame to frame which
produced a lower accuracy and required more time to re-identify a landmark as the
matching of features took longer.
Therefore, it was concluded that to produce more comparable results the number of
features that could be extracted by all three feature extractors should be limited to a
number (specifically to 600 for test 2 and 50 for test 3). In addition to improve the
precision of identifying and recalling a landmark, the ROI algorithm should be altered to
allow for a larger ROI to be detected in the images. These two findings were considered
and implemented in the RGBD SLAM tests.
6.2 RGBD SLAM
The pipeline was fully integrated into the RGBD SLAM framework and tested where
the results were presented in Chapter 4. The integration of the pipeline led to two
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versions of RGBD SLAM which were ’RGBD Small ROI’ and ’RGBD Big ROI’. The
first version used detected a smaller ROI which was used in the pre-dataset tests and
the second version detected a bigger ROI. These two versions were compared to the
traditional version of RGBD SLAM to determine if the modified versions would trade-off
the accuracy in determining the location of the robot and a reduced computational time.
If there is an improvement either one, this would indicate that the strategy of extracting
features from a ROI to identify and track landmarks will be better than the traditional
method of extracting features from an entire image. The results in the previous chapter
were analysed to verify this outcome.
Test 2 analysed results of all three version of RGBD SLAM where the features were
limited to 600. Test 3 analysed the results from the traditional version and the bigger
ROI version of RGBD SLAM where only the SURF feature extractor was where the
features were limited to 50. The results recorded the accuracy of the robot’s position
in terms of absolute trajectory and the pose of the robot. The accuracy in position of
the robot would reflect on the precision of identifying and tracking a landmark. The last
result recorded the duration of each test.
6.2.1 Accuracy in Determining the Position of the Robot
All three versions were able to successfully determine the robot’s position successfully
in all the datasets, except for the last dataset where the ROI versions of RGBD SLAM
failed. Since the last dataset contained a featureless environment, the features extractors
struggled to extract reliable features from the ROIs to be able to identify and track
landmarks. Whereas the original version of RGBD SLAM was able to re-identify and
track landmarks accurately using the traditional method of extracting features from the
entire image. Hence, the original version was able to determine the position of the
robot accurately. The ROI versions failed to process a featureless dataset as the ROI
algorithm is designed to create ROI containing highly detailed objects that could be used
as landmarks for SLAM. The featureless dataset does not contain any highly detailed
object and therefore the ROI algorithm could not detect a ROI to extract features. With
no or little features, the landmarks cannot be re-identified and tracked accurately for
RGBD SLAM to determine the position of the robot accurately. This outcome showed
that the ROI versions of RGBD SLAM were not as robust as the original version. This
also indicates that the traditional method of extracting features from an entire image to
re-identify and track landmarks is more robust to the strategy of only extracting features
from a ROI.
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The results of the absolute trajectory and pose of the robot were further analysed to
determine which feature extractor produced the most accurate position of the robot
for all three versions of RGBD SLAM. Table 6.3 shows the average error in absolute
trajectory and Table 6.4 and Table 6.5 shows the average error in the pose of the robot
in both translation and rotation respectively. These results are from the tests where the
features extracted were limited to a number of 600.
Table 6.3: Average absolute trajectory error for each iteration of RGBD SLAM with
using each feature extractor.
SURF SIFT ORB
(Avg.± Std. Dev.) (Avg.± Std. Dev.) (Avg.± Std. Dev.)
RGBD 0.143 m ± 0.123 m 0.097 m ± 0.054 m 0.133 m ± 0.099 m
RGBD Small ROI 0.131 m ± 0.104 m 0.365 m ± 0.601 m 0.367 m ± 0.433 m
RGBD Big ROI 0.078 m ± 0.042 m 0.259 m ± 0.417 m 0.191 m ± 0.299 m
Table 6.4: Average translational RMSE for each iteration of RGBD SLAM with using
each feature extractor.
SURF SIFT ORB
(Avg.± Std. Dev.) (Avg.± Std. Dev.) (Avg.± Std. Dev.)
RGBD 0.031 m ± 0.019 m 0.041 m ± 0.027 m 0.035 m ± 0.018 m
RGBD Small ROI 0.038 m ± 0.025 m 0.121 m ± 0.185 m 0.066 m ± 0.037 m
RGBD Big ROI 0.032 m ± 0.021 m 0.050 m ± 0.046 m 0.043 m ± 0.028 m
Table 6.5: Average rotational RMSE for each iteration of RGBD SLAM with using each
feature extractor.
SURF SIFT ORB
(Avg.± Std. Dev.) (Avg.± Std. Dev.) (Avg.± Std. Dev.)
RGBD 1.121 deg ± 0.646 deg 1.371 deg ± 0.809 deg 1.225 deg ± 0.599 deg
RGBD Small ROI 3.617 deg ± 4.983 deg 5.312 deg ± 5.485 deg 2.740 deg ± 0.930 deg
RGBD Big ROI 1.065 deg ± 0.809 deg 1.522 deg ± 0.801 deg 1.451 deg ± 0.635 deg
The RGBD SLAM with a bigger ROI using the SURF extractor was found to produce the
lowest average absolute trajectory RMSE of the robot. This value is indicated by green
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in Table 6.3. For the translational pose of the robot both the original version and the
bigger ROI of RGBD SLAM using SURF were found to produce on average the lowest
RMSE which is indicated by green in Table 6.4. There was a difference of 1 mm between
the two versions which is insignificant. The rotational pose of the robot with the lowest
RMSE was the bigger ROI version of SLAM using SURF indicated by green in Table 6.5.
With these three results the overall outcome indicates that the RGBD SLAM with the
bigger ROI using SURF did to produce the most accurate position of the robot. SIFT
and ORB produced the lowest average RMSE of the absolute trajectory, translational
and rotational pose of the robot, when they were used in the original version of RGBD
SLAM. The ROI versions did not improve the accuracy in determining the position with
SIFT and ORB.
This outcome is due to SURF extracting the most reliable features from the bigger ROI
to re-identify and track landmarks accurately for SLAM to determine the most accurate
position of the robot. This outcome is expected as this was seen in the results from the
studies conducted by Endres et al. [13] SURF produced similar results in the accuracy of
the robot’s position with the original version of RGBD SLAM. In that study Endres et al.
found that SURF performed better than ORB and performed just as well as SIFTGPU
in determining the translation and rotational pose of the robot.
This outcome is further verified in test 3 where SURF is used again with the bigger
ROI version and the traditional version of RGBD SLAM where the number of features
extracted is reduced. This result is also compared to previous results from using 600
features in terms of the robot’s position. The results from the reduced features are
presented in Table 6.6.
Table 6.6: Average absolute trajectory, translational and rotational RMSE for RGBD
and RGBD Big ROI using a reduced number of 50 SURF features
Avg Abs Traj Avg Trans Avg Rot
(Avg.± Std. Dev.) (Avg.± Std. Dev.) (Avg.± Std. Dev.)
RGBD 0.470 m ± 0.363 m 0.074 m ± 0.038 m 5.914 deg ± 9.221 deg
RGBD Big ROI 0.402 m ± 0.320 m 0.045 m ± 0.030 m 1.728 deg ± 1.631 deg
As expected the RMSE increases with reduced features as there are less reliable features
to accurately re-identify and track the landmarks which causes the robot’s position to be
less accurate. However with reduced features the bigger ROI version of RGBD SLAM
still produced lower RMSE compared to the original version. This outcome shows that
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with a reduced number of features the strategy of extracting features from a ROI still
performs better than the traditional method of extracting features from an entire image,
in accurately re-identifying and tracking landmarks for RGBD SLAM.
6.2.2 Duration
The average duration for each of the versions RGBD SLAM with each feature extractor
to process the datasets were analysed and is shown in Table 6.7. The average times
analysed were from the tests where the feature extractors were limited to 600 features.
The original version of RGBD SLAM using SURF and SIFT was found to be quicker
than the ROI versions as the integration of the pipeline into the RGBD framework add
an additional step which did increase the execution time. This result was not expected
as even though there is additional step, the time required to re-identify landmark was
expected to reduce. However, ORB seemed to perform the quickest with the smaller
ROI version of RGBD SLAM compared to the original version. This was due to ORB
extracting few reliable features which allowed for a fast execution but incurred the most
error in determining the position of the robot.
SURF was found to be the quickest with the traditional version of RGBD SLAM but with
incurred more error compared to the ROI version. This is indicated by green in Table
6.7. This outcome indicated that SURF was more precise in re-identifying and tracking
a landmark with the ROI version of RGBD SLAM which required more execution time
as it extracted more reliable features. This outcome also reflects that with SURF the
strategy of extracting features from a ROI may require more execution time but produces
more accurate results in determining the position of the robot which is a trade-off in
performance for RGBD SLAM.
Table 6.7: Average duration for each version of RGBD SLAM with using each feature
extractor.
SURF SIFT ORB
RGBD 6.23 mins 7.11 mins 15.20 mins
RGBD Small ROI 16.48 mins 7.62 mins 7.00 mins
RGDB Big ROI 8.09 mins 8.78 mins 40.36 mins
Due to SURF producing the most accurate results in determining the robot’s position
with bigger ROI version of RGBD SLAM compared with the original version, this is
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what was further tested where the number of features extracted were limited to 50. The
duration from these tests was analysed to produce the average duration for each of RGBD
SLAM and is presented in Table 6.8.
Table 6.8: Average duration for each version of RGBD SLAM with using a reduced
number of 50 SURF features.
SURF 50
RGBD 3.18 mins
RGDB Big ROI 4.00 mins
The average duration with the reduced features decreases which was expected as there
are fewer features to process from frame to frame and do not vary. This reduces the
time in the feature matching process. This outcome verifies that with SURF, additional
execution time is required for the addition of the pipeline but it produces more accurate
results of the position of the robot.
6.3 Summary
This chapter presents a discussion of the results recorded to determine whether the
strategy of extracting features from a ROI to re-identify and track landmarks for RGBD
SLAM, would improve the performance of RGBD SLAM compared to the traditional
method of extracting features from the entire image. From the discussions the following
conclusions were drawn:
• The pre-processing pipeline containing the ROI algorithm was able create a database
of landmarks for RGBD SLAM. In addition all three feature extractor were able to
recall the landmarks later on for RGBD SLAM.
• SIFT was found to have the highest precision in re-identifying and recalling a
landmark in the pipeline. To further improve the precision, the ROI algorithm
was altered such that a larger ROI can be detected from the images. This outcome
was implemented when the pipeline was integrated into RGBD SLAM framework.
• Once the pipeline was embedded into the RGBD SLAM framework it was found
the SURF with bigger ROI version of RGBD SLAM produced the most accurate
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positions of the robot. When the features were further reduced SURF with the
bigger ROI version of RGBD SLAM still produced more accurate results in the
position of the robot compared the traditional version.
• The performance of RGBD SLAM did not improve when the ROI version was used
with SIFT and ORB.
• The ROI versions of RGBD SLAM required more processing time compared with
the traditional version, therefore the computational time was not improved.
• In a featureless environment the ROI versions of RGBD SLAM failed compared to
the original version. Hence, the original version of RGBD SLAM is more robust
in being to determine a robot’s positions in a both feature rich or feature less
environment.
The final conclusion found that using ROIs to track landmarks for RGBD SLAM can
be used as an alternate method to process the image data. However compared to
the traditional method it did not improve the computational time and increased the
computational burden. But in terms of further improving the accuracy of the robot’s
position this method was found to be promising as especially in environments where the
number of features extracted are limited. This method can only produce this performance
with the SURF feature extractor. Additionally, this method trades-off computational
time for an improved accuracy for RGBD SLAM. From this conclusion the next chapter
presents
recommendations that can implemented to improve the performance of the pipeline with
SLAM framework.
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Chapter 7
Recommendations
The last chapter presented the outcomes of using ROIs to process image data as an
alternate method to identify and track landmarks for RGBD SLAM was presented. For
the purpose of this study, this method was applied via a pre-processing pipeline and
integrated into the RGBD SLAM framework. In conclusion, this method of processing
the image data did not improve the computational time for RGBD SLAM compared to
the traditional method. However the accuracy of localizing the robot improved. This
chapter presents possible recommendations and refinements that can be used to improve
this method such that computational time can be reduced and improve the accuracy
of localizing of the robot for RGBD SLAM. These recommendations can be applied to
hardware presented in Section 7.2 and software presented in Section 7.3.
7.1 Hardware Recommendations
Microsoft has released a new version of the Kinect to use with their new gaming console.
The new Kinect has a wider field of view and a higher resolution RGB camera. With a
higher-resolution camera, the Kinect can capture more detail in an image which will help
the feature extraction algorithms extract more reliable features to track landmarks more
accurately. The depth sensor has also been improved to provide more accurate depth
measurement which will improve the location of landmarks, and RGBD SLAM would be
able to build a more accurate map of the environment.
Intel has recently released their own version of a depth camera called the Intel RealSense
Depth Camera. This camera also has higher resolution, but can function in an outdoor
80
7.2. SOFTWARE RECOMMENDATIONS
environment. If this sensor is used with RGBD SLAM, this will allow RGBD SLAM to
be used in both indoor and outdoor environments. RGBD SLAM has only been used in
an indoor environment thus far.
Both of these hardware improvements will improve the quality of data that will be fed
into the pre-processing pipeline and RGBD SLAM. With higher-quality data more reliable
features can be extracted to precisely identify and track landmarks for SLAM.
7.2 Software Recommendations
The pre-processing pipeline is made of three stages as presented in this dissertation. Each
stage of the pipeline consists of an image processing algorithm as seen in Figure 1.1. The
pipeline is used to integrate the use of ROIs with SLAM.
The first stage of the pipeline is the ROI algorithm; the second is feature extraction and
the last is feature matching. Each of the image processing algorithms used in each stage
can be refined for an optimal performance. This section presents recommendations for
each stage of the pipeline.
7.2.1 ROI Algorithm
It is vital to detect landmarks robustly in the environment for SLAM and this process
needs to ensure that landmarks can be correctly re-identified which crucial for loop
closure. Therefore the ROI algorithm needs to be able to detect an optimal ROI such that
the feature extractors can identify and track landmarks accurately for SLAM. The ROI
algorithm used in this thesis is designed to detect ROIs that contain highly detailed
objects which make ideal landmarks for visual SLAM. However to ensure that ROI
detected contains the most amount of detail a verification step should be added. A
method of verification was presented in a study by Aulinas et al. [6]. The method
manipulated the hue channel of the image to detect for a ROI that contains highly
detailed objects. If the ROI detected by the verification stage matches or overlaps with
the ROI detected initially this would confirm that the ROI detected is the optimal ROI
that contains the most amount of detail. The only downside of adding an additional step
is extra computational time.
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By ensuring that optimal ROI is detected, the feature extractors would improve their
precision and successful recalls of the landmarks. This would improve the overall accuracy
of the robot’s position.
7.2.2 Feature Extraction
In this study when the SURF feature extractor was used with the bigger ROI version of
RGBD SLAM, this produced the most accurate results in determining the position of the
robot. In the study by Endres et al. SIFTGPU was found to outperform SURF in terms
of the accuracy [13]. This indicates the SIFTGPU extracted more reliable features and
faster than SURF. Hence further studies should be conducted to determine whether the
SIFTGPU with ROI version of RGBD SLAM can outperform SURF and improve the
computational time.
7.2.3 Improved Feature Matching
In this thesis precision of re-identifying landmarks is based on the number of false matches
made. For SURF a study conducted by Aulinas et al. used a Joint Compatibility Branch
and Bound (JCBB) algorithm to match the features which, reduced the number of false
features [6]. This would improve the robustness in identifying the landmarks which
increases the accuracy in determining the robot’s position.
7.3 Further Testing
It was found from this study when SURF features are extracted from a bigger ROI
to track landmarks then RGBD SLAM produces more accurate results of the robot’s
position. However, this study was restricted to testing only indoor environments and
only used the RGBD SLAM framework. To further extend this strategy, other types of
environments and other versions of SLAM should be considered and tested.
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7.3.1 Other Environments
This thesis was limited to using only indoor environments. The strategy presented in
this thesis should be extended to outdoor environments to determine if SURF features
extracted from the ROIs can still perform better than the traditional method to track
landmarks for RGBD SLAM. The Intel RealSense depth camera can be used to capture
outdoor environments.
This study also showed that if there was an environment with few features the strategy
of SURF features with a bigger ROI allowed RGBD SLAM to produce more accurate
results in determining the robot’s position. Other environments such as underwater and
underground caves or mines can be used to determine the robustness of this strategy as
these environments contain few features.
7.3.2 Other Versions of SLAM
The pre-processing pipeline was only integrated into the RGBD SLAM framework in this
thesis. RGBD SLAM is one version of visual SLAM. There are many other versions of
visual SLAM such as monocular and stereo SLAM that can use the pipeline. The method
by which the pipeline detects for an ROI was from the study by Aulinas et al. which
implemented it to monocular SLAM in an underwater environment, but this method can
be extended to stereo SLAM [6].
This study showed that the method of using ROIs to identify and track landmarks can
work in RGBD SLAM. Therefore, the pipeline can be extended to other versions of RGBD
SLAM that use ICP and BA to optimize loop closure.
7.4 Summary
In summary this chapter presented the possible refinements the can be made to the pre-
processing pipeline. The refinements discussed are improvements that can be made to
the pipeline to improve the performance it has on the computational time and accuracy
in localizing the robot when integrated with SLAM. Hardware and software refinements
were discussed.
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Appendix A
Description of Input and Output
Files for Dataset Tests
The datasets used in the testing of the pipeline have specific input files to read in the
colour and depth images. Once the pipeline process the data, output files are created.
This appendix provides a description of the input and output files for the dataset tests.
A.1 Description of Input Files
Each dataset provides the following:
• Folder named ”rgb/” containing all colour images.
• Second folder named ”depth/” containing all the depth images.
• A text file containing the file names of the colour images called ”rgb.txt”.
• The names of the depth images are also stored in a text file called ”depth.txt”.
• Accelerometer readings from the Kinect are recorded to a text called ”imu.txt”.
• Actual 3D positioning of the Kinect is recorded to a text called ”groundtruth.txt”.
For this dissertation from the datasets the two folders containing the images and the text
files containing the names of the image, are the only items used. The colour and depth
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images have already been calibrated such that the pixels from one correspond correctly
with the other. The depth measurements from the depth images are scaled by a factor
of 5000, hence Equation (A.1) was used to calculate the actual depth measurements.
z = dp × 1
5000
, (A.1)
where z is depth in meters and dp is the measured depth from the image in meters.
A.2 Description of Output Files
Results of the datasets were obtained from text files that were output from the algorithm.
As the algorithm processed each image a text file was produced with the name of the
text file corresponding to the image number. When there was a new ROI detected, the
algorithm saved it as a .jpg with name at which image number it was detected at. At
the end of the test the number text files outputted would be the as the number of images
in the dataset. If the algorithm cannot find a ROI, it moves on to the next image. Each
text file contains the following information:
• If there was a new ROI and if it was matched to any of the previous ROI, the
number of that ROI was printed; otherwise ”No New ROI” is printed. If there is a
”NaN” then there was no ROI detected.
• Number of matches.
• Number of false matches.
• Duration to process the images in seconds.
• Depth measurements of the features in meters.
The depth measurements were not used as these could not be validated.
Thereafter all the text files are processed in Matlab and a final output file was produced
containing the number of ROIs, the average number of matches, the average number of
false matches, the average duration to process each image in seconds, total duration to
execute the dataset in minutes and the average depth of the ROI at that step.
89
Appendix B
Raw Results Captured
This appendix presents the raw results captured from the three tests that was conducted
for this thesis.
B.1 Raw Results from Test 1
This section presents the raw measurements and detailed graphs that caputured from
test1.
B.1.1 Raw Measurement for each Dataset
For each dataset that was processed by the pipeline, all three measurements are tabulated
for each feature detector that was used. The results from each dataset are presented below
with analysis and comparison of all seven datasets.
Results from Dataset 1
ORB produced the higest number of false matches and number of failed recalls of landmarks
in the database compared to SIFT and SURF. SIFT and SURF produced the same
number of false matches but SURF results in a higher number of failed recalls in database.
Results are shown in Table B.1.
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Table B.1: Landmark results of Dataset 1.
SURF SIFT ORB
No. Landmarks in Database 33 32 34
No. False Matches 2 2 12
No. of Failed Recalls 10 4 12
Results from Dataset 2
As dataset 2, contained mostly highly detailed boxes and pages stuck to the floor in a
small office environment, there are fewer objects hence fewer landmarks were identified.
When SIFT was used there was zero false matching and failed recalls that occurred
meaning compared to the SURF and ORB, SIFT always correctly identified the ROI and
tracked the landmarks correctly with no duplicates being stored in the database as shown
in Table B.2.
Table B.2: Landmarks results of Dataset 2.
SURF SIFT ORB
No. Landmarks in Database 11 8 13
No. False Matches 0 0 3
No. of Failed Recalls 3 0 4
Results from Dataset 3
Dataset 3 used the same environment as dataset 2 but the Kinect was placed and moved
closer to the objects. Although there were the same number of objects as in dataset 2,
more landmarks were detected due to the Kinect being positioned closer. It was found
in some instances that the ROI algorithm in the pipeline identified parts of an object as
separate landmarks. This occurred when an object with a high degree of bold writing
and shapes was in the scene where the bold writing and shapes were detected as separate
landmarks. This is due to the Kinect being closer to objects in this environment. The
results were similar to dataset 2 as SIFT outperformed SURF and ORB as shown in
Table B.3.
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Table B.3: Landmark results of Dataset 3.
SURF SIFT ORB
No. Landmarks in Database 52 36 102
No. False Matches 18 7 21
No. of Failed Recalls 10 9 44
Results from Dataset 4
Dataset 4 just contained the highly-detailed pages stuck on the floor, hence the ROIs
detected fewer landmarks. In this dataset SURF outperformed SIFT and ORB as shown
on Table B.4 where SURF results in the lowest error in tracking of landmarks with
lowest number of recalls. More landmarks were produced with ORB but it also produced
a higher number of failed recalls in the database.
Table B.4: Landmark results of Dataset 4.
SURF SIFT ORB
No. Landmarks in Database 36 36 40
No. False Matches 4 6 4
No. of Failed Recalls 6 8 30
Results from Dataset 5
This dataset is similar to dataset 3, with only-highly detailed pages stuck to the floor.
SURF resulted in fewer number of landmarks stored in the database and false matches.
SIFT produced the lowest number of failed recalls of landmarks in the database. ORB
performs the worst as it produces the most landmarks, highest false matches and failed
recalls. Results from this dataset are shown in Table B.5.
Table B.5: Landmark results of Dataset 5.
SURF SIFT ORB
No. Landmarks in Database 81 99 103
No. False Matches 18 29 53
No. of Failed Recalls 14 8 15
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Results from Dataset 6
Due to the Kinect moving faster compared to the previous datasets, some of the images
captured were blurred. Therefore identifying landmarks became difficult and a higher
number of landmarks were stored in the database. The blurred images also produced
more errors in tracking of landmarks. SURF recorded the lowest number of landmarks
that were stored in the database and lowest number of failed recalls of landmarks in the
database. SIFT recorded the lowest number of false matches while ORB performed the
worst out the of three resulting in the most landmarks stored in the database and most
of errors in tracking the landmarks. The results of this database are shown in Table B.6.
Table B.6: Landmark results of Dataset 6.
SURF SIFT ORB
No. Landmarks in Database 124 129 186
No. False Matches 47 6 75
No. of Failed Recalls 24 33 54
Results from Dataset 7
Datasets 7 is was found to have blurry images similar to the previous dataset, therefore
the pre-processing pipeline reacted in the same manner as the previous dataset yielding
similar results. However SURF performed the best overall compared to SIFT and ORB
with minimum number of landmarks in the database and lowest number of errors in
tracking the landmarks. ORB performed the worst as expected from the previous dataset.
The results recorded from this dataset is shown in Table B.7.
Table B.7: Landmark results of Dataset 7.
SURF SIFT ORB
No. Landmarks in Database 108 185 236
No. False Matches 29 35 72
No. of Failed Recalls 29 75 85
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B.1.2 Graphs Produced from the Raw Results
Figures B.1 and B.2 plot bar graphs showing average matching of features and false
matching of features for each feature extraction algorithm for all the datasets. The
graphs can also give an indication of which feature extraction algorithm performed the
best in the pre-processing pipeline.
In the graph plotted in Figure B.1 the average number of matched features are shown.
Figure B.1: Graph of average matches of features for SURF, SIFT and ORB for all the
datasets.
In the graph plotted in Figure B.2 the average number of false matched features are
shown.
B.2 Raw Results from Test 2
This section presents the raw measurements and detailed graphs captured from test 2.
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Figure B.2: Graph of average false matches of features for SURF, SIFT and ORB for all
the datasets.
B.2.1 Graphs Produced from the Raw Results
Test 2 integrated the pre-processing pipeline into the RGBD SLAM framework. The tests
produced absolute trajectory error and realtive pose error.
Absolute Trajectory Error
In Figure B.3 a graph of the absolute error of the robot for all the datasets using the
SURF feature extractor is shown.
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Figure B.3: Absolute trajectory error of the robot for all datasets using the SURF feature
extractor.
Figure B.4 shows a graph of the absolute error of the robot for all the datasets using the
SIFT extractor.
Figure B.4: Absolute trajectory error of the robot for all datasets using the SIFT feature
extractor.
A graph of the absolute error of the robot for all the datasets using the ORB extractor
is shown in Figure B.5.
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Figure B.5: Absolute trajectory error of the robot for all datasets using the ORB feature
extractor.
Relative Pose Error
Graphs of the translation and rotational RMSE for all the datasets using the SURF
feature extractor is shown in Figure B.6.
(a) Translations error. (b) Rotational error.
Figure B.6: Graphs of Translational and Rotational RMSE for all the datasets using the
SURF feature extractor.
In Figure B.7 the graphs of translational and rotational RMSE for all the datasets using
the SIFT feature extractor is shown.
Figure B.5 shows the graphs of the translational and rotational RMSE for all the datasets
using ORB feature extractor.
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(a) Translations error. (b) Rotational error.
Figure B.7: Graphs of Translational and Rotational RMSE for all the datasets using the
SIFT feature extractor.
(a) Translations error. (b) Rotational error.
Figure B.8: Graphs of Translational and Rotational RMSE for all the datasets using the
ORB feature extractor.
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