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Título: Datos en tablas y gráficas estadísticas. Tendenciosidad y errores comunes. 
Resumen 
Visión general de las técnicas para obtener y representar datos estadísticos, usando tablas y gráficas de diferentes tipos. 
Introduzco los caracteres cualitativos y cuantitativos diferenciando entre variables estadísticas discretas y continuas. Para todos los 
casos anteriores se realiza un estudio de la recogida de datos su la tabulación y las gráficas estadísticas más apropiadas según en 
caso, con abundantes ejemplos. Continuo con un estudio de la tendenciosidad, es decir, la información que aun siendo verdadera 
se presente de forma que pueda inducir al error y para finalizar los errores más comunes así como su posible reducción. 
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Title: Data tables and statistical graphs. Tendentiousness and common mistakes. 
Abstract 
Overview of techniques for and represent statistical data, using charts and graphs of different types. Introduce qualitative and 
quantitative characters differentiating between discrete and continuous variables statistics. For all the above cases a study of data 
collection and tabulation your graphics more appropriate as in the case with many examples statistics is performed. Continued 
with a study bias, ie, the information is true even being present so that it can mislead and to end the most common errors and 
their possible reduction 
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El conjunto de sujetos sobre los que se quiere realizar un estudio se denomina 
población,  pueden ser: individuos, países, empresas, etc. 
Una muestra  es un subconjunto de la población elegido para su estudio. 
Depende del caso conviene estudiar una población o una muestra. 
Tanto las poblaciones como las muestras pueden ser analizadas respecto a 
uno o varios caracteres (características observables). 
 Cuando los caracteres se pueden medir se dicen cuantitativos, sino se dicen 
cualitativos o atributos.  
Si entre los habitantes de una ciudad, observamos el sexo, el color de los ojos, la profesión, el estado civil, 
estamos ante atributos. Si al analizar el sexo, obtenemos masculino o femenino, tenemos las distintas modalidades del 
carácter cualitativo sexo. 
Los diferentes valores que puede tomar un carácter cuantitativo constituyen los valores que toma una variable 
estadística. Se dice que es discreta si toma solo valores aislados, y continua si puede tomar cualquier valor real en un 
intervalo o un número elevado de valores. Por ejemplo: el número de hijos de una familia es variable aleatoria discreta, la 
altura de los habitantes es variable aleatoria continua. 
 
2. RECOGIDA Y REPRESENTACIÓN DE DATOS. 
Evidentemente debe haberse preparado todo el material previamente, cuestionarios, instrucciones a los 
encuestadores, impresos, carpetas, etc.  El método más recomendable es la entrevista personal. No obstante, el costo y 
las dificultades para seleccionar a los encuestadores, son obstáculos añadidos al método citado.  
  
72 de 379 
 
PublicacionesDidacticas.com  |  Nº 72 Julio 2016 
 
Recibe el nombre de trabajo de campo, es todo lo que está relacionado con la recogida de los datos, fechas, 
preparación del material, selección de encuestadores, selección de personas que inspeccionan a los encuestadores, etc. 
No hay que olvidar como tratar las mentiras, evasivas deliberadas, las predisposiciones de los encuestados hacia el 
organismo que propone la encuesta, las respuestas incompletas, la inoportunidad de la elección de la fecha para realizar la 
encuesta, y la mala elección de la muestra elegida, por no ser representativa de la población. A veces, para tratar los 
sesgos que se presentan por falta de información sobre una parte de la nuestra hay que volver a interrogar a una parte de 
la subpoblación, de la que no tenemos esa información. Ponderando los resultados, así obtenidos, con los de la otra parte 
de la población de la que ya teníamos información. 
 
Ejemplo: 
 Supongamos, que tenemos que analizar los centros de bachillerato de una región, cuantos 
tienen nocturno y cuantos no, teniendo en cuenta el tipo de centro: privado, concertado o público. 
Fórmanos 3 montones, una para los privados, otro para concertados y un tercero par a los públicos. 
Cada grupo lo clasificamos en 2 montones uno para los que tienen nocturno y otro para el resto. 
Supongamos que los datos obtenidos en los 6 montones son: 
 
Centros de bachillerato 
Privados con nocturno 40    noct priv conc publ total 
Privados sin nocturno 150    si 40 50 60 150 
Concertado con nocturno 50    no 150 250 390 790 
Concertado sin nocturno  250    total 190 300 450 94 
 
3. TABLAS Y GRAFICAS ESTADISTICAS 
 
a. Indicaciones generales para la construcción de gráficos. 
 
1. La disposición general debe ser de izquierda a derecha, y de arriba 
abajo. 
2. Usar magnitudes lineales (área, volumen no son recomendables) 
3. Es mejor que el cero aparezca en el diagrama, si no aparece el 
cero producir una interrupción horizontal que no indique y el 
punto cero deben distinguirse de otras coordenadas.    
4. Para porcentajes recalcar el 100% 
5. Si hay fechas, no poner la primera ni la última ordenada, poner 
sólo el periodo representativo. 
6. Si hay coordenadas logarítmicas, interesa usar potencias de 10 
7. Poner sólo las coordenadas necesarias 
8. Distinguir claramente la curva del rayado 
9. Colocar los números a la izquierda o al pie de los ejes 
10. Introducir también datos numéricos o fórmulas 
11. Conviene poner los datos tabulados alado 
12. Se lean fácilmente 
13. Título del diagrama debe ser claro y completo, conviene indicar subtítulos. 
 
 
b. Tipos: cuantitativas (continuas y discretas) y cualitativas 
 
Cuantitativas (discretas y continuas) 
 
Las tablas estadísticas o tablas de frecuencias presentan en una columna las modalidades de atributo o los valores 
de la variable estadística que estamos observando, frente a cada uno de estos valores se pone su frecuencia observada y/o 
frecuencia relativa. A veces también se incluyen las frecuencias (relativas) acumuladas. 
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Continua: 
Cuando el número de observaciones es suficientemente grande, en vez de manejar tablas en las que figure cada 
valor con su correspondiente frecuencia, se usan las tablas de datos agrupados (cuando el número de observaciones > 30) 
en ellas se agrupan los valores de la variable en clases cuya amplitud (diferencia entre los valores extremos), suele ser 
constante. Observemos la siguiente tabla con el número de alumnos (frecuencia absoluta) de bachillerato, cuya altura está 
en cada uno de los intervalos (casillas de la primera columna) 
 
Casillas        frecuencia  marcas de frecuencia frec absoluta  frec relat 
        Absoluta ni clase  relativa fi  acumulada Ni  acumulada Fi 
[1,5, 1,55)  2 1,52  0,02  2   0,02 
[1,55, 1,6)  6 1,57  0,06  8   0,08 
[1,6, 1,65)  14 1,62  0,14  22   0,22 
[1,65, 1,7)  15 1,67  0,15  37   0,37 
[1,7, 1,75)  21 1,72  0,21  58   0,58 
[1,75, 1,8)  19 1,77  0,19  77   0,77 
[1,8, 1,85)  15 1,82  0,15  92   0,92 
[1,85, 1,9)  6 1,87  0,06  98   0,98 
[1,9, 1,95)  2 1,92  0,02  100   1,0 
 
Colocamos en la primera columna las casillas con los intervalos de las alturas, en la segunda las frecuencias 
absolutas (ni), la tercera indica las marcas de clase (puntos medios), la cuarta es para las frecuencias absolutas acumuladas 
(Ni) y frecuencias relativas acumuladas (Fi) están en la quinta. 
 Como el número de observaciones 100=N, las frecuencias relativas resultan de dividir las observaciones por 100.  
Las frecuencias acumuladas se obtienen sumando las observaciones de la casilla y las anteriores. Análogamente las 
frecuencias relativas acumuladas.  La frecuencia absoluta acumulada ha de ser N=100 y la 
relativa 1. 
La representación gráfica de la tabla estadística se suele hacer con un Histograma de 
frecuencias, que se construye tomando como base las casillas y por altura  tal que el área del 
rectángulo correspondiente a las frecuencias (absoluta o relativa) al ser las bases de igual 
amplitud, y las alturas de los rectángulos las frecuencias, las áreas resulta proporcionales a las 
frecuencias. 
 
Si estamos con una variable con datos agrupados en clases, la representación gráfica de 
las frecuencias acumuladas es el polígono de frecuencias o diagrama acumulativo, que se 
obtiene levantando por el extremo de la derecha de cada casilla la altura correspondiente a la 
frecuencia acumulada (absoluta o relativa) que corresponde a la casilla. Así el polígono de 
frecuencias acumuladas, correspondiente a la tabla vista antes, se suele completar el polígono 
de frecuencias con líneas punteadas, la suavización del polígono da una curva de distribución de 
frecuencias, que para cada x proporciona un individuo de carácter inferior a x.  
 
Discreta. 
 Supongamos las notas del 0, ..., 10 obtenidas por 100 alumnos en 5 asignaturas la tabla correspondiente es: 
Calificación:  ni fi Ni Fi  Cuando la variable es discreta, toma sus  
0  4 0,04 4 0,04  valores aislados no agrupados en clases 
1  12 0,12 16 0,16  la grafica que se usa es el diagrama de  
2  9 0,09 25 0,25  barras, que es:  
3  11 0,11 36 0,36 
4  10 0,1 46 0,46 
5  20 0,2 66 0,66 
6  5 0,05 71 0,71 
7  15 0,15 86 0,86 
8  5 0,05 91 0,91 
9  8 0,08 99 0,99 
10  1 0,01 100 1,00 
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La representación gráfica de tabla de frecuencias acumuladas para variables 
estadística de tipo discreto es, un diagrama escalonado, o en escalera tal y como se expresa en 
la figura (para la variables de las notas de los 100 alumnos). Observemos que la frecuencia 
absoluta acumulada de nota mayor que 1 es 4 de nota menor que 2 es 16, etc.  
Una nota menor o igual que 10 su frecuencia acumulada es 100 (número de 
observaciones). 
Algunos llaman polígono de frecuencias al polígono que se obtiene uniendo los 




Si lanzamos moneda al aire y obtenemos 13 caras y 17 cruces, la variable cualitativa que representa el resultado 
de la experiencia presenta 2 modalidades: cara y cruz, las frecuencias absolutas de cada modalidad son 13 y 17 
respectivamente. Las frecuencias relativas correspondientes son 13/30 y 17/30.  
 
A veces, a la vez que frecuencias relativas se usan porcentajes, que resultan de multiplicar las frecuencias 
relativas (tanto por uno) por 100. 
 
Frec absolutas    Frec relativas porcentaje   
Cara 13  13/30=0,43 43,3%  
Cruz 17  17/30=0,56 56,6%          
Total 30  30/30=1 100% 
 
Diagrama de barras. En el diagrama de barras cada barra corresponde a una modalidad, de la 
variable, siendo proporcional a la frecuencia absoluta, relativa o al porcentaje 
 
En el gráfico de sectores, el círculo, se divide en sectores de área proporcional a la 






Los diagramas de barras a veces 
se sustituyen por pictogramas, donde se pinta, por ejemplo un 




Recordar que siempre se recuerda mejor una grafico que una tabla. 
 
También son frecuentes los cartogramas, mapas divididos en zonas (rayadas de 
diferentes intensidades), donde en cada zona se pone el porcentaje de la modalidad 





Una distribución Bidimensional se puede representar por una nube de puntos. 
Por ejemplo, en el caso de los centros de bachillerato en una tabla de doble entrada que 
se llama tabla de contingencia. 
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 Si en la tabla se anotan los valores que toman 2 variables estadísticas (discretas o continuas) se tiene tabla de 
correlación. 
 
Otras tablas que se pueden encontrar en libros son: 
 




4. TENDENCIOSIDAD Y ERRRORES MAS COMUNES 
a. Introducción 
 
En un estudio es importante que el informe que se haga sea suficientemente claro y exprese con precisión y 
exactitud los resultados obtenidos, de forma que los mismos no puedan ser mal interpretados. 
 
Las causas que provocan la no utilidad de un informe estadístico pueden ser muy diversas y debidas a un error en 
la toma de datos, o un error en la expresión de los mismos.  
Esencialmente, se pueden describir 3 tipos de errores: 
 
- Errores en la toma de datos 
- Errores en la expresión de los datos 
- Tendenciosidad en la expresión de los datos 
 
Los errores en la toma de datos, suelen deberse a que la muestra elegida no es representativa de la población, a 
que la técnica de obtención de datos de un elemento de la muestra no es adecuada, a no haber depurado adecuadamente 
los resultados, o en caso de datos agrupados, que no se hayan elegido correctamente los intervalos de agrupación. En este 
caso, el error más habitual es que los intervalos de agrupación no constituyan una partición del recorrido de la variable. En 
algún caso hay un dato que podrá pertenecer a 2 intervalos o un dato que no pertenece a ninguno 
 
Cuando el informe se hace de forma grafica, puede ser que la presentación no sea legible bien que se  haya hecho 
el trabajo de campo, la gráfica es ilegible. En una representación gráfica el informe debe ser totalmente explicativo 
 
El principal problema de una estadística es la tendenciosidad, intencionado o no. Consiste en que la información, 
aun siendo verdadera, se presenta de modo que puede inducir a error. En las gráficas siguientes se representa un mismo 
dato,  pero con objeto de dar mayor precisión a la figura, se ha recortándola parte inferior de la grafica de la izquierda, 
para poder ampliar la figura. Si se presenta esta grafica es tendenciosa, porque dar la impresión de que la diferencia es 
mayor de la que realmente se da,  por ser la barra B en proporción mayor que la A. 
 
 
Otra manifestación de la tendenciosidad es debida a que  en muchos casos, no existe una escala predeterminada 
a la hora de representar las 2 variables a estudiar. Como consecuencia las figuras de aquí representan un mismo estudio.  
  
76 de 379 
 
PublicacionesDidacticas.com  |  Nº 72 Julio 2016 
 
 
En la gráfica primera la sensación de crecimiento es mayor que en la segunda 
 
En un  pictograma, el área de la figura que 
representa a cada variable ha de ser proporcional al valor 
de la variable. Un error que se suele dar es que lo que se 
hace proporcional es el diámetro de la figura, con lo que 
las desproporciones reales de los valores se elevan al 
cuadrado.  
Esto puede conllevar una mala interpretación de 
lo resultados, aunque se escriba el dato, por lo que la 
grafica se suele considerar tendenciosa. Como el siguiente pictograma del porcentaje de voto en unas elecciones: 
 
El último ejemplo que comentamos sobre tendenciosidad es aquel en que, después de haber tomado los datos 
estos se agrupan de manera (normalmente intencionada) que un grupo grande de elementos se incluya cerca del extremo 
de uno de los intervalos, de modo que, al tomar estos valores como iguales a la marca de clase, el resultado se vea 
ligeramente alterado. 
 
b. Errores estadísticos y su posible reducción 
 




1. Errores de planteamiento, la investigación está mal estructurada, definiciones ambiguas o incompletas. 
 
2. Errores de respuesta, originados por cuestionario poco pensado, recogida inapropiada, agentes mal 
instruidos, o no haber depurado las respuestas (también el “no contestarlo”). 
 
3. Errores de manipulación por defectos de organización, que se pierdan antes de tabular, etc... 
 
4. Errores de tabulación y cálculo, por no controlar estas operaciones 
 
Medidas para reducir los errores al mínimo: 
 
a. Recabar toda la información posible sobre la población a investigar, entre ellas las estadísticas existentes 
relacionadas con ella, mapas, planos, etc. 
 
b. Asegurarse de que los instrumentos de investigación y la maquinaria no tiene fallos, realizar una encuesta previa, 
que puede ser por muestreo o no, para corregir defectos en las definiciones, cuestionarios, y en el sistema. 
 
c. Medida de la confianza de los datos obtenidos, se hace encuesta posterior, por muestreo llamada encuesta de 
post-enumeración, para conocer la confianza que hay que depositar en las diversas respuestas. 
 
Cuando una tabla encierra toda la información a veces no es necesario traducirla a un gráfico. 
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c. Errores y conclusiones erróneas 
 
1. Errores en los datos 
 
Existen dos tipos de errores en la experimentación científica que difieren en las causas que los originan: 
 
 Sistemáticos: son aquellos que provienen de fuentes que no cambian durante el tiempo que dura el experimento, e 
influyen de igual modo sobre cada dato. Estos errores provocan una desviación de todos los datos. Sus causas suelen 
ser: 
 
- Defectos e irregularidades de los aparatos de medida 
- Defectos de la acción del experimentador 
- Inexactitud en las constantes utilizadas para calcular los datos 
 
Aunque debido a la multiplicidad de las causas y orígenes de estos errores no puede existir una teoría general sobre 
ellos. No obstante si se conoce la fuente de un error sistemático sobre un experimento, su efecto se puede paliar o 
eliminar sustancialmente bien eliminando la causa que lo provoca o introduciendo correcciones. Estos errores solo se 
pueden controlar tras un estudio minucioso y complejo. Sin embargo hay que tener en cuenta que los errores sistemáticos 
son en ciertos casos mayores que los accidentales y su estudio es por tanto indispensable. 
 
 Accidentales: están vinculados a factores que sufren pequeñas variaciones durante el experimento. Por ejemplo, en 
un experimento de medidas de peso con balanzas de precisión, estos otros factores pueden influir: 
 
- Las vibraciones de los platos de la balanza y de la balanza en su conjunto.                 
- Las oscilaciones de la iluminación en el lugar de trabajo al leer los resultados en las escalas 
- Las vibraciones de los órganos sensitivos del experimentador al leer los resultados en las escalas. 
 
La acción conjunta de un gran número de factores como estos da lugar a que la repetición del experimento de 
siempre resultados algo distintos. Debido a este gran número de factores, dicha acción puede considerarse aleatoria, y así 
su descripción puede hacerse con los métodos de la Estadística. Por eso el error accidental a veces se denomina también 
error estadístico. 
 Una de las conclusiones que encuentra la Estadística es que el error accidental disminuye con el número de 
mediciones. Por lo tanto al aumentar el número de mediciones el error accidental puede hacerse tan pequeño como se 
quiera. 
 
2.  Márgenes de error y medida de la confianza 
 
En muchas ocasiones los resultados ofrecidos por los estadísticos tienen la forma siguiente: dato  margen_de-
error. Además nos adjuntan un comentario del tipo: la fiabilidad del resultado es del 95 por ciento. 
 En estos casos lo que sucede es que se ha determinado un modelo estadístico con una cierta distribución de 
probabilidad p = p(x), con media    desconocida y alguna estimación fiable sobre su dispersión  . En estas condiciones 
puede determinarse un intervalo 

x   siendo 

x  la media muestral y   un cierto múltiplo de  , cuya probabilidad de 
ocurrir sea la deseada. Por ejemplo si estimamos la distribución normal ),( N  en un intervalo de probabilidad 95 por 
ciento es  2 . 
 
 
3. Conclusiones poco fiables 
 
 La forma en que se extraen las conclusiones en un experimento estadístico puede enmascarar el resultado real. 
Una de las formas fraudulentas de proceder es continuar el experimento hasta que el dato sea favorable a la hipótesis que 
queremos probar. Consideremos el siguiente ejemplo: 
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 Percepción extrasensorial: 
 El experimento típico consiste en adivinar entre cinco cartas diferentes que son presentadas tapadas al individuo 
sujeto del experimento. La probabilidad de que el sujeto acierte por azar una carta es obviamente 1/5. La probabilidad de 
acertar al azar unas ciertas proporciones nP  al cabo de cualquier número n de presentaciones puede entonces 
determinarse estadísticamente. Supongamos que admitimos como criterio de percepción extrasensocial (PE) el acertar 
una proporción  nP   cuya probabilidad de acertar al azar sea de 5 por ciento. Para cada n podemos determinar cuántas 
cartas   nPn        deber acertar. 
 Por tanto admitiremos que hay (PE) si en 30 cartas acierta 9, o en 40 acierta 12, etc. Podemos representar nP   en 
función de n, y a la vez el número de respuestas acertadas en función de n en un experimento cualquiera. Si admitimos 
que las líneas se encuentran para algún n, entonces concluimos que existe (PE) para nuestro sujeto. 
 Este es un ejemplo típico de conclusión poco fiable. De hecho hasta para cada n hay una probabilidad de 5 por 
ciento de acertar la proporción requerida. Por tanto según vamos aumentando el número de experimentos vamos 
aumentando la probabilidad de acertar por azar en algún momento. Más aún, se puede demostrar que hay probabilidad 
unidad de que acertemos cualquier proporción pedida en el límite    n  . Por tanto con paciencia suficiente siempre 
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