We propose a new class of universal kernel functions which admit a linear parametrization using positive semidefinite matrices. These kernels are generalizations of the Sobolev kernel and are defined by piecewise-polynomial functions. The class of kernels is termed "tessellated" as the resulting discriminant is defined piecewise with hyper-rectangular domains whose corners are determined by the training data. The kernels have scalable complexity, but each instance is universal in the sense that its hypothesis space is dense in L2. Using numerical testing, we show that for the soft margin SVM, this class can eliminate the need for Gaussian kernels. Furthermore, we demonstrate that when the ratio of the number of training data to features is high, this method will significantly outperform other kernel learning algorithms. Finally, to reduce the complexity associated with SDP-based kernel learning methods, we use a randomized basis for the positive matrices to integrate with existing multiple kernel learning algorithms such as SimpleMKL.
Introduction
This paper addresses the problem of automated selection of an optimal kernel function. Kernel functions implicitly define a linear parametrization of nonlinear candidate maps y = f (x) from features x to labels y. The 'kernel trick' allows optimization of fit and regularity in this hypothesis space without explicit representation of the space itself. The kernel selection process, then, is critical for determining the class of hypothesis functions and, as a result, is a well-studied topic, with generalized kernels including polynomials, Gaussians, and many variations of the Radial Basis Function class. In addition, specialized kernels include string kernels [7, 17] , graph kernels [9] , and convolution kernels [4, 13] . The kernel selection process heavily influences the accuracy of the resulting fit and hence significant research has gone into optimization of these kernel functions in order to select the hypothesis space which most accurately represents the underlying physical process. Recently, there have been a number of proposed kernel learning algorithms. For support vector machines, the methods proposed in this paper are heavily influenced by the SDP approach proposed by Lanckriet et. al. in [15] which directly imposed kernel matrix positivity using a linear subspace of candidate kernel functions. There have been several extensions of the SDP approach, including the hyperkernel method of [20] . However, because of the complexity of semidefinite programming, more recent work has focused on gradient methods for non-convex parametrization and convex LP-type parameterizations of positive linear combinations of candidate kernels, as in SimpleMKL [22] or the several variations in [24] . These methods rely on kernel set operations (addition, multiplication, convolution) to generate large numbers of parameterized kernel functions [5] . When the parameterization is non-convex, gradient-based methods find local minima and include GMKL [14] . Other variations include LMKL [11] (gating), polynomial kernel combinations and the Alignment and Centered Alignment MKL in, e.g. [6] . For kernel learning, regularization is particularly important and interesting approaches to this problem include the group sparsity metric in [25] and the enclosing ball approach in [8] . See, e.g. [12] for a comprehensive review of multiple kernel learning algorithms. In this paper, we consider the class of "Universal Kernels" formalized in [19] . A kernel is defined as universal if its associated Reproducing Kernel Hilbert Space (RKHS), H, is suitably dense in any compact subset of L 2 (X). That is, for a given k : X × X → R, define φ : X → F as
where we may take F = H. Then we would like to establish L 2 -density of
The most well-known example of a universal kernel is the Gaussian (generalized in [26] ). However, most other common kernels are not universal, including, significantly, the polynomial class of kernels. In this paper, we propose a new class of universal kernel functions which are defined by polynomials and admit a convex parametrization. Specifically, we consider the class of kernels defined as
which is a positive semidefinite kernel for any P > 0. We will show that this leads to kernel functions of the form
which are generalizations of the class of Sobolev kernels [21] and which therefore have a hypothesis space dense in L 2 . In contrast to the Gaussian kernels, however, our universal class of "tessellated" kernels have a linear parametrization, need not be pointwise positive, and are piecewise-polynomial, making them significantly more robust and useful in combination with kernel-learning algorithms. Specifically, we show how this class of kernel can be rigorously incorporated into the SDP kernel learning framework as well as SimpleMKL (albeit using a randomized set of positive matrices in the latter case). In the numerical results we show the potential of these kernels for unlimited learning by examining cases where the ratio of training data to features is high. In this case, all other kernel learning methods saturate while the universal kernel approach is able to estimate the discriminant with seemingly arbitrary accuracy.
where the k i are chosen a priori as known admissible kernels such as the gaussian kernel k 1 (x, y) = e (−β||x−y|| 2 ) , where β is the bandwidth (and must be chosen a priori) or the polynomial kernel k 2 (x, y) = (1 + x T y) d where again the d must be chosen a priori. Different methods similar to Lanckriet have since been produced, with a more computationally efficient variant being [22] which tightens the constraints and reformulates the problem using the parameterized set of kernels
In this paper, we propose a new parametrization of K which can be represented as an SDP constraint and which does not require an a priori choice of kernel functions. Furthermore, we will show how this new class of kernel functions can be integrated with efficient LP-based kernel learning algorithms such as SimpleMKL [22] 3 Using positive matrices to parameterize positive kernels
In this section, we propose a general framework for using positive matrices to parameterize positive kernels. We then focus on the special case of tessellated kernel functions and show these kernels are suitably dense such that they may be used in lieu of classical RBF kernels such as the Gaussian. The following result is based on a parametrization of positive integral operators initially proposed in [23] .
Theorem 2. For any function N : Z × X → R q and any positive semidefinite matrix P ∈ R q×q , P 0,
is a positive kernel. Moreover,
Proof.
For this class of kernels, the constraint G ij = k(x i , x j )y i y j becomes
which is then a linear equality constraint on the real-valued variables P kl with the additional constraint P 0.
Thus for any function N (z, x), we have the following kernel learning SDP. min k∈K,P ∈R m×m ,t∈R,γ∈R,ν ν ν∈R m ,δ δ δ∈R m t, subject to:
Note the integrals Z N k (z, x i )N l (z, x j )dzy i y j are calculated a priori. While this integration does not affect the computational complexity of the algorithm, it does impose an implicit restriction on the class of admissible functions N i and the space Z -the integrals must be computable for any given set of data {x i } i .
As a special case, consider
is the vector of monomials of degree d or less in variables x and z. It is trivial to show that any polynomial Z(z, x) is separable. That is, Z(z, x) = Z z (z)Z x (x) for polynomial matrices Z z and Z x . Then the kernel becomes
which is a polynomial where
However, as this illustration shows, polynomial kernels suffer from the fact that the hypothesis space has the form
where
is the finite-dimensional space of kernels of degree d or less. That is, polynomial kernels can never learn a hypothesis space of rank greater than n+d n . In the following section, we propose a choice of N (x, z) for which the kernel forms a hypothesis space which is infinite-dimensional and suitably dense in L 2 and for which the integrals can be efficiently computed.
A class of tessellated kernel functions
Recall from the previous section that we are searching for kernels of the form
where the function N is determined a priori. Furthermore, the class of admissible N : Z × X → R q is limited to those functions for which it is possible to determine the integral
A natural choice for N would be the polynomials defined on a hypercube, for which integration is trivial. However, as shown in the previous section, the hypothesis space formed by the polynomial class of kernels is finite-dimensional. For this reason, we propose the following class of kernels based on the class of semi-separable kernel functions. As proposed in [10] , these semi-separable kernel functions are defined as
In this paper, we consider a definition of N for which we recover a generalization of this class of semi-separable kernels. In this case the inequality x > y is generalized to (x, y) ∈ S where the set S is defined by inequalities but does not itself represent an inequality. Roughly speaking, the set S will be a tessellation of X with tile corners defined by the data points x i . Specifically, we consider the functions
where z > x if z − x ∈ R n+ (the positive orthant). Because the ordering defined by the positive orthant is only partial, we will replace the inequality with the sets S 1 and S 2 , where S 1 := {z − x ∈ R n+ } and S 2 := X/S 1 . Now, for any given set, define the indicator function as follows
Our proposed function N (z, x) can now be compactly represented as
is the vector of monomials of degree d or less, and whose i'th element is denoted
where we define
Lemma 3.
Clearly X 11 and X 12 are disjoint. Similarly,
= {z ∈ X : z > y, z > x} = {z ∈ X : z > y}/{z ∈ X : z > x} = {z ∈ X : z > y}/ ({z ∈ X : z > x} ∩ {z ∈ X : z > y}) = {z ∈ X : z i ≥ y i , i = 1, · · · , n}/X 11 .
Clearly X 11 and X 21 are disjoint. To show that X 12 and X 21 are disjoint, suppose x ∈ X 12 ∩ X 21 , then z > x and z > y and hence z ∈ X 11 , which is a contradiction. Finally,
Lemma 4.
Proof. Since the sets are disjoint, the proof is straightforward.
If we redefine the decision variables as
we can expand the representation of k in terms of the decision variables and recover
Note that while the 2nd, 3rd and 4th terms analytically reduce to polynomials (and can be calculated a priori), the limits of integration in the 1st term depend on p * i (x, y) = max{x i , y i }. This implies that the kernel function is piecewise polynomial, indexed by α ∈ {0, 1} n as
where the k α are polynomials and therefore separable. This also implies that unless the feature space is low-dimensional, it may not be reasonable to compute all k α a priori. Instead, these may be computed ad-hoc based on the training data. This issue will be discussed in the following section, wherein we discuss properties of the proposed class of kernel functions.
Properties of the tessellated class of kernel functions
Let us begin by recalling that for any P 0 and N (x, y),
. Then we have a hypothesis space representation
Now recall for the tessellated kernel, we have that
In this case, our hypothesis space consists of functions of the form
Now let us consider the simplest case, where n = 1,
In this case, we have
In this simplest case, we have that H = W 2,2 . That is, the hypothesis space is simply the Sobolev space W 2,2 of continuous functions such that f ′ ∈ L 2 (which is dense in L 2 ). To see this, let g ∈ W 2,2 with g(0) = 1 be arbitrary and set Q 1 = 1, Q 2 = 0, and w = g ′ . Then
Stokes theorem implies that this proof can then be inductively extended to n > 0. Thus the class of kernel functions proposed in this paper and defined by the positive orthant is a generalization of the Sobolev kernels implied by the fundamental theorem of calculus. This analysis also indicates that the density property does not depend on the number of terms in Z d . That is, the hypothesis space is dense in L 2 even for Z d = 1. Moreover, unlike Gaussian kernels with a hypothesis space characterised by the postive orthant in L 2 [18] , the kernels themselves are not restricted to be pointwise positive. From another perspective, the hypothesis space is defined as
where recall k has the form
Then in the simplest case where k α = 0 for all α = 1 and k 1 = 1, we have that k(x, y) = 1 if y > x, for i = 1, . . . , n.
Then, to approximate any function g(x) with Lipschitz factor L to accuracy ǫ, let 
be the set of natural numbers, scaled by factor ǫ/L and intersected with X. Clearly {x i } is finite. Now define α i inductively in each dimension
A similar argument can be made for approximation in the L 2 -norm. Essentially, then, the training data x i tesselates the space, with the function f defined separately on each tile and a new tile being defined for each training datum. This geometry is illustrated in Figure 1 .
Implementation and complexity analysis
In this paper, we have proposed a new class of kernel functions defined by piecewise polynomials as
For any Z d , using the dual formulation in Eqn. (3), the problem of learning the kernel matrices P ij can be formulated as an SDP. If P ∈ R q×q , and m is the number of training data the complexity of the resulting SDP scales as approximately m 2.6 + q 1.9 as can be seen in Figure 3 and is similar to the complexity of other methods such as the hyperkernel approach in [20] . These scaling results are for training data randomly generated by two standard 2-feature example problems (circle and spiral -See Figure 2 ) for degrees d = 1, 2, 3 and where d defines the length of Z d which is the vector of all monomials in 2 variables of degree d or less. Note that the length of Z d scales with the degree and number of features, n, as
For a large number of features and high degree, the size of Z d will become unmanageably large. Note, however, that, as indicated in the previous section, the hypothesis space is dense in L 2 even when Z d = 1. In this case, we have only 4 decision variables. Furthermore, in the case of large numbers of features, a random basis for the positive matrices can be selected. This basis can then be integrated directly into existing kernel learning methods such as SimpleMKL -as is discussed in the following section.
Accuracy and comparison with existing methods
In this section, we evaluate the proposed class of kernel in isolation, combined with, and compared to the SimpleMKL [22] SimpleMKL, we use the standard kernel selection of combined Gaussian and polynomial kernels with bandwidths arbitrarily chosen between .5 and 10 and degrees of degree one through threeyielding approximately 13(n + 1) kernels; c) To illustrate the effect of combining the proposed kernel with SimpleMKL, we randomly generated a sequence of 300 positive semidefinite matrices and used these as the SimpleMKL library of kernels; Finally, in d) We combined the SimpleMKL library of kernels mentioned earlier with the 300 randomly generated tessellated library of kernels. Residual Error In all evaluations of Test Set Accuracy (TSA), the data is partitioned into 80% training data and 20% testing and this partition is repeated 30 times to obtain 30 sets of training and testing data. In Table 1 , we see the average TSA for these four approaches as applied to several randomly selected benchmark data sets from the UCI Machine learning Data Repository. In all cases, the tessellated kernel met or in some cases significantly exceeded the accuracy of SimpleMKL. Note in addition, as was discussed in [15] , the introduction of Gaussians into the tessellated SDP formulation (a) occasionally will slightly improve accuracy.
Number of Training Inputs
In addition to the standard battery of tests, we performed a secondary analysis to demonstrate the advantages of the tessellated kernel class when the ratio of training data to number of features is high. For this analysis, we use the liver data set (6 features ) and the spiral discriminant [16] with 2 features (x and y) (we also briefly examine the unit circle). For the spiral case, in Figure 4b we see a semilog plot of the residual error (=1-TSA) as the number of data increases as compared with SimpleMKL. The key feature observed in this plot is that the accuracy of the SimpleMKL method saturates when the number of training data is large. The tessellated kernel, however, continues to improve ultimately yielding more than an order of magnitude increase in performance. Note, however, that such unlimited performance is possible only because the training data is analytically generated. By contrast, in Figure 4a , we see convergence of both SimpleMKL and the tessellated kernel, although in this case the tessellated kernel is significantly more accurate. Finally, in Figure 2 , we see the learned discriminant surface for the spiral and circle as compared to the SimpleMKL surface. 
Conclusion
In this paper, we have proposed a new class of universal kernel function. This class is a generalization of the Sobolev kernel and has a linear parametrization using positive matrices. The kernels have scalable complexity and any instance is universal in the sense that the hypothesis space is dense in L 2 , giving it comparable performance and properties to Gaussian kernels. However, unlike the Gaussian, the tessellated kernel does not require a set of bandwidths to be chosen a priori. We have demonstrated the effectiveness of the kernel on several datasets from the UCI repository. We have shown that the computational complexity is comparable to other SDP-based kernel learning methods. Furthermore, by using a randomized basis for the positive matrices, we have shown that the tessellated class can be readily integrated with existing multiple kernel learning algorithms such as Simple MKL -yielding similar results with less computational complexity. In most cases, either the optimal tessellated kernel, or the MKL learned sub-optimal tessellated kernel will out perform or match an MKL approach using Gaussian and polynomial kernels with respect to the Test Set Accuracy. Furthermore, when the ratio of training data to number of features is high, the class of tessellated kernels shows almost unlimited potential for learning, as opposed to existing methods which ultimately saturate. Finally, we note that this universal class of kernels can be trivially extended to matrix-valued kernels for use in, e.g. multi-task learning [3] .
