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Abstract
In recent years, there has been considerable theoretical development regarding variable selection
consistency of penalized regression techniques, such as the lasso. However, there has been relatively
little work on quantifying the uncertainty in these selection procedures. In this paper, we propose a new
method for inference in high dimensions using a score test based on penalized regression. In this test,
we perform penalized regression of an outcome on all but a single feature, and test for correlation of
the residuals with the held-out feature. This procedure is applied to each feature in turn. Interestingly,
when an `1 penalty is used, the sparsity pattern of the lasso corresponds exactly to a decision based
on the proposed test. Further, when an `2 penalty is used, the test statistic corresponds precisely to
a score statistic in a mixed effects model, in which the effects of all but one feature are assumed to
be random. We formulate the hypothesis being tested as a compromise between the null hypotheses
tested in simple linear regression on each feature and in multiple linear regression on all features, and
develop reference distributions for some well-known penalties. We also examine the behavior of the
test on real and simulated data.
Keywords— lasso, large p small n, model selection, p-value, penalized estimation, significance
1 Introduction
Suppose we are interested in the association between an outcome variable y ∈ Rn and a set
of predictors xj ∈ Rn, j = 1, . . . , d. In order to assess this we might consider the model
y = Xβ + , (1)
where X = [x1, . . . ,xd] ∈ Rn×d, β ∈ Rd is vector of coefficients, and  ∈ Rn is a vector of
errors with mean zero and constant variance. If the number of variables d is much smaller than
n, we could perform a formal statistical test for whether an element of β is zero using classical
methods, such as the score, likelihood ratio, or Wald test. However, in the high-dimensional
setting, when the number of variables d is large, these tests have low power, or are undefined.
∗voorma@uw.edu
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In the case where d is large, penalized regression techniques, such as the lasso (Tibshirani,
1996), which takes the form
βˆλ = arg min
b∈Rd
{
1
2n
‖y −Xb‖22 + λ‖b‖1
}
, (2)
can be used to provide a sparse estimate of β. Under suitable conditions, explored by Zhao
and Yu (2006), the sparsity pattern of the lasso coefficient vector βˆλ correctly identifies which
elements of β are zero. However, the lasso and related procedures do not provide p-values or
confidence intervals, and thus devising formal hypothesis tests for the parameter β remains
an open problem.
In recent years there has been some work on formal inference in the high-dimensional set-
ting: the bootstrap has been used to estimate the sampling distribution of lasso coefficients
(Tibshirani, 1996; Bach, 2008; Chatterjee and Lahiri, 2011), Meinshausen and Bu¨hlmann
(2010) proposed stability selection, a sub-sampling technique which can control familywise er-
ror rates, and Fan and Li (2001) provided sandwich formulas for penalized coefficients. How-
ever, bootstrapping and sub-sampling are computationally expensive and their finite sample
properties may not be desirable, especially for methods that involve thresholding, like the
lasso. Available variance formulas also suffer shortcomings: they typically neglect the fact
that the tuning parameter tends to be selected based on the data, and are often only available
for the non-zero coefficients.
Recently, Lockhart et al. (2013) proposed the covariance test, which produces a sequence
of p-values as λ decreases and features become non-zero in the lasso regression (2). Suppose
the kth feature to become non-zero does so when the tuning parameter in (2) is λk − η, for
some arbitrarily small constant η > 0. Here, λk is the k
th knot in the lasso solution path.
The covariance test statistic produces a p-value for each λk, which tests the null hypothesis
that supp(βˆλk) ⊇ supp(β). Thus, the covariance test can be used to test whether all relevant
variables are non-zero in the lasso coefficient vector. However, this does not give confidence
intervals or p-values for any individual variable’s coefficient.
Even more recently, Taylor et al. (2014) and Lee et al. (2013) extended the covariance
testing framework to test hypotheses about individual features, after conditioning on a model
selected by the lasso. However, their framework permits inference only about features which
have non-zero coefficients in a lasso regression; this set of features will vary across samples,
making interpretation difficult. In contrast, our framework can be applied to all features in a
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data set, and can be used to understand why coefficients in a lasso regression are non-zero in
the first place.
Alternatively, Zhang and Zhang (2011), van de Geer et al. (2013) and Javanmard and
Montanari (2013) proposed the low-dimensional projection estimator (LDPE) for inference
in high dimensions based on inverting the stationary conditions for lasso regression. To do
this, LDPE uses lasso regression among the covariates to estimate the inverse of XTX. Under
suitable assumptions, LDPE is asymptotically optimal, in that the variance of the estimator
achieves the Gauss-Markov lower bound. However, unlike Lockhart et al. (2013), who give
p-values associated with the knots in the lasso solution path, this method uses the lasso as a
starting point for a different estimator. Decisions made using their confidence intervals need
not correspond to variable selection using the lasso.
We applied the covariance test and LDPE to a diabetes data set, previously studied by
Efron et al. (2004), and which we analyze in greater detail in Section 3.3. The data consist of
a measure of diabetes disease progression for 442 patients, along with 10 variables. Table 1
lists the variables introduced or removed at each knot λk in the lasso solution path, along with
their associated p-values from the covariance test and LDPE. For the sake of comparison, we
also include the p-values produced by multiple linear regression with all variables, the p-values
produced by simple linear regression of the outcome on each feature separately, and the p-
values from our proposed lasso-penalized score test, described in Section 2. LDPE requires
specification of a tuning parameter, which we chose using 10-fold cross-validation.
Using the covariance test to select λ, we might decrease λ and stop when some p-value
greater than 0.05 is observed. Using this rule, we would stop upon reaching a p-value of 0.86
at knot 6, and report a model with 5 covariates. However, knot 7 produces a p-value of 0.04,
which suggests that all variables were not in the model after knot 5. Should we use the model
with 7 or 5 variables? In the model with 7 variables, how should we interpret the presence of
glucose, which produced a p-value of 0.86? Further, using any reasonable stopping rule, we
would include HDL in our model. However, HDL yields a p-value of 0.63 in multiple linear
regression, suggesting there is little evidence for its association after accounting for trends in
all other features. How should we interpret this discrepancy? The answers to these questions
are not clear.
Using LDPE, the results are broadly similar to those from multiple linear regression. Here,
the sample size is sufficient so that the inverse of XTX can be accurately estimated. However,
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Knot Predictor covTest LDPE Pen. score test Multiple lin. reg. Simple lin. reg.
1 BMI 3.7× 10−9 2.3× 10−15 5.1× 10−22 4.3× 10−14 3.4× 10−42
2 LTG 1.9× 10−22 2.9× 10−10 2.6× 10−18 1.6× 10−5 8.8× 10−39
3 MAP 0.005 1.4× 10−6 2.6× 10−8 9× 10−8 1.6× 10−22
4 HDL 0.003 0.93 3.6× 10−15 0.63 6.1× 10−18
5 Sex 0.008 1.7× 10−4 0.002 0.36 0.0012
6 Glu 0.86 0.31 0.057 0.079 7.6× 10−17
7 TC 0.04 0.07 0.14 0.058 6.9× 10−6
8 TCH 0.54 0.41 0.17 0.27 2.3× 10−21
9 LDL 0.87 0.30 0.21 0.16 2.3× 10−4
10 Age 0.98 0.87 0.87 0.87 7.1× 10−5
11 -HDL - - - -
12 HDL 0.80 0.93 3.6× 10−15 0.63 6.1× 10−18
Table 1: The diabetes data set. Variables are ordered according to when their coefficients become non-
zero in the lasso solution (2), as λ → 0. ‘covTest’ refers to the method of Lockhart et al. (2013) and
p-values for this method were produced by the covTest R package. ‘LDPE’ refers to the method of Zhang
and Zhang (2011) and van de Geer et al. (2013), for which code was provided by the authors. Mutiple
and simple linear regression refer to those p-values produced by the Wald test. ‘Pen. score test’ refers to
the lasso-penalized score test, described in Section 2, with λ = 4. At the 11th knot, HDL leaves the lasso
solution, and no p-value is available for covTest. Of the p-values presented in this table, only those from
covTest are ordered. For ease of display, here we present p-values for all methods in the ordering given
by the covTest p-values.
in higher dimensions, this may not be the case.
In this paper, we propose the penalized score test, which can be interpreted as a compromise
between multiple linear regression on all features, and simple linear regression on each feature
separately. We show that the sparsity pattern of the lasso results from a decision based on
this test. Unlike the covariance test statistic, it gives p-values for the association of each
individual feature with the outcome, and unlike LDPE, the resulting p-values are directly
related to variable selection using the lasso.
The rest of the paper is organized as follows. In Section 2 we describe our proposed
method, the penalized score test, for general penalties. In Section 3 we consider the special
case of the lasso-penalized score test, and explore its asymptotic distribution, its relationship
to consistent variable selection (Section 3.1), and the behavior of the test on simulated and
real data (Sections 3.2, 3.3 and 3.4). In Section 4 we consider the special case of the ridge-
penalized score test. In Section 5 we propose extensions to other sparsity-inducing penalties.
We end with a discussion in Section 6.
4
2 The penalized score test
Throughout the paper, we assume that yT1n = 0, x
T
j xj = n and x
T
j 1n = 0 for j = 1, . . . , d.
Vectors are denoted in lowercase bold font, while matrices are in uppercase bold font. In
order to simplify the notation, we will consider a single variable of interest x = xj , and
denote Z = [ xk, k 6= j ] ∈ Rn×(d−1) as the matrix containing all other features. Note that any
procedure applied to xj can be applied to all other variables in turn. With this notation, we
re-write the model (1) as
y = αx + Zβ + , (3)
where α ∈ R and β ∈ Rd−1.
Our goal is to test H0 : α = 0. One way to do this is using the score test, based on the
derivative of the log-likelihood of the model, also known as the score, evaluated under the
null hypothesis. Using the model (3), and assuming normality of the errors, the (scaled) score
statistic is
T = xT (y − y0)/√n, (4)
where y0 = Zβ. We reject H0 when |T | is large, with respect to an appropriate reference
distribution.
Typically, in applying the score test, the parameters are estimated under the constraints
imposed by the null hypothesis. In the setting of (3), this corresponds to estimating β using
multiple linear regression of y on Z. However, when d is an appreciable fraction of n, multiple
linear regression of y on Z yields highly variable coefficient estimates, resulting in low power,
and when d > n multiple linear regression of y on Z is undefined. As an alternative, we
could use a small subset of the other features in estimating β, with e.g. step-wise regression.
However, selecting an appropriate model is challenging, and inference after model selection is
notoriously difficult (Berk et al., 2013; Leeb and Po¨tscher, 2005).
Instead, we propose to estimate β in (3) using penalized regression. The proposed approach
is as follows. We first calculate bˆ0λ, which serves as an estimate of β, using the penalized
regression
bˆ0λ = arg min
b
{‖y − Zb‖22/(2n) + λJ(b)} , (5)
where J(b) is a penalty function, such as the lasso (J(b) = ‖b‖1), ridge (J(b) = ‖b‖22/2),
or subset selection (J(b) = ‖β‖0), and λ is a non-negative tuning parameter. We then set
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yˆ0λ = Zbˆ
0
λ, and form the test statistic
Tλ = x
T (y − yˆ0λ)/
√
n, (6)
a measure of association between x and y − yˆ0λ. We declare Tλ to be statistically significant,
for a null hypothesis to be discussed in Section 2.1, when |Tλ| is large, based on an appropriate
reference distribution. Since Tλ looks superficially like the score statistic from linear regression
(4), we refer to this procedure as the penalized score test.
Interestingly, if we choose J(b) = ‖b‖1, and declare Tλ to be significant when |Tλ| >
√
nλ,
then Tλ is significant precisely when x’s coefficient is non-zero in a lasso-penalized regression
of y on x and Z together. That is, the sparsity pattern of the lasso solution for a given λ is the
result of a decision based on the proposed test. We make this assertion precise in Proposition 1,
the proof of which follows immediately from the Karush-Kuhn-Tucker conditions for lasso
regression.
Proposition 1. Let (aˆλ, bˆλ) be the lasso solution
(aˆλ, bˆλ) = arg min
(a,b)∈Rd
{‖y − ax− Zb‖22/(2n) + λ‖(a,b)‖1} , (7)
and let Tλ be as in (5) and (6) with J(b) = ‖b‖1. Then, aˆλ 6= 0 if and only if |Tλ| >
√
nλ.
Further, if we choose J(b) = ‖b‖22/2, corresponding to ridge regression, then Tλ is precisely
the score statistic from a mixed effects model, where the effects of Z are assumed to be
random. We make this assertion precise in Proposition 2. This connection is further explored
in Section 4.
Proposition 2. Suppose that
y | β = αx + Zβ + 
β ∼ Nd−1
(
0, σ2 (nλ)
−1Id−1
)
(8)
 ∼ Nn(0, σ2 In),
and let l(α) be the log-likelihood of y, with score l˙(α) = ∂∂α l(α). Let Tλ be as in (5) and (6)
with J(b) = ‖b‖22/2. Then Tλ/σ2 = l˙(0)/
√
n.
2.1 What hypothesis is being tested?
When using penalized regression to estimate β, some systematic bias is incurred: our estimate
bˆ0λ is shrunken towards zero, relative to the unbiased multiple linear regression estimate. In
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this section, we describe how this bias affects inference, for a given tuning parameter λ. We
will see that the hypothesis being tested using the penalized score test (6) depends on the
tuning parameter λ.
For the moment, consider the case where
√
nλ→ 0 as n→∞ and the dimension d is fixed.
As shown by Knight and Fu (2000), for bridge penalties (J(b) =
∑
j |bj |γ where γ > 0) we
have that bˆ0λ →p bˆ00 ≡ (ZTZ)−1ZTy, where we recognize bˆ00 as the multiple linear regression
estimate of β under H0 : α = 0. Thus, in this asymptotic setting, Tλ has the same limiting
distribution as the classical score statistic, and one can interpret Tλ as a test of H0 : α = 0 vs.
H1 : α 6= 0. However, this asymptotic treatment neglects the fact that in any finite sample, Tλ
depends on the tuning parameter λ. For this reason, throughout this paper we predominantly
consider an asymptotic scenario with λ fixed, a scenario also considered by Yu and Ruppert
(2002) in the context of penalized spline estimation.
In the fixed-λ regime, we define the population-level parameters
(aλ,bλ) = arg min
a∈R,b∈Rd−1
{
1
2n
E‖y − ax− Zb‖22 + λJ(b)
}
. (9)
The stationary conditions of (9) imply that aλ = E[xT (y − Zbλ)/n], which is a measure of
linear association between x and y−Zbλ. That is, aλ is a measure of correlation between the
feature of interest x, and the outcome y with the penalized effects of Z removed. Note that
when aλ = 0, we have that E[ xT (y−Zbλ)/
√
n ] = 0, where we recognize xT (y−Zbλ)/
√
n as
the penalized score statistic with bˆ0λ replaced by bλ. Provided bˆ
0
λ converges quickly enough
to bλ, then Tλ is centered around zero, asymptotically, when aλ = 0. Thus, the statistic Tλ
tests
H0,λ : aλ = 0 vs. H1,λ : aλ 6= 0.
We can write the parameter aλ more simply as
aλ = α+ σ
T
xz(β − bλ), (10)
where σxz = Z
Tx/n. Recall that in multiple linear regression of y on (x,Z), the parameter
associated with x is α, while in simple linear regression of y on x alone, the coefficient
associated with x is α + σTxzβ. Now, when λ = 0, then aλ = α. On the other hand, when
λ is large, bλ tends to zero and aλ tends to α + σ
T
xzβ, provided J(b) > J(0) when b 6= 0.
For moderate values of λ, aλ is thus a compromise between the multiple and simple linear
regression parameters associated with x.
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To make this interpretation of the parameter aλ more concrete, consider the case of J(b) =
‖b‖0, which corresponds to subset selection. This setting was studied by Berk et al. (2013),
who discuss how the parameter associated with a feature x depends on which subset of
the features Z are included in a regression model. Our framework, in which the parameter
associated with x depends on the extent to which the effects of Z are penalized, generalizes
this concept.
In this fixed-λ regime, the distribution of Tλ depends on the choice of the penalty J(b)
and the value of λ in (5). In Section 3 we give asymptotic theory for the distribution of Tλ
for the special case of lasso regression, J(b) = ‖b‖1. The distribution of the ridge-penalized
score statistic, J(b) = ‖b‖22/2, comes from mixed-model theory, and is given in Section 4. We
briefly discuss other penalty choices in Section 5.
3 The lasso-penalized score test
In this section, we examine in greater detail the penalized score test when the lasso is chosen
as the penalty. That is, we first obtain the penalized coefficient vector
bˆ0λ = arg min
b∈Rd−1
{‖y − Zb‖22/(2n) + λ‖b‖1} , (11)
and then form the test statistic Tλ = (y − Zbˆ0λ)/
√
n. Here we state Proposition 3, proven in
the Appendix, which gives the asymptotic distribution of Tλ.
First, we require some notation. Let A = supp(bλ), where |A| = q, and assume, without
loss of generality, that bλ is ordered so that bλ = (bλ,1, . . . , bλ,q, 0, . . . , 0)
T , and partition Z
as Z = [ZA,ZAc ]. Denote PA = ZA(ZTAZA)
−1ZTA as the projection onto the columns of ZA,
and let ΣA = ZTAZA/n.
Note that the stationary conditions of (9) with J(b) = ‖b‖1 require that
λτ = E[ZT (y − aλx− Zbλ)/n], (12)
for some τ satisfying τA = sign(bλA) and ‖τAc‖∞ ≤ 1.
We will require the following conditions. Note that some of these conditions depend on λ,
and thus may hold for some values of λ, and not for others.
(A1) y = αx + Zβ + , where x and Z are fixed, and  = [1, . . . , n]
T are independent and
identically distributed with mean zero and variance σ2 .
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(A2) The covariates [x,ZA] are such that limn→∞ ‖r‖∞/‖r‖2 → 0, where r = (In−PA)x ∈ Rn.
Condition (A2) is needed in order to apply the Lindeberg-Feller Central Limit Theorem, and
requires that no single element of (In −PA)x is too large, relative to the other elements.
In order to allow d to grow more quickly than n, we require the following additional
conditions.
(A3) λ, (α,β) and (x,Z) are such that ‖τAc‖∞ ≤ 1− δ for some δ > 0.
(A4) The matrix Z is such that ‖ZTAcZA/n‖∞ = o(
√
n/(q log q)).
(A5) The errors  have sub-Gaussian tails. That is, there exists some constants c, h > 0 such
that Pr(|i| > x) < 2 exp(−hx2), ∀x > c. Furthermore, Z = [zij ] has bounded entries,
i.e. |zij | < M, ∀i, j.
(A6) The minimum eigenvalue of ΣA is bounded (i.e. Λmin(ΣA) ≥ η > 0), and the sample size
n, the dimension d, the number of non-zero parameters q, and the minimum non-zero
coefficient bmin ≡ min{ |bλ,1|, . . . , |bλ,q| } are such that
log(d)
n
+
q log(q)
nb2min
→ 0.
Conditions (A3) and (A4) guarantee that the zero and non-zero elements of bλ can be
distinguished from one another. In particular, (A3) requires that the inactive variables ZAc
cannot be too correlated with the residuals y − aλx − Zbλ. By the stationary conditions of
(9), we know that ‖τAc‖∞ ≤ 1; here (A3) ensures enough separation in this inequality as the
dimension grows. Similarly, (A4) requires that correlation between the active and inactive
features cannot grow too quickly. This is related to the irrepresentable condition, given in
Zhao and Yu (2006), which can be written as ‖ZTA∗cZA∗(ZTA∗ZA∗)−1sign(βA∗)‖∞ < 1, where
A∗ = supp(β).
Conditions (A5) and (A6) are somewhat standard in high-dimensional statistics. The sub-
Gaussian tails of  and boundedness of Z allow d to grow quickly, so long as log(d)/n→ 0. We
assume sub-Gaussian tails in (A5) for convenience; we could assume e.g. polynomial tails, at
the cost of a slower rate of convergence. The condition on q log(q)/(nb2min) ensures that the
non-zero elements of bλ are large enough to be detected in the estimate bˆ
0
λ. The condition
on Λmin(ΣA) ensures that bλA is identifiable.
Proposition 3. Let bˆ0λ be as in (11) and define Tλ = x
T (y − Zbˆ0λ)/
√
n. Assume conditions
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(A1)-(A6) hold. Then under H0,λ : aλ = 0,
Tλ
σ
√
xT (In −PA)x/n
→d N (0, 1) . (13)
Note that when λ is chosen large enough so that bλ = 0, then A = ∅, and the variance
of Tλ is approximately σ
2
 , as in simple linear regression. On the other hand, if λ = 0, the
variance of Tλ is approximately σ
2
x
T
(
In − Z(ZTZ)−1ZT
)
x/n, the variance of the classical
score statistic used to test α = 0 in the model (3).
Unfortunately, the variance formula given in (13) depends on the support set A = supp(bλ)
and the residual variance σ2 , which are in general unknown. Estimating the residual variance
σ2 is required in a number of other procedures, such as the covariance test (Lockhart et al.,
2013), and there are a few options available (see e.g. Fan et al., 2012).
In order to estimate A, we propose two options:
1. Use the observed support Aˆ = supp(bˆ0λ) as an estimate of A:
v̂ar(Tλ) = σˆ
2
x
T (In −PAˆ)x/n. (14)
We call this the asymptotic variance estimate since it relies on the property that Aˆ = A
with high probability, asymptotically.
2. Replace xT (In −PA) x/n with the upper bound of 1:
v̂ar(Tλ) = σˆ
2
x
Tx/n = σˆ2 . (15)
We call this the conservative variance estimate.
In Section 3.2 we show that the asymptotic variance generally works well in practice. Using
the conservative variance estimate has an appealing interpretation in light of Proposition 1.
The penalized score test (6) tests the effect of a single feature x = xj in (3), adjusting for
the other features Z = [xk, k 6= j] with lasso regression. When using the penalized score
test for testing the effect of x = xj for each j = 1 . . . , d in turn, the conservative variance
estimate will be the same for each j = 1, . . . , d. Thus, the sparsity pattern of lasso regression,
which results from comparing each Tλ to
√
nλ, is the same as the set of rejections that results
from applying the penalized score test to each feature in turn, using the same (conservative)
significance threshold.
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3.1 Bias and the irrepresentable condition
As we saw in Section 2.1, when λ > 0 the penalized score test does not test the null hypothesis
H0 : α = 0, as in multiple linear regression, but instead adopts the null hypothesis H0,λ : aλ =
0. Thus, if the penalized score test is used as a surrogate for classical tests of H0 : α = 0 versus
H1 : α 6= 0, it may not be an unbiased test. In this section we investigate the relationship
between the penalized score test and unbiased tests of H0 : α = 0, and show that, in the case
of the lasso penalty, differences between the tests are closely related to the irrepresentable
condition established by Zhao and Yu (2006).
As discussed in Section 2.1, our main interest in this paper is in the interpretation and
behavior of the penalized score test at a particular tuning parameter λ. However, in this
section, we consider the behavior of the lasso-penalized score test as λ → 0 in order to
establish a connection with variable selection consistency results. We note that when using
the lasso-penalized score test in practice, variable selection consistency is not necessary in
order to obtain a valid test of H0,λ.
First, we show that the lasso-penalized score statistic (6) can be interpreted as a shifted
version of a classical score statistic. Let Aˆ = supp(bˆ0λ) in (11), and consider testing for the
effect of x, adjusted for ZAˆ, using the classical score test (4). In this case, the classical score
statistic (4) takes the form
TAˆ = x
T
(
In −PAˆ
)
y/
√
n. (16)
Suppose bˆ0λ is ordered such that bˆ
0
λ = (bˆ
0
λ,1, . . . , bˆ
0
λ,|Aˆ|, 0, . . . , 0)
T = (bˆ0
λAˆ,0
T )T , where min{|bˆ0λ,1|, . . . , |bˆ0λ,|Aˆ||} >
0. Let σxAˆ = Z
T
Aˆx/n, ΣAˆ = Z
T
AˆZAˆ/n, and τˆ Aˆ = sign(bˆ
0
λAˆ). Using the identity Zbˆ
0
λ =
PAˆy − λZAˆΣ−1Aˆ τˆ Aˆ, given in Equation 21 of Tibshirani and Taylor (2012), we get that
Tλ = TAˆ +
√
nλσT
xAˆΣ
−1
Aˆ τˆ Aˆ. (17)
Thus, the penalized score statistic Tλ differs from the classical score statistic TAˆ by
√
nλσT
xAˆΣ
−1
Aˆ τˆ Aˆ.
Now, suppose that we wish to test H0 : α = 0. In Section 2.1, we saw that Tλ is centered
around zero when aλ = 0. Therefore, unless α = aλ, the penalized score test may not be
unbiased as a test of H0 : α = 0. On the other hand, TAˆ is centered around zero when Aˆ
contains all variables relevant to the outcome. A sufficient condition for TAˆ to be centered
around zero is then Aˆ = A∗, where A∗ = supp(β). In order to make use of (17) to compare
the penalized score test to an unbiased test of H0, we thus consider the case where (y,Z, λ)
are such that Pr(Aˆ = A∗)→ 1 and Pr(τˆ Aˆ = sign(βA∗))→ 1 under H0 : α = 0. Zhao and Yu
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(2006) showed that this holds provided that λ→ 0 and √nλ→∞ as n→∞, in addition to
some assumptions on (y,Z), which we omit here for ease of exposition. Note that we have not
yet made any assumptions on the relationship between x and Z. Under these assumptions,
by (17) we have that
Tλ = TA∗ +
√
nλσTxA∗Σ
−1
A∗τA∗ + op(1), (18)
where τA∗ = sign(βA∗). Here, we can consider TA∗ to be the ‘oracle’ test statistic: the score
statistic for testing H0 : α = 0, which knows in advance the support of β.
Now, in order for the lasso to recover the support of (α,β) in lasso regression of y on (x,Z),
as in (7), Zhao and Yu (2006) showed that, in addition to conditions on (y,Z, λ) required for
(18) to hold, an irrepresentable condition must hold. This condition implies (among other
things) that |σTxA∗Σ−1A∗τA∗ | < 1. Examining Proposition 1, we can see the connection between
the irrepresentable condition and recovery of the support of (α,β). In the lasso solution (7),
aˆλ = 0 when |Tλ| ≤
√
nλ. Under H0 : α = 0, we have that TA∗ = Op(1), and thus by (18),
PrH0(|Tλ| ≤
√
nλ)→ 1 when |σTxA∗Σ−1A∗τA∗ | < 1. That is, when the irrepresentable condition
is satisfied, the penalized score statistic Tλ is close enough to the oracle statistic TA∗ for the
decision rule used by the lasso (i.e. ‘reject H0,λ when |Tλ| >
√
nλ’) to correctly identify that
α = 0.
In the preceding discussion we assumed that λ was chosen in order to have Aˆ = A∗.
However, this is not necessary in order to for the penalized score test to yield meaningful
results. How far the penalized score statistic Tλ deviates from zero under H0 : α = 0 depends
more on the bias of bˆ0λ relative to β, rather than the support set Aˆ per se. Choosing a smaller
λ will result in less bias in bˆ0λ relative to β, at the expense of a larger number of degrees of
freedom spent in the lasso regression (5). We explore this issue numerically in Section 3.2,
and discuss it further in Section 6.
3.2 Simulation study
In this section, we study the empirical behavior of the lasso-penalized score test. We show
that the test serves as a useful proxy for tests of H0 : α = 0 provided λ is small enough, and
that it behaves like tests of marginal correlation when λ is large.
First, we generated a matrix of correlated features X ∈ Rn×d, where the rows were
independently distributed Nd(0,S) with Sjk = 0.5
|j−k|. We then generated an outcome
y ∼ Nn(Xβ, In), where we set 10 elements of β at random to be 0.4, and the rest to be zero.
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We used sample sizes of n = 50, 75, 100, 150, 200, 300 and 400, and dimensions of d = 100 and
d = 300. Results are averaged over B = 500 simulated data sets, where β was held constant
over replications with the same dimension d.
We performed the lasso penalized score test on each feature in turn, for a sequence of
values of λ. For the sake of comparison, we also performed simple linear regression of y on
each feature, multiple linear regression of y on all features (for the cases where d > n), LDPE,
and the ‘oracle’ score test, which tests for the association of feature xj , and knows the support
of the other features {βk : k 6= j}. In order to make results comparable, we used the same
estimate of the residual variance σ2 in the penalized score test, multiple linear regression,
and in simple linear regression, which we obtained using the refitted cross-validation method
described by Fan et al. (2012). Note that we do not compare to methods of Lee et al. (2013)
and Taylor et al. (2014), which describe inference regarding only those features with non-zero
coefficients in lasso regression, or the covariance test of Lockhart et al. (2013), which does not
provide inference for individual features.
We declared a test to be significant when the resulting p-value was less than 1/d. Since 10
feature are truly associated with the outcome, we would expect (d− 10)/d ≈ 1 false positives
per simulated data set for an unbiased test, which we will refer to as the ‘nominal error rate’.
For each test we calculated the expected false positives (EFP) and the power. For a particular
test, if pjk is the p-value for feature j on the k
th simulated data set, EFP and power are given
by
EFP =
1
B
B∑
k=1
∑
j:βj=0
1{pjk < 1/d}
power =
1
B
1
‖β‖0
B∑
k=1
∑
j:βj 6=0
1{pjk < 1/d},
where 1{·} is the indicator function and ‖β‖0 = 10 is the cardinality of β, where here we use
the notation of Equation 1. We chose to use a significance threshold in order to control EFP,
but in principle one could use any method of error control, such as a Sˆida´k, Bonferroni, or
FDR correction.
In Figure 1 we examine the p-values produced by the lasso-penalized score test when
λ = 0.005 and λ = 0.6, for a single simulated data set with d = 100 and n = 200, and compare
them to the p-values produced by multiple and simple linear regression. When λ = 0.005,
88 of the 100 coefficients are non-zero in the lasso regression on all features. Consequently,
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we see that the penalized score test behaves much like multiple linear regression including
all 100 features. On the other hand, when λ = 0.6, only 3 features are included in the lasso
regression on all features, and the p-values are similar to those from simple linear regression
performed on each feature separately. For the sake of comparison, we also plot the multiple
linear regression p-values against those from simple linear regression, which demonstrates
that the behavior of these two tests are quite different. Note that the penalized score test
p-values are not identical to those from classical tests: inference with the penalized score test
is with respect to the parameter aλ, given in (10), which, as discussed in Section 2.1, measures
different types of associations than those measured with simple or multiple linear regression.
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Figure 1: Comparison of lasso-penalized score test p-values for H0,λ : aλ = 0 to traditional p-values for
H0 : α = 0, using the asymptotic variance formula (14). (a) The p-values from multiple linear regression
plotted against those from the penalized score test with λ = 0.005. (b) The p-values from simple linear
regression plotted against those from the penalized score test with λ = 0.6. (c) Multiple and simple linear
regression p-values plotted against each other.
Figure 2 summarizes the results of the experiment over the B = 500 replications. We see
that simple linear regression provides high power, but also results in high EFP. Recall that
simple linear regression will detect features which are marginally correlated with y, whereas
here we are interested in the conditional relationships. When λ is large, the penalized score
test has nearly identical power and EFP to simple linear regression; this is not surprising,
since in that setting the penalized score test is almost identical to simple linear regression (see
e.g. Figure 1). As λ is decreased, the number of false positives converges to the nominal rate,
for all sample sizes n and dimensions d considered, at the cost of lower power. This reduction
in power should be expected: as λ is decreased, more features enter the lasso regression (11),
making it increasingly difficult to distinguish the effect of the feature x from the effects of the
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other correlated features in the model. In the extreme case of λ = 0, or equivalently, using
multiple linear regression, power is quite low. We see that the performance of our method
using λ = 0.05 or λ = 0.07 typically yields comparable type-I error, and slightly higher power,
than LDPE.
Figure 2: Simulation experiments. ‘Or’ indicates the the oracle test, ‘LDPE’ indicates the method of
Zhang and Zhang (2011) and van de Geer et al. (2013), ‘MLR’ indicates multiple linear regression, and
‘SLR’ indicates the results from simple linear regression. The six values of λ correspond to the lasso-
penalized score test. In the top panels, the horizontal line indicates the nominal error rate (d−10)/d ≈ 1.
In the bottom panels, the horizontal line indicates the true number of non-zero coefficients ‖β‖0 = 10.
Results are averaged over 500 simulated data sets.
In the bottom panels of Figure 2, we also plot the number of non-zero coefficients in lasso-
penalized regression of y on X. EFP is closest to the nominal rate when λ is smallest, and
here we see that this results in many more non-zero lasso coefficients than the number of truly
non-zero coefficients. That is, in order to strictly control the error rate, it seems beneficial to
choose λ to be smaller than one would choose it if variable selection with the lasso were the
goal. This assertion is supported by the theory in Section 3.1, where we showed that Tλ can
diverge to ±∞ under H0 : α = 0, if λ is chosen so that the lasso selects the correct model (i.e.
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√
nλ → ∞ while λ → 0). On the other hand, in Section 2.1 we showed that Tλ is centered
around zero under H0 : α = 0 when
√
nλ→ 0.
3.3 Diabetes data
Here we re-examine the diabetes data set from Section 1. We apply the lasso-penalized score
test, for a range of 300 values of λ between 0 and 50. We estimate σ2 by the residual variance
from multiple linear regression on all features.
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Figure 3: Diabetes data set. Lasso-penalized score test p-values were generated using the asymptotic
variance formula (14). The vertical line at λ = 4 indicates the value chosen to produce p-values for the
penalized score test given in Table 1. Dots at λ = 0 and λ = 50 indicate p-values from multiple linear
regression on all features, and simple linear regression on each feature alone.
Figure 3 summarizes the results of this analysis, showing both − log10 and un-transformed
p-values for each of the λ values, using the asymptotic variance formula (14). For comparison,
we also plot the multiple and simple linear regression p-values; these are displayed in Figure 3
at the far left side (λ = 0) and on the far right side (λ = 50) respectively. We see that the
p-values from the penalized score test interpolate the multiple linear regression p-values and
the simple linear regression p-values, and vary widely depending on the value of λ chosen. The
p-values for each feature are piece-wise continuous, with jumps when the set supp(bˆ0λ) = Aˆ
changes. The jumps typically result in smaller p-values immediately after an element of bˆ0λ
becomes non-zero, since the variance of the test statistic, σ2x
T
(
In −PAˆ
)
x/n, will be smaller
when the size of the set Aˆ is larger. This phenomenon is investigated in greater detail in
Section 3.4.
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The vertical line in Figure 3 indicates the value of λ = 4, chosen to produce the p-values
in Table 1. With this value of λ, 4 of the 10 covariates (AGE, TC, LDL, and TCH) have zero
coefficients in lasso regression on all features, while the rest are non-zero. Lasso regression
on all features with this choice of λ yields an R2 of 0.50, compared to the R2 of 0.52 using
multiple linear regression on all features. Both in Table 1 and in Figure 3, we see that this
value of λ results in p-values which are qualitatively similar to those from multiple linear
regression on all features. However, it is notable that HDL appears strongly associated in
this lasso-penalized score test, but not in the multiple linear regression. The multiple linear
regression results suggest that the effects of HDL can be explained by other features in the
data set; using the penalized score test with λ = 4, the effects of other features are sufficiently
shrunken towards zero so that HDL appears associated with the response.
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Figure 4: Diabetes data set. Lasso-penalized score test p-values generated using the conservative variance
formula (15). The lasso decision rule, shown in black, corresponds to Φ(−2√nλ/σ), where Φ(·) is the
standard normal distribution function.
In Figure 4 we once again show p-values corresponding to the lasso score test applied to
the diabetes data. This time, however, we calculate p-values using the conservative variance
estimate v̂ar(Tλ) = σ
2
 , in (15), for each feature. Since this variance formula does not depend
on the support of bˆ0λ, the p-values are continuous curves. Further, since the same reference
distribution is used for each feature, the decision rule which yields the sparsity pattern of
the lasso, ‘reject H0,λ when |Tλ| >
√
nλ’, corresponds to the same p-value threshold for each
feature. This threshold is displayed as a thick black line in Figure 4; when the p-value for a
feature crosses the line, its coefficient becomes non-zero in the lasso regression. For instance,
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at λ = 4, the p-value threshold is 0.12. The variables AGE, TC, LDL, and TCH have p-values
above this threshold and thus have zero coefficients.
3.4 Assessing the impact of thresholding
It is well-known that the finite sample distributions of estimators that involve thresholding
may be far from their large-sample limits. The canonical example of this phenomenon is
Hodges’ ‘super-efficient’ estimator (see e.g. Lehmann and Casella, 1998, page 589); similar
behavior has also been observed in lasso-type estimators (Knight and Fu, 2000; Po¨tscher and
Leeb, 2009). In this section, we explore how thresholding can impact the type-I error rate
of the penalized score test, when the lasso is used as the penalty. We follow the example of
Leeb and Po¨tscher (2005), and consider the two-variable case, where the exact distribution
of Tλ is simple to obtain. As we will see, our proposed test can be either conservative or
anti-conservative, depending on the underlying parameters, and the nominal type-I error of
the test.
Suppose we are interested in the effect of a variable x ∈ Rn, adjusted for an additional
variable z ∈ Rn. Further suppose that y = αx + βz + , where x and z are fixed, xT z/n = ρ,
xTx/n = zT z/n = 1, and  ∼ Nn(0, In). As a reminder, we are testing the effect aλ =
α+ ρ(β − bλ), given in (10).
In this simple case, the lasso-penalized score test has two steps:
1. Regress y on z using the lasso. This corresponds to soft-thresholding the quantity yT z/n.
That is, we set bˆ0λ = sign(y
T z)(|yT z/n|−λ)+, an estimate of bλ under the null hypothesis
H0,λ : aλ = 0.
2. Construct Tλ = x
T (y − bˆ0λz)/
√
n, and compare to a normal reference distribution, with
variance to be specified next.
Under H0,λ : aλ = 0, Proposition 3 shows that in large samples, Tλ should have variance 1−ρ2
when |EyT z/n| > λ, and 1 otherwise. In finite samples, we can either use the asymptotic
estimate (14) (i.e. use v̂ar(Tλ) = 1 − ρ2 when |yT z/n| > λ, and v̂ar(Tλ) = 1 otherwise), or
the conservative estimate (15) (i.e. always use variance v̂ar(Tλ) = 1). We will investigate the
behavior of the test for both estimators.
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Here, Tλ can be written explicitly as
Tλ =

√
n[(1− ρ2)α+ ρλ] + (x− ρz)T /√n if zTy/n ≥ λ
√
n(α+ ρβ) + xT /
√
n if |zTy/n| < λ
√
n[(1− ρ2)α− ρλ] + (x− ρz)T /√n if zTy/n ≤ −λ
. (19)
It is easy to see that, conditioned on zTy ∼ N(n(ρα + β), n), Tλ is normally distributed.
To find the marginal distribution of Tλ, we simply calculate EzTy[Tλ | zTy ], by numerical
integration.
Our goal is to determine the impact of thresholding on type-I error. In order to do this, we
choose (α, β) such that (i) the null hypothesis H0,λ : aλ = 0 is true, and (ii) the probability
Pr(zTy/n ≥ λ) is controlled to be γ. Since zTy/n ∼ N(ρα + β, 1/n), we must have that
β = Φ−1(γ)/
√
n+ λ− ρα in order to achieve Pr(zTy/n ≥ λ) = γ, where Φ(·) is the standard
normal distribution function. In order to have aλ = 0, we must have α+ρ(β− bλ) = 0, where
bλ = sign(E[ yT z ])(|E[ yT z/n ]| − λ)+ = sign(αρ + β)(αρ + β − λ)+. Thus, with restrictions
(i) and (ii), we must have that
α =

−ρλ/(1− ρ2) if γ > 0.5
−ρ(Φ−1(γ)/√n+ λ)/(1− ρ2) if Φ(−2√nλ) ≤ γ ≤ 0.5
ρλ/(1− ρ2) if γ < Φ(−2√nλ)
β = Φ−1(γ)/
√
n+ λ− ρα.
The cases γ > 0.5, Φ(−2√nλ) ≤ γ ≤ 0.5, and γ < Φ(−2√nλ) correspond to the cases
EzTy/n > λ, |EzTy/n| ≤ λ, and EzTy/n < −λ respectively. Note that for fixed λ,
Φ(−2√nλ) ≈ 0 for large n.
When |EzTy/n| ≤ λ, or equivalently, when Φ(−2√nλ) ≤ γ ≤ 0.5, then bλ = 0 in truth.
However, with probability γ, we will erroneously have bˆ0λ > 0. Likewise, when EzTy/n > λ,
or equivalently, when γ > 0.5, we then have bλ > 0, but with probability 1− γ −Φ[−2
√
nλ−
Φ−1(γ)], which is approximately 1−γ for √nλ large enough, we erroneously set bˆ0λ = 0. Thus,
by varying γ, we can examine the impact of erroneously including or excluding a feature in
the lasso regression.
Figure 5 displays the relative type-I error of the test under H0,λ : aλ = 0, i.e. (observed
type-I error)/(nominal type-I error), for a range of values of γ, using both the asymptotically
19
derived variance estimate (14) and the conservative variance estimate (15). We chose λ = 0.2,
and n = 500. Note that by parametrizing the coefficients by γ, the results depend only very
weakly on n; similar curves can be obtained for arbitrarily large sample sizes.
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Figure 5: Relative type-I error rate, i.e. (observed type-I error)/(nominal type-I error), as a function
of γ = Pr(bˆ0λ > 0). Solid lines indicate the error rates for the asymptotic variance formula (14), while
dashed lines indicate the error rates when using the conservative variance (15). Note that the inflection
point at γ = 0.5 is due to the fact that bλ = 0 when Φ
−1(−2√nλ) < γ ≤ 0.5, while bλ > 0 when γ > 0.5.
We see that when we use the conservative variance (dashed lines), the test is indeed
conservative. When γ = 0 the observed error rate is identical to the nominal rate, while
the test becomes increasingly conservative as γ increases.
On the other hand, when we use the asymptotic variance formula (solid lines), the test can
be anti-conservative when both the nominal type-I error rate and γ are small, but is otherwise
conservative. In general, the behavior of the test is worse for small type-I error rates, and
when the correlation between the features is larger.
A reviewer suggested that one could estimate the distribution of Tλ more accurately using
the methods described by Andrews and Guggenberger (2009). In order to implement this
procedure, one would use a critical value for Tλ based on a hybrid of m-of-n bootstrap samples,
and the critical values based on an asymptotic distribution of the test. Alternately, the
framework of Berk et al. (2013) could be used to obtain a conservative version of the test.
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4 The ridge-penalized score test
In this section, we examine in greater detail the penalized score test where the ridge penalty
is used in (5). That is, we first obtain the penalized coefficient vector
bˆ0λ = arg min
b∈Rd−1
{‖y − Zb‖22/(2n) + λ‖b‖22/2} , (20)
and then form the test statistic Tλ = (y − Zbˆ0λ)/
√
n in (6).
First, we prove Proposition 2. Let HZ ≡ Z(λId−1 + ZTZ/n)−1ZT /n denote the n × n
smoother matrix from ridge regression. Here we can write Tλ as
Tλ = x
T (In −HZ)y/
√
n. (21)
We now show that (21) can be interpreted as the score statistic from a mixed model. If
we assume (8), then the marginal distribution of y is
y ∼ Nn
(
αx, σ2 [(nλ)
−1ZZT + In]
)
. (22)
Writing l(α) as the log-likelihood of the data under (22), we can write the score, evaluated at
α = 0, as
l˙(0) =
1
σ2
xT
[
(nλ)−1ZZT + In
]−1
y.
Recognizing that [(nλ)−1ZZT + In]−1 = (In −HZ), we see that the score for testing α = 0 in
(8) is
l˙(0) =
1
σ2
xT (In −HZ)y,
which is a scaled form of (21). That is, the ridge-penalized score statistic is equivalent to the
score statistic for testing the effect of feature x in a mixed model, where all the other features
have normally distributed random effects with variance σ2 (nλ)
−1.
The distribution of the ridge-penalized score statistic Tλ, or equivalently l˙(0), depends on
whether we consider β to be fixed under the null hypothesis H0,λ : aλ = 0 in (9), or random
under the null hypothesis H0 : α = 0 in (8). With β fixed, solving (9) when aλ = 0 yields
Zbλ = HZ(αx + Zβ), and thus E[Tλ | β] = xT (In −HZ)(αx + Zβ)/
√
n =
√
n[α + σTxz(β −
bλ) ] = 0. Thus, we can write the exact distribution of Tλ under H0,λ : aλ = 0 as
Tλ | β
H0,λ∼ N(0, σ2xT (In −HZ)2x/n), (23)
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since Tλ is simply a linear function of a normal vector with mean zero. On the other hand,
when H0 : α = 0 in the mixed model (8), we can use the marginal distribution of y in (22) to
obtain
Tλ
H0∼ N(0, σ2xT (In −HZ)x/n). (24)
It is easy to show that xT (In −HZ)2x ≤ xT (In −HZ)x, and thus Tλ has a smaller variance
if we assume that β is fixed.
In our usual interpretation of the penalized regression (5), we do not consider the effects of
the features to be random draws from some population. Instead, we can motivate the use of
ridge regression with the desire for an estimate of β with smaller variance than the multiple
linear regression estimate (Draper and Van Nostrand, 1979). Using a mixed-effects framework
when β is non-random is also discussed by Hodges and Reich (2010) in the context of spatial
statistics, and Greenland (2000) in the context of epidemiology.
5 Extension to other sparsity-inducing penalties
We have shown that the sparsity pattern of the lasso can be interpreted as resulting from
a statistical test. In this section, we show that other sparsity-inducing penalties, such as
smoothly clipped absolute deviation (SCAD) (Fan and Li, 2001) and the elastic net (Zou and
Hastie, 2005), can also be interpreted in a similar framework.
Suppose we obtain sparse estimates (αˆλ, bˆλ) of the linear regression parameters (α,β), by
solving the optimization problem
(aˆλ, bˆλ) = arg min
(a,b)∈Rd
{
1
2n
‖y − ax− Zb‖22 + λJ(a,b)
}
. (25)
A common characteristic of sparsity-inducing penalties is non-differentiability of J(a,b) around
zero. Suppose J(a,b) is symmetric about zero, with subdifferential ∂∂aJ(a,b) |a=0= [−1, 1].
The elastic net and SCAD are two such examples. Now, denote
bˆ0λ = arg min
b∈Rd−1
{
1
2n
‖y − Zb‖22 + λJ(0,b)
}
. (26)
A necessary condition for aˆλ = 0 in (25) is that x
T (y−Zbˆ0λ)/n ∈ [−λ, λ]. Using the notation
from Section 2, we have that
{aˆλ = 0} =⇒ {|Tλ| ≤
√
nλ}.
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In addition, if J(a,b) is convex, as is the case for the elastic net, then
{aˆλ = 0} ⇐⇒ {|Tλ| ≤
√
nλ}.
In other words, the sparsity pattern of coefficient vectors induced by any convex penalty
with subdifferential [−1, 1] at the origin can be interpreted as a decision made based on the
penalized score statistic Tλ.
For non-convex penalties, such as SCAD, the penalized score test gives only a necessary
condition for regression parameters to be zero. In practice, however, the penalized score test
is in some sense both necessary and sufficient to determine the sparsity pattern produced by
non-convex penalties. Solutions to non-convex problems like SCAD are often found using
coordinate-descent procedures, which solve for a local optimum of (25) by iteratively mini-
mizing with respect to each element of (a,b) (Zou and Li, 2008; Breheny and Huang, 2011;
Mazumder et al., 2011). If we use (0, bˆ0λ) as initial values, and then solve (25) using coordinate
descent, the algorithm will converge to (0, bˆ0λ) when |Tλ| ≤
√
nλ. That is, {|Tλ| ≤
√
nλ} is
also sufficient for {aˆλ = 0}, when using this algorithm.
In order to obtain p-values for these other sparsity-inducing penalties, we require an ap-
propriate reference distribution, which we leave for future work.
6 Discussion
In this paper, we presented the penalized score test, in which the hypothesis being tested
depends on the value of the tuning parameter λ. Therefore, λ should be chosen to yield a
test which is scientifically meaningful. For instance, if the simple linear regression parameter
α + σTxzβ is a scientifically meaningful target of inference, one should choose λ to be large
(i.e. perform simple linear regression). On the other hand, λ should be chosen as small as
possible when the multiple linear regression parameter α in (3) is of interest. Perhaps the
simplest way to choose λ in this case is to specify how many degrees of freedom we are willing
to invest in estimating the nuisance parameter β. Whether this controls type-I error of the
penalized score test at an acceptable level is highly context-specific, and in general difficult
to ascertain. With any λ > 0, some bias in bˆ0λ relative to β will be incurred, in which case
the penalized score test may be thought of as a pragmatic approximation to classical tests,
when multiple linear regression is undefined, or produces coefficient estimates which are too
variable to be useful.
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In this manuscript, we focused on testing the hypothesis H0,λ : aλ = 0 using a score
test. The test does estimate effect sizes or provide confidence intervals. However, esti-
mates of effect size can be obtained by fitting the sample version of (9), i.e. (aˆλ, bˆλ) =
arg min(a,b)
{‖y − ax− Zβ‖22/(2n) + λJ(b)}. Confidence intervals for aλ when using the
ridge penalty (J(b) = ‖b‖22/2) are available from mixed-model theory. For the lasso (J(b) =
‖b‖1), slight modifications of our theory in Section 3 can be used to show that
√
n(aˆλ−aλ)→d
N
(
0, σ2
[
xT (In −PA)x/n
]−1)
, under (A1-6). This result might be used for a penalized ver-
sion of the Wald test.
Several possible extensions of the proposed method are outlined here. Instead of testing for
the effect of a single feature x ∈ Rn, we can test for groups of k variables X ∈ Rn×k, with the
score statistic Tλ = X
T (y−Zbˆ0λ)/
√
n ∈ Rk. The distribution of Tλ, under an appropriate null
hypothesis, follows in a straightforward way from Proposition 2 for a ridge penalty, or from
Proposition 3, for a lasso penalty. From Proposition 1, we know that in the lasso regression
of y on (X,Z), one or more of the coefficients associated with X is non-zero if and only if
‖Tλ‖∞ >
√
nλ, where Tλ is constructed using the lasso penalty. Analogous to Proposition 1,
the sparsity pattern of the group lasso (Yuan and Lin, 2007) and the standardized group lasso
(Simon and Tibshirani, 2012) could also be understood in terms of restrictions on this score
statistic Tλ, for an appropriate choice of penalty function J(b).
The lasso-penalized score test is implemented in the lassoscore R package, available on
the Comprehensive R Archive Network (CRAN).
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A Appendix: Technical Proofs
In this section we prove Proposition 3. First, in Lemma A.1, we state and prove a basic
result. We then proceed by stating and proving additional lemmas needed in the proof of
Proposition 3.
Lemma A.1. Let {Xij : i = 1, . . . , n; j = 1, . . . , d} be a set of random variables such that
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{X1j , . . . , Xnj} are mutually independent. Assume E(Xij) = 0, and that there exist h, c > 0,
not depending on i or j such that Pr(|Xij | ≥ x) ≤ 2 exp(−hx2), ∀x > c. Denote Zj =∑n
i=1Xij/
√
n. Then
max
j=1,...,d
|Zj | = Op
(
log1/2(d)
)
.
Proof. First we state a well-known equivalent definition of a sub-Gaussian random variable,
which follows from, e.g. Lemma 14.2 in Bu¨hlmann and Van De Geer (2011). We have that
Pr(|Xij | ≥ x) ≤ 2 exp(−hx2) for x > c if and only if MXij (t) ≤ exp(−kt2) for some k > 0,
where MXij (t) is the moment generating function of Xij . Using this fact, we know that Zj is
sub-Gaussian since MZj (t) =
∏n
i=1MXij (t/
√
n) ≤ exp(−kt2). Applying the union bound, we
get that
Pr
[
max
j=1,...,d
|Zj | > t log1/2(d)
]
≤
d∑
j=1
Pr
[
|Zj | > t log1/2(d)
]
≤ 2d exp(−ht2 log(d))
= 2 exp(log(d)[1− ht2])
≤ 2 exp(log(2)[1− ht2]),
where the last inequality holds when ht2 > 1 and d ≥ 2. Thus, we can choose a large value of
t, not depending on d, such that Pr
[
maxj=1,...,d |Zj | > t log1/2(d)
]
is arbitrarily small, which
gives the result.
Lemma A.2. Suppose conditions (A1),(A5) and (A6) hold. Then the estimator
b˜ = arg min
b:‖bAc‖=0
{
1
2n
‖y − aλx− Zb‖22 + λ‖b‖1
}
satisfies ‖b˜A − bλA‖2 = Op
(√
q log(q)/n
)
.
Proof. To simplify the notation, assume without loss of generality that aλ = 0. Otherwise we
can replace y with y − aλx, and the proof still holds.
Let Q(c) = ‖y − ZAc‖22/(2n) + λ‖c‖1, so that b˜A = arg minc∈Rq Q(c). Note that Q(·) is
strictly convex, and thus b˜A is unique, since ZA is full rank by (A6). We will show that for
all ξ > 0 there exists a constant m, not depending on n, such that
lim
n→∞Pr
[
inf
c:‖c‖2=m
Q(bλA + c
√
q log(q)/n) > Q(bλA)
]
≥ 1− ξ. (27)
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Convexity of Q then implies that b˜A is in the ball {bλA + c
√
q log(q)/n : ‖c‖2 ≤ m} with
probability at least 1− ξ. Thus, we have limn→∞ Pr[‖b˜A − bλA‖2 > m
√
q log(q)/n] ≤ ξ, i.e.
‖b˜A − bλA‖2 = Op(
√
q log(q)/n).
We now proceed to prove (27). Let w = arg minc∈Rq :‖c‖2=mQ(bλA + c
√
q log(q)/n). Ex-
panding terms, we can write
Q
(
bλA + w
√
q log(q)/n
)
−Q(bλA) = −
√
q log(q)
n3/2
wTZTA(y − ZAbλA) +
q log(q)
2n2
wTZTAZAw
+ λ‖bλA + w
√
q log(q)/n‖1 − λ‖bλA‖1. (28)
First note that, for g, h ∈ R, |g + h| = |g| + sign(g)h when |h| ≤ |g|. Thus, we have∥∥∥bλA + w√q log(q)/n∥∥∥
1
= ‖bλA‖1+τTAw
√
q log(q)/n whenm
√
q log(q)/n < min{|bλ,1|, . . . , |bλ,q|} =
bmin. Since
√
q log(q)/n/bmin → 0 by (A6), for n large enough we can write
Q
(
bλA + w
√
q log(q)/n
)
−Q(bλA) = −
√
q log(q)
n3/2
wTZTA(y − ZAbλA) +
q log(q)
2n2
wTZTAZAw
+ λ
√
q log(q)
n
τTAw
= −
√
q log(q)
n3/2
wT
[
ZTA(y − ZAbλA)− λnτA
]
+
q log(q)
2n2
wTZTAZAw (29)
We now bound wT
[
ZTA(y − ZAbλA)− λnτA
]
in (29). Note that ZTA(y−ZAbλA)− λnτA =
ZTA, using (12). Thus we have∣∣wT [ZTA(y − ZAbλA)− λnτA]∣∣ ≤ ‖w‖1‖ZTA‖∞
≤ √q‖w‖2‖ZTA‖∞, (30)
Now note that wTZTAZAw/n ≥ Λ2min(ΣA)‖w‖22. Thus, we get that
Q
(
bλA + w
√
q log(q)/n
)
−Q(bλA) ≥ −q log
1/2(q)
n3/2
‖w‖2‖ZTA‖∞ +
q log(q)
2n
Λ2min(ΣA)‖w‖22
=
q log1/2(q)m
n
(
m log1/2(q)Λ2min(ΣA)/2− ‖ZTA‖∞/
√
n
)
.
We know ‖ZTA‖∞/
√
n = Op(log
1/2(q)), by Lemma A.1, which applies by (A5). Thus, we
can choose m, not depending on n, such that (27) holds, provided that Λmin(ΣA) is bounded
below, which is guaranteed by (A6).
Lemma A.3. Suppose conditions (A1) and (A3-A6) hold. Then any minimizer bˆλ of
‖y − aλx− Zb‖22/(2n) + λ‖b‖1 (31)
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satisfies ‖bˆλA − bλA‖2 = Op
(√
q log(q)/n
)
and limn→∞ Pr[‖bˆλAc‖2 = 0] = 1.
Proof. As in Lemma A.2, assume without loss of generality that aλ = 0.
It suffices to show that b˜, from Lemma A.2, is the unique minimizer of (31) with probability
tending to 1, since this implies that limn→∞ Pr[‖bˆλAc‖2 = 0] = 1 and that [n/(q log q)]1/2‖bˆλA−
bλA‖2 = [n/(q log q)]1/2‖b˜A − bλA‖2 + op(1).
By the Karush-Kuhn-Tucker conditions, b˜ is a minimizer of (31) if and only if ZT (y −
Zb˜)/n = λτ˜ for some τ˜ satisfying ‖τ˜‖∞ ≤ 1 and τ˜i = sign(b˜i) for b˜i 6= 0. Since we already
know that ‖ZTA(y−Zb˜)/n‖∞ ≤ λ and zTi (y−Zb˜)/n = λsign(b˜i) for b˜i 6= 0 (by the definition
of b˜), if we can show that
lim
n→∞Pr
[
1
n
∥∥∥ZTAc(y − Zb˜)∥∥∥∞ < λ
]
= 1, (32)
then we will have shown that b˜ is a minimizer of (31) with probability tending to 1. Further-
more, when ‖ZTAc(y−Zb˜)/n‖∞ < λ holds then b˜ is the unique minimizer of ‖y−Zb‖22/(2n)+
λ‖b‖1. To see this note that all minimizers of (31) produce the same fitted values (Tibshirani,
2013). Thus, if ‖ZTAc(y − Zb˜)/n‖∞ < λ, then ‖ZTAc(y − Zbˆλ)/n‖∞ < λ for any minimizer
bˆλ of (31), which implies that ‖bˆλAc‖2 = 0, by the Karush-Kuhn-Tucker conditions. When
‖bˆλAc‖2 = 0, then bˆλ = b˜, which is unique, as was argued in the proof of Lemma A.2.
We now show that (32) holds. Adding and subtracting ZTAcZAbλA/n we get
1
n
‖ZTAc(y − Zb˜)‖∞ ≤
1
n
‖ZTAc(y − ZAbλA)‖∞ +
1
n
‖ZTAcZA(bλA − b˜A)‖∞. (33)
First, we bound (1/n)‖ZTAcZA(bλA − b˜A)‖∞ in (33). By (A4) and Lemma A.2, we have
1
n
∥∥∥ZTAcZA(b˜A − bλA)∥∥∥∞ ≤ 1n ∥∥ZTAcZA∥∥∞ ‖b˜A − bλA‖∞
≤ 1
n
∥∥ZTAcZA∥∥∞ ‖b˜A − bλA‖2
= op(1). (34)
We now bound (1/n)‖ZTAc(y − ZAbλA)‖∞ in (33). Recall that ZT (y − Zbλ) − nλτ = ZT .
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Using Lemma A.1 to bound ‖ZTAc‖∞/n we get that
1
n
‖ZTAc(y − Zbλ)‖∞ =
1
n
‖ZTAc(y − Zbλ)− nλτAc + nλτAc‖∞
≤ 1
n
‖ZTAc‖∞ + λ‖τAc‖∞
≤ Op
(
log1/2(d− q)
n1/2
)
+ λ(1− δ)
= op(1) + λ(1− δ), (35)
where we used ‖τAc‖∞ < 1− δ, by (A3), and log1/2(d− q)/n1/2 → 0, by (A6).
Altogether, applying the bounds (34) and (35) to (33), we have∥∥∥(1/n)ZTAc(y − Zb˜)∥∥∥∞ ≤ λ(1− δ) + op(1),
which is smaller than λ with probability tending to 1. Thus, (32) holds.
Lemma A.4. Suppose conditions (A1) and (A3-A6) hold. Then any minimizer bˆλ of ‖y−
aλx− Zb‖22/(2n) + λ‖b‖1 satisfies
√
n(bˆλA − bλA) = 1√
n
Σ−1A Z
T
A + op(1).
Proof. As in Lemma A.2, assume without loss of generality that aλ = 0.
By the stationary conditions defining bˆλ we have that
ZT (y − Zbˆλ)/n = λτˆ , (36)
for some τˆ ∈ [−1, 1]d. First, we show that Pr[τˆA = τA] → 1 as n → ∞ (recall from
(12) that τA = sign(bλA)). By Lemma A.3, given ξ > 0, there exists a c > 0 such that
limn→∞ Pr
[
‖bˆλA − bλA‖2 < c
√
q log(q)/n
]
> 1−ξ. Further, by (A6), we have c√q log(q)/n <
bmin for n large enough. Now, bmin > c
√
q log(q)/n > ‖bˆλA − bλA‖2 ≥ ‖bˆλA − bλA‖∞ im-
plies that all elements of bˆλA are non-zero and that sign(bˆλA) = sign(bλA). Thus, since
τˆA = sign(bˆλA) when all elements of bˆλA are non-zero, we have limn→∞ Pr[τˆA = τA] > 1−ξ.
Since ξ is arbitrary, we have limn→∞ Pr[τˆA = τA] = 1.
Thus, from (36), we can write
0 = ZTA(y − Zbˆλ)/
√
n−√nλτˆA
= ZTA(y − Zbˆλ)/
√
n−√nλτA + op(1)
= ZTA(y − Zbλ)/
√
n−√nλτA − 1
n
ZTAZA
√
n(bˆλA − bλA)
− 1
n
ZTAZAc
√
nbˆλAc + op(1). (37)
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Now, from Lemma A.3 we have that Pr[‖bˆλAc‖2 = 0] → 1. Also, from (12) we know that
ZTA(y − Zbλ)/
√
n−√nλτA = ZTA/
√
n. Thus, we can write
0 = ZTA/
√
n− 1
n
ZTAZA
√
n(bˆλA − bλA) + op(1).
Multiplying through by Σ−1A gives the result.
With these lemmas, we can now prove our main result.
Proof of Proposition 3. Recall that bˆ0λ = arg minb{‖y − Zb‖22/(2n) + λ‖b‖1}. Since aλ = 0,
we have that bˆ0λ = bˆλ, using the notation of Lemmas A.3 and A.4.
First, we have
Tλ =
1√
n
xT (y − Zbˆλ)
=
1√
n
xT (y − Zbλ)− 1
n
xTZA
√
n(bˆλA − bλA)− 1√
n
xTZAcbˆλAc .
Now, Pr[‖bˆλAc‖2 = 0]→ 1 by Lemma A.3. Thus, we get
Tλ =
1√
n
xT (y − Zbλ)− σTxA
√
n(bˆλA − bλA) + op(1),
where σxA = ZTAx/n.
Now, using Lemma A.4, we know
√
nσTxA(bˆλA − bλA) =
1√
n
σTxAΣ
−1
A Z
T
A + op(1).
Also, since H0λ : aλ = 0 is true, we have x
T (y − Zbλ) = xT , and so
Tλ =
1√
n
(
xT − σTxAΣ−1A ZTA
)
+ op(1) =
1√
n
xT (In −PA) + op(1).
Dividing by σ
√
xT (In −PA)x/n we get
Tλ
σ
√
xT (In −PA)x/n
=
rT 
σ‖r‖2 + op(1),
where rT = xT (In −PA). Now, the Lindeberg-Feller Central Limit Theorem guarantees that
Tλ/
(
σ
√
xT (In −PA)x/n
)
→d N(0, 1) if the Lindeberg condition holds:
lim
n→∞
n∑
i=1
E
[
(rii)
2
σ2‖r‖22
1
{ |rii|
σ‖r‖2 > η
}]
= 0, ∀η > 0.
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Using that |ri| ≤ ‖r‖∞, and that the i’s are identically distributed, we get
n∑
i=1
E
[
(rii)
2
σ2‖r‖22
1
{ |rii|
σ‖r‖2 > η
}]
≤
n∑
i=1
r2i
σ2‖r‖22
E
[
2i 1
{ |i|‖r‖∞
σ‖r‖2 > η
}]
=
1
σ2
E
[
211
{ |1|‖r‖∞
σ‖r‖2 > η
}]
.
Now, since ‖r‖∞/‖r‖2 → 0 by (A2), we have that 211 {|1|‖r‖∞/(σ‖r‖2) > η} →p 0. Thus
we can apply the Dominated Convergence Theorem, using the dominating random variable
21, which satisfies E[21] = σ2 < ∞ and 21 ≥ 211 {|1|‖r‖∞/(σ‖r‖2) > η} with probability 1,
to get that
1
σ2
E
[
211
{ |1|‖r‖∞
σ‖r‖2 > η
}]
→ 0,
which in turn gives the result.
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