A time-optimal procedure to transpose in situ a matrix stored over a distributed memory 2-dimensional mesh connected parallel computer is shown. The matrix need not be square. Only nearest-neighbor blocking communications is used, and small bounded buffer space is required.
in the literature any specific method for transposition, that uses its special properties, one of which is that it can be done in 2 1 steps. (2) . In the second class, more aggressive communications abilities are assumed, such as direct non-adjacent transmissions, or non-blocking send and receive primitives, and other relaxations. The constructions of [2, 3] are typical, and they provide additional references.
The most noteworthy method there is probably [6] , which allows nodes to communicate with several neighbors simultaneously. They conjecture-and bring substantial simulation results in support-that their heuristic is near-optimal in general, and show that it transposes a matrix in 2 1 steps. However, the need for simultaneous transmissions is nonremovable there. Figure 1 presents the idea of a new algorithm to transpose a square matrix under the above assumptions. The matrix elements travel in a snake-like fashion. Diagonal elements do not move. The two drawings show the minor difference in the lower right corner that distinguishes between matrices of odd and even order. The following discussion assumes the matrix is and that we use 0-origin numbering for the rows and columns. An element is denoted by its position as . The snake "takes" each element only as far as it needs to reach its new (transposed) location: the term from location 1 0 moves twice only, and at step 2 1 the only element in the snake that still moves is its 'tail,' the one that came from location 1 0 , and now moves to its final position 0 1 . As is evident from the diagrams, only half the elements can get home in this way. The rest, elements which originate in even-indexed rows above the diagonal, or in odd-numbered columns below the diagonal, are brought each to a location which is in the correct final row or column, respectively, but also one column to the right or one row below its final position, respectively. E.g., the element from 0 1 arrives after 2 1 1 steps to 1 1 . All these elements make their final move in the very last time unit (most could move earlier, but there is no gain in doing so). There are several possible ways to implement this data movement; the C-like procedure at the end shows one possibility, assuming only one important convention: the forall statement forces a synchronization of all PEs. Initially the matrix elements are in the local variables . Each PE defines a structure for one tagged element. It has three fields which can be pre-computed: is a matrix element; is the number of times this element needs to be moved; is 0 for an element that is brought by the snake to its correct place, it is 1 if needs to be moved up one row in the final step, and it is 1 if it needs to be moved then one column to the left. The variable is 1 when the PE has an element that needs to be moved on, and zero otherwise. Each PE-except 1 1 -has a neighbor: denotes the coordinates of the next processor along the snake. The symbol denotes a blocking send operation. This implementation and diagrams for the algorithm assume that the matrix is stored as one element per PE. If the local memories hold instead submatrices (assumed all of the same dimensions), these blocks are communicated in toto at each step, and at some stage need to be transposed locally, without requiring any further communications. This is the only scenario where elements in the diagonal PEs are affected.
The Algorithm
There is a degree of freedom beyond what Figure 1 shows: we could use a similar snake that starts at the upper right corner and proceeds in a (nearly) symmetrical way about the diagonal. Naturally, both the neighbor defined for each PE and the arrangement of delayed elements would change.
It turns out that this degree of freedom makes no useful contribution above, but it is useful when nonsquare matrices need to be transposed. Then it is needed to maintain optimal performance (for sometimes-nonoptimal, but trivial implementation, one can just embed such a matrix in a square one). There are two cases to distinguish. Let the matrix be . The cases differ according to the parity of the smaller dimension, and whether it is the row or column count. The equivalent of Figure 1 , given in Figure 2 
Properties
The procedure is transparent enough to claim all its characteristics are evident by inspection, but we collect the most important as follows:
Theorem:
1. The algorithm of 2 performs the transposition in 2 1 steps and satisfies the connectivity and communications constraints (CCC).
2. The algorithm requires each PE to allocate temporary storage for one element only.
Proof: Since data move during the first 2 1 1 steps only along the snake, the CCC are then satisfied. In the last step they are satisfied since (a) each PE harbors at most one delayed element; (b) the only snake motion then is in between a pair that does not take part in moving the delayed elements.
It is easy to see, that once a PE receives a delayed element, it moves no other elements till the last step, hence the sufficiency of a single temporary storage location. A procedure for square matrix transposition in situ
