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This paper surveys the problem of estimating a linear relationship between 
variables which are observed with error. These are either fixed variables (func- 
tional relationship) or random variables (structural relationship). After con- 
sidering various conditions for identifiability, estimation methods are surveyed 
in various cases when additional information is available, including Wald’s 
method, the use of instrumental variates, and the case of more than two variables. 
The paper concludes with a list of unsolved problems. 
1. INTRODUCTION 
The subject of this paper is the theory of one particular model used for the 
statistical analysis of a finite set of pairs of observations which we shall denote 
by (X, , Y&..., (X, , Y,). In all that follows we shall confine ourselves to those 
probability models in which different pairs (Xi , Y,), (Xj , Yj) will be supposed 
to be distributed in independent probability distributions. Four main models 
for the analysis of such data have been studied. 
First, we may suppose that one variate in the pairs Yi , say, is a random 
variable distributed about a mean value which is a linear or curvilinear function 
of the other variable X which takes fixed values. This is the regression model 
and here only the Yi are random variables. The probability space of reference 
is the joint distribution of the Yi conditional on the given values of the Xi . 
The second common model assumes that each pair (Xi , YJ has a joint 
bivariate distribution which is usually bivariate normal. This is the correlation 
model and the probability space of reference in the joint distribution of all the 
pairs. 
A third model, often applicable to the results of laboratory experiments, is 
due to Berkson [7] (see also Lindley [35]). Here the X, are “target” values for 
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some prescribable quantity in an experiment, and it is supposed that they are 
not attained exactly but with errors ci independent of the Xi . The observed 
values Yi are then assumed to be independent random variables distributed 
about a linear function of the attained values Xi + l i , the residual errors 
being quantities Q independent of Xi and ci . The model can, therefore, be 
written 
yi = (y. + &xi + <i) + vi* (1) 
The probability space of reference is then the joint distribution of the ci and 
vi . Berkson showed that the appropriate method of analysis is to calculate and 
test the sample regression of the Y’s on the X’s. This is an unbiassed and 
consistent estimator of /3. Here there is an “error” ci in the independent variable, 
but this error is statistically independent of the observed values Xi . 
The fourth model, which is the subject of the present paper, is the “error- 
in-variables” model. Here it is supposed that there are underlying unobserved 
variables U and V which are connected by a linear relation of the form 
V = a: + PU. There are n unobserved pairs of values (Vi , V,),..., (U, , V,) 
determined in some manner and which are estimated by observed values 
Xi , Yi which are given by 
xi = vi f Ei ) yi = vi + Ti 7 (2) 
where the ci , rli are random variables with zero means and finite variances or2 
and os2, respectively. The pairs (ci , Q) are independently distributed for 
different i’s, and l i and qi may or may not be independent of each other, although 
they are independent of (Vi , Vi). The main problem is to estimate (Y and /I. 
Two basically different situations now arise. We could suppose that the 
values U, ,..., U, are fixed in the probability universe of reference on which 
inference is to be based. Alternatively we could suppose that the Vi are 
independent random variables with the same distribution. It is customary in 
most of the literature to refer to the first case as a “functional” relation and to 
the second case as a “structural” relation (Lindley’s use [34] is different). This 
is not a very happy terminology, but we shall stick to it because the distinction 
is essential, and for the most part we shall be concerned with the structural 
relationship case. There is a good deal of confusion in the literature as to which 
case is being studied. Indeed, the literature abounds in misleading statements. 
2. THE BASIC STRUCTURAL MODEL 
We first assume that ci and Q are normally and independently distributed 
with zero means and variances u12 and u22, respectively, and that Vi is a random 
variable normally distributed with mean m, and variance 02, both unknown. 
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We put Vi = (Y + /3U, = m, + fl(U, - ml). Thus there are six parameters 
in the model, namely, m, , m2 ,/3, 02, ~~2, and (Tag. It is then obvious that X and Y 
are jointly distributed in a bivariate normal distribution which is completely 
specified by the five parameters: 
m2 = E(Y) = a+/3ml, 
c - var(X) = u2 + ar2, zz - (3) 
C - var(Y) = /12u2 + u22, YY - 
C - cov(X, Y) = /3u”. ZY - 
The joint probability distribution of X and Y may be written in the usual 
form with these five parameters. For a sample of size n we write 
X=n-lCXi, 
P=n-l~Yi, 
s - n-l 1 (Xi - X)2, zx - (4) 
%v = n-lC(Yi - P)2, 
Szy = n-l C (Xi - X)( Yi - F). 
These five quantitites are jointly sufficient for m, , m2 , ce2 , cyy and czy . 
If these latter five quantities are independently variable, the maximum likelihood 
equations are solved by equating them to the five quantities in (4). 
The fact that there are six parameters in the underlying model but only five 
in the resulting distribution leads to the suspicion that the latter do not fully 
determine the former. To see this, let y be a small positive quantity less than I/? 1 
and u~~~-~u-~. Replace the quantities cr, @, u2, aI2 and u22 by a - ym, , p + y, 
Bu”@ + r>-l, u,s + ru2(fi + y)-l, and u22 - pyu2, respectively. Then the five 
expressions in (3) will remain unchanged so that, although we have a different 
underlying structure, the observed distribution will be unaltered, The param- 
eters, other than m, and m, , are said to be unidentifiable. This is the basic 
fact which leads to the whole theory being so complicated. 
Unless m, and m2 are assumed to have some functional relationship with the 
other parameters, their maximum likelihood estimators are X and Y. It is 
instructive to put m, = X, m2 = Y and consider how the likelihood varies with 
the variation of the other four parameters 8, u2, or2 and u,~, when s Et 2 SYY f and 
szy are given. Let 6, and b, be, respectively, the slope of the observed regression 
of Y on X, and the reciprocal of the slope of the observed regression of X on Y. 
Then the least upper bound of the likelihood is attained all along a segment 
of a one-dimensional curve in the (p, u2, ui2, u2”) space, which stretches from 
a point where /3 = b, to a point where p = b, . Away from this curve, the 
likelihood decreases. For a given ,!I, the likelihood is a unimodal function of 
( u2, ui2, Use), and its conditional maximum with respect to these three parameters, 
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as a function of /J, is a curve which has a straight line flat top for b, < /I < b, 
(if b, < b,). Outside this interval, the curve slopes away from its “maximum” 
value. We use these facts later. 
In order to avoid the nonidentifiability we have either to change some of the 
basic assumptions or assume we have some extra knowledge. When the latter 
is the case we may often write down the likelihood of the observations using 
the five quantities in (3) and maximise subject to the additional information. 
Lindley [34] formulated a somewhat more general model. He supposed 
that ( Ui , Vi) are jointly normally distributed (five parameters), and are then 
observed with independent normal errors ei and qi. There are then seven 
parameters in the model so that two additional pieces of information are 
necessary. However, if we take the regression of Vi on Vi as the structural 
relation, and amalgamate Q with the variation of Vi about this regression, we 
are back in a six-parameter model (unless there is replication of the observations 
for each value of i). 
3. UNDERLYING NONNORMALITY 
In the above discussion, nonidentifiability has arisen as a result of the 
assumption of normality in the distributions. Suppose now that the distribution 
of U is nonnormal while those of E and 7 remain normal. Then the parameters 
01 and fl become identifiable. This was first shown by Geary [16] when U is 
known to have a finite nonzero cumulant of order greater than two (see also 
Scott [50], who considered odd order cumulants only, and Drion [14]). By 
using estimates of the higher moments it is thus possible to estimate OL and @. 
The existence of finite higher moments is not, however, the most general 
situation. Reiersol [49] went further and proved that when E and 77 are jointly 
normally distributed (and possibly correlated), the nonnormality of the 
distribution of U is a necessary and sufficient condition for the identifiability of 8, 
This raises the problem of constructing an effective and consistent estimator 
of /I when the higher order moments do not necessarily exist. This problem was 
first solved by Neyman [43] when the errors have a slight restriction on their 
distribution, and was later solved in a different manner by Wolfowitz [60, 611 
when the errors <i and Q are normally distributed. Wolfowitz also considered 
structural equations with more than two variables and obtained an analogous 
theorem. 
These results are theoretically very complicated and not very useful in 
practice since it is only in very rare situations that we can be sure that the 
underlying distribution of the Vi is nonnormal. It is also natural to expect that 
the closer this distribution approaches normality, the more ineffective any such 
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method of estimation will become. In many statistical problems, the closer 
we are to normality the better off we are; but in the present situation the reverse 
is the case. 
Reiersol [49] also considered the case where the distribution of Ui is normal 
but the distributions of ei and Q are not necessarily so. He then proved that a 
necessary and sufficient condition for the identifiability of /3 is that neither the 
distribution of l i nor that of Q is divisible by a normal distribution (Q and vi 
being now taken as independent). We use this fact later. 
4. THE CASE WHERE uz2 IS KNOWN 
By symmetry this is the same as when or 2 alone is known. Since there are now 
five unknowns and five sufficient statistics for the left side of Eq. (3), we can 
expect identifiability of /3 in the structural case. The maximum likelihood 
solution is obtained by equating the five quantities on the right sides of (3) to 
their estimators (4). The observed variance of Y will converge in probability 
to /3”uz + (Tag, so that p2a2 can be estimated by s,, - u22. /3 can then be estimated 
by (s,, - ~2”) G: 3 and the other parameters follow. 
A slight complication may occur when the sample value s,, turns out to be 
less than u22 (the probability of this happening will tend to zero in large samples 
so long as per # 0). We will then have to put /3 2u2 = 0 which may be inconsistent 
with s,. being taken equal to /3u2. It is natural then to put /3 = 0. Similarly, 
if c,, turns out to be less than the known value of ui2 we put fi = 00. If both 
these eventualities occur, no conclusion is possible. 
The standard errors of the resulting estimates could be obtained by calculating 
the expected values of the second-order derivatives of the likelihood and 
inverting the resulting matrix. Owing to the complication of the algebra this has 
not been done in the literature and in practice the inversion is best done 
numerically. 
5. THE CASE WHERE u22~-2 1 IS KNOWN 
This is the case which has been most extensively discussed in the literature. 
Suppose that u22a;2 = K. Then Eq. (3) becomes 
ml = E(X), 
m2 = E(Y) = a + /3m, , 
C - var(X) = u2 + u12, 82 - 
C 2/2/ = var(Y) = /12u2 + ku12, 
CW = cov(X, Y) = /3u”. 
(5) 
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There are five parameters and the maximum likelihood equations can again 
be solved by equating the right sides of (5) to the quantities (4). Solving the last 
three equations, we obtain a quadratic for the estimate fl which is 
The relevant root of this is 
p = &&, - ks,, + d&,2/ - bxJ2 + 4%Jl. (7) 
The positive square root is taken because ,8 must have the same sign as s,,, . 
It follows from the last equation of (5) that the estimate of u2 is necessarily 
nonnegative and solving for err 2 it is also found that the necessary inequality 
s&, < s~.,,~ implies that the estimator of a, 2 is also nonnegative. Thus the 
trouble arising occasionally in the previous case does not arise here and the 
solutions of the maximum likelihood equations are always inside the range of 
possible values. We can also easily verify that the estimated slope fl of the 
structural line lies between the slopes of the sample regression lines, i.e., if 
SIY I=- 0, 
&&2 < B < %&?j ’ (8) 
As k varies from 0 to oc), fl varies from the slope of one regression line to that 
of the other. 
If k = 022a;2 is known, we can easily rescale the observations so that k = 1. 
We then find Eqs. (6) if we attempt to find a line such that the perpendicular 
distances from the (X, , YJ on to it are such that the sum of their squares is a 
minimum. Using this principle of least squares, the above results (6) and (7) 
had already been found by Pearson [47] and Gini [19] and agree with the 
maximum likelihood estimators. fl is then the slope of the major axis of the 
probability ellipse. 
The variances of the resulting estimators could, as before, be found by 
finding the second-order partial derivatives of the likelihood, inserting the 
estimates, and inverting the resulting matrix. Again, as before, this inversion 
is best done numerically, and explicit formulas have not been published. 
6. THE CASE WHERE u12 AND u22 ARE BOTH KNOWN 
We now have four independently varying underlying parameters and a set 
of five jointly sufficient statistics. Equating the latter to their expected values, 
we arrive at inconsistencies, because from the third and fifth equations in (3) 
we get dszz - ur2)-l as an estimator for /3 while from the fourth and fifth 
equations we get (syV - u,~) s;i . In large samples, these two estimates will 
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converge to each other but the fact that they are inconsistent shows that the 
maximum likelihood solution cannot be derived simply by equating (3) and (4). 
This has given rise to a considerable amount of discussion and the situation 
has been called “overidentification”. However, there is really no mystery about 
it as four parameters cannot be chosen to satisfy five conditions. As pointed 
out by Kiefer [29], the proper procedure is to write down the likelihood and 
maximise it with respect to the four parameters. No difficulties of principle 
then arise. The resulting equations for the four estimates have been given by 
Barnett [3] who does not give, however, the derivatives of the likelihood as the 
algebra is very complicated. The higher order derivatives could also be calculated 
and the standard errors thus determined. In this problem, we again have the 
occasional awkwardness which arises when the observed values s,, and sUy are 
less than ur2 and us2. 
7. THE CASE WHERE (y. IS KNOWN 
This means that the underlying structural relationship goes through the point 
(U = 01, I’ = 0), and by a translation of coordinates is equivalent to assuming 
that it goes through any specified point in the plane. In particular, we may 
change the coordinates so that this point is (0, 0). Then so long as mi # 0, TX-l 
is a consistent estimator of /3 which is, therefore, identifiable, and the other 
parameters are then identifiable also. We can test for identifiability by testing 
whether the observed mean X is significantly different from zero. 
That the above method does not always use all the information in the sample 
can be seen by considering the case where the estimated value of /I lies outside 
the interval (b, , b,) formed by the slopes of the two regression lines. In this case, 
at least, the observed values of s,, , s,, , and s,, provide some information 
about the slope. Presumably an optimum method of tackling this problem is to 
write down the likelihood of the observations using the condition that the 
structural line passes through the point (0, 0), and then maximise. In this case, 
the estimations of (m, , m2) and of (fl, cr2, o i2, 0s”) are not separated. A full 
analysis of this problem has not been carried out. 
8. THE CAKE WHERE ci AND Q ARE CORRELATED 
We again suppose that the pair of errors ci , Q are jointly normally distributed 
but now suppose that they are correlated with unknown correlation coefficient p. 
The Eqs. (3) remain true except for the last which becomes 
c,y = Pu” + PwJ2 * 
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We now have seven unknown parameters so that if p was unidentifiable before, 
it now remains so. If u12 is known, era is identifiable, but ,6, a22, and p are not. 
If oiua -’ is known, all four parameters are unidentifiable, whilst if aI2 and 0~2 
are known /3a is identifiable but fi is not (to check the last remark suppose 
01 2zg a2 = 10, s, = I1 (giving a2 = l), s,, = 14 (giving j3 = 12), and 
%, = 0 (giving p - -&0.2)). 
In this last case, the estimator of pz is 
(SW - ~22)(hc - U12Y, (10) 
which may be nugatory if the observed values of s,, and slpl are less than a,2 
and gt2. The identifiabiIi~ of p would be restored if we knew the sign of p, 
which is not determined by that of ss2, .
9. CONFIDENCE INTERVALS 
Suppose now that we return to the case where p = 0 and no additionaI 
information is available. Although the structural equation V = 01 + /3U cannot 
be estimated consistently, we know that /3 must lie between the slopes of the 
two population regression lines in the joint distribution of X and Y. These 
regression lines are 
and 
y - m, = (x - ml) @72(u2 + u,y, (11) 
y - m2 = (x - ml)(@W + c,2a)(/3uz)-1. (W 
Both of these lines can be estimated. Let be and 6, be the sample estimates of 
the slope of the regression line of Y on X, and the reciprocal of the slope of the 
regression line of X on Y. 
First consider b, . This is an estimate of 
Then we know that 
& = paya + u12)-1. (13) 
(14) 
is distributed as Student’s t with n - 2 degrees of freedom. Suppose that 
szs 2 0 (the case siy < 0 is similar). If fto.o25 are the one-sided 2.5% points 
of the t-distribution, we have that t as defined in (14) is greater than t,,o25 with 
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probability 0.025 and less than -t,.,,, with the same probability. Thus solving 
the equation 1 t 1 = t,.,,, for /I0 , we obtain 95% confidence limits for /!l,, . 
Similar confidence limits can be obtained for fii . Regarding these as confidence 
limits for the two directions of /3, and /3i we can take the interval between the 
two outer directions as a confidence region which covers the sector formed 
by & and /?i with a confidence probability which lies between 2.5 O/o and 5oj, 
and is probably closer to the latter in most cases. It is easiest to express this 
result in terms of the directions rather than the algebraic values because the 
values of the solutions of / t 1 = to.,,, can take negative signs. 
The resulting angular interval covers the slope of the structural relationship 
with a probability which is not quite 5% because the two tail events are not 
exclusive. 
However, this differs from the usual type of confidence interval in that it 
does not collapse to a point when the sample size tends to infinity. Nevertheless, 
it may be quite useful in practice. This approach is also useful in testing the 
hypothesis that the structural relationship passes through a specified point 
(x,, , y,,) in the plane as in some cases it may rule out highly unlikely values of 
(x0, ya) (Moran [39]), even when no auxiliary information is available. 
When we have auxiliary information about ula and ua2 more satisfactory 
confidence limits can be prescribed. Consider, for example, the case where 
oi2ai2 is known. Then the maximum likelihood solution is fully regular (if 
U12 > 0, u22 > 0) and is obtained by equating the quantities in (4) to their 
expected values. Differentiating the likelihood again to obtain second-order 
derivatives, inserting the estimates of the parameters, and inverting the resulting 
matrix, we can obtain joint or single confidence regions for the parameters 
which are asymptotically optimal confidence regions. It should also be pointed 
out that from a different approach Lindley and El-Sayyad [36] obtain a standard 
error for the estimate of /3 when u12u~2 is known. 
When IJ~~u~~ is known, and all the distributions are normal, a more exact 
procedure has been developed by Creasy [ll]. By resealing, we can take 
k = u12u;2 as equal to unity. Then the maximum likelihood estimator /? of ,!I 
can be written as 
/I = 8 f p + 131/a, 
where 
e = $(syu - s,,) s;;. 
(15) 
The positive sign in (15) is taken if s,. > 0 and the negative sign if szl/ < 0 
(Madansky [38, Appendix]). Now write fl = tan 6, and /3 = tan 4, and consider 
the particular case where we test the hypothesis that + = 0. If this is true, X 
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and Y are uncorrelated and normally distributed so that r = s,~$s;~‘~ is 
such that 
t = y(n - 2)1/2 (1 - q-v (17) 
has Student’s distribution with 71 - 2 degrees of freedom. However, 
2 tan 24 = tan+ ^ 28 2S,Y = = 
1 -tar-P+ Tq 1 - syy s,, / ’ 
and so 
and 
(18) 
(201 
can be used to set limits on the distribution of 4. This provides rejection regions 
for a test that 4 is zero. 
To test a nonzero value & of 4, we have to rotate the axes by the transformation 
w =Ysin+,+xcos+,, 
z =ycos4,--~ssin+,. 
(21) 
This is allowable because k = 1 and the distribution of the errors Ed and yi is 
circularly symmetric. The above procedure is then applied remembering that 
in place of s,, , syy , and sZy we have to use 
S uml = %?I sin2 (bs + 2s,, sin q$ cos (bO + s,, cos2 q$ , 
s,, = syy cos2 q$ - 2szv sin & cos 9$ + s,, sin2 4s , (22) 
s,, = syy sin & cos #0 - s&sin2 I& - cos2 &) - s,, sin & cos q$ . 
In some accounts in the literature, this correction is omitted and it is implied 
that t as given by (20) with 4 replaced by 4 - & can be tested in a t-distribution. 
This is incorrect. 
Since we can now test any specified value of $,, at any prescribed probability 
level, we can in principle invert the procedure to construct confidence intervals 
for $,, . Two difficulties remain. In the first place, there is an ambiguity if the 
probability that q! - +,, exceeds )rr is not small. This can usually be ignored. 
The second difficulty arises because inverting the limits involves using s,, , 
s,, , and s,, . With a fair amount of numerical computing, the inversion of the 
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limits could be carried out graphically after calculating the probability limits 
for a number of different values of $,, .I 
Regarded as a test for a specified value of &, the above procedure is exact 
but its asymptotic power relative to tests based on maximum likelihood estimators 
is not certain, although it is probably unity. 
Approximate confidence intervals and regions can also be found when both 
u12 and u22 are known by finding the second derivatives of the likelihood, 
inserting the solutions of the estimating equations found by Barnett [3], and 
inverting the resulting matrix. These are asymptotically optimal since the 
likelihood solution is regular. 
Another approach, in the case where aI2 and a22 are both known, has been 
proposed by Brown [8]. Consider the observed variables X and Y. If a. and #? 
were known, we would have that 
Yi - a - /3X{ = Ei - /3Q (23) 
is a set of n independent random variables distributed normally with zero 
means and variance u12 + /32u22. When u12 and u22 are both known we can 
rescale so that both are unity, and then 
1 (Yi - (y. - fix,)” 
2 1 +p2 
(24) 
is a ~2 variate with n degrees of freedom. Using this fact to determine a confidence 
region in the (01, /3) plane, we have a confidence region for the line. The 
boundaries of this region are determined by a conic (which may not be real) 
and the region can be converted into a region in the (X, Y) plane in which the 
line must lie. Brown extends this procedure to curvilinear relations and, in a 
later paper with Fereday [9], to more than two variables. The efficiency of this 
procedure relative to the maximum likelihood procedure is not known. It is, 
however, very similar to the generalised least-squares procedures advocated by 
Sprent and others for use in the functional equation situation (see later). 
10. WALD’S METHOD 
In 1940, Wald [59] gave a method of estimating the slope /3 of a structural or 
functional relation, which has caused a considerable amount of confusion in 
the literature (although a careful reading of his paper shows that this confusion 
did not exist in his own mind). Suppose that the number of observations is 
1 However, an explicit solution in a different form is given by Jolicoeur and Mosimann 
in BiomDrie PruximHrie 9 (1968). 
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even and equal to 7~ = 2m. The errors ei and vi are taken to be independent 
with finite variances and not necessarily normal. Similarly, the Ui are not 
necessarily normally distributed and may in fact have fixed values (we consider 
the general functional equation later in Section 11). 
Wald divides the set of observed values (Xi, Yi) into two sets % = l,..., m, 
and i = m -1 l,..., 2nz (renumbe~ng if necessary), in such a way that the 
following two conditions are satisfied. First the lower limit, as 72 - co, of 
I n-y u, + *.. + Urn) - a-1 (Urn+, + **- + U,,)l (25) 
is to be greater than a positive constant if the Ui have fixed values, and greater 
than a positive quantity with probability tending to unity if the Us are random 
variables. Secondly, and equally essential, this division is to be made in such 
a way that the distributions of the ci and vi are to be unaffected. He then shows 
that 
converges in probability to /?. This follows because (26) can be written as 
n-‘iqU; + ... + urn - an,, - ..’ - Uzm) + n-‘(CY qi - CL;1 Q) 
n-“(Ul + -.’ f u, - urn,, - ... - U,,) + ?l-yzy fi -- g$ Ei) * (27) 
Because the variances of the second terms in the numerator and denominator 
are O(n-l), the result follows from the condition on (25). ,f3 is therefore identifiable 
and so are the other parameters. 
In applying this method, the difficulty is to ensure that the conditions are 
satisfied. If the E,, are known to be bounded by a constant c and if there is an 
interval of length 2c in the middle of the range of the distribution of X which 
is such that the probability of X falling into it is zero, the method can be applied 
with the slight modification that the two groups are not necessarily of the same 
size. Such a situation must be very rare. 
A more usual problem in which the method could, in principle, be applied 
occurs in growth studies, where two quantities X and Y are measurements 
on some growing pfant or animal which are such that the underlying variabIes 
must be nondecreasing. In practice, however, in such cases replicated obser- 
vations are often available and other methods are then applicable. 
In the interest of increased efficiency, Bartlett [4] suggested dividing the 
observations into three groups in an increasing order of magnitude, and using 
only the two outer groups in the ratio (26). This can again be justified in the 
above two circumstances and perhaps in some others. 
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Now consider the standard situation in which the distributions of the Ui , ci , 
and Q are all normal. Suppose that the variance ur2 of the q, is small compared 
with that of the Ui . Then there is a widespread impression that one can proceed 
as follows. Divide the observed Xi into two groups which, after possible 
renumbering, satisfy X1 ,..., X, < X,,, ,..., Xa,, , and then use the estimator 
(26). It is intuitively plausible, although difficult to prove, that the condition 
on (25) will then be satisfied. This method cannot, however, provide a consistent 
estimator of /3 because we know that /3 is unidentifiable in this model. The 
method does not work because in choosing the two groups we have biased the 
sums of ei and vi in such a way that when divided by n they do not converge in 
probability to zero. Thus to apply Wald’s method correctly it is essential to 
carry out the division into two groups in such a way that the distributions of ci 
and Q are unaffected. Confusion on this point seems to be widespread in the 
literature. 
The method does not even work when the distribution of the l i is bounded. 
Suppose that the Ui and rli are normally distributed whilst ci is distributed in a 
rectangular distribution with a range 2c which is small compared with (T. Then 
the true order of the Ui will be very nearly the same as the observed order of the 
Xi and, if we divide the latter into two groups in one of which all the Xi are 
less than those of the other group, we can expect the condition on (25) to be 
satisfied (although this is again difficult to prove rigorously). 
Then Wald’s method still does not give a consistent estimator, for Reiersol 
has shown that if Ui is distributed normally, and l i and Q are independent, 
a necessary and sufficient condition for the identifiability of /3 is that the 
distributions of neither ci nor Q are divisible by a normal component, whereas 
we have assumed that the distribution of vi is normal. We can see this explicitly 
as follows. The joint characteristic function of X and Y is of the form 
E(exp(iBX + i$Y)> = ‘+$- exp{i& - 02(0 + /I+)” - u2”u2}. F-9 
This can be verified to be identical with that of a model in which the error E 
has a distribution which is the convolution of a rectangular distribution with 
range 2c and a normal distribution with zero mean and variance ~~a(/3 + r)-‘, 
whilst the parameters @, u2, and u22 are changed to /3 + y, /3u”(p + r)-‘, and 
(722 - PYU2, where y is a small positive number less than /3 and ~~~fl-ru-~. 
When the method can be applied, it is useful to know the standard error 
of the estimate. This was investigated by Wald. Bartlett showed that the 
standard error was reduced by using three groups instead of two, and Dorff 
and Gurland [12, 131 investigated both large and small sample variances, 
when the ei satisfy the condition 1 ei / < c. There are a number of other papers 
on the variance of these estimators (see Madansky [38] for references). 
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II. THE FUNCTIONAL EQUATION PROBLEM 
So far we have assumed that the underlying variable U has a probability 
distribution. Instead of this, we might assume that U takes a set of fixed unknown 
values U, ,..., U, and this type of model is essential in some applications, such 
as growth studies. Not all writers make the distinction clearly but it is essential, 
because the basic theory of the second case, which was first considered by 
Lindley [34J, is quite different. In particular, the ideas of identifiability and 
consistency do not apply without redefinition. 
We regard to the n values U, ,..., U, as parameters in the model and together 
with a, 8, crr2, and ua2, they form a set of n + 4 parameters. The last four are 
called ‘%tructural” and the first n “incidental” by Neyman and Scott in a 
fundamental paper [44] in which they investigated situations of this kind where 
the number of parameters increases with the sample size. The idea of 
“consistency” in estimation then takes on a somewhat different meaning since 
any convergence to the true values which occurs will depend on what asymptotic 
behaviour we assume for the set (U, ,..., V,) as n increases. though Neyman 
and Scott discuss the maximum likelihood theory of estimation in the presence 
of arbitrarily many incidenta parameters, it is worth pointing out that no 
theory of optimality exists in such cases. 
Assuming that ei and Q are normally distributed, Lindley 1341 set up the 
“maximum likelihood” equations for the estimation of the functional relation 
and the incidental parameters. These are apparently “identi~able” but the 
equations lead to inconsistencies as is not surprising since the corresponding 
structural case is not identifiable. If, however, ~12u;2 is known, further progress 
is possible and an estimate for /3 can be found which is algebraically the same 
as in the case where the Ui are normally distributed. Under fairly mild conditions 
on the asymptotic behaviour of the Vi , this estimate is consistent. U~o~unately, 
the similar maximum likelihood estimators of oi2 and oaa turn out to be 
inconsistent, as often happens when incidental parameters are present, 
An investigation by SoIari [51] throws some further light on the situation, 
She considers a slightly different case in that she takes a! = 0 (note that, without 
any further knowledge, ,8 is then identifiable in the corresponding structural 
model if the mean of the Vi is not zero). She writes down the likelihood and 
equates its derivatives with respect to all the parameters to zero. The resulting 
equations can be solved-there being two solutions, at one of which the 
likelihood is greater than the other. She then shows explicitly that this latter 
point is not a maximum of the likelihood function but a saddle point, and 
asserts, without explicit proof, that the same result holds when the underlying 
relationship is taken to be P = 01+ BV, with (y. not necessarily zero. This is 
probably true. She does not show (and the question seems to be open) that the 
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solution of the similar equations, which we get when taking 012u;2 to be a fixed 
known constant, also is a saddle point. It would be of some interest to decide 
this point but in any case her results again show that any application of the 
maximum likelihood procedure to situations involving incidental parameters 
requires careful investigation. 
One way out of this difficulty is to give the incidental parameters a distribution, 
and Kiefer and Wolfowitz [30] h s ow that if the incidental parameters are 
independently and identically distributed, and if the structural parameters are 
identifiable, then the “maximum” likelihood estimators are consistent. However, 
this is merely turning the functional equation problem into a structural equation 
problem. The same can be said for the very instructive paper by Lindley and 
El-Sayyad [36] who apply a Bayesian analysis by assuming a prior distribution 
for the incidental parameters. Although Bayesian prior distributions have a 
different conceptual basis to ordinary distributions, this is still analytically 
a structural equation problem. 
To solve the functional equation problem, some different approach is 
necessary, and so we turn to “least-squares” as a principle of estimation. This 
has been developed, with successively greater and greater generality by Brown 
[8], Villegas [57, 581, and Sprent [52] (although Villegas assumes normality 
and uses likelihood). To illustrate the procedure, suppose we consider the 
estimation of the slope of the functional relationship V = PU, where we do not 
have any information asserting that the mean of the Ui is nonzero, or converges 
to a nonzero constant, i.e., we cannot use an approach similar to that of Section 7. 
Since XC = U&Q, Yi =~UJ-T~, it follows that (/3 being given) the 
quantity 
zi = Yi - /3xi = Ti - jki (29) 
depends only on the errors ci and Q , which are not necessarily assumed to be 
independent. We put their correlation equal to p. Then the true variance of 
Zi is 
whilst the observed sum of squares, divided by n, is 
syy - 3bx/ + P2%xz . (31) 
If a, , g2, and p are known, we could estimate /I by minimising the normalised 
sum of squares 
SYY - mw + P2sm 
u22 - 2/3pa& + /32a1” * (32) 
ESTIMATING STRUCTURAL AND FUNCTIONAL RELATIONSHIPS 247 
If p = 0 and 012~~2 is known, such a minimization Ieads to the same algebraic 
expression for an estimate of ,L3 as in Section 5 for the structural case. If nothing 
is known of ui , cr2 , and p the method does not lead to any results but often in 
the applications there are replicated observations corresponding to the same 
( Ui , Vi). In this case the sums of squares and products about the means 
corresponding to each pair (Ui , Vi) gives an independent estimate of the 
values of o12, cz2 and pulaz . Inserting these in (32), we again minimise and thus 
we have a method of obtaining an estimate of /3 in the functional equation 
problem with replicated observations. The generalisation to the case 
V = cy + /3U is easy in that we simply take all observations about the observed 
means. 
Sprent [52] has widely generalised this procedure both to more than two 
variates and to cases where the error variates do not have the same covariance 
matrices at each point, and are not necessarily independent. Again, as we are 
dealing with a functional rather than a structural relationship, no optimal 
properties of estimation, or even consistence, are discussed. 
For the case in which there are only two variates, the variances of the errors 
are estimated, and the variance of one error is assumed to increase with one 
variate, a method of “least-squares” estimation has been developed by McIntyre, 
Brooks, Compston, and Turek [37] for use in a geophysical application. 
12. THE USE OF INSTRUMENTAL VARIATES 
Instrumental variates were first developed by Reiersel [48] in a very genera1 
econometric setting, but it seems best to approach the theory by considering 
the simplest possible case where we have, as before, an underlying structural 
relationship V = 01+ PU and observed variates Xi and Yi . Suppose that in 
addition we have another observed variate 2, which is known to be correlated 
with Vi and Vi , but is independent of Ei and Q . It does not matter whether Z 
is observed with error or not for if it is observed with an error & independent 
of ei and vi , we replace 2 by Z + 8, . Consider the expression 
b = c1” (4 - ay?z - Fi;i) 
c; (Zi - Z)(X~ - X) 
= B x1” t-T - -w-J, - ff) + c1” (4 - -w,, - fi) 
x; (Zi - Z)( U$ - 0) + c; (2, - Z)(,, - i) * (33) 
Dividing both the numerator and denominator by n, the existence of nonzero 
correlation between the Z’s and the u’s implies that the first term in the 
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numerator and denominator converges in probability to a nonzero constant 
whilst the remaining terms converge in probability to zero. Thus (33) is a 
consistent estimator of /3. 
The effectiveness of this method depends on the strength of the correlation 
between 2’ and U. To investigate this, Geary [17] assumed that X, Y, and 2 
have a trivariate normal distribution, and obtained the exact distribution of a 
rather complicated function of b involving the population second moments. 
This distribution is the t-distribution. From this an approximate expression 
for the variance of b can be derived. Durbin [15] also discussed this probIem 
and obtained a confidence region for OL and /3 (Kendall and Stuart [28]), or for 
/3 alone if a0 is known as in Durbin’s paper. This is analogous but different 
from Geary’s result. 
If 2 takes only the values f I, the above method reduces to using Wald’s 
estimate. In studies of the relation between two quantities measured on a 
growing plant we could also use Wald’s method because we could then often 
be sure that the underlying variate U is nondecreasing with time, and we can, 
therefore, order the observations to satisfy Wald’s two conditions. However, 
in this case it may be better to use t, the time, explicitly as an instrumental 
variable in order to obtain a more efficient estimator. 
Reierscal [48] has discussed the use of multiple instrumental variates, all 
observed with error. This method has been mostly used in econometric studies 
but Carlson, Sobel, and Watson [IO] discuss a biological example, also using 
two instrumental variates. 
13. ESTIMATION WITH REPLICATION (STRUCTURAL CASE) 
From what has been said above about the estimation of p when we know 
exactly u12, uz2, or o,~o&~, it is natural to consider also the case where one or 
more of these quantities can be estimated from the data. This will occur if, 
for each given value of lJi , there is more than one corresponding value of Xi, 
or Yi , or both. 
Thus suppose that each of the tl pairs of values ( lJi , Vi) are estimated by N 
independent estimates (X,, , Yij) (j = I,..., N). Estimates of ,B have been 
constructed by Tukey [56] (a good exposition is given in Madansky [38]). 
Denote the means of the Xii and Yii for a given i by Xi and Fti . The total sums 
of squares and products of Xij and Yij about their means have N - 1 degrees 
of freedom and their expectations are, when divided by N - 1, equal to u12, cra2 
and pa,cr2 . Similarly, the mean squares and products of the xi and y+ are 
calculated. Their expectations are easily found and from them and the previous 
sums three obvious estimators can be constructed. These are ratios of differences 
ESTIMATING STRUCTURAL AND FUNCTIONAL RELATIONSHIPS 249 
of the second set from the first set. This method does not require that p = 0. 
When n and N tend to infinity these estimators are obviously consistent and 
Dorff and Gurland [12, 131 give expressions for their variances. 
In fact, if N -+ co, almost any sensible estimator is consistent in this case 
since the points (Xi, F$‘i> converge in probability to the structural line as N 
increases. A more sophisticated estimator using this principle has been developed 
by Housner and Brennan [22]. 
The above methods are certainly not optimal. A better procedure is to use 
the sums of squares (if p = 0) to estimate ai2 and uz2, and then use these 
estimates in Barnett’s solution for the case, where ui2 and u22 are both known. 
This is still not the complete maximum likelihood case because the values of 
Xi and Yi themselves contribute some information about ui2 and u,~, even if 
this information does not enable them to be identified. A full maximum likeli- 
hood solution has not been attained and would be somewhat complicated 
(compare Villegas’ [57, 581 discussion of the corresponding functional case). 
14. THE MULTIVARIATE CASE 
Most of the above considerations extend fairly naturally to higher dimensional 
cases but there are some new points. Consider the three-variate structural 
case. Suppose that we have three underlying random variables U, V, and W, 
such that U and V have a joint normal distribution with variances uU2, a,s, 
and correlation pun . W is assumed to satisfy the equation W = a + j3U + yV, 
and we wish to estimate OL, fl, and y. The observed variables are X = U + e, 
Y = V + 7, 2 = W + t where l , 71 and E are independent random normal 
variables with zero means and variances o12, ua2, and us2. Then apart from the 
means there are eight parameters in the model, viz., /I, y, uU2, uv2, p, u12, u,~, 
and ua2. However, X, Y, and 2 are distributed in a trivariate normal distribution 
which has, apart from the means, six parameters, namely 
var(X) = uU2 + ui2, 
var(Y) = uv2 + u,~, 
var(2) = f12uU2 + 33Yw7, + Y2%12 + us21 
cov(X, y> = PrdJuUu , 
cov(X, 2) = 19uu2 + yp%P, , 
cov(Y, 2) = yuo2 + /3pu,u, . 
(34) 
Obviously, ,!l and y are unidentifiable. They become identifiable, if we know 
the ratios of the variances ui2, u22, and aa2 as this gives us just the required extra 
250 MORAN 
two pieces of information. If us2 = k,ai2, and ua2 = k2ui2, the maximum 
likelihood equations are solved by equating the sample second-order moments 
to the expressions in (34) with u22 and ua2 replaced by K,(r,a and K,a,a. If the 
variances or2, u22, and us2 are themselves known, the maximum likelihood 
equations could be written down and solved in a manner similar to that carried 
out for the two-variable case by Barnett. 
Notice that given any set of observed variances and covariances we can 
always, in the absence of further knowledge, find possible values (and in fact 
an infinite set) of the eight parameters in (34) f or which the right sides are equal 
to the observed values. This is obvious by putting ui2 = ua2 = 0, and taking /3 
and y as the observed regression coefficients of 2 on X and Y. 
The same is not true of another structural model for three variables in which 
the underlying structural relationship is described by a straight line instead of 
a plane. Suppose that U is normally distributed with variance uU2, and that 
V = a: + /3U, W = y + SU. The observed quantities are again X = U + E, 
Y = V + 7, and 2 = W + 5, with the same definitions of E, 7 and 5. We 
then have 
var(X) = uU2 + u12, 
var(Y) = )12uU2 + (T~~, 
var(2) = 2i2uU2 + us2, 
cov(X, Y) = /3uu2, 
cov(X, 2) = 8u,2, 
cov(Y, Z) = p&Tu2. 
(35) 
We now have six underlying parameters apart from the means and, as there 
are six independent second order parameters in the resulting trivariate normal 
distribution, we should expect to get identifiability of p and y by equating the 
right sides of (35) to the sample values. This is, in fact, the model used in the 
section on instrumental variates and (33) is the maximum likelihood estimator 
of /3. However, trouble may now arise for, although we have six parameters at 
our disposal, not all trivariate normal distributions can be represented by this 
model, i.e., the equations are not always soluble. To see this, we calculate the 
three correlation coefficients between X, Y, and Z, which we denote by pxu , 
pxz and prz . These satisfy the relations 
I PXYPXZ I = I PYz%2(%2 + U12)F1 I < I PYZ I7 
I PXYP YZ I = I Pxz82%2(82%h2 + %Y I < I Pxz I Y (36) 
I PYZPXZ I = I PxY~2%2(~2%2 + %Y I B I Pxr I> 
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which are three conditions not always satisfied by a trivariate normal distribution. 
This may make it possible in some cases to discriminate between the two 
models, but in general such discrimination will have to be the result of prior 
knowledge. 
Turning now to the functional case, if we have no knowledge of the variances 
and no replication, we run into all the difficulties of the two variate case, and, 
in particular, the solution of the equations obtained by equating the derivatives 
of the likelihood to zero is, in analogy with Solari’s [51] discussion, almost 
certainly a saddle point and not a maximum. 
Several papers have been written on the case of a single functional relation 
connecting an arbitrary number of variables and observed with errors whose 
variance-covariance matrix is either known or can be estimated from replications. 
In this case, Villegas [57, 581 gives the maximum likelihood estimators (which, 
in contrast to Solari’s case, are probably regular and correspond to maxima, 
but this requires further investigation) and confidence regions for the unknown 
line. Sprent [52] extends these results somewhat using least squares as a method 
of obtaining estimators. 
15. CONCLUSION 
We may now summarise what practical recommendations a statistician ought 
to give to a person confronted with the problem of estimating a structural or 
functional relationship. Clearly, if no additional information is available all 
that can be done is to calculate confidence bounds for the two regression lines, 
as in Section 9, and assert that the true relationship lies in the region bounded 
by them. If something is known about the variances of the errors, we may 
proceed as in Sections 4 and 5 for a structural relationship or (what is numerically 
equivalent) as in Section 11 for a functional relationship. Wald’s method can 
only be used in those rather rare situations where his two essential conditions 
are satisfied. With replicated observation, the best procedure known at the 
moment is to estimate the error variances from the replication and use these 
in Barnett’s results (for the two variable case). 
The subject needs much more research and we may summarise some of 
the outstanding problems as follows: 
(1) The exact theory of the confidence interval based on the two sample 
regression lines described in Section 9 is not known; 
(2) The idea of consistence needs developing in the Neyman-Scott 
theory of estimation when there are incidental parameters and applying, in 
particular, to the theory of estimation in the functional relation case; 
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(3) The full maximum likelihood solution for the structural equations 
with replication is unknown; 
(4) Similarly unknown is the full maximum likelihood solution in the 
structural case, when 01 is zero and the means are known to be nonzero; 
(5) In the structural equation cases, where either oi2, or misaim, or both 
ur2 and u22 are known, the estimating equations are known but the asymptotic 
variance-covariance matrix of their solutions has not been found; 
(6) No maximum likelihood theory of the use of instrumental variates 
has been given; 
(7) There is no theory of the optimality of .estimators in the functional 
equation case. 
The following bibliography is not complete but is believed to contain all 
those items necessary to an understanding of the present state of the theory 
apart from its applications in econometrics. The only adequate general survey 
of the subject which I have been able to discover is Madansky [38], but there 
is a very instructive discussion appended to Sprent [52]. 
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