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We present an interferometric technique for measuring ultra-small tilts. The information of a tilt
in one of the mirrors of a modified Sagnac interferometer is carried by the phase difference between
the counter propagating laser beams. Using a small misalignment of the interferometer, orthogonal
to the plane of the tilt, a bimodal (or two-fringe) pattern is induced in the beam’s transverse
power distribution. By tracking the mean of such a distribution, using a split detector, a sensitive
measurement of the phase is performed. With 1.2 mW of continuous-wave laser power, the technique
has a shot noise limited sensitivity of 56 frad/
√
Hz, and a measured noise floor of 200 frad/
√
Hz for
tilt frequencies above 2 Hz. A tilt of 200 frad corresponds to a differential displacement of 4.0 fm in
our setup. The novelty of the protocol relies on signal amplification due to the misalignment, and
on good performance at low frequencies. A noise floor of about 70 prad/
√
Hz is observed between
2 and 100 mHz.
Precision measurements of an angular deflection or
tilt are crucial in different areas of engineering and sci-
ence. Ultra-small-tilt sensors are used, to name a few, in
atomic-force microscopy [1], in alignments of the LIGO
configuration using optical levers [2], and in measure-
ments of angular rotations in torsion pendula [3] and
torsion-bar antennas [4].
Interferometric designs offer great performance for tilt
measurements [5–7]. Using a Mach-Zehnder configura-
tion, Park and Cho [8] recently reported a noise-floor
of 10 prad/
√
Hz at a frequency slightly above 1 Hz and
of 400 frad/
√
Hz for frequencies above 30 Hz. Weak-
value amplification techniques in Sagnac configurations
have also been explored [9–14]. These protocols offer
technical-noise mitigation advantages [15, 16] and rely
only on one split detector instead of elaborated detec-
tion designs (see for example Ref. [8]). These weak-
values based techniques transfer the tilt information into
a phase ramp in the interferometer, and make use of a
tunable constant phase to amplify the signal via post-
selection. On the other hand, inverse-weak-value ampli-
fication [17] offers the possibility to encode the desired in-
formation in a constant phase instead of a phase ramp in
the interferometer. Such a protocol has been unexplored
for precision measurements by the scientific community,
and should not be confused with the better known tech-
nique of weak-value amplification [9–13, 18–29] and the
recently developed technique of almost-balanced weak
values [14, 30, 31].
We present in this letter the use of the technique of
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FIG. 1. Experimental setup to measure a mirror’s tilt. A
laser beam enters a modified Sagnac interferometer through
a beam splitter (BS) such that the two counter propagating
paths are spatially separated. A sinusoidal small tilt on the
x-y plane is induced using a piezo-driven mirror (PZ-D M),
and a larger and constant misalignment tilt in the perpendic-
ular direction is applied using a picomotor piezo-driven mirror
(PPZ-D M). The mean of the beam’s transverse power distri-
bution at the dark port is measured using a quadrant position
detector (QPD). The bi-modal transverse distribution of the
beam in the z-direction is tracked using a camera beam pro-
filer (CBP) and a laser power sensor (LPS). M: Mirror, D-S
M: D-Shaped mirror.
inverse-weak-value amplification in a modified Sagnac
configuration [32]. We improve the sensitivity for high-
frequency tilt measurements on table-top interferometric
setups, and expand the field to the mHz regime. The
used interferometric Sagnac configuration, with the two
paths spatially separated, allows for a lower shot-noise
bound than the case of a collinear configuration [10, 14].
A similar advantage was also used in Ref [8].
A TEM00 laser beam is used to measure a ultra small
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2FIG. 2. Simulations of beam profiles (upper) and power dis-
tributions in the z-direction (bottom). Figure (a) shows the
input TEM00 mode, (b) shows the balanced bimodal distri-
bution at the output when φ = 0, and (c) shows the nonsym-
metric distribution for φ = 0.05. kσ = 0.2 in (b) and (c), so
the profiles (upper) are increased 100 times in intensity with
respect to (a) for visualization purposes.
tilt induced by a piezo-driven mirror (PZ-D M in Fig. 1,
Thorlabs Polaris-K1PZ) in a modified Sagnac interfer-
ometer. The tilt information is mapped onto the relative
phase between the paths of the interferometer by making
the two counter-propagating beams spatially separated.
The induced relative phase is given by φ = √2k0Lθ, where
θ is the tilt of the mirror in the x-y plane, L is the sep-
aration of the beams at the surface of the tilted mir-
ror, and k0 is the wave number. A larger relative phase
ramp in the z-direction is induced by slightly misaligning
the interferometer using a picomotor piezo-driven mir-
ror (PPZ-D M in Fig. 1, Newport 8821). After hitting
the misalignment mirror both beams propagate differ-
ent distances in the interferometer before recombining
again at the output. The z-component of the trans-
verse field intensity at the dark port takes the form
Iout(z) ∝ ∣1 − ei(φ+kz)∣2e−z2/2σ2 , where k is the effec-
tive transverse momentum kick inducing the misalign-
ment and 2σ is the 1/e2 radius of the input Gaussian
beam.
The system is set satisfying the condition φ≪ kσ ≪ 1,
such that a transverse bimodal pattern is seen at the
output. If φ = 0 a balanced distribution is obtained such
that ⟨z⟩=0, and a small phase φ breaks the symmetry.
See Fig. 2 for a simulation of such output distribution.
The novelty of the technique relies on tracking the mean
of such a distribution using a split detector. Note that
conventional weak-value techniques consist on measuring
a shift of shape-preserved distributions [9, 11–13, 15, 16],
and standard interferometric techniques consist on mea-
suring power changes at the optical outputs (measure-
ments of the number of fringes in a dark port, Homodyne
detection, etc.).
The mean of the distribution takes the form
⟨z⟩ = ∫ ∞−∞ z ⋅ Iout dz∫ ∞−∞ Iout dz = kσ
2 sinφ
ek2σ2/2 − cosφ ≈ 2φk , (1)
meaning that the smaller the misalignment k the larger
the shift of the mean, facilitating the estimate of φ. This
result is a common amplification response of weak-values
techniques. Also, the larger the amplification of the shift⟨z⟩ the lesser the detected laser power, which is approxi-
mately (kσ/2)2 smaller than the total input power to the
interferometer.
If N photons are sent to the interferometer, the shot
noise, using a split detector [33], when estimating the tilt
is given by
∆θSN = ∆φSN√
2k0L
= k
2
√
2k0L
× √pi/2σ√
N(kσ/2)2 = 14√pi ( λL√N ) .
(2)
This lower bound for sensitivity in estimates of the
tilt θ is smaller by a factor of
√
2σ/L with respect to
the equivalent weak-value amplification technique in a
collinear Sagnac configuration [10, 14]. The fact that the
separation of the beams, L/√2, can be much larger than
the beam radius, 2σ, is the principal advantage of using
the modified Sagnac configuration.
We built the optical setup, as shown in Fig. 1, in an
area of approximate 8”x17” on top of a 18”x24” opti-
cal breadboard (Thorlabs B1824F), as shown in Fig. 3.
A plastic cover and 2”-thick insulation foam were used
to avoid air currents and drastic thermal fluctuations.
We note that no active control (cooling or heating) of
the temperature was present in the room where the ex-
periment was performed. A 780 nm laser (New Focus
Tunable Diode Laser 7000) was fiber-coupled far out-
side from the setup to avoid constant heating. 1.2 mW
of continuous-wave power was fed to the interferometer
through a single-mode optical fiber. The system was
put on top of an active vibration cancellation platform
(TMC Everstill K-400) to improve stability in the 1-10
Hz range. In addition, the whole system was on top of a
large concrete pillar resting on sand and isolated from the
building. The output differential electrical signal of the
split detector (upper minus lower quadrants of the QPD
in Fig. 1, Newport 2901) was sent to two, connected-
in-series, low-noise voltage preamplifiers (Standard Re-
search Systems SR560) for low-pass frequency filtering
and amplification. The output signal was recorded using
an oscilloscope connected to a computer. The beam’s
diameter (4σ) was about 1 mm. The total detected
power was about 8.8 times smaller than the power de-
tected when the output was set at the bright port, i.e.(kσ/2)2 ∼ 0.1. This means that the misalignment angle
was about k/k0 ∼ 0.3 mrad.
Figure 4 shows the result of the measurements. First,
a sinusoidal signal of 321 µV peak-to-peak at 30 Hz was
applied to the piezo actuator, inducing a 1.6 nrad peak-
to-peak tilt in the mirror. The manual-given value of 5.0
µrad/V was used for the piezo response. The output dif-
ferencing signal was filtered using low-noise preamplifiers
as 6 dB/oct rolloff band-pass filters between 30 mHz and
300 Hz, and with 100-folded amplification. A 10-minute
3FIG. 3. Three-dimensional schematic of the experimental de-
sign. The optical configuration is enclosed using a plastic
cover and insulation foam, which are cut away in the drawing
to show the interior of the design. No all optical elements are
shown.
raw signal was recorded on the computer using a 1 kHz
acquisition rate on the oscilloscope. The Fast Fourier
Transform (FFT) of the time-signal is shown in dotted
blue in Fig. 4. The technique is nearly shot-noise lim-
ited for frequencies larger than 2 Hz, having a noise floor
of about 200 frad/
√
Hz. The shot-noise (∼56 frad/√Hz)
for our protocol is calculated using eq. (2) and is plotted
in solid green, where L ∼ 2.0 cm. The noise floor corre-
sponds to a mirror’s differential displacement of about
(200 frad/
√
Hz)x(2.0 cm)∼4.0 fm/√Hz, and the shot-
noise limit to ∼1.1 fm/√Hz.
We observed that the system dramatically deviates
from the shot-noise limit for low frequencies (¡1 Hz). The
piezo controller and the function generator feeding the
reference signal contributed to slow drift and instability,
respectively. In order to evaluate the true performance
of the technique to external tilts, all electronics feeding
the piezo stack were turned off. The result is shown in
dashed red. Such a spectrum corresponds to a 40-hour
run taken by combining 240, back-to-back acquired, 10-
min runs. For this case, the low-noise preamplifiers were
set as 6 dB/oct rolloff low-pass filters at 300 Hz and 20-
folded amplification. The acquisition rate on the oscillo-
scope was 20 Hz 1. The noise floor of the device presents
a plateau of ∼70 prad/√Hz between 2 and 100 mHz for
the mirror’s frequency. The noise floor goes up to a value
of ∼7 nrad/√Hz at a mirror frequency of 10 µHz. The
low-frequency noise is a mixture of different sources, such
1 Note that the peak value of the reference peak takes the value∼1.6 nrad/√1kHz/5 in the plot since the spectra are shown using
the Matlab function smooth with a moving average filter of five.
The exact value of the peak was used to set the scale of the plot
when setting the moving average filter to one (no smoothing).
The red curve was taken without a reference signal so it was
aligned to the blue curve at 10 Hz when the moving average
filter was 1000.
as thermal fluctuations or gradients, and external vibra-
tions.
The information of the tilt θ is carried by the phase
difference between the paths, φ = √2k0Lθ. The right
hand scale in Fig. 4 is the phase spectral density, where
the shot-noise limit is given by ∆φSN ≈ 13 nrad/√Hz.
The linear response of the tilt sensor was verified down
to the applied reference voltage of 321 µV (lower data
point in inset of Fig. 4).
Our proposed technique corresponds to the classical
optical version of a inverse weak value protocol [34]. The
quantum description consists of the following steps: 1)
A qubit and a continuous degree of freedom (meter)
are prepared in a separable state. We use as a qubit
the which-path degree of freedom in the interferome-
ter (clockwise ∣ ⤾⟩ and counter-clockwise ∣ ⟲⟩), and
as the meter the vertical transverse coordinate of the
TEM00 laser mode. The initial global state is given as∣i⟩ ⊗ ∣Ψ⟩, where ∣i⟩ = (∣ ⤾⟩ + ∣ ⟲⟩)/√2 is the beam’s
state right after entering the interferometer, and ∣Ψ⟩ =(√2piσ)−1/2 ∫ ∞−∞ dz e−z2/4σ2 ∣z⟩. 2) The qubit and the me-
ter are weakly coupled via the interaction e−igσˆ3⊗zˆ, where
σˆ3 is the third Pauli’s matrix and g is the interaction
strength. In our protocol 2g = k is the beams’ mis-
alignment (effective vertical momentum kick difference
between paths) which induces the bi-modal distribution,
and σ3 = ∣ ⤾⟩⟨⤾ ∣ − ∣ ⟲⟩⟨⟲ ∣. 3) Finally, the qubit
is post-selected to the state ∣f⟩ = (∣⤾⟩ − eiφ∣⟲⟩)/√2,
and the shift in the mean of the meter degree of free-
dom is measured from the events succeeding the post-
selection. In our case, the post-selection is done by track-
ing the dark port of the interferometer where the phase
φ = √2k0Lθ carries the information of the tilt.
The final state of the meter takes the form,
∣Ψf ⟩ = 1√
P
⟨f ∣e−igσˆ3⊗zˆ ∣i⟩∣Ψ⟩
= ⟨f ∣i⟩√√
2piσP
∫ ∞−∞ dz [cos(kz/2) − i sin(kz/2)σw] e−z2/4σ2 ∣z⟩,
where σw is the weak value of σ3 for pre-selection ∣i⟩
and post-selection ⟨f ∣, and P is the probability of post-
selection, i.e.
σw = ⟨f ∣σˆ3∣i⟩⟨f ∣i⟩ = −i cot(φ/2), and (3)
P ≈ sin2(φ/2) + (kσ/2)2 cos(φ), (4)
where we have assumed a weak qubit-meter interaction,
kσ ≪ 1.
The expectation value of the coordinate z in the post-
selection surviving meter events is shifted by the amount,
⟨z⟩ = ⟨Ψf ∣zˆ∣Ψf ⟩ ≈ 2kσ2 sin(φ)
4 sin2(φ/2) + k2σ2 cos(φ) . (5)
The metrological technique of our presented experi-
ment is known as inverse weak value amplification [34].
4FIG. 4. Mirror’s tilt (left scale) and relative phase in the interferometer (right scale) spectral densities. The dotted blue curve
corresponds to the FFT of a 10-minute run with a reference tilt signal of 1.6 nrad at 30 Hz. The dashed red curve corresponds
to the FFT of a 40-hour run without any reference signal to avoid electronic noise caused by the function generator and the
piezo controller. Inset: Linear response of the tilt sensor for different applied voltages to the piezo actuator.
This approach is defined when kσ∣σw ∣ ≫ 1 or φ/2 ≪ kσ ≪
1. For such a case, the backaction on the meter of the pre-
and post-selection process overcomes the one of the weak
qubit-meter intermediate interaction. As a result, the
input Gaussian distribution for ∣Ψ⟩ is highly disturbed
and a bimodal distribution (as shown in Fig. 2) is ob-
tained. The mean of the distribution is given by ⟨z⟩ ≈−(4/k)[Im(σw)/∣σw ∣2] ≈ 2φ/k (see Eq. 1), and the prob-
ability of post-selection takes the form P ≈ (kσ/2)2. The
best known (or most used for parameter estimation) to
date of the post-selected weak measurements techniques
is weak-value amplification (WVA) [35]. This technique
consists in the case where the interaction k is very small
and post-selection is used to estimate it. In such a case,
where kσ∣σw ∣ ≪ 1 or kσ ≪ φ/2 ≪ 1, the final state for
the meter, ∣Ψf ⟩, remains as a Gaussian distribution but
shifted by an amount ⟨z⟩ ≈ −kσ2Im(σw) ≈ 2kσ2/φ. The
probability for success of the post-selection takes the form
P ≈ sin2 (φ/2).
In summary, we have presented an inverse-weak-value
amplification metrological technique for precision mea-
surements of ultra-small tilts inside a modified Sagnac
interferometer. The simplicity and lack of a demand-
ing detection protocol (one split detector is used) of the
technique promises advantages over other interferometric
techniques. Our best reported result is of a differential
displacement noise-floor of ∼4 fm/√Hz for frequencies
above 2 Hz. We believe this approach is a good can-
didate for experiments related to gravity measurements
where good performance at low frequencies is required.
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