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Abstract. In this paper, we study the blow – up of solutions to the semilinear Moore – Gibson –
Thompson (MGT) equation with nonlinearity of derivative type |ut|
p in the conservative case. We
apply an iteration method in order to study both the subcritical case and the critical case. Hence,
we obtain a blow – up result for the semilinear MGT equation (under suitable assumptions for
initial data) when the exponent p for the nonlinear term satisfies 1 < p 6 (n+1)/(n− 1) for n > 2
and p > 1 for n = 1. In particular, we find the same blow – up range for p as in the corresponding
semilinear wave equation with nonlinearity of derivative type.
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1. Introduction
Over the last years, the Moore – Gibson – Thompson (MGT) equation (cf. [26, 41]), a linearization
of a model for the wave propagation in viscous thermally relaxing fluids, has been studied by several
authors (see, for example, [9, 16, 15, 24, 14, 23, 4, 7, 22, 8, 21, 33, 3, 6, 34]).
This model is realized through the third order hyperbolic equation
τuttt + utt − c
2∆u− b∆ut = 0. (1.1)
In the physical context of acoustic waves, the unknown function u = u(t, x) denotes the scalar acoustic
velocity, c denotes the speed of sound and τ denotes the thermal relaxation. Besides, the coefficient
b = βc2 is related to the diffusivity of the sound with β ∈ (0, τ ]. Let us point out that there is
the transition from a linear model that can be described in the case of bounded domains with an
exponentially stable strongly continuous semigroup in the case 0 < β < τ to the limit case β = τ ,
where the exponential stability of a semigroup is lost and it holds the conservation of a suitable defined
energy (see [16, 24]). For this reason, we will refer to the limit case β = τ as to the conservative case
throughout this paper.
We consider the semilinear Cauchy problem for MGT equation in the conservative case with
nonlinearity of derivative type, namely,{
βuttt + utt −∆u − β∆ut = |ut|
p, x ∈ Rn, t > 0,
(u, ut, utt)(0, x) = ε(u0, u1, u2)(x), x ∈ R
n,
(1.2)
where p > 1 and ε is a positive parameter describing the size of initial data. Note that, for the
sake of simplicity, we normalized the speed of the sound by putting c2 = 1. We are interested in
investigating the blow – up in finite time of local (in time) solutions under suitable sign assumptions
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for the Cauchy data regardless of their size. Let us underline that, while the MGT equation has been
widely investigated in the case of bounded domains via semigroups theory, very few results concerning
nonlinear Cauchy problems for MGT equation are available up to the knowledge of the authors. In [35],
the semilinear Cauchy problem with nonlinearity ∂t
(
k(ut)
2 + |∇u|2
)
is considered in the dissipative
case 0 < τ < β, where k is a suitable constant. More precisely, a global existence result for small
data solutions is proved providing that initial data are sufficiently regular and satisfy certain integral
relations (cf. [35, Theorem 5.1]). Moreover, a blow – up result for the conservative case with power
nonlinearity can be found in [5].
Let us provide some results which are related to our model (1.2). By choosing β = 0, we find
that (1.2) corresponds formally to the semilinear wave equation{
utt −∆u = |ut|
p, x ∈ Rn, t > 0,
(u, ut)(0, x) = ε(u0, u1)(x), x ∈ R
n,
(1.3)
where p > 1. According to [13, 38, 25, 37, 36, 1, 10, 42, 45, 11] the critical exponent of (1.3) is the so
– called Glassey exponent pGla(n)
.
= (n+1)/(n− 1). Moreover, the sharp behavior of the lifespan T (ε)
of local (in time) solutions to (1.3) with respect to a sufficiently small parameter ε > 0 is given by
T (ε) ≈
{
Cε−(
1
p−1−
n−1
2 )
−1
if 1 < p < pGla(n),
exp
(
Cε−(p−1)
)
if p = pGla(n).
The main result of this paper consists of a blow – up result for (1.2) when the power of the
nonlinear term is in the sub – Glassey range (including the case p = pGla(n)).
In order to prove this result, we are going to apply an iterative argument for a suitable time
– dependent functional, which depends on a local (in time) solution to (1.2). For the choice of the
functional we follow [18] whereas concerning the iteration procedure we use some key ideas from [5],
where a technique to deal with an unbounded exponential multiplier in the iteration frame is developed.
This approach is based on the idea of slicing the interval of integration and it has been introduced by
Takamura and coauthors in the study of critical cases for wave models (see [2, 39, 40, 43] for example).
Recently, many papers have been devoted to the study of blow – up results for semilinear second order
hyperbolic models with the aid of a time dependent multipliers. The first paper in this direction is [17]
followed then by [18, 19, 28, 29, 30, 12]. In these papers, the time – dependent multiplier is bounded
by positive constants from above and from below and it is used to study semilinear damped wave
models with time – dependent coefficients for the damping terms in the scattering producing case. On
the other hand, the case of unbounded time – dependent multipliers is considered for semilinear wave
models with scale – invariant damping and mass terms in [20, 18, 31, 27, 32].
Before stating the main result of this paper, let us introduce a suitable notion of energy solutions
to the Cauchy problem (1.2).
Definition 1.1. Let (u0, u1, u2) ∈ H
2(Rn)×H1(Rn)×L2(Rn). We say that u is an energy solution of
(1.2) on [0, T ) if
u ∈ C([0, T ), H2(Rn)) ∩ C1([0, T ), H1(Rn)) ∩ C2([0, T ), L2(Rn)) such that ut ∈ L
p
loc([0, T )× R
n)
satisfies u(0, ·) = εu0 in H
2(Rn) and the integral relation
β
∫
Rn
utt(t, x)φ(t, x) dx +
∫
Rn
ut(t, x)φ(t, x) dx − βε
∫
Rn
u2(x)φ(0, x) dx − ε
∫
Rn
u1(x)φ(0, x) dx
+ β
∫ t
0
∫
Rn
(∇ut(s, x) · ∇φ(s, x) − utt(s, x)φt(s, x)) dxds
+
∫ t
0
∫
Rn
(∇u(s, x) · ∇φ(s, x) − ut(s, x)φt(s, x)) dxds
=
∫ t
0
∫
Rn
|ut(s, x)|
pφ(s, x) dxds (1.4)
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for any φ ∈ C∞0 ([0, T )× R
n) and any t ∈ (0, T ).
Applying further steps of integration by parts in (1.4), we get
β
∫
Rn
(
utt(t, x)φ(t, x) − ut(t, x)φt(t, x)− u(t, x)∆φ(t, x) + u(t, x)φtt(t, x)
)
dx
+
∫
Rn
(
ut(t, x)φ(t, x) − u(t, x)φt(t, x)
)
dx
− βε
∫
Rn
(
u2(x)φ(0, x) − u1(x)φt(0, x)− u0(x)∆φ(0, x) + u0(x)φtt(0, x)
)
dx
− ε
∫
Rn
(
u1(x)φ(0, x) − u0(x)φt(0, x)
)
dx
+
∫ t
0
∫
Rn
u(s, x)
(
− βφttt(s, x) + φtt(s, x) −∆φ(s, x) + β∆φt(s, x)
)
dxds
=
∫ t
0
∫
Rn
|ut(s, x)|
pφ(s, x) dxds.
Letting t→ T , we find that u fulfills the definition of weak solution to (1.2).
We now state our main result.
Theorem 1.1. Let us consider p > 1 such that{
p <∞ if n = 1,
p 6 pGla(n) if n > 2.
Let (u0, u1, u2) ∈ H
2(Rn)×H1(Rn)×L2(Rn) be nonnegative and compactly supported functions with
supports contained in BR for some R > 0 such that u1 or u2 is not identically zero.
Let u be the energy solution to the Cauchy problem (1.2) with lifespan T (ε) satisfying
suppu(t, ·) ⊂ Bt+R for any t ∈ (0, T ).
Then, there exists a positive constant ε0 = ε0(u0, u1, u2, n, p, R, β) such that for any ε ∈ (0, ε0] the
solution u blows up in finite time. Furthermore, the upper bound estimate for the lifespan
T (ε) 6
{
Cε−(
1
p−1−
n−1
2 )
−1
if 1 < p < pGla(n),
exp
(
Cε−(p−1)
)
if p = pGla(n),
holds, where C > 0 is an independent of ε constant.
Remark 1.1. We point out that the solution to the linear Cauchy problem for MGT equation{
βuttt + utt −∆u − β∆ut = F (t, x), x ∈ R
n, t > 0,
(u, ut, utt)(0, x) = ε(u0, u1, u2)(x), x ∈ R
n,
(1.5)
fulfills the inhomogeneous wave equation{
utt −∆u = ε e
−t/β(u2(x) −∆u0(x)) + 1/β
∫ t
0
e(τ−t)/βF (τ, x) dτ, x ∈ Rn, t > 0,
(u, ut)(0, x) = ε(u0, u1)(x), x ∈ R
n.
(1.6)
Thus, we claim that suppu(t, ·) ⊂ Bt+R, if we assume for some R > 0 that suppuj ⊂ BR for any
j = 0, 1, 2 and suppF (t, ·) ⊂ Bt+R for any t > 0. Indeed, the source term
f(t, x) = ε e−t/β(u2(x) −∆u0(x)) + 1/β
∫ t
0
e(τ−t)/βF (τ, x) dτ
in (1.6) has support contained in the forward cone {(t, x) : |x| 6 t+R} under these assumptions and
we can use the property of finite speed of propagation for the classical wave equation. Therefore, the
support condition in Theorem 1.1 for a local in time solution to (1.2) is meaningful.
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Notation: We give some notations to be used in this paper. We write f . g when there exists a
positive constant C such that f 6 Cg. Moreover, we write g . f . g by f ≈ g. BR denotes the ball
around the origin with radius R in Rn. Finally, as in the introduction, pGla(n) denotes the Glassey
exponent.
2. Blow – up result in the subcritical case
2.1. Iteration frame
Let us consider the eigenfunction Φ of the Laplace operator on the whole space
Φ(x)
.
= ex + e−x if n = 1,
Φ(x)
.
=
∫
Sn−1
ex·ω dσω if n > 2,
for any x ∈ Rn. This function has been employed in the study of blow – up results for the semilinear
wave model in the critical case in [44]. The function Φ is positive and smooth and satisfies the following
remarkable properties:
∆Φ = Φ, (2.7)
Φ(x) ∼ |x|−
n−1
2 ex as |x| → ∞. (2.8)
Hence, we define the function with separate variables Ψ = Ψ(t, x)
.
= e−tΦ(x). Therefore, Ψ is a
solution of the adjoint equation to the homogeneous linear MGT equation, namely,
−β ∂3tΨ+ ∂
2
tΨ−∆Ψ+ β∆∂tΨ = 0. (2.9)
By using the asymptotic behavior of Ψ (cf. [18, Equation (3.5)]), it follows that there exists a constant
C1 = C1(n,R) > 0 such that∫
Bt+R
Ψ(t, x)dx 6 C1(t+R)
(n−1)/2 for any t > 0. (2.10)
Moreover, modifying slightly the proof of Theorem 3.1 in [5] one can prove the existence of local
in time energy solutions with support contained in the forward cone {(t, x) ∈ [0, T )×Rn : |x| 6 t+R}
for any p > 1 such that p 6 n/(n− 2) when n > 3, if (u0, u1, u2) ∈ H
2(Rn) ×H1(Rn) × L2(Rn) are
compactly supported functions with supports contained in BR for some R > 0.
Since u is supported in a forward cone, we may apply the definition of energy solution even
though the test function is not compactly supported. So, applying the definition of energy solution
with Ψ as test function in (1.4), we get for any t ∈ (0, T )∫ t
0
∫
Rn
|ut(s, x)|
pΨ(s, x)dxds = β
∫
Rn
utt(t, x)Ψ(t, x)dx +
∫
Rn
ut(t, x)Ψ(t, x)dx
− βε
∫
Rn
u2(x)Φ(x)dx − ε
∫
Rn
u1(x)Φ(x)dx
+ β
∫ t
0
∫
Rn
(
∇ut(s, x) · ∇Ψ(s, x)− utt(s, x)Ψt(s, x)
)
dxds
+
∫ t
0
∫
Rn
(
∇u(s, x) · ∇Ψ(s, x)− ut(s, x)Ψt(s, x)
)
dxds. (2.11)
Consequently, performing integration by parts in (2.11) and employing the properties of Ψ, we find∫ t
0
∫
Rn
|ut(s, x)|
pΨ(s, x)dxds =
∫
Rn
(
βutt(t, x) + (β + 1)ut(t, x) + u(t, x)
)
Ψ(t, x) dx
− ε
∫
Rn
(
βu2(x) + (β + 1)u1(x) + u0(x)
)
Φ(x) dx. (2.12)
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Let us introduce
Iβ [u0, u1, u2]
.
=
∫
Rn
(
βu2(x) + (β + 1)u1(x) + u0(x)
)
Φ(x) dx,
F1(t)
.
=
∫
Rn
ut(t, x)Ψ(t, x) dx.
The functional F1 will play a central role in the iteration argument, as it is the time – dependent
quantity that blows up in finite time or, in other words, it is the function that will be estimated from
below iteratively. By using these notations, we may rewrite (2.12) as
βF ′1(t) + (2β + 1)F1(t) +
∫
Rn
u(t, x)Ψ(t, x) dx =
∫ t
0
∫
Rn
|ut(s, x)|
pΨ(s, x) dxds+ εIβ [u0, u1, u2].
(2.13)
Furthermore, the differentiation of (2.13) with respect to t provides
βF ′′1 (t) + (2β + 1)F
′
1(t) + F1(t)−
∫
Rn
u(t, x)Ψ(t, x) dx =
∫
Rn
|ut(t, x)|
pΨ(t, x) dx. (2.14)
Adding up (2.13) with (2.14), we immediately obtain
βF ′′1 (t) + (3β + 1)F
′
1(t) + (2β + 2)F1(t)
=
∫ t
0
∫
Rn
|ut(s, x)|
pΨ(s, x) dxds+
∫
Rn
|ut(t, x)|
pΨ(t, x) dx + εIβ [u0, u1, u2]. (2.15)
Next, let us set
G(t)
.
= F ′1(t) + 2F1(t)− (β + 1)
−1
∫ t
0
∫
Rn
|ut(s, x)|
pΨ(s, x) dxds− ε(β + 1)−1Jβ [u1, u2],
where
Jβ [u1, u2]
.
=
∫
Rn
(
βu2(x) + (β + 1)u1(x)
)
Φ(x) dx.
The auxiliary functional G, together with H whose definition is going to be introduced in few lines,
is important to derive a first lower bound estimate for F1 and the iteration frame for F1. Employing
(2.15) and the nonnegativity of u0, we arrive at
βG′(t) + (β + 1)G(t) = (β + 1)−1
∫
Rn
|ut(t, x)|
pΨ(t, x) dx+ ε
∫
Rn
u0(x)Φ(x) dx > 0,
which implies in turn
G(t) > e−(1+1/β)tG(0) = ε(β + 1)−1e−(1+1/β)t
∫
Rn
u2(x)Φ(x) dx > 0,
where we used the nonnegativity of u2.
Combining the definition of G into the inequality G(t) > 0, we get
F ′1(t) + 2F1(t) > (β + 1)
−1
∫ t
0
∫
Rn
|ut(s, x)|
pΨ(s, x) dxds+ ε(β + 1)−1Jβ [u1, u2]
.
= H(t). (2.16)
This leads to
F1(t) > e
−2tF1(0) +
ε
2(β + 1)
Jβ[u1, u2]
(
1− e−2t
)
=
ε
2
(
1 + e−2t
) ∫
Rn
u1(x)Φ(x) dx +
εβ
2(β + 1)
(
1− e−2t
) ∫
Rn
u2(x)Φ(x) dx
>
ε
2
∫
Rn
u1(x)Φ(x) dx +
εβ
2(β + 1)
(
1− e−1
) ∫
Rn
u2(x)Φ(x) dx
.
= C2ε (2.17)
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for any t > 1/2. Here we remark that we may guarantee that C2 > 0 because we assumed that at
least one among the nonnegative function u1 or u2 does not vanish identically. By Ho¨lder’s inequality
and (2.10), we have
(1 + β)H ′(t) > C1−p1 (t+R)
−(n−1)(p−1)/2(F1(t))
p.
Thus, integrating the above inequality over [0, t] and using (2.16), we obtain the iteration frame
F1(t) > C3
∫ t
0
e2(τ−t)
∫ τ
0
(s+R)−(n−1)(p−1)/2(F1(s))
pds dτ, (2.18)
where C3
.
= C1−p1 /(1 + β). We point out that in order to get (2.18) we used the conditions H(0) > 0
and F1(0) > 0.
The combination of (2.17) and (2.18) shows
F1(t) > C
p
2C3 ε
p
∫ t
1/2
e2(τ−t)
∫ τ
1/2
(s+R)−(n−1)(p−1)/2ds dτ
> Cp2C3 ε
p(t+R)−(n−1)(p−1)/2
∫ t
t/2
e2(τ−t) (τ − 1/2)dτ
> 4−1Cp2C3 ε
p(t+R)−(n−1)(p−1)/2(t− 1)
(
1− e−t
)
.
for t > 1. In particular, for t > 1 the factor containing the exponential function in the last line of the
previous chain of inequalities can be estimate from below by a constant, namely,
F1(t) > K0(t+R)
−α0 (t− 1)γ0 for any t > 1, (2.19)
where the multiplicative constant is K0
.
= Cp2C3(1 − e
−1) εp/4 and the exponents are defined by
α0
.
= (n− 1)(p− 1)/2 and γ0
.
= 1.
2.2. Iteration argument
The previous subsection is devoted to determine the iteration frame and a first lower bound for F1.
Our next goal is to derive a sequence of lower bounds for F1 by using (2.18). More precisely, we prove
that
F1(t) > Kj(t+R)
−αj (t− Lj)
γj for any t > Lj, (2.20)
where {Kj}j∈N, {αj}j∈N and {γj}j∈N are sequences of nonnegative real numbers that will be deter-
mined throughout this subsection and {Lj}j∈N is the sequence of the partial products of the infinite
product
∞∏
k=0
ℓk with ℓk
.
= 1 + p−k for any k ∈ N,
that is,
Lj
.
=
j∏
k=0
ℓk for any j ∈ N.
Clearly (2.19) implies (2.20) for j = 0. We are going to show (2.20) via an inductive argument. Also,
it remains to verify only the inductive step. Let us assume that (2.20) hols for j > 0. Then, in order
to prove the inductive step, we shall prove (2.20) for j + 1. After shrinking the domain of integration
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in (2.18), if we plug (2.20) in (2.18), we find
F1(t) > C3K
p
j
∫ t
Lj
e2(τ−t)
∫ τ
Lj
(s+R)−(n−1)(p−1)/2−αjp(s− Lj)
γjpds dτ
> C3K
p
j (t+R)
−(n−1)(p−1)/2−αjp
∫ t
Lj
e2(τ−t)
∫ τ
Lj
(s− Lj)
γjpds dτ
>
C3K
p
j
γjp+ 1
(t+R)−(n−1)(p−1)/2−αjp
∫ t
t/ℓj+1
e2(τ−t)(τ − Lj)
γjp+1dτ
for any t > Lj+1. We point out that in the last step we could restrict the domain of integration with
respect to τ from [Lj , t] to [t/ℓj+1, t] since t > Lj+1 and ℓj+1 > 1 imply the inequality Lj 6 t/ℓj+1 < t.
Also,
F1(t) >
C3K
p
j
2(γjp+ 1)ℓ
γjp+1
j+1
(t+R)−(n−1)(p−1)/2−αjp(t− Lj+1)
γjp+1
(
1− e2t(1/ℓj+1−1)
)
for any t > Lj+1. We observe that for t > Lj+1 > ℓj+1 it is possible to estimate
1− e2t(1/ℓj+1−1) > 1− e−2(ℓj+1−1) > 2(ℓj+1 − 1)(2− ℓj+1)
> 2(pj+1 − 1)p−2(j+1) > 2(p− 1)p−2(j+1). (2.21)
Thus, for any t > Lj+1 we have proved
F1(t) >
(p− 1)p−2(j+1)C3K
p
j
(γjp+ 1)ℓ
γjp+1
j+1
(t+R)−(n−1)(p−1)/2−αjp(t− Lj+1)
γjp+1,
which is exactly (2.20) for j + 1, provided that
Kj+1
.
=
(p− 1)p−2(j+1)C3K
p
j
(γjp+ 1)ℓ
γjp+1
j+1
, αj+1
.
=
1
2
(n− 1)(p− 1) + αjp, γj+1
.
= γjp+ 1.
By using recursively the previous relations for αj and γj it is easy to get
αj = p
j
(
α0 +
n−1
2
)
− n−12 ,
γj = p
j
(
γ0 +
1
p−1
)
− 1p−1 .
Besides, the inequality γj−1p+ 1 = γj 6 p
j
(
γ0 +
1
p−1
)
implies immediately
Kj > (p− 1)C3
(
γ0 +
1
p−1
)−1
Kpj−1p
−3jℓ
−γj
j .
Due to the choice of ℓj, it holds
lim
j→∞
ℓ
γj
j = limj→∞
exp
((
γ0 +
1
p−1
)
pj log
(
1 + p−j
))
= eγ0+1/(p−1).
Therefore, there exists a suitable constant M = M(n, p) > 0 such that ℓ
−γj
j > M for any j ∈ N. So,
combining this inequality with the previous estimate from below of Kj, we have
Kj > (p− 1)MC3
(
γ0 +
1
p−1
)−1
︸ ︷︷ ︸
.
=D
Kpj−1p
−3j for any j ∈ N.
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If we apply the logarithmic function to both sides of the inequality Kj > DK
p
j−1p
−3j and we use
iteratively the resulting inequality, we obtain
logKj > p
j logK0 − 3
(
j−1∑
k=0
(j − k)pk
)
log p+
(
j−1∑
k=0
pk
)
logD
> pj
(
logK0 −
3p log p
(p− 1)2
+
logD
p− 1
)
+
3j log p
p− 1
+
3p log p
(p− 1)2
−
logD
p− 1
for any j ∈ N, where in the second step we use the identity
j−1∑
k=0
(j − k)pk =
1
p− 1
(
pj+1 − p
p− 1
− 1
)
.
Let j0 = j0(n, p) ∈ N be the smallest nonnegative integer such that
j0 >
logD
3 log p
−
p
p− 1
.
Then, for any j > j0 it results
logKj > p
j log
(
D1/(p−1)p−3p/(p−1)
2
K0
)
= pj log(Eεp)
for a suitable positive constant E = E(n, p).
Let us denote
L
.
= lim
j→∞
Lj =
∞∏
j=0
ℓj ∈ R.
Thanks to ℓj > 1, it holds Lj ↑ L as j →∞. In particular, (2.20) holds for any j ∈ N and any t > L.
Combining the above results and using the explicit representation for αj and γj , we get
F1(t) > exp
(
pj log(Eεp)
)
(t+R)−αj (t− L)γj
> exp
(
pj
(
log(Eεp)−
(
α0 +
n−1
2
)
log(t+R) +
(
γ0 +
1
p−1
)
log(t− L)
))
× (t+R)(n−1)/2(t− L)−1/(p−1)
for any j > j0 and any t > L.
Then, since for t > max{R, 2L} we may estimate R+ t 6 2t and t− L > t/2, we find
F1(t) > exp
(
pj log
(
E1ε
ptγ0+
1
p−1−(α0+
n−1
2 )
))
(t+ R)n(t− L)−1/(p−1) (2.22)
for any j > j0, where E1
.
= 2−(α0+(n−1)/2+γ0+1/(p−1))E. We rewrite the exponent for t in the last
inequality as follows:
γ0 +
1
p−1 −
(
α0 +
n−1
2
)
= p2(p−1) ((n+ 1)− (n− 1)p) =
p((n+1)−(n−1)p)
2(p−1) .
We notice that for 1 < p < pGla(n) (respectively, for 1 < p when n = 1), this exponent for t is positive.
Let us fix ε0 = ε0(u0, u1, u2, n, p, R, β) > 0 such that
ε
−
2(p−1)
(n+1)−(n−1)p
0 > E
2(p−1)
p((n+1)−(n−1)p)
1 max{R, 2L}.
Also, for any ε ∈ (0, ε0] and any t > E2ε
−
2(p−1)
(n+1)−(n−1)p , where E2
.
= E
−
2(p−1)
p((n+1)−(n−1)p)
1 , we have
t > max{R, 2L} and log
(
E1ε
pt
p((n+1)−(n−1)p)
2(p−1)
)
> 0.
Consequently, for any ε ∈ (0, ε0] and any t > E2ε
−
2(p−1)
(n+1)−(n−1)p letting j → ∞ in (2.22) we find that
the lower bound for F1 blows up. So, for any ε ∈ (0, ε0] the functional F1 has to blow up in finite time
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too and, furthermore, the lifespan of the local solution u can be estimated from above in the following
way:
T (ε) 6 Cε−(
1
p−1−
n−1
2 )
−1
.
We completed the proof of Theorem 1.1 in the case 1 < p < pGla(n). In the next section we will
investigate the blow – up dynamic in the case p = pGla(n).
3. Blow – up result in the critical case
3.1. Iteration frame
From the last section, we know that the first lower bound for functional F1 is given by
F1(t) > C2ε
for any t > 1/2, with a positive constant C2.
In this section, we consider the case p = pGla(n) = (n + 1)/(n− 1) when n > 2. In this special
case, the iteration frame (2.18) takes the form
F1(t) > C3
∫ t
0
e2(τ−t)
∫ τ
0
(s+R)−1(F1(s))
pds dτ
> C4
∫ t
1
e2(τ−t)
∫ τ
1
(F1(s))
p
s
ds dτ (3.23)
for some suitable positive constant C4 and for any t > 1.
3.2. Iteration argument
Analogously to what we did in Subsection 2.2 we derive now a sequence of lower bounds for F1 by
using the iteration frame (3.23). More specifically, we want to show that
F1(t) > Qj (log(t/Lj))
σj for any t > Lj , (3.24)
where {Qj}j∈N and {σj}j∈N are sequences of nonnegative real numbers to be determined and {Lj}j∈N
is defined as in Section 2. When j = 0, we have Q0
.
= C2ε and σ0
.
= 0 according to (2.17).
As in the subcritical case, we are going to prove (3.24) by using an inductive argument. We
assume the validity of (3.24) for j > 0 and we have to prove it for j+1, prescribing the values of Qj+1
and of σj+1. Shrinking the domain of integration in (3.23) and plugging (3.24) in (3.23), we obtain
F1(t) > C4Q
p
j
∫ t
Lj
e2(τ−t)
∫ τ
Lj
(log(s/Lj))
σjp
s
ds dτ
>
C4Q
p
j
σjp+ 1
∫ t
Lj
e2(τ−t)(log(τ/Lj))
σjp+1dτ
for any t > Lj+1. Since for t > Lj+1 it holds Lj 6 t/ℓj+1, a restriction of the domain of integration
in the last inequality yields
F1(t) >
C4Q
p
j
σjp+ 1
∫ t
t/ℓj+1
e2(τ−t)(log(τ/Lj))
σjp+1dτ
>
C4Q
p
j
σjp+ 1
(log(t/Lj+1))
σjp+1
∫ t
t/ℓj+1
e2(τ−t)dτ
>
C4Q
p
j
2(σjp+ 1)
(log(t/Lj+1))
σjp+1
(
1− e2t(1/ℓj+1−1)
)
>
C4Q
p
j (p− 1)p
−2(j+1)
σjp+ 1
(log(t/Lj+1))
σjp+1,
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where we used once again (2.21) in the last inequality. So, we proved (3.24) for j + 1, provided that
Qj+1
.
=
C4Q
p
j (p− 1)p
−2(j+1)
σjp+ 1
, σj+1
.
= σjp+ 1.
Repeating the same procedure seen in Section 2, we get easily
σj =
pj−1
p−1 ,
Qj > C4(p− 1)
2p−3jQpj−1
.
= D˜p−3jQpj−1.
Hence, applying again the monotonicity of the logarithmic function, in this case to the inequality
Qj > D˜p
−3jQpj−1, we derive
logQj > p
j
(
logQ0 −
3p log p
(p− 1)2
+
log D˜
p− 1
)
+
3j log p
p− 1
+
3p log p
(p− 1)2
−
log D˜
p− 1
for any j ∈ N. Let j1 = j1(n, p) ∈ N be the smallest nonnegative integer such that
j1 >
log D˜
3 log p
−
p
p− 1
.
Then, for any j > j1 it results
logQj > p
j log
(
D˜1/(p−1)p−3p/(p−1)
2
Q0
)
= pj log(E˜ε)
for a suitable positive constant E˜ = E˜(n, p). Let us recall that L denotes the monotonic limit of the
sequence {Lj}j∈N. Therefore, we have that (3.24) holds for any j ∈ N and any t > L.
Thus, applying the explicit representation for σj , we arrive at
F1(t) > exp
(
pj log(E˜ε)
)
(log(t/L))σj
= exp
(
pj log
(
E˜ε(log(t/L))1/(p−1)
))
(log(t/L))−1/(p−1),
(3.25)
for any j > j1 and any t > L. In this case, we fix ε0 = ε0(u0, u1, u2, n, p, R, β) > 0 in such a way that
exp
(
E˜−p+1ε
−(p−1)
0
)
> 1.
Consequently, for any ε ∈ (0, ε0] and any t > L exp(E˜
−p+1ε−(p−1)), we get
t > L and log
(
E˜ε(log(t/L))1/(p−1)
)
> 0.
Hence, for any ε ∈ (0, ε0] and any t > L exp(E˜
−p+1ε−(p−1)) by letting j →∞ in (3.25) we see that the
lower bound for F1 blows up. Thus, for any ε ∈ (0, ε0] the functional F1 has to blow up in finite time
as well and, besides, the lifespan of the local solution u can be estimated from above in the following
way
T (ε) 6 exp
(
Cε−(p−1)
)
,
for a suitable constant C which is independent of ε. This completes the proof of Theorem 1.1 in the
case p = pGla(n).
4. Final remarks
In Theorem 1.1, we proved a blow – up result for 1 < p 6 pGla(n) under suitable sign and support
assumptions for the Cauchy data. Furthermore, as byproduct of the iteration arguments we obtained
upper bound estimates for the lifespan as well. In particular, we find the same range for p in the blow
– up result as for the semilinear Cauchy problem (1.3), which is known to be sharp in the case of this
last wave model.
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