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(A) We consider measure preserving actions of an infinite, countable (dis-
crete) group Γ on non-atomic standard measure spaces (X,µ), i.e., standard
Borel spaces equipped with a non-atomic probability Borel measure. (All
such measure spaces are isomorphic to ([0, 1], λ), where λ is Lebesgue mea-
sure.) We denote by A(Γ, X, µ) the space of such actions. If a ∈ A(Γ, X, µ)
and γ ∈ Γ, we denote by γa(x) = a(γ, x), the corresponding automorphism
of the space (X,µ). The group Aut(X,µ) admits a canonical Polish topol-
ogy, called the weak topology, which is the topology generated by the maps
T 7→ T (A) (A a Borel subset of X) from Aut(X,µ) to the measure algebra
MALG(X,µ) of (X,µ), equipped with the metric dµ(A,B) = µ(A∆B) and
the corresponding topology. Since A(Γ, X, µ) can be viewed as a subspace of
the produced space Aut(X,µ)Γ, it inherits the product of the weak topology
which we also call the weak topology on A(Γ, X, µ). Note that Aut(X,µ)
acts continuously via conjugation on A(Γ, X, µ): Given S ∈ Aut(X,µ) and
a ∈ A(Γ, X, µ), we let S · a = SaS−1 be the action of Γ for which γSaS−1 =
SγaS−1,∀γ ∈ Γ. Then a, b ∈ A(Γ, X, µ) are conjugate iff they are isomorphic,
in symbols a ∼= b.
Motivated by the concept of weak containment of unitary representations,
we can consider an analogous concept of weak containment of actions (see
Kechris [Ke09], Section 10, (C)). We say, for a ∈ A(Γ, X, µ), b ∈ A(Γ, Y, ν),
that a is weakly contained in b, in symbols
a ≺ b,
if for any Borel sets A1, . . . , An ⊆ X, γ1 . . . γm ∈ Γ and  > 0, there are Borel
sets B1, . . . , Bn ⊆ X such that
|µ(γai (Aj) ∩ Ak)− ν(γbi (Bj) ∩Bk)| < ,
∀i ≤ m, ∀j, k ≤ n.
Alternatively one can see that the following are equivalent for any a ∈
A(Γ, X, µ), b ∈ A(Γ, Y, ν):
(i) a ≺ b,
(ii) a is in the weak closure of {c ∈ A(Γ, X, µ) : c ∼= b}.
If (Y, ν) = (X,µ), these are also clearly equivalent to:
(iii) a is in the weak closure of the conjugacy class of b.
(See Kechris [Ke09], Section 10 (C).)
We say that a, b are weakly equivalent if a ≺ b and b ≺ a. It is easy to see
that ≺ is a partial (pre-)order on A(Γ, X, µ). It was shown independently
by Hjorth (unpublished) and Glasner-Thouvenot-Weiss [GTW] that ≺ has
a largest element (unique up to weak equivalence), which we denote by a∞.
This means that a∞ has dense conjugacy class in A(Γ, X, µ). The action a∞
is obtained by taking the (diagonal) product of a countable dense set {an}
of actions in A(Γ, X, µ), but this hardly gives a concrete representation of
a∞. It is thus of interest to “compute” explicitly such maximum actions for
various groups Γ. We do that below for the free groups Fn. An additional
motivation for this goal is the connection with the theory of costs, which will
be described below.
If Γ is an infinite, residually finite group, then Γ is a dense subgroup of
its profinite completion Γˆ which is defined as the inverse limit of the groups
Γ/N,N  Γ, [Γ : N ] <∞. Clearly Γˆ is a compact Polish group and we let ηˆΓ
be its (normalized) Haar measure, which is clearly non-atomic. The (left-)
translation action of Γ on Γˆ is a measure preserving action of Γ on (Γˆ, ηˆΓ),
which we denote by pΓ. We now have:
Theorem 1 Let 1 ≤ n ≤ ∞ and let Fn be the free group with n generators.
Then the action pFn is maximum in the order ≺ of weak containment of
measure preserving actions of Fn.
We now discuss an application to the theory of costs by showing how
Theorem 1 together with the result in Abert-Nikolov [AN] gives a new method
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for showing that the cost of any free, measure preserving action of Fn (1 ≤
n < ∞) is equal to n, a result originally proved by Gaboriau [G]. (Recall
that an action a ∈ A(Γ, X, µ) is free if γa(x) 6= x, ∀γ 6= 1, µ-a.e. (x).)
Denote by FR(Γ, X, µ) the subspace of A(Γ, X, µ) consisting of the free
actions. For any a ∈ A(Γ, X, µ), we write
xEay ⇔ ∃γ(γa(x) = y),
for the equivalence relation induced by a. We denote by Cµ(Ea) ≡ C(Ea)
the cost of the equivalence relation Ea, see Gaboriau [G]. Finally, we put
Cµ(a) ≡ C(a) = C(Ea).
Then C : A(Γ, X, µ)→ [0,∞]. We now have:
Theorem 2 (Kechris [Ke09], 10.13) If Γ is infinite and finitely generated,
then C|FR(Γ, X, µ) is upper semicontinuous.
Corollary 3 For such Γ, if a, b ∈ FR(Γ, X, µ), then
a ≺ b⇒ C(b) ≤ C(a).
The cost of the group Γ is defined by
C(Γ) = inf{C(a) : a ∈ FR(Γ, X, µ)}.
It thus follows that if a∞ is maximum in the order ≺, then
C(Γ) = C(a∞),
which gives an additional reason for “computing” explicitly a∞. For the case
of the free groups, we now have:
Corollary 4 For 1 ≤ n <∞, C(Fn) = C(pFn).
Now Abert-Nikolov [AN] had already found an explicit calculation of the
cost of pΓ, which is as follows.
Theorem 5 (Abert-Nikolov [AN]) Let Γ be an infinite, finitely generated,
residually finite group and let RG(Γ) be its (absolute) rank gradient:
RG(Γ) = inf
[Γ : H]<∞
d(H)− 1
[Γ: H]
,
where d(H), the rank of H, is the smallest number of generators of H. Then
C(pΓ) = RG(Γ) + 1.
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Now in the case Γ = Fn (1 ≤ n < ∞), it is a standard fact in group
theory that for any H ≤ Γ with [Γ: H] <∞, we have
d(H)− 1
[Γ: H]
= n− 1,
so
C(Fn) = C(pFn) = n.
Also, since clearly for every a ∈ FR(Fn, X, µ), we have C(a) ≤ n, it follows
that C(a) = n, for every a ∈ FR(Fn, X, µ), i.e., Fn has fixed price.
(B) It is now of some interest to investigate for which residually finite
groups Γ the analog of Theorem 1 goes through, i.e., pΓ is maximum in the
order of weak containment. It is also of some interest to investigate the (a
priori) weaker condition that the (diagonal) product action iΓ × pΓ, where
iΓ is the trivial action of Γ (on a non-atomic standard measure space) is
maximum in ≺. Note that pΓ ≺ iΓ × pΓ and iΓ × pΓ is the direct sum of
continuum many copies of pΓ. Moreover C(pΓ) = C(iΓ × pΓ) (see Kechris-
Miller [KM], 18.14). We introduce the following terminology (whose choice
will be explained below).
An infinite, residually finite group Γ has the property MD if iΓ × pΓ is
maximum in the order ≺ of weak containment and has the property EMD if
pΓ is maximum.
It turns out that each one of these properties is equivalent to an appro-
priate density condition in the space A(Γ, X, µ).
An action a ∈ A(Γ, X, µ) is called finitely modular or profinite if there is a
decreasing sequence of finite Borel partitions {X} = P0 ≥ P1 ≥ . . . such that
each Pn is Γ-invariant and {Pn} separates points. Up to isomorphism, these
can be also equivalently described as the actions of the following form: Given
an infinite, finite splitting, rooted tree T with no finite branches, and an
action of Γ by automorphisms on T , let ∂T be the boundary of T and consider
the induced action of Γ on ∂T and a (non-atomic) invariant measure µ on ∂T
for this action. Then the finitely modular actions, up to isomorphism, are
exactly the actions of Γ on (∂T, µ) as above. The finitely modular actions
which are ergodic correspond exactly to the actions of Γ on trees which are
level transitive, i.e., act transitively on each level of the tree (see §1 below for
details).
Finally, let us call a ∈ A(Γ, X, µ) finite iff it factors through an action of
a finite group, i.e., there is a finite group ∆, an action b ∈ A(∆, X, µ), and a
surjective homomorphism pi : Γ→ ∆, such that γa = pi(γ)b,∀γ ∈ Γ.
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We now have
Proposition 6 The following are equivalent for each infinite, residually fi-
nite group Γ:
i) Γ satisfies EMD,
ii) The ergodic, finitely modular actions are dense in A(Γ, X, µ).
Also the following are equivalent:
a) Γ satisfies MD,
b) The finitely modular actions are dense in A(Γ, X, µ),
c) The finite actions are dense in A(Γ, X, µ).
Clearly
EMD⇒ MD
and any group that satisfies EMD cannot have property (τ) (which states
that the trivial representation 1Γ is weakly contained in the Koopman rep-
resentation associated to pΓ, restricted to the orthogonal of the constants).
Moreover, from a recent result of Abert-Elek [AE], it follows that when Γ
does not have property (τ), then Γ satisfies EMD iff it satisfies MD.
It is not known if EMD and MD are equivalent but by the above remarks
this question is equivalent to the problem of whether the property MD and
(τ) are incompatible. It is also unknown whether MD and property (T) are
incompatible.
The property MD is an ergodic theoretic analog of the property FD dis-
cussed in Lubotzky-Shalom [LS] (see also Lubotzky-Zuk [LZ]). This asserts
that the finite unitary representations of Γ on an infinite-dimensional sep-
arable Hilbert space H are dense in the space Rep(Γ,H) of unitary repre-
sentations of Γ in H. Here Rep(Γ,H) ⊆ U(H)Γ, where U(H) is the unitary
group of H, is equipped with the product topology, with U(H) having the
weak topology. (A finite representation is again one that factors through a
representation of a finite group.) One can see that
MD⇒ FD
but the converse is not known. It is also not known if FD is incompatible
with property (T) or property (τ).
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The extent of the class of infinite, residually finite groups that satisfy
EMD or MD is rather unclear. We have seen that the free groups Fn satisfy
EMD and so do all amenable groups. Moreover the property MD is stable
under going to subgroups (but this is not clear for EMD) and both EMD, MD
are stable under going to supergroups of finite index. Thus, in particular,
SL2(Z) and A ∗ B, for A,B finite non-trivial groups, have property EMD.
On the other hand Lubotzky-Shalom [LSh] and Lubotzky-Zuk [LZ] discuss
various examples, including SLn(Z), for n ≥ 3, that fail to have property FD
and thus also fail to have property MD.
(C) It turns out that there is also another description of the maximum,
under weak containment, action of a free group.
Theorem 7 Let Γ = Fn (1 ≤ n ≤ ∞). Then there is a subgroup H ≤ Fn
of infinite index such that the generalized shift action sΓ,Γ/H of Γ on 2
Γ/H is
maximum in the order ≺ of weak containment.
A similar result holds for representations: For Γ = Fn, there is an infinite
index subgroup H ≤ Γ such that the quasi-regular representation λΓ/H of Γ
on `2(Γ/H) weakly contains every unitary representation of Γ.
It follows that for such H the action of Γ = Fn on I = Γ/H is transitive,
faithful and amenable. (Amenability means that 1Γ ≺ λΓ/H .) The existence
of such actions was first proved by van Douwen and later other examples
were found by Glasner-Monod and Grigorchuk-Nekrashevych (see Glasner-
Monod [GM] for more details). The above result provides an alternative
such construction, which has the additional property that pi ≺ λΓ/H for every
unitary representation of Γ = Fn (instead of just 1Γ ≺ λΓ/H). Moreover, for
n ≥ 2, one can find such H for which in addition λΓ/H is irreducible. The
existence of irreducible representations of Fn that weakly contain any unitary
representation was originally proved in Yoshizawa [Y]. (For another proof
see Kechris [Ke09], Appendix H, (C).)
(D) This paper is organized as follows. Section 1 reviews various prelim-
inaries and establishes general notation. In Section 2 we discuss actions on
trees and in Section 3 we prove Theorem 1 (see Theorem 3.1) and discuss the
application to costs. In Section 4 we discuss the properties EMD and MD
and some related facts and questions. Section 5 contains the proof of Theo-
rem 7 (see Theorem 5.1). In Section 6 we discuss various results concerning
density and meagerness conditions for various sets of actions (both within
the space of all actions and also within the space of all actions “included”
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in the full group of an equivalence relation). Finally, there is an appendix
reviewing the concept of co-induced action and some facts concerning this
notion that are used in the paper.
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1 Preliminaries
(A) We work throughout in standard Borel spaces X, i.e., sets equipped
with a σ-algebra of subsets (called Borel sets), which is isomorphic to the
σ-algebra of Borel sets on a Polish (separable, completely metrizable) space.
A (Borel) measure µ on such a space X is a measure on the σ-algebra of Borel
sets. It is a probability measure if µ(X) = 1. Unless otherwise indicated, we
consider only probability measures in the sequel.
If a : G× S → S is an action of a group G on a set S, we let
ga(s) = a(g, s),
for g ∈ G, s ∈ S. We also put
g · s = a(g, s),
if there is no danger of confusion. Given a countable (discrete) group Γ, a
Borel action of Γ on (X,µ) is measure preserving if µ(γ ·A) = µ(A), for every
γ ∈ Γ and Borel A ⊆ X.
We let
A(Γ, X, µ)
be the space of all measure preserving actions of Γ on (X,µ), where the
actions a, b are identified if γa = γb, µ-a.e., ∀γ ∈ A. An action a ∈ A(Γ, X, µ)
is free if ∀γ 6= 1(γ · x 6= x, µ-a.e.). We denote by
FR(Γ, X, µ)
the set of free actions. An action a ∈ A(Γ, X, µ) is ergodic if there are no
non-trivial invariant sets. Again we denote by
ERG(Γ, X, µ)
7
the set of such actions.
If ai ∈ A(Γ, Xi, µi), i ∈ I, are actions, where I is countable, the (diagonal)
product action ∏
i∈I
ai ∈ A(Γ, XI , µI)
is defined by
γ · (xi)i∈I = (γ · xi)i∈I .
A particular case is the product
a× b
of two actions.
(B) We use the following notation for some particular actions:
(a) If Γ ≤ ∆ are countable groups, a∆/Γ is the canonical action of ∆ on
∆/Γ (= the set of left cosets of Γ in ∆):
δ · δ′Γ = δδ′Γ.
For any set X, sΓ,X is the shift action of Γ on X
Γ given by
γ · f(δ) = f(γ−1δ).
When X = {0, 1} = 2, we write
sΓ ≡ sΓ,2.
If Γ ≤ ∆, we write s∆,∆/Γ,X for the generalized shift action of ∆ on X∆/Γ
given by
δ · f(δ′Γ) = f(δ−1δ′Γ).
Again when X = 2, we write
s∆,∆/Γ ≡ s∆,∆/Γ,2.
More generally, if Γ acts on a countable set I, we define the generalized shift
action of sΓ,I,X on X
I by
δ · f(i) = f(δ−1 · i),
and again we let sΓ,I ≡ sΓ,I,2.
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(C) We denote by
Aut(X,µ)
the group of measure preserving automorphisms of (X,µ), where two such
automorphisms S, T are identified if S = T, µ-a.e. Thus A(Γ, X, µ) can be
viewed as the set of all homomorphisms of Γ into Aut(X,µ).
The group Aut(X,µ) has two canonical topologies, the weak and the
uniform. The weak topology is the topology generated by the maps
T 7→ T (A),
where T ∈ Aut(X,µ), A ∈ MALG(X,µ) = the measure algebra of (X,µ),
and MALG(X,µ) is equipped with the metric dµ(A,B) = µ(A∆B) (and the
corresponding topology). The group Aut(X,µ) is a Polish group in the weak
topology.
The uniform topology on Aut(X,µ) is the one induced by the following
complete metric
δµ(S, T ) = µ({x : S(x) 6= T (x)}).
It is not separable, if µ is non-atomic.
We equip the product space Aut(X,µ)Γ with the product topology (in ei-
ther one of the two topologies on Aut(X,µ)). Then A(Γ, X, µ) ⊆ Aut(X,µ)Γ
is a closed subspace (in either one of these topologies), and we equip it with
the relative topology called, respectively, the weak and the uniform topology
on A(Γ, X, µ). The weak topology is Polish and the uniform topology is
completely metrizable.
(D) Two actions a ∈ A(Γ, X, µ), b ∈ A(Γ, Y, ν) are isomorphic, in symbols
a ∼= b,
if there is an isomorphism ϕ : (X,µ)→ (Y, ν) such the ϕγaϕ−1 = γb,∀γ ∈ Γ.
If (X,µ) = (Y, ν) and we consider the action of Aut(X,µ) on A(Γ, X, µ) by
conjugation, S · a ≡ SaS−1, where
γSaS
−1
= SγaS−1,∀γ ∈ Γ,
then a, b ∈ A(Γ, X, µ) are isomorphic iff they are conjugate.
If a ∈ A(Γ, X, µ), b ∈ A(Γ, Y, ν), then b is a factor of a, in symbols
b v a,
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if there is a Borel map ϕ : X → Y such that ϕ∗µ = ν (i.e., ν(A) = µ(ϕ−1(A))
and ϕ(γa(x)) = γb(ϕ(x)),∀γ ∈ Γ, µ-a.e. For example, a v a× b.
Occasionally we need to talk about continuous actions of Γ on compact
spaces. In this situation, we say that a continuous action b of Γ on L is
a factor of a continuous action a of Γ on K if there is a continuous map
ϕ : K → L such that ϕ(γa(x)) = γb(ϕ(x)).
(E) For a ∈ A(Γ, X, µ), b ∈ A(Γ, Y, ν) we say that a is weakly contained
in b, in symbols
a ≺ b,
if for any Borel sets A1, . . . , An ⊆ X, any F ⊆ Γ finite, and any  > 0, there
are B1, . . . , Bn ⊆ Y such that
|µ(γa(Ai) ∩ Aj)− ν(γb(Bi) ∩Bj)| < ,
∀γ ∈ F,∀i, j ≤ n. See Kechris [Ke09], Section 10, (C) for more information
about this concept. When (X,µ), (Y, ν) are non-atomic, then a ≺ b iff a is
in the weak closure of the set of isomorphic copies of b in A(Γ, X, µ). In
particular, if also (X,µ) = (Y, ν), then a ≺ b iff a is in the weak closure of
the conjugacy class of b. It is easy to verify that
a v b⇒ a ≺ b.
It is also easy to see that ≺ is a partial (pre-)order. The associated
equivalence relation
a ∼ b⇔ a ≺ b & b ≺ a,
is called weak equivalence.
(F) Given a standard Borel space X, an equivalence relation E on X is
called countable if every equivalence class [x]E, x ∈ X, is countable. By a
result of Feldman-Moore [FM], for every such E there is a Borel action a of
Γ on X such that
E = Ea,
where Ea is the equivalence relation induced by a,
xEay ⇔ ∃γ ∈ Γ(γ · x = y).
If now µ is a measure on X, then E is measure preserving if E = Ea, for some
action a ∈ A(Γ, X, µ) (this notion is independent of the action that induces
E).
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For a countable, measure preserving E on (X,µ) we let
[E] = {T ∈ Aut(X,µ) : T (x)Ex, µ-a.e.}
be the full group of E. It is a closed, separable subgroup of Aut(X,µ) in the
uniform topology. Letting below ϕ vary over all partial, measure preserving
bijections ϕ : A→ B between Borel subsets of X, we let
[[E]] = {ϕ : ϕ(x)Ex, µ-a.e.}
Thus [E] = [[E]] ∩ Aut(X,µ).
(G) For any countable, measure preserving E on (X,µ) we denote by
Cµ(E) ≡ C(E)
the cost of E (see Gaboriau [G] or Kechris-Miller [KM]). If a ∈ A(Γ, X, µ),
let
Cµ(a) ≡ C(a) = C(Ea).
The cost of a group Γ is defined by
C(Γ) = inf{Cµ(a) : a ∈ FR(Γ, X, µ), µ non-atomic}.
We say that Γ has fixed price if Cµ(a) = C(Γ),∀a ∈ FR(Γ, X, µ), µ non-
atomic.
(H) For each (separable) Hilbert space H, we denote by Rep(Γ,H) the
space of unitary representations of Γ on H, i.e., homomorphisms from Γ into
U(H), the unitary group of H. We equip U(H) with the weak (equivalently
the strong) topology and Rep(Γ, H) with the product topology (viewing
Rep(Γ,H) as a closed subspace of U(H)Γ). As usual, if pi ∈ Rep(Γ,H1), ρ ∈
Rep(Γ,H2), we let
pi ≺ ρ,
if pi is weakly contained in ρ. We also write
pi ≤ ρ
if pi is (isomorphic to) a subrepresentation of ρ, and let
pi ∼= ρ
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if pi, ρ are isomorphic.
If Γ ≤ ∆, then we denote by λ∆/Γ the quasi-regular representation of ∆
on `2(∆/Γ) given by
λ∆/Γ(δ)(f)(δ
′Γ) = f(δ−1δ′Γ).
Finally 1Γ is the trivial 1-dimensional representation of Γ.
For each a ∈ A(Γ, X, µ), we let κa be the Koopman (unitary) represen-
tation associated to a, which is the unitary representation of Γ on L2(X,µ)
given by
κa(γ)(f)(x) = f(γ−1 · x).
We also let κa0 be the restriction of κ
a to the orthogonal of the constant
functions in L2(X,µ). It can be shown that if a, b ∈ A(Γ, X, µ), µ non-atomic,
then
a ≺ b⇒ κa ≺ κb, κa0 ≺ κb0,
(see [Ke09], Section 10, (C)).
(I) Conventions
(a) Throughout the paper, when we work in a measure theoretic context,
we neglect null sets, unless there is a danger of confusion. In particular, we
do not distinguish between saying that a certain property of x ∈ X, where
(X,µ) is a measure space, is true for all x or for µ-almost all x.
(b) The measure spaces (X,µ) in the sequel will be always assumed to be
non-atomic, unless otherwise explicitly stated or obviously understood from
the context (e.g., when X is finite).
2 Actions on trees
For our purposes in this paper, a tree is an acyclic, connected (simple, undi-
rected) rooted graph T = (V,E, v0) with vertex set V , edge set E and root
v0 ∈ V . For every v ∈ V there is a unique path v0, v1, . . . , vn = v of distinct
vertices with vi+1Evi from the root v0 to v. The children of v are all vertices
adjacent to v different from vn−1 and the parent of v is vn−1. The nth level
(n ≥ 0) of T , in symbols Tn, consists of all v ∈ T for which the unique path
from v0 to v has n+ 1 vertices as above. If v ∈ Tn, we write |v| = n. (Thus
T0 = {v0} and |v0| = 0.)
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We say that T is finite splitting if every v ∈ V has finitely many children.
A terminal node of T is a vertex v with no children.
From now on we will assume (unless otherwise explicitly indicated) that
all trees are finitely splitting and have no terminal nodes. For such a tree
T , the boundary ∂T of T consists of all infinite sequences (v0, v1, v2, . . . ) of
distinct vertices with vn+1 adjacent to vn. It is clearly nonempty and compact
metrizable in the topology generated by the basic open sets
Nv = {(v0, v1, . . . ) ∈ ∂T : v = vn},
for v ∈ Tn, n ≥ 0. (Thus Nv0 = ∂T .) Note that these are actually clopen, so
∂T is 0-dimensional.
We will consider actions of infinite, countable (discrete) groups Γ on trees.
An action of Γ on T is an action of Γ by automorphisms of T . In particular,
Γ fixes v0 and acts on each Tn. Moreover, if v ∈ Tn, w ∈ Tn+1 and w is a
child of v, then γ · v ∈ Tn, γ ·w ∈ Tn+1 and γ ·w is a child of γ · v. The action
of Γ induces an action of Γ on ∂T via
γ · (v0, v1, . . . ) = (γ · v0, γ · v1, . . . ).
This is clearly an action by homeomorphisms on ∂T . Given a probability
measure µ on ∂T , let µ(v) = µ(Nv). Then µ is invariant under the Γ-action
iff µ(v) = µ(γ · v),∀γ ∈ Γ.
The action of Γ on T is level transitive if Γ acts transitively on each Tn.
In this case the associated action of Γ on ∂T is uniquely ergodic, i.e., has
a unique invariant (thus necessarily ergodic) probability measure µT defined
by µT (v) =
1
card(Tn)
, for v ∈ Tn. We will always consider this measure when
we study the Γ-action on ∂T . Finally, a level transitive action is minimal,
i.e., every orbit in ∂T is dense.
We now define the orbit tree O(T ) associated to the Γ-action on T . The
nth level of O(T ) consists of all the orbits of Γ on Tn. If o is an nth level
orbit and o′ an (n+ 1)th level orbit, then o′ is a child of o if for any v′ ∈ o′,
if v is the parent of v′, then v ∈ o.
If e ∈ ∂(O(T )), say e = (o0 = {v0}, o1, o2, . . . ), then let Te be the subtree
of T determined by
v ∈ Te ⇔ v ∈ on,
for v ∈ Tn, n ≥ 0. Clearly Te is Γ-invariant and the action of Γ on Te is
level transitive. Put Xe = ∂Te. Then {Xe}e∈∂(O(T )) is a decomposition of
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∂T into closed Γ-invariant sets on which Γ acts minimally and with a unique
invariant, ergodic probability measure µe.
Proposition 2.1 Every Γ-invariant, probability measure on ∂T is of the
form µe.
Proof. Fix such a measure ν. Now ∂T =
⊔k
i=1Xoi , is a decomposition
into Γ-invariant sets, where o1, . . . ok are the Γ-orbits on T1, and we let Xo =⋃
v∈oNv. Thus there is (a unique) oi, say o1, such that ν(Xo1) = 1. Next
Xo1 decomposes into the Γ-invariant sets Xo′1 , . . . , Xo′` , where o
′
1, . . . o
′
` are
the Γ-orbits of T2 which are children of o1. Again there is unique o
′, say o′1,
with ν(Xo′1) = 1. Proceed this way to define e = (o0 = {v0}, o1, o′1, o′′1, . . . ) ∈
∂(O(T )). Then Xe = Xo1 ∩ Xo′1 ∩ Xo′′1 ∩ . . . , so ν(Xe) = 1, and as ν is
Γ-invariant, ν = µe. a
Thus
E = {µe : e ∈ ∂(O(T ))}
is the space of all Γ-invariant, ergodic probability measures on ∂T . For
x ∈ ∂T , put
µx = µe, where x ∈ Xe.
Proposition 2.2 If µ is a Γ-invariant probability measure on ∂T , then
µ =
∫
µxdµ(x).
Proof. It is enough to show for any v ∈ V , that µ(Nv) =
∫
µx(Nv)dµ(x).
Let v ∈ Tn and let o be the Γ-orbit of v. Then µ(Nv) = µ(Xo)card(o) . Clearly
µx(Nv) = 0, unless x ∈ Xo, so∫
µx(Nv)dµ(x) =
∫
Xo
µx(Nv)dµ(x)
=
µ(Xo)
card(o)
= µ(Nv)
a
Thus the map pi(x) = µx has the following properties:
(i) It is a Borel surjection of ∂T onto the standard Borel space E .
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(ii) It is Γ-invariant.
(iii) For any ρ ∈ E , pi−1({ρ}) is Γ-invariant, ρ(pi−1({ρ})) = 1 and the action
of Γ on pi−1({ρ}) is uniquely ergodic as witnessed by ρ.
(iv) If µ is a Γ-invariant probability measure on ∂T , then µ =
∫
pi(x)dµ(x).
Thus pi is the Ergodic Decomposition of the Γ-action on ∂T (in the strong
sense of Farrell, Varadarajan−see, e.g., Kechris-Miller [KM], 3.3, where the
context is that of countable equivalence relations but holds equally well in
the context of actions by countable groups).
Now consider a level transitive action of Γ on T . Fix x ∈ ∂T, x =
(v0, v1, v2, . . . ) and let Γn be the stabilizer of vn. Then Γ0 = Γ ≥ Γ1 ≥
Γ2 ≥ . . . and [Γ: Γn] < ∞ (in fact [Γ: Γn] = card(Tn)). We call such a
sequence {Γn} a chain in Γ. Conversely, for any chain {Γn} we can define a
tree T (Γ, {Γn}), where the nth level Tn = Tn(Γ, {Γn}) consists of the cosets
gΓn of Γn, i.e., Tn = Γ/Γn, and hΓn+1 if a child of gΓn if hΓn+1 ⊆ gΓn.
The group Γ acts on T (Γ, {Γn}) in the obvious way: γ · gΓn = γgΓn. If
Tn = T (Γ, {Γn}), clearly Γn ∈ Tn and the stabilizer of Tn in the Γ-action is
equal to Γn. It is clear that in the particular case that Γn is the stabilizer
of vn, in the preceding notation, the map gΓn 7→ g · vn is an isomorphism of
the Γ-action on T and the Γ-action on T (Γ, {Γn}). Thus all level transitive
T -action on trees are actions of Γ on trees of the from T (Γ, {Γn}).
Now assume that Γ is a residually finite group, i.e.,
⋂{H ≤ Γ: [Γ: H] <
∞} = {1}. Equivalently this means that there is a chain Γ = Γ0 ≥ Γ1 ≥ . . . ,
with
⋂
n Γn = {1}. Such a chain can always be taken to be normal, i.e.,
ΓnΓ, since any subgroup of finite index contains a normal one with the same
property, i.e., the intersection of its conjugates. If {Γn} is a normal chain with⋂
n Γn = {1}, then ∂T (Γ, {Γn}) is also a group with multiplication defined
as follows: If x = (x0, x1, . . . ), y = (y0, y1, . . . ), where xn, yn ∈ Γ/Γn, then
xy = (x0y0, x1y1, . . . ). This turns ∂T (Γ, {Γn}) into a compact, metrizable,
0-dimensional topological group. Next note that Γ can be identified with a
dense subgroup of ∂T (Γ, {Γn}) by identifying γ ∈ Γ with (Γ, γΓ1, γΓ2, . . . ).
With this identification the action of Γ on ∂T (Γ, {Γn}) is simply the left-
translation action of Γ on the group ∂T (Γ, {Γn}). In particular, it is free.
Consider now the special case of a normal chain Γ = Γ0 ≥ Γ1 ≥ . . .
which is cofinal, i.e., ∀H ≤ Γ([Γ: H] < ∞ ⇒ ∃n,H ≥ Γn) (in particular⋂
n Γn = {1}). Then the group Γˆ = ∂T (Γ, {Γn}) is called the profinite
completion of Γ. It is independent of {Γn} as it is isomorphic to the inverse
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limit given by lim←−{Γ/N : N  Γ, [Γ : N ] < ∞}. We denote the action of Γ
on Γˆ by pΓ. The canonical invariant measure for this action is of course the
(normalized) Haar measure on Γˆ. It is clearly non-atomic, since Γ is infinite.
Proposition 2.3 For any chain Γ = Γ0 ≥ Γ1 ≥ . . . , the action of Γ on
∂T (Γ, {Γn}) is a factor of the action pΓ, both in the topological and measure
theoretic sense.
Proof. Fix a normal cofinal chain Γ = N0 ≥ N1 ≥ . . . . We will find
a surjective continuous map pi : ∂T (Γ, {Nn}) → ∂T (Γ, {Γn}) that preserves
the action of Γ.
Let k1 < k2 < . . . be such that k1 = (least k with Nk ⊆ Γ1) and
kn+1 = (least k > kn, with Nk ⊆ Γn+1). Then Nkn ⊆ Γn. Given x ∈
∂T (Γ, {Nn}), x = (Γ, g1N1, g2N2, . . . ), let pi(x) = (Γ, gk1Γ1, gk2Γ2, . . . ). Note
that gknΓn is the unique Γn-coset containing the Nkn-coset gknNkn . Clearly
pi is continuous and preserves the Γ-actions.
We will next verify that it is surjective. Fix y = (Γ, g1Γ1, g2Γ2, . . . ) ∈
∂T (Γ, {Γn}). Call a sequence s = (Γ, h1Nk1 , . . . , hnNkn) good if h1Nk1 ⊇
· · · ⊇ hnNkn and hiNki ⊆ giΓi, 1 ≤ i ≤ n. Clearly every good s as above has
only finitely many good extensions (Γ, h1Nk1 , . . . , hnNkn , hn+1Nkn+1). We
now claim that for each n, there is some good s = (Γ, h1Nk1 , . . . , hnNkn).
Indeed, consider gnΓn, and let hn = gn, so that hnNkn ⊆ gnΓn. Then let
hiNki be the unique coset containing hnNkn (1 ≤ i < n). We will show
that hiNki ⊆ giΓi. We have hnNkn ⊆ hiNki ∩ gnΓn ⊆ hiNki ∩ giΓi, so
hiNki ∩ giΓi 6= ∅, thus hiNki ⊆ giΓi.
So, by Ko¨nig’s Lemma, there is an infinite sequence (Γ, h1Nk1 , h2Nk2 , . . . )
such that for each i, hi+1Nki+1 ⊆ hiNki ⊆ giΓi. Let x = (Γ, g1N1, g2N2, . . . )
be the unique element of ∂T (Γ, {Nn}) such that gkiNki = hiNki , i = 1, 2, . . . .
Clearly then pi(x) = y.
If µ is the unique invariant probability measure for pΓ, then pi∗µ is invari-
ant for the Γ-action on ∂T (Γ, {Γn}), so it is equal to the unique Γ-invariant
probability measure on ∂T (Γ, {Γn}). Thus pi preserves the measures as well.
a
Thus for any level transitive action of Γ on a tree T , the corresponding
action a of Γ on ∂T is a factor of pΓ. In particular, a is weakly contained in
pΓ, a ≺ pΓ, i.e., pΓ is the maximum, in the sense of weak containment, level
transitive action of Γ on the boundary of a tree.
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A finitely modular action or profinite action of Γ on a standard Borel
space X is a Borel action for which there is a decreasing sequence of finite
Borel partitions {X} = P0 ≥ P1 ≥ (i.e., Pn+1 refines Pn) such that each
Pn is Γ-invariant (setwise) and {Pn} separate points. (See Hjorth [Hj02] or
Kechris [Ke07]). If moreover for any Ai ∈ Pi with A0 ⊇ A1 ⊇ . . . , we have
that
⋂
nAn is a singleton, we call this a special modular action (thus special
modular ⇒ finitely modular).
If Γ is an action on a tree T and Pn = {Nv : v ∈ Tn}, clearly {Pn}
shows that the action of Γ on ∂T is a special modular action. Conversely,
if we have a special modular action of Γ on X with witness {Pn}, consider
the tree T{Pn} whose nth level is equal to Pn and B ∈ Pn+1 is a child of
A ∈ Pn if B ⊆ A. Then Γ acts on T{Pn} and it is clear that the action
of Γ on X is Borel isomorphic to the action of Γ on ∂T{Pn} via the map
x ∈ X 7→ (A0 = X,A1, A2, . . . ), where x ∈ An ∈ Pn.
Even if a finitely modular action of Γ on X is not special, the map
x ∈ X 7→ (A0 = X,A1, A2, . . . ) as above gives a Borel embedding pi of the Γ-
action onX into the Γ-action on ∂T{Pn} and thus if µ is a Γ-invariant measure
on X, then ν = pi∗µ is a Γ-invariant measure on ∂T{Pn} and the Γ-action on
(X,µ) is (measure theoretically) isomorphic to the Γ-action on (∂T{Pn}, ν).
In other words, up to isomorphism, the measure preserving finitely modu-
lar actions are the same as the measure preserving actions induced on the
boundaries of trees. The ergodic, finitely modular actions correspond to level
transitive actions.
Consider now a sequence of actions of Γ on trees T 1, T 2, . . . , the cor-
responding actions of Γ on ∂T 1, ∂T 2, . . . and the product action of Γ on∏∞
m=1 ∂T
m:
γ · (x1, x2, . . . ) = (γ · x1, γ · x2, . . . ).
Proposition 2.4 Given actions of Γ on trees T 1, T 2, . . . , there is a tree T
and an action of Γ on T such that the Γ-action on ∂T is Borel isomorphic
to the product action of Γ on
∏∞
m=1 ∂T
m.
Proof. It is enough to show that the action of Γ on
∏∞
m=1 ∂T
m is a
special modular action. Let Pn be the partition of
∏∞
m=1 ∂T
m given by the
clopen sets
Rv1,...,vn ={(xm) ∈
∞∏
m=1
∂Tm :
xm(n) = vm, 1 ≤ m ≤ n},
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where (v1, v2, . . . , vn) ∈
∏n
m=1(T
m)n. Clearly {Pn} witnesses that the prod-
uct action is a special modular action. a
Actually, since the sets Rv1...vm are clopen, this argument shows that the
action of Γ on
∏∞
m=1 ∂T
m is isomorphic to the action of Γ on ∂T{Pn} via a
homeomorphism of the two spaces.
3 Maximality of the profinite action of Fn
It is a general fact, proved independently by Glasner-Thouvenot-Weiss [GTW]
and Hjorth (unpublished) (see also Kechris [Ke09], 10.7), that for each count-
able group Γ, the space A(Γ, X, µ) has a weakly dense conjugacy class, which
in the language of weak containment can be stated as the existence of a
maximum (unique up to weak equivalence) action a∞ in the order ≺ of weak
containment:
∃a∞ ∈ A(Γ, X, µ)∀b ∈ A(Γ, X, µ)(b ≺ a∞).
Such an a∞ can always assumed to be free (by replacing it if necessary by
a∞ × a for any free action a).
In Kechris [Ke09], 10.13, it is shown that for infinite, finitely generated
Γ, the cost function
a ∈ FR(Γ, X, µ) 7→ C(a),
on the space of free actions with the weak topology, is upper semicontinuous.
Since clearly C is invariant under conjugacy, it follows that for any a, b ∈
FR(Γ, X, µ), we have
b ≺ a⇒ C(b) ≥ C(a)
(see Kechris [Ke09], 10.14) and thus for any free b,
C(a∞) ≤ C(b),
and therefore
C(a∞) = C(Γ) = the cost of Γ.
It is therefore of interest to be able to explicitly “compute” a∞ for various
groups Γ. We will do that below for Γ = Fn, the free group with n generators
(1 ≤ n ≤ ∞).
Since Fn (1 ≤ n ≤ ∞) is a residually finite group, let pFn be the canonical
action of Fn on its profinite completion (see §2).
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Theorem 3.1 Let 1 ≤ n ≤ ∞. The action pFn is maximum in the order ≺
of weak containment of actions of Fn.
Proof. We consider for notational simplicity the case n < ∞, the argu-
ment in the other case being similar. We can work with X = 2N, µ the usual
product measure. Clearly A(Fn, 2N, µ) can be identified with (Aut(2N, µ))n,
where Aut(2N, µ) is the group of measure preserving automorphisms of (2N, µ)
with the weak topology. If Fn = 〈γ1, . . . , γn〉, with γi free generators, then
(S1, . . . , Sn) ∈ (Aut(2N, µ))n is identified with the action a ∈ A(Fn, 2N, µ) for
which γai = Si, 1 ≤ i ≤ n. We will show that given any a ∈ A(Fn, 2N, µ) and
a weak open nbhd U of a, there is an action ρ of Fn on a tree T , with ∂T
uncountable, which is level transitive, such that if c is the associated action
of Fn on the boundary ∂T , then U contains an isomorphic copy b of c. Then
by §2, we have that c, and thus b, is a factor of pFn , in particular b ≺ pFn .
Thus a is the weak limit of actions b ≺ pFn , and so a ≺ pFn .
Fix an automorphism σ of the binary tree 2<N which is level transitive and
denote by S the corresponding automorphism of ∂2<N = 2N (e.g., S could
be the odometer). Identify the action a with (S1, . . . , Sn), where γ
a
i = Si.
Then we can assume that U = U1×· · ·×Un, where U1, . . . , Un are weak open
nbhds of S1, . . . , Sn, resp., in Aut(2
N, µ).
By the Conjugacy Lemma (see, e.g., Kechris [Ke09], 2.4) there is P ∈
Aut(2N, µ) with P−1SP ∈ U1. Consider now PS2P−1, . . . , PSnP−1 and
their open nbhds PU2P
−1, . . . , PUnP−1. By the Weak Approximation The-
orem (see, e.g., Kechris [Ke09], 2.1), there is large enough N and permuta-
tions pi2, . . . , pin of 2
N (the set of binary sequences of length N) such that
if Spii on 2
N is defined by Spii(sˆ x) = pii(s)ˆ x, for s ∈ 2N , x ∈ 2N, then
Sni ∈ PUiP−1, 2 ≤ i ≤ n. Consider now the action d of Fn given by
(S, Spi2 , . . . , Spin).
Let T be the tree consisting of all finite sequences s = (s0, s1, . . . , sn−1)
(including the empty sequence), where s0 ∈ 2N , si ∈ {0, 1}, if 1 ≤ i < n.
The root of T is the empty sequence and the children of s are all sequences
t = (s0, s1, . . . , sn−1, sn), sn ∈ {0, 1}. We can define an action ρ of Fn on
T as follows: γ1 acts as σ does; γ2, . . . , γn act via γi · (s0, s1, . . . , sn−1) =
pii(s0), s1, . . . , sn−1). Since σ is level transitive, so is ρ. Let c be the associated
action on ∂T . Clearly c is isomorphic to d via the isomorphism (s0, s1, . . . ) ∈
∂T 7→ s0 sˆ1ˆ . . . Now if b = P−1dP = (P−1SP, P−1Spi2P, . . . , P−2SpinP ), then
b ∈ U1 × U2 × · · · × Un, thus U contains an isomorphic copy b of c. a
We now combine the preceding result with the main theorem in Abert-
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Nikolov [AN] to give a new proof that the cost of Fn is equal to n (1 ≤ n <
∞).
Let Γ be a finitely generated group and Γ = Γ0 ≥ Γ1 ≥ . . . a chain. Let
T (Γ, {Γn}) be the corresponding tree and let aΓ,{Γn} the associated action of
Γ on ∂T (Γ, {Γn}). Note that if each Γn is normal and
⋂
n Γn = {1}, then
aΓ,{Γn} is free.
Theorem 3.2 (Abert-Nikolov [AN]) If the action aΓ,{Γn} is free, then
C(aΓ,{Γn}) = lim
n→∞
d(Γn)− 1
[Γ: Γn]
+ 1,
where d(Γn) = rank(Γn) = minimum number of generators of Γn.
Remark. If Γ is finitely generated and ∆ ≤ Γ has finite index, then
d(∆)− 1 ≤ [Γ : ∆](d(Γ)− 1), with equality if Γ is free (see, Lyndon-Schupp
[LS]). So if H ≤ ∆ ≤ Γ have finite index, d(H)−1
[Γ: H]
≤ d(∆)−1
[Γ: ∆]
, thus the sequence
d(Γn)−1
[Γ: Γn]
is decreasing, and the above limit exists.
Now for Γ = Fn and any H ≤ Fn of finite index, d(H)−1[Γ: H] = d(Fn) − 1 =
n − 1. Therefore, since pΓ is the action aΓ,{Γn}, where Γn is a decreasing
sequence of normal, finite index subgroups which is cofinal, we have that
C(pFn) = n− 1. Moreover, for any action a of Fn, C(a) ≤ n, so for any free
action a of Fn, C(a) = n. Thus we have shown:
Corollary 3.3 (Gaboriau [G]) The cost of Fn (1 ≤ n < ∞) is equal to n
and Fn has fixed price.
Remark. In a recent paper, Abert and Weiss [AW] have shown that if
for an infinite group Γ, we let sΓ be the shift action of Γ on 2
Γ (with the
usual product measure), then sΓ is weakly contained in any free action of Γ:
∀b ∈ FR(Γ, X, µ)(sΓ ≺ b).
Thus among the free actions of Γ there is a minimum in the order ≺. It
follows that C(sΓ) ≥ C(b),∀b ∈ FR(Γ, X, µ), i.e., sΓ realizes the maximum
cost of a free action of Γ.
Note now that there is a minimum, in the order ≺ of weak containment,
action in A(Γ, X, µ) (where we now consider arbitrary, not necessarily free,
actions) iff the group Γ is amenable. Indeed, if a ∈ A(Γ, X, µ) is minimum in
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≺, and iΓ ∈ A(Γ, X, µ) is the trivial action of Γ, then a ≺ iΓ, so a = iΓ, i.e.,
iΓ is minimum. Then iΓ ≺ sΓ, so (see Kechris [Ke09], 13.2) Γ is amenable.
Conversely, if Γ is amenable, then iΓ ≺ a, for every ergodic a ∈ A(Γ, X, µ);
see Kechris [Ke09], 10.6. Using the ergodic decomposition, this implies that
iΓ ≺ a for every a ∈ A(Γ, X, µ), so iΓ is minimum.
In particular, since, for Γ amenable, sΓ weakly contains any action (see
Kechris [Ke09], 13.2), it follows that for amenable Γ, iΓ is the minimum and
sΓ the maximum in the order ≺ of weak containment in A(Γ, X, µ) and by
Abert-Weiss so is every free action of Γ.
4 Density conditions in the space of actions
It is unclear for what infinite, residually finite groups Γ the analog of 3.1
goes through, i.e., the action pΓ is maximum in the order ≺. Similarly, in the
finitely generated case, concerning the (weaker) condition that C(pΓ) = C(Γ).
Recall that by Abert-Nikolov [AN], for finitely generated such Γ, C(pΓ) =
limn→∞
d(Γn)−1
[Γ: Γn]
+ 1 = RG(Γ) + 1, where {Γn} is a decreasing sequence of
normal finite index subgroups which is cofinal, and RG(Γ) is the absolute
rank gradient of Γ,
RG(Γ) = inf
H
d(H)− 1
[Γ: H]
,
the inf taken over all finite index H ≤ Γ.
Denote by iΓ× pΓ the product of the trivial action iΓ with pΓ. This is an
action whose ergodic decomposition consists of continuum many copies of pΓ
and thus (see Kechris-Miller [KM], 10.6) C(iΓ × pΓ) = C(pΓ). So if iΓ × pΓ
is maximum in the order ≺, we also have C(pΓ) = C(Γ), so it is also worth
considering the (weaker) condition that iΓ × pΓ is such a maximum.
We will provide below some equivalent reformulations of these maximality
conditions, relate them to some other properties considered in the literature,
discuss some closure properties and raise some questions.
Definition 4.1 Let Γ be an infinite, residually finite group. We say that Γ
has the property EMD if the ergodic, finitely modular actions a ∈ A(Γ, X, µ)
are weakly dense in A(Γ, X, µ).
Recall from §2 that the ergodic, finitely modular actions in A(Γ, X, µ), up
to isomorphism, can be viewed as actions on boundaries of trees on which the
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group acts in a level transitive way. Again by §2, up to isomorphism, these
can be viewed as actions on ∂T (Γ, {Γn}), for some chain Γ = Γ0 ≥ Γ1 ≥ . . . ,
which is proper in the sense that the Γn do not eventually stabilize. (Recall
here our convention that A(Γ, X, µ) always denotes the space of measure
preserving actions of Γ on a non-atomic space (X,µ), thus ∂T (Γ, {Γn}) is
required to be uncountable, which means that {Γn} is proper.)
Proposition 4.2 Let Γ be an infinite, residually finite group. Then Γ has
property EMD iff pΓ is maximum in the order ≺ of weak containment.
Proof. If Γ has property EMD and a ∈ A(Γ, X, µ), then in any weakly
open nbhd U of a there is an isomorphic copy of an action b of Γ on
∂T (Γ, {Γn}), for some proper chain Γ = Γ0 ≥ Γ1 ≥ . . . By 2.3, b ≺ pΓ and
thus there is an isomorphic copy of pΓ in U , so a ≺ pΓ and pΓ is maximum
in ≺.
Conversely, if pΓ is maximum in ≺, then the isomorphic copies of pΓ are
weakly dense in A(Γ, X, µ). But clearly pΓ is an ergodic finitely modular
action and we are done. a
Recall that an infinite, residually finite group Γ satisfies property (τ) if
1Γ 6≺ κpΓ0 , where κpΓ0 is the Koopman representation of pΓ, restricted to
the orthogonal of the constant functions, and 1Γ is the trivial 1-dimensional
representation.
Proposition 4.3 Let Γ be an infinite residually finite group. Then if Γ has
property EMD, Γ does not satisfy property (τ).
Proof. By 4.2, we have that if Γ has property EMD, pΓ is maximum in
the order ≺, so iΓ ≺ pΓ. It follows that 1Γ ≺ κpΓ0 (see Kechris [Ke09], Section
10, (C)), thus Γ does not have property (τ). a
Definition 4.4 Let Γ be an infinite, residually finite group. Then Γ has
property EMD∗ if the ergodic, finitely modular actions are weakly dense in
the ergodic actions in A(Γ, X, µ).
Clearly EMD ⇒ EMD∗. If Γ does not have property (T), then, by a
result of Glasner-Weiss (see, e.g., Kechris [Ke09], 12.2), the ergodic actions
are dense in A(Γ, X, µ), so EMD ⇔ EMD∗ for such Γ. The following is
proved as in 4.2.
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Proposition 4.5 Let Γ be an infinite, residually finite group. Then Γ has
property EMD∗ iff pΓ is maximum in the order ≺ among the ergodic actions
in A(Γ, X, µ).
We will now consider the final weakening of these properties.
Definition 4.6 Let Γ be an infinite, residually finite group. Then Γ has
property MD if the finitely modular actions are dense in A(Γ, X, µ).
Definition 4.7 An action a ∈ A(Γ, X, µ) is finite if it factors through a
finite group, i.e., there is a finite group ∆, a homomorphism pi : Γ→ ∆ and
an action b ∈ A(∆, X, µ) such that γa = pi(γ)b. Equivalently a is finite if
{γa : γ ∈ Γ} is a finite subgroup of Aut(X,µ).
Proposition 4.8 Let Γ be an infinite, residually finite group. Then the fol-
lowing are equivalent:
(i) Γ has property MD.
(ii) The finite actions of Γ are weakly dense in A(Γ, X, µ).
(iii) The action iΓ × pΓ is maximum in the order ≺ of weak containment.
Proof. The finite actions are clearly finitely modular, so (ii) ⇒ (i).
We next show that (i)⇒ (ii). For that it is enough to show that the finite
action are dense in the finitely modular ones. Again for that it is enough to
show that if X = P1 unionsq · · · unionsq Pn is a partition of X into finitely many sets of
positive measure and a is an action of Γ on (X,µ) that leaves the partition
P = {P1, . . . , Pn} invariant, then there is a finite action b of Γ on (X,µ) that
agrees with a on P , i.e., ∀γ ∈ Γ∀P ∈ P(γa(P ) = γb(P )).
It is clear that there is a finite group ∆, an action c of ∆ on P and a sur-
jective homomorphism pi : Γ → ∆ such that for each P ∈ P , γ ∈ Γ, γa(P ) =
pi(γ)c(P ). (Simply take ∆ to be the group of permutations of P induced
by a.) Next for each P ∈ P , µP = µ|Pµ(P ) is a non-atomic probability mea-
sure on P , so fix a measure preserving bijection ϕP : (P, µP ) → ([0, 1], λ)
(where λ is the Lebesgue measure). Put for any P,Q ∈ P, ϕP,Q = ϕ−1Q ◦ ϕP .
Then ϕP,Q : (P, µP )→ (Q,µQ) is a measure preserving bijection and ϕP,P =
id, ϕP,R = ϕQ,R ◦ ϕP,Q. If P,Q are in the same ∆-orbit, then µ(P ) = µ(Q),
thus ϕP,Q : (P, µ|P )→ (Q,µ|Q) is also measure preserving.
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We now define an action d ∈ A(∆, X, µ) as follows: let x ∈ X and let
P ∈ P be such that x ∈ P . Let δc(P ) = Q and put δd(x) = ϕP,Q(x).
From the preceding discussion, it is clear that d is measure preserving and
δd(P ) = δc(P ),∀P ∈ P . Finally, define b ∈ A(Γ, X, µ) by γb = pi(γ)d. Then
γb(P ) = pi(γ)d(P ) = pi(γ)c(P ) = γa(P ),∀P ∈ P , and the proof that (i) ⇒
(ii) is complete.
Since the action iΓ × pΓ is finitely modular, it is clear that (iii) ⇒ (i).
Finally, we show that (i) ⇒ (iii).
It is enough to show that if a ∈ A(Γ, X, µ) is finitely modular, then
a ≺ iΓ × pΓ. The action a is isomorphic to a measure preserving action
b on the boundary of a tree, thus by §2 each component in the ergodic
decomposition of b is isomorphic to an action of Γ on ∂T (Γ, {Γn}) for some
chain Γ = Γ0 ≥ Γ1 ≥ . . . . By 2.3, the action of Γ on ∂T (Γ, {Γn}) is weakly
contained in pΓ, from which it follows that the action b (and thus the action
a) is weakly contained in iΓ × pΓ. a
A similar argument as in the proof of (i) ⇒ (iii) in Proposition 4.8, to-
gether with 4.5, shows that
EMD∗ ⇒ MD,
thus
EMD⇒ EMD∗ ⇒ MD.
Moreover, MD implies, for finitely generated Γ, that C(Γ) = C(pΓ) = RG(Γ).
Question 4.9 Does EMD∗ ⇒ EMD?
As we have seen, the answer is positive if Γ does not have property (T),
so one has the following further problem:
Question 4.10 Does EMD∗ imply ¬(T)?
Next we have the question:
Question 4.11 Does MD⇒ EMD∗?
A partial answer to these questions is given by the following fact:
Proposition 4.12 Let Γ be an infinite, finitely generated, residually finite
group that does not have property (τ). Then EMD⇔ EMD∗ ⇔ MD.
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Proof. It is shown in Abert-Elek [AE], that if Γ is as in the statement
of the proposition, then pΓ ∼ iΓ × pΓ. From this it immediately follows that
MD ⇒ EMD. a
In view of this, and the fact that EMD ⇒ ¬(τ), it is clear that the
question of whether EMD ⇔ MD is equivalent to
Question 4.13 Does MD imply ¬(τ)?
Note that for infinite, finitely generated, residually finite Γ, MD ⇒ ¬(τ)
iff (MD ⇒ EMD∗) & (EMD∗ ⇒ ¬(T)). It is also unknown whether MD
implies ¬(T).
In Lubotzky-Shalom [LSh], the authors say that a residually finite group
Γ has property FD if the finite unitary representations (i.e., those factoring
through a finite quotient of Γ) are dense in the space Rep(Γ,H). Using
the fact that any pi ∈ Rep(Γ,H) is a subrepresentation of κa0 for some a ∈
A(Γ, X, µ) (see, e.g., Kechris [Ke09], E.1) it follows easily that MD ⇒ FD
but it is unknown whether FD ⇒ MD. In Lubotzky-Zuk [LZ], the question
is raised of whether FD ⇒ ¬(τ). Thus 4.13 is an ergodic theory analog of
this problem.
In particular, the various examples of groups that fail property FD given,
e.g., in Lubotzky-Zuk [LZ], 9.1, also fail property MD.
On the other hand, we have seen in 3.1 that Fn (1 ≤ n ≤ ∞) has property
MD and in fact the property EMD.
We can also see that every infinite, residually finite, amenable group
also has property EMD. To see this let sΓ be the shift action of Γ on 2
Γ.
Then Abert-Weiss [AW] have shown that sΓ ≺ a for every free action a ∈
A(Γ, X, µ). Thus sΓ ≺ pΓ. But since Γ is amenable, ∀a ∈ A(Γ, X, µ)(a ≺ sΓ)
(see Kechris [Ke09], 13.2), so ∀a ∈ A(Γ, X, µ)(a ≺ pΓ). Thus Γ has EMD.
We next note some closure properties of the class MD. First, if ∆ is
infinite, residually finite with property MD and Γ ≤ ∆ is infinite, then Γ has
property MD. To see this, let a ∈ A(Γ, X, µ) and let CInd∆Γ (a) ∈ A(∆, Y, ν)
be the co-induced action (see the Appendix). By assumption CIND∆Γ (a) ≺
i∆ × p∆, thus CIND∆Γ (a)|Γ ≺ (i∆ × p∆)|Γ = b. Clearly b is finitely modular.
Moreover a is a factor of CInd∆Γ (a)|Γ, so a ≺ CIND∆Γ (a)|Γ ≺ b, thus every
action of Γ is weakly contained in a finitely modular action, so Γ satisfies
also MD. It is not clear if the same fact holds for property EMD.
In the opposite direction, if Γ is infinite, residually finite with property
MD and Γ ≤ ∆ is such that [∆: Γ] <∞, then ∆ has also property MD. To
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see this let b ∈ A(∆, X, µ). Let a = b|Γ and let c = Ind∆Γ (a) = Ind∆Γ (b|Γ)
be the induced action (see, e.g., Zimmer [Z] or Kechris [Ke09], Appendix
G). By Zimmer [Z], 4.2.22, c ∼= b × a∆/Γ, where a∆/Γ is the action of ∆ on
∆/Γ. In particular b ≺ c. By assumption a ≺ iΓ × pΓ and so b ≺ Ind∆Γ (a) =
c ≺ Ind∆Γ (iΓ × pΓ) = d. (We are using here that inducing preserves weak
containment of actions, which can be verified as in Appendix A.1.) It is easy
to see that d is finitely modular and this shows that ∆ also has property MD.
Since the induced action of an ergodic action is ergodic the same argument
works as well for the property EMD. In particular, the group SL2(Z) and
all groups of the form A ∗ B, where A,B are finite non-trivial groups, have
EMD.
In Lubotzky-Shalom [LSh] (see also Lubotzky-Zuk [LZ], 9.11 and 9.12),
it is shown that, in certain situations, if Γ  ∆ and Γ has property FD, so
does ∆. This is used to provide additional examples of groups with property
FD. One would like to prove a similar result for the property MD. The proof
of the Lubotzky-Shalom result uses the fact that if Γ ≤ ∆, the action of
∆ on ∆/Γ is amenable (i.e., admits a finitely additive invariant probability
measure) and pi is a unitary representation of ∆, then pi is weakly contained
in the induced representation Ind∆Γ (pi|Γ) of the restriction of pi to Γ. To prove
the analog for the property MD, one would like to have the corresponding
result for co-induced actions, but this appears to be unknown - see Problem
A.4. Let us state the result about MD that one would like to prove and its
implications and then show that an affirmative action to A.4 would indeed
provide a proof.
Conjecture 4.14 Let Γ be an infinite, finitely generated, residually finite
group satisfying MD. Let Γ∆ with ∆ residually finite. Assume that:
(i) For every N  Γ with [Γ : N ] <∞, there is M ∆ such that M ⊆ N
and [Γ : M ] <∞.
(ii) ∆/Γ is a residually finite, amenable group.
Then ∆ satisfies MD.
The result of Lubotzky-Shalom [LSh] is that this holds if MD is replaced
by FD.
If the Conjecture 4.14 has a positive answer, it would produce the follow-
ing additional examples of groups with property MD, since Lubotzky-Shalom
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[LSh] and Lubotzky-Zuk [LZ], 9.2., verify that the groups below satisfy the
conditions of 4.14.
(a) H n Fn, where H is a residually finite, amenable group.
(b) The surface groups
Tg = 〈a1, . . . , ag, b1, . . . , bg|
g∏
i=1
[ai, bi] = 1〉
and the groups
SL2(Z[i]), SL2(Z[
√
3i]).
Let us now show that an affirmative answer to A.4 gives a proof of 4.14.
We can assume that [∆: Γ] = ∞. Let a ∈ A(∆, X, µ). Consider the
restriction a|Γ ∈ A(Γ, X, µ) and the co-induced action
CInd∆Γ (a|Γ) ∈ A(∆, XΓ/∆, µΓ/∆).
Let ai ∈ A(Γ, X, µ) be finite actions such that ai → a|Γ weakly. Let Fi be
a finite group, bi ∈ A(Fi, X, µ) and pii : Γ → Fi a surjective homomorphism
such that γai = pii(γ)
bi . Let Ni = ker(pii), so that Ni  Γ, Fi = Γ/Ni and
[Γ: Ni] <∞. By i), there is Mi∆ such that Mi ⊆ Ni and [Γ: Mi] <∞. It
follows (by replacing Ni byMi if necessary) that we can assume that Ni∆.
Lemma 4.15 Let F be a finite group, b ∈ A(F,X, µ) and let sF,X be the
shift action of F on XF . Then b ≺ sF,X .
Proof. Consider F × Z and the action b′ ∈ A(F × Z, X, µ) given by
(γ, g)b
′
= γb, where (γ, g) ∈ F × Z. Since F × Z is infinite, amenable, we
have that if sF×Z is the shift action of F × Z on 2F×Z, then b′ ≺ sF×Z (see
Kechris [Ke09], 13.2). Thus b = b′|F ≺ sF×Z|F . But clearly sF×Z|F is
isomorphic to the shift action of F on (2Z)F which is isomorphic to the shift
action of F on XF (since (X,µ) is non-atomic) and we are done. a
It follows that bi ≺ sFi,X and thus ai ≺ sΓ,Γ/Ni,X , where sΓ,Γ/Ni,X is the
(generalized) shift action of Γ on XΓ/Ni , defined by δ · p(gNi) = g(δ−1gNi).
Now CInd∆Γ (ai)→ CInd∆Γ (a|Γ) weakly, and CInd∆Γ (ai) ≺ CInd∆Γ (sΓ,Γ/Ni,X)
(see the Appendix).
By Proposition A.2 in the Appendix, CInd∆Γ (sΓ,Γ/Ni,X)
∼= s∆,∆/Ni,X , so
CInd∆Γ (ai) ≺ s∆,∆/Ni,X . But ∆/Ni is infinite, amenable, and residually finite,
by (ii), so s∆/Ni,X is a weak limit of finite actions of ∆/Ni and thus s∆,∆/Ni,X
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is a weak limit of finite actions of ∆. It follows that each CInd∆Γ (ai) is a limit
of finite actions of ∆ and thus so is CInd∆Γ (a|Γ). If A.4 in the Appendix has
a positive answer, we have that a ≺ CInd∆Γ (a|Γ). It follows that a is also a
weak limit of finite actions of ∆ and the proof is complete.
5 Maximality of a generalized shift action of
Fn
We have seen in 3.1 that the profinite action pFn (1 ≤ n ≤ ∞) is maximum
in the order ≺ of weak containment of actions of Fn. We have also mentioned
the result of Abert-Weiss [AW] that, for any infinite Γ, the shift action sΓ of Γ
on 2Γ is minimum in the order ≺ among free actions. More generally, one can
consider an action of Γ on a countable set I and the induced generalized shift
action sΓ,I of Γ on 2
I given by γ · p(i) = p(γ−1 · i). Of special interest are the
generalized shifts corresponding to transitive actions of Γ on I. Equivalently
these are the generalized shifts induced by the canonical action of Γ on I =
Γ/H for some H ≤ Γ. We denote this by sΓ,Γ/H . In the case of an arbitrary
action of Γ on I we can decompose I =
⊔
n In, into the Γ-orbits and then
clearly the Γ-shift on 2I = 2
F
n In is (isomorphic to) the product of the Γ-shifts
on each 2In . Thus the generalized shifts are just the products of generalized
shifts of the form sΓ,Γ/H .
Theorem 5.1 Let Γ = Fn (1 ≤ n ≤ ∞). Then there is H ≤ Γ with
[Γ : H] =∞ such that the generalized shift sΓ,Γ/H of Γ on 2Γ/H is maximum
in the order ≺ of weak containment of actions of Γ.
Proof. Let Γ = Fn = 〈γ1, γ2, . . . 〉 be free generators. We will consider the
space A(Γ, X, µ) of measure preserving action of Γ on (X,µ) with the weak
topology. This can be identified with the product space Aut(X,µ)n (where
n denotes {1, . . . , n}, if n < ∞, and N \ {0}, if n = ∞), with Aut(X,µ)
again equipped with the weak topology, by identifying a ∈ A(Γ, X, µ) with
(γai )i ∈ Aut(X,µ)n.
We say that a ∈ A(Γ, X, µ) factors through a group ∆ if there is a sur-
jective homomorphism ρ : Γ→ ∆ and b ∈ A(∆, X, µ) such that ∀γ ∈ Γ(γa =
ρ(γ)b). We will say that a ∈ A(Γ, X, µ) factors regularly through ∆ if the
above holds but additionally ρ(γi) has infinite order in ∆,∀i. In that case
we call ρ regular.
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Lemma 5.2 The actions of Γ on (X,µ) that factor regularly through an
infinite amenable group are weakly dense in A(Γ, X, µ).
Proof. By §4 the group Γ has property MD, thus the finite actions
are weakly dense in A(Γ, X, µ). Consider such an action a ∈ A(Γ, X, µ),
let σ : Γ → F be a surjective homomorphism, where F is finite, and let
c ∈ A(F,X, µ) be such that γa = σ(γ)c, ∀γ ∈ Γ. Let ∆1 = F × Z and let
pi : ∆1 → F be the projection to the first coordinate. Let g 6= 0 be an element
of Z. Let τ : Γ → ∆1 be the homomorphism defined by τ(γi) = (σ(γi), g),
so that τ(γi) has infinite order. Let τ(Γ) = ∆ ⊆ ∆1. Thus ∆ is an infinite
amenable group, and if b ∈ A(∆, X, µ) is defined by δb = pi(δ)c, then, as
σ = pi ◦ τ , we have γa = σ(γ)c = (pi(τ(γ)))c = τ(γ)b, i.e., a factors regularly
through ∆. a
Suppose now ρ : Γ→ ∆ is a regular surjective homomorphism, where ∆ is
infinite amenable, b ∈ A(∆, X, µ) and a ∈ A(Γ, X, µ) is given by γa = ρ(γ)b.
Since ∆ is infinite amenable, b ≺ s∆, where s∆ is the shift action of ∆ on 2∆
(see Kechris [Ke09], 13.2). Composing with ρ, we see that a ≺ sΓ,Γ/N , where
N = ker(ρ).
To simplify notation, we will work from now on with Γ = F2 = 〈γ1, γ2〉.
The general case requirers only trivial modifications.
Fix a countable open basis {Un} for A(Γ, X, µ), so that every Un has the
following form:
Un = {a ∈ A(Γ, X, µ) : ∀i ≤ 2∀j, k ≤ mn|µ(γai (P (n)j ) ∩ P (n)k )−
µ(γani (P
(n)
j ) ∩ P (n)k )| < n,
where an ∈ A(Γ, X, µ),Pn = {P (n)1 , . . . , P (n)mn} is a Borel partition of X and
n > 0 (see Kechris [Ke09], Section 1, (B)).
From 5.2, and the paragraph following it, it follows that for each n, there
is an infinite set In, a transitive action τn of Γ on In such that no γ
τn
i (i ≤ 2)
has an invariant finite set (this is where regularity is used) and is such that an
isomorphic copy a¯n of sΓ,In is in Un, say via the isomorphism ϕn : (2
In , νn)→
(X,µ), where νn is the usual product measure on 2
In . Let ϕ−1n (Pn) = Rn =
{R(n)1 , . . . R(n)mn} be the partition of 2In in which R(n)j = ϕ−1n (P (n)j ), so that ∀i ≤
2∀j, k ≤ mn, νn(R(n)j ) = µ(P (n)j ) and |νn(γsΓ,Ini (R(n)j ) ∩ R(n)k )− µ(γani (P (n)j ) ∩
P
(n)
k )| < ρn < n.
A basic nbhd of 2In is a set of the form {p ∈ 2In : p|F = u}, where u ∈ 2F ,
F finite. A finite union of such basic nbhds, with the same F , will be called
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a clopen set supported by F . Since the clopen sets with finite support are
dense in the measure algebra of 2In , it follows that for every δ > 0, there is a
finite non-empty set Fn,δ and a partition of 2
In into clopen sets supported by
Fn,δ, Sn,δ = {S(n)1,δ . . . , S(n)mn,δ}, such that ∀j ≤ mn(νn(R
(n)
j ∆S
(n)
j,δ ) < δ), thus
∀i ≤ 2∀j, k ≤ mn(|νn(γsΓ,Ini (S(n)j,δ ) ∩ S(n)k,δ )− νn(γsΓ,Ini (R(n)j ) ∩R(n)k )| < 2δ).
Let P¯n,δ = ϕn(Sn,δ) = {P¯ (n)1,δ , . . . , P¯ (n)mn,δ} be the partition of X in which
P¯
(n)
j,δ = ϕn(S
(n)
j,δ ). Then µ(P¯
n
j,δ∆P
n
j ) < δ,∀j ≤ mn, so ∀i ≤ 2∀j, k ≤ mn,
|µ(γa¯ni (P¯ (n)j,δ ) ∩ P¯ (n)k,δ )− µ(γani (P¯ (n)j,δ ) ∩ P¯ (n)k,δ )| < ρn + 4δ.
Fix δ = δn and 
′
n, so that ρn + 4δn < 
′
n < 
′
n + 4δn < n. Let U
′
n be the set
of all {a ∈ A(Γ, X, µ) such that ∀i ≤ 2∀j, k ≤ mn
|µ(γai (P¯ (n)j,δn ∩ P¯
(n)
k,δn
)− µ(γani (P¯ (n)j,δn) ∩ P¯
(n)
k,δn
)| < ′n}.
Then a¯n ∈ U ′n and U ′n ⊆ Un. Put P¯ (n)j = P¯ (n)j,δn , P¯n = Pn,δn , Fn = Fn,δn ,Sn =
Sn,δn . Thus ϕn : 2In → X sends Sn to P¯n,Sn is supported by Fn and ϕn sends
sΓ,In to a¯n, where
|µ(γa¯ni (P¯ (n)j ) ∩ P¯ (n)k )− µ(γani (P¯ (n)j ) ∩ P¯ (n)k )| < ′n,
∀i ≤ 2∀j, k ≤ mn. Also µ(P¯ (n)j ) = νn(S(n)j ).
Now consider the product action s =
∏
n sΓ,In , which is the action of Γ
on 2I , I =
⊔
n In, induced by the action τ of Γ on I given by τ =
⊔
n τn.
For each n, let pn : 2
I → 2In be the projection function pn(f) = f |In. Let
S¯n = p−1n (Sn) = {p−1n (S(n)1 ), . . . , p−1n (S(n)mn)}. This is a clopen partition of 2I
supported by the finite set Fn ⊆ In ⊆ I. If ν =
∏
n νn is the product measure
on 2I , clearly ∀i ≤ 2∀j, k ≤ mn(ν(S¯(n)j ) = νn(S(n)j )) and νn(γsΓ,Ini (S(n)j ) ∩
S
(n)
k ) = ν(γ
s
i (S¯
(n)
j ) ∩ S¯(n)k ).
Now each S¯
(n)
j is a finite union of basic nbhds of the form Nu = {f ∈
2I : f |Fn = u}, where u ∈ 2Fn . Since γsi (Nu) = Nv, where v ∈ 2γ
τn
i (Fn) is
defined by v(a) = u((γ−1i )
τn(a)), it follows that γsi (Nu), for each such u, and
thus γsi (S¯
(n)
j ),∀j ≤ mn, depends only on γτi |Fn = γτni |Fn.
So fix any action τ ∗ of Γ on I such that γτ
∗
i |Fn = γτi |Fn = γτni |Fn,∀n∀i ≤
2, and let s∗ be the corresponding shift action on 2I . Then γsi (S¯
(n)
j ) =
γs
∗
i (S¯
(n)
j ),∀n∀i ≤ 2∀j ≤ mn.
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Lemma 5.3 For each n there is an isomorphic copy of s∗ in U ′n, thus s
∗ is
maximum in ≺.
Proof. Fix n. We will find an isomorphic copy of s∗ in U ′n. Since
µ(P¯
(n)
j ) = νn(S
(n)
j ) = ν(S¯
(n)
j ), let ψn : (2
I , ν) → (X,µ) be an isomorphism
such that ψn(S¯
(n)
j ) = P¯
(n)
j ,∀j ≤ mn. Let a∗n ∈ A(Γ, X, µ) be the isomorphic
copy of s∗ induced by ψn. We will check that a∗n ∈ U ′n. Indeed, µ(γa
∗
n
i (P¯
(n)
j )∩
P¯
(n)
k ) = ν(γ
s∗
i (S¯
(n)
j ) ∩ S¯(n)k ) = ν(γsi (S¯(n)j ) ∩ S¯(n)k ) = νn(γsΓ,Ini (S(n)j ) ∩ S(n)k ) =
µ(γa¯ni (P¯
(n)
j ) ∩ P¯ (n)k ), and so |µ(γa
∗
n
i (P¯
(n)
j ) ∩ P¯ (n)k )− µ(γani (P¯ (n)j ) ∩ P¯ (n)k )| < ′n,
i.e., a∗n ∈ U ′n. a
To complete the proof, it is enough to show that such a τ ∗ can be chosen
so that τ ∗ acts transitively on I. Let us recall that I =
⊔
n In, In infinite,
∅ 6= Fn ⊆ In is finite, τ =
⊔
n τn, γ
τn
i does not have any finite (non-∅) invariant
sets (⊆ In) and we want to find τ ∗, a transitive action of Γ on I, such that
∀i ≤ 2∀n(γτ∗i |Fn = γτi |Fn). First we take γτ∗1 = γτ1 . It is then enough to find
γτ
∗
2 , a transitive permutation of I, that satisfies γ
τ∗
2 |Fn = γτ2 |Fn, for each n.
This is possible by the following lemma.
Lemma 5.4 For each n ≥ 1, let In be an infinite (countable) set, ∅ 6= Fn ⊆
In a finite subset and Sn a permutation of In that has no finite (non-∅)
invariant sets. Then there is a transitive permutation S of I such that S|Fn =
Sn|Fn,∀n.
Proof. Because Sn has no finite non-∅ invariant sets, i.e., no cycles,
there is a partition P
(n)
1 , . . . , P
(n)
kn
of Fn ∪ Sn(Fn), such that each P (n)i has
the form {x(n)i , Sn(x(n)i ), . . . , S`nn (x(n)i ) = y(n)i }, for some `n, where all the
Sjn(x
(n)
i ) are distinct and x
(n)
i 6∈ Sn(Fn), y(n)i 6∈ Fn. Call x(n)i , y(n)i the first,
resp., last, elements of P
(n)
i . Clearly Sn|Fn =
⋃
i≤kn Sn|(P
(n)
i \ {y(n)i }). Put
P = I \⋃n,i≤kn P (n)i and enumerate P = {p0, p1, . . . }. Then let S be defined
as follows: S(pi+1) = pi for i ≥ 0, S|(P (n)i \ {y(n)i }) = Sn|(P (n)i \ {y(n)i })
(thus S|Fn = Sn|Fn), and finally S(p0) = x(1)1 , S(y(1)1 ) = x(1)2 , S(y(1)2 ) =
x
(1)
3 , . . . , S(y
(1)
k1
) = x
(2)
1 , S(y
(2)
1 ) = x
(2)
2 , . . . a
By a similar argument, using direct sums of representations instead of
product actions, one can show that for Γ = Fn (1 ≤ n ≤ ∞), there is
H ≤ Γ with [Γ : H] = ∞ such that the quasi-regular representation λΓ/H
on `2(Γ/H), induced by the canonical action of Γ on Γ/H, is maximum in
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the order ≺ of weak containment of unitary representations of Γ. Monod
(private communication) asked whether, for n ≥ 2, one can also find such
an H such that moreover λΓ/H is irreducible. (The existence of irreducible
representations of Fn, for n ≥ 2, that are maximum in the order of weak con-
tainment was first proved by Yoshizawa [Y]. For another proof, see Kechris
[Ke09], Appendix H, (C)). One can easily modify the preceding argument
to show that this is indeed the case. (I would like to thank T. Tsankov for a
helpful discussion on this matter.)
Theorem 5.5 Let Γ = Fn (2 ≤ n ≤ ∞). Then there is H ≤ Γ with
[Γ : H] = ∞ such that the quasi-regular representation λΓ/H is maximum
in the order ≺ of weak containment of unitary representations of Γ and is
moreover irreducible..
Proof. We again take Γ = F2 = 〈γ1, γ2〉 for notational simplicity. As
in the proof of 5.1, we can find a sequence of infinite sets {In}, a transitive
action τn of Γ on In such that no γ
τn
i (i ≤ 2) has an invariant finite set,
and a sequence {Fn} of non-empty finite sets with Fn ⊆ In, ∀n, and such
that if τ ∗ is any transitive action of Γ on I =
⊔
n In with ∀i ≤ 2∀n(γτ
∗
i |Fn =
γτni |Fn), then the representation λΓ/H , where H is the stabilizer in τ ∗ of some
(equivalently any) point of I, is maximum in the order of weak containment of
representations of F2. By Mackey’s Irreducibility Criterion (see, e.g., Bekka-
de la Harpe [BdlH], Example 10), in order to make λΓ/H irreducible, it is
enough to have that the action of H on Γ/H has infinite orbits except on H
itself. In terms of the action τ ∗, it is enough to find a point i0 ∈ I whose
stabilizer H has the property that the orbits of τ ∗|H are infinite on I \ {i0}.
By a simple modification of the proof of 5.4 (by taking Sn = γ
τn
2 |In), we
see that we can find finite sets P˜n (=
⋃
i≤kn P
(n)
i , in the notation of that
proof), with P˜n ⊆ In, and for each i0 ∈ P = I \
⋃
n P˜n, we can find γ
τ∗
2 such
that γτ
∗
2 |Fn = γτ2 |Fn and γτ∗2 fixes i0 and acts transitively on the rest of I.
Then the stabilizer H of i0 contains γ2 and thus (no matter how we define
γτ
∗
1 ) τ
∗|H has a single orbit off i0. We only need now to define γτ∗1 to make
sure that the action τ ∗ is transitive and of course also have γτ
∗
1 |Fn = γτi |Fn,
for every n. But this is clear from 5.4 again. a
Recall that the action of a group Γ on Γ/H is amenable if 1Γ ≺ λΓ/H .
If we now take Γ = Fn and H as in 5.5, then pi ≺ λΓ/H for every unitary
representation pi, so, in particular, 1Γ ≺ λΓ/H , i.e., the action of Γ on I is
amenable. Since we also have that λΓ ≺ λΓ/H , it is easy to check that no
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γ 6= 1 fixes every element of Γ/H, i.e., the action of Γ on Γ/H is faithful.
Thus we see that the action of Γ on I = Γ/H, where H comes from 5.5,
gives another example of a faithful, transitive, amenable action of Fn on a
countable set I, a result first proved by van Douwen [vD]. Other such exam-
ples have been found in Glasner-Monod [GM] and Grigorchuk-Nekrashevych
[GN]. However, the example coming from 5.5 has the stronger property that
∀pi(pi ≺ λΓ/H) instead of just 1Γ ≺ λΓ/H and is also irreducible.
We finally note that in 5.1, the action sΓ,Γ/H is weakly mixing (see, e.g.,
Kechris-Tsankov [KT], 2.1). One can also make it free by using 2.4, (ii) in
Kechris-Tsankov [KT] (or else work with sΓ/Γ/H,X , for (X,µ) non-atomic, in
which case sΓ,Γ/H,X is automatically free, as the action of Γ on Γ/H is faithful
(see [KT], 2.4, (iii))).
6 Miscellanea
We will consider here some additional density properties in the space of
actions A(Fn, X, µ) of the free group Fn and some of its subspaces.
Given a countable, measure preserving equivalence relation E on (X,µ),
we denote by [E] its full group,
[E] = {T ∈ Aut(X,µ) : T (x)Ex, µ-a.e.(x)}.
For any group Γ, we let A(Γ, [E]) be the space of actions of Γ “contained”
in [E]:
A(Γ, [E]) = {a ∈ A(Γ, X, µ) : ∀γ ∈ Γ(γa ∈ [E])}.
Since [E] is a separable subgroup in the uniform topology of Aut(X,µ), it fol-
lows that A(Γ, [E]) is a separable (thus Polish) space in the uniform topology
of A(Γ, X, µ). When Γ = Fn (1 ≤ n ≤ ∞), with free generators γ1, γ2, . . . ,
we also let AP(Fn, [E]) be the uniformly closed subspace of A(Fn, [E]) con-
sisting of all a ∈ A(Fn, [E]) for which γa1 is aperiodic. Denoting by APER
the (uniformly closed) set of aperiodic elements of Aut(X,µ), we can clearly
identify AP(Fn, [E]) with (APER ∩ [E]) × [E]n−1 (with the product of the
uniform topology).
(A) We will first consider any equivalence relation E on (X,µ) of cost
C(E) > 1. We note that, by the argument in Ioana-Peterson-Popa [IPP],
Appendix, and Gaboriau [G], it follows that for any equivalence relation F
there is an equivalence relation F ⊆ E with C(E) > 1.
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Proposition 6.1 Let E be a countable, measure preserving, ergodic equiv-
alence relation on (X,µ) with C(E) > 1. Then for each 2 ≤ n ≤ ∞, {a ∈
AP(Fn, [E]) : C(a) > 1} is dense and non-meager in the uniform topology of
AP(Fn, [E]).
Proof. We will consider the case n = 2, the case of arbitrary n being
similar.
(1) First we will prove density.
Claim. There is a ∈ AP(F2, [E]) such that Ea is maximal (under a.e.
inclusion) with the property that Ea is ergodic and C(Ea) = 1.
Proof. Assume not. Let a0 ∈ AP(F2, [E]) be such that Ea0 is ergodic
and C(Ea0) = 1 (such exists using, e.g., Kechris [Ke09], 3.5). Then by
transfinite induction on α < ω1 (the first uncountable ordinal), we will find
aα ∈ AP(F2, [E]) such that C(Eaα) = 1, α < β ⇒ Eaα $ Eaβ , and Eaλ =⋃
α<λEaα for λ limit. The successor case is trivial. For the limit case, let first
Eλ =
⋃
α<λEaα . Then C(Eλ) = 1 (see Gaboriau [G] or Kechris-Miller [KM],
23.5). It is thus enough to find aλ ∈ AP(F2, [E]) with Eaλ = Eλ. Note that
Eλ is ergodic. So let Sλ ∈ [Eλ] be ergodic. Since C(Eλ) < 3/2, by the proof of
Kechris-Miller [KM], 27.7, there is ϕλ ∈ [[Eλ]], such that Eλ is the equivalence
relation generated by Sλ, ϕλ. If Eϕλ is the equivalence relation generated by
ϕλ, then since Eϕλ is a hyperfinite subrelation of Eλ, it is easy to find an
aperiodic Tλ ∈ [Eλ] such that Eϕλ ⊆ ETλ . So if F2 = 〈γ1, γ2〉 and we let aλ
be defined by γaλ1 = Sλ, γ
aλ
2 = Tλ, then clearly a ∈ AP(F2, [E]), Eaλ = Eλ.
The existence of aλ, λ < ω1, clearly violates the countable chain condition
in the σ-finite measure space (E,M), where M(A) =
∫
card(Ax)dµ(x), with
Ax = {y : (x, y) ∈ A} for any Borel set A ⊆ E. a
So fix a ∈ AP(F2, [E]) as in the claim. Note that Ea $ E, from which it
follows that [E] \ [Ea] 6= ∅. Let γa1 = S1, γa2 = S2.
Claim. If S ′2 ∈ [E] \ [Ea] and a′ is defined by γa′1 = S1, γa′2 = S ′2, then
C(a′) > 1.
Proof. If not, consider E ′ = Ea ∨Ea′ . Then, since Ea ∩Ea′ is aperiodic,
C(E ′) = 1 (see Gaboriau [G] or Kechris-Miller [KM], 23.4) and as in the
proof of the previous claim E ′ = Eb, for some b ∈ AP(F2, [E]), and clearly
Ea $ Eb, contradicting the maximality of a. a
We now complete the proof of density. Fix any a0 ∈ AP(F2, [E]), with
γa01 = S
0
1 , γ
a0
2 = S
0
2 . Fix also uniform open nbhds U1, U2 of S
0
1 , S
0
2 , resp. We
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will find c ∈ AP(F2, [E]) with C(c) > 1 such that γc1 ∈ U1, γc2 ∈ U2. Since the
conjugates of any aperiodic S ∈ [E] by elements of [E] are uniformly dense
in APER ∩ [E] (see Kechris [Ke09], 3.4), we can assume that γa1 = S1 ∈ U1
(by replacing a by a conjugate action within [E] if necessary). Now [Ea] is
a uniformly closed proper subgroup of [E], so it must have empty interior,
otherwise it would be open, thus clopen, violating the connectedness of [E] in
the uniform topology (see Kechris [Ke09], 3.12). Thus [E] \ [Ea] is uniformly
dense in [E] and so U2 ∩ ([E] \ [Ea]) 6= ∅. Then pick T2 ∈ U2 ∩ ([E] \ [Ea]).
Let c ∈ AP(F2, [E]) be such that γc1 = γa01 = S1 ∈ U1, γc2 = T2 ∈ U2. By the
previous claim C(c) > 1 and we are done.
(2) Next we prove non-meagerness.
It will be convenient to use the following notation: For any topological
space X and P ⊆ X, we put
∀∗x ∈ XP (x)⇔ P is comeager in X.
We also let
A = APER ∩ [E],
so that AP(F2, [E]) can be identified with A × [E]. All these spaces are
equipped with the uniform topology.
Assume that {a ∈ AP(F2, [E]) : C(a) = 1} is comeager, towards a contra-
diction. Then letting for each V0, V1, · · · ∈ Aut(X,µ), EV0,V1,... be the equiva-
lence relation generated by V0, V1, . . . , we have
∀∗(S, T ) ∈ A× [E](C(ES,T ) = 1),
so by the Kuratowski-Ulam Theorem
∀∗S ∈ A∀∗T ∈ [E](C(ES,T ) = 1).
Claim. For any n,
∀∗S ∈ A∀∗T0 ∈ [E] · · · ∀∗Tn ∈ [E](C(ES,T0,T1,...,Tn) = 1).
Proof. By induction on n. This is clear for n = 0. Assume it is true for
n. Then using this and the n = 0 case, we have
∀∗S ∈ A∀∗T0 ∈ [E] · · · ∀∗Tn ∈ [E]∀∗Tn+1 ∈ [E]
(C(ES.T0,...,Tn) = 1 ∧ C(ES,Tn+1) = 1).
35
For S, T0, . . . , Tn+1 as above,
ES.T0,...,Tn ∩ ES,Tn+1 ⊇ ES
and
ES,T0,...,Tn,Tn+1 = ES,T0,...,Tn ∨ ES,Tn+1 ,
while ES is aperiodic. Thus it follows as before that
C(ES,T0,...,Tn+1) = 1,
i.e.,
∀∗S ∈ A∀∗T0 ∈ [E] · · · ∀∗Tn+1 ∈ [E](C(ES,T0,...,Tn+1) = 1).
a
Using this claim, we then have
∀∗S ∈ A∀∗(T0, T1, . . . ) ∈ [E]N(C(ES,T0,T1,...) = 1),
since ES,T0,T1,... =
⋃
nES,T0,T1,...,Tn and {ES,T0,T1,...,Tn} is an increasing sequence
of cost 1 equivalence relations for comeager many (S, (T0, T1, . . . )) ∈ A×[E]N.
On the other hand, we have
∀∗S ∈ A∀∗(T0, T1, . . . ) ∈ [E]N(ES,T0,T1,... = E),
which is a contradiction, since C(E) > 1. Indeed, it is enough to verify that
∀∗(T0, T1, . . . ) ∈ [E]N({Tn} is dense in [E]).
To see this, let {gn} be dense in [E]. Let δu(S, T ) = µ({x : S(x) 6= T (x)}) be
the uniform metric on Aut(X,µ). Then for any  > 0, n ∈ N,
Y,n = {(T0, T1, . . . ) ∈ [E]N : ∃i(du(Ti, gn) < )}
is open and dense in [E]N, thus
Y =
⋂
,n
Y,n
is dense Gδ and clearly
(T0, T1, . . . , ) ∈ Y ⇒ {Tn} is dense in [E].
a
36
Corollary 6.2 Let E be a countable, measure preserving, ergodic equivalence
relation on (X,µ) with C(E) > 1. Then for each 2 ≤ n <∞, there is  > 0
such that
{a ∈ AP(Fn, [E]) : C(a) ≥ 1 + }
has non-empty interior in AP(Fn, [E]) with the uniform topology.
Proof. It is shown in Kechris [Ke09], Section 10, Remark following
10.14, that for infinite, finitely generated groups Γ the function a 7→ C(a) on
A(Γ, X, µ) is upper semicontinuous in the uniform topology. It follows that
for each δ, {a ∈ A(Γ, X, µ) : C(a) ≥ δ} is uniformly closed. Thus
{a ∈ AP(Fn, [E]) : C(a) > 1}
is non-meager in AP(Fn, [E]) and the union of the sequence of closed sets
{a ∈ AP(Fn, [E]) : C(a) ≥ 1 + 1
m
}.
Thus for some  = 1
m
, {a ∈ AP(Fn, [E]) : C(a) ≥ 1+} has non-empty interior
in AP(Fn, [E]). a
This corollary shows that there are two elements S, T ∈ [E], S aperiodic,
such that C(ES,T ) ≥ 1 +  and for any S ′, T ′ ∈ [E], S ′ aperiodic, which are
sufficiently close to S, T in the uniform topology (i.e., differ by S, T on a set
of very small measure), we still have C(ES′,T ′) ≥ 1 + .
In Kechris-Miller [KM], 28.8, it was shown, for E as in 6.2, that there is
a free ergodic a ∈ A(F2, [E]). Then of course C(a) = 2. It would be natural
to think that an open nbhd of any such action would be a witness to the
conclusion of the previous corollary. However, this is not the case in view of
the following example due to Hjorth.
Proposition 6.3 (Hjorth) Let Fn = 〈γ1, γ2, . . . 〉 be the free group with free
generators γ1, γ2, . . . (1 ≤ n ≤ ∞). Let a ∈ A(Fn, X, µ) be such that γa1 is
ergodic. Assume that there is an ergodic U ∈ Aut(X,µ) which commutes with
a, i.e., U commutes with each γai . Then there is a sequence am ∈ A(Fn, X, µ)
with γam1 ergodic, C(am) = 1 and am → a uniformly.
Proof. We take n = 2 for notational simplicity and let γa1 = S, γ
a
2 = T .
First we note that C(ES,T,U) = 1; this follows from Kechris-Miller [KM],
24.8. It is thus enough to find Sm, Tm ∈ Aut(X,µ) such that Sm is ergodic,
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Sm → S, Tm → T uniformly and ESm,Tm = ES,T,U (then am given by γam1 =
Sm, γ
am
2 = Tm works).
Next we note the following fact: if E is a countable, measure preserving
equivalence relation, ES ⊆ E and A = {x : xEU(x)} has positive measure,
then EU ⊆ E. Indeed, given any x ∈ X, by the ergodicity of S, there is
n ∈ Z such that Sn(x) ∈ A and so
xESn(x)EU(Sn(x)) = Sn(U(x))EU(x),
so EU ⊆ E. Similarly, if EU ⊆ E and B = {x : xET (x)} has positive
measure, then ET ⊆ E.
To find Sm, Tm, let first Am ⊆ X be a Borel set with µ(Am) < 1/m. Then
µ(U(Am)) = µ(Am) < 1/m and so if Cm = {x : T (x) 6∈ U(Am)}, µ(Cm) >
1 − 1/m and T (Cm) ∩ U(Am) = ∅. Let Bm = Cm ∩ (X \ Am), so that
µ(Bm) > 1 − 2/m. Then, using the ergodicity of U , we can find Tm ∈ [EU ]
such that Tm|Bm = T |Bm (thus Tm, T differ only a set of measure < 2/m),
and Tm|Am = U |Am. Let also Sm = S. Clearly Sm → S, Tm → T uniformly.
Let Em = ESm,Tm . Then by the preceding fact, applied to Em, we conclude
that Em ⊇ ES,T,U and since Tm ∈ [EU ], Em = ESm,Tm ⊆ ES,T,U , so Em =
ES,T,U . a
Take now n = 2 in 6.3 and a free, ergodic action a ∈ A(F2, X, µ) for which
there is an ergodic U ∈ Aut(X,µ), which commutes with a, and let am be
as in the conclusion of 6.3. Let F be the equivalence relation generated by a
and {am}, and E ⊇ F be an equivalence relation such that C(E) > 1. Then
no nbhd of a is a witness to the conclusion of 6.2 for this E.
It is clear from 5.2 that {a ∈ A(Fn, X, µ) : Ea is aperiodic, hyperfinite} is
weakly dense in A(Fn, X, µ) and thus so if {a ∈ A(Fn, X, µ) : C(a) = 1} (1 ≤
n ≤ ∞). Recall that Ea is aperiodic if (almost) all its equivalence classes
are infinite. Using the preceding result we can actually prove a stronger
statement.
Proposition 6.4 The set
{a ∈ A(Fn, X, µ) : Ea is not hyperfinite & C(a) = 1}
is weakly dense in A(Fn, X, µ) (2 ≤ n ≤ ∞).
Proof. Again we take n = 2 for notational simplicity.
Fix a0 ∈ A(F2, X, µ) and a weak nbhd U of a in order to find a ∈ U with
Ea not hyperfinite and C(a) = 1.
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By Kechris [Ke09], Section 10, (G), we can assume that there is an
action b0 ∈ A(F2 × Z, X, µ) with a0 = b0|F2. Now F2 × Z has the Haagerup
Approximation Property (HAP), so by Hjorth [Hj08] there is a mixing action
b′0 ∈ A(F2 × Z, X, µ) as close as we want to b0 in the weak topology. Let c0
be a free, mixing action in A(F2 × Z, X, µ) and consider b′0 × c0. It is free,
mixing and b′0 ≺ b′0 × c0, i.e., there is an isomorphic copy of b′0 × c0 as close
as we want to b′0 in the weak topology. Thus there is a free mixing action
d0 ∈ A(F2×Z, X, µ) such that d0|F2 ∈ U . Then, by 6.3, d0|F2 is the uniform
limit of a sequence of actions am ∈ A(F2, X, µ) with C(am) = 1.
Lemma 6.5 For any infinite, countable group Γ, the set {a ∈ A(Γ, X, µ) : Ea
is hyperfinite} is uniformly closed.
Granting this, since clearly Ed0|F2 is not hyperfinite, it follows that we
can also assume that Eam is not hyperfinite and the proof is complete.
Proof of 6.5. Let an ∈ A(Γ, X, µ), Ean hyperfinite and an → a ∈
A(Γ, X, µ) uniformly. Let En = Ean , E = Ea. Clearly for each n, Fn =⋂
m>nEm is hyperfinite and F0 ⊆ F1 ⊆ . . . , so⋃
n
Fn =
⋃
n
⋂
m>n
Em
is hyperfinite. It is thus enough to check that E ⊆ ⋃n⋂m>nEn. If not, there
is γ ∈ Γ and a set of positive measure A such that
x ∈ A⇒ (x, γa(x)) 6∈
⋃
n
⋂
m>n
Em.
i.e., for x ∈ A and for infinitely many n, (x, γa(x)) 6∈ En. Now γan → γa
uniformly, so for all large enough n, µ({x ∈ A : γa(x) = γan(x)}) > 0, a
contradiction. a
(B) There have been some very interesting recent results that have the
following general form: Let P be a property of countable, measure preserv-
ing equivalence relations on (X,µ), (which we intuitively think as strongly
violating hyperfiniteness). Then there exists an ergodic equivalence relation
E such that every ergodic F ⊆ E either is hyperfinite or else has property
P. Chifan-Ioana [CI] show that for P being the property of strong ergodicity
(also called E0-ergodicity), this holds for the equivalence relation E induced
by the shift action of Γ on [0, 1]Γ for any infinite, countable group Γ. Ozawa
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[O] showed that the same holds when E is the equivalence relation induced
by the action of SL2(Z) on T2. Finally, Ioana [I09] showed that for P be-
ing the property of being rigid, this holds again for the equivalence relation
induced by the action of SL2(Z) on T2.
Let us note here that for pairs P,E satisfying the above dichotomy,we
have the following density result.
Proposition 6.6 Let P be a property of countable, measure preserving equiv-
alence relations that implies non-hyperfiniteness. Let E be a countable, mea-
sure preserving, ergodic equivalence relation which is not hyperfinite such that
every ergodic subequivalence relation F ⊆ E is either hyperfinite or has prop-
erty P . Then {a ∈ A(Fn, [E]) : Ea has property P} is uniformly dense in
AP(Fn, [E]), 2 ≤ n ≤ ∞.
Proof. Take again n = 2 for notational simplicity. As in the proof of
6.1, let S0 ∈ [E] be ergodic such that ES0 is maximal under inclusion. Fix
(S, T ) ∈ AP(F2, [E]) and uniform nbhds U, V of S, T , resp. Since we can find
K ∈ [E] such that KS0K−1 ∈ U , we may as well assume that S0 ∈ U . Now
[E] \ [ES0 ] is uniformly dense in [E], so let T0 ∈ [E] \ [ES0 ] be in V . Then
ES0,T0 is ergodic and non-hyperfinite, by the maximality of ES0 , and thus has
property P , which completes the proof. a
Corollary 6.7 In the context of 6.6, {a ∈ A(Fn, X, µ) : Ea has property P}
is weakly dense in A(Fn, X, µ).
It follows, for example, that the strongly ergodic (resp., rigid) actions are
weakly dense in A(Fn, X, µ), 2 ≤ n ≤ ∞, a fact that can be also proved more
directly as pointed out in Ioana [I09], 6.2. Also Abert informed me that he
has shown, by a different method, that the actions in A(Fn, X, µ) that have
spectral gap are weakly dense.
A Appendix. Some facts about co-induced
actions
Suppose that a countable group ∆ acts on a countable set T and let σ : ∆×
T → Aut(X,µ) be a cocycle of the action of ∆ on T with values in Aut(X,µ),
i.e., a map satisfying the property
σ(δ1δ2, t) = σ(δ1, δ2 · t)σ(δ2, t),
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for δ1, δ2 ∈ ∆, t ∈ T . We define an action of ∆ on (Y, ν), where Y = XT , ν =
µT (the product measure), by
(δ · f)(t) = σ(δ−1, t)−1(f(δ−1 · t)).
It is easily checked that this is a measure preserving action of ∆ on (Y, ν).
If τ : ∆× T → Aut(X,µ) is another cocycle which is cohomologous to σ,
i.e., there is f : T → Aut(X,µ) such that τ(δ, t) = f(δ · t)σ(δ, t)f(t)−1, then
the action induced by τ is isomorphic to the action induced by σ via the map
ϕ : Y → Y given by
ϕ(p)(t) = f(t)(p(t)).
Let now Γ ≤ ∆ be a subgroup and let T be a transversal for the left
cosets of Γ with 1 ∈ T . Let ∆ act on T by defining δ · t to be the unique
element of T in δtΓ and let ρ : ∆× T → Γ be the cocycle defined by
(δ · t)ρ(δ, t) = δt.
If a ∈ A(Γ, X, µ), then ρ gives rise to the cocycle σ : ∆ × T → Aut(X,µ)
defined by σ(δ, t) = ρ(δ, t)a. We call the action on (Y, ν) given by σ the
co-induced action of a, in symbols
CInd∆Γ (a).
Thus b = CInd∆Γ (a) is the action of ∆ on (X
T , µT ) given by
(δ · f)(t) = ρ(δ−1, t)−1 · f(δ−1 · t),
where the action on the right-hand side is the action a.
Note that T can be identified with ∆/Γ and thus (XT , µT ) with the
space (X∆/Γ, µ∆/Γ). The action of ∆ on T becomes then the usual action
δ · δ′Γ = δδ′Γ of ∆ on ∆/Γ.
Various properties of the co-induced action are given in Ioana [I07] and
Kechris [Ke09], Section 10, (G). We record a few that we use in this paper:
(i) a v CInd∆Γ (a)|Γ, in fact the map f 7→ f(1) demonstrates that a is a
factor of CInd∆Γ (a)|Γ.
(ii)
a 7→ CInd∆Γ (a)
A(Γ, X, µ)→ A(∆, Y ν)
is continuous in the weak topology.
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(iii) a ∼= b⇒ CInd∆Γ (a) ∼= CInd∆Γ (b).
We prove below some further properties of the co-induced action that we
also need in this paper.
Proposition A.1 Co-inducing preserves weak containment, i.e.,
a ≺ b⇒ CInd∆Γ (a) ≺ CInd∆Γ (b).
Proof. Since a ≺ b, there is a sequence bn such that bn ∼= b and bn →
a weakly. Then CInd∆Γ (bn)
∼= CInd∆Γ (b) and by (ii) above CInd∆Γ (bn) →
CInd∆Γ (a), so CInd
∆
Γ (a) ≺ CInd∆Γ (b). a
If Γ ≤ ∆ and (X,µ) is a measure space (perhaps with atoms), we denote
by s∆,∆/Γ,X the shift action of ∆ on X
∆/Γ corresponding to the canonical
action of ∆ on ∆/Γ:
(δ1 · f)(δ2Γ) = f(δ−11 δ2Γ).
If X = 2 = {0, 1} and µ({0}) = µ({1}) = 1/2, we simply write s∆,∆/Γ. If T
is a transversal for ∆/Γ with 1 ∈ T , then ∆/Γ can be identified with T and
s∆,∆/Γ,X is the action
(δ · f)(t) = f(δ−1 · t),
where ∆ acts on T in the previous sense.
Proposition A.2 Let H ≤ Γ ≤ ∆ and (X,µ) a measure space (perhaps
with atoms). Then
CInd∆Γ (sΓ,Γ/H,X)
∼= s∆,∆/H,X .
Proof. Fix a transversal S for the left cosets of H in Γ containing 1 and a
transversal T for the left cosets of Γ in ∆ containing 1. Then TS = {ts : t ∈
T, s ∈ S} is a transversal for the left cosets of H in ∆.
The action sΓ,Γ/H,X is the action of Γ on X
Γ/H = XS defined by
γ · p(s) = p(γ−1 · s),
where Γ acts on S by γ · s = (the unique element of S in the coset γsH). Let
also σ : Γ× S → H be the associated cocycle given by (γ · s)σ(γ, s) = γs.
The action CInd∆Γ (sΓ,Γ/H,X) is the action of ∆ on (X
Γ/H)∆/Γ = (XS)T ,
given by
δ · q(t) = ρ(δ−1, t)−1 · q(δ−1 · t),
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where ∆ acts on T in the usual way and ρ : ∆ × T → Γ is the associated
cocycle given by (δ · t)ρ(δ, t) = δt.
The measure spaces ((XS)T , (µS)T ) and (XS×T , µS×T ) are isomorphic via
the map p 7→ ϕ(p) = q, where q(s, t) = p(t)(s). Clearly (s, t) 7→ ts is
a bijection of S × T with TS and thus XS×T is identified with XTS =
X∆/H . Therefore ψ : (XS)T → XTS, given by ψ(p) = q, where q(ts) =
ϕ(p)(s, t) = p(t)(s), is an isomorphism of ((XS)T , (µS)T ) with (XTS, µTS) =
(X∆/H , µ∆/H) and we will show that it sends CInd∆Γ (sΓ,Γ/H,X) to s∆,∆/H,X .
We have (δ · p)(t) = ρ(δ−1 · t)−1 · p(δ−1, t), so
ψ(δ · p)(ts) = (δ · p)(t)(s) = ρ(δ−1 · t)−1 · p(δ−1 · t)(s)
= p(δ−1 · t)(ρ(δ−1 · t) · s)
= ψ(p)((δ−1 · t)(ρ(δ−1, t) · s)).
On the other hand,
(δ · ψ(p))(ts) = ψ(p)(δ−1 · ts)
Now (δ−1 · t)ρ(δ−1, t) = δ−1t, so δ−1ts = (δ−1 · t)ρ(δ−1, t)s, thus if we put
γ = ρ(δ−1, t) ∈ Γ, we have
δ−1ts = (δ−1 · t)γs
= (δ−1 · t)(γ · s)σ(γ, s)
= (δ−1 · t)(ρ(δ−1, t) · s)σ(γ, s)
and σ(γ, s) ∈ H, thus
δ−1 · ts = (δ−1 · t)(ρ(δ−1, t) · s),
so
δ · ψ(p)(ts) = ψ(p)((δ−1 · t)(ρ(δ−1, t) · s)),
i.e., ψ(δ · p) = δ · ψ(p), and the proof is complete. a
Assume Γ ≤ ∆ and let now a ∈ A(∆, X, µ) be an action of the bigger
group ∆. One can form the restriction a|Γ ∈ A(Γ, X, µ) and then co-induce
that to get CInd∆Γ (a|Γ). We will describe below this action.
Consider first the (diagonal) product action a∆/Γ on (X∆/Γ, µ∆/Γ) =
(XT , µT ):
δ · f = (t 7→ δ · f(t)),
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where the action on the right-hand side is the action a. We also have the
shift action s∆,∆/Γ,X on (X
∆/Γ, µ∆/Γ). Note that these actions commute, i.e.,
for each δ1, δ ∈ ∆
δa
∆/Γ
1 δ
s∆,∆/Γ,X
2 = δ
s∆,∆/Γ,X
2 δ
a∆/Γ
1 ,
so we can define a new action, denoted by a∆/Γ ~ s∆,∆/Γ, which is given by
δ · f(t) = δ · f(δ−1 · t).
Proposition A.3 For Γ ≤ ∆ and for each action a ∈ A(∆, X, µ),
CInd∆Γ (a)
∼= a∆/Γ ~ s∆,∆/Γ,X .
Proof. Going back to the beginning of this Appendix, let the cocycle
σ1 : ∆×T → Aut(X,µ) be given by σ1(δ, t) = δa. Let also σ2(δ, t) = ρ(δ, t)a.
Then the action of ∆ on (XT , µT ) corresponding to σ1 is a
∆/Γ ~ s∆,∆/Γ,X ,
while the action corresponding to σ2 is CInd
∆
Γ (a). It is thus enough to show
that σ1, σ2 are cohomologous, i.e., there is f : T → Aut(X,µ) such that
σ2(δ, t) = f(δ · t)σ1(δ, t)f(t)−1. By definition we have
σ2(δ, t) = ρ(δ, t)
a,
where ρ(δ, t) = (δ · t)−1δt, thus
σ2(δ, t) = ((δ · t)−1)aδata
= ((δ · t)−1)aσ1(δ, t)ta,
so
f(t) = (t−1)a
works. a
If Γ ≤ ∆, then the action of ∆ on ∆/Γ is amenable if it admits a
finitely additive invariant probability measure (defined on all subsets of ∆/Γ).
For more about these actions, see, e.g., Glasner-Monod [GM] and Kechris-
Tsankov [KT]. We conclude this appendix with the following question.
Problem A.4 Let Γ ≤ ∆ and assume that the action of ∆ on ∆/Γ is
amenable. Is it true that for any a ∈ A(∆, X, µ),
a ≺ CInd∆Γ (a|Γ)?
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Note the assumption that the action of ∆ on ∆/Γ is amenable is necessary
because if a = i∆ is the trivial action of ∆ on (X,µ), then CInd
∆
Γ (a|Γ) ∼=
s∆,∆/Γ,X , and i∆ ≺ s∆,∆/Γ,X implies the amenability of the action of ∆ on
∆/Γ (see Kechris-Tsankov [KT]).
By extending the arguments in Kechris-Tsankov [KT], we can show that
A.4 has a positive answer in certain cases, e.g., when a = i∆ or a = s∆,∆/H,X
(for any H ≤ ∆), but the general case remains opens.
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