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Abstract
Anomalous diffusion is applicable in environments that are not locally homogeneous, such
as human brain tissue. In such environments the model of restricted diffusion commonly
employed in the analysis of diffusion magnetic resonance data is not valid. Anomalous
diffusion displays a nonlinear time dependence for the mean-squared displacement, and
provides a prediction of a stretched exponential form for the signal decay. Anomalous diffusion
probes tissue complexity in a way that is not possible using standard diffusion tensor imaging.
Fractional order dynamics, particularly when applied to diffusion, leads to an extension of the
concept of Brownian motion through a generalisation of the Gaussian probability function.
Water molecule diffusion in the brain can be measured using a magnetic resonance imaging
method, and the anisotropy of the diffusion tensor is of particular interest in brain images.
In physics and chemistry, specifically in nuclear magnetic resonance (NMR) or magnetic
resonance imaging (MRI), the Bloch equations are used to calculate the nuclear magnetization
as a function of time. NMR usually assumes an averaging process over a large number of
nuclear spins, that while suitable for mm-scale resolution, may not be suitable if more localized
information on the structure, or substructure, of water diffusing in the human brain is required.
A fractional Bloch-Torrey model could be more useful to study anomalous diffusion in the
human brain.
iv
Texture enhancement is an important component of image processing, finding extensive
application in science and engineering. The quality of images, especially the texture, is more
and more significant for supporting clinical diagnosis of pathology. However, the integer order
differential has several shortcomings. In particular, processing using first order masks produces
wide edges, while second order masks are sensitive to noise and generate double responses
when the grey-scale changes.
The main objectives of this thesis are
(i) to develop new efficient numerical methods for solving fractional in time and space partial
differential equations with application to medical imaging;
(ii) to develop analytical solutions for the time fractional Bloch equation and space and time
fractional Bloch-Torrey equation;
(iii) to analyse the accuracy, stability and convergence of the newly developed numerical
methods;
(iv) to develop a new fractional differential-based approach for improving texture enhancement
in image processing.
Firstly, time-fractional diffusion and space-fractional diffusion mathematical models were
investigated as suitable tools for use in the chosen medical application areas. Computational
simulations of connectivity in the brain using numerical methods for the analysis of diffusion
tensor magnetic resonance imaging were performed. It was found that the simulation results
provided useful information to aid the medical practitioners’ diagnosis. In addition, an effective
predictor-corrector method for the time fractional Bloch equation was derived, and an effective
implicit method for solving the anomalous fractional Bloch equations was also implemented.
Effective numerical methods were proposed for solving the space and time fractional Bloch-
Torrey equation in Riesz form. The stability and convergence of our proposed numerical
methods were also investigated. Numerical results were given to support our theoretical
analysis. A key finding was that the fractional models can be applied successfully to analysing
diffusion images of human brain tissue and can provide new insights into further investigations
of tissue structures and the microenvironment of the brain.
Secondly, an analytical solution for the time fractional Bloch equation was derived in terms of
v
matrix Mittag-Leffler type functions, and an analytical solution using a spectral representation
method was derived for the space and time fractional Bloch-Torrey equation in fractional
Laplacian form. With these analytical solutions, we can ascertain the accuracy of our proposed
numerical methods.
Finally, a second order Riesz fractional differential operator is implemented to improve existing
approaches of texture enhancement for medical image processing. The results highlight that
the new algorithms provide higher signal to noise values and enhanced image quality.
A series of six published papers are presented on the solutions of the time fractional diffusion
equation, space fractional diffusion equation, time fractional Bloch equation, anomalous
fractional Bloch equation and space and time fractional Bloch-Torrey equation, respectively,
together with a new efficient fractional differential-based approach for analysing images of the
human brain.
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CHAPTER 1
Introduction
1.1 Review of mathematical methods for medical imaging
The history of medical imaging began in November 1895 when the X-ray was discovered
by Wilhelm Conrad Roentgen who was awarded the first Nobel Prize in 1901. Since then,
many diagnostic medical imaging techniques, such as X-ray computed tomography (CT),
ultrasound and nuclear medicine (planar, single photon emission computed tomography and
positron emission tomography) have been developed for modern medicine. It was Lauterbur
and Mansfield, who were awarded the 2003 Nobel Prize, that developed magnetic resonance
imaging (MRI) in the 1970s with resistive magnets and weak magnetic fields [36]. Nowadays,
the hydrogen nucleus evident in water is widely used in most clinical MRI due to the fact that it
has the property known as spin [17, 116]. MRI usually assumes all protons resonate at the same
frequency with a given field strength [101]. However, even with the same field strength, protons
may resonate at slightly different frequencies in different chemical environments, which is
the basis for nuclear magnetic resonance (NMR) [1]. NMR was first developed for studying
materials in chemistry and physics. The signal of the proton describes the nature of a population
of atoms, the structure of their environment, and the relationship between the atoms [1].
1.1 Review of mathematical methods for medical imaging 2
The classical theory of NMR has been widely used in many areas over the last 50 years,
especially to probe the structure and dynamics of molecules, cells and human tissue [1]. In
NMR or MRI the Bloch equations are a set of macroscopic equations that are used to calculate
the nuclear magnetization M = (Mx,My,Mz) as a function of time when the relaxation times
T1 and T2 are present [83]. Here Mx(t),My(t) and Mz(t) represent the system magnetization
(x, y, and z components), T1 is the spin-lattice relaxation time characterizing the rate at which
the longitudinal Mz component of the magnetization vector recovers exponentially towards its
thermodynamic equilibrium, and T2 is the spin-spin relaxation time characterizing the signal
decay in NMR and MRI, that is, T2 is the rate at which the transverse component of the
magnetization vector, Mxy = Mxi + Myj, exponentially decays towards zero. The Bloch
equation for a uniform sample can be written as [1]:
dM
dt
= γM×B− Mxi+Myj
T2
− M0 −Mz
T1
k, (1.1)
where M0 is the equilibrium magnetization, γ is the gyromagnetic ratio. The components
of B = (Bx, By, Bz) are the applied radiofrequency Bx, gradient By and static magnetic
field Bz . The Bloch equation describes the dynamic relationship between externally applied
magnetic fields and internal sample relaxation times for homogeneous materials with a single
spin component such as that observed for water protons [1].
Torrey [129] first drew attention to the fact that the Bloch equations in magnetic resonance,
which allow for diffusion motion only in kinetic coefficients, do not completely reflect the
effect of diffusion on the dynamic behaviour of magnetization, and Eq. (1.1) was supplemented
with semiclassical terms describing the change in magnetization due to translational diffusion:
dM
dt
= γM×B− Mxi+Myj
T2
− M0 −Mz
T1
k+∇ · (D∇M) , (1.2)
where D is the diffusion tensor. The Bloch-Torrey equation describes magnetic resonance in
spatially inhomogeneous media. For example, this equation is used to model the damping of
spin-echo amplitudes in fluids by applying a magnetic field gradient [1, 129], the magnetic
resonance line shape of conduction electrons in metals [57], the rotational motion in fluids
[33], and the behavior of the magnetic resonance signal in a deforming media [116].
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However, NMR usually assumes an averaging process over a large number of nuclear spins,
which while suitable for mm-scale resolution, may not be suitable if more localized information
on the structure, or substructure, of water diffusing in the human brain is required [130]. In
conventional NMR and MRI systems, the distribution and dynamics of water in biological
tissues is wholly unobservable [87]. This phenomenon is not only due to image resolution
issues or signal to noise ratio (SNR), but also the assumption of the spatial average of the
magnetic moment in the magnetization, and the central limit theorem model of a Gaussian
space and time average phase of the detected NMR signal (free induction decay), which is
usually the phase of the transverse components of the bulk magnetization [1].
As MRI is applied with increasing temporal and spatial resolution, the spin dynamics need
to be examined more closely; such examinations extend our knowledge of biological materials
through a detailed analysis of the relaxation time distribution and water diffusion heterogeneity
[82]. In many biological tissues, the diffusion-induced magnetic resonance (MR) signal
loss deviates from monoexponential decay, e−bD (where D is the diffusion coefficient, and
b is the degree of diffusion sensitization defined by the amplitude and the time course of
the magnetic field gradient pulses used to encode molecular diffusion displacements [65]),
particularly at high b values, for example, b > 1500s/mm2 for human brain tissues [66]. This
phenomenon is sometimes referred to as anomalous diffusion, and several analytical models of
non-monoexponential decay have been suggested [62, 102].
Fractional order dynamics in physics, particularly when applied to diffusion, leads to an
extension of the concept of Brownian motion through a generalization of the Gaussian
probability function to what is termed anomalous diffusion [82, 83, 119, 130]. The main
characteristic of a fractional model is that it contains a non-integer order derivative. Fractional
models can effectively describe memory and transmissibility of many kinds of material, and
play an increasingly important role in engineering, physics, finance, hydrology and other fields
[30, 48, 51, 90, 93, 112, 139, 147]. This is why we consider the use of fractional order
model in NMR and MRI. Several authors have demonstrated that a fractional calculus based
diffusion model can be successfully applied to analysing diffusion images of human brain tissue
[82, 154]. Such models provide new insights into further investigations of tissue structures and
the microenvironment.
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Recently, some researchers [14, 82, 83, 84, 85, 109, 154] have proposed the time fractional
Bloch equation (TFBE), anomalous fractional Bloch equation (AFBE) and space and time
fractional Bloch-Torrey equation (ST-FBTE) to describe numerous experimental situations to
study anomalous diffusion observed in NMR studies of biological tissues. Magin et al. [83]
considered the following time-fractional Bloch equations (TFBE):
C
0 D
α
t Mx(t) = ω
′
0My(t)−
Mx(t)
T ′2
, (1.3)
C
0 D
α
t My(t) = −ω′0Mx(t)−
My(t)
T ′2
, (1.4)
C
0 D
α
t Mz(t) =
M0 −Mz(t)
T ′1
, (1.5)
where C0 Dαt is the Caputo time fractional derivative of order α (0 < α ≤ 1), and ω′0 =
ω0/τ
α−1
2 , 1/T
′
1 = τ
α−1
1 /T1 and 1/T ′2 = τ
α−1
2 /T2 each have the units of (sec)−α. The
fractional time constants τ1 and τ2 are needed to maintain a consistent set of units for the
magnetization. They used this model to study the spin dynamics and magnetization relaxation,
in the simple case of a single spin particle at resonance in a static magnetic field.
Velasco et al. [130] investigated the following anomalous fractional Bloch equations (AFBE):
dMx(t)
dt
= ω0My(t)−
D1−α0+ Mx(t)
T2
, (1.6)
dMy(t)
dt
= −ω0Mx(t)−
D1−α0+ My(t)
T2
, (1.7)
dMz(t)
dt
= D1−β0+
M0 −Mz(t)
T1
, (1.8)
where D1−α0+ and D
1−β
0+ are the time fractional Riemann-Liouville derivative with 0 < α ≤ 1
and 0 < β ≤ 1. They used this model to fit the derived spin-spin relaxation (T2) decay curves
to relaxation data from normal and trypsin-digested bovine nasal cartilage.
Magin et al. [82] proposed a diffusion model for solving the Bloch-Torrey equation using
fractional order calculus with respect to time and space (ST-FBTE):
τα−1 C0 D
α
t Mxy(r, t) = λMxy(r, t) +Dµ
2(β−1)RβMxy(r, t), (1.9)
where λ = −iγ(r · G(t)), r = (x, y, z), G(t) is the magnetic field gradient, γ and D are
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the gyromagnetic ratio and the diffusion coefficient, respectively. C0 Dαt is the Caputo time
fractional derivative of order α (0 < α ≤ 1) with respect to t, Mxy(r, t) = Mx(r, t) +
iMy(r, t), where i =
√−1, comprises the transverse components of the magnetization; and
τα−1 and µ2(β−1) are the fractional order time and space constants needed to preserve units,
(0 < α ≤ 1, and 1 < β ≤ 2). Magin et al. [82] considered Rβ = (Rβx + Rβy + Rβz ) as
a sequential Riesz fractional order operator in space [63], and some authors [18, 19, 53, 138]
proposed to study the fractional Laplacian operator formulation replacing the Riesz fractional
derivative. The fractional order dynamics derived from the space fractional Bloch-Torrey
equation can be used to fit the signal attenuation in diffusion-weighted images obtained from
Sephadex gels, human articular cartilage and a human brain [82], and can also be used to
analyse diffusion images of healthy human brain tissues in vivo at high b values up to 4700
sec/mm2 [154].
Note that the fractional Laplacian operator −(−∆)β/2 in three-dimensions is not the same as
the fractional Riesz derivative operator ∂β
∂|x|β
+ ∂
β
∂|y|β
+ ∂
β
∂|z|β
on an infinite domain [89]. For
example, consider the three dimensional Fourier transform of a function f(x, y, z)
fˆ(k1, k2, k3) =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
e−ixk1−iyk2−izk3f(x, y, z)dzdydx.
The Fourier transform of ∆f(x, y, z) is given by −‖k‖2fˆ(k), where k = (k1, k2, k3)T
and ‖k‖2 = k21 + k22 + k23 is the square of the vector Euclidean norm. Therefore, the
Fourier transform of the fractional Laplacian −(−∆)β/2f(x, y, z) is −‖k‖β fˆ(k). However,
the Fourier transform of the fractional Riesz derivative operator of f(x, y, z) is given by
−(|k1|β + |k2|β + |k3|β)fˆ(k), which is not the same as the three dimensional fractional
Laplacian operator unless β = 2. In this thesis, we consider these operators on finite domains
and we note that they are also not the same. This is investigated in Chapter 6 for a two-
dimensional example where we show the two operators produce quite different simulation
results.
In general, it is difficult to develop robust numerical methods for solving TFBE, AFBE and
ST-FBTE, because they are defined based on fractional operators. This motivates us to study
these three models in detail and propose effective numerical methods for solving the TFBE,
AFBE and ST-FBTE. The primary objectives of this thesis are to
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1. Develop new efficient numerical methods for solving fractional in time and space
partial differential equations with application to medical imaging;
2. Derive analytical solutions for the time fractional Bloch equation (TFBE) and space
and time fractional Bloch-Torrey equation (ST-FBTE);
3. Analyse the accuracy, stability and convergence of the newly developed numerical
methods;
4. Develop a new fractional differential-based approach for improving texture enhancement
in image processing.
1.2 Background
Anomalous diffusion is applicable in environments that are not locally homogeneous, such as
human brain tissue. In such complex environments, the model of restricted diffusion commonly
employed in the analysis of diffusion magnetic resonance data is not valid, and anomalous
diffusion probes tissue complexity in a way that is not possible using standard diffusion tensor
imaging [50].
The concept of fractional calculus was firstly proposed by Leibniz in 1695. Since then,
many famous mathematicians, such as Euler, Laplace, Fourier, Abel, Liouville, Riemann,
Gru¨nwald, Letnikov, Le´vy and Riesz, worked in this field of mathematics and provided
important contributions. However, for three centuries, the theory of fractional calculus was
developed mainly as a purely theoretical field of mathematics. It was Ross who organised the
first conference on fractional calculus and its applications at the University of New Haven in
June 1974, and edited the conference proceedings [118]. One of the most widely used books on
the subject of fractional calculus was written by Podlubny [111], which provides an overview
of the basic theory of fractional differentiation, fractional-order differential equations, methods
of their solution, and provides the details of a number of key application areas.
Metzler and Klafter [93] demonstrated that fractional models have come of age as a
complementary tool in the description of anomalous transport processes. Zaslavsky [147]
reviewed a new concept of fractional kinetics for systems with Hamiltonian chaos. Here,
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the classical kinetics are extended to fractional kinetics with the most important being
anomalous transport, superdiffusion and weak mixing, amongst others. Gorenflo et al. [48]
derived the fundamental solution for the time fractional diffusion equation, and interpreted
it as a probability density of a self-similar non-Markovian stochastic process related to the
phenomenon of slow anomalous diffusion. Meerschaert and Tadjeran [90] developed practical
numerical methods for solving the one-dimensional space fractional advection-dispersion
equation with variable coefficients on a finite domain. The application of their results was
illustrated by modelling a radial flow problem. Yu et al. [139] proposed an Adomian
decomposition method to construct numerical solutions of the linear and non-linear space-time
fractional reaction-diffusion equation in the form of a rapidly convergent series with easily
computable components. Podlubny et al. [112] presented a matrix approach for the solution of
time- and space-fractional partial differential equations. The method is based on the idea of a
net of discretisation nodes, where solutions at every desired point in time and space are found
simultaneously by the solution of an appropriate linear system.
Diffusion tensor magnetic resonance imaging (DT-MRI) is a technique used to measure the
diffusion properties of water molecules in biological tissues [9]. Figure 1.1 shows that the
structures of the human brain include white matter, gray matter and cerebrospinal fluid. The
white matter, which is one of the two components of the central nervous system, consists of
tracts that are running along various directions and are large enough to discern visually [97].
The diffusion of free water molecules in white matter is anisotropic (directionally dependent),
means that water diffuses preferentially along the length of the tract compared to perpendicular
to the tract, and such diffusion can be modelled by the diffusion equation [96]
∂C
∂t
= ∇ · (D∇C) , (1.10)
where C is the concentration of water molecules and D is the usual symmetric second-rank
diffusion tensor.
A property of symmetric second-rank tensors is that they can always be orthogonally
diagonalized as D = EΛET =
∑3
i=1 λieie
T
i with E = [e1, e2, e3] and Λ = diag(λ1, λ2, λ3)
[91]. Several measures of diffusion anisotropy, including fractional anisotropy (FA), relative
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(a) (b) (c)
Figure 1.1: Human brain, (a) white matter; (b) gray matter; (c) cerebrospinal fluid.
anisotropy, and volume ratio, can be calculated from the eigenvalues. For example [96]:
FA =
1√
2
√
[(λ1 − λ2)2 + (λ2 − λ3)2 + (λ3 − λ1)2]√
λ21 + λ
2
2 + λ
2
3
. (1.11)
DT-MRI enables the measurement of diffusion parameters and provides a way to access the
biological tissue microstructure [116], and therefore establishes a link to classical MRI [101].
Rich atoms such as 1H in water are evident in biological tissue. These atoms have a nuclear
spin angular momentum that can be seen as spinning charged spheres that generate a small
magnetic moment [116]. The magnetic moment vector tends to be arranged along the direction
of the magnetic field when a magnetic field is applied to these spins. The Bloch equation (1.1)
is widely used to calculate the nuclear magnetization as a function of time in NMR or MRI.
The Bloch-Torrey equation (1.2) was proposed by Torrey [129] to describe phenomena under
conditions of inhomogeneity in the magnetic field. Kenkre et al. [60] proposed a simple
method for solving the Bloch-Torrey equations in the NMR study of molecular diffusion under
gradient fields. For spins undergoing restricted diffusion in a continuum, the discrete lattice
results were similar to known results and a simple two-site hopping model was equivalent to
earlier expressions for the NMR signal. Barzykin [6] derived an exact analytical solution of
the Bloch-Torrey equation for restricted diffusion in a steady field gradient, for any step-wise
gradient pulse sequence. A simple two-mode approximation to the exact solution was derived
and shown to be consistently preferable to any of the existing approximations providing reliable
fitting functions for most of the gradient NMR applications. The processing of image formation
in MRI can be simulated by means of an iterative solution of the Bloch-Torrey equation [56],
the proposed algorithm increases simulation accuracy without elongating simulation time and
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can calculate the effect of diffusion on the MRI signal iteratively.
A partial time derivative would be needed in MRI due to the fact that the component of the
magnetization and the relaxation times will vary with position in space [83, 130]. Recently,
some fractional models have been proposed for the Bloch equation [83, 84, 85, 109, 130] and
Bloch-Torrey equation [82, 154]. These fractional based approaches have been successfully
applied to analysing diffusion images of the human brain. A fractional order generalization
of the Bloch equation and Bloch-Torrey equation provides an opportunity to extend their
use to describe a wider range of experimental situations involving heterogeneous, porous, or
composite materials [82, 83, 154], and the fractional order of the time derivative was balanced
by the precession and relaxation terms to account for the anomalous relaxation observed in
NMR studies of complex materials [15, 58, 59, 82, 83, 109, 124, 154]. The experiments
showed that the fractional-order analysis captured important features of NMR relaxation that
are typically described by multi-exponential decay models [82, 85, 154]. However, effective
numerical methods and supporting error analyses for the fractional Bloch equation (FBE) and
the space and time fractional Bloch-Torrey equation (ST-FBTE) are still limited. This gap
in the literature provides excellent motivation to study these fractional models in detail in this
thesis, and to propose new analytical and numerical solution methods, together with supporting
convergence and stability analysis, to enable efficient simulation of anomalous diffusion in the
human brain.
Texture enhancement is one of the most important issues to be dealt with in image processing,
and plays a substantial role in medical imaging [44]. The quality of images, especially the
texture, is more and more significant for supporting clinical diagnosis of pathology. The current
image enhancement algorithms are typically based on integer order differential mask operators
that include the Sobel, Roberts, Prewit and Laplacian techniques [44, 106]. Recently, a number
of researchers have applied fractional calculus to signal analysis and processing, in particular to
digital image processing [86, 108, 122]. Sejdic´ et al. [122] investigated the use of the fractional
Fourier transform in signal processing. Pesquet-Popescu and Ve´hel [108] developed stochastic
fractal models for image processing. Mathieu et al. [86] applied fractional differentiation for
edge detection.
We study the use of fractional diffusion models for improving the methods currently used for
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routine diagnosis performed by medical practitioners. Two examples of significance in this
field are the development of fractional diffusion models for MRI that provide the surgeon with
a more fundamental understanding of the impact of surgery on the diffusion behaviour in the
white matter of the brain [145], and the derivation of new fractional masks for improving
texture enhancement of medical images [144].
1.3 Literature Review
In recent years, magnetic resonance imaging techniques have been increasingly applied to
the study of molecular displacement (diffusion) in biological tissue [91]. Diffusion MRI
is a magnetic resonance imaging method that produces in vivo images of biological tissues
weighted with the local microstructural characteristics of water diffusion.
The basic principles of diffusion MRI were introduced in the mid-1980s [92, 128]: they
combined NMR imaging principles with those introduced earlier to encode molecular diffusion
effects in the NMR signal by using bipolar magnetic field gradient pulses [126].
Potential clinical applications of water diffusion MRI were suggested very early [67]. The
most successful application of diffusion MRI since the early 1990s has been to brain ischemia
(ischemia is a restriction in blood supply to tissues, causing a shortage of oxygen and glucose
needed for cellular metabolism) [131], following the discovery in cat brain by Moseley et al.
that water diffusion drops at a very early stage of the ischemic event [98]. Diffusion MRI
provides some patients with the opportunity to receive suitable treatment at a stage when brain
tissue might still be salvageable.
In many biological tissues, the diffusion-induced MR signal loss deviates from monoexponential
decay e−bD [66], and recently several analytical models of non-monoexponential decay
have been suggested [62, 102]. A common assumption is that diffusion in two or more
compartments is being observed with the compartments representing fast (extracellular) and
slow (intracellular) components to the signal. The fast component dominates at low b values,
and the slow at higher b values [29], leading to a biexponential function of the form
S(b) = S(0)(fe−bDfast + (1− f)e−bDslow), (1.12)
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where S(b) is the signal in the presence of diffusion sensitization, S(0) is the signal in the
absence of diffusion sensitization, Dfast and Dslow are the fast and slow diffusion constants
and f is the volume fraction for the fast compartment.
Although intuitively appealing, there are several difficulties associated with the biexponential
model. First, fitting the biexponential curve is nontrivial, because it is a nonlinear fitting
problem where different parameter combinations can lead to similar fits. Additionally,
observed compartment sizes do not correspond to known volume fractions of the intra to
extracellular space in analysed brain tissue microstructure [29, 100]. Furthermore, in vitro
experiments involving images of single oocytes (female gametocytes or germ cells involved
in reproduction) also reveal non-monoexponential behavior from the intracellular contribution
alone [121], suggesting fractions obtained from biexponential fitting do not correspond to intra
and extracellular volume fractions.
Pfeuffer et al. [110] generalized the biexponential decay to a multicompartmental model:
S(b) = S(0)
n∑
i=1
fie
−bDi , (1.13)
where fi is the volume fraction of the ith compartment and the sum of fi satisfies
n∑
i=1
fi = 1.
The increased number of compartments provides additional degrees of freedom to fit the
experimental data. However, the quality of the fit is not necessarily improved partly due to the
increased complexity in the nonlinear fitting. Yablonskiy et al. [134] further generalized this
model by replacing the discrete diffusion coefficients with a continuous distribution described
by a probability function p(D). Using this model, the average cell size has been quantitatively
related to measurable diffusion parameters. The exact expression of p(D), however, is
unknown. The assumption of a Gaussian distribution cannot be generalized to all tissue types,
considering the heterogeneous nature of tissue complexity. Instead of explicitly deriving an
expression for p(D), Bennett et al. [12] used the following stretched exponential model to
describe the diffusion-induced signal loss:
S(b) = S(0)e−(b×DDC)
α
, (1.14)
where DDC, coined as the distributed diffusion coefficient, is a single number representation
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of the diffusion coefficient distribution function p(D), and α is an empirical constant (0 <
α ≤ 1). It has been demonstrated that the stretched exponential function not only fits the
diffusion data from human brain tissue more precisely, but also can be used to infer microscopic
tissue structures through α, the so-called heterogeneity index [12]. The empirical stretched
exponential function of Bennett et al. [12] was recently derived independently by ¨Ozarslan and
coworkers [105] and Hall and Barrick [50], using concepts established for anomalous diffusion
and fractal models.
Anomalous diffusion refers to models of diffusion in which the environment is not locally
homogeneous, involving disorder that is not well-approximated by assuming a uniform change
in diffusion constant. Such systems include diffusion in complicated structures such as porous
or fractal media. In the study performed by Hall and Barrick [50], the stretched exponential
formalism was derived by recognizing that (a) the mean squared displacement 〈r2(t)〉 of
diffusing molecules is related to diffusion time t by Eq. (1.15); and (b) the dependence of
the apparent diffusion coefficient on b can be expressed analogously to the dependence of the
diffusion coefficient on t (Eq. (1.16)),
〈
r2(t)
〉 ∝ tα, (1.15)
ADC(b) ∝
〈
R2(b)
〉
b
, (1.16)
where
〈
R2(b)
〉
is the apparent mean-squared displacement, analogous to
〈
r2(t)
〉
. Equations
(1.15) and (1.16) directly lead to the stretched exponential expression described by Eq. (1.14).
Hall and Barrick [50] pointed out that the model of restricted diffusion commonly employed in
the analysis of diffusion MR data is not valid in complex environments, such as human brain
tissue. They described an imaging method based on the theory of anomalous diffusion and
showed that images based on environmental complexity may be constructed from diffusion-
weighted MR images, where the anomalous exponent γ < 1 and fractal dimension dw were
measured from diffusion-weighted MRI data.
At present, a growing number of research projects in science and engineering deal with
dynamical systems described by fractional-order equations that involve derivatives and
integrals of non-integer order [147]. These new models are more adequate than the previously
used integer-order models, because fractional operators enable the description of the memory
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and hereditary properties of different substances [111]. This is the most significant advantage
of fractional order models in comparison with integer order models, in which such effects
are neglected. If the complex heterogeneous structure, such as the spatial connectivity, can
facilitate movement of particles within a certain scale, fast motions may no longer obey the
classical Fick’s law and may indeed have a probability density function that follows a power-
law. Densities of β-stable type have been used to describe the probability distribution of these
motions. The resulting governing equation is similar to the traditional diffusion equation except
that the order β of the highest derivative is fractional. For a large number of independent solute
particles the probability propagator is replaced by the expected concentration [73].
Diffusion tensor imaging (DTI) is a fairly new magnetic resonance imaging technique [9],
which shows the diffusion (i.e. random motion) of water molecules in the tissue. The apparent
diffusion cofficient (ADC) is a measure for the amount of diffusion in the tissue [96]. White
matter in brain tissue and muscles are structured tissues, meaning that there is clear orientation
in these tissues due to nerve fiber bundles and muscle fibers. In structured tissue the ADC
is direction dependent, being larger in the direction along structures than in the directions
perpendicular to it. DTI measures the ADC in six directions and it is from the ADC in these six
directions that a symmetric diffusion tensor matrix is derived [96]. After diagonalization of the
diffusion tensor matrix, three eigenvectors and three corresponding eigenvalues are obtained.
The eigenvector with the largest eigenvalue corresponds to the main diffusion direction. The
other two eigenvectors correspond to directions perpendicular to this direction. A visualization
tool can be developed to visualize the DTI data [13]. DTI data can be used to perform
tractography within white matter. Westin [132] presented a decomposition of the diffusion
tensor based on its symmetry properties resulting in useful measures describing the geometry
of the diffusion ellipsoid. This method offers unique tools for the in vivo demonstration of
neural connectivity in healthy and diseased brain tissue.
Khalil et al. [61] demonstrated the feasibility of in vivo DTI and fiber tracking of the
human median nerve with a 1.5-T MR scanner, and provided a reliable way of obtaining
microstructural parameters, such as the mean fractional anisotropy (FA) and a mean ADC,
of the median nerve on tractography images and assessed potential differences in diffusion
within the median nerve between healthy volunteers and patients suffering from carpal tunnel
syndrome.
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Melhem et al. [91] briefly described the tensor theory used to characterize molecular diffusion
in white matter and how the tensor elements were measured experimentally using diffusion-
sensitive MR imaging. They reviewed techniques for acquiring relatively high-resolution
diffusion-sensitive MR images and computer based algorithms that allow the generation of
white matter fiber tract maps from the tensor data.
¨Ozarslan et al. [105] introduced a novel method to characterize the diffusion-time dependence
of the diffusion-weighted magnetic resonance signal in biological tissues. The experiments
demonstrated that water diffusion in human tissue is anomalous, where the mean-square
displacements vary slower than linearly with diffusion time.
Leemans [69] developed new diffusion tensor image processing techniques for improved
analysis of brain connectivity, and presented a mathematical framework for simulating DTI
data sets based on the physical diffusion properties of white matter fiber bundles. Two new DTI
coregistration techniques were presented, a 3D affine voxel based DTI coregistration technique
using a direct diffusion tensor reconstruction approach to preserve the underlying orientational
information, and a non-iterative multiscale 3D rigid-body coregistration technique based on the
local geometric invariance properties of space curves to align brain DTI data.
´ODonnell et al. [103] investigated two new approaches to quantifying the white matter
connectivity in the brain using DT-MRI data. The first approach determined a steady-state
concentration/heat distribution using the three-dimensional tensor field as the diffusion/conductivity
tensors. The second approach cast the problem in a Riemannian framework, derived from each
tensor a local warping of space, and found geodesic paths in space. Both approaches use the
information from the whole tensor, and can provide numerical measures of connectivity.
Batchelor et al. [9] proposed a novel technique for the analysis of DT-MRI. The method
involved solving the full diffusion equation (1.10) over a finite element mesh derived from the
MR data. The experiments demonstrated that the method facilitated intersubject comparisons,
and did not require non-rigid transformation of the tensor values themselves.
Basser et al. [8] proposed a simplified method to measure the diffusion tensor from seven MR
images. The experiments demonstrated that using only seven MR images can reduce the total
scan time, as well as the complexity and time of postprocessing the MR images. However, this
method did not provide estimates of moments (e.g., mean and variance) of the diffusion tensor
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or of other parameters derived from it.
Sarntinoranont et al. [120] developed a methodology to process magnetic resonance
microscopy and diffusion tensor imaging scans, segment gray and white matter regions, assign
tissue transport properties, and model the interstitial transport of macromolecules. They found
that when applying this modeling approach to structures of the brain, loss of agents into the
surrounding cerebrospinal fluid may be less of an issue if the structure is not adjacent to
the exterior surface or ventricles. Hence, further validation of the DTI-based methodology
is required.
Acquisition, analysis, and visualization of DT-MRI is still an evolving technology. Benger et
al. [10] reviewed the fundamentals of the data acquisition process and the pipeline leading to
visual results that were interpretable by physicians in their clinical practice. They presented a
novel method for visualizing symmetric tensor fields of rank two and a new statistical analysis
tool for quality assessment of diffusion-weighted magnetic resonance image data, and also
discussed the visual appearance of a tumor within a human brain, its medical relevance and
causation on a cellular basis.
Mukherjee et al. [99] explored the theoretic background needed to understand clinical
diffusion-weighted imaging and diffusion tensor imaging, including fiber tractography, and
their applications to neuroadiology. These diffusion MR imaging techniques provided
microstructural information about biologic tissues that was not available from other imaging
techniques. In the central nervous system, this yielded important new tools for diagnosis in
ischemia, infection, tumor detection, and demyelinating disease, among other pathologies, as
well as for presurgical mapping of white matter pathways to avoid postoperative injury.
Torrey [129] generalized the phenomenological Bloch equations in NMR with diffusion
terms. The revised equations described phenomena under conditions of inhomogeneity in the
magnetic field, relaxation rates, or initial magnetization, and could easily solve problems.
Bhalekar et al. [15] considered transient chaos in a nonlinear version of the Bloch equation
that involved a radiation damping model. Numerical results showed different patterns in the
stability behavior for a variable order α near 1. Generally, the system was chaotic when α was
near 1, while the system showed transient chaos for 0.94 ≤ α ≤ 0.98. The duration of the
transient chaos diminished and periodic sinusoidal oscillations emerged when the value of α
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decreases further.
Petra´s˜ [109] proposed numerical models of the classical and fractional-order Bloch equations.
The behaviour and stability analysis of the Bloch equations were presented as well. The
fractional model was used to describe magnetization for spin dynamics in a static magnetic
field.
Magin et al. [85] considered the fractional Bloch equation to describe anomalous NMR
relaxation phenomena (T1 and T2) in cartilage matrix components. The model had solutions
in the form of Mittag-Leffler functions and stretched exponential functions that generalized
conventional exponential relaxation. The results suggests the utility of fractional-order models
to describe T2 NMR relaxation processes in biological tissues.
Bhalekar et al. [14] considered the fractional Bloch equation with time delays, and analysed
different stability behaviors for the T1 and the T2 relaxation processes.
Magin et al. [83] considered the time-fractional Bloch equations (TFBE). They used this model
to study the spin dynamics and magnetization relaxation in the simple case of a single spin
particle at resonance in a static magnetic field.
Velasco et al. [130] investigated the anomalous fractional Bloch equations (AFBE). They
used tools from fractional calculus to formulate a linear version of the Bloch equations that
generalizes NMR phenomena in biological tissues, and applied the model to fit the derived
spin-spin relaxation (T2) decay curves to relaxation data from normal and trypsin-digested
bovine nasal cartilage.
Jochimsena et al. [56] proposed an algorithm for simulating MRI with Bloch-Torrey equations,
and showed that the algorithm is efficient and decreases simulation time while retaining
accuracy.
Magin et al. [82] considered the space and time fractional Bloch-Torrey equation (ST-FBTE).
However, they considered only two simple cases, a space fractional Bloch-Torrey equation
and a time fractional Bloch-Torrey equation, respectively. They used the fractional order
dynamics derived from the space fractional Bloch-Torrey equation to fit the signal attenuation
in diffusion-weighted images obtained from Sephadex gels, human articular cartilage and a
human brain.
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Zhou et al. [154] used fractional order dynamics derived from the space fractional Bloch-
Torrey equation to analyse diffusion images of healthy human brain tissues in vivo at high b
values up to 4700 sec/mm2. The fractional model yielded two new parameters to describe
anomalous diffusion: fractional order derivatives in space β and a spatial parameter µ (in units
of µm). Spatially resolved maps based on β and µ showed notable contrast between white and
gray matter.
Alternating direction implicit (ADI) schemes have been proposed for the numerical simulations
of classic differential equations [34, 35, 107]. The ADI schemes reduce the multidimensional
problem into a series of independent one-dimensional problems and are thus computationally
efficient.
Meerschaert et al. [88] applied a practical ADI method to solve a class of two-dimensional
initial-boundary value space-fractional partial differential equations with variable coefficients
on a finite domain. They proved that the ADI method is unconditionally stable and converges
linearly.
Chen and Liu [26] used a new technique with a combination of the ADI-Euler method,
the unshifted Gru¨nwald formula for the advection term, the right-shifted Gru¨nwald formula
for the diffusion term, and Richardson extrapolation to establish an unconditionally stable
second order accurate difference method for a two-dimensional fractional advection-dispersion
equation.
Zhang and Sun [152] used ADI schemes for a two-dimensional time-fractional sub-diffusion
equation. They proved the method is unconditionally stable and convergent by the discrete
energy method, and showed that the computational complexities and CPU time are reduced
greatly over the implicit scheme proposed by Chen et al. [25].
Liu et al. [79] proposed a fractional ADI scheme for three-dimensional non-continued seepage
flow in uniform media and a modified Douglas scheme for the continued seepage flow in non-
uniform media. They proved that both methods are unconditionally stable and convergent.
For the Riesz fractional formulation, the Gru¨nwald-Letnikov derivative approximation of order
one can be used [123, 137, 140, 141, 158]. In order to better approximate the Riesz fractional
derivative, Ortigueira [104] defined a ’fractional centered derivative’ and proved that the Riesz
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fractional derivative of an analytic function can be represented by the fractional centered
derivative. Celik and Duman [20] used the fractional centered derivative to approximate the
Riesz fractional derivative and then applied the Crank-Nicolson method to a fractional diffusion
equation in the Riesz formulation. They showed that the method is unconditionally stable and
convergent with second order accuracy in space.
Effective numerical methods and supporting error analyses for the fractional Bloch equation
(FBE) and the space and time fractional Bloch-Torrey equation (ST-FBTE) are still under
development. This motivates us to derive analytical solutions and effective numerical methods
for the FBE and ST-FBTE [140, 141, 142, 143], and to study the stability and convergence
of the proposed numerical method. We have applied these models to study the spin dynamics
and magnetization relaxation, and to fit the signal attenuation in diffusion-weighted images
obtained from the human brain.
Recently, the success of applying fractional calculus for various applications in science and
engineering has motivated a number of researchers to apply fractional derivatives to signal
analysis and processing, in particular to digital image processing [42, 86, 108, 115, 122, 151].
Gao et al. [42] applied a quaternion fractional differential based on the Gru¨nwald-Letnikov
definition to a color image. Gao et al. [43] applied an improved fractional differential
operator based on a piecewise quaternion to image enhancement. We have developed fractional
diffusion models for MRI to analyse brain images that provide the surgeon with a more
fundamental understanding of the impact of surgery on the diffusion behaviour in the white
matter of the brain [145], and a new efficient fractional differential-based approach to overcome
defects in enhancement and color image distortion for texture enhancement in image processing
[144].
1.4 Thesis Objectives
The primary objectives of this thesis are to
1. Develop new efficient numerical methods for solving fractional in time and space
partial differential equations with application to medical imaging
The numerical treatment of integer-order ordinary differential equations, for example, linear
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multiple step methods, or predictor-corrector methods, has had quite a perfect theory [94].
These methods have been modified for solving fractional-order ordinary differential equations
via a fractional linear multiple step method [156], or fractional predictor-corrector method
[31, 135]. Some efficient numerical methods for time or space, or space-time fractional
differential equations have been proposed, such as, the finite difference method [23, 24, 26, 45,
64, 72, 73, 78, 88, 90, 123, 125, 127, 136, 137, 146, 148, 155, 156], the finite element method
[39, 40, 41, 71, 117, 138], the Adomian decomposition method [3, 55, 95, 139] and the matrix
transform method [52, 53, 54, 136, 137, 138]. In many applications, fractional dynamical
systems are complicated, especially for high dimensional problems. Hall and Barrick [50]
pointed out that the model of restricted diffusion commonly employed in the analysis of
diffusion MR data is not valid in complex environments, such as human brain tissue. It is
therefore an important task for computational and applied mathematicians to develop novel and
innovative numerical methods and analysis techniques to address the stability and convergence
of these new numerical methods in one- and higher-dimensions.
We use the numerical method in [157] to approximated the time fractional derivative for solving
the time fractional diffusion equation (TFD-1D). In addition, we have used the numerical
method in [73] to approximate the space fractional derivative for solving the space fractional
diffusion equation (SFD-1D).
It is known that the classical Adams-Bashforth-Moulton method [31, 135] for first order
ordinary differential equation is a reasonable and practically useful compromise in the sense
that its stability properties allow for a safe application to mildly stiff equations without undue
propagation of rounding error, whereas the implementation does not require extremely time
consuming elements (i.e., these schemes use explicit formulae and do not need iteration)
[49]. Thus, a fractional Adams-Bashforth method and a fractional Adams-Moulton method are
chosen as our predictor and corrector formulas for solving the time fractional Bloch equation
(TFBE).
Liu et al. [77] proposed a effective implicit numerical method to solve the fractional cable
equation, and proved the stability and convergence of the implicit numerical method. We
use their technique to approximate the time fractional derivative for solving the anomalous
fractional Bloch equation (AFBE).
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Shen et al. [123] proved that application of the standard first-order backward differentiation to
the time derivative in the integral of the time-fractional derivative (of order α, with 0 < α ≤ 1)
leads to globally (2− α)-order accuracy in time. We adopt their technique to approximate the
time fractional derivative, and use the shifted Gru¨nwald-Letnikov scheme [137] to discretize
the space fractional derivative for solving the space and time fractional Bloch-Torrey equation
(ST-FBTE). Furthermore, in order to overcome the computational overheads necessary to
perform the simulations for ST-FBTE in three dimensions, we adopt the alternating direction
implicit method used in [79] to construct a fractional alternating direction method (FADM) for
the three-dimensional space and time fractional Bloch-Torrey equation (ST-FBTE) with initial
and boundary conditions on a finite domain.
Numerical investigations of three types of ST-FBTE in 2D have been proposed using the
fractional centered difference scheme in [20] to approximate the Riesz fractional derivative,
and matrix transfer method in [53, 138] to discretize the one-dimensional and two-dimensional
fractional Laplacian operators.
2. Derive analytical solutions for the time fractional Bloch equation (TFBE) and space
and time fractional Bloch-Torrey equation (ST-FBTE)
Fractional differential equations have been recently analysed by a number of authors. Wyss
[133] considered the time fractional diffusion equation and the solution is given in closed form
in terms of Fox functions. Luchko and Gorenflo [81] developed an operational method for
solving fractional differential equations with Caputo derivatives and the obtained solutions
are expressed through Mittag-Leffler type functions. Anh and Leonenko [4] presented a
spectral representation of the mean-square solution of the fractional diffusion equation with
a random initial condition. Agrawal [2] derived a general solution in terms of the Mittag-
Leffler functions using the finite sine transform technique and the Laplace transform of a time
fractional diffusion-wave equationin a bounded space domain. Liu et al. [74] considered the
time-fractional advection-dispersion equation and derived the complete solution using variable
transformation, Mellin and Laplace transforms, and properties of the H-function. Ilic´ et al. [53]
obtained analytical solutions of the space fractional diffusion equations with nonhomogeneous
boundary conditions on a bounded domain using a spectral representation method. Bonilla et al.
[16] proposed a generalized matrix exponential function and certain fractional Green function,
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in connection with the Mittag-Leffler type functions, to obtain an explicit representation of the
general solution of linear systems of fractional differential equations. Chen et al. [28] derived
the analytical solution using the method of seperation of variables for the time-fractional
telegraph equation. Yang et al. [137] derived analytical solutions using a spectral representation
method of fractional partial differential equations with Riesz space fractional derivatives.
Another objective of this thesis is to derive analytical solutions for TFBE and SF-FBTEE. We
derived an analytical solution in terms of matrix Mittag-Leffler type functions [16, 63] for
solving the TFBE, and obtained an analytical solution using a spectral representation method
[53, 137] for solving the ST-FBTE in fractional Laplacian form. By doing so, we can ascertain
the accuracy of our proposed numerical methods.
3. Analyse the accuracy, stability and convergence of the newly developed numerical
methods
Theoretical studies of the numerical method and the error estimate of fractional-order partial
differential equations are limited. Meerschaert and Tadjeran [88, 90] investigated the
consistency and stability of the implicit Euler method for the space fractional diffusion equation
in one-dimension. Liu et al. investigated the convergence and stability of the explicit and
implicit difference approximations for the space fractional diffusion equation [148], the time
fractional diffusion equation [156], and the space-time fractional diffusion equation in one
dimension [78], respectively. Langlands and Henry [64] proposed an explicit difference method
and a new von Neumann-type stability analysis for fractional diffusion equations. However,
they did not derive the global accuracy of the implicit numerical scheme and they have not
been able to prove algebraically that their method is unconditionally stable for all fractional-
orders. In fact, based on the different fractional-order derivatives, it has been found that these
existing numerical methods and the classical numerical analysis for integer-order differential
equations are unsuitable for fractional-order differential equations. A need therefore arises for
developing new analysis techniques, in particular for TFBE, AFBE and ST-FBTE.
4. Develop a new fractional differential-based approach for improving texture enhancement
in image processing
Most image texture enhancement is performed using classical integer order differential mask
operators [44, 106]. After comparison of images enhanced using first and second order
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derivatives, it was concluded that processing using first order masks produces wide edges,
while second order masks are sensitive to noise and generate double responses when the grey-
scale changes [106, 151].
In contrast with the standard derivative, the fractional derivative of a direct current or low-
frequency signal is usually nonzero [42, 115, 151]. Thus, the fractional differential not only
nonlinearly preserves the contour feature in the smooth area, but maintains a high-frequency
edge feature in those areas where the grey changes considerably. It also preserves a high-
frequency texture detail feature in those areas where the grey does not change significantly.
The application of fractional differentials to the analysis and processing of image signals, in
particular those associated with digital images, has attracted considerable recent attention [42,
86, 108, 115, 122, 151]. Zhang et al. [151] developed an algorithm based on the Riemann-
Liouville definition and applied the resulting model with a fractional derivative index between
one and two to enhance the texture and edges of the digital image. Pu et al. [115] proposed
various algorithms based on the Gru¨nwald-Letnikov definition, which do well in grey images,
but they result in the color image being distorted in the RGB (red, green and blue) space. A
need therefore arises for developing a new efficient fractional differential-based approach to
overcome defects in enhancement and color image distortion for texture enhancement in image
processing.
1.5 Thesis Outline
This thesis is presented by publications. Our original contribution to the literature is listed in
six published papers. The outlines of these papers are given in the following subsections.
1.5.1 Chapter 2: The computational simulation of brain connectivity using
diffusion tensor
In this chapter, we present the work on the computational simulation of brain connectivity
using diffusion tensor. This work has been published in the following paper:
• Qiang Yu, Fawang Liu, Ian W. Turner and Viktor Vegh, The computational simulation of
1.5 Thesis Outline 23
brain connectivity using diffusion tensor. ANZIAM Journal, 52(CTAC2010): C18-C37,
2011.
Statement of Joint Authorship
Qiang Yu (Candidate) Exhibited information that can be derived from the diffusion tensor,
which includes the maps of diffusion tensor components, the eigenvalues and the FA-weighted
color-coded orientation, presented models relating to linear diffusion, developed the numerical
codes in Fortran and MATLAB, interpreted the results, wrote the manuscript, acted as the
corresponding author, and presented the work at CTAC’10(Sydney).
Fawang Liu Directed and guided the work, assisted with the interpretation of results and the
preparation of the paper, proofread the manuscript.
Ian W. Turner Directed and guided the work, assisted with the interpretation of results and the
preparation of the paper, proofread the manuscript.
Viktor Vegh Directed and guided the work, assisted with the interpretation of results and the
preparation of the paper, proofread the manuscript.
Paper Abstract
Water molecule diffusion in the brain can be measured using a magnetic resonance imaging
method. The anisotropy of the diffusion tensor is of particular interest in brain images, as it is
related to white matter fibre tracts. Depending on the interrelation of the eigenvalues, diffusion
can be divided into the three different cases of linear diffusion, planar diffusion and spherical
diffusion. We present additional information from the (brain image) diffusion tensor magnetic
resonance imaging of a patient with Parkinson’s disease. This information includes maps
of diffusion tensor components, fractional anisotropy and an fractional anisotropy weighted
colour coded orientation. We also investigate linear diffusion, time fractional diffusion, and
space fractional diffusion, as well as proposing computational simulations of connectivity in
the brain using numerical methods for the analysis of diffusion tensor magnetic resonance
imaging.
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1.5.2 Chapter 3: Numerical simulation of the fractional Bloch equations
In this chapter, we present the work on the numerical solutions for the fractional Bloch
equations. This work has been published in the following paper:
• Qiang Yu, Fawang Liu, Ian W. Turner and Kevin Burrage, Numerical simulation of the
fractional Bloch equations. Journal of Computational and Applied Mathematics, 255:
635-651, 2014. http://dx.doi.org/10.1016/j.cam.2013.06.027
Statement of Joint Authorship
Qiang Yu (Candidate) Derived the analytical solution and proposed an effective predictor-
corrector method for solving the time fractional Bloch equations, proposed an effective
implicit numerical method for solving the anomalous fractional Bloch equations, developed
the numerical codes in Fortran and MATLAB, interpreted the results, wrote the manuscript,
and acted as the corresponding author.
Fawang Liu Directed and guided the work, assisted with the interpretation of results and the
preparation of the paper, proofread the manuscript.
Ian W. Turner Directed and guided the work, assisted with the interpretation of results and the
preparation of the paper, proofread the manuscript.
Kevin Burrage Directed and guided the work, assisted with the interpretation of results and
the preparation of the paper, proofread the manuscript.
Paper Abstract
In physics and chemistry, specifically in NMR (nuclear magnetic resonance) or MRI
(magnetic resonance imaging), or ESR (electron spin resonance) the Bloch equations are
a set of macroscopic equations that are used to calculate the nuclear magnetization M =
(Mx,My,Mz) as a function of time when relaxation times T1 and T2 are present. Recently,
some fractional models have been proposed for the Bloch equations, however, effective
numerical methods and supporting error analyses for the fractional Bloch equation (FBE) are
still limited.
In this paper, the time-fractional Bloch equations (TFBE) and the anomalous fractional Bloch
equations (AFBE) are considered. Firstly, we derive an analytical solution for the TFBE with
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an initial condition. Secondly, we propose an effective predictor-corrector method (PCM) for
the TFBE, and the error analysis for PCM is investigated. Furthermore, we derive an effective
implicit numerical method (INM) for the anomalous fractional Bloch equations (AFBE), and
the stability and convergence of the INM are investigated. We prove that the implicit numerical
method for the AFBE is unconditionally stable and convergent. Finally, we present some
numerical results that support our theoretical analysis.
1.5.3 Chapter 4: Stability and convergence of an implicit numerical method for
ST-FBTE
In this chapter, we present the work on the analytical solution for solving the space and time
fractional Bloch-Torrey equation (ST-FBTE) with initial and boundary conditions on a finite
domain in fractional Laplacian form, and stability and convergence analysis of an implicit
numerical method for solving the ST-FBTE in fractional Riesz form, respectively. This work
has been published in the following paper:
• Qiang Yu, Fawang Liu, Ian W. Turner and Kevin Burrage, Stability and convergence of
an implicit numerical method for the space and time fractional Bloch-Torrey equation.
Phil Trans R Soc A, 371(1990): 20120150, 2013. http://dx.doi.org/10.1098/rsta.2012.0150
Statement of Joint Authorship
Qiang Yu (Candidate) Derived the analytical solution and proposed an implicit numerical
method for solving the space and time fractional Bloch-Torrey equation, conducted the stability
and convergence analysis of the proposed method, developed the numerical codes in Fortran
and MATLAB, interpreted the results, wrote the manuscript, acted as the corresponding author,
and presented the work at FDTA’11(Washington).
Fawang Liu Directed and guided the work, assisted with the interpretation of results and the
preparation of the paper, proofread the manuscript.
Ian W. Turner Directed and guided the work, assisted with the interpretation of results and the
preparation of the paper, proofread the manuscript.
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Kevin Burrage Directed and guided the work, assisted with the interpretation of results and
the preparation of the paper, proofread the manuscript.
Paper Abstract
Fractional order dynamics in physics, particularly when applied to diffusion, leads to an
extension of the concept of Brownian motion through a generalization of the Gaussian
probability function to what is termed anomalous diffusion. As magnetic resonance imaging
(MRI) is applied with increasing temporal and spatial resolution, the spin dynamics is being
examined more closely; such examinations extend our knowledge of biological materials
through a detailed analysis of relaxation time distribution and water diffusion heterogeneity.
Here the dynamic models become more complex as they attempt to correlate new data with
a multiplicity of tissue compartments where processes are often anisotropic. Anomalous
diffusion in the human brain using fractional order calculus has been investigated. Recently,
a new diffusion model was proposed by solving the Bloch-Torrey equation using fractional
order calculus with respect to time and space [82]. However effective numerical methods and
supporting error analyses for the fractional Bloch-Torrey equation are still limited.
In this paper, the space and time fractional Bloch-Torrey equation (ST-FBTE) in both fractional
Laplacian and Riesz derivative form is considered. The time and space derivatives in the ST-
FBTE are replaced by the Caputo and the sequential Riesz fractional derivatives, respectively.
Firstly, we derive an analytical solution for the ST-FBTE in fractional Laplacian form with
initial and boundary conditions on a finite domain. Secondly, we propose an implicit numerical
method (INM) for the ST-FBTE based on the Riesz form, and the stability and convergence of
the INM are investigated. We prove that the implicit numerical method for the ST-FBTE is
unconditionally stable and convergent. Finally, we present some numerical results that support
our theoretical analysis.
1.5.4 Chapter 5: A computationally effective alternating direction method for
ST-FBTE in 3D
In this chapter, we derived a computationally effective alternating direction method for solving
the space and time fractional Bloch-Torrey equation in 3D on a finite domain. This work has
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been published in the following paper:
• Qiang Yu, Fawang Liu, Ian W. Turner and Kevin Burrage, A computationally effective
alternating direction method for the space and time fractional Bloch-Torrey equation in
3-D. Applied Mathematics and Computation, 219: 4082-4095, 2012.
Statement of Joint Authorship
Qiang Yu (Candidate) Derived a computationally effective alternating direction method for
solving the space and time fractional Bloch-Torrey equation in 3D, developed the numerical
codes in Fortran and MATLAB, interpreted the results, wrote the manuscript, acted as the
corresponding author, and presented the work at FDA’12(Nanjing).
Fawang Liu Directed and guided the work, assisted with the interpretation of results and the
preparation of the paper, proofread the manuscript.
Ian W. Turner Directed and guided the work, assisted with the interpretation of results and the
preparation of the paper, proofread the manuscript.
Kevin Burrage Directed and guided the work, assisted with the interpretation of results and
the preparation of the paper, proofread the manuscript.
Paper Abstract
The space and time fractional Bloch-Torrey equation (ST-FBTE) has been used to study
anomalous diffusion in the human brain. Numerical methods for solving the ST-FBTE in
three-dimensions are computationally demanding. In this paper, we propose a computationally
effective fractional alternating direction method (FADM) to overcome this problem. We
consider the ST-FBTE on a finite domain where the time and space derivatives are replaced
by the Caputo-Djrbashian and the sequential Riesz fractional derivatives, respectively. The
stability and convergence properties of the FADM are discussed. Finally, some numerical
results for the ST-FBTE are given to confirm our theoretical findings.
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1.5.5 Chapter 6: Numerical investigation of three types of ST-FBTE in 2D
In this chapter, we present the work on the numerical investigation of three types of space and
time fractional Bloch-Torrey equation in 2D on a finite domain. This work has been published
in the following paper:
• Qiang Yu, Fawang Liu, Ian W. Turner and Kevin Burrage, Numerical investigation of
three types of space and time fractional Bloch-Torrey equations in 2D. Central European
Journal of Physics, 2013, http://dx.doi.org/10.2478/s11534-013-0220-6
Statement of Joint Authorship
Qiang Yu (Candidate) Proposed numerical methods for solving three types of space and
time fractional Bloch-Torrey equation in 2D, developed the numerical codes in Fortran and
MATLAB, interpreted the results, wrote the manuscript, acted as the corresponding author,
and presented the work at ICCM2012(Gold Coast).
Fawang Liu Directed and guided the work, assisted with the interpretation of results and the
preparation of the paper, proofread the manuscript.
Ian W. Turner Directed and guided the work, assisted with the interpretation of results and the
preparation of the paper, proofread the manuscript.
Kevin Burrage Directed and guided the work, assisted with the interpretation of results and
the preparation of the paper, proofread the manuscript.
Paper Abstract
Recently, the fractional Bloch-Torrey model has been used to study anomalous diffusion in
the human brain. In this paper, we consider three types of space and time fractional Bloch-
Torrey equations in two dimensions: Model-1 with the Riesz fractional derivative; Model-2
with the one-dimensional fractional Laplacian operator; and Model-3 with the two-dimensional
fractional Laplacian operator.
Firstly, we propose a spatially second-order accurate implicit numerical method for Model-1
whereby we discretize the Riesz fractional derivative using a fractional centered difference. We
consider a finite domain where the time and space derivatives are replaced by the Caputo and
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the sequential Riesz fractional derivatives, respectively. Secondly, we utilize the matrix transfer
technique for solving Model-2 and Model-3. Finally, some numerical results are given to show
the behaviours of these three models especially on varying domain sizes with zero Dirichlet
boundary conditions.
1.5.6 Chapter 7: The use of a Riesz fractional differential-based approach for
texture enhancement in image processing
In this chapter, we present the work on the use of a Riesz fractional differential-based approach
for texture enhancement in image processing. This work has been submitted for review:
• Qiang Yu, Fawang Liu, Ian W. Turner, Kevin Burrage and Viktor Vegh, The use
of a Riesz fractional differential-based approach for texture enhancement in image
processing. ANZIAM Journal, in press, 2013.
Statement of Joint Authorship
Qiang Yu (Candidate) Deduced two fractional derivative algorithms based on the Riesz
fractional differential operator for texture enhancement in image processing, developed the
numerical codes in Fortran and MATLAB, interpreted the results, wrote the manuscript, acted
as the corresponding author, and presented the work at CTAC’12(Brisbane).
Fawang Liu Directed and guided the work, assisted with the interpretation of results and the
preparation of the paper, proofread the manuscript.
Ian W. Turner Directed and guided the work, assisted with the interpretation of results and the
preparation of the paper, proofread the manuscript.
Kevin Burrage Directed and guided the work, assisted with the interpretation of results and
the preparation of the paper, proofread the manuscript.
Viktor Vegh Directed and guided the work, assisted with the interpretation of results and the
preparation of the paper, proofread the manuscript.
Paper Abstract
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Texture enhancement is an important component of image processing that finds extensive
application in science and engineering. The quality of medical images, quantified using
the imaging texture, plays a significant role in the routine diagnosis performed by medical
practitioners.
Most image texture enhancement is performed using classical integer order differential mask
operators. Recently, first order fractional differential operators have been used to enhance
images. Experimentation using these methods has led to the conclusion that fractional
differential operators not only maintain the low frequency contour features in the smooth
areas of the image, but they also nonlinearly enhance edges and textures corresponding to
high-frequency image components. However, whilst these methods perform well in particular
cases, they are not routinely useful across all applications. To this end, we applied the second
order Riesz fractional differential operator to improve upon existing approaches of texture
enhancement. Compared with the classical integer order differential mask operators and other
first order fractional differential operators, it was found that our new algorithms provide higher
signal to noise values and superior image quality.
1.5.7 Chapter 8: Conclusions
In this chapter, the new contributions of the PhD work are outlined and the main conclusions
drawn from the work are summarised. This chapter concludes with some recommendations for
future research.
CHAPTER 2
The computational simulation of brain connectivity
using diffusion tensor
2.1 Introduction
Diffusion tensor magnetic resonance imaging (DT-MRI) is a technique used to measure the
diffusion properties of water molecules in tissues [9]. In white matter, which is one of the
two components of the central nervous system and consists mostly of myelinated axons, the
diffusion of free water molecules is anisotropic and such diffusion can be modelled by the
equation
∂C
∂t
= ∇ · (D∇C) , (2.1)
where C(x, y, z, t) is the concentration of water molecules and D(x, y, z) is the usual
symmetric second-rank diffusion tensor.
A property of symmetric second-rank tensors is that they can always be orthogonally
diagonalized as D = EΛET =
∑3
i=1 λieie
T
i with E = [e1, e2, e3] and Λ = diag(λ1, λ2, λ3)
[91]. The eigenvalues reflect the shape or configuration of an ellipsoid with its surface
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representing the root mean square diffusive displacement of free water in anisotropic media.
The tensor trace equals the sum of the eigenvalues, λ1 + λ2 + λ3, and is rotationally invariant,
i.e., independent of the orientation of the ellipsoid. The tensor traces reflects the size of the
ellipsoid, whereas the eigenvectors e1, e2 and e3 describe the relationship between the ellipsoid
and the laboratory frame.
In general, the eigenvalues are sorted with the convention that λ1 ≥ λ2 ≥ λ3. Consequently,
the first eigenvector e1 describes the predominant diffusion direction and is therefore also called
the principal diffusion vector or principal diffusivity.
Depending on the interrelation of the eigenvalues λi of D at each locale, diffusion can be
divided into three different cases [69]:
1. linear diffusion λ1 ≫ λ2 ≈ λ3 and D ≈ λ1e1eT1 ;
2. planar diffusion λ1 ≈ λ2 ≫ λ3 and D ≈ λ1
∑2
i=1 eie
T
i ;
3. spherical diffusion λ1 ≈ λ2 ≈ λ3 and D ≈ λ1
∑3
i=1 eie
T
i .
The anisotropy captured using diffusion tensor imaging is of particular interest in relation to the
brain, as it is associated with white matter fibre tracts. Several measures of diffusion anisotropy,
including fractional anisotropy (FA), relative anisotropy, and volume ratio, can be calculated
from the eigenvalues. Throughout this article we use [96]:
FA = 1√
2
√
[(λ1 − λ2)2 + (λ2 − λ3)2 + (λ3 − λ1)2]√
λ21 + λ
2
2 + λ
2
3
. (2.2)
Figure 2.5 exhibits the orientation-map images showing the direction of the maximum
eigenvector. The colours given in this figure are chosen according to the scheme recommended
by Sarntinoranont et al. [120]. The maps are coloured according to the eigenvector direction
and scaled by multiplying the eigenvector direction cosine with the fractional anisotropy.
Several recent studies investigated so called anomalous diffusion [73, 83, 157]. We consider
an alternative derivation for the stretched diffusion model using fractional order space and time
derivatives.
We first exhibit information derived from the diffusion tensor, which includes the maps of
diffusion tensor components, the eigenvalues and the FA weighted color coded orientation.
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Then models relating to linear diffusion are presented. Numerical simulations of the linear
diffusion, time-fractional diffusion and space-fractional diffusion are investigated.
2.2 Data acquisition
The pre and post surgery data we use here is from a patient diagnosed with Parkinson’s disease
from St Andrew’s War Memorial Hospital, Brisbane, Australia. The brain diffusion tensor MR
images are acquired using a GE Medical System (SIGNA 3T) scanner. All image matrix sizes
are 256× 256.
Pre surgery data is acquired using an echo time of 93.7 ms and repetition time of 7s. Twenty
four interleaved, 5 mm thick slices are acquired in the horizontal plane perpendicular to the
coronal and sagittal planes, using the multislice mode. Diffusion sensitization is performed
along 35 different diffusion gradient orientations using a diffusion weighting of b = 1000
s/mm2. A reference image without diffusion weighting (b = 0 s/mm2) was also recorded.
The patient underwent deep brain stimulation. Post surgery data is acquired using an echo
time of 93.5 ms and repetition time of 7s. Twenty six interleaved, 5 mm thick slices are
acquired in the horizontal plane using the multislice mode. Furthermore, diffusion sensitization
is performed along 40 different diffusion gradient orientations using a diffusion weighting of
b = 1000 s/mm2. Similary, a reference image without diffusion weighting (b = 0 s/mm2) was
also recorded.
2.3 Application
2.3.1 Diffusion tensor components
The images shown in Figures 2.1 and 2.2 depict the diffusion tensor components (Dxx, Dxy,
Dxz, Dyy, Dyz, Dzz) determined pre and post surgery, respectively. Note the changes in
the tensor components after surgery are no longer evident, particularly in the diagonal entries
where the distinct central structure.
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Figure 2.3 depicts the change in the eigenvalues after surgery. The largest, middle and smallest
eigenvalues are shown before surgery in (a), (b) and (c) and after surgery in (d), (e) and (f)
respectively. The intervention had a significant impact on the eigenvalue distributions, again
most notably around the central structure. Further details on classifying changes in the brain
images via the magnitudes of the eigenvalues was discussed by Leemans [69].
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Figure 2.1: Diffusion tensor components before surgery.
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Figure 2.2: Diffusion tensor components after surgery.
Figure 2.4(a) and (b) display images of the brain before and after surgery respectively. Table
2.1 presents the relevant data. In addition, in Figure 2.4(a) and (b) we mark locations A, B
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Figure 2.3: Eigenvalues. Top row is pre-surgical and bottom row is post-surgical.
and C based on the diffusion cases identified according to the magnitude of the eigenvalues.
Point A, before surgery, could be classified as linear diffusion, because the largest eigenvalue
is approximately five times that of the other eigenvalues, whereas after surgery all eigenvalues
have approximately the same magnitude indicating a spherical diffusion classification. Also,
point B changes from spherical to planar diffusion after surgery, whereas point C is unchanged.
These findings may be helpful to the surgeon treating the patient, and further analysis of this
data will be carried out in conjunction with a medical specialist in our future work.
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Figure 2.4: Three eigenvalues in white matter, (a) pre surgical and (b) post surgical.
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Table 2.1: Eigenvalues at the same points in white matter(WM) before and after surgery. All
eigenvalues need to be multiplied by 10−3.
WM Eigenvalues(presurgical) Eigenvalues(postsurgical)
A(142,164) (1.661, 0.308, 0.251) (1.337, 1.030, 0.922)
B(91,143) (0.606, 0.559, 0.422) (1.100, 1.050, 0.550)
C(142,90) (1.169, 0.841, 0.520) (2.392, 1.276, 0.633)
2.3.2 Anisotropies
Figure 2.5 shows color coded orientation map images representing the direction of the
maximum eigenvector with its intensity weighted by FA. The color coded orientation maps
with the largest, middle and smallest eigenvalues are shown before surgery in (a), (b) and (c)
and after surgery in (d), (e) and (f) respectively. In this figure, red represents the eigenvector
direction perpendicular to the image plane, green represents left to right, and blue represents up
and down. The surgical procedure has altered the maximum eigenvector direction distributions.
(a) (b) (c)
(d) (e) (f)
Figure 2.5: FA weighted color coded orientation maps. Top row is pre surgical; and bottom
row is post surgical.
Figure 2.6(c) shows the mean FA values of the patient were lower before surgery. However, the
mean FA values of a normal adult are 0.68 ± 0.18. The data of a normal adult are reproduced
from the book by Mori [96]. Figure 2.6(c) shows that the surgery produces a mean FA value
closer to that observed for a normal adult, but this conclusion would be subject to analysis by
a medical specialist.
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2.3.3 Fitting white matter FA frequency
Using the results of Zhao et al. [153], we found that a mixture of two distributions, a normal
distribution and the inverse Gaussian distribution, given by the formula (2.5) below, can be
used to fit the distribution of the whole brain white matter fractional anisotropy (FA) frequency.
Letting the probability density functions f1(x) and f2(x) be defined as
f1(x) =
1√
2πσ2
e
−(x−µ1)
2
2σ2 , x ∈ [a, b], (2.3)
f2(x) =
√
λ
2πx3
e
−λ(x−µ2)
2
2µ2
x
, x ∈ [c, d], (2.4)
then the function f(x) is defined as
f(x) =

f1(x)/2, x ∈ [a, b], x /∈ [c, d],
(f1(x) + f2(x))/2, x ∈ [a, b] ∩ [c, d],
f2(x)/2, x ∈ [c, d], x /∈ [a, b].
(2.5)
Figures 2.6(a) ([a, b] = [0, 0.7] and [c, d] = [0.05, 1]) and (b) ([a, b] = [0, 0.35] and [c, d] =
[0.1, 1]) show the fitted results for the pre surgical and post surgical whole brain white matter
fractional anisotropy frequency respectively. We evaluate the accuracy of the fitted results
based on the relative standard error e = e1/e2, where
e1 =
√√√√ 1
N
N∑
i=1
(fd(xi)− fˆ(xi))2, e2 =
√√√√ 1
N
N∑
i=1
(fd(xi)− fave)2. (2.6)
Here fd(xi) is the empirical PDF, with average value fave, and fˆ(x) is the fitted probability
density function. The goodness of fit is indicated by the result e < 1.0 as pointed out by Zhao
et al. [153]. All the values of e in Figures 2.6(a) and (b) are smaller than 0.45, indicating that a
mixture of two distributions, defined by formula (2.5), performs well in fitting the distribution
of whole brain white matter fractional anisotropy frequency.
Figures 2.6(a) and (b) show the post surgical whole brain white matter fractional anisotropy
distribution (Post WM-FAD) to be positively skewed and leptokurtic, whereas the pre surgical
whole brain white matter fractional anisotropy distribution (Pre WM-FAD) is positively skewed
and less leptokurtic than the Post WM-FAD. Furthermore, there is an interaction between
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Figure 2.6: Whole brain white matter fractional anisotropy (FA) frequency after fitting with
different probability density function (PDF) range, (a) pre surgical; (b) post surgical. (c) Mean
FA values; (d) solution profiles of SDE as a function of ξ for different t.
the measured histogram parameters, see for example the Post WM-FAD, which is highly
leptokurtic having a greater peak height frequency than the Pre WM-FAD, while the Post WM-
FAD also has a greater positive skew being more asymmetrical than the Pre WM-FAD.
2.4 One-dimensional models
When the diffusion is linear, planar and spherical, the corresponding diffusion equation (2.1)
becomes one-dimensional, two-dimensional and three-dimensional respectively.
The distribution and dynamics of water in biological tissues is wholly unobservable to
conventional NMR and DT-MRI systems [130]. This invisibility is not solely due to signal
to noise ratio (SNR) or image resolution issues, but is fundamentally encoded in the definition
of magnetization as a spatial average of the magnetic moment per unit volume, and the central
limit theorem model of a Gaussian space/time averaging of the phase of the detected NMR
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signal (free induction decay)—typically the phase of the transverse components of the bulk
magnetization. The main characteristic of a fractional model is that it contains a non-integer
order derivative. Fractional models can effectively describe memory and transmissibility of
many kinds of material, and play an increasingly important role in engineering, physics,
finance, hydrology and other fields. Fractional calculus may play a similar role in the analysis
of MR images of complex biological tissues. Several authors demonstrated that a fractional
calculus based diffusion model successfully applied to analysing diffusion images of human
brain tissue and provides new insights into further investigations of tissue structures and the
microenvironment [83, 130].
This section aims to illustrate how the diffusion tensor information is used to model the
diffusion behaviour in the white matter of the brain. The models we investigate are standard
diffusion, anomalous subdiffusion (time fractional diffusion) and space fractional diffusion.
Recall from section 2.3.1 that the spectrum of the diffusion tensor located at point A before
surgery could be classified as ‘linear’ diffusion, and this motivates a one dimensional modelling
study, which we consider throughout the following paragraphs, emanating from point A. We
only show numerical results for the one dimensional model with the initial condition given by
the Dirac delta function δ(x) and Neumann boundary conditions obtained from finite difference
methods [73, 157]. Here, a diffusion equation based on the measured diffusion tensor is solved
with the initial condition taken at a location of the tractography starting point (for example,
point A in Figure 2.4 before surgery) [9]. The two dimensional and three dimensional models
can be similarly simulated and their solutions will be exhibited in the future work.
2.4.1 Model 1: Linear diffusion
When the diffusion is linear, that is, when λ1 ≫ λ2 ≈ λ3, equation (2.1) becomes the well
known standard diffusion equation (SDE):
∂C
∂t
= D1
∂2C
∂ξ2
, −L ≤ ξ ≤ L, 0 ≤ t ≤ T, (2.7)
where t is the time variable, ξ is the space variable, D1, L and T are constants. This is
an illustrative example that exhibits linear diffusion from say point A in Figure 2.4 before
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surgery where a surgical treatment is injected and the direction ξ could be interpreted along
the dominant eigenvector. Using the numerical method proposed by Zhuang et al. [157], the
behaviors of the SDE with L = 5 and D1 = 1 is shown in Figure 2.6(d).
2.4.2 Model 2: Anomalous subdiffusion
Fractional kinetic equations proved particularly useful in the context of anomalous subdiffusion
[93]. The mean square displacement of particles released from the original starting site is no
longer linear in time and follows a generalized Fick’s second law. Subdiffusive motion is
characterized by an asymptotic long time behavior of the mean square displacement of the
form
〈
ξ2(t)
〉 ∼ 2KγΓ(1+γ) tγ (t→∞), where γ (0 < γ < 1) is the anomalous diffusion exponent
and Kγ is the generalized diffusion coefficient.
For anomalous subdiffusive random walkers, the continuum description via the ordinary
diffusion equation is replaced by the fractional diffusion equation. It has been suggested that
the probability density function C(ξ, t) that describes anomalous subdiffusion particles follows
the anomalous subdiffusion equation (AS-DE) [93]:
∂C
∂t
= D1−γt
(
Kγ
∂2C
∂ξ2
)
, −L ≤ ξ ≤ L, 0 ≤ t ≤ T, 0 < γ ≤ 1, (2.8)
where C(ξ, t) is the probability density and D1−γt is the Riemann-Liouville fractional
derivative with respect to t, which is defined as [157]
D1−γt C(ξ, t) =
1
Γ(γ)
∂
∂t
∫ t
0
C(ξ, η)dη
(t− η)1−γ , 0 < γ ≤ 1. (2.9)
If γ → 0 then D1−γt C → ∂C/∂t.
Applying the numerical method given by Zhuang et al. [157], the evolution results of AS-
DE with L = 5,Kγ = 1 are shown in Figure 2.7(a). Figure 2.7(a) shows that the system
exhibits subdiffusion behavior, that is, the particles diffuse more slowly as γ decreases, as to
be expected, and the solution depends continuously on the time fractional derivative.
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2.4.3 Model 3: Space-fractional diffusion
Because white matter is highly heterogeneous, the laws of Markov diffusion [70] may be
altered in a fundamental way, and so the classical diffusion equation may not be adequate.
If the complex structure, such as the spatial connectivity, can facilitate movement of particles
within a certain scale, fast motions may no longer obey the classical Fick’s law and may have a
probability density function that follows a power law. Superdiffusion is one possible form for
fast motions.
Fractional derivatives play a key role in modelling particle transport in anomalous diffusion.
By replacing the second space derivative by a fractional derivative of order α (1 < α ≤ 2),
the classical diffusion equation SDE becomes a one dimensional space fractional diffusion
equation (SF-DE):
∂C
∂t
= D2
∂αC
∂ξα
, −L ≤ ξ ≤ L, 0 ≤ t ≤ T, 1 < α ≤ 2, (2.10)
where D2 is constant, and ∂α/∂ξα is the Riemann-Liouville fractional derivative with respect
to ξ, which is defined as [73]
∂αC(ξ, t)
∂ξα
=
1
Γ(2− α)
∂2
∂ξ2
∫ ξ
0
C(η, t)dη
(ξ − η)α−1 , 1 ≤ α < 2. (2.11)
If α→ 2 then ∂αC/∂ξα → ∂2C/∂ξ2.
Using the numerical method in Liu et al. [73], Figure 2.7(b) shows the solution profiles of
SF-DE with L = 5,D2 = 1. Figure 2.7(b) shows that the solution depends continuously on
the order α of the fractional derivative in space.
2.5 Conclusions
The diffusion tensor information from water molecules diffusing in the brain, obtained using
DT-MRI, was described and demonstrated. We derived numerical methods to analyse brain
images, and developed one dimensional linear diffusion and fractional models to study standard
diffusion and anomalous diffusion behaviour in the white matter of the brain. In addition, brain
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Figure 2.7: (a) Numerical results of AS-DE at t = 5; (b) numerical results of SF-DE at t = 2.
image data was compared for a patient with Parkinson’s disease before and after surgery. The
simulated information can provide the surgeon with a more fundamental understanding of the
impact of surgery on the diffusion behavior in the white matter of the brain. Future research
will be directed towards refining and calibrating the models presented here by using expert
opinion and feedback from medical practitioners working in this field.
CHAPTER 3
Numerical simulation of the fractional Bloch equations
3.1 Introduction
Diffusion-weighted imaging is an MR imaging modality that allows the magnitude of the local
diffusion of spins in a chosen direction to be estimated in individual scan voxels. By combining
measurements in six or more directions it is possible to construct the diffusion tensor [7], which
contains information describing the anisotropy of diffusion assuming Gaussian diffusion.
In physics and chemistry, specifically in NMR (nuclear magnetic resonance) or MRI
(magnetic resonance imaging), or ESR (electron spin resonance) the Bloch equations are
a set of macroscopic equations that are used to calculate the nuclear magnetization M =
(Mx,My,Mz) as a function of time when relaxation times T1 and T2 are present. Here
Mx(t),My(t) and Mz(t) represent the system magnetization (x, y, and z components), T1 is
the spin-lattice relaxation time characterizing the rate at which the longitudinal Mz component
of the magnetization vector recovers exponentially towards its thermodynamic equilibrium,
and T2 is the spin-spin relaxation time characterizing the signal decay in NMR and MRI.
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The classical Bloch equations take the following form [83, 130]:
dMx(t)
dt
= ω0My(t)− Mx(t)
T2
, (3.1)
dMy(t)
dt
= −ω0Mx(t)− My(t)
T2
, (3.2)
dMz(t)
dt
=
M0 −Mz(t)
T1
, (3.3)
where M0 is the equilibrium magnetization, and ω0 is the resonant frequency given by the
Larmor relationship ω0 = γB0, where B0 is the static magnetic field (z-component) and γ/2π
is the gyromagnetic ratio (42.57 MHz/Tesla for water protons).
Some fractional models have been proposed for the Bloch equation. Magin et al. [83]
considered the following time-fractional Bloch equations (TFBE):
C
0 D
α
t Mx(t) = ω
′
0My(t)−
Mx(t)
T ′2
, (3.4)
C
0 D
α
t My(t) = −ω′0Mx(t)−
My(t)
T ′2
, (3.5)
C
0 D
α
t Mz(t) =
M0 −Mz(t)
T ′1
, (3.6)
where C0 Dαt is the Caputo time fractional derivative of order α (0 < α ≤ 1), and ω′0 =
ω0/τ
α−1
2 , 1/T
′
1 = τ
α−1
1 /T1 and 1/T ′2 = τ
α−1
2 /T2 each have the units of (sec)−α. The
fractional time constants τ1 and τ2 are needed to maintain a consistent set of units for the
magnetization. They used this model to study the spin dynamics and magnetization relaxation,
in the simple case of a single spin particle at resonance in a static magnetic field.
Velasco et al. [130] investigated the following anomalous fractional Bloch equations (AFBE):
dMx(t)
dt
= ω0My(t)−
D1−α0+ Mx(t)
T2
, (3.7)
dMy(t)
dt
= −ω0Mx(t)−
D1−α0+ My(t)
T2
, (3.8)
dMz(t)
dt
= D1−β0+
M0 −Mz(t)
T1
, (3.9)
where D1−α0+ and D
1−β
0+ are the time fractional Riemann-Liouville derivative with 0 < α ≤ 1
and 0 < β ≤ 1. They used this model to fit the derived spin-spin relaxation (T2) decay curves
to relaxation data from normal and trypsin-digested bovine nasal cartilage.
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Magin et al. [83] and Velasco et al. [130] have demonstrated that a fractional calculus
based diffusion model can be successfully applied to analysing diffusion images of human
brain tissues and provided new insights into further investigations of tissue structures and
the microenvironment. However, effective numerical methods and supporting error analyses
for the fractional Bloch equation (FBE) are still limited. This motivates us to derive an
analytical solution and an effective numerical method for the FBE, and to study the stability
and convergence of the proposed numerical method.
We will apply an operator splitting method, which is implemented in a similar manner to
the alternating directions method, to the TFBE system (3.4)-(3.6), in which we consider one
variable at each time step, holding the others constant. At each step of the method, this reduces
the problem to the one variable equation
C
0 D
α
t M(t) = −K1M(t) + f(t), (3.10)
where K1 > 0 is constant. Similarly, using an operator splitting method, the AFBE system
(3.7)-(3.9) is equivalent to solving the one variable equation
dM(t)
dt
= −K2D1−α0+ M(t) + f(t), (3.11)
where K2 > 0 is constant. As usual we demand that the function f be continuous and that it
fulfils a Lipschitz condition with respect to its second argument, with Lipschitz constant L on
a suitable set G.
In this chapter, we consider the time-fractional Bloch equations (TFBE) and the anomalous
fractional Bloch equations (AFBE) with an initial condition.
The structure of the remainder of this chapter as follows. In Section 3.2, some mathematical
preliminaries are introduced. In Section 3.3, an approximate analytical solution for the TFBE
is derived. In Section 3.4, we propose an effective predictor-corrector method (PCM) for the
TFBE. The error analysis for PCM is investigated in Section 3.5. In Section 3.6, we propose an
implicit numerical method (INM) for the AFBE. The stability and convergence of the INM are
investigated in Sections 3.7 and 3.8, respectively. Finally, we present some numerical results
that support our theoretical analysis.
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3.2 Preliminary knowledge
In this section, we outline important definitions and lemmas used throughout the remaining
sections of this chapter.
Firstly, we present the definitions of two classical Mittag-Leffler functions. More detailed
information on the Mittag-Leffler functions may be found in [38, 63, 111].
Definition 3.1. A two-parameter function of the Mittag-Leffler type is defined by the series
expansion [37]
Eα,β(z) ≡
∞∑
k=0
zk
Γ(αk + β)
, (α > 0, β > 0).
When β = 1, we obtain the Mittag-Leffler function defined in terms of one parameter:
Eα,1(z) =
∞∑
k=0
zk
Γ(αk + 1)
≡ Eα(z).
Definition 3.2. Let A ∈ Rn×n. The matrix α−Exponential function ezAα is defined by [16, 63]
ezAα ≡ zα−1Eα,α(zαA) = zα−1
∞∑
k=0
Ak z
αk
Γ[(k + 1)α]
,
where z ∈ C \ {0}, α > 0.
When α = 1, ezA1 coincides with the matrix exponential function ezA:
ezA1 = e
zA, (z ∈ C).
In addition, the function ezAα satisfies the following properties [16, 63]:
Lemma 3.1. If A,B ∈ Rn×n, 0 < α ≤ 1, and let ‖A‖ = max
1≤i,j≤n
|aij |, we have
1. ‖ezAα ‖ ≤ |z|α−1
∞∑
k=0
‖A‖k |z|αkΓ[(k+1)α] ;
2. ezAα ezBα 6= ez(A+B)α , (α 6= 1);
3. CaDαt ezAα = AezAα .
Furthermore, we give the definitions of two fractional derivatives.
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Definition 3.3. For functions M(t) given in the interval [a, b], the expression [78, 111]
C
aD
α
t M(t) =

1
Γ(m−α)
∫ t
a
M (m)(η)
(t−η)1+α−m
dη, m− 1 < α < m,
dm
dtmM(t), α = m ∈ N,
is called a time Caputo fractional derivative of order α (m− 1 < α ≤ m).
Definition 3.4. For functions M(t) given in the interval [a, b], the expression [73, 111]
Dαa+M(t) =

1
Γ(m−α)
∂m
∂tm
∫ t
a
M(ξ)dξ
(t−ξ)α+1−m , m− 1 < α < m,
dm
dtmM(t), α = m ∈ N,
is called the Riemann-Liouville derivative of order α (m− 1 < α ≤ m).
The relationship between the Riemann-Liouville and Caputo fractional derivative is given in
[111] as
Dαa+M(t) =
m−1∑
j=0
M j(a)
Γ(1 + j − α) (t− a)
j−α + CaD
α
t M(t).
Lemma 3.2. [31, 135] Let M ∈ Cm[0, T ] for some m ∈ N and assume that 0 < α < m.
Then C0 Dαt M ∈ C[0, T ].
The following properties of the operators CaDαt and Dαa+ are detailed in [111]:
Lemma 3.3. If α ≥ 0 and γ > −1, we have
1. CaDαt tγ =
Γ(γ+1)
Γ(γ−α+1) (t− a)γ−α;
2. Dαa+tγ =
Γ(γ+1)
Γ(γ−α+1) (t− a)γ−α.
Noting that for constant C∗, CaDαt C∗ = 0 and Dαa+C∗ = C
∗(t−a)−α
Γ(1−α) .
3.3 Analytical solution of the TFBE
The time-fractional Bloch equations (TFBE) (3.4)-(3.6) can be written as
C
0 D
α
t M¯(t) = AM¯(t) + b¯(t), (3.12)
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which satisfies
M¯(0) = M¯0, (3.13)
where A =

−
1
T ′
2
ω
′
0 0
−ω
′
0 −
1
T ′
2
0
0 0 −
1
T ′
1
 ∈ R3×3, b¯(t) = (0, 0, M0T ′1 )T , M¯(t) = (Mx(t),My(t),Mz(t))T
and M¯0 = (Mx(0),My(0),Mz(0))T are vectors.
Lemma 3.4. The matrix
T(t) = etAα ,
(
A ∈ Rn×n)
is a fundamental solution matrix for the system
C
0 D
α
t M¯ (t) = AM¯(t).
Theorem 3.1. The following initial-value problem
C
0 D
α
t M¯(t) = AM¯(t),
M¯(0) = M¯0 (M¯0 ∈ Rn),
where A ∈ Rn×n, has its unique continuous global solution M¯(t) in [0,∞) ⊂ R given by
M¯(t) =
∫ t
0
e(t−ξ)Aα AM¯0dξ + M¯0.
Proof. See [16, 63].
Using Cγ [a, b] (γ ∈ R) [16, 63] to denote the Banach space
Cγ [a, b] = {g(t) ∈ C(a, b] : ‖g‖Cγ = ‖(t− a)γg(t)‖C <∞},
where ‖g‖C = max
t∈[a,b]
|g(t)|. In particular, C0[a, b] represents the space of continuous functions
in [a, b], namely C[a, b].
Then, using Lemma 3.1, Lemma 3.2, Lemma 3.4 and Theorem 3.1, we can obtain an explicit
general solution of the time-fractional Bloch equations (TFBE) (3.12)-(3.13) by Theorem 3.2.
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Theorem 3.2. The following initial-value problem
C
0 D
α
t M¯(t) = AM¯(t) + b¯(t),
M¯(0) = M¯0 (M¯0 ∈ Rn),
where A ∈ Rn×n and b¯ ∈ C¯1−α[0, T ], meaning each component of b¯ belongs to space
C1−α[0, T ], has its unique solution given by
M¯(t) =
∫ t
0
e(t−ξ)Aα [b¯(ξ) + AM¯0]dξ + M¯0
=
∫ t
0
e(t−ξ)Aα b¯(ξ)dξ + [AtαEα,α+1(tαA) + I] M¯0.
Proof. See [16, 63].
3.4 An effective predictor-corrector method (PCM) for the TFBE
We propose an effective predictor-corrector method (PCM) for the following time-fractional
Bloch equation (TFBE) with initial condition:
C
0 D
α
t M(t) = −K1M(t) + f(t), (3.14)
M(0) = M#0 , (3.15)
where 0 < α ≤ 1, and K1 > 0, M#0 are constants.
It is well known that the initial value problem (3.14)-(3.15) is equivalent to the Volterra integral
equation
M(t) = M#0 +
1
Γ(α)
∫ t
0
(t− ξ)α−1[−K1M(ξ) + f(ξ)]dξ.
For the sake of simplicity, we assume that we are working with a uniform temporal discrete
scheme tj = jτ, j = 0, 1, · · · , n, and nτ = T , where T represents the final time.
It is known that the classical Adams-Bashforth-Moulton method for first order ordinary
differential equations is a reasonable and practically useful compromise in the sense that
its stability properties allow for a safe application to mildly stiff equations without undue
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propagation of rounding error, whereas the implementation does not require extremely time
consuming elements [49]. Thus, a fractional Adams-Bashforth method and a fractional Adams-
Moulton method are chosen as our predictor and corrector formulas.
The predictor Mpk+1 is determined by the fractional Adams-Bashforth method [32, 31, 135]:
Mpk+1 = M
#
0 +
1
Γ(α)
k∑
j=0
bj,k+1[−K1Mj + f(tj)], (3.16)
where
bj,k+1 =
τα
α
[(k + 1− j)α − (k − j)α]. (3.17)
Remark 3.1. [32] bj,k+1 > 0 for all j and k, and
k∑
j=0
bj,k+1 =
∫ tk+1
0
(tk+1 − t)α−1dt = 1
α
tαk+1 ≤
1
α
Tα.
The fractional Adams-Moulton method determines the corrector formula [32, 31, 135]:
Mk+1 = M
#
0 +
1
Γ(α)
(
k∑
j=0
aj,k+1[−K1Mj+f(tj)]+ak+1,k+1[−K1Mpk+1+f(tk+1)]), (3.18)
where
aj,k+1 =
τα
α(α + 1)

kα+1 − (k − α)(k + 1)α, j = 0,
(k − j + 2)α+1 + (k − j)α+1 − 2(k − j + 1)α+1, 1 ≤ j ≤ k,
1, j = k + 1.
(3.19)
Remark 3.2. [32] aj,k+1 > 0 for all j and k, and
k∑
j=0
aj,k+1 =
∫ tk
0
(tk − t)α−1dt = 1
α
tαk ≤
1
α
Tα.
This method has been used for parameter estimation of fractional dynamical models arising
from biological systems [75].
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3.5 Error analysis for predictor-corrector method (PCM)
In this section, we present the theorems concerning the error of our fractional predictor-
corrector method (PCM) for the one variable model (3.10).
Lemma 3.5. Let z ∈ C1[0, T ], then
∣∣∣∣∣∣
∫ tk+1
0
(tk+1 − t)α−1z(t)dt−
k∑
j=0
bj,k+1z(tj)
∣∣∣∣∣∣ ≤ 1α‖z′‖∞tαk+1τ,
where ‖z‖∞ = max
0≤t≤T
|z(t)|.
Proof. See [31].
Lemma 3.6. If z ∈ C2[0, T ], then there is a constant Cα depending only on α such that∣∣∣∣∣∣
∫ tk+1
0
(tk+1 − t)α−1z(t)dt−
k+1∑
j=0
aj,k+1z(tj)
∣∣∣∣∣∣ ≤ Cα‖z′′‖∞tαk+1τ2.
Proof. See [31].
Theorem 3.3. If C0 Dαt M ∈ C2[0, T ], then
max
0≤j≤n
|M(tj)−Mj | = O(τ1+α).
Proof. Using the given condition C0 Dαt M ∈ C2[0, T ], together with Lemmas 3.5 and 3.6, we
have ∣∣∣∣∣∣
∫ tk+1
0
(tk+1 − t)α−1 C0 Dαt M(t)dt−
k∑
j=0
bj,k+1
C
0 D
α
t M(tj)
∣∣∣∣∣∣ ≤ C1tαk+1τ, (3.20)
and ∣∣∣∣∣∣
∫ tk+1
0
(tk+1 − t)α−1 C0 Dαt M(t)dt−
k+1∑
j=0
aj,k+1
C
0 D
α
t M(tj)
∣∣∣∣∣∣ ≤ C2tαk+1τ2. (3.21)
We will show that, for sufficiently small τ = T/n,
max
0≤j≤n
|M(tj)−Mj| = O(τ1+α). (3.22)
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The proof will be based on mathematical induction. In view of the given initial condition, the
induction basis (j = 0) is presupposed.
Now assume that (3.22) is true for j = 0, 1, · · · , k(k ≤ n− 1), that is
max
0≤j≤k
|M(tj)−Mj| = O(τ1+α). (3.23)
We must then prove that the inequality also holds for j = k+1. To do this, we first look at the
error of the predictor Mpk+1. By construction of the predictor, using (3.20), assumption (3.23),
Remark 3.1, and −K1M(t) + f(t) fulfils a Lipschitz condition, we find that
|M(tk+1)−Mpk+1|
=
1
Γ(α)
∣∣∣∣∣∣
∫ tk+1
0
(tk+1 − t)α−1[−K1M(t) + f(t)]dt−
k∑
j=0
bj,k+1[−K1Mj + f(tj)]
∣∣∣∣∣∣
≤ 1
Γ(α)
∣∣∣∣∣∣
∫ tk+1
0
(tk+1 − t)α−1 C0 Dαt M(t)dt−
k∑
j=0
bj,k+1
C
0 D
α
t M(tj)
∣∣∣∣∣∣
+
1
Γ(α)
k∑
j=0
bj,k+1|[−K1M(tj) + f(tj)]− [−K1Mj + f(tj)]|
≤ C1t
α
k+1
Γ(α)
τ +
1
Γ(α)
k∑
j=0
bj,k+1LCτ
1+α
≤ C1T
α
Γ(α)
τ +
CLTα
Γ(α+ 1)
τ1+α. (3.24)
On the basis of the bound (3.24) for the predictor error, we begin the analysis of the corrector
error. We recall the relation (3.19) which we shall use, in particular, for j = k + 1 and
arguing in a similar way to the above, using (3.21), (3.24), assumption (3.23), Remark 3.2, and
3.6 Implicit numerical method for the AFBE 53
−K1M(t) + f(t) fulfils a Lipschitz condition, we find that
|M(tk+1)−Mk+1|
=
1
Γ(α)
∣∣∣∣∫ tk+1
0
(tk+1 − t)α−1[−K1M(t) + f(t)]dt
−
k∑
j=0
aj,k+1[−K1Mj + f(tj)]− ak+1,k+1[−K1Mpk+1 + f(tk+1)]
∣∣∣∣∣∣
≤ 1
Γ(α)
∣∣∣∣∣∣
∫ tk+1
0
(tk+1 − t)α−1 C0 Dαt M(t)dt−
k+1∑
j=0
aj,k+1
C
0 D
α
t M(tj)
∣∣∣∣∣∣
+
1
Γ(α)
k∑
j=0
aj,k+1|[−K1M(tj) + f(tj)]− [−K1Mj + f(tj)]|
+
1
Γ(α)
ak+1,k+1|[−K1M(tk+1) + f(tk+1)]− [−K1Mpk+1 + f(tk+1)]|
≤ C2t
α
k+1
Γ(α)
τ2 +
CL
Γ(α)
τ1+α
k∑
j=0
aj,k+1 + ak+1,k+1
L
Γ(α)
(
C1T
α
Γ(α)
τ +
CLTα
Γ(α+ 1)
τ1+α
)
≤
(
C2T
α
Γ(α)
+
CLTα
Γ(α+ 1)
+
C1LT
α
Γ(α)Γ(α + 2)
+
CL2Tα
Γ(α+ 1)Γ(α + 2)
τα
)
τ1+α
≤ C0τ1+α.
Thus, we now see that the induction step is completed and the result is true for all j.
3.6 Implicit numerical method for the AFBE
In this section, we propose an implicit numerical method (INM) for the following anomalous
fractional Bloch equations (AFBE) with initial condition:
dM(t)
dt
= −K2D1−α0+ M(t) + f(t), 0 ≤ t ≤ T, (3.25)
M(0) = M∗0 , (3.26)
where K2 > 0 and M∗0 are constants, and D1−α0+ (0 < α ≤ 1) is the time fractional Riemann-
Liouville derivative and can be written as [111]
D1−α0+ M(t) =
∂
∂t
Iα0M(t),
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where Iα0M(t) = 1Γ(α)
∫ t
0
M(η)dη
(t−η)1−α is the Riemann-Liouville fractional integral of order α > 0.
Let t = tk = kτ(k = 0, 1, · · · , n), where τ = T/n is the time step size.
We introduce the following numerical approximation
Iα0M(tk) =
1
Γ(α)
∫ tk
0
M(η)
(tk − η)1−α dη
=
1
Γ(α)
k−1∑
j=0
∫ tj+1
tj
M(η)
(tk − η)1−α dη
=
1
Γ(α)
k−1∑
j=0
∫ tj+1
tj
M(tj+1) +M
′(ηj)(η − tj+1)
(tk − η)1−α dη
=
τα
Γ(α+ 1)
k−1∑
j=0
bjM(tk−j) + Ck
ατ1+α max
0≤t≤T
|M ′(t)|,
where tj < ηj < tj+1, and bj = (j + 1)α − jα, j = 0, 1, · · · , n− 1.
Thus, we have
Lemma 3.7. If M(t) ∈ C1[0, T ], then
Iα0M(tk) =
τα
Γ(α+ 1)
k−1∑
j=0
bjM(tk−j) +R
α
k ,
where |Rαk | ≤ Ctαk τ .
Lemma 3.8. The coefficients bj satisfy:
1. bj > 0 for j = 0, 1, 2, · · · ;
2. 1 = b0 > b1 > · · · > bn, bn → 0 as n→∞;
3. There exists a positive constant C > 0, such that τ ≤ Cbjτα, j = 1, 2, · · · ;
4.
k∑
j=0
bjτ
α = (k + 1)ατα ≤ Tα.
Proof. See [157].
Using Lemmas 3.7 and 3.8, we have the following Lemma.
Lemma 3.9. If M(t) ∈ C2[0, T ], then
Iα0M(tk+1)−Iα0M(tk) =
τα
Γ(α+ 1)
bkM(t1) +
k−1∑
j=0
bk−j−1[M(tj+2)−M(tj+1)]
+Rk,α,
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where |Rk,α| ≤ Cbkτ1+α.
Proof. See [77].
Integrating both sides of Eq.(3.25) from tk to tk+1, we have
M(tk+1)−M(tk) = −K2[Iα0M(tk+1)− Iα0M(tk)] +
∫ tk+1
tk
f(t)dt.
Thus, using Lemma 3.9 we have
M(tk+1) = M(tk)− r
bkM(t1)−
k−1∑
j=0
bk−j−1[M(tj+2)−M(tj+1)]

+
τ
2
[f(tk+1) + f(tk)] +Rk+1,
or, rearranging, we obtain
M(tk+1) = M(tk)− rM(tk+1)− r
k−1∑
j=0
(bj+1 − bj)M(tk−j) + τ
2
[f(tk+1) + f(tk)]
+Rk+1, (3.27)
for k = 0, 1, 2, · · · , n− 1, where r = K2ταΓ(α+1) , and
|Rk+1| ≤ Cbkτ1+α. (3.28)
Thus, we have derived the following implicit numerical method (INM) for the initial value
problem of the anomalous fractional Bloch equations (AFBE):
Mk+1 = Mk − rMk+1 − r
k−1∑
j=0
(bj+1 − bj)Mk−j + τ
2
[f(tk+1) + f(tk)], (3.29)
k = 0, 1, 2, · · · , n− 1.
3.7 Stability of the implicit numerical method for the AFBE
In this section, we discuss the stability of the implicit numerical method for the AFBE.
Theorem 3.4. The implicit numerical method defined by Eq.(3.29) is unconditionally stable.
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Proof. We suppose that M˜k(k = 0, 1, 2, · · · , n) is the approximate solution of Eq.(3.29). The
rounding error εk = M˜k −Mk satisfies
εk+1 = εk − rεk+1 − r
k−1∑
j=0
(bj+1 − bj)εk−j . (3.30)
Multiplying Eq. (3.30) by εk+1 we obtain
(εk+1)2 = εk+1εk − r(εk+1)2 − r
k−1∑
j=0
(bj+1 − bj)εk−jεk+1.
Using the inequality ±εk−jεk+1 ≤ 12
[
(εk−j)2 + (εk+1)2
]
, we have
(εk+1)2 ≤ 1
2
[
(εk+1)2 + (εk)2
]
− r(εk+1)2 + r
2
k−1∑
j=0
(bj − bj+1)
[
(εk−j)2 + (εk+1)2
]
.
Using Lemma 3.8 and noting b0 = 1, we have
k−1∑
j=0
(bj − bj+1) = 1− bk,
and
(εk+1)2 ≤ 1
2
[
(εk+1)2 + (εk)2
]
− r
2
(1 + bk)(ε
k+1)2 +
r
2
k−1∑
j=0
(bj − bj+1)(εk−j)2
≤ 1
2
[
(εk+1)2 + (εk)2
]
− r
2
(εk+1)2 +
r
2
k−1∑
j=0
(bj − bj+1)(εk−j)2.
Therefore, we obtain
(εk+1)2 + r
k∑
j=0
bj(ε
k+1−j)2 ≤ (εk)2 + r
k−1∑
j=0
bj(ε
k−j)2.
Let
(εk)2E = (ε
k)2 + r
k−1∑
j=0
bj(ε
k−j)2,
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we obtain the result
(εk+1)2 ≤ (εk+1)2E ≤ (εk)2E ≤ · · · ≤ (ε1)2E ≤ (ε0)2E = (ε0)2.
Hence, the proof of Theorem 3.4 is completed.
3.8 Convergence of the implicit numerical method for the AFBE
Let M(tk)(k = 0, 1, 2, · · · , n) be the exact solution of the anomalous fractional Bloch
equations (AFBE) (3.25)-(3.26) at mesh point tk. Define ηk = M(tk) − Mk(k =
0, 1, 2, · · · , n).
We will prove the following theorem of convergence.
Theorem 3.5. The implicit numerical method defined by Eq.(3.25) is convergent, and there
exists a positive constant C∗ > 0, such that
|ηk+1| ≤ C∗τ, k = 0, 1, 2, · · · , n − 1,
where τ is the time step.
Proof. From Eq. (3.27) and Eq. (3.29), we have
ηk+1 = ηk − rηk+1 − r
k−1∑
j=0
(bj+1 − bj)ηk−j +Rk+1, (3.31)
k = 0, 1, 2, · · · , n − 1.
Multiplying Eq. (3.31) by ηk+1 and using the Cauchy-Schwartz inequality we obtain
(ηk+1)2 = ηk+1ηk − r(ηk+1)2 − r
k−1∑
j=0
(bj+1 − bj)ηk−jηk+1 +Rk+1ηk+1
≤ 1
2
[
(ηk+1)2 + (ηk)2
]
− r
2
(1 + bk)(η
k+1)2 +
r
2
k−1∑
j=0
(bj − bj+1)(ηk−j)2
+Rk+1η
k+1.
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Let
(ηk)2E = (η
k)2 + r
k−1∑
j=0
bj(η
k−j)2,
Using the result uv ≤ σu2 + 14σv2, σ > 0, we have
Rk+1η
k+1 ≤ rbk
2
(ηk+1)2 +
1
2rbk
(Rk+1)
2.
Therefore, using Lemma 3.8, we obtain
(ηk+1)2E = (η
k+1)2 + r
k∑
j=0
bj(η
k+1−j)2
≤ (ηk)2 + r
k−1∑
j=0
bj(η
k−j)2 − r
2
bk(η
k+1)2 +Rk+1η
k+1
= (ηk)2E −
r
2
bk(η
k+1)2 +Rk+1η
k+1
≤ (ηk)2E −
r
2
bk(η
k+1)2 +
rbk
2
(ηk+1)2 +
1
2rbk
(Rk+1)
2
≤ (ηk)2E + Cbkτ2+α
≤ (η0)2E + C
k∑
j=0
bkτ
ατ2
≤ (C∗τ)2,
i.e. |ηk+1| ≤ |ηk+1|E ≤ C∗τ . Hence, the proof of Theorem 3.5 is completed.
3.9 Numerical results
In this section, we present some numerical examples that support our theoretical analysis.
Example 3.1. In order to show the efficiency of the predictor-corrector method (PCM), we
consider the following time-fractional Bloch equation (TFBE) with initial condition:
C
0 D
α
t M(t) = −K1M(t) + f(t), 0 ≤ t ≤ T,
M(0) = 0,
where 0 < α ≤ 1,K1 > 0, and f(t) = K1tα + Γ(1 + α).
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Figure 3.1: Comparison of the exact solution of TFBE and the numerical solution using PCM
for α = 0.7,K1 = 1.
The exact solution of this problem is M(t) = tα, which can be verified by direct fractional
differentiation of the given solution using Lemma 3.3, and substituting in the fractional
differential equation. The initial condition is clearly satisfied.
When α = 0.7,K1 = 1, Figure 3.1 shows the numerical solution obtained by applying the
predictor-corrector method (PCM) (3.16)-(3.19) and the exact solution of TFBE. It can be seen
that the numerical solution is in excellent agreement with the exact solution.
Example 3.2. Consider the following time-fractional Bloch equations (TFBE) [83] :
C
0 D
α
t Mx(t) = ω
′
0My(t)−
Mx(t)
T ′2
,
C
0 D
α
t My(t) = −ω′0Mx(t)−
My(t)
T ′2
,
C
0 D
α
t Mz(t) =
M0 −Mz(t)
T ′1
,
with initial condition
Mx(0) = 0,
My(0) = 100,
Mz(0) = 0,
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Figure 3.2: Plots of My(t) of TFBE for α = 0.9, T ′2 = 20(ms)α and f0 = (ω0/2π) =
160Hz. (a) analytical solution obtained by Theorem 3.2, and (b) numerical solution obtained
by predictor-corrector method (PCM) (3.16)-(3.19).
where 0 < α ≤ 1.
Using the same parameters in [83], when T ′2 = 20(ms)α, f0 = (ω0/2π) = 160Hz and α =
0.9, Figures 3.2-3.4 show the analytical solutions obtained by Theorem 3.2 and the numerical
solutions obtained by applying the predictor-corrector method (PCM) (3.16)-(3.19). It can be
seen that the numerical solutions are in excellent agreement with the analytical solutions.
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Figure 3.3: Plots ofMx(t) andMy(t) of TFBE in the complex plane with (a) analytical solution
obtained by Theorem 3.2, and (b) numerical solution obtained by predictor-corrector method
(PCM) (3.16)-(3.19) for α = 0.9, T ′2 = 20(ms)α and f0 = (ω0/2π) = 160Hz.
The maximum error of Mx(t), My(t) and Mz(t) between the analytical and numerical
solutions, with temporal steps τ1+α = 1/2, 1/14, 1/8 for α = 0.9 when t ∈ [0, 40], are
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Figure 3.4: A Plot of numerical solutions of TFBE with (a) analytical solution obtained by
Theorem 3.2, and (b) numerical solution obtained by predictor-corrector method (PCM) (3.16)-
(3.19) for α = 0.9, T ′2 = 20(ms)α and f0 = (ω0/2π) = 160Hz.
Table 3.1: Comparison of maximum error of Mx(t) between the analytical and numerical
solutions for α = 0.9 when t ∈ [0, 40]
τ1+α Maximum error of Mx(t) Error rate
1
2 8.275410 -
1
4 3.977148 2.08≈ 2
1
8 1.901265 2.09≈ 2
listed in Tables 3.1-3.3.
From Tables 3.1-3.3, it can be seen that
Error rate =
error1
error2
≈ τ1
τ2
= 2.
Thus, we obtain that the order of convergence of the numerical method PCM is (log22 = 1)
first order, that is, the convergence order of the numerical method PCM for this problem is
O(τ1+α). This is in good agreement with our theoretical analysis.
Figure 3.5(a)-(c) show plots of My(t) obtained by applying the predictor-corrector method
(PCM) (3.16)-(3.19) for the values of (a) α = 1.0, (b) α = 0.9 and (c) α = 0.8 for a spin
Table 3.2: Comparison of maximum error of My(t) between the analytical and numerical
solutions for α = 0.9 when t ∈ [0, 40]
τ1+α Maximum error of My(t) Error rate
1
2 6.281390 -
1
4 3.154087 1.99≈ 2
1
8 1.563063 2.02≈ 2
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Table 3.3: Comparison of maximum error of Mz(t) between the analytical and numerical
solutions for α = 0.9 when t ∈ [0, 40]
τ1+α Maximum error of Mz(t) Error rate
1
2 0.000126 -
1
4 0.000032 1.88≈ 2
1
8 0.000014 2.09≈ 2
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Figure 3.5: Plots of My(t) of TFBE for T ′2 = 20(ms)α and f0 = (ω0/2π) = 160Hz and
(a) α = 1.0, (b) α = 0.9 and (c) α = 0.8 top to bottom, respectively.
system.
To illustrate the dynamic relationship between the Mx(t) and My(t) for fractional and the
integer order relaxation, these two components of magnetization obtained by applying the
predictor-corrector method (PCM) (3.16)-(3.19) are plotted in the complex plane, as shown
in Figure 3.6. Figure 3.6(a) the classical case of α = 1 shows a regular spiral from the initial
values Mx(0) = 0 and My(0) = 100 into the origin (center of the plot) [83]. Figure 3.6(b) and
Figure 3.6(c) show a much faster decay for the chosen values of T ′2 for α = 0.9 and α = 0.8,
respectively. Figures 3.7 and 3.8 show the entire trajectory of magnetization for both cases
in three dimensions with the magnetization starting at Mx(0) = 0 and My(0) = 100 and
returning to its equilibrium value of M0.
Example 3.3. Consider the following anomalous fractional Bloch equations (AFBE) with
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Figure 3.6: Plots of Mx(t) and My(t) of TFBE in the complex plane with α = 1 (a, classical
model), α = 0.9 (b) and α = 0.8 (c) for T ′2 = 20(ms)α and f0 = (ω0/2π) = 160Hz.
initial condition:
dM(t)
dt
= −K2D1−α0+ M(t) + f(t), 0 ≤ t ≤ T,
M(0) = 0,
where 0 < α ≤ 1,K2 > 0, and f(t) = (1 + α)tα + K2Γ(2+α)Γ(1+2α) t2α.
The exact solution of this problem is M(t) = t1+α , which can be verified by direct fractional
differentiation of the given solution using Lemma 3.3, and substituting in the fractional
differential equation. The initial condition is clearly satisfied.
When α = 0.7,K2 = 1, Figure 3.9 shows the numerical solution obtained by applying the
implicit numerical method (INM) (3.29) and the exact solution of AFBE. It can be seen that
the numerical solution is in excellent agreement with the exact solution.
Example 3.4. Consider the following anomalous fractional Bloch equations (AFBE) with
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Figure 3.7: A Plot of numerical solutions of TFBE using the predictor-corrector method (PCM)
with α = 1 (classical model) for T ′1 = 100(ms)α, T ′2 = 20(ms)α and f0 = (ω0/2π) =
160Hz.
−100
−50
0
50
100
−100
−50
0
50
100
0
20
40
60
80
100
M
x
(t)My(t)
M
z(t
)
Figure 3.8: Plots of numerical solutions of TFBE using the predictor-corrector method (PCM)
with α = 0.9 (fractional model) for T ′1 = 100(ms)α, T ′2 = 20(ms)α and f0 = (ω0/2π) =
160Hz.
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Figure 3.9: Comparison of the exact solution of AFBE and the numerical solution using INM
for α = 0.7,K2 = 1.
initial condition:
dMx(t)
dt
= ω0My(t)−
D1−α0+ Mx(t)
T2
,
dMy(t)
dt
= −ω0Mx(t)−
D1−α0+ My(t)
T2
,
dMz(t)
dt
= D1−β0+
M0
T1
−D1−β0+
Mz(t)
T1
,
with initial condition
Mx(0) = 0,
My(0) = 100,
Mz(0) = 0,
where 0 < α ≤ 1.
When T2 = 20(ms) and f0 = (ω0/2π) = 160Hz, Figure 3.10(a)-(c) show plots of My(t)
obtained by applying the implicit numerical method (INM) (3.29) for the values of (a) α = 1.0,
(b) α = 0.9 and (c) α = 0.8 for a spin system.
Figure 3.11 shows the dynamic relationship between the Mx(t) and My(t) with the chosen
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Figure 3.10: Plots of My(t) of AFBE for T2 = 20(ms) and f0 = (ω0/2π) = 160Hz and
(a) α = 1.0, (b) α = 0.9 and (c) α = 0.8 top to bottom, respectively.
values of T2 for α = β = 1.0, 0.9 and 0.8, respectively. Figures 3.12-3.14 exhibit the entire
trajectory of magnetization in three dimensions with the magnetization starting at Mx(0) = 0
and My(0) = 100 and returning to its equilibrium value of M0 for α = β = 1.0, 0.9 and 0.8,
respectively.
3.10 Conclusions
In this chapter, an analytical solution and an effective predictor-corrector method (PCM) for
solving the time-fractional Bloch equations (TFBE) have been derived. The error analysis
for PCM is discussed. In addition, an effective implicit numerical method (INM) for solving
the anomalous fractional Bloch equations (AFBE) has been proposed. The stability and
convergence of the INM are analysed systematically. We also presented some numerical
examples to demonstrate the effectiveness of PCM and INM. The results show that the spin
dynamics are generally fractional order, although become the classical case when the order
of differentiation is one, and suggest that the fractional models can effectively simulate the
spin dynamics in a static magnetic field, and can play an important role for us understanding
NMR for complex systems. These numerical techniques can also be applied to simulate
other fractional order differential system, and therefore we feel our methods have broader
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Figure 3.11: Plots of Mx(t) and My(t) of AFBE in the complex plane with α = 1 (a, classical
model), α = 0.9 (b) and α = 0.8 (c) for T2 = 20(ms) and f0 = (ω0/2π) = 160Hz.
application. We plan to investigate the stability and convergence of the operator splitting
method in our future research.
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Figure 3.12: A Plot of numerical solutions of AFBE using the implicit numerical method (INM)
with α = β = 1 (classical model) for T1 = 100(ms), T2 = 20(ms) and f0 = (ω0/2π) =
160Hz.
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Figure 3.13: A Plot of numerical solutions of AFBE using the implicit numerical method (INM)
with α = β = 0.9 (fractional model) for T1 = 100(ms), T2 = 20(ms) and f0 = (ω0/2π) =
160Hz.
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Figure 3.14: A Plot of numerical solutions of TFBE using the implicit numerical method (INM)
with α = β = 0.8 (fractional model) for T1 = 100(ms), T2 = 20(ms) and f0 = (ω0/2π) =
160Hz.
CHAPTER 4
Stability and convergence of an implicit numerical
method for the space and time fractional Bloch-Torrey
equation
4.1 Introduction
Fractional calculus has been widely used in recent years in various applications in science and
engineering. Fractional order dynamics in physics, particularly when applied to diffusion, leads
to an extension of the concept of Brownian motion through a generalization of the Gaussian
probability function to what is termed anomalous diffusion [14, 82, 83, 130]. A particular and
very interesting class of complex phenomena arises in nuclear magnetic resonance (NMR) and
magnetic resonance imaging (MRI). Here fractional calculus may help to express a physical
meaning through the fractional order of the derivative operator.
As MRI is applied with increasing temporal and spatial resolution, the spin dynamics
are being examined more closely; such examinations extend our knowledge of biological
materials through a detailed analysis of the relaxation time distribution and water diffusion
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heterogeneity [82]. In many biological tissues, the diffusion-induced MR signal loss deviates
from monoexponential decay, exp(−bD) (where D is the diffusion coefficient and b is the
b-factor), particularly at high b values (for example, > 1500s/mm2 for human brain tissues)
[66]. This phenomenon is sometimes referred to as anomalous diffusion, and several analytical
models of non-monoexponential decay have been suggested [62, 102]. A common assumption
is that diffusion in two or more compartments is being observed with the compartments
representing fast (extracellular) and slow (intracellular) components to the signal. The fast
component dominates at low b values, and the slow at higher b values [29], leading to a
biexponential form for the signal decay S(b), with a different value for the diffusion constant
in each compartment
S(b) = S(0)(fe−bDfast + (1− f)e−bDslow), (4.1)
where Dfast > Dslow are the diffusion constants in each compartment and f the volume
fraction for the fast compartment.
Although intuitively appealing, there are several difficulties associated with the biexponential
model. First, fitting the biexponential curve is nontrivial. It is a nonlinear fitting problem where
different parameter combinations can lead to similar fits. Additionally, observed compartment
sizes do not correspond to known volume fractions of intra to extracellular space in analysed
brain tissue microstructure [29, 100]. Furthermore, in vitro experiments involving images of
single oocytes also reveal non-monoexponential behavior from the intracellular contribution
alone [121], suggesting fractions obtained from biexponential fitting do not correspond to intra
and extracellular volume fractions.
Pfeuffer et al. [110] generalized the biexponential decay to a multicompartmental model:
S(b) = S(0)
n∑
i=1
fie
−bDi , (4.2)
where fi is the volume fraction of the ith compartment and the sum of fi satisfies
n∑
i=1
fi = 1.
The increased number of compartments provides additional degrees of freedom to fit the
experimental data. However, the quality of the fit is not necessarily improved partly due to
the increased complexity in nonlinear fitting. Yablonskiy et al. [134] further generalized this
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model by replacing the discrete diffusion coefficients with a continuous distribution described
by a probability function p(D). Using this model, the average cell size has been quantitatively
related to measurable diffusion parameters. The exact expression of p(D), however, is
unknown. The assumption of a Gaussian distribution cannot be generalized to all tissue types,
considering the heterogeneous nature of tissue complexity. Instead of explicitly deriving an
expression for p(D), Bennett et al. [12] used a stretched exponential model (Eq. (4.3)) to
describe the diffusion-induced signal loss:
S(b) = S(0)e−(b×DDC)
α
, (4.3)
where DDC, coined as the distributed diffusion coefficient, is a single number representation of
the diffusion coefficient distribution function p(D), and α is an empirical constant (0 < α ≤
1). It has been demonstrated that the stretched exponential function not only fits the diffusion
data from human brain tissues more precisely but also can be used to infer microscopic
tissue structures through α, the so-called heterogeneity index [12]. The empirical stretched
exponential function was recently derived independently by ¨Ozarslan et al. [105] and Hall and
Barrick [50], using concepts established for anomalous diffusion and fractal models.
Anomalous diffusion refers to models of diffusion in which the environment is not locally
homogeneous, involving disorder that is not well-approximated by assuming a uniform change
in diffusion constant. Such systems include diffusion in complicated structures such as porous
or fractal media. In the study performed by Hall and Barrick [50], the stretched exponential
formalism was derived by recognizing that (a) the mean squared displacement 〈r2(t)〉 of
diffusing molecules is related to diffusion time t by Eq. (4.4); and (b) the dependence of
apparent diffusion coefficient on b can be expressed analogously to the dependence of diffusion
coefficient on t (Eq. (4.5)),
〈
r2(t)
〉 ∝ tα, (4.4)
ADC(b) ∝
〈
R2(b)
〉
b
, (4.5)
where
〈
R2(b)
〉
is the apparent mean-squared displacement, analogous to
〈
r2(t)
〉
. Equations (4.4)
and (4.5) directly lead to the stretched exponential expression described by Eq. (4.3).
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At present, a growing number of works in science and engineering deal with dynamical systems
described by fractional-order equations that involve derivatives and integrals of non-integer
order [5, 30, 47, 90, 147]. These new models are more adequate than the previously used
integer-order models, because fractional order derivatives and integrals enable the description
of the memory and hereditary properties of different substances [111]. This is the most
significant advantage of the fractional order models in comparison with integer order models,
in which such effects are neglected. If the complex heterogeneity structure, such as the spatial
connectivity, can facilitate movement of particles within a certain scale, fast motions may no
longer obey the classical Ficks law and may indeed have a probability density function that
follows a power-law. Densities of β-stable type have been used to describe the probability
distribution of these motions. The resulting governing equation of these motions is similar to
the traditional diffusion equation except that the order β of the highest derivative is fractional.
For a large number of independent solute particles the probability propagator is replaced by
the expected concentration [73]. For example, if C(x, t) represents the concentration of the
diffusing species in one dimension, then a space and time fractional diffusion equation of the
form:
C
0 D
α
t C(x, t) = Kx
∂βC(x, t)
∂|x|β , (4.6)
where Kx is the generalized diffusion coefficint, C0 Dαt is the Caputo time fractional derivative
of order α (0 < α < 1) with respect to t and with the starting point at t = 0 is defined as [111]:
C
0 D
α
t C(x, t) =
1
Γ(1− α)
∫ t
0
C ′(x, τ)
(t− τ)α dτ, (4.7)
and Rβx = ∂
βC(x,t)
∂|x|β
is the Riesz fractional derivative of order β (1 < β ≤ 2) with respect to x,
which is defined by Eq. (4.9).
Although the success of using these fractional models to describe complex diffusion in biologic
tissues remains to be seen, they suggest a possible fractional order dynamics in the observed
diffusion-induced magnetization changes, as dictated by the Bloch-Torrey equation. Inspired
by this possibility, some authors recently examined the connection between fractional order
dynamics and diffusion by solving the Bloch-Torrey equation using fractional order calculus
[14, 82, 83, 130]. They have demonstrated that a fractional calculus based diffusion model
can be successfully applied to analysing diffusion images of human brain tissues and provide
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new insights into further investigations of tissue structures and the microenvironment. The
following new diffusion model was proposed for solving the Bloch-Torrey equation using
fractional order calculus with respect to time and space using the Riesz formulation [82]:
τα−1 C0 D
α
t Mxy(r, t) = λMxy(r, t) +Dµ
2(β−1)RβMxy(r, t), (4.8)
where λ = −iγ(r ·G(t)), G(t) is the magnetic field gradient, γ and D are the gyromagnetic
ratio and the diffusion coefficient, respectively, r = (x, y, z). Magin et al. [82] considered
Rβ = (Rβx + Rβy + Rβz ) as a sequential Riesz fractional order operator in space [63].
Mxy(r, t) = Mx(r, t) + iMy(r, t), where i =
√−1, comprises the transverse components of
the magnetization; τα−1 and µ2(β−1) are the fractional order time and space constants needed
to preserve units, (0 < α ≤ 1, and 1 < β ≤ 2). Magin et al. [82] have derived the analytical
solutions with fractional order dynamics in space (i.e., α = 1, β an arbitrary real number,
1 < β ≤ 2) and time (i.e., 0 < α < 1, and β = 2), respectively. However, effective numerical
methods and supporting error analyses for the space and time fractional Bloch-Torrey equation
(ST-FBTE) are still limited. This motivates us to derive an analytical solution of the fractional
Laplacian formulation and an effective implicit numerical method for the ST-FBTE in Riesz
form, and to study the stability and convergence of the proposed numerical method. We note
in passing that the Riesz and fractional Laplacian formulations are not equivalent, except for
certain special cases. For example, in one dimension with zero Dirichlet boundary conditions
and homogeneous Neumann boundary conditions, these two formulations are the same [158].
In this chapter, we consider the space and time fractional Bloch-Torrey equation with initial
and boundary conditions on a finite domain.
The structure of the remainder of this chapter as follows. In Section 4.2, some mathematical
preliminaries are introduced. In Section 4.3, an approximate analytical solution for the ST-
FBTE in fractional Laplacian form is derived. In Section 4.4, we propose an implicit numerical
method (INM) for ST-FBTE in Riesz form. The stability and convergence of the INM are
investigated in Sections 4.5 and 4.6, respectively. In Section 4.7, we exhibit the convergence
rate for NME for a preliminary study based on a two-dimensional example to confirm the
theoretical results reported in Section 4.6.
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4.2 Preliminary knowledge
In this section, we outline important definitions and lemmas used throughout the remaining
sections of this chapter. It is assumed throughout this section that M(x, y, z, t) ∈ C3,3,3,2x,y,z,t (Ω)
for 0 < α ≤ 1 and 1 < β ≤ 2, where t ∈ [0, T ] and Ω : −∞ ≤ x, y, z ≤ +∞.
Definition 4.1. The Riesz fractional operator Rβ for n − 1 < β ≤ n on a infinite interval
−∞ ≤ x, y, z ≤ +∞ is defined as [46]
RβxM(x, y, z, t) =
∂βM(x, y, z, t)
∂|x|β = −cβ(−∞D
β
x +x D
β
+∞)M(x, y, z, t), (4.9)
where cβ = 12 cos(piβ
2
)
, β 6= 1,
−∞D
β
xM(x, y, z, t) =
1
Γ(n− β)
∂n
∂xn
∫ x
−∞
M(ξ, y, z, t)dξ
(x− ξ)β+1−n , (4.10)
xD
β
+∞M(x, y, z, t) =
(−1)n
Γ(n− β)
∂n
∂xn
∫ +∞
x
M(ξ, y, z, t)dξ
(ξ − x)β+1−n . (4.11)
Similarly, we can define the Riesz fractional derivatives RβyM(x, y, z, t) = ∂
βM(x,y,z,t)
∂|y|β
and
RβzM(x, y, z, t) =
∂βM(x,y,z,t)
∂|z|β
of order β (1 < β ≤ 2) with respect to y and z.
Lemma 4.1. Suppose that M(x) ∈ C3(−∞,∞), the following equality holds
∂β
∂|x|βM(x) = −
1
2 cos πβ2
[−∞D
β
x + xD
β
+∞]M(x), (4.12)
where 1 < β ≤ 2.
Proof. See [137, 158].
Lemma 4.2. Suppose that M(x) ∈ C3[0, L], the following equality
∂β
∂|x|βM(x) = −
1
2 cos πβ2
[0D
β
x + xD
β
L]M
∗(x), (4.13)
also holds when setting
M∗(x) =
 M(x), x ∈ (0, L),0, x /∈ (0, L),
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i.e., M∗(x) = 0 on the boundary points and beyond the boundary points.
Proof. See [137, 158].
Definition 4.2. [81] A real or complex-valued function f(x), x > 0, is said to be in the space
Cα, α ∈ R, if there exists a real number p > α such that
f(x) = xpf1(x) (4.14)
for a function f1(x) in C[0,∞).
Definition 4.3. [81] A function f(x), x > 0, is said to be in the space Cmα ,m ∈ N0 = N∪{0},
if and only if f (m) ∈ Cα.
Definition 4.4. The Mittag-Leffler function is defined as [111]
Eα,1(z) = Eα(z) =
∞∑
k=0
zk
Γ(1 + αk)
, α > 0, |z| <∞,
Eα,β(z) =
∞∑
k=0
zk
Γ(β + αk)
, α, β > 0, |z| <∞.
Lemma 4.3. The initial value problem (α > 0)

C
0 D
α
t y(t)− λ¯y(t) = g(t) ,m− 1 < α ≤ m, λ¯ ∈ R,
yk(0) = ck ∈ R, k = 0, 1, · · · ,m− 1,
(4.15)
where the function g(t) is assumed to lie in C−1 if α ∈ N, in C1−1 if α /∈ N, and the unknown
function y(t) is to be determined in the space C1−1, has a unique solution
y(t) = yg(t) + yh(t), (4.16)
where yg(t) is a solution of the inhomogeneous fractional differential equation (4.15) with zero
initial conditions, and is represented in the form
yg(t) =
∫ t
0
τα−1Eα,α(λ¯τ
α)g(t − τ)dτ. (4.17)
yh(t) is a solution of the homogeneous fractional differential equation (4.15) (g(t) replaced by
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0) with the given initial conditions, and we have
yh(t) =
m−1∑
k=0
ckuk(t), (4.18)
where uk(t) = tkEα,k+1(λ¯tα).
Proof. See [81].
The use of Lemmas 4.1 and 4.2 above allows us to define the Riesz fractional operator on a
bounded set Ω with zero Dirichlet boundary conditions.
We present our solution techniques for the ST-FBTE on a finite domain in the following two
sections. The ST-FBTE (4.8) can be rewritten in the following form:
Kα
C
0 D
α
t Mxy(r, t) = λMxy(r, t) +KβRβMxy(r, t). (4.19)
For the numerical solution of the ST-FBTE in Riesz form on a finite domain, we equate real
and imaginary components to express equation (4.19) as a coupled system of partial differential
equations for the components Mx and My , namely
Kα
C
0 D
α
t Mx(r, t) = λGMy(r, t)
+Kβ(
∂β
∂|x|β +
∂β
∂|y|β ++
∂β
∂|z|β )Mx(r, t), (4.20)
Kα
C
0 D
α
t My(r, t) = −λGMx(r, t)
+Kβ(
∂β
∂|x|β +
∂β
∂|y|β ++
∂β
∂|z|β )My(r, t), (4.21)
where λG = γ(r ·G(t)).
For convenience, the ST-FBTE (4.20) and (4.21) are decoupled [75], which is equivalent to
solving
Kα
C
0 D
α
t M(r, t) = Kβ(
∂β
∂|x|β +
∂β
∂|y|β +
∂β
∂|z|β )M(r, t) + f(r, t). (4.22)
When considering the analytical solution, the fractional Laplacian formulation of ST-FBTE on
a finite domain could be written as
Kα
C
0 D
α
t M(r, t) = −Kβ(−∆)β/2M(r, t) + f(r, t), (4.23)
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where M can be either Mx or My , and f(r, t) = λGMy(r, t) if M = Mx, and f(r, t) =
−λGMx(r, t) if M = My .
Remark 4.1. The fractional Laplacian operator −(−∆)β/2 in three-dimensions is not the
same as the fractional Riesz derivative operator ∂β
∂|x|β
+ ∂
β
∂|y|β
+ ∂
β
∂|z|β
on a finite domain. Namely,
(4.22) and (4.23) are not equivalent.
4.3 Analytical solution of the ST-FBTE
We consider an analytic solution for the following space and time fractional Bloch-Torrey
equation with fractional Laplacian operator with initial and zero Dirichlet boundary conditions
on a finite domain:
Kα
C
0 D
α
t M(r, t) = −Kβ(−∆)β/2M(r, t) + f(r, t), (4.24)
M(r, 0) = M0(r), (4.25)
M(r, t)|Ω¯ = 0, (4.26)
where 0 < α ≤ 1, 1 < β ≤ 2, 0 < t ≤ T , r = (x, y, z) ∈ Ω, Ω is the finite rectangular region
[0, L1]× [0, L2]× [0, L3], M0(r) is continuous on Ω, and Ω¯ is R3 −Ω.
Following the work of Ilic´ et al. [53] and Yang et al. [137], we set
M(r, t) =
∞∑
n=1
∞∑
m=1
∞∑
l=1
cn,m,l(t)ϕn,m,l, (4.27)
f(r, t) =
∞∑
n=1
∞∑
m=1
∞∑
l=1
fn,m,l(t)ϕn,m,l, (4.28)
where λ2n,m,l =
n2π2
L21
+ m
2π2
L22
+ l
2π2
L23
, and ϕn,m,l = sin nπxL1 sin
mπy
L2
sin lπzL3 are the eigenvalues
and corresponding eigenfunctions of the three-dimensional Laplacian (−∆) for n,m, l =
1, 2, . . . and
fn,m,l(t) =
8
L1L2L3
∫ L1
0
∫ L2
0
∫ L3
0
f(r, t)ϕn,m,ldzdydx.
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Substituting (4.27) and (4.28) into (4.24), we have
Kα
∞∑
n=1
∞∑
m=1
∞∑
l=1
C
0 D
α
t cn,m,l(t)ϕn,m,l = −Kβ
∞∑
n=1
∞∑
m=1
∞∑
l=1
cn,m,l(t)(λn,m,l)
βϕn,m,l
+
∞∑
n=1
∞∑
m=1
∞∑
l=1
fn,m,l(t)ϕn,m,l, (4.29)
namely,
Kα
C
0 D
α
t cn,m,l(t) = −Kβcn,m,l(t)(λn,m,l)β + fn,m,l(t). (4.30)
Since M(r, t) must also satisfy the initial condition (4.25),
∞∑
n=1
∞∑
m=1
∞∑
l=1
cn,m,l(0)ϕn,m,l = M0(r), (4.31)
we obtain
cn,m,l(0) =
8
L1L2L3
∫ L1
0
∫ L2
0
∫ L3
0
M0(r)ϕn,m,ldzdydx. (4.32)
For each value of n, m and l, (4.30)-(4.32) comprise a three-dimensional fractional initial value
problem. According to Lemma 4.3 and Definition 4.4, the three-dimensional fractional initial
value problem has the solution
cn,m,l = gn,m,l + hn,m,l, (4.33)
in which
gn,m,l =
∫ t
0
τα−1Eα,α
(−Kβ(λn,m,l)βτα
Kα
)
fn,m,l(t− τ)
Kα
dτ, (4.34)
hn,m,l = cn,m,l(0)Eα,1
(−Kβ(λn,m,l)βtα
Kα
)
. (4.35)
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Hence, the analytical solution of the equations (4.24)-(4.26) is given by
M(r, t) =
∞∑
n=1
∞∑
m=1
∞∑
l=1
cn,m,l(t)ϕn,m,l
=
∞∑
n=1
∞∑
m=1
∞∑
l=1
[(gn,m,l + hn,m.l]ϕn,m,l
=
∞∑
n=1
∞∑
m=1
∞∑
l=1
[∫ t
0
τα−1Eα,α
(−Kβ(λn,m,l)βτα
Kα
)
fn,m,l(t− τ)
Kα
dτ
+ cn,m,l(0)Eα,1
(−Kβ(λn,m,l)βtα
Kα
)]
sin
nπx
L1
sin
mπy
L2
sin
lπz
L3
. (4.36)
Remark 4.2. The analytical solution (4.36) solves (4.24) using the fractional Laplacian with
initial and zero Dirichlet boundary conditions on a finite domain, which is equivalent to (4.23).
We note that this is not a solution for (4.22).
4.4 Implicit numerical method for the ST-FBTE
We propose an implicit numerical method for the following space and time fractional Bloch-
Torrey equation in Riesz form with initial and zero Dirichlet boundary conditions on a finite
domain:
Kα
C
0 D
α
t M(r, t) = Kβ(
∂β
∂|x|β +
∂β
∂|y|β +
∂β
∂|z|β )M(r, t) + f(r, t), (4.37)
M(r, 0) = M0(r), (4.38)
M(r, t)|Ω¯ = 0, (4.39)
where 0 < α ≤ 1, 1 < β ≤ 2, 0 < t ≤ T , r = (x, y, z) ∈ Ω, Ω is the finite rectangular region
[0, L1]× [0, L2]× [0, L3], M0(r) is continuous on Ω, and Ω¯ is R3 −Ω.
Suppose that the continuous problem (4.37)-(4.39) has a smooth solution M(x, y, z, t) ∈
C3,3,3,2x,y,z,t (Ω). Let hx = L1/N1, hy = L2/N2, hz = L3/N3, and τ = T/N be the spatial
and time steps, respectively. At a point (xi, yj , zk) at the moment of time tn for i, j, k ∈ N
and n ∈ N, we denote the exact and numerical solutions M(r, t) as u(xi, yj, zk, tn) and uni,j,k,
respectively.
Firstly, adopting the discrete scheme in [123], we discretize the Caputo time fractional
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derivative of u(xi, yj, zk, tn+1) as
Dαt u(xi, yj, zk, t)|t=tn+1
=
τ−α
Γ(2− α)
n∑
l=0
bl[u(xi, yj, zk, tn+1−l)− u(xi, yj , zk, tn−l)] +O(τ2−α), (4.40)
where bl = (l + 1)1−α − l1−α, l = 0, 1, · · · , N .
Using the relationship between the Riemann-Liouville derivative and the Gru¨nwald-Letnikov
scheme, we discretize the Riesz fractional derivative by the shifted Gru¨nwald-Letnikov scheme
in [137]
0D
β
xu(x, yj , zk, tn)|x=xi =
1
hβx
i+1∑
p=0
ωpu(xi−p+1, yj , zk, tn) +O(hx), (4.41)
xD
β
L1
u(x, yj , zk, tn)|x=xi =
1
hβx
N1−i+1∑
p=0
ωpu(xi+p−1, yj, zk, tn) +O(hx), (4.42)
where the coefficients are defined by
ω0 = 1, ωp = (−1)p β(β − 1) · · · (β − p+ 1)
p!
, p = 1, 2, · · · , N1. (4.43)
Similarly,
0D
β
yu(xi, y, zk, tn)|y=yj =
1
hβy
j+1∑
q=0
ωqu(xi, yj−q+1, zk, tn) +O(hy), (4.44)
yD
β
L2
u(xi, y, zk, tn)|y=yj =
1
hβy
N2−j+1∑
q=0
ωqu(xi, yj+q−1, zk, tn) +O(hy), (4.45)
0D
β
z u(xi, yj , z, tn)|z=zk =
1
hβz
k+1∑
r=0
ωru(xi, yj, zk−r+1, tn) +O(hz), (4.46)
zD
β
L3
u(xi, yj , z, tn)|z=zk =
1
hβz
N3−k+1∑
r=0
ωru(xi, yj, zk+r−1, tn) +O(hz). (4.47)
4.4 Implicit numerical method for the ST-FBTE 82
Thus, we can derive the implicit numerical scheme:
Kατ
−α
Γ(2− α)
n∑
l=0
bl[u
n+1−l
i,j,k − un−li,j,k] = −cβKβ [
1
hβx
(
i+1∑
p=0
ωpu
n+1
i−p+1,j,k +
N1−i+1∑
p=0
ωpu
n+1
i+p−1,j,k)
+
1
hβy
(
j+1∑
q=0
ωqu
n+1
i,j−q+1,k +
N2−j+1∑
q=0
ωqu
n+1
i,j+q−1,k) +
1
hβz
(
k+1∑
r=0
ωru
n+1
i,j,k−r+1
+
N3−k+1∑
r=0
ωru
n+1
i,j,k+r−1)] + f
n
i,j,k. (4.48)
We then have the following implicit difference approximation:
un+1i,j,k + µ1(
i+1∑
p=0
ωpu
n+1
i−p+1,j,k +
N1−i+1∑
p=0
ωpu
n+1
i+p−1,j,k) + µ2(
j+1∑
q=0
ωqu
n+1
i,j−q+1,k
+
N2−j+1∑
q=0
ωqu
n+1
i,j+q−1,k) + µ3(
k+1∑
r=0
ωru
n+1
i,j,k−r+1 +
N3−k+1∑
r=0
ωru
n+1
i,j,k+r−1)
=
n−1∑
l=0
(bl − bl+1)un−li,j,k + bnu0i,j,k + µ0fni,j,k, (4.49)
i = 1, 2, · · · , N1 − 1, j = 1, 2, · · · , N2 − 1, k = 1, 2, · · · , N3 − 1,
with
u0i,j,k = gi,j,k = g(xi, yj, zk), (4.50)
un+10,j,k = u
n+1
N1,j,k
= un+1i,0,k = u
n+1
i,N2,k
= un+1i,j,0 = u
n+1
i,j,N3
= 0, (4.51)
(i = 0, 1, · · · , N1, j = 0, 1, · · · , N2, k = 0, 1, · · · , N3),
where µ0 = τ
αΓ(2−α)
Kα
, µ1 =
cβKβτ
αΓ(2−α)
Kαh
β
x
, µ2 =
cβKβτ
αΓ(2−α)
Kαh
β
y
, µ3 =
cβKβτ
αΓ(2−α)
Kαh
β
z
, and
noting that coefficients µ0 > 0, µ1, µ2, µ3 < 0 for 0 < α ≤ 1 and 1 < β ≤ 2.
Lemma 4.4. [78] The coefficients bl, l = 0, 1, 2, · · · satisfy:
1. b0 = 1, bl > 0 for l = 1, 2, · · · ;
2. bl > bl+1 for l = 0, 1, 2, · · · .
Lemma 4.5. [78, 123] The coefficients ωp (p ∈ N) satisfy:
1. ω1 = −β, ωp ≥ 0 (p 6= 1);
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2.
∞∑
p=0
ωp = 0;
3. For any positive integer n, we have
n∑
p=0
ωp < 0.
4.5 Stability of the implicit numerical method for the ST-FBTE
Let u˜ni,j,k be the approximate solution of the INM (4.49)-(4.51), εni,j,k = uni,j,k − u˜ni,j,k, and
En = [εn1,1,1, ε
n
2,1,1, · · · , εnN1−1,N2−1,N3−1]T .
Assuming ‖En‖∞ = max
1≤i≤N1−1,1≤j≤N2−1,1≤k≤N3−1
|εni,j,k|, and using mathematical induction,
we have the following theorem:
Theorem 4.1. The implicit numerical method defined by (4.49)-(4.51) is unconditionally
stable, and
‖En+1‖∞ ≤ ‖E0‖∞, n = 0, 1, 2, · · · . (4.52)
Proof. According to (4.49)-(4.51), the error εni,j,k satisfies
εn+1i,j,k + µ1(
i+1∑
p=0
ωpε
n+1
i−p+1,j,k +
N1−i+1∑
p=0
ωpε
n+1
i+p−1,j,k) + µ2(
j+1∑
q=0
ωqε
n+1
i,j−q+1,k
+
N2−j+1∑
q=0
ωqε
n+1
i,j+q−1,k) + µ3(
k+1∑
r=0
ωrε
n+1
i,j,k−r+1 +
N3−k+1∑
r=0
ωrε
n+1
i,j,k+r−1)
=
n−1∑
m=0
(bm − bm+1)εn−mi,j,k + bnε0i,j,k, (4.53)
(i = 1, 2, · · · , N1 − 1, j = 1, 2, · · · , N2 − 1, k = 1, 2, · · · , N3 − 1).
When n = 0, assume that ‖E1‖∞ = max
1≤i≤N1−1,1≤j≤N2−1,1≤k≤N3−1
|ε1i,j,k| = |ε1i∗,j∗,k∗|. Using
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Lemmas 4.4 and 4.5, and noting that µ1, µ2, µ3 < 0, we have
‖E1‖∞ = |ε1i∗,j∗,k∗ |
≤ |ε1i∗,j∗,k∗ |+ µ1(
i∗+1∑
p=0
ωp|ε1i∗,j∗,k∗ |+
N1−i∗+1∑
p=0
ωp|ε1i∗,j∗,k∗|) + µ2(
j∗+1∑
q=0
ωq|ε1i∗,j∗,k∗|
+
N2−j∗+1∑
q=0
ωq|ε1i∗,j∗,k∗ |) + µ3(
k∗+1∑
r=0
ωr|ε1i∗,j∗,k∗ |+
N3−k∗+1∑
r=0
ωr|ε1i∗,j∗,k∗|)
≤ |[1− 2β(µ1 + µ2 + µ3)]ε1i∗,j∗,k∗ + µ1(
i∗+1∑
p=0,p 6=1
ωpε
1
i∗−p+1,j∗,k∗
+
N1−i∗+1∑
p=0,p 6=1
ωpε
1
i∗+p−1,j∗,k∗) + µ2(
j∗+1∑
q=0,q 6=1
ωqε
1
i∗,j∗−q+1,k∗ +
N2−j∗+1∑
q=0,q 6=1
ωqε
1
i∗,j∗+q−1,k∗)
+µ3(
k∗+1∑
r=0,r 6=1
ωrε
1
i∗,j∗,k∗−r+1 +
N3−k∗+1∑
r=0,r 6=1
ωrε
1
i∗,j∗,k∗+r−1)|
= |ε1i∗,j∗,k∗ + µ1(
i∗+1∑
p=0
ωpε
1
i∗−p+1,j∗,k∗ +
N1−i∗+1∑
p=0
ωpε
1
i∗+p−1,j∗,k∗) + µ2(
j∗+1∑
q=0
ωqε
1
i∗,j∗−q+1,k∗
+
N2−j∗+1∑
q=0
ωqε
1
i∗,j∗+q−1,k∗) + µ3(
k∗+1∑
r=0
ωrε
1
i∗,j∗,k∗−r+1 +
N3−k∗+1∑
r=0
ωrε
1
i∗,j∗,k∗+r−1)|
= b0|ε0i∗,j∗,k∗|
≤ ‖E0‖∞.
Now, suppose that ‖Em‖∞ ≤ ‖E0‖∞,m = 1, 2, · · · , n. By assuming that ‖En+1‖∞ =
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max
1≤i≤N1−1,1≤j≤N2−1,1≤k≤N3−1
|εn+1i,j,k| = |εn+1i∗,j∗,k∗|, using Lemmas 4.4 and 4.5 again, we obtain
‖En+1‖∞ = |εn+1i∗,j∗,k∗ |
≤ |εn+1i∗,j∗,k∗ |+ µ1(
i∗+1∑
p=0
ωp|εn+1i∗,j∗,k∗ |+
N1−i∗+1∑
p=0
ωp|εn+1i∗,j∗,k∗|) + µ2(
j∗+1∑
q=0
ωq|εn+1i∗,j∗,k∗|
+
N2−j∗+1∑
q=0
ωq|εn+1i∗,j∗,k∗ |) + µ3(
k∗+1∑
r=0
ωr|εn+1i∗,j∗,k∗ |+
N3−k∗+1∑
r=0
ωr|εn+1i∗,j∗,k∗|)
≤ |[1− 2β(µ1 + µ2 + µ3)]εn+1i∗,j∗,k∗ + µ1(
i∗+1∑
p=0,p 6=1
ωpε
n+1
i∗−p+1,j∗,k∗
+
N1−i∗+1∑
p=0,p 6=1
ωpε
n+1
i∗+p−1,j∗,k∗
) + µ2(
j∗+1∑
q=0,q 6=1
ωqε
n+1
i∗,j∗−q+1,k∗
+
N2−j∗+1∑
q=0,q 6=1
ωqε
n+1
i∗,j∗+q−1,k∗
)
+µ3(
k∗+1∑
r=0,r 6=1
ωrε
n+1
i∗,j∗,k∗−r+1
+
N3−k∗+1∑
r=0,r 6=1
ωrε
n+1
i∗,j∗,k∗+r−1
)|
= |εn+1i∗,j∗,k∗ + µ1(
i∗+1∑
p=0
ωpε
n+1
i∗−p+1,j∗,k∗
+
N1−i∗+1∑
p=0
ωpε
n+1
i∗+p−1,j∗,k∗
) + µ2(
j∗+1∑
q=0
ωqε
n+1
i∗,j∗−q+1,k∗
+
N2−j∗+1∑
q=0
ωqε
n+1
i∗,j∗+q−1,k∗
) + µ3(
k∗+1∑
r=0
ωrε
n+1
i∗,j∗,k∗−r+1
+
N3−k∗+1∑
r=0
ωrε
n+1
i∗,j∗,k∗+r−1
)|
= |
n−1∑
m=0
(bm − bm+1)εn−mi∗,j∗,k∗ + bnε0i∗,j∗,k∗ |
≤
n−1∑
m=0
(bm − bm+1)‖En−m‖∞ + bn‖E0‖∞
≤ (
n−1∑
m=0
(bm − bm+1) + bn)‖E0‖∞
= ‖E0‖∞.
Hence the implicit numerical method defined by (4.49)-(4.51) is unconditionally stable.
4.6 Convergence of the implicit numerical method for the ST-
FBTE
Setting eni,j,k = u(xi, yj , zk, tn)−uni,j,k, and we denote Rn = [en1,1,1, en2,1,1, · · · , enN1−1,N2−1,N3−1]T ,
then R0 = 0. Here Rn and 0 are ((N1 − 1)× (N2 − 1)× (N3 − 1)) vectors, respectively.
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From (4.37)-(4.51), the error eni,j,k satisfies
en+1i,j,k + µ1(
i+1∑
p=0
ωpe
n+1
i−p+1,j,k +
N1−i+1∑
p=0
ωpe
n+1
i+p−1,j,k) + µ2(
j+1∑
q=0
ωqe
n+1
i,j−q+1,k
+
N2−j+1∑
q=0
ωqe
n+1
i,j+q−1,k) + µ3(
k+1∑
r=0
ωre
n+1
i,j,k−r+1 +
N3−k+1∑
r=0
ωre
n+1
i,j,k+r−1)
=
n−1∑
m=0
(bm − bm+1)en−mi,j,k + C1τα(τ2−α + hx + hy + hz), (4.54)
for i = 1, 2, · · · , N1 − 1, j = 1, 2, · · · , N2 − 1, k = 1, 2, · · · , N3 − 1.
Assuming ‖Rn+1‖∞ = max
1≤i≤N1−1,1≤j≤N2−1,1≤k≤N3−1
|en+1i,j,k|, and using mathematical
induction, we have the following theorem:
Theorem 4.2. The implicit difference approximation defined by (4.49)-(4.51) is convergent,
and there is a positive constant C∗, such that
‖Rn+1‖∞ ≤ C∗(τ2−α + hx + hy + hz), n = 0, 1, 2, · · · . (4.55)
Proof. When n = 0, assume that ‖R1‖∞ = max
1≤i≤N1−1,1≤j≤N2−1,1≤k≤N3−1
|e1i,j,k| =
|e1i∗,j∗,k∗|. Using equation (4.54), Lemmas 4.4 and 4.5, we have
‖R1‖∞ = |e1i∗,j∗,k∗|
≤ |e1i∗,j∗,k∗ |+ µ1(
i∗+1∑
p=0
ωp|e1i∗−p+1,j∗,k∗|+
N1−i∗+1∑
p=0
ωp|e1i∗+p−1,j∗,k∗|)
+µ2(
j∗+1∑
q=0
ωq|e1i∗,j∗−q+1,k∗ |+
N2−j∗+1∑
q=0
ωq|e1i∗,j∗+q−1,k∗|)
+µ3(
k∗+1∑
r=0
ωr|e1i∗,j∗,k∗−r+1|+
N3−k∗+1∑
r=0
ωr|e1i∗,j∗,k∗+r−1|)
≤ |e1i∗,j∗,k∗ + µ1(
i∗+1∑
p=0
ωpe
1
i∗−p+1,j∗,k∗ +
N1−i∗+1∑
p=0
ωpe
1
i∗+p−1,j∗,k∗) + µ2(
j∗+1∑
q=0
ωqe
1
i∗,j∗−q+1,k∗
+
N2−j∗+1∑
q=0
ωqe
1
i∗,j∗+q−1,k∗) + µ3(
k∗+1∑
r=0
ωre
1
i∗,j∗,k∗−r+1 +
N3−k∗+1∑
r=0
ωre
1
i∗,j∗,k∗+r−1)|
= C1τ
α(τ2−α + hx + hy + hz)
= C1b
−1
0 τ
α(τ2−α + hx + hy + hz).
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Now, suppose that ‖Rm‖∞ ≤ C1b−1m−1τα(τ2−α+hx+hy+hz), m = 1, 2, · · · , n. By assuming
that ‖Rn+1‖∞ = max
1≤i≤N1−1,1≤j≤N2−1,1≤k≤N3−1
|en+1i,j,k | = |en+1i∗,j∗,k∗|. Using Lemmas 4.4 and
4.5, and equation (4.54) again, we have
‖Rn+1‖∞ = |en+1i∗,j∗,k∗ |
≤ |en+1i∗,j∗,k∗|+ µ1(
i∗+1∑
p=0
ωp|en+1i∗−p+1,j∗,k∗ |+
N1−i∗+1∑
p=0
ωp|en+1i∗+p−1,j∗,k∗ |)
+µ2(
j∗+1∑
q=0
ωq|en+1i∗,j∗−q+1,k∗|+
N2−j∗+1∑
q=0
ωq|en+1i∗,j∗+q−1,k∗|) + µ3(
k∗+1∑
r=0
ωr|en+1i∗,j∗,k∗−r+1|
+
N3−k∗+1∑
r=0
ωr|en+1i∗,j∗,k∗+r−1|)
= |
n−1∑
m=0
(bm − bm+1)en−mi∗,j∗,k∗ + C1τα(τ2−α + hx + hy + hz)|
≤
n−1∑
l=0
(bl − bl+1)C1b−1n−l−1τα(τ2−α + hx + hy + hz) + C1τα(τ2−α + hx + hy + hz)
≤
n−1∑
l=0
(bl − bl+1)C1b−1n τα(τ2−α + hx + hy + hz) +C1τα(τ2−α + hx + hy + hz)
= C1b
−1
n τ
α(τ2−α + hx + hy + hz).
We note that lim
n→∞
b−1n
nα = limn→∞
n−α
(n+1)1−α−n1−α
= 11−α , there exists a positive constant C2, such
that ‖Rn+1‖∞ ≤ C1C2nατα(τ2−α + hx + hy + hz).
Finally, note that nτ ≤ T is finite, so there exists a positive constant C∗, such that ‖Rn+1‖∞ ≤
C∗(τ2−α + hx + hy + hz) for n = 0, 1, 2, · · · .
Hence the implicit numerical method defined by (4.49)-(4.51) is convergent.
4.7 Numerical results
Due to the complexity of the analytic solution given in this chapter, and the computational
overheads necessary to perform the simulations for NMR in three dimensions, we present here
a preliminary study based on a two-dimensional example to confirm our theoretical analysis.
Example 4.1. The following space and time fractional Bloch-Torrey equation with initial and
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Table 4.1: Comparison of maximum error for INM at time t = 1.0 with α = 0.8, β =
1.8,Kα = 1.0,Kβ = 0.5
τ hx = hy(≈ τ2−α) Maximum computed error Error rate
1
6
1
8 0.00049160 -
1
10
1
16 0.00027001 1.82≈ 2
1
18
1
32 0.00013504 1.9995≈ 2
zero Dirichlet boundary conditions on a finite domain is considered:
Kα
C
0 D
α
t M(r, t) = Kβ(
∂β
∂|x|β +
∂β
∂|y|β )M(r, t) + f(r, t), (4.56)
M(r, 0) = 0, (4.57)
M(r, t)|Ω¯ = 0, (4.58)
where
f(r, t) =
Kβt
α+β
2cos(βπ/2)
((
2
Γ(3 − β) [x
2−β + (1− x)2−β]− 12
Γ(4− β) [x
3−β + (1− x)3−β ]
+
24
Γ(5− β) [x
4−β + (1− x)4−β ])y2(1− y)2 + ( 2
Γ(3 − β) [y
2−β + (1− y)2−β ]
− 12
Γ(4− β) [y
3−β + (1− y)3−β ] + 24
Γ(5− β) [y
4−β + (1− y)4−β])x2(1− x)2)
+
KαΓ(α+ β + 1)
Γ(β + 1)
tβx2(1− x)2)y2(1− y)2, (4.59)
and 0 < α ≤ 1, 1 < β ≤ 2, t > 0, r = (x, y) ∈ Ω, Ω is the finite rectangular region
[0, 1] × [0, 1] and Ω¯ is R2 − Ω.
The exact solution of this problem is M(r, t) = tα+βx2(1 − x)2y2(1 − y)2, which can be
verified by substituting directly into (4.56).
The maximum absolute error between the exact solution and the numerical solutions by INM,
with spatial and temporal steps τ2−α ≈ hx = hy = 1/8, 1/16, 1/32 at time t = 1.0 when
Kα = 1.0,Kβ = 0.5, α = 0.8, β = 1.8, is listed in Table 4.1. Table 4.2 shows the maximum
absolute error between the exact solution and the numerical solutions by INM, with spatial
steps hx = hy = 1/32 at time t = 1.0 when Kα = 1.0,Kβ = 0.5, α = 0.8, β = 1.8.
From Table 4.1, it can be seen that
Error rate =
error1
error2
≈ h1
h2
= 2.
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Table 4.2: Comparison of maximum error for INM with hx = hy = 1/32 at time t = 1.0 when
α = 0.8, β = 1.8,Kα = 1.0,Kβ = 0.5
τ Maximum computed error Error rate
1
4 0.00078984 -
1
8 0.00035091 2.25≈ 2.30
1
16 0.00015520 2.26≈ 2.30
From Table 4.2, it can be seen that
Error rate =
error1
error2
≈ (τ1
τ2
)2−α = 2.3.
This is in good agreement with our theoretical analysis, namely that the convergence order of
the numerical method INM for this problem is O(τ2−α + hx + hy).
We now exhibit in Example 4.2 the result of INM for the space and time fractional Bloch-Torrey
equation with a nonlinear source term.
Example 4.2. Space and time fractional Bloch-Torrey equation with initial and zero Dirichlet
boundary conditions on a finite domain:
Kα
C
0 D
α
t M(r, t) = Kβ(
∂β
∂|x|β +
∂β
∂|y|β )M(r, t) + f(M, r, t), (4.60)
M(r, 0) = δ(x− 0.5, y − 0.5), (4.61)
M(r, t)|Ω¯ = 0, (4.62)
where the nonlinear source term is Fisher’s growth equation f(M, r, t) = 0.25M(r, t)[1 −
M(r, t)], and 0 < α ≤ 1, 1 < β ≤ 2, t > 0, r = (x, y) ∈ Ω, Ω is the finite rectangular region
[0, 1] × [0, 1] and Ω¯ is R2 − Ω.
The solution profiles of (4.60) by INM, with spatial and temporal steps hx = hy = 1/50,
τ = 1/26 at time t = 3/26 with Kα = 1.0, tfinal = 1.0 for different α, β and Kβ are
listed in Figure 4.1. From Figure 4.1, it can be seen that the coefficient Kβ impacts on the
solution profiles of (4.60), whereby a larger value of Kβ produces more diffuse profiles. In
Figure 4.2, we illustrate the effect of the fractional order in space for this problem, with spatial
and temporal steps hx = hy = 1/50, τ = 1/26 at time t = 3/26 with Kα = 1.0,Kβ =
1.0, tfinal = 1.0 for β fixed at 2 and α varying. Here we can see that reducing the value of
α leads to a much sharper central peak. In Figure 4.3, we illustrate the effect of the fractional
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Figure 4.1: A plot of numerical solutions of ST-FBTE using the implicit numerical method
(INM) with spatial and temporal steps hx = hy = 1/50, τ = 1/26 at time t = 3/26 with
Kα = 1.0, tfinal = 1.0 for different α, β and Kβ . (a) α = 1.0, β = 2.0,Kβ = 1.0. (b) α =
1.0, β = 2.0,Kβ = 2.0. (c) α = 0.8, β = 1.8,Kβ = 1.0. (d) α = 0.8, β = 1.8,Kβ = 2.0.
order in time for this problem, with spatial and temporal steps hx = hy = 1/50, τ = 1/26 at
time t = 3/26 with Kα = 1.0,Kβ = 1.0, tfinal = 1.0 for α fixed at 1 and β varying. Again
we see the peak sharping as β is decreased. We observe where we now see that a much sharper
profile is obtained when we vary α with β fixed than when we vary β with α fixed. Finally, the
effect of the fractional order in both time and space is illustrated in Figure 4.4.
Overall, the coefficient Kβ has a significant effect, especially for fractional values of α. The
most significant effects in terms of the spikiness of the profile occurs as both α and β are
simultaneously reduced.
4.8 Conclusions
In this chapter, an analytical solution and an effective implicit numerical method for solving the
fractional Bloch-Torrey equation in fractional Laplacian and Riesz forms, respectively, have
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Figure 4.2: A plot of numerical solutions of ST-FBTE using the implicit numerical method
(INM) with spatial and temporal steps hx = hy = 1/50, τ = 1/26 at time t = 3/26 with
Kα = 1.0,Kβ = 1.0, tfinal = 1.0 for β fixed at 2. (a) α = 1.0. (b) α = 0.9. (c) α = 0.8. (d)
α = 0.6.
been derived. The stability and convergence of the implicit numerical method are analysed
systematically. We have used our numerical method to simulate a problem of practical
importance involving a nonlinear source term. Our results have highlighted the impact of
the fractional indices on the shape of the solution profile. Finally, we note, however, that the
complexity of our solutions and the computational overheads of our methods are such that we
plan in the future to investigate alternate solution strategies for solving ST-FBTEs such as those
based on alternating direction implicit methods.
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Figure 4.3: A plot of numerical solutions of ST-FBTE using the implicit numerical method
(INM) with spatial and temporal steps hx = hy = 1/50, τ = 1/26 at time t = 3/26 with
Kα = 1.0,Kβ = 1.0, tfinal = 1.0 for α fixed at 1. (a) β = 2.0. (b) β = 1.8. (c) β = 1.6. (d)
β = 1.2.
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Figure 4.4: A plot of numerical solutions of ST-FBTE using the implicit numerical method
(INM) with spatial and temporal steps hx = hy = 1/50, τ = 1/26 at time t = 3/26 with
Kα = 1.0,Kβ = 1.0, tfinal = 1.0 for different α and β. (a) α = 0.99, β = 1.9. (b)
α = 0.8, β = 1.8. (c) α = 0.7, β = 1.5. (d) α = 0.5, β = 1.1.
CHAPTER 5
A computationally effective alternating direction
method for the space and time fractional Bloch-Torrey
equation in 3-D
5.1 Introduction
Recently, fractional order calculus has been used to examine the connection between fractional
order dynamics and diffusion to solve the Bloch-Torrey equation [14, 82, 83, 130, 141]. It
was pointed out that a fractional diffusion model could be successfully applied to analysing
diffusion images of human brain tissues and provide new insights into further investigations of
tissue structures and the microenvironment. Magin et al. [82] proposed a new diffusion model
for solving the Bloch-Torrey equation using fractional order calculus with respect to time and
space (ST-FBTE):
τα−1 C0 D
α
t Mxy(r, t) = λMxy(r, t) +Dµ
2(β−1)RβMxy(r, t), (5.1)
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where λ = −iγ(r ·G(t)), r = (x, y, z), G(t) is the magnetic field gradient, γ and D are the
gyromagnetic ratio and the diffusion coefficient respectively. C0 Dαt is the Caputo-Djrbashian
time fractional derivative of order α (0 < α ≤ 1) with respect to t, and with the starting point
at t = 0 is defined regularized as [4]:
C
0 D
α
t u(x, t) =
1
Γ(1− α)
[
∂
∂t
∫ t
0
u(x, τ)
(t− τ)α dτ −
u(x, 0)
tα
]
. (5.2)
Rβ = (Rβx + Rβy + Rβz ) is a sequential Riesz fractional order operator in space [63];
Mxy(r, t) = Mx(r, t) + iMy(r, t), where i =
√−1, comprises the transverse components
of the magnetization; and τα−1 and µ2(β−1) are the fractional order time and space constants
needed to preserve units, (0 < α ≤ 1, and 1 < β ≤ 2). Magin et al. [82] derived analytical
solutions with fractional order dynamics in space (i.e., α = 1, β an arbitrary real number,
1 < β ≤ 2) and time (i.e., 0 < α < 1, and β = 2), respectively. Yu et al. [141] derived an
analytical solution and an effective implicit numerical method for solving equation (5.1). They
also considered the stability and convergence properties of the implicit numerical method.
However, due to the computational overheads necessary to perform the simulations for ST-
FBTE in three dimensions, they presented a preliminary study based on a two-dimensional
example to confirm their theoretical analysis.
Alternating direction implicit (ADI) schemes have been proposed for the numerical simulations
of classic differential equations [34, 35, 107]. The ADI schemes reduce the multidimensional
problem into a series of independent one-dimensional problems and are thus computationally
efficient.
Since fractional derivatives are nonlocal and have history dependence, fractional problems
generally require a large amount of CPU time if traditional implicit schemes based on Gaussian
elimination are used. In order to overcome the computational difficulty, a number of authors
have applied ADI schemes for solving fractional problems. Meerschaert et al. [88] applied
a practical ADI method to solve a class of two-dimensional initial-boundary value space-
fractional partial differential equations with variable coefficients on a finite domain. They
proved that the ADI method is unconditionally stable and converges linearly. Chen and
Liu [26] used a new technique with a combination of the ADI-Euler method, the unshifted
Gru¨nwald formula for the advection term, the right-shifted Gru¨nwald formula for the diffusion
5.2 Preliminary knowledge 96
term, and Richardson extrapolation to establish an unconditionally stable second order accurate
difference method for a two-dimensional fractional advection-dispersion equation. Zhang and
Sun [152] used ADI schemes for a two-dimensional time-fractional sub-diffusion equation.
They proved the method is unconditionally stable and convergent by the discrete energy
method, and showed that the computational complexities and CPU time are reduced greatly.
Liu et al. [79] proposed a fractional ADI scheme for three-dimensional non-continued seepage
flow in uniform media and a modified Douglas scheme for the continued seepage flow in non-
uniform media. They proved that both methods are unconditionally stable and convergent.
In this chapter, we construct a fractional alternating direction method (FADM) for the three-
dimensional space and time fractional Bloch-Torrey equation (ST-FBTE) with initial and
boundary conditions on a finite domain, and prove that the FADM for the ST-FBTE is
unconditionally stable and convergent.
The structure of the remainder of this chapter is as follows. In Section 5.2, some mathematical
preliminaries are introduced. In Section 5.3, we propose a fractional alternating direction
method (FADM) for ST-FBTEs. The stability and consistency of the FADM are investigated in
Sections 5.4 and 5.5, respectively. Finally, numerical results for ST-FBTEs are given to verify
our theoretical results.
5.2 Preliminary knowledge
In this section, we outline some preliminary knowledge used throughout the remaining sections
of this chapter. It is assumed throughout this section that M(x, y, z, t) ∈ C3,3,3,2x,y,z,t (Ω) for
0 < α ≤ 1 and 1 < β ≤ 2, where t ∈ [0, T ] and Ω : −∞ ≤ x, y, z ≤ +∞.
Definition 5.1. Let M be as defined above on an infinite interval Ω : −∞ ≤ x, y, z ≤ +∞.
The Riesz fractional operator Rβ is defined as [46]
RβxM(x, y, z, t) =
∂βM(x, y, z, t)
∂|x|β = −cβ(−∞D
β
x +x D
β
+∞)M(x, y, z, t), (5.3)
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where cβ = 12 cos(piβ
2
)
, β 6= 1,
−∞D
β
xM(x, y, z, t) =
1
Γ(2− β)
∂2
∂x2
∫ x
−∞
M(ξ, y, z, t)dξ
(x− ξ)β−1 ,
xD
β
+∞M(x, y, z, t) =
(−1)2
Γ(2− β)
∂2
∂x2
∫ +∞
x
M(ξ, y, z, t)dξ
(ξ − x)β−1 .
Similarly, we can define the Riesz fractional derivatives RβyM(x, y, z, t) = ∂
βM(x,y,z,t)
∂|y|β
and
RβzM(x, y, z, t) =
∂βM(x,y,z,t)
∂|z|β
of order β (1 < β ≤ 2) with respect to y and z.
Lemma 5.1. Suppose that M(x) ∈ C3(−∞,∞), the following equality holds
∂β
∂|x|βM(x) = −
1
2 cos πβ2
[−∞D
β
x + xD
β
+∞]M(x), (5.4)
where 1 < β ≤ 2.
Proof. See [137, 158].
Lemma 5.2. Suppose that M(x) ∈ C3[0, L], the following equality
∂β
∂|x|βM(x) = −
1
2 cos πβ2
[0D
β
x + xD
β
L]M
∗(x), (5.5)
also holds when setting
M∗(x) =
 M(x), x ∈ (0, L),0, x /∈ (0, L),
i.e., M∗(x) = 0 on the boundary points and beyond the boundary points.
Proof. See [137, 158].
The use of Lemmas 5.1 and 5.2 above allows us to define the Riesz fractional operator on a
bounded set Ω with zero Dirichlet boundary conditions.
We present our solution techniques for solving the ST-FBTE in the following steps. Firstly, the
ST-FBTE (5.1) is rewritten in the form:
Kα
C
0 D
α
t Mxy(r, t) = λMxy(r, t) +KβRβMxy(r, t). (5.6)
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We equate real and imaginary components to express equation (5.6) as a coupled system of
partial differential equations for the components Mx and My, namely
Kα
C
0 D
α
t Mx(r, t) = λGMy(r, t) +Kβ(
∂β
∂|x|β +
∂β
∂|y|β +
∂β
∂|z|β )Mx(r, t), (5.7)
Kα
C
0 D
α
t My(r, t) = −λGMx(r, t) +Kβ(
∂β
∂|x|β +
∂β
∂|y|β +
∂β
∂|z|β )My(r, t), (5.8)
where λG = γ(r ·G(t)).
For convenience, the ST-FBTEs (5.7) and (5.8) are decoupled (see [75]), which is equivalent
to solving a fractional in space and time partial differential equation of the form
Kα
C
0 D
α
t M(r, t) = Kβ(
∂β
∂|x|β +
∂β
∂|y|β +
∂β
∂|z|β )M(r, t) + f(r, t), (5.9)
where M can be either Mx or My , and f(r, t) = λGMy(r, t) if M = Mx, and f(r, t) =
−λGMx(r, t) if M = My .
5.3 Fractional alternating direction method
We propose a fractional alternating direction method for the space and time fractional Bloch-
Torrey equation (5.9) with initial and zero Dirichlet boundary conditions on a finite domain
given by
M(r, 0) = M0(r), (5.10)
M(r, t)|Ω¯ = 0, (5.11)
where 0 < α ≤ 1, 1 < β ≤ 2, 0 < t ≤ T , r = (x, y, z) ∈ Ω, Ω is the finite rectangular region
[0, L1]× [0, L2]× [0, L3], M0(r) = M0(x, y, z) is continuous on Ω, and Ω¯ is R3 − Ω.
Suppose that the continuous problem (5.9)-(5.11) has a smooth solution M(x, y, z, t) ∈
C3,3,3,2x,y,z,t (Ω). Let hx = L1/N1, hy = L2/N2, hz = L3/N3, and τ = T/N be the spatial
and time steps, respectively. At a point (xi, yj , zk) at the moment of time tn for i, j, k ∈ N
and n ∈ N, we denote the exact and numerical solutions M(r, t) as u(xi, yj, zk, tn) and uni,j,k,
respectively.
5.3 Fractional alternating direction method 99
Firstly, adopting the scheme in [123], we discretize the Caputo-Djrbashian time fractional
derivative of u(xi, yj, zk, tn+1) as
C
0 D
α
t u(xi, yj, zk, t)|t=tn+1
=
τ−α
Γ(2− α)
n∑
l=0
bl[u(xi, yj, zk, tn+1−l)− u(xi, yj , zk, tn−l)] +O(τ2−α), (5.12)
where bl = (l + 1)1−α − l1−α, l = 0, 1, · · · , N .
Using the relationship between the Riemann-Liouville derivative and the Gru¨nwald-Letnikov
scheme, we discretize the Riesz fractional derivative by the shifted Gru¨nwald-Letnikov scheme
[137]
0D
β
xu(x, yj , zk, tn+1)|x=xi =
1
hβx
i+1∑
p=0
ωpu(xi−p+1, yj , zk, tn+1) +O(hx), (5.13)
xD
β
L1
u(x, yj , zk, tn+1)|x=xi =
1
hβx
N1−i+1∑
p=0
ωpu(xi+p−1, yj, zk, tn+1) +O(hx),(5.14)
where the coefficients are defined by
ω0 = 1, ωp = (−1)pβ(β − 1) · · · (β − p+ 1)
p!
, p = 1, 2, · · · , N1. (5.15)
Similar results hold for the fractional y and z derivatives.
Thus, we can derive the implicit numerical scheme:
Kατ
−α
Γ(2− α)
n∑
l=0
bl[u
n+1−l
i,j,k − un−li,j,k] = −cβKβ [
1
hβx
(
i+1∑
p=0
ωpu
n+1
i−p+1,j,k +
N1−i+1∑
p=0
ωpu
n+1
i+p−1,j,k)
+
1
hβy
(
j+1∑
q=0
ωqu
n+1
i,j−q+1,k +
N2−j+1∑
q=0
ωqu
n+1
i,j+q−1,k) +
1
hβz
(
k+1∑
r=0
ωru
n+1
i,j,k−r+1
+
N3−k+1∑
r=0
ωru
n+1
i,j,k+r−1)] + f
n+1
i,j,k . (5.16)
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Rearranging (5.16), we then have the following implicit difference approximation:
un+1i,j,k + µ1(
i+1∑
p=0
ωpu
n+1
i−p+1,j,k +
N1−i+1∑
p=0
ωpu
n+1
i+p−1,j,k) + µ2(
j+1∑
q=0
ωqu
n+1
i,j−q+1,k
+
N2−j+1∑
q=0
ωqu
n+1
i,j+q−1,k) + µ3(
k+1∑
r=0
ωru
n+1
i,j,k−r+1 +
N3−k+1∑
r=0
ωru
n+1
i,j,k+r−1)
=
n−1∑
l=0
(bl − bl+1)un−li,j,k + bnu0i,j,k + µ0fn+1i,j,k , (5.17)
i = 1, 2, · · · , N1 − 1, j = 1, 2, · · · , N2 − 1, k = 1, 2, · · · , N3 − 1,
with
u0i,j,k = gi,j,k = g(xi, yj, zk),
un+10,j,k = u
n+1
N1,j,k
= un+1i,0,k = u
n+1
i,N2,k
= un+1i,j,0 = u
n+1
i,j,N3
= 0,
(i = 0, 1, · · · , N1, j = 0, 1, · · · , N2, k = 0, 1, · · · , N3),
where µ0 = τ
αΓ(2−α)
Kα
, µ1 =
cβKβτ
αΓ(2−α)
Kαh
β
x
, µ2 =
cβKβτ
αΓ(2−α)
Kαh
β
y
, µ3 =
cβKβτ
αΓ(2−α)
Kαh
β
z
, and
noting that coefficients µ0 > 0, µ1, µ2, µ3 < 0 for 0 < α ≤ 1 and 1 < β ≤ 2.
Lemma 5.3. [78] The coefficients bl, l = 0, 1, 2, · · · satisfy:
1. b0 = 1, bl > 0 for l = 1, 2, · · · ;
2. bl > bl+1 for l = 0, 1, 2, · · · .
Lemma 5.4. [78, 123] The coefficients ωp (p ∈ N) satisfy:
1. ω1 = −β, ωp ≥ 0 (p 6= 1);
2.
∞∑
p=0
ωp = 0;
3. For any positive integer n, we have
n∑
p=0
ωp < 0.
We consider the following fractional partial differential discrete operator:
δβxu
n+1
i,j,k =
i+1∑
p=0
ωpu
n+1
i−p+1,j,k +
N1−i+1∑
p=0
ωpu
n+1
i+p−1,j,k, (5.18)
which is an O(hx) approximation of the Riesz fractional derivative by the shifted Gru¨nwald-
Letnikov scheme (5.13) and (5.14) [137]. Similarly, the following fractional partial differential
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discrete operators:
δβy u
n+1
i,j,k =
j+1∑
q=0
ωqu
n+1
i,j−q+1,k +
N2−j+1∑
q=0
ωqu
n+1
i,j+q−1,k, (5.19)
δβz u
n+1
i,j,k =
k+1∑
r=0
ωru
n+1
i,j,k−r+1 +
N3−k+1∑
r=0
ωru
n+1
i,j,k+r−1, (5.20)
are O(hy) and O(hz) approximation of the Riesz fractional derivatives, respectively.
Thus, the implicit difference scheme (5.17) may be rearranged in the following form involving
δβx , δ
β
y and δβz :
(1 + µ1δ
β
x + µ2δ
β
y + µ3δ
β
z )u
n+1
i,j,k =
n−1∑
l=0
(bl − bl+1)un−li,j,k + bnu0i,j,k + µ0fn+1i,j,k . (5.21)
The implicit difference scheme (5.17) for the ST-FBTE has a local truncation error of the form
O(τ2−α+hx+hy+hz) and is unconditionally stable (refer to the proof of Theorem 5.1 in this
chapter). Unfortunately, (5.17) provides us with a linear system of equations for calculating
the difference solution un+1i,j,k , that does not have the good property of the coefficient matrix
being banded but still has a regular sparse structure in that all the off diagonal blocks are
themselves diagonal matrices. However, this can complicate the solution of the corresponding
linear system of equations.
Therefore, we adopt the alternating direction implicit method used in [79]. Our aim is to divide
the calculation into three steps with reduced calculation. In the first step, we solve the problem
in the x-direction, in the second step, we solve the problem in the y-direction, finally in the
third step we solve the problem in the z-direction. For example, we introduce an additional
negligible term (see Theorem 5.2)
(µ1µ2δ
β
xδ
β
y + µ1µ3δ
β
xδ
β
z + µ2µ3δ
β
y δ
β
z + µ1µ2µ3δ
β
xδ
β
y δ
β
z )u
n+1
i,j,k (5.22)
to the left side of (5.21) that has no impact on the convergence of the scheme to obtain
(1 + µ1δ
β
x )(1 + µ2δ
β
y )(1 + µ3δ
β
z )u
n+1
i,j,k =
n−1∑
l=0
(bl − bl+1)un−li,j,k + bnu0i,j,k + µ0fn+1i,j,k . (5.23)
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Hence, the FADM at time tn+1 is defined as:
(1 + µ1δ
β
x )u
n+1/3
i,j,k =
n−1∑
l=0
(bl − bl+1)un−li,j,k + bnu0i,j,k + µ0fn+1i,j,k , (5.24)
(1 + µ2δ
β
y )u
n+2/3
i,j,k = u
n+1/3
i,j,k , (5.25)
(1 + µ3δ
β
z )u
n+1
i,j,k = u
n+2/3
i,j,k . (5.26)
Together with the boundary values un+1/30,j,k and u
n+1/3
N1,j,k
calculated below, the coefficient matrix
Aj,k = (aj,k)s,t of the linear system (5.24) can be obtained as follows: for each fixed (j, k),
(aj,k)s,t =

µ1ωt−s+1, t ≥ s+ 2, s = 1, 2, · · · , N1 − 3,
µ1(ω0 + ω2), t = s+ 1, s = 1, 2, · · · , N1 − 2,
1 + 2µ1ω1, t = s = 1, 2, · · · , N1 − 1,
µ1(ω0 + ω2), t = s− 1, s = 2, · · · , N1 − 1,
µ1ωs−t+1, t ≤ s− 2, s = 3, 4, · · · , N1 − 1.
(5.27)
The coefficient matrices Bi,k = (bi,k)s,t and Ci,j = (ci,j)s,t can be shown to have similar form
to the matrix Aj,k.
Similar to the alternating direction method for the classical integer-order PDE, in order to
maintain the approximation order, it is necessary to provide the additional boundary values in
the x-direction un+1/30,j,k , u
n+1/3
N1,j,k
and in the y-direction un+2/3i,0,k , u
n+2/3
i,N2,k
, when solving the system
of equations with coefficient matrices Aj,k and Bi,k. For example, we provide the additional
boundary values un+1/30,j,k , u
n+1/3
N1,j,k
according to:
u
n+1/3
i,j,k = (1 + µ2δ
β
y )(1 + µ3δ
β
z )u
n+1
i,j,k, i = 0, N1, (5.28)
where j = 1, · · · , N2 − 1, k = 1, · · · , N3 − 1, n = 0, 1, · · · , N − 1, and un+2/3i,0,k , un+2/3i,N2,k can
be obtained from
u
n+2/3
i,j,k = (1 + µ3δ
β
z )u
n+1
i,j,k, j = 0, N2, (5.29)
where i = 1, · · · , N1 − 1, k = 1, · · · , N3 − 1, n = 0, 1, · · · , N − 1.
From the three coefficient matrices, it can be seen that at each time step, we must solve, for each
fixed (j, k) (every layer in the x-direction) or each fixed (i, k) (every layer in the y-direction)
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or each fixed (i, j) (every layer in the z-direction) a linear system of equations with N1 − 1, or
N2 − 1, or N3 − 1 unknowns.
5.4 Stability of FADM
Let X = [x1, x2, · · · , xm]T ∈ Rm, ‖X‖∞ = max
1≤i≤m
|xi|.
Lemma 5.5. Let the matrix D = (di,j)m×m ∈ Rm×m satisfy the conditions
m∑
l=1,l 6=i
|di,l| ≤
|di,i| − 1, (i = 1, 2, · · · ,m), then
‖X‖∞ ≤ ‖DX‖∞. (5.30)
Proof. See [27].
In order to prove the stability of FADM, we need to rewrite (5.23)-(5.26) in matrix form.
Utilizing (5.27), the linear system (5.24) may be written in matrix form as
Aj,kU
n+1/3
j,k =
n−1∑
l=0
(bl − bl+1)Un−lj,k + bnU0j,k + µ0Fn+1j,k + (0, · · · , 0, µ1un+1/3N1,j,k )T , (5.31)
where 1 ≤ j ≤ N2 − 1, 1 ≤ k ≤ N3 − 1, Un+1/3j,k = (un+1/31,j,k , un+1/32,j,k , · · · , un+1/3N1−1,j,k)T ,
Aj,k = (aj,k)s,t, and Fn+1j,k = (f
n+1
1,j,k, f
n+1
2,j,k, · · · , fn+1N1−1,j,k)T .
Similarly, (5.25) may be written in matrix form as
Bi,kU
n+2/3
i,k = U
n+1/3
i,k + (0, · · · , 0, µ2un+2/3i,N2,k )T , (5.32)
where 1 ≤ i ≤ N1 − 1, 1 ≤ k ≤ N3 − 1, Un+2/3i,k = (u
n+2/3
i,1,k , u
n+2/3
i,2,k , · · · , u
n+2/3
i,N2−1,k
)T ,
Bi,k = (bi,k)s,t, and U
n+1/3
i,k = (u
n+1/3
i,1,k , u
n+1/3
i,2,k , · · · , un+1/3i,N2−1,k)T .
(5.26) may be written in matrix form as
Ci,jU
n+1
i,j = U
n+2/3
i,j + (0, · · · , 0, µ3un+1i,j,N3)T , (5.33)
where 1 ≤ i ≤ N1 − 1, 1 ≤ j ≤ N2 − 1, Un+1i,j = (un+1i,j,1 , un+1i,j,2 , · · · , un+1i,j,N3−1)T , Ci,j =
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(ci,j)s,t, and Un+2/3i,j = (u
n+2/3
i,j,1 , u
n+2/3
i,j,2 , · · · , un+2/3i,j,N3−1)T .
Thus, (5.23) may be written in matrix form as
STV Un+1 =
n−1∑
l=0
(bl − bl+1)Un−l + bnU0 +Rn+1∗ , (5.34)
where Un+1 is appropriately ordered.
The matrices S, T and V represent the operators (1 + µ1δβx ), (1 + µ2δβy ) and (1 + µ3δβz ),
respectively, and the vector Rn+1∗ comprises the source term and the boundary conditions in
the discretized equation.
Let u˜ni,j,k be the approximate solution of (5.23). Setting εni,j,k = uni,j,k − u˜ni,j,k, denoting
εn = (εn1,1,1, ε
n
2,1,1, · · · , εnN1−1,N2−1,N3−1)T ,
then the error satisfies
STV εn+1 =
n−1∑
l=0
(bl − bl+1)εn−l + bnε0. (5.35)
Thus, using mathematical induction, we have the following result:
Theorem 5.1. The FADM defined by (5.23) is unconditionally stable, and
‖εn+1‖∞ ≤ ‖ε0‖∞, n = 0, 1, 2, · · · .
Proof. From Lemma 5.4, it can be seen that Aj,k, Bi,k and Ci,j satisfy the condition of Lemma
5.5. According to the relationship between the matrices S and Aj,k, T and Bi,k, and V and
Ci,j , we see that S, T and V also satisfy the condition of Lemma 5.5. Therefore, when n = 0,
using Lemmas 5.3 and 5.5, we have
‖ε1‖∞ ≤ ‖V ε1‖∞ ≤ ‖TV ε1‖∞ ≤ ‖STV ε1‖∞ = ‖b0ε0‖∞ = ‖ε0‖∞.
Now, suppose that ‖εm‖∞ ≤ ‖ε0‖∞, m = 1, 2, · · · , n. Similarly, using Lemmas 5.3 and 5.5
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again, we have
‖εn+1‖∞ ≤ ‖V εn+1‖∞ ≤ ‖TV εn+1‖∞ ≤ ‖STV εn+1‖∞
=
∥∥∥∥∥
n−1∑
l=0
(bl − bl+1)εn−l + bnε0
∥∥∥∥∥
∞
≤
n−1∑
l=0
(bl − bl+1)‖εn−l‖∞ + bn‖ε0‖∞
≤
(
n−1∑
l=0
(bl − bl+1) + bn
)
‖ε0‖∞
= ‖ε0‖∞.
Hence the FADM defined by (5.23) is unconditionally stable.
5.5 Consistency of FADM
To obtain the consistency of the FADM, we note that the time difference operator in (5.21) has a
local truncation error of order O(τ2−α), and the three space difference operators in (5.21) have
local truncation errors of orders O(hx), O(hy) and O(hz), respectively, which was proved in
[141]. The only remaining term in the local error of the FADM is the additional small term
(5.22).
For any positive integer l, let W l,1(R3) denote the collection of all functions f ∈ C l(R3)
whose partial derivatives up to order l are in L1(R3) and whose partial derivatives up to order
l − 1 vanish at infinity [88].
From Definition 5.1, we have
∂β
∂|x|β
∂β
∂|y|β u(x, y, z, t) = c
2
β(0D
β
x +x D
β
L1
)(0D
β
y +y D
β
L2
)u(x, y, z, t)
= c2β(0D
β
x 0D
β
y +0 D
β
x yD
β
L2
+x D
β
L1 0
Dβy +x D
β
L1 y
DβL2)u(x, y, z, t), (5.36)
Let r > 2β + 3 be an integer, and integers p, q ≥ 0, then for f ∈ W l,1(R3), we have (see
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Theorem 3.1 in [88])
h−βx h
−β
y
∞∑
n=0
∞∑
m=0
ωnωmu(x− (n− p)hx, y − (m− q)hy, z, t)
=0 D
β
x 0D
β
yu(x, y, z, t) +O(hx + hy) (5.37)
uniformly in (x, y, z) ∈ R3.
Now firstly we discuss the additional perturbation error µ1µ2δβxδβy un+1i,j,k . From (5.18) and
(5.19), we have
δβxδ
β
y u
n+1
i,j,k = δ
β
x
j+1∑
q=0
ωqu
n+1
i,j−q+1,k +
N2−j+1∑
q=0
ωqu
n+1
i,j+q−1,k

=
j+1∑
q=0
ωq
 i+1∑
p=0
ωpu
n+1
i−p+1,j−q+1,k +
N1−i+1∑
p=0
ωpu
n+1
i+p−1,j−q+1,k

+
N2−j+1∑
q=0
ωq
 i+1∑
p=0
ωpu
n+1
i−p+1,j+q−1,k +
N1−i+1∑
p=0
ωpu
n+1
i+p−1,j+q−1,k

=
i+1∑
p=0
j+1∑
q=0
ωpωqu
n+1
i−p+1,j−q+1,k +
N1−i+1∑
p=0
j+1∑
q=0
ωpωqu
n+1
i+p−1,j−q+1,k
+
i+1∑
p=0
N2−j+1∑
q=0
ωpωqu
n+1
i−p+1,j+q−1,k +
N1−i+1∑
p=0
N2−j+1∑
q=0
ωpωqu
n+1
i+p−1,j+q−1,k. (5.38)
With boundary condition (5.11), the solution function may be zero-extending for x < 0 or
y < 0. According to (5.37), we have
h−βx h
−β
y
i+1∑
p=0
j+1∑
q=0
ωpωqu
n+1
i−p+1,j−q+1,k = h
−β
x h
−β
y
∞∑
p=0
∞∑
q=0
ωpωqu
n+1
i−p+1,j−q+1,k
=0 D
β
x 0D
β
yu(xi, yj , zk, tn+1) +O(hx + hy). (5.39)
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Similarly, we have
h−βx h
−β
y
N1−i+1∑
p=0
j+1∑
q=0
ωpωqu
n+1
i+p−1,j−q+1,k = xD
β
L1 0
Dβyu(xi, yj, zk, tn+1)
+O(hx + hy), (5.40)
h−βx h
−β
y
i+1∑
p=0
N2−j+1∑
q=0
ωpωqu
n+1
i−p+1,j+q−1,k = 0D
β
x yD
β
L2
u(xi, yj , zk, tn+1)
+O(hx + hy), (5.41)
h−βx h
−β
y
N1−i+1∑
p=0
N2−j+1∑
q=0
ωpωqu
n+1
i+p−1,j+q−1,k = xD
β
L1 y
DβL2u(xi, yj, zk, tn+1)
+O(hx + hy). (5.42)
Therefore, from (5.36), (5.39)-(5.42), we obtain
∂β
∂|x|β
∂β
∂|y|β u(xi, yj , zk, tn+1) = c
2
βh
−β
x h
−β
y δ
β
xδ
β
y u
n+1
i,j,k +O(hx + hy). (5.43)
Thus, we have
µ1µ2δ
β
xδ
β
y u
n+1
i,j,k
=
K2βτ
2αΓ2(2− α)
K2α
[
∂β
∂|x|β
∂β
∂|y|β u(xi, yj , zk, tn+1) +O(hx + hy)]
= ταO[τα(hx + hy)]. (5.44)
Similarly, we obtain
µ1µ3δ
β
xδ
β
z u
n+1
i,j,k = τ
αO[τα(hx + hz)], (5.45)
µ2µ3δ
β
y δ
β
z u
n+1
i,j,k = τ
αO[τα(hy + hz)], (5.46)
µ1µ2µ3δ
β
xδ
β
y δ
β
z u
n+1
i,j,k = τ
αO[τ2α(hx + hy + hz)]. (5.47)
Together with (5.12)-(5.15) and (5.44)-(5.47), we have the following theorem.
Theorem 5.2. The FADM (5.23) is consistent to the ST-FBTE (5.9) with order O(τ2−α+hx+
hy + hz).
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Setting eni,j,k = u(xi, yj, zk, tn)− uni,j,k, and let
en = (en1,1,1, e
n
2,1,1, · · · , enN1−1,N2−1,N3−1)T ,
then e0 = 0.
From (5.12)-(5.15) and (5.44)-(5.47), the error en satisfies
STV en+1 =
n−1∑
l=0
(bl − bl+1)en−l + C1τα(τ2−α + hx + hy + hz). (5.48)
Thus, using mathematical induction, we have the following result:
Theorem 5.3. The FADM (5.23) is convergent, and there is a positive constant C∗, such that
‖en+1‖∞ ≤ C∗(τ2−α + hx + hy + hz). (5.49)
Proof. When n = 0, and using Lemmas 5.3, 5.4 and 5.5, we have
‖e1‖∞ ≤ ‖V e1‖∞ ≤ ‖TV e1‖∞ ≤ ‖STV e1‖∞ = C1τα(τ2−α + hx + hy + hz).
Now, suppose that
‖em‖∞ ≤ C1b−1m−1τα(τ2−α + hx + hy + hz),
where m = 1, 2, · · · , n. Using Lemmas 5.3, 5.4 and 5.5 again, we have
‖en+1‖∞ ≤ ‖V en+1‖∞ ≤ ‖TV en+1‖∞ ≤ ‖STV en+1‖∞
= ‖
n−1∑
l=0
(bl − bl+1)en−l + C1τα(τ2−α + hx + hy + hz)‖∞
≤
n−1∑
l=0
(bl − bl+1)C1b−1n−l−1τα(τ2−α + hx + hy + hz) + C1τα(τ2−α + hx + hy + hz)
≤
n−1∑
l=0
(bl − bl+1)C1b−1n τα(τ2−α + hx + hy + hz) +C1τα(τ2−α + hx + hy + hz)
= C1b
−1
n τ
α(τ2−α + hx + hy + hz).
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We note that
lim
n→∞
b−1n
nα
= lim
n→∞
n−α
(n+ 1)1−α − n1−α =
1
1− α,
and there exists a positive constant C2, such that
‖en+1‖∞ ≤ C1C2nατα(τ2−α + hx + hy + hz).
Finally, note that nτ ≤ T is finite, so there exists a positive constant C∗, such that ‖en+1‖∞ ≤
C∗(τ2−α + hx + hy + hz) for n = 0, 1, 2, · · · .
Hence the FADM (5.23) is convergent.
5.6 Numerical results
In order to better present the efficiency of the fractional alternating direction method, we first
show a two-dimensional example to confirm our theoretical analysis. The machine we used to
perform the numerical tests in this section is a laptop Lenovo Y430.
In Example 5.1, we use the same example in [141] for comparison.
Example 5.1. The following space and time fractional Bloch-Torrey equation with initial and
zero Dirichlet boundary conditions on a finite domain is considered (See [141]):
Kα
C
0 D
α
t M(r, t) = Kβ(
∂β
∂|x|β +
∂β
∂|y|β )M(r, t) + f(r, t), (5.50)
M(r, 0) = 0, (5.51)
M(r, t)|Ω¯ = 0, (5.52)
where
f(r, t) =
Kβt
α+β
2cos(βπ/2)
{
(
2
Γ(3− β) [x
2−β + (1− x)2−β]− 12
Γ(4− β) [x
3−β + (1− x)3−β]
+
24
Γ(5− β) [x
4−β + (1− x)4−β ])y2(1− y)2 + ( 2
Γ(3− β) [y
2−β + (1− y)2−β]
− 12
Γ(4− β) [y
3−β + (1− y)3−β ] + 24
Γ(5− β) [y
4−β + (1− y)4−β])x2(1− x)2
}
+
KαΓ(α+ β + 1)
Γ(β + 1)
tβx2(1− x)2)y2(1− y)2,
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Table 5.1: Comparison of CPU time (seconds) between 2D-FADM, M1 and M2 with temporal
step τ = 1/100 at time t = 1.0
hx = hy 2D-FADM
M1 M2
G-E J G-S G-E J G-S
1
8 0.15 5.52 3.86 3.19 4.17 3.38 2.39
1
16 0.32 28.06 12.77 11.90 23.58 12.50 12.34
1
32 2.58 1356.33 63.05 59.34 1370.75 61.38 58.56
and 0 < α ≤ 1, 1 < β ≤ 2, t > 0, r = (x, y) ∈ Ω, Ω is the finite rectangular region
[0, 1] × [0, 1], and Ω¯ is R2 − Ω.
The exact solution of this problem is M(r, t) = tα+βx2(1 − x)2y2(1 − y)2, which can be
verified by substituting directly into (5.50).
We take Kα = 1.0,Kβ = 0.5, α = 0.8, and β = 1.8. Table 5.1 lists the CPU time calculated
by a two-dimensional fractional alternating direction method (2D-FADM), a two-dimensional
implicit numerical scheme (M1) [141] that is first order accuracy in space, and a two-
dimensional implicit numerical method (M2) [125] that is second order accuracy in space at
time t = 1.0, where the temporal step τ = 1/100 and spatial steps hx = hy = 1/8, 1/16, 1/32.
In Table 5.1, G-E, J and G-S signify the use of Gauss elimination, Jacobi iteration and Gauss-
Seidel iteration for M1 or M2, respectively. A brief description of 2D-FADM, M1 and M2 is
presented in the Appendix 5.8.
From Table 5.1, it can be seen that the use of direct methods to solve the traditional
implicit numerical schemes for these fractional-in-space models are extremely time-consuming
compared with using indirect methods. In fact there is a more than 20 fold reduction in
computing time when the Gauss-Seidel method is employed for the smaller mesh size of
hx = hy = 1/32. One notes that even though the fractional alternating direction method
requires the solution of smaller dense matrices of much reduced dimension using direct
methods at each cycle, it is still more computationally efficient than these classical iterative
strategies, with greatly reduced CPU time for all mesh sizes. In particular, the reduction in
CPU time for the FADM is even more significant for smaller mesh sizes. One observes for
the smaller mesh hx = hy = 1/32 a 20 fold reduction in CPU time over the Gauss-Seidel
method. The fractional alternating direction method is clearly the most efficient of the methods
investigated here for solving the large fractional-in-space linear systems.
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We now exhibit in Example 5.2 the application of FADM on the space and time fractional
Bloch-Torrey equation in 3-D with initial and boundary conditions on a finite domain.
Example 5.2. The following space and time fractional Bloch-Torrey equation in 3-D with
initial and zero Dirichlet boundary conditions on a finite domain is considered:
Kα
C
0 D
α
t M(r, t) = Kβ(
∂β
∂|x|β +
∂β
∂|y|β +
∂β
∂|z|β )M(r, t) + f(r, t), (5.53)
M(r, 0) = 0, (5.54)
M(r, t)|Ω¯ = 0, (5.55)
where
f(r, t) =
Kβt
α+β
2cos(βπ/2)
{
(
2
Γ(3− β) [x
2−β + (1− x)2−β]− 12
Γ(4− β) [x
3−β + (1− x)3−β]
+
24
Γ(5− β) [x
4−β + (1− x)4−β ])y2(1− y)2z2(1− z)2
+(
2
Γ(3− β) [y
2−β + (1− y)2−β]− 12
Γ(4− β) [y
3−β + (1− y)3−β ]
+
24
Γ(5− β) [y
4−β + (1− y)4−β ])x2(1− x)2z2(1− z)2
+(
2
Γ(3− β) [z
2−β + (1− z)2−β ]− 12
Γ(4− β) [z
3−β + (1− z)3−β ]
+
24
Γ(5− β) [z
4−β + (1− z)4−β ])x2(1− x)2y2(1− y)2
}
+
KαΓ(α+ β + 1)
Γ(β + 1)
tβx2(1− x)2y2(1− y)2z2(1− z)2,
and 0 < α ≤ 1, 1 < β ≤ 2, t > 0, r = (x, y, z) ∈ Ω, Ω is the finite region [0, 1]×[0, 1]×[0, 1],
and Ω¯ is R3 − Ω.
The exact solution of this problem is M(r, t) = tα+βx2(1 − x)2y2(1− y)2z2(1 − z)2, which
can be verified by substituting directly into (5.53).
In Example 5.2, we take Kα = 1.0,Kβ = 0.5, α = 0.8, and β = 1.8. The fractional
alternating direction implicit scheme, which is presented in Section 5.3, is used to solve this
problem. Table 5.2 lists the CPU time and the maximum absolute error between the exact
solution and the numerical solutions obtained by FADM at time t = 1.0, where the temporal
step τ = 1/100 and spatial steps hx = hy = hz = 1/4, 1/8, 1/16, 1/32.
From Table 5.2, it can be seen that for the same spatial step, the FADM is convergent, which
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Table 5.2: Comparison of CPU time and maximum error for FADM with temporal step τ =
1/100 at time t = 1.0
hx = hy = hz Maximum error CPU time(seconds)
1
4 0.003750 0.12
1
8 0.001267 0.55
1
16 0.0003537 6.63
1
32 0.0001675 121.29
is consistent with our theoretical findings. We also note that although the 3D-INS implicit
scheme could not be run on the laptop Lenovo Y430 due to its memory requirements, FADM
was successful. However, this method still required considerable CPU time to obtain the 3-D
solution.
We now exhibit in Example 5.3 the result of FADM for the space and time fractional Bloch-
Torrey equation with a cubic nonlinear source term.
Example 5.3. The following space and time fractional Bloch-Torrey equation in 3-D with
initial and zero Dirichlet boundary conditions on a finite domain is considered:
Kα
C
0 D
α
t M(r, t) = Kβ(
∂β
∂|x|β +
∂β
∂|y|β +
∂β
∂|z|β )M(r, t) + f(M, r, t), (5.56)
M(r, 0) = xyz(1− x)(1− y)(1− z), (5.57)
M(r, t)|Ω¯ = 0, (5.58)
where the nonlinear source term is f(M, r, t) = M(r, t)−M3(r, t), and 0 < α ≤ 1, 1 < β ≤
2, t > 0, r = (x, y, z) ∈ Ω, Ω is the finite cubic region [0, 1]× [0, 1]× [0, 1], and Ω¯ is R3 −Ω.
The solution profiles of (5.56) by FADM, with spatial and temporal steps hx = hy = hz =
1/50, τ = 1/80 at z = 0.5 with α = 0.8, β = 1.8,Kα = 1.0,Kβ = 1.0, tfinal = 0.2 for
different t are exhibited in Figure 5.1. One can observe that the solution profile flattens as time
increases.
Figure 5.2 shows the numerical solutions of ST-FBTE using FADM with spatial and temporal
steps hx = hy = hz = 1/50, τ = 1/80 at time t = 0.1 and z = 0.5 with α = 0.8, β =
1.8,Kα = 1.0, tfinal = 0.2 for different Kβ . From Figure 5.2, it can be seen that the coefficient
Kβ impacts on the solution profiles of (5.56), whereby a larger value of Kβ produces more
diffuse profiles.
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Figure 5.1: A plot of numerical solutions of ST-FBTE using FADM with spatial and temporal
steps hx = hy = hz = 1/50, τ = 1/80 at z = 0.5 with α = 0.8, β = 1.8,Kα = 1.0,Kβ =
1.0, tfinal = 0.2 for different t. (a) t = 0.1. (b) t = 0.2.
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Figure 5.2: A plot of numerical solutions of ST-FBTE using FADM with spatial and temporal
steps hx = hy = hz = 1/50, τ = 1/80 at time t = 0.1 and z = 0.5 with α = 0.8, β =
1.8,Kα = 1.0, tfinal = 0.2 for different Kβ . (a) Kβ = 1.0. (b) Kβ = 2.0.
In Figure 5.3, we illustrate the effect of the fractional order in space for this problem, with
spatial and temporal steps hx = hy = hz = 1/50, τ = 1/80 at time t = 0.1 and z = 0.5 with
Kα = 1.0,Kβ = 1.0, tfinal = 0.2 for β fixed at 1.8 and α varying. One observes that as the
fractional-in-time index is reduced the diffusion becomes more pronounced.
In Figure 5.4, we illustrate the effect of the fractional order in time for this problem, with
spatial and temporal steps hx = hy = hz = 1/50, τ = 1/80 at time t = 0.1 and z = 0.5
with Kα = 1.0,Kβ = 1.0, tfinal = 0.2 for α fixed at 0.8 and β varying. Again we see the
pronounced diffusion as β is decreased.
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Figure 5.3: A plot of numerical solutions of ST-FBTE using FADM with spatial and temporal
steps hx = hy = hz = 1/50, τ = 1/80 at time t = 0.1 and z = 0.5 with Kα = 1.0,Kβ =
1.0, tfinal = 0.2 for β fixed at 1.8. (a) α = 1.0. (b) α = 0.95. (c) α = 0.9. (d) α = 0.8.
5.7 Conclusions
In this chapter, a fractional alternating direction method (FADM) for solving the space and
time fractional Bloch-Torrey equation (ST-FBTE) in 3-D has been derived. We prove that
the FADM is unconditionally stable and convergent. We have used our numerical method to
simulate a problem of practical importance involving a nonlinear source term. In all cases we
conclude that the FADM is more computationally efficient than the standard implicit techniques
solved using either direct or indirect methods, because the computational expense associated
with the solution of the large dense matrix that is generated as a result of the three-dimensional
discretisation is avoided.
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Figure 5.4: A plot of numerical solutions of ST-FBTE using FADM with spatial and temporal
steps hx = hy = hz = 1/50, τ = 1/80 at time t = 0.1 and z = 0.5 with Kα = 1.0,Kβ =
1.0, tfinal = 0.2 for α fixed at 0.8. (a) β = 2.0. (b) β = 1.95. (c) β = 1.9. (d) β = 1.8.
5.8 Appendix
(i) Two-dimensional implicit numerical scheme (M1) [141]:
un+1i,j + µ1(
i+1∑
p=0
ωpu
n+1
i−p+1,j +
N1−i+1∑
p=0
ωpu
n+1
i+p−1,j) + µ2(
j+1∑
q=0
ωqu
n+1
i,j−q+1 +
N2−j+1∑
q=0
ωqu
n+1
i,j+q−1)
=
n−1∑
l=0
(bl − bl+1)un−li,j + bnu0i,j + µ0fn+1i,j ,
i = 1, 2, · · · , N1 − 1, j = 1, 2, · · · , N2 − 1,
with
u0i,j = gi,j = g(xi, yj),
un+10,j = u
n+1
N1,j
= un+1i,0 = u
n+1
i,N2
= 0,
(i = 0, 1, · · · , N1, j = 0, 1, · · · , N2),
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where µ0 = τ
αΓ(2−α)
Kα
, µ1 =
cβKβτ
αΓ(2−α)
Kαh
β
x
, µ2 =
cβKβτ
αΓ(2−α)
Kαh
β
y
, and noting that coefficients
µ0 > 0, µ1, µ2 < 0 for 0 < α ≤ 1 and 1 < β ≤ 2.
(ii) Two-dimensional fractional alternating direction method (2D-FADM):
(1 + µ1δ
β
x )u
n+1/2
i,j =
n−1∑
l=0
(bl − bl+1)un−li,j + bnu0i,j + µ0fn+1i,j ,
(1 + µ2δ
β
y )u
n+1
i,j = u
n+1/2
i,j,k .
where
δβxu
n+1
i,j =
i+1∑
p=0
ωpu
n+1
i−p+1,j +
N1−i+1∑
p=0
ωpu
n+1
i+p−1,j,
δβy u
n+1
i,j =
j+1∑
q=0
ωqu
n+1
i,j−q+1 +
N2−j+1∑
q=0
ωqu
n+1
i,j+q−1.
The additional boundary values un+1/20,j , u
n+1/2
N1,j
, which can be obtained as
u
n+1/2
i,j = (1 + µ2δ
β
y )u
n+1
i,j , i = 0, N1,
where j = 1, · · · , N2 − 1, n = 0, 1, · · · , N − 1.
(iii) Two-dimensional implicit numerical method (M2) [125]:
un+1i,j + µ1
i∑
p=−N1+i
ωpu
n+1
i−p,j + µ2
j∑
q=−N2+j
ωqu
n+1
i,j−q =
n−1∑
l=0
(bl − bl+1)un−li,j + bnu0i,j + µ0fn+1i,j ,
i = 1, 2, · · · , N1 − 1, j = 1, 2, · · · , N2 − 1,
with
u0i,j = gi,j = g(xi, yj),
un+10,j = u
n+1
N1,j
= un+1i,0 = u
n+1
i,N2
,
(i = 0, 1, · · · , N1, j = 0, 1, · · · , N2),
where µ0 = τ
αΓ(2−α)
Kα
, µ1 =
Kβτ
αΓ(2−α)
Kαh
β
x
, µ2 =
Kβτ
αΓ(2−α)
Kαh
β
y
, and noting that coefficients µ0,
µ1, µ2 > 0 for 0 < α ≤ 1 and 1 < β ≤ 2.
CHAPTER 6
Numerical investigation of three types of space and time
fractional Bloch-Torrey equations in 2D
6.1 Introduction
The concept of fractional calculus was first proposed by Leibniz in 1695. Since then, many
famous mathematicians, such as Euler, Laplace, Fourier, Abel, Liouville, Riemann, Gru¨nwald,
Letnikov, Le´vy and Riesz, have worked in this field of mathematics and provided important
contributions. The main characteristic of fractional order differential equations is that they
contain non-integer order derivatives [63, 111]. Fractional models can be used to describe
the memory and transmissibility of many kinds of materials, and they play an increasingly
important role in science and engineering [30, 48, 51, 90, 93, 112, 139, 147]. Metzler and
Klafter [93] demonstrated that fractional equations have come of age as a complementary tool
in the description of anomalous transport processes. Zaslavsky [147] reviewed a new concept of
fractional kinetics for systems with Hamiltonian chaos. New characteristics of the kinetics are
extended to fractional kinetics and the most important are anomalous transport, superdiffusion
and weak mixing, amongst others. Gorenflo et al. [48] derived the fundamental solution for the
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time fractional diffusion equation, and interpreted it as a probability density of a self-similar
non-Markovian stochastic process related to the phenomenon of slow anomalous diffusion.
Meerschaert and Tadjeran [90] developed practical numerical methods for solving the one-
dimensional space fractional advection-dispersion equation with variable coefficients on a finite
domain. The application of their results was illustrated by modelling a radial flow problem. Yu
et al. [139] proposed an Adomian decomposition method to construct numerical solutions of
the linear and non-linear space-time fractional reaction-diffusion equations in the form of a
rapidly convergent series with easily computable components. Podlubny et al. [112] presented
a matrix approach for the solution of time fractional and space fractional partial differential
equations. The method is based on the idea of a net of discretisation nodes, where solutions at
every desired point in time and space are found simultaneously by the solution of an appropriate
linear system.
In physics and chemistry, specifically in nuclear magnetic resonance (NMR) and magnetic
resonance imaging (MRI), the Bloch equations represent a set of macroscopic equations that
are used for modeling the nuclear magnetization as a function of time [1]. The Bloch-Torrey
equations were proposed by Torrey [129] as a generalization of the Bloch equations to describe
situations when the diffusion of the spin magnetic moment is not negligible. Bhalekar et al.
[15] considered transient chaos in a non-linear version of the Bloch equation that involved a
radiation damping model. The fractional Bloch equation provides an opportunity to describe
numerous experimental situations including heterogeneous, porous or composite materials [83,
84]. Petra´s˜ [109] proposed numerical and simulation models of the classical and fractional
order Bloch equations. Magin et al. [85] considered the fractional Bloch equation to describe
anomalous NMR relaxation phenomena (T1 and T2) in Cartilage Matrix Components. Bhalekar
et al. [14] considered the fractional Bloch equation with time delays, and analysed different
stability behaviors for the T1 and the T2 relaxation processes.
Kenkre et al. [60] proposed a simple technique for solving the Bloch-Torrey equations in
the NMR study of molecular diffusion under gradient fields. Barzykin [6] derived an exact
analytical solution of the Bloch-Torrey equation for restricted diffusion in a steady field
gradient and, as a result, for any step-wise pulse sequence. Jochimsena et al. [56] proposed an
algorithm for simulating MRI with Bloch-Torrey equations, and showed that the algorithm is
efficient and decreases simulation time while retaining accuracy.
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Recently, fractional order calculus has been used to examine the connection between fractional
order dynamics and diffusion by solving the Bloch-Torrey equation [82, 140, 141, 154]. It
was pointed out that a fractional diffusion model could be successfully applied to analysing
diffusion images of human brain tissues and provides new insights into further investigations
of other tissue structures and the micro-environment.
Magin et al. [82] proposed a new diffusion model for solving the Bloch-Torrey equation using
fractional order calculus with respect to time and space (ST-FBTE):
τα−1 C0 D
α
t Mxy(r, t) = λMxy(r, t) +Dµ
2(β−1)RβMxy(r, t), (6.1)
where λ = −iγ(r · G(t)), r = (x, y, z), G(t) is the magnetic field gradient, γ and D are
the gyromagnetic ratio and the diffusion coefficient, respectively. C0 Dαt is the Caputo time
fractional derivative of order α (0 < α ≤ 1) with respect to t, and with the starting point at
t = 0 is defined as [63]:
C
0 D
α
t M(x, y, z, t) =
1
Γ(1− α)
∫ t
0
M ′(x, y, z, τ)
(t− τ)α dτ. (6.2)
Mxy(r, t) = Mx(r, t) + iMy(r, t), where i =
√−1, comprises the transverse components
of the magnetization; and τα−1 and µ2(β−1) are the fractional order time and space constants
needed to preserve units, (0 < α ≤ 1, and 1 < β ≤ 2). Magin et al. [82] considered Rβ =
(Rβx+R
β
y +R
β
z ) as a sequential Riesz fractional order operator in space [63], and some authors
[18, 19, 53, 138] proposed to study the fractional Laplacian operator formulation replacing
the Riesz fractional derivative. In this chapter, we consider three types of space and time
fractional Bloch-Torrey equations in two dimensions (ST-FBTE2D) on a finite domain, namely,
Model-1: ST-FBTE2D with the Riesz fractional derivative; Model-2: ST-FBTE2D with the
one-dimensional fractional Laplacian operator, and Model-3: the space fractional Bloch-Torrey
equation with a two-dimensional fractional Laplacian operator.
Compared with the considerable work carried out on theoretical analysis, little work has been
done on the numerical solution of equation (6.1). Magin et al. [82] derived analytical solutions
with fractional order dynamics in space (i.e., α = 1 and 1 < β ≤ 2) and time (i.e., 0 < α < 1
and β = 2). Zhou et al. [154] applied the results from [82] to analyse diffusion images
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of healthy human brain tissues in vivo successfully at high b values up to 4700 sec/mm2.
Yu et al. [141] derived an analytical solution and an effective implicit numerical method for
solving equation (6.1), and also considered the stability and convergence properties of the
implicit numerical method. However, due to computational overheads necessary to perform
the simulations for ST-FBTE in three dimensions, Yu et al. [141] presented a preliminary
study based on a two-dimensional example to confirm their theoretical analysis. Yu et al. [140]
proposed a fractional alternating direction implicit scheme to overcome this problem, they also
proved the stability and convergence of the proposed method with order of convergence one in
space.
For the Riesz fractional formulation, the Gru¨nwald-Letnikov derivative approximation scheme
of order one can be used [123, 137, 140, 141, 158]. However, in order to better approximate
the Riesz fractional derivative, Ortigueira [104] defined a ’fractional centered derivative’ and
proved that the Riesz fractional derivative of an analytic function can be represented by the
fractional centered derivative. Celik and Duman [20] used the fractional centered derivative
to approximate the Riesz fractional derivative and applied the Crank-Nicolson method to
a fractional diffusion equation in the Riesz formulation, and showed that the method is
unconditionally stable and convergent with accuracy two.
In this chapter, we use the fractional centered derivative to approximate the Riesz fractional
derivative in Model-1 which can obtain second order accuracy in space, and propose an implicit
numerical method. In addition, the matrix transfer technique for solving Models 2 and 3 is
investigated.
The remainder of this chapter is arranged as follows. Some mathematical preliminaries are
introduced in Section 6.2. In Section 6.3, we propose an implicit numerical method for Model-
1. The Matrix transform technique for Models 2 and 3 is demonstrated in Sections 6.4 and 6.5,
respectively. Finally, some numerical results are given to assess the behaviours of these models
on varying domain sizes with zero Dirichlet boundary conditions.
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6.2 Preliminary knowledge
In this section, we outline some preliminary knowledge used throughout the remaining sections
of this chapter. It is assumed throughout this section that M(x, y, t) ∈ C3,3,2x,y,t (Ω) for 0 < α ≤ 1
and 1 < β ≤ 2, where t ∈ [0, T ] and Ω : −∞ ≤ x, y ≤ +∞.
Definition 6.1. Let M be as defined above on an infinite interval Ω : −∞ ≤ x, y ≤ +∞. The
Riesz fractional operator Rβ is defined as [46]
RβxM(x, y, t) =
∂βM(x, y, t)
∂|x|β = −cβ(−∞D
β
x +x D
β
+∞)M(x, y, t), (6.3)
where cβ = 12 cos(piβ
2
)
, β 6= 1,
−∞D
β
xM(x, y, t) =
1
Γ(2− β)
∂2
∂x2
∫ x
−∞
M(ξ, y, t)dξ
(x− ξ)β−1 ,
xD
β
+∞M(x, y, t) =
(−1)2
Γ(2− β)
∂2
∂x2
∫ +∞
x
M(ξ, y, t)dξ
(ξ − x)β−1 .
Similarly, we can define the Riesz fractional derivatives RβyM(x, y, t) = ∂
βM(x,y,t)
∂|y|β
of order
β (1 < β ≤ 2) with respect to y.
Lemma 6.1. Suppose that M(x) ∈ C3(−∞,∞), the following equality holds
∂β
∂|x|βM(x) = −
1
2 cos πβ2
[−∞D
β
x + xD
β
+∞]M(x), (6.4)
where 1 < β ≤ 2.
Proof. See [137, 158].
Lemma 6.2. Suppose that M(x) ∈ C3[0, L], the following equality
∂β
∂|x|βM(x) = −
1
2 cos πβ2
[0D
β
x + xD
β
L]M
∗(x), (6.5)
also holds when setting
M∗(x) =
 M(x), x ∈ (0, L),0, x /∈ (0, L),
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i.e., M∗(x) = 0 on the boundary points and beyond the boundary points.
Proof. See [137, 158].
The use of Lemmas 6.1 and 6.2 above allows us to define the Riesz fractional operator on a
bounded set Ω with zero Dirichlet boundary conditions.
Definition 6.2. [53] Suppose the one-dimensional Laplacian (−∆) has a complete set of
orthonormal eigenfunctions ϕn corresponding to eigenvalues λ2n on a bounded region Ω =
[0, L], i.e., (−∆)ϕn = λ2nϕn on a bounded region Ω; B(ϕ) = 0 on ∂Ω, where B(ϕ) represents
homogeneous Dirichlet boundary condition. Let
F =
{
f =
∞∑
n=1
cnϕn, cn = 〈f, ϕn〉,
∞∑
n=1
|cn|2|λn|2β <∞, 1 < β ≤ 2
}
,
then for any f ∈ F , (−∆)β2 is defined by
(−∆)β2 f =
∞∑
n=1
cn(λ
2
n)
β
2ϕn, (6.6)
where λ2n = n
2π2
L2
for n = 1, 2, · · · , and the corresponding eigenfunctions are nonzero constant
multiples of ϕn = sin nπxL .
Definition 6.3. [138] Suppose the two-dimensional Laplacian (−∆) has a complete set of
orthonormal eigenfunctions ϕn,m corresponding to eigenvalues λ2n,m in a rectangular region
Ω = [0, L1]× [0, L2], i.e., (−∆)ϕn,m = λ2n,mϕn,m on Ω; B(ϕ) = 0 on ∂Ω, where B(ϕ) is the
standard homogeneous Dirichlet boundary condition. Let
F =
{
f =
∞∑
n=1
∞∑
m=1
cn,mϕn,m, cn,m = 〈f, ϕn,m〉,
∞∑
n=1
∞∑
m=1
|cn,m|2|λn,m|2β <∞, 1 < β ≤ 2
}
,
then for any f ∈ F , the two-dimensional fractional Laplacian (−∆)β/2 is defined by
(−∆)β/2f =
∞∑
n=1
∞∑
m=1
cn,m(λ
2
n,m)
β
2ϕn,m, (6.7)
where λ2n,m = n
2π2
L21
+ m
2π2
L22
, and ϕn,m = sin nπxL1 sin
mπy
L2
are the eigenvalues and
corresponding eigenfunctions of the two-dimensional Laplacian (−∆) for n,m = 1, 2, . . ..
We present our solution techniques for solving the following three types of ST-FBTE2D on a
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finite domain.
Model-1: the ST-FBTE2D with Riesz formulation on a finite domain is rewritten in the form,
with now r = (x, y), as
Kα
C
0 D
α
t Mxy(r, t) = λMxy(r, t) +KβR
β
1Mxy(r, t), (6.8)
where Rβ1 = ( ∂
β
∂|x|β
+ ∂
β
∂|y|β
). We equate real and imaginary components to express equation
(6.8) as a coupled system of partial differential equations for the components Mx and My with
λG = γ(r ·G(t)), namely
Kα
C
0 D
α
t Mx(r, t) = λGMy(r, t) +Kβ(
∂β
∂|x|β +
∂β
∂|y|β )Mx(r, t), (6.9)
Kα
C
0 D
α
t My(r, t) = −λGMx(r, t) +Kβ(
∂β
∂|x|β +
∂β
∂|y|β )My(r, t). (6.10)
For convenience, ST-FBTEs (6.9) and (6.10) are decoupled (see [75]), which is equivalent to
solving a fractional in space and time partial differential equation of the form
Kα
C
0 D
α
t M(r, t) = Kβ(
∂β
∂|x|β +
∂β
∂|y|β )M(r, t) + f(r, t), (6.11)
where M can be either Mx or My , and f(r, t) = λGMy(r, t) if M = Mx, and f(r, t) =
−λGMx(r, t) if M = My .
Model-2: the ST-FBTE2D with the one-dimensional fractional Laplacian operator on a finite
domain could be written as
Kα
C
0 D
α
t Mxy(r, t) = λMxy(r, t) +KβR
β
2Mxy(r, t), (6.12)
with Rβ2 = −
[
(−∆x)
β
2 + (−∆y)
β
2
]
, where ∆x = ∂
2
∂x2 and ∆y =
∂2
∂y2 .
Similarly, equation (6.12) could be written as:
Kα
C
0 D
α
t M(r, t) = −Kβ
[
(−∆x)
β
2 + (−∆y)
β
2
]
M(r, t) + f(r, t). (6.13)
6.3 An implicit numerical method for Model-1 124
Model-3: the space fractional Bloch-Torrey equation in two dimensions with the two-
dimensional fractional Laplacian operator on a finite domain, could be written as
∂M(r, t)
∂t
= −Kβ(−∆)
β
2M(r, t) + f(r, t), (6.14)
where ∆ = ∂2
∂x2
+ ∂
2
∂y2
.
6.3 An implicit numerical method for Model-1
We propose an implicit numerical method for solving Model-1 with initial and zero Dirichlet
boundary conditions on a finite domain given by
Kα
C
0 D
α
t M(r, t) = Kβ(
∂β
∂|x|β +
∂β
∂|y|β )M(r, t) + f(r, t), (6.15)
M(r, 0) = M0(r), (6.16)
M(r, t)|Ω¯ = 0, (6.17)
where 0 < α ≤ 1, 1 < β ≤ 2, 0 < t ≤ T , r = (x, y) ∈ Ω, Ω is the finite rectangular region
[0, L1]× [0, L2], M0(r) = M0(x, y) is continuous on Ω, Ω¯ is R2 −Ω.
Suppose that the continuous problem (6.15)-(6.17) has a smooth solution M(x, y, t) ∈
C3,3,2x,y,t (Ω). Let hx = L1/N1, hy = L2/N2, and τ = T/N be the spatial and time steps,
respectively. At a point (xi, yj) at the moment of time tn for i, j ∈ N and n ∈ N, we denote
the exact and numerical solutions of M(r, t) as u(xi, yj , tn) and uni,j , respectively.
Firstly, we discretize the Caputo time fractional derivative of u(xi, yj , tn+1) by adopting the
scheme in [123] as
C
0 D
α
t u(xi, yj , t)|t=tn+1 =
τ−α
Γ(2− α)
n∑
l=0
bl[u(xi, yj , tn+1−l)− u(xi, yj , tn−l)] +O(τ2−α),
(6.18)
where bl = (l + 1)1−α − l1−α, l = 0, 1, · · · , N .
Secondly, we discretize the Riesz fractional derivative using the fractional centered difference
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scheme given in [20]
∂β
∂|x|β u(x, yj , tn+1)|x=xi = −
1
hβx
i∑
p=−N1+i
ωpu(xi−p, yj, tn+1) +O(h
2
x), (6.19)
where the coefficients ωp are defined by
ωp =
(−1)pΓ(β + 1)
Γ(β2 − p+ 1)Γ(β2 + p+ 1)
, p = 0,∓1,∓2, · · · . (6.20)
Similarly,
∂β
∂|y|β u(xi, y, tn+1)|y=yj = −
1
hβy
j∑
q=−N2+j
ωqu(xi, yj−q, tn+1) +O(h
2
y). (6.21)
Thus, we can derive the implicit numerical scheme:
Kατ
−α
Γ(2− α)
n∑
l=0
bl(u
n+1−l
i,j − un−li,j ) = −Kβ
 1
hβx
i∑
p=−N1+i
ωpu
n+1
i−p,j +
1
hβy
j∑
q=−N2+j
ωqu
n+1
i,j−q

+fni,j. (6.22)
We then can obtain the following implicit difference approximation:
un+1i,j + µ1
i∑
p=−N1+i
ωpu
n+1
i−p,j + µ2
j∑
q=−N2+j
ωqu
n+1
i,j−q
=
n−1∑
l=0
(bl − bl+1)un−li,j + bnu0i,j + µ0fni,j, (6.23)
i = 1, 2, · · · , N1 − 1, j = 1, 2, · · · , N2 − 1,
with
u0i,j = M0(xi, yj), u
n+1
0,j = u
n+1
N1,j
= un+1i,0 = u
n+1
i,N2
= 0,
(i = 0, 1, · · · , N1, j = 0, 1, · · · , N2),
where µ0 = τ
αΓ(2−α)
Kα
, µ1 =
Kβτ
αΓ(2−α)
Kαh
β
x
, µ2 =
Kβτ
αΓ(2−α)
Kαh
β
y
, and noting that coefficients µ0,
µ1, µ2 > 0 for 0 < α ≤ 1 and 1 < β ≤ 2.
Lemma 6.3. [78] The coefficients bl, l = 0, 1, 2, · · · satisfy:
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1. b0 = 1, bl > 0 for l = 1, 2, · · · ;
2. bl > bl+1 for l = 0, 1, 2, · · · .
Lemma 6.4. [20, 104] The coefficients ωp (p ∈ N) satisfy:
1. ω0 ≥ 0, ω−k = ωk ≤ 0 for all |k| ≥ 1;
2.
∞∑
p=−∞
ωp = 0;
3. For any positive integer n,m with n < m, we have
n∑
p=−m+n
ωp > 0.
6.3.1 Stability of the implicit numerical method
Let u˜ni,j be the approximate solution of the implicit numerical method (6.23). Setting εni,j =
uni,j − u˜ni,j , and En = [εn1,1, εn2,1, · · · , εnN1−1,N2−1]T .
Assuming ‖En‖∞ = max
1≤i≤N1−1,1≤j≤N2−1
|εni,j|, and using mathematical induction, we have
the following theorem.
Theorem 6.1. The implicit difference approximation defined by (6.23) is unconditionally
stable, and
‖En+1‖∞ ≤ ‖E0‖∞, n = 0, 1, 2, · · · , N.
Proof. According to (6.23), the error εni,j satisfies
εn+1i,j + µ1
i∑
p=−N1+i
ωpε
n+1
i−p,j + µ2
j∑
q=−N2+j
ωqε
n+1
i,j−q =
n−1∑
l=0
(bl − bl+1)εn−mi,j + bnε0i,j, (6.24)
for i = 1, 2, · · · , N1 − 1, j = 1, 2, · · · , N2 − 1.
When n = 0, assume that ‖E1‖∞ = max
1≤i≤N1−1,1≤j≤N2−1
|ε1i,j | = |ε1i∗,j∗|. With the well known
inequality |Z1| − |Z2| ≤ |Z1 − Z2|, using Lemmas 6.3 and 6.4, and noting that µ1, µ2 > 0 we
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have
‖E1‖∞ = |ε1i∗,j∗ |
≤ |ε1i∗,j∗ |+ µ1
i∗∑
p=−N1+i∗
ωp|ε1i∗,j∗|+ µ2
j∗∑
q=−N2+j∗
ωq|ε1i∗,j∗|
= [1 + ω0(µ1 + µ2)]|ε1i∗ ,j∗|+ µ1
i∗∑
p=−N1+i∗,p 6=0
ωp|ε1i∗,j∗|+ µ2
j∗∑
q=−N2+j∗,q 6=0
ωq|ε1i∗,j∗|
≤ [1 + ω0(µ1 + µ2)]|ε1i∗ ,j∗|+ µ1
i∗∑
p=−N1+i∗,p 6=0
ωp|ε1i∗−p,j∗|+ µ2
j∗∑
q=−N2+j∗,q 6=0
ωq|ε1i∗,j∗−q|
≤
∣∣∣∣∣∣[1 + ω0(µ1 + µ2)]ε1i∗,j∗ + µ1
i∗∑
p=−N1+i∗,p 6=0
ωpε
1
i∗−p,j∗ + µ2
j∗∑
q=−N2+j∗,q 6=0
ωqε
1
i∗,j∗−q
∣∣∣∣∣∣
=
∣∣∣∣∣∣ε1i∗,j∗ + µ1
i∗∑
p=−N1+i∗
ωpε
1
i∗−p,j∗ + µ2
j∗∑
q=−N2+j∗
ωqε
1
i∗,j∗−q
∣∣∣∣∣∣
= |b0ε0i∗,j∗|
≤ ‖E0‖∞.
Now, suppose that ‖Em‖∞ ≤ ‖E0‖∞,m = 1, 2, · · · , n. By assuming that ‖En+1‖∞ =
max
1≤i≤N1−1,1≤j≤N2−1
|εn+1i,j | = |εn+1i∗,j∗|, using Lemmas 6.3 and 6.4 we have
‖En+1‖∞ = |εn+1i∗,j∗|
≤ |εn+1i∗,j∗ |+ µ1
i∗∑
p=−N1+i∗
ωp|εn+1i∗,j∗|+ µ2
j∗∑
q=−N2+j∗
ωq|εn+1i∗,j∗|
= [1 + ω0(µ1 + µ2)]|εn+1i∗ ,j∗|+ µ1
i∗∑
p=−N1+i∗,p 6=0
ωp|εn+1i∗,j∗|+ µ2
j∗∑
q=−N2+j∗,q 6=0
ωq|εn+1i∗,j∗|
≤ [1 + ω0(µ1 + µ2)]|εn+1i∗ ,j∗|+ µ1
i∗∑
p=−N1+i∗,p 6=0
ωp|εn+1i∗−p,j∗|+ µ2
j∗∑
q=−N2+j∗,q 6=0
ωq|εn+1i∗,j∗−q|
≤
∣∣∣∣∣∣[1 + ω0(µ1 + µ2)]εn+1i∗,j∗ + µ1
i∗∑
p=−N1+i∗,p 6=0
ωpε
n+1
i∗−p,j∗
+ µ2
j∗∑
q=−N2+j∗,q 6=0
ωqε
n+1
i∗,j∗−q
∣∣∣∣∣∣
=
∣∣∣∣∣∣εn+1i∗,j∗ + µ1
i∗∑
p=−N1+i∗
ωpε
n+1
i∗−p,j∗
+ µ2
j∗∑
q=−N2+j∗
ωqε
n+1
i∗,j∗−q
∣∣∣∣∣∣
=
∣∣∣∣∣
n−1∑
l=0
(bl − bl+1)εn−li∗,j∗ + bnε0i∗,j∗
∣∣∣∣∣
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≤
n−1∑
l=0
(bl − bl+1)‖En−l‖∞ + bn‖E0‖∞
≤
(
n−1∑
l=0
(bl − bl+1) + bn
)
‖E0‖∞
= ‖E0‖∞.
Hence the implicit numerical method defined by (6.23) is unconditionally stable.
6.3.2 Convergence of the implicit numerical method
Setting eni,j = u(xi, yj, tn) − uni,j , and denoting Rn = [en1,1, en2,1, · · · , enN1−1,N2−1]T , then
R0 = 0. Here Rn and 0 are ((N1 − 1)× (N2 − 1)) vectors, respectively.
From (6.15)-(6.23), the error eni,j satisfies to the highest order expansion terms in τ , hx and hy
en+1i,j + µ1
i∑
p=−N1+i
ωpe
n+1
i−p,j + µ2
j∑
q=−N2+j
ωqe
n+1
i,j−q
=
n−1∑
l=0
(bl − bl+1)en−li,j + C1τα(τ2−α + τ + h2x + h2y), (6.25)
for i = 1, 2, · · · , N1 − 1, j = 1, 2, · · · , N2 − 1.
Assuming ‖Rn+1‖∞ = max
1≤i≤N1−1,1≤j≤N2−1
|en+1i,j |, and using mathematical induction, we
have the following theorem.
Theorem 6.2. The implicit difference approximation defined by (6.23) is convergent, and there
is a positive constant C∗, such that
‖Rn+1‖∞ ≤ C∗(τ2−α + τ + h2x + h2y), n = 0, 1, 2, · · · , N. (6.26)
Proof. When n = 0, assume that ‖R1‖∞ = max
1≤i≤N1−1,1≤j≤N2−1
|e1i,j | = |e1i∗,j∗|. Similarly,
using inequality |Z1| − |Z2| ≤ |Z1−Z2|, Lemmas 6.3 and 6.4, and noting that µ1, µ2 > 0, we
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have
‖R1‖∞ = |e1i∗,j∗|
≤ |e1i∗,j∗|+ µ1
i∗∑
p=−N1+i∗
ωp|e1i∗,j∗|+ µ2
j∗∑
q=−N2+j∗
ωq|e1i∗,j∗|
= [1 + ω0(µ1 + µ2)]|e1i∗ ,j∗|+ µ1
i∗∑
p=−N1+i∗,p 6=0
ωp|e1i∗,j∗|+ µ2
j∗∑
q=−N2+j∗,q 6=0
ωq|e1i∗,j∗ |
≤ [1 + ω0(µ1 + µ2)]|e1i∗ ,j∗|+ µ1
i∗∑
p=−N1+i∗,p 6=0
ωp|e1i∗−p,j∗|+ µ2
j∗∑
q=−N2+j∗,q 6=0
ωq|e1i∗,j∗−q|
≤
∣∣∣∣∣∣e1i∗,j∗ + µ1
i∗∑
p=−N1+i∗
ωpe
1
i∗−p,j∗ + µ2
j∗∑
q=−N2+j∗
ωqe
1
i∗,j∗−q
∣∣∣∣∣∣ .
Similar to the proof of the stability in Theorem 6.1, this leads to
‖R1‖∞ ≤ C1τα(τ2−α + τ + h2x + h2y) = C1b−10 τα(τ2−α + τ + h2x + h2y).
Now, suppose that ‖Rm‖∞ ≤ C1b−1m−1τα(τ2−α+τ+h2x+h2y), m = 1, 2, · · · , n. By assuming
that ‖Rn+1‖∞ = max
1≤i≤N1−1,1≤j≤N2−1
|en+1i,j | = |en+1i∗,j∗|, using Lemma 6.3, and Lemma 6.4 and
(6.25) again, we have
‖Rn+1‖∞ = |en+1i∗,j∗|
≤ |en+1i∗,j∗|+ µ1
i∗∑
p=−N1+i∗
ωp|en+1i∗,j∗|+ µ2
j∗∑
q=−N2+j∗
ωq|en+1i∗,j∗|
= [1 + ω0(µ1 + µ2)]|en+1i∗ ,j∗|+ µ1
i∗∑
p=−N1+i∗,p 6=0
ωp|en+1i∗,j∗|+ µ2
j∗∑
q=−N2+j∗,q 6=0
ωq|en+1i∗,j∗ |
≤ [1 + ω0(µ1 + µ2)]|en+1i∗ ,j∗|+ µ1
i∗∑
p=−N1+i∗,p 6=0
ωp|en+1i∗−p,j∗|+ µ2
j∗∑
q=−N2+j∗,q 6=0
ωq|en+1i∗,j∗−q|
≤
∣∣∣∣∣∣en+1i∗,j∗ + µ1
i∗∑
p=−N1+i∗
ωpe
n+1
i∗−p,j∗
+ µ2
j∗∑
q=−N2+j∗
ωqe
n+1
i∗,j∗−q
∣∣∣∣∣∣
=
∣∣∣∣∣
n−1∑
l=0
(bl − bl+1)en−li∗,j∗ + C1τα(τ2−α + τ + h2x + h2y)
∣∣∣∣∣
≤
n−1∑
l=0
(bl − bl+1)|en−li∗,j∗ |+ C1τα(τ2−α + τ + h2x + h2y)
6.4 The matrix transfer method for Model-2 130
≤
(
n−1∑
l=0
(bl − bl+1)b−1n−l−1 + 1
)
C1τ
α(τ2−α + τ + h2x + h
2
y)
≤
(
n−1∑
l=0
(bl − bl+1)b−1n + 1
)
C1τ
α(τ2−α + τ + h2x + h
2
y)
=
(
(b0 − bn)b−1n + 1
)
C1τ
α(τ2−α + τ + h2x + h
2
y)
= C1b
−1
n τ
α(τ2−α + τ + h2x + h
2
y).
We note that
lim
n→∞
b−1n
nα
= lim
n→∞
n−α
(n+ 1)1−α − n1−α =
1
1− α,
and there exists a positive constant C2, such that
‖Rn+1‖∞ ≤ C1C2nατα(τ2−α + τ + h2x + h2y).
Finally, note that nτ ≤ T is finite, so there exists a positive constant C∗, such that ‖Rn+1‖∞ ≤
C∗(τ2−α + τ + h2x + h
2
y) for n = 0, 1, 2, · · · .
Hence the implicit numerical method defined by (6.23) is convergent.
6.4 The matrix transfer method for Model-2
In this section, we utilize the matrix transfer technique proposed by Ilic´ et al. [53] to discretize
the one-dimensional fractional Laplacian operator for solving Model-2, with initial and zero
Dirichlet boundary conditions on a finite domain given by
Kα
C
0 D
α
t M(r, t) = −Kβ
[
(−∆x)
β
2 + (−∆y)
β
2
]
M(r, t) + f(r, t), (6.27)
M(r, 0) = M0(r), (6.28)
M(r, t)|Ω¯ = 0, (6.29)
where 0 < α ≤ 1, 1 < β ≤ 2, 0 < t ≤ T , r = (x, y) ∈ Ω, Ω is the finite rectangular region
[0, L1]× [0, L2], M0(r) = M0(x, y) is continuous on Ω, and Ω¯ is R2 −Ω.
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Noting that the symbols (−∆x)
β
2 and (−∆y)
β
2 have their usual meanings as a function of one-
dimensional Laplacian (−∆), which are defined in terms of their’s spectral decomposition. For
boundary value problems on finite domains, discrete eigenfunction expansions are used, where
Definition 6.2 is adopted.
The standard finite difference stencil with equal grid spacing in both x and y directions, that is,
h = L1/N1 = L2/N2, will result in the tridiagonal approximate matrix representation of the
Laplacian operator (−∆x) and (−∆y), respectively, namely
A = m(−∆x) = 1
h2
diag(A∗, A∗, · · · , A∗), (6.30)
B = m(−∆y) = 1
h2
tridiag(−I, B∗,−I), (6.31)
where m is the “coordinate” isomorphism, A∗ = tridiag(−1, 2,−1) and B∗ = 2I . Here
A,B ∈ R(N1−1)(N2−1)×(N1−1)(N2−1), A∗, B∗ ∈ R(N1−1)×(N1−1), and I ∈ R(N1−1)×(N1−1) is
the identity matrix.
For a real nonsingular, symmetric matrix A, there exists a nonsingular matrix P x (P x ∈
R
(N1−1)(N2−1)×(N1−1)(N2−1)), such that
A = P xΛxP
xT , (6.32)
where Λx = diag(λx1 , λx2 , · · · , λx(N1−1)(N2−1)) and λxk (k = 1, 2, · · · , (N1 − 1)(N2 − 1)) are
the eigenvalues of A. Hence we obtain the matrix representation
m(−∆x)
β
2 = A
β
2 = (P xΛxP
xT )
β
2 = P xΛβ/2x P
xT := A∗∗ = (aij). (6.33)
Similarly, we have
m(−∆y)
β
2 = B
β
2 = (P yΛyP
yT )
β
2 = P yΛβ/2y P
yT := B∗∗ = (b∗∗ij ), (6.34)
where Λy = diag(λy1 , λ
y
2, · · · , λy(N1−1)(N2−1)) and λ
y
k(k = 1, 2, · · · , (N1 − 1)(N2 − 1)) are
the eigenvalues of B.
We denote the exact and numerical solutions of M(r, t) as u(xi, yj , tn) and uni,j , respectively,
and the Caputo time fractional derivative C0 Dαt is discretized as in equation (6.18), thus together
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with equations (6.33) and (6.34), we can obtain the following numerical approximation of
Model-2 (6.27)-(6.29) as:
un+1i,j + µ
N2−1∑
p=1
N1−1∑
q=1
(
a(i−1)(N1−1)+j,(p−1)(N1−1)+q + b
∗∗
(i−1)(N1−1)+j,(p−1)(N1−1)+q
)
un+1pq
=
n−1∑
l=0
(bl − bl+1)un−li,j + bnu0i,j + µ0fni,j, (6.35)
where µ0 = τ
αΓ(2−α)
Kα
, µ =
Kβτ
αΓ(2−α)
Kα
, i = 1, 2, · · · , N2 − 1, j = 1, 2, · · · , N1 − 1 and
n = 0, 1, 2, · · · , N − 1.
6.5 The matrix transfer method for Model-3
In this section, we utilize the matrix transfer technique proposed by Yang et al. [138] to
discretize the two-dimensional fractional Laplacian operator for solving Model-3, with initial
and zero Dirichlet boundary conditions on a finite domain given by
∂M(r, t)
∂t
= −Kβ(−∆)
β
2M(r, t) + f(r, t), (6.36)
M(r, 0) = M0(r), (6.37)
M(r, t)|Ω¯ = 0, (6.38)
where ∆ = ∂2∂x2 +
∂2
∂y2 , 0 < α ≤ 1, 1 < β ≤ 2, 0 < t ≤ T , r = (x, y) ∈ Ω, Ω is the finite
rectangular region [0, L1]× [0, L2], M0(r) = M0(x, y) is continuous on Ω, and Ω¯ is R2 − Ω.
The symbol (−∆)β2 has the usual meaning as a function of two-dimensional Laplacian (−∆),
which is defined in terms of its spectral decomposition. For boundary value problems on finite
domains, discrete eigenfunction expansions are used, where Definition 6.3 is adopted.
The standard five-point finite difference stencil with equal grid spacing in both x and y
directions, that is, h = L1/N1 = L2/N2, will result in the block tridiagonal approximate
matrix representation of the Laplacian, namely
A♯ = m(−∆) = 1
h2
tridiag(−I, B♯,−I), (6.39)
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where B♯ = tridiag(−1, 4,−1). Here A♯ ∈ R(N1−1)(N2−1)×(N1−1)(N2−1), B♯ ∈
R
(N1−1)×(N1−1)
, and I ∈ R(N1−1)×(N1−1) is the identity matrix.
Similarly, for a real nonsingular, symmetric matrix A♯, there exists a nonsingular matrix P
(P ∈ R(N1−1)(N2−1)×(N1−1)(N2−1)), such that
A♯ = PΛP T , (6.40)
where Λ = diag(λ1, λ2, · · · , λ(N1−1)(N2−1)) and λk (k = 1, 2, · · · , (N1 − 1)(N2 − 1)) are
the eigenvalues of A♯. Hence we obtain the matrix representation
m(−∆)β2 = A♯β2 = (PΛP T )β2 = PΛβ/2P T := A♯♯ = (a♯♯ij). (6.41)
Let τ = T/N be the time step, and denote the numerical solutions of M(r, t) as uni,j . Thus,
discretizing the time derivative using the backward differentiation formula and using equation
(6.41), we can obtain the following numerical approximation of Model-3 (6.36)-(6.38) as:
un+1i,j + τKβ
N2−1∑
p=1
N1−1∑
q=1
a♯♯(i−1)(N1−1)+j,(p−1)(N1−1)+qu
n+1
pq = u
n
i,j + τf
n
i,j, (6.42)
where i = 1, 2, · · · , N2 − 1, j = 1, 2, · · · , N1 − 1 and n = 0, 1, 2, · · · , N − 1.
6.6 Numerical results
In this section, we compare the numerical solutions of the three types of space and time
fractional Bloch-Torrey equations in 2D on a finite domain presented throughout Sections 6.3-
6.5.
In Example 6.1, we confirm the convergence order of the implicit numerical method for Model-
1 and show the solution behaviours of Models-1 and 2.
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Example 6.1. Models-1 and 2 on a finite domain are considered, namely
Model − 1 : Kα C0 Dαt M(r, t) = Kβ(
∂β
∂|x|β +
∂β
∂|y|β )M(r, t) + f(r, t), (6.43)
Model − 2 : Kα C0 Dαt M(r, t) = −Kβ
[
(−∆x)
β
2 + (−∆y)
β
2
]
M(r, t)
+f(r, t), (6.44)
with zero initial and zero Dirichlet boundary conditions
M(r, 0) = 0, (6.45)
M(r, t)|Ω¯ = 0, (6.46)
where
f(r, t) =
Kβt
α+β
2cos(βπ/2)
((
2
Γ(3− β) [x
2−β + (1− x)2−β ]− 12
Γ(4− β) [x
3−β + (1− x)3−β]
+
24
Γ(5− β) [x
4−β + (1− x)4−β ]
)
y2(1− y)2 +
(
2
Γ(3− β) [y
2−β + (1− y)2−β]
− 12
Γ(4− β) [y
3−β + (1− y)3−β ] + 24
Γ(5− β) [y
4−β + (1− y)4−β]
)
x2(1− x)2
)
+
KαΓ(α+ β + 1)
Γ(β + 1)
tβx2(1− x)2y2(1− y)2,
and 0 < α ≤ 1, 1 < β ≤ 2, 0 < t ≤ T , r = (x, y) ∈ Ω, Ω is the finite rectangular region
[0, 1] × [0, 1] and Ω¯ is R2 − Ω.
The exact solution of this problem is M(r, t) = tα+βx2(1 − x)2y2(1 − y)2, which can be
verified by substituting directly into (6.43) or (6.44).
The relative error norm defined by
ǫ =
√√√√√
 N1∑
i=0
N2∑
j=0
(uexactij − unumij )2
/ N1∑
i=0
N2∑
j=0
(uexactij )
2
 (6.47)
will be used to calculate the error between the exact and numerical solutions.
With Kα = Kβ = 1.0, α = 0.8, and β = 1.8, Table 6.1 lists the relative error between the
exact and numerical solutions obtained by the implicit numerical method for equation (6.43),
with spatial and temporal steps τ1/2 = hx = hy = 1/4, 1/8, 1/16, 1/32 at time t = 1.
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Figure 6.1: The comparison of solution profiles between Models-1 and 2 with spatial and
temporal steps h = 1/16, τ = 1/102 at time t = 10/102 with Kα = Kβ = 1.0, tfinal = 1.0
for α = 0.8 and β = 1.8. (a) Implicit numerical method. (b) Matrix transfer technique.
From Table 6.1, it can be seen that the
Error rate =
error(h)2
error(12h)
2
≈ 4.
This is in good agreement with our theoretical analysis, namely the convergence order of the
implicit numerical method for equation (6.43) is (τ2−α + τ + h2x + h2y).
In addition, the comparison of solution profiles obtained by the implicit numerical method
and the matrix transfer technique, respectively, with spatial and temporal steps h = 1/16,
τ = 1/102 at time t = 10/102 with Kα = Kβ = 1.0, tfinal = 1.0 for α = 0.8 and β = 1.8
is given in Figure 6.1. From Figure 6.1, it can be seen that the numerical solutions obtained
by the matrix transfer technique applied to Model-2 are in good agreement with those by the
implicit numerical method for Model-1.
Remark 6.1. A closer comparison of solution profiles between Models-1 and 2 on the unit
square with spatial and temporal steps h = 1/16, τ = 1/102 at time t = 10/102 with
Kα = Kβ = 1.0, tfinal = 1.0 for y = 0.5, α = 0.8 and β = 1.8 is given in Figure 6.2. The
Table 6.1: Comparison of relative error for the implicit numerical method for Model-1 at time
t = 1.0
τ1/2 = hx = hy Relative error ǫ Error rate
1/4 0.19893660 -
1/8 0.04694709 4.24
1/16 0.01113693 4.22
1/32 0.00262580 4.24
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Figure 6.2: The comparison of solution profiles between Models-1 and 2 with spatial and
temporal steps h = 1/16, τ = 1/102 at time t = 10/102 with Kα = Kβ = 1.0, tfinal = 1.0
for y = 0.5, α = 0.8 and β = 1.8, and the solutions are plotted along the centre line.
solutions are plotted along the centre line, and we can see that the solutions obtained from two
models both close to exact solution.
We now exhibit in Example 6.2 a comparison of the numerical solutions between Models-1
and 2 with a nonlinear source term on a finite domain. We also investigate the equivalence of
the two models further, by studying the solution behaviour as the solution domain is extended.
Example 6.2. We now consider problems (6.43) and (6.44) with an initial source term and
zero Dirichlet boundary conditions on a finite domain given by
M(r, 0) = δ(x− 0.5, y − 0.5), (6.48)
M(r, t)|Ω¯ = 0, (6.49)
where the nonlinear source term f(M, r, t) = 0.25M(r, t)[1 −M(r, t)] is Fisher’s growth
equation, and 0 < α ≤ 1, 1 < β ≤ 2, 0 < t ≤ T , r = (x, y) ∈ Ω, Ω is the finite rectangular
region [0, 1] × [0, 1] and Ω¯ is R2 −Ω.
The comparison of solution profiles obtained by the implicit numerical method and matrix
transfer technique, respectively, with spatial and temporal steps h = 1/16, τ = 1/102 at time
t = 10/102 with Kα = Kβ = 1.0, tfinal = 1.0 and for α = 0.8, β = 1.8 and α = 0.5, β =
1.5 are given in Figures 6.3 and 6.4, respectively. We see that as α and β are reduced the
profiles become more spiky, and that the numerical solutions obtained by the matrix transfer
technique are in good agreement with those by the implicit numerical method.
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Figure 6.3: The comparison of solution profiles between Models-1 and 2 with a nonlinear
source term with spatial and temporal steps h = 1/16, τ = 1/102 at time t = 10/102 with
Kα = Kβ = 1.0, tfinal = 1.0 for α = 0.8 and β = 1.8. (a) Implicit numerical method. (b)
Matrix transfer technique.
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Figure 6.4: The comparison of solution profiles between Models-1 and 2 with a nonlinear
source term with spatial and temporal steps h = 1/16, τ = 1/102 at time t = 10/102 with
Kα = Kβ = 1.0, tfinal = 1.0 for α = 0.5 and β = 1.5. (a) Implicit numerical method. (b)
Matrix transfer technique.
In order to see the effect of domain size on the difference between the two models, we present
a comparison between the two with spatial and temporal steps h = 1/8, τ = 1/64, Kα =
Kβ = 1.0, and α = 1.0 and β = 1.8 for different t on the domain [−1, 1] × [−1, 1] (Figure
6.5) and domain [−2, 2] × [−2, 2] (Figure 6.6). We see that as the domain size becomes larger
the solution for the two models closer in agreement.
In order to see the effect of time on the difference between the two models, we present a
comparison between the two with spatial and temporal steps h = 1/8, τ = 1/64, Kα = Kβ =
1.0, and α = 1.0 and β = 1.8 for different t on the domain [−2, 2] × [−2, 2] (Figure 6.7) and
domain [−3, 3] × [−3, 3] (Figure 6.8). We see that as the time becomes larger the differences
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Figure 6.5: The comparison of solution profiles between Models-1 and 2 with a nonlinear
source term with zero Dirichlet boundary condition with spatial and temporal steps h = 1/8,
τ = 1/64 at a finite rectangular region [−1, 1] × [−1, 1] with Kα = Kβ = 1.0 for y = 0,
α = 1.0 and β = 1.8 for different t.(a) t = 0.1. (b) t = 0.2. (c) t = 0.5. (d) t = 1.0.
in the solution profiles for the two models becomes larger, however, extending the domain can
reduce the difference between two models.
Figure 6.9 shows the error of solutions between the two models with spatial and temporal steps
h = 1/8, τ = 1/64, Kα = Kβ = 1.0, and α = 1.0 and β = 1.8 for different t on the domain
[−2, 2] × [−2, 2] and domain [−3, 3] × [−3, 3]. We see that as the domain becomes larger the
error becomes smaller.
We repeat these simulations, except now we replace the zero Dirichlet boundary condition by
the homogeneous Neumann boundary condition
∂M(r, t)
∂r
|Ω¯ = 0. (6.50)
Figures 6.10 and 6.11 give the dynamics for the domains [−1, 1]×[−1, 1] and [−2, 2]×[−2, 2],
respectively. In this case, it can clearly be observed that the behaviour of the models,
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Figure 6.6: The comparison of solution profiles between Models-1 and 2 with a nonlinear
source term with zero Dirichlet boundary condition with spatial and temporal steps h = 1/8,
τ = 1/64 at a finite rectangular region [−2, 2] × [−2, 2] with Kα = Kβ = 1.0 for y = 0,
α = 1.0 and β = 1.8 for different t.(a) t = 0.1. (b) t = 0.2. (c) t = 0.5. (d) t = 1.0.
particularly at the boundaries at late times, is very different.
Finally, in Example 6.3 we give a comparison of the numerical solutions between Models-1
and 3 with a nonlinear source term on a finite domain.
Example 6.3.
Model − 1 : ∂M(r, t)
∂t
= Kβ(
∂β
∂|x|β +
∂β
∂|y|β )M(r, t) + f(M, r, t), (6.51)
Model − 3 : ∂M(r, t)
∂t
= −Kβ(−∆)
β
2M(r, t) + f(M, r, t), (6.52)
with initial and zero Dirichlet boundary conditions on a finite domain
M(r, 0) = δ(x− 0.5, y − 0.5), (6.53)
M(r, t)|Ω¯ = 0, (6.54)
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Figure 6.7: The comparison of solution profiles between Models-1 and 2 with a nonlinear
source term with zero Dirichlet boundary condition with spatial and temporal steps h = 1/8,
τ = 1/64 at a finite rectangular region [−2, 2] × [−2, 2] with Kα = Kβ = 1.0 for y = 0,
α = 1.0 and β = 1.8 for different t.(a) t = 0.1. (b) t = 1. (c) t = 2. (d) t = 5. (e) t = 8. (f )
t = 10.
where the nonlinear source term f(M, r, t) = 0.25M(r, t)[1 −M(r, t)] is Fisher’s growth
equation, and 1 < β ≤ 2, 0 < t ≤ T , r = (x, y) ∈ Ω, Ω is the finite rectangular region
[0, 1] × [0, 1] and Ω¯ is R2 − Ω.
The comparison of solution profiles of equations (6.51) and (6.52) obtained by the implicit
numerical method and matrix transfer technique, respectively, with spatial and temporal steps
h = 1/10, τ = 1/100 with Kβ = 1.0, tfinal = 1.0 for β = 1.8 at time t = 0.1 and t = 1.0,
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Figure 6.8: The comparison of solution profiles between Models-1 and 2 with a nonlinear
source term with zero Dirichlet boundary condition with spatial and temporal steps h = 1/8,
τ = 1/64 at a finite rectangular region [−3, 3] × [−3, 3] with Kα = Kβ = 1.0 for y = 0,
α = 1.0 and β = 1.8 for different t.(a) t = 0.1. (b) t = 1. (c) t = 2. (d) t = 5. (e) t = 8. (f )
t = 10.
respectively, are given in Figures 6.12 and 6.13. From Figures 6.12 and 6.13, it can be seen
clearly that the numerical solutions obtained from Model-3 are not in good agreement with
those of the implicit numerical method from Model-1.
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Figure 6.9: The error of solutions between Models-1 and 2 with a nonlinear source term with
zero Dirichlet boundary condition with spatial and temporal steps h = 1/8, τ = 1/64 with
Kα = Kβ = 1.0 for y = 0, α = 1.0 and β = 1.8 for different finite rectangular domains.(a)
Finite rectangular region [−2, 2] × [−2, 2]. (b) Finite rectangular region [−3, 3] × [−3, 3].
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Figure 6.10: The comparison of solution profiles between Models-1 and 2 with a nonlinear
source term with homogeneous Neumann boundary condition with spatial and temporal steps
h = 1/8, τ = 1/64 at a finite rectangular region [−1, 1] × [−1, 1] with Kα = Kβ = 1.0 for
y = 0, α = 1.0 and β = 1.8 for different t.(a) t = 0.1. (b) t = 0.2. (c) t = 0.5. (d) t = 1.0.
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Figure 6.11: The comparison of solution profiles between Models-1 and 2 with a nonlinear
source term with homogeneous Neumann boundary condition with spatial and temporal steps
h = 1/8, τ = 1/64 at a finite rectangular region [−2, 2] × [−2, 2] with Kα = Kβ = 1.0 for
y = 0, α = 1.0 and β = 1.8 for different t.(a) t = 0.1. (b) t = 0.2. (c) t = 0.5. (d) t = 1.0.
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Figure 6.12: The comparison of solution profiles between Models-1 and 3 with a nonlinear
source term with spatial and temporal steps h = 1/10, τ = 1/100 at time t = 0.1 with
Kβ = 1.0, tfinal = 1.0 for β = 1.8. (a) Implicit numerical method. (b) Matrix transfer
technique.
6.7 Conclusions
In this chapter, we compare the numerical solutions obtained from an implicit numerical
method and the matrix transfer technique, for three types of space and time fractional Bloch-
Torrey equations in two dimensions based on a Riesz derivative and two forms of a fractional
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Figure 6.13: The comparison of solution profiles between Models-1 and 3 with a nonlinear
source term with spatial and temporal steps h = 1/10, τ = 1/100 at time t = 1.0 with
Kβ = 1.0, tfinal = 1.0 for β = 1.8. (a) Implicit numerical method. (b) Matrix transfer
technique.
Laplacian in one dimension and two dimensions, respectively. The main focus is on finite
domains with zero Dirichlet boundary conditions. We show that these formulations are not
equivalent, but that as the size of the domain increases, Model 1 and Model 2 are increasingly
similar. However, this is not the case for homogeneous Neumann boundary conditions
where Model 1 and Model 2 are very different. Furthermore, the one dimensional and two
dimensional forms for the Laplacian can also be different even in the case of zero Dirichlet
boundary conditions. This shows that the dynamics of fractional models very much depend on
the boundary condition in the case of finite domains, and that even in the case of zero Dirichlet
boundary conditions we must take considerable care in deciding which model we should use
and in interpreting the simulation results. In the future we plan to compare our methods
for solving the space and time fractional models studied here with the methods proposed
by Podlubny et al. [112]. However in that paper all examples are in one spatial dimension,
although it is claimed that the approach is easily extendable to higher dimensions.
CHAPTER 7
The use of a Riesz fractional differential-based
approach for texture enhancement in image processing
7.1 Introduction
Texture enhancement is one of the most important issues to be dealt with in image processing,
and plays a substantial role in medical imaging [44]. The quality of images, especially the
texture, is more and more significant for supporting clinical diagnosis of pathology.
The current image enhancement algorithms are typically based on integer order differential
mask operators that include the Sobel, Roberts, Prewit and Laplacian techniques [44, 106, 113].
After the comparison of images enhanced using first and second order derivatives, it has been
concluded that the integer order differential operator has several shortcomings. In particular,
processing using first order masks produces wide edges, while second order masks are sensitive
to noise and generate double responses when the grey-scale changes [106, 151].
Recently, the value of fractional calculus has been widely demonstrated for various applications
in science and engineering [24, 23, 21, 22, 73, 76, 77, 78, 79, 80, 90, 117, 135, 137, 138, 139,
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140, 141, 146, 149, 150, 155, 157, 158]. These successes have motivated researchers to apply
fractional derivatives to digital image processing [42, 43, 86, 108, 114, 115, 122, 151]. Zhang
et al. [151] developed an algorithm based on the Riemann-Liouville definition and applied the
resulting model with a fractional derivative index between one and two to enhance the texture
and edges of a digital image. Sejdic´ et al. [122] investigated the use of the fractional Fourier
transform in signal processing. Pesquet-Popescu and Ve´hel [108] developed stochastic fractal
models for image processing. Mathieu et al. [86] applied fractional differentiation for edge
detection. Gao et al. [42] applied a quaternion fractional differential based on the Gru¨nwald-
Letnikov definition to a color image. Gao et al. [43] applied an improved fractional differential
operator based on a piecewise quaternion for image enhancement. Pu et al. [115] proposed
various algorithms based on the Gru¨nwald-Letnikov definition, which do well in grey images,
but they result in the color image being distorted in the RGB (red, green and blue) space.
In contrast with the standard derivative, the fractional derivative of a direct current or low-
frequency signal is usually nonzero [42, 114, 115, 151]. Thus, the fractional differential
not only nonlinearly preserves the contour features of the smooth area, but maintains a
high-frequency edge feature in those areas where the grey changes considerably. It also
preserves a high-frequency texture detail feature in those areas where the grey does not change
significantly.
In this chapter we build upon the classical and first order fractional mask approaches to
overcome defects in enhancement and color image distortion, by investigating the performance
of two fractional differential algorithms based on the Riesz [140] fractional differential
operator.
The structure of the remainder of this chapter is follows. In section 7.2, we give the
theoretical analysis for implementing fractional differential masks, and deduce two fractional
derivative algorithms, FCD-1 and FCD-2, based on the Riesz fractional differential operator.
Finally, we illustrate that our algorithms provide higher precision and better visual effects for
texture enhancement than Pu’s algorithm (YiFeiPU-1) [115] when applied to medical imaging
applications.
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7.2 The improved fractional differential mask
We first recall the v-order (0 < v ≤ 2) Riesz fractional derivative ∂vu(t)∂|t|v given in [140] for the
infinite interval −∞ < t < +∞:
∂vu(t)
∂|t|v = −cv
(
∂v
∂tv
+
∂v
∂(−t)v
)
u(t), (7.1)
where cv = 12 cos(piv
2
) (v 6= 1), n− 1 < v ≤ n,
∂vu(t)
∂tv
=
1
Γ(n− v)
∂n
∂tn
∫ t
−∞
u(ξ)dξ
(t− ξ)v+1−n , (7.2)
∂vu(t)
∂(−t)v =
(−1)n
Γ(n− v)
∂n
∂tn
∫ +∞
t
u(ξ)dξ
(ξ − t)v+1−n . (7.3)
The Riesz fractional derivative can be approximated using the following second order fractional
centered difference scheme given in [104] with step h:
∂vu(x)
∂|x|v = −h
−v
∞∑
k=−∞
ω∗ku(x− kh) +O(h2), (7.4)
where the coefficients are defined by
ω∗k =
(−1)kΓ(v + 1)
Γ(v2 − k + 1)Γ(v2 + k + 1)
, p = 0,∓1,∓2, · · · . (7.5)
Lemma 7.1. The coefficients ω∗k (k ∈ N) satisfy:
1. ω∗0 ≥ 0, ω∗−k = ω∗k ≤ 0 for all |k| ≥ 1;
2.
∞∑
k=−∞
ω∗k = 0;
3. For any positive integer n,m with n < m, we have
n∑
k=−m+n
ω∗k > 0.
Proof. See [20, 104].
We deduce the following two fractional differential algorithms, FCD-1 and FCD-2, based on
the Riesz fractional differential operator (7.1).
Firstly, when 0 < v < 1, using Γ(y)Γ(1−y) = πsin(πy) (0 < y < 1), we have Γ(v2 )Γ(1− v2 ) =
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π
sin(piv
2
) and Γ(v)Γ(1 − v) = πsin(πv) = π2 sin(piv
2
) cos(piv
2
) , then we have
1
2 cos(πv2 )
=
Γ(v)Γ(1− v)
Γ(v2 )Γ(1− v2 )
, 0 < v < 1. (7.6)
Using (7.6), equation (7.4) can be rewritten as
∂vu(t)
∂|t|v = −
1
2 cos(πv2 )
(
∂v
∂tv
+
∂v
∂(−t)v
)
u(t)
≈ − 1
2 cos(πv2 )h
v
[
∞∑
k=0
ωku(t− kh) +
0∑
k=−∞
ωku(t− kh)
]
, (7.7)
where  ω0 = −
Γ(1− v
2
)
vΓ(1+ v
2
)Γ(−v) ,
ωk =
(−1)k+1Γ( v
2
)Γ(1− v
2
)
Γ( v
2
−k+1)Γ( v
2
+k+1)Γ(−v) , k = ±1,±2, · · · .
(7.8)
Returning to our problem of texture enhancement for image processing, it is well known that
an object processed by a computer or digital filter is the limit number [114, 115, 151] and the
biggest variable of the grey-level of an image signal is also limited, in the sense that the shortest
distance for a change in the grey-level image must be at an adjacent pixel. Thus, pixels are used
to measure the duration of a two-dimensional digital image s(x, y) with respect to two variables
x and y. Here, the duration is the dimension of the image matrix assuming that the duration of
x and y is [0,X] and [0, Y ], respectively. The uniform distances for the x and y-coordinates
are hx =
X
N = 1 and hy =
Y
N = 1 and the number of divisions are Nx = [X/hx] = [X] and
Ny = [Y/hy] = [Y ].
As an example for a two dimensional digital image s(x, y) at pixel (x∗, y∗) on the positive
x-axis with the region [0, x∗], the N + 1 pixels are sN (x∗, y∗) = s(0, y∗), sN−1(x∗, y∗) =
s(h, y∗), · · · , sk(x∗, y∗) = s(x∗ − kh, y∗), · · · , s0(x∗, y∗) = s(x∗, y∗). After truncation, the
anterior n + 1 approximate fractional centered difference of the fractional partial differential
respectively on the positive x-axis is expressed as:
∂vs(x, y)
∂xv
∼= − 1
2 cos(πv2 )h
v
n∑
k=0
ωks(x− kh, y), 0 < v < 1. (7.9)
In order to obtain the fractional derivative for the eight symmetric directions and ensure that the
fractional differential masks have an anti-rotation capability, Pu et al. [115] implemented eight
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fractional differential masks that are positioned respectively on the negative x-axis, positive
x-axis, negative y-axis, positive y-axis, left downward diagonal, right upward diagonal, left
upward diagonal, and right downward diagonal. They are correspondingly denoted by Wl(l =
1, 2, . . . , 8) (see Figure 7.1). This terminology is noted as the YiFeiPU-1 operator.
In Figure 7.1, Cs0 is the mask coefficient associated with the pixel of interest. When n = 2m,
one can implement a (2m + 1) × (2m + 1) fractional differential mask. To ensure that the
fractional differential mask has a certain center, in general, n is taken as an even number.
It is known that digital image processing is based on direct processing for discrete pixels, and
the algorithm also takes into consideration an airspace filtering scheme [115]. The principle
of the airspace filter is to move the mask pixel by pixel. As far as the properties of the grey
image and color image are concerned, there are considerable differences. Thus, there are two
algorithms for the fractional differential mask, one for the grey image and the other for the color
image. To treat the Nx × Ny digital grey image s(x, y), Pu et al. [115] present a convolution
filter on the above eight directions by using the YiFeiPU-1 operator in the (2m+1)×(2m+1)
masks, and propose that the eight fractional differential masks are computed using
sl(x, y) =
Nl∑
i=Ml
Ql∑
j=Pl
Wl(i, j)s(x + i, y + j), l = 1, 2, 3, 4, (7.10)
sl(x, y) =
Nl∑
i=Ml
Ql∑
j=Pl
√
2
−v
Wl(i, j)s(x + i, y + j), l = 5, 6, 7, 8. (7.11)
where l = 1 (negative x-axis), M1 = −2m,N1 = 0, P1 = −m,Q1 = m; l = 2 (positive
x-axis), M2 = 0, N2 = 2m,P2 = −m,Q2 = m; l = 3 (negative y-axis), M3 = −m,N3 =
m,P3 = −2m,Q3 = 0; l = 4 (positive y-axis), M4 = −m,N4 = m,P4 = 0, Q4 = 2m;
l = 5 (left downward diagonal), M5 = 0, N5 = 2m,P5 = −2m,Q5 = 0; l = 6 (right
upward diagonal), M6 = −2m,N6 = 0, P6 = 0, Q6 = 2m; l = 7 (left upward diagonal),
M7 = −2m,N7 = 0, P7 = −2m,Q7 = 0; and l = 8 (right downward diagonal), M8 =
0, N8 = 2m,P8 = 0, Q8 = 2m.
Thus, we have
s(x, y) =
8∑
l=1
sl(x, y)
4
n∑
k=0
(1 +
√
2
−v
)Csk
, (7.12)
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(a) W1 (negative x-axis); (e) W5 (left downward diagonal);
(b) W2 (positive x-axis); (f) W6 (right upward diagonal);
(c) W3 (negative y-axis); (g) W7 (left upward diagonal);
(d) W4 (positive y-axis); (h) W8 (right downward diagonal).
Figure 7.1: Fractional differential mask for the eight directions given by Pu et al. [115].
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where Csk is the mask coefficient (see equations (7.13) and (7.15)).
As for the digital color image, the algorithm is similar to that for a grey image, but the R, G,
B components use the fractional differential respectively. Since there are correlations among
the RGB elements, the grey-level value is usually limited to the range [0, 255], the elements of
RGB will be nonlinearly enhanced when the order v is big. The correlation of element R, G and
B may be destroyed, which leads to color distortion. Therefore, we often apply the fractional
differential to the digital color image in a color space of YCrCb and HSV (hue, saturation and
value), also called HSB (where B is for brightness).
We implement the fractional mask respectively on the eight symmetric directions using what
we call the FCD-1 operator, having the same structure but with different coefficients than
YiFeiPU-1. The mask coefficients of the FCD-1 operator are given by
 Cs0 = −
1
2 cos(piv
2
)hvω0
Csk = − 12 cos(piv
2
)hvωk (k = 1, 2, · · · , n)
, 0 < v < 1, (7.13)
which ensures that the fractional differential operator FCD-1 produces a sparse matrix having
dimension n+1. Moreover, all the coefficients depend on the fractional differential order v. It
also can be proved that the sum of the coefficients is nonzero, which is a remarkable difference
between the fractional differential mask and the integer version.
Similarly, when 1 < v < 2, using Γ(y)Γ(1 − y) = πsin(πy) (0 < y < 1), we have Γ(v2 )Γ(1 −
v
2 ) =
π
sin(piv
2
) and Γ(v − 1)Γ(2− v) = πsin[π(v−1)] = π− sin(πv) = π−2 sin(piv
2
) cos(piv
2
) , and
1
2 cos(πv2 )
= −Γ(v − 1)Γ(2 − v)
Γ(v2 )Γ(1− v2)
, 1 < v < 2. (7.14)
we can obtain the fractional mask FCD-2 with the coefficients Cs0 =
1
2 cos(piv
2
)hv
(v−1)Γ(1− v
2
)
Γ(1+ v
2
)Γ(2−v)
Csk =
1
2 cos(piv
2
)hv
(−1)kv(v−1)Γ( v
2
)Γ(1− v
2
)
Γ( v
2
−k+1)Γ( v
2
+k+1)Γ(2−v) (k = 1, 2, · · · , n)
, 1 < v < 2. (7.15)
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7.3 Experiments and analysis
In this section, we apply our algorithms to image enhancement of grey and color images.
We also compare our methods with YiFeiPU-1 to show that they have better performance in
terms of precision and give an improved visual effect for texture enhancement. We adopt the
fractional derivative with index 0 < v < 1 to enhance the texture details, and use the index
1 < v < 2 to enhance the edge and texture details for digital image processing. For the
simulations performed here, all the algorithms are written and executed using MATLAB. For
example, Algorithm 7.1 shows the algorithm for a grey image.
Input: Read original grey image, and add Gaussian noise with mean 0 and variance
0.01.
Output: s(x, y)
Choose m = 2, n = 4 and mask 5× 5;
Compute the mask coefficients Csk using either equation (7.13) (0 < v < 1) or (7.15)
(1 < v < 2);
Compute the dimension Nx ×Ny of the image matrix;
for x = 2 : Nx − 1 do
for y = 2 : Ny − 1 do
for l = 1 : 8 do
Compute sl(x, y) using equations (7.10) and (7.11);
end
Compute s(x, y) using equation (7.12);
end
end
Display adjusted image s(x, y).
Algorithm 7.1: Algorithm for grey image
In Figure 7.2, we compare our method FCD-1 with YiFeiPU-1 and the traditional integer
differential methods involving the Sobel operator and Laplacian operator on the Lena image
[106] with Gaussian noise having mean 0 and variance 0.01. We can see from Figure 7.2 that
integer differential methods cannot be used for texture enhancement, because they enhance
high-frequency marginal information where the grey-level changes greatly, but cannot preserve
the low-frequency contour information in smooth areas. They also cannot enhance the texture
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Table 7.1: SNR with Gaussian noise having mean 0 and variance 0.01 with v = 0.5 and mask
5× 5 for YiFeiPU-1 and FCD-1
Operators for comparison SNR
Sobel 3.4854
Laplacian 3.2889
YiFeiPU-1 8.3112
FCD-1 10.1877
Table 7.2: SNR with Gaussian noise having mean 0 and variance 0.01 between FCD-1 and
YiFeiPU-1 with v = 0.5
The dimensions of mask YiFeiPU-1 FCD-1
3× 3 10.7370 13.2709
5× 5 8.3112 10.1877
7× 7 7.3078 8.8263
9× 9 6.7438 8.0371
11 × 11 6.3833 7.5297
13 × 13 6.1325 7.1614
details in those areas where grey-levels have little change. We also can see from the figures that
the image resulting from our method FCD-1 has the best definition and the best visual effect.
We note in particular that the visual effect offered by FCD-1 is better than that of YiFeiPU-1
when using the same fractional order and same mask dimensions.
We define the rate of the signal to noise
SNR = (Asignal/Anoise)
2, (7.16)
where A is root mean square amplitude. Table 7.1 exhibits the rate of the signal to noise results
(SNR) for the traditional integer differential methods using Sobel and Laplacian operators for
the Lena image, and we choose v = 0.5 and mask 5 × 5 for YiFeiPU-1 and FCD-1. It can
be seen clearly from Table 7.1 that FCD-1 has a higher value than the YiFeiPU-1, Sobel and
Laplacian operators, which implies a more superior texture enhancement.
For the index v = 0.5, we show in Table 7.2 a comparison of SNR for the Lena image generated
using FCD-1 and YiFeiPU-1. It can be seen clearly from Table 7.2 that again, with the same
dimensions of the mask, FCD-1 has the higher SNR value.
Table 7.3 shows the SNR of FCD − 1 with v = 0.5 with Gaussian noise having mean 0 and
different variance.
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(a) (d)
(b) (e)
(c) (f)
Figure 7.2: The contrast effects of Gaussian noise image enhancement with mean 0 and
variance 0.01 and its fractional differential using YiFeiPU-1 and FCD-1. (a) Original Lena
image, (b) grey-scale noise image, (c) Sobel operator, (d) Laplacian operator, (e) 0.5-order
YiFeiPU-1 with mask 3× 3, (f) 0.5-order FCD-1 with mask 3× 3.
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Table 7.3: SNR of FCD − 1 with v = 0.5 with Gaussian noise having mean 0 and different
variance
Mask\Variance 0.01 0.001 0.0001 0.00001
3× 3 13.2709 16.0782 15.3897 15.2450
5× 5 10.1877 14.8973 15.6114 15.6611
7× 7 8.8263 13.1775 15.1130 15.3765
9× 9 8.0371 11.9314 13.7864 14.0488
11× 11 7.5297 11.0611 12.8527 13.1053
Table 7.4: The rate of the noise power of FCD − 1 with v = 0.5 with Gaussian noise having
mean 0 and different variance
Mask\Variance 0.01 0.001 0.0001 0.00001
3× 3 0.011208 0.006270 0.007836 0.008232
5× 5 0.025014 0.007392 0.006815 0.006723
7× 7 0.036986 0.010741 0.006627 0.006287
9× 9 0.046667 0.014874 0.009245 0.008661
11× 11 0.061384 0.022331 0.014223 0.013342
Table 7.4 shows the noise power of FCD − 1 with v = 0.5 with Gaussian noise having mean
0 and different variance.
Table 7.5 shows the SNR of FCD−1 with Gaussian noise having mean 0 and variance 0.0001
with various v for the dimensions of mask= 3× 3, 5× 5 and 7× 7, respectively.
We now present two experiments to test our methods on a human brain image from a patient
diagnosed with Parkinson’s disease before surgery from St Andrew’s War Memorial Hospital,
Brisbane, Australia.
By respectively applying the fractional differential to the three elements of H, S and I in HSI
color space, and then reverting to RGB color space, one can gain a color image without
Table 7.5: SNR of FCD − 1 with Gaussian noise having mean 0 and variance 0.0001 with
various v for the dimensions of mask= 3× 3, 5× 5 and 7× 7 respectively
v 3× 3 5× 5 7× 7 9× 9 11× 11
0.1 16.3283 16.2691 16.2051 16.2264 16.2393
0.2 16.1586 15.8918 15.8526 16.1796 16.4840
0.3 15.8808 15.6681 16.0560 16.4346 16.5541
0.4 15.4833 15.7491 16.0014 15.8416 15.0820
0.5 15.3897 15.6114 15.1130 13.7846 12.8511
0.6 15.2847 14.9782 13.1537 11.8709 10.9915
0.7 15.1371 13.4535 11.4359 10.2145 9.3781
0.8 14.8136 11.8482 9.8909 8.7508 7.9674
0.9 14.1886 10.3870 8.5179 7.4461 6.7435
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(a) (b)
(c) (d)
Figure 7.3: Comparison of texture details between original fractional anisotropy weighted
orientation map and its fractional differential using FCD-1 with mask= 5 × 5. (a) Original
image, (b) 0.3-order FCD-1, (c) 0.5-order FCD-1, (d) 0.7-order FCD-1.
distortion. Figure 7.3 shows the comparison of the texture details between an original
fractional anisotropy weighted orientation map and its fractional differential using FCD-1 with
mask= 5 × 5. From Figure 7.3, it can be seen that, the backgrounds of the original image
are those areas with smooth textures, which comprise the most comprehensive texture details;
moreover its grey-level values have little variation. The foreground of the original image is
those areas with high-frequency verge, and its grey-level values have more variability.
In addition, Figure 7.4 shows the comparison of texture-segmentation performance between an
original grey image and its fractional differential version using FCD-2 with mask= 5×5. It can
be qualitatively established from Figure 7.4 that the fractional differential in 1 < v < 2 is able
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to segment texture as defined by image contrast. As the order increases, the tissue sharpening
effect is more pronounced.
7.4 Conclusions
The application of fractional differentials to the analysis and processing of image signals, in
particular those associated with digital images, has attracted considerable recent attention.
In this chapter, we derive two fractional differential algorithms FCD-1 and FCD-2 based on the
Riesz fractional differential operator for grey and color image enhancement. The experiments
show that our algorithms are able to produce better results than traditional integer differential
based algorithms and fractional methods based on the Gru¨nwald-Letnikov definition. This
is the case where nonlinear enhancement of high-frequency edges and texture information
does not change significantly. We conjecture that the use of a symmetric second order Riesz
fractional operator, instead of a one-sided first order fractional Gru¨nwald-Letnikov operator,
can provide better texture enhancement of the image, which is confirmed in our results.
Furthermore, we have performed a simple sensitivity study to obtain a reasonable tradeoff
between precision and visual effect. In this chapter we only report the range of values
considered. In future work we will perform rigorous evaluation of how the fractional order
affects the performance of our algorithm.
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(a) (d)
(b) (e)
(c) (f)
Figure 7.4: Comparison of texture-segmentation performance between original grey image
and its fractional differential using FCD-2 with mask= 5×5. (a) Original image, (b) 1.2-order
FCD-2, (c) 1.4-order FCD-2, (d) 1.5-order FCD-2, (e) 1.6-order FCD-2, (f) 1.8-order FCD-2.
CHAPTER 8
Conclusions
Recently, some fractional models [14, 82, 83, 84, 85, 109, 154] have been proposed for
the Bloch equations to describe numerous experimental situations including heterogeneous,
porous or composite materials and study anomalous diffusion in the human brain. However,
effective numerical methods and supporting error analyses for the fractional Bloch equation
and fractional Bloch-Torrey equation are still under development.
Recall that the main objectives of this thesis are to develop new efficient numerical methods
and supporting convergence and stability analysis for solving the time, space and space and
time fractional dynamical systems involving fractional derivatives, and new efficient fractional
differential-based approach for texture enhancement in image processing. Six published papers
present the solutions of the time fractional diffusion equation [145], space fractional diffusion
equation [145], time fractional Bloch equation [142], anomalous fractional Bloch equation
[142] and space and time fractional Bloch-Torrey equation [140, 141, 143], respectively,
together with a new efficient fractional differential-based approach for texture enhancement
in image processing [144]. These papers, which are presented in Chapters 2 to 7 of the thesis
and form the backbone of the theory associated with the newly developed numerical methods.
8.1 Summary and Discussion 160
In the next section, we discuss the contributions of this thesis in greater detail. The chapter
concludes with some recommendations for future research.
8.1 Summary and Discussion
In Chapter 2 we considered the computational simulation of brain connectivity using diffusion
tensor magnetic resonance imaging (DT-MRI). DT-MRI is a technique used to measure the
diffusion properties of water molecules in biological tissues [9]. The anisotropy of the diffusion
tensor is of particular interest in brain images, as it is related to white matter fibre tracts.
Depending on the interrelation of the eigenvalues, diffusion can be divided into the three
different cases [69] of linear diffusion, planar diffusion and spherical diffusion.
We derived numerical methods to analyse brain images, and developed one dimensional
fractional models to study the anomalous diffusion behaviour in the white matter of the brain.
In addition, brain image data was compared for a patient with Parkinson’s disease before and
after surgery. The simulated information can provide the surgeon with a more fundamental
understanding of the impact of surgery on the diffusion behavior in the white matter of the
brain.
In Chapter 3 we considered the fractional Bloch equations involving the time fractional Bloch
equations (TFBE) and the anomalous fractional Bloch equations (AFBE). Magin et al. [83] and
Velasco et al. [130] have demonstrated that a fractional calculus based diffusion model can be
successfully applied to analysing diffusion images of human brain tissues and this new model
provided new insights into further investigations of tissue structures and the microenvironment.
We derived an analytical solution and an effective predictor-corrector method (PCM) for
solving the TFBE. The error analysis for PCM was established theoretically, under the
assumption that the source term satisfies a Lipschitz condition. In addition, we proposed
an effective implicit numerical method (INM) for solving the AFBE. The stability and
convergence of the INM were analysed systematically. This was the first time that such
numerical schemes were presented for the fractional Bloch equations.
We presented some numerical examples to demonstrate the effectiveness of PCM and INM.
The numerical results show that the spin dynamics are generally fractional order, although they
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become the classical case when the fractional order of differentiation is set at 1. We concluded
that fractional models can effectively simulate the spin dynamics in a static magnetic field, and
can play an important role for us understanding NMR for complex systems.
In Chapter 4 we considered the space and time fractional Bloch-Torrey equation (ST-FBTE), an
equation that has attracted considerable recent attention [82, 154], to examine the connection
between fractional order dynamics and diffusion. This was the first time that a numerical
scheme was presented for the ST-FBTE.
We derived an analytical solution using a spectral representation method for solving the ST-
FBTE in fractional Laplacian form. In addition, we proposed an implicit numerical method for
solving the ST-FBTE in Riesz form. The Caputo time fractional derivative is treated using a
finite difference method. We discretized the Riesz space fractional derivative using the shifted
Gru¨nwald-Letnikov method. The stability and convergence of the implicit numerical method
are analysed systematically.
Due to the complexity of the analytic solution given in this chapter, and the computational
overheads necessary to perform the simulations for nuclear magnetic resonance in three
dimensions, we presented a preliminary study based on a two-dimensional example to confirm
our theoretical analysis. We used our numerical method to simulate a problem of practical
importance involving a nonlinear source term. Our results highlighted the impact of the
fractional indices on the shape of the solution profile. Overall, the diffusion coefficient has a
significant effect, especially for fractional values of α. The most significant effects in terms of
the spikiness of the profile occurs as both fractional order α and β are simultaneously reduced.
In Chapter 5 we did further investigation of the ST-FBTE in three-dimensions. Since fractional
derivatives are nonlocal and have history dependence, fractional problems generally require a
large amount of CPU time if traditional implicit schemes based on Gaussian elimination are
used. Alternating direction implicit (ADI) schemes reduce the multidimensional problem into
a series of independent one-dimensional problems and are thus computationally efficient. In
order to overcome the computational difficulty mentioned above for Chapter 4, we proposed
a computationally effective fractional alternating direction method (FADM) for solving the
ST-FBTE in three-dimensions. After discretizing the Caputo time fractional derivative and
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Riesz space fractional derivative by a finite difference method and the shifted Gru¨nwald-
Letnikov method, respectively, we adopted the ADI method to construct a computationally
effective FADM for solving the ST-FBTE in three-dimensional. We proved that the FADM is
unconditionally stable and convergent, which had not been done previously.
We used our numerical method to simulate a problem of practical importance involving a
nonlinear source term. In all cases we concluded that the FADM is more computationally
efficient than the standard implicit techniques solved using either direct or indirect methods,
because the computational expense associated with the solution of the large dense matrix that
is generated as a result of the three-dimensional discretisation is avoided. This was the first
time that the three-dimensional numerical results obtained for the ST-FBTE.
In Chapter 6 we performed a numerical investigation of three types of ST-FBTE in two
dimensions: Model-1 with the Riesz fractional derivative; Model-2 with the one-dimensional
fractional Laplacian operator; and Model-3 with the two-dimensional fractional Laplacian
operator.
We proposed a spatially second-order accurate implicit numerical method for Model-1 whereby
we discretized the Riesz fractional derivative using a fractional centered difference. The
stability and convergence of the implicit numerical method are analysed systematically. We
utilized the matrix transfer technique for solving Model-2 and Model-3. Some numerical
results were given to show the behaviours of these three models especially on varying domain
sizes with zero Dirichlet boundary conditions. We showed that these formulations are not
equivalent, but that as the size of the domain increases, Model-1 and Model-2 are increasingly
similar. However, this is not the case for homogeneous Neumann boundary conditions
where Model-1 and Model-2 are very different. Furthermore, the one dimensional and two
dimensional forms for the Laplacian can also be different even in the case of zero Dirichlet
boundary conditions. This shows that the dynamics of fractional models very much depend on
the boundary condition in the case of finite domains, and that even in the case of zero Dirichlet
boundary conditions we must take considerable care in deciding which model we should use
for interpreting the simulation results. We feel this is an important contribution to the literature.
In Chapter 7 we considered the use of a Riesz fractional differential-based approach for texture
enhancement in image processing. The application of fractional differentials to the analysis and
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processing of image signals, in particular those associated with digital images, has attracted
considerable recent attentions.
We derived two fractional differential algorithms FCD-1 and FCD-2 based on the Riesz
fractional differential operator for grey and color image enhancement. The experiments showed
that our algorithms are able to produce better results than traditional integer differential based
algorithms and fractional methods based on the Gru¨nwald-Letnikov definition. This is the
case where nonlinear enhancement of high-frequency edges and texture information does not
change significantly. We conjectured that the use of a symmetric second order Riesz fractional
operator, instead of a one- sided first order fractional Gru¨nwald-Letnikov operator, can provide
better texture enhancement of the image, which is confirmed in our results. Furthermore, we
had performed a simple sensitivity study to obtain a reasonable tradeoff between precision and
visual effect. In this chapter we only report the range of values considered. In future work
we will perform rigorous evaluation of how the fractional order affects the performance of our
algorithm.
8.2 Directions for Future Research
There are a number of extensions and applications to the methods presented in this thesis that
could be pursued in the future. In particular, the following areas would be recommended for
further investigation.
• Mathematical methods for anomalous diffusion images
In Chapter 2 we considered the computational simulation of brain connectivity using
diffusion tensor magnetic resonance imaging (DT-MRI). We used fractional anisotropy
(FA) to measure the diffusion anisotropy. Hall and Barrick [50] pointed out that the
model of restricted diffusion commonly employed in the analysis of diffusion MR data
is not valid in complex environments, such as human brain tissue. They described an
imaging method based on the theory of anomalous diffusion and showed that images
based on environmental complexity may be constructed from diffusion-weighted MR
images, where the anomalous exponent γ < 1 and fractal dimension dw were measured
from diffusion-weighted MRI data. They defined a new measure of anisotropy using
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Anomalous Anisotropy (AA), which is a generalization of FA, and given by
AA =
√
N
N − 1
∑N
i=1(γi− < γ >)2∑N
i=1 γ
2
i
,
where N is the number of directions, γi is the anomalous exponent in the direction i and
< γ > is the mean (i.e. directionally averaged) exponent.
In addition to this, it would be benificial to explore how to obtain a reasonable tradeoff
between precision and visual effect. It would be strongly recommended to perform a
rigorous evaluation of the fractional order v given in Chapter 7, which is also an open and
interesting problem. One idea would be to dynamically adjust the fractional differential
order according to the image local statistics and structural features.
• New effective numerical methods for solving the ST-FBTE
Aside from the finite difference method, the finite element methods [39, 40, 41, 117, 138]
for solving fractional partial differential equations have been proposed. Fix and Roop
[41] proved existence and uniqueness of the least squares finite element solution of
a fractional order two-point boundary value problem. They proved the optimal error
estimates for piecewise linear trial elements. Roop [117] investigated the computational
aspects of the Galerkin approximation using continuous piecewise polynomial basis
functions on a regular triangulation of the bounded domain in R2. Ervin and Roop
[39] presented a theoretical framework for the Galerkin finite element approximation to
the steady state fractional advection dispersion equation (FADE). Appropriate fractional
derivative spaces were defined and shown to be equivalent to the usual fractional
dimension Sobolev spaces Hs. They proved the existence and uniqueness results of
the variational solution, and derived error estimates for the Galerkin finite element
approximation to the FADE. Ervin and Roop [40] discussed the steady state fractional
advection dispersion equation (FADE-RD) on bounded domains in Rd. Appropriate
fractional derivative spaces were defined and shown to be equivalent to the fractional
dimensional Sobolev spaces. They presented a theoretical framework for the variational
solution, proved the existence and uniqueness results of the variation solution, and
obtained the error estimates for the finite element approximation to the FADE-RD. Yang
et al. [138] used the finite difference and finite element methods to solve the time-space
8.2 Directions for Future Research 165
fractional diffusion equation in two dimensions. They investigated both the Lanczos
and M-Lanczos methods for approximating the matrix function vector product, and
proposed the error bounds to terminate the Lanczos subspace expansion. Because the
finite element method can be used to simulate practical problem even when complex
transition zone are involved, it would be interesting to consider the use of the finite
element method for solving the ST-FBTE.
• Investigate three types of ST-FBTE in Chapter 6 with non-homogeneous Dirichlet or
Neumann conditions in 2D or homogeneous Dirichlet or Neumann conditions in 3D
In Chapter 6, we performed a numerical investigation of three types of ST-FBTE
in two dimensions: Model-1 with the Riesz fractional derivative; Model-2 with the
one-dimensional fractional Laplacian operator; and Model-3 with the two-dimensional
fractional Laplacian operator. Some numerical results were given to show the behaviours
of these three models especially on varying domain sizes with zero Dirichlet boundary
conditions. We showed that these formulations are not equivalent, but that as the size of
the domain increases, Model-1 and Model-2 are increasingly similar. However, this is not
the case for homogeneous Neumann boundary conditions where Model-1 and Model-2
are very different. Furthermore, the one-dimensional and two-dimensional forms for the
Laplacian can also be different even in the case of zero Dirichlet boundary conditions.
In order to better decide which model we should use for interpreting the simulation
results, it would be interesting to consider these three models in two dimensions with
non-homogeneous Dirichlet or Neumann conditions. It would also be interesting and
challenging to generalise results to higher dimensional problems, e.g. 3-D problems.
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