We propose a computational strategy that falls into the category of prediction/correction iterative-type approaches, for calibrating the hemodynamic model introduced by Friston et al. (2000) . The proposed method is employed to estimate consecutively the values of the biophysiological system parameters and the external stimulus characteristics of the model. Numerical results corresponding to both synthetic and real functional Magnetic Resonance Imaging (fMRI) measurements for a single stimulus as well as for multiple stimuli are reported to highlight the capability of this computational methodology to fully calibrate the considered hemodynamic model.
INTRODUCTION
In spite of its essential role, the brain remains by far the most enigmatic organ of the human body.
In an effort to better understand the development and function of this vital organ, vast, worldwide demonstrated in Section 4.1. Second, the method's ability to characterize a single event can be extended to distinguish and characterize multiple distinct events in a single subject, as demonstrated in Section 4.2.
The remainder of this paper is organized as follows: in Section 2, we first introduce the mathematical model that describes changes in the brain in response to an exogeneous stimulus during brain activation. This model describes a forward problem. Then, we formulate the inverse problem which consists of determining the biophysiological parameters of the system as well as the characteristics of the considered stimuli. Section 3 is dedicated to the presentation of the proposed solution methodology and to highlighting its main features. In Section 4, we assess the performance of the proposed solution methodology. To this end, we present numerical results corresponding to both synthetic and real data. Finally, we present a summary and closing remarks in the Conclusion.
THE MATHEMATICAL MODEL: DIRECT AND INVERSE FORMULATION

Nomenclature and Assumptions
Throughout this paper, we adopt the following notations and hypotheses:
• t is a nonnegative real number which represents time.
• ∆t is a positive real number representing the chosen time step.
• t n = n∆t represents the time at step n.
• ⃗ x(t) = (x 1 (t), x 2 (t), x 3 (t), x 4 (t))
T ∈ R 4 is the state vector function whose coordinates are [14] :
-x 1 (t), the normalized cerebral blood flow (CBF) -x 2 (t), the flow inducing signal -x 3 (t), the normalized cerebral blood volume (CBV) -x 4 (t), the normalized total deoxyhemoglobin content level
• ⃗ x 0 is the initial state vector. ⃗ x 0 = ⃗ x(0) = (1, 0, 1, 1) T , which indicates that the brain is initially fully at rest.
• y(t) is a real-valued function representing the measured BOLD signal
• ⃗ θ = (θ 1 , θ 2 , θ 3 , θ 4 , θ 5 , θ 6 , θ 7 ) T ∈ R 7 is the biophysiological parameters vector whose coordinates are [14] :
-θ 1 , the reciprocal of the stiffness exponent -θ 2 , the neural efficacy -θ 3 , the rate of signal decay -θ 4 , the rate of flow-dependent elimination -θ 5 , the reciprocal of the hemodynamic transit time -θ 6 , the resting net oxygen extraction -θ 7 , the resting blood volume
• ν t represents the noise at time t in the process equation. ν t is a random Gaussian vector with zero mean and covariance Q t , a 4x4 positive semidefinite matrix.
• ω t represents the noise at time t in the measurement equation. ω t is a random Gaussian vector with zero mean and covariance R t , a real-valued scalar.
• u(t, ⃗ p) is the external stimulus-or control function-at time t. Here, we consider an On-Off stimulus, that is, u is given by:
where a represents the intensity of the stimulus and χ is the indicator function for the interval [0, 1] . T on = T on + δ t (resp. T off = T off + δ t ), where T on (resp. T off ) represents the start (resp. end) time of the stimulus, and δ t is the delay time between the neuronal activity and the CBF response. This delay is introduced as δt f in [24] , and is implemented with a convolution of the neural activity in the expression of the cerebral blood flow (see Equation (13) in [24] ). Here, we suggest to implement the delay as part of the stimulus function. Note that, in general, δ t is considered to be a biophysiological parameter since it depends on the subject and not on the stimulus. We denote by ⃗ p = (a, T on , T off ) T the vector of parameters characterizing the considered external stimulus, also called the control input. Note that the vector ⃗ p, along with biophysiological parameter vector ⃗ θ, are the parameters to be fit.
The Direct Problem: The Hemodynamic Model
The mathematical model that describes the hemodynamic activity of the brain in response to a single exogenous input known as the hemodynamic model (HDM) was first developed by Buxton et al. [3] .
Friston et al. [14] further advanced the model by elucidating the relationship between the neuronal activity and the induced CBF changes. The entire pathway from the neural activity to the BOLD signal is described by a first-order, nonlinear differential system coupled with a nonlinear algebraic equation. The HDM is given by:
(HDM)
        ⃗ x(t) = A(⃗ x(t), u(t, ⃗ p), ⃗ θ) + ν t y(t) = B(⃗ x(t), ⃗ θ)
where the vector-valued function A is given by:
and the real-valued function B represents the BOLD signal. The function B is given by:
The following remarks are of importance to the system:
• The differential system of HDM describes the underlying physics of the continuous hemodynamic system, i.e., the Balloon model.
• The algebraic equation of HDM models the observations, that is, the BOLD signal, as a volume-weighted sum of the extravascular and intravascular signal.
• The third equation of HDM is the initial state vector, which describes the initial state of brain activity.
Furthermore, the ordinary differential system of HDM is composed of four coupled differential equations as indicated by (3) , which model the following:
• The first equation represents the rate of change of normalized cerebral blood flow.
• The second equation describes the rate of change of the flow-inducing signal, and is assumed to include within it neurogenic and diffusive signal subcomponents [14] .
• The third equation models the rate of change of normalized cerebral blood volume.
• The fourth equation characterizes the rate of change of normalized total deoxyhemoglobin content.
The Inverse Problem: Parameter Estimation
As stated in the Introduction, our aim is to propose an efficient solution methodology for computing the biophysiological parameter vector ⃗ θ together with all the external stimuli characteristics ⃗ p j ; 
where the tilde denotes a noisy quantity. In the case of the initial state, the noise represents some level of activity in the brain, i.e., the brain is not fully at rest. In the case of the BOLD signal, the noise corresponds to possible errors associated with the measurements. Note that the problem defined by Equation 5 is a nonlinear inverse problem, which falls into the category of identifying the parameters of an ordinary differential system. Since in practice the BOLD signal is not known for all time, but rather measured at discrete time points, each BOLD signal is represented here by a vector ⃗ y j whose coordinates are the measurements at a given (equispaced) time t k . Therefore, if each BOLD signal is measured at N m time points, Equation 5 can be re-formulated as:
find ⃗ θ, ⃗ p j , and ⃗ x j (t) such that:
Consequently, solving the inverse problem 6 leads to the calibration of HDM 2.
SOLUTION METHODOLOGY
We introduce here a new procedure for solving 6 and thus calibrating HDM 2. The method employs the TNM-CKF algorithm in a multi-step framework to successively "predict" and "correct" each set of parameters separately, as described in what follows.
The Proposed Solution Methodology: A Multi-Step Strategy
As stated earlier in the introduction section, the standard TNM-CKF algorithm presented in [21] is ineffective for estimating the biophysiological parameters when the stimulus characteristics and the corresponding neuronal activity are assumed to be unknown. Indeed, the results reported in 
• Step 3: Update the Control Function Parameters. For each measured BOLD signal ⃗ y j , apply the TNM-CKF algorithm to update ⃗ p
, the updated values of the control function characteristics is delivered by TNM-CKF at convergence or stagnation.
• Step 4: Update the Model. Replace the initial guess ⃗ p 
• 
Computational Complexity
The numerical implementation of the proposed solution methodology is to some extent straightforward, in the sense that it is similar to the implementation of the standard TNM-CKF [21] .
The only issue that deserves special attention is the computation of the Jacobian entries given by 17 when updating the control function parameters, that is, when ⃗ z = ⃗ p. Indeed, this computation requires the derivative of the control input function u, given by 1, which gives rise to the Dirac function δ, as illustrated in Fig. 2 . More specifically, we have:
and evaluating the Jacobian entries is performed in the context of the finite difference discretization in two stages [25] . First, we approximate the Dirac at a given time t * by the following Gaussian function:
This approximation posesses the following two desirable features:
• The integral
• lim
Then, we use the values of the Gaussian function 14 at time t i , as illustrated in Fig. 3 . Note that there is no need to repeatedly calculate these values. Instead, we form once, at the pre-processing level, a table containing the 21 values in Fig. 3 : matrix.
• The Regularized Newton algorithm requires solving seven (resp. two) different ordinary differential equations to evaluate the Jacobian matrix of the system to update ⃗ θ j (resp. ⃗ p j ).
• The determination of the updated values δ ⃗ θ (m) j requires one LU factorization to solve the 7 × 7
system.
• The computation of the updated values δ⃗ p (m) j requires inverting a 2 × 2 matrix.
• The computation of ⃗ θ avg requires averaging M values of the vector parameter ⃗ θ j .
ILLUSTRATIVE NUMERICAL RESULTS
We present in this section numerical results to illustrate the performance efficiency of the proposed solution methodology for solving the inverse problem 6, and thus for fully calibrating HDM 2. These results have been obtained by performing a numerical investigation in which both synthetic and real fMRI data were used. Note that the employed data correspond to either a single stimulus or multiple stimuli. It is important to observe that, in all of the considered numerical experiments, the synthetic BOLD signal measurements have been generated by solving the forward problem given by Equation real measurements correspond to two different experiments: a finger-tapping experiment with one stimulus [23] and a face recognition experiment with four different stimuli [28] .
Experiment 1: Synthetic data corresponding to a single brain activation stimulus
We have performed a numerical investigation using synthetic BOLD signal measurements corresponding to the brain's reaction to a single stimulus. The goal of this study is to analyze the effect on the performance of the algorithm of (a) the noise level in the data and (b) the number of BOLD signal measurements. The results of this study are presented herein.
Robustness of the proposed algorithm to the noise effect.
For this study, we generated a synthetic BOLD signal (see Fig. 4 ) by solving the HDM (2) using the values of the biophysiological parameters ⃗ θ * reported in Table I This intensity corresponds to a 25% increase in brain activity [4] . The noise-free synthetic BOLD signal was computed over a 72-second period to mimic the real data obtained from the finger-tapping experiment (see Section 4.3). Furthermore, since in practice the BOLD signal is measured at discrete times, we used 181 values measured every 0.4 seconds, to which four different levels of white noise were added to include possible errors in the measurements (see Fig. 6 ). We first report in Figure 5 the results obtained in the noise-free situation, i.e., both the measured BOLD signal ⃗ y and the initial state vector ⃗ x 0 are noise-free. A noise-free initial state vector indicates that the brain is initially fully at rest. The results in Figure 5 indicate the following: • The residual drops from above 500% to below 0.1% in 13 steps (see Fig. 5 (a) ), which illustrates the fast convergence of the algorithm in the absence of noise. The algorithm takes less than 5 seconds to converge in this case.
• At convergence, the algorithm delivers the biophysiological parameters with a relative error of about 3% at convergence, from an initial relative error of 47%.
• At convergence, the control input parameters ⃗ p = (T on ,T off ) are obtained with a relative error of about 0.3% from an initial relative error of 20%. Table I and a single stimulus with characterstics listed in Table  II .
Next, we present in Figs. 7-8 and Table III the results corresponding to four white noise levels, ranging from low and medium (5%, 10%) to high and very high (20%, 30%). Moreover, in all four experiments, the initial state vector, ⃗ x 0 , was tainted with 5% white noise to mimic the situation where the brain is not fully at rest. The following observations are noteworthy:
• The initial guess for the parameter values (see Tables I and II) has been selected outside the pre-asymptotic convergence region, ensuring that the algorithm is blind to the target values of the parameters. Indeed, the initial relative errors on ⃗ θ and ⃗ p are 52% and 20%, respectively.
These values lead to a computed BOLD signal with a relative error that exceeds 500% for each of the four noise levels (see Fig. 7 ).
• The proposed computational methodology converges to the noise levels, as shown in Fig. 7 .
Moreover, the algorithm exhibits fast convergence since it requires few iterations to reach the noise levels. Indeed, even in the extreme case of 30% white noise on the BOLD signal measurements, the relative residual drops from about 500% (initial residual) to the noise level after only 3 steps. Observe that steps 1 and 2 require one iteration each, while Step 3 requires two iterations. Hence, the algorithm requires a total of 4 iterations to converge (see Fig. 7 (d) ).
This clearly demonstrates the robustness and the efficiency of the algorithm to the noise effect.
• The algorithm delivers a highly accurate BOLD signal, as illustrated in Fig. 8 . More specifically, in the extreme case of 30% white noise, the relative error on the computed BOLD signal drops from over 500% (initial error) to about 3% at convergence, after a total of 4 iterations (see Fig. 8 (d) ). This appears to be an excellent accuracy level considering the relatively high noise level (30% on ⃗ y and 5% on ⃗ x 0 ).
• The biophysiological parameters ⃗ θ are estimated within the range of the noise levels. For example, in the case of 30% white noise on the BOLD signal measurements (and 5% white noise on ⃗ x 0 ), the values of the biophysiological parameters are computed with a relative error of about 31% (see Table III ). More importantly, the corresponding BOLD signal is highly accurate, as indicated above. This apparent discrepancy between the accuracy of the parameter estimation and its corresponding BOLD signal is due to the fact that some parameters' effects are redundant, i.e., different sets of parameters can provide identical BOLD signals. For example, as reported in [15] , the effects of increasing θ 1 can be compensated by decreasing θ 2 , to produce exactly the same output. On the other hand, unlike the biophysiological parameters, ⃗ θ, the control input parameters ⃗ p are estimated with a relative error of about 0.1% (see Table   III ), which is an impressive accuracy level considering the high noise level in the data.
• Figure 8 and Table III clearly demonstrate that the proposed strategy outperforms the standard TNM-CKF method proposed in [21] when estimating the biophysiological and the control input parameters together. Indeed, Figure 8 shows that the standard TNM-CKF algorithm fails dramatically to deliver a physiologically reasonable BOLD signal reconstruction. For example, in the case of 30% white noise, TNM-CKF not only requires 33 iterations to converge, but the algorithm delivers the biophysiological and control input parameters with a relative error of 104% and 22%, respectively. This inaccurate estimation leads to a very poor BOLD signal reconstruction, with multiple peaks and troughs that are inconsistent with the prototypical BOLD regime, as depicted in Fig. 8 (d) .
Sensitivity to the number of BOLD signal measurements.
The goal here is to examine the effect of the number of measurements on the accuracy of the proposed method. To this end, the synthetic BOLD signal measurements were generated using the biophysiological parameters listed in Table I and the control input parameters listed in Table IV . In this experiment, we have set the start and end times of the stimulus, T on = 0s, T off = 0.5s, and we assumed that the intensity of the This article is protected by copyright. All rights reserved. Table I . Case of a single stimulus with characterstics listed in Table II . white noise was added to each set of measurements (see Fig. 9 ). We solved the inverse problem 6 using each of the considered four sets of synthetic BOLD signal measurements, successively. The results are reported in Figs. 10-11. The following remarks are worth noting:
Multi-Step TNM-CKF
• Fig. 10 indicates that, as expected, the performance of the proposed algorithm tends to either improve or deteriorate depending on the number of BOLD signal measurements. More specifically, this experiment reveals that the minimum number of measurements needed for the algorithm to converge is 13. Using less data points results in a measured BOLD signal that does not exhibit the impulse response and post-stimulus undershoot of the true BOLD signal, i.e, the BOLD signal measurements do not reflect the underlying neuronal activity which drives the BOLD response. Therefore, it is not surprising for the algorithm not to converge. Although the algorithm converges using 13 data points, the computed BOLD signal has a relative error above 30%, which is still not an acceptable accuracy level. There is a significant improvement in the accuracy of the computed BOLD signal when the number of data points is increased to 17. Indeed, the relative error drops to 16% (see Fig. 11 (a)-(b) ). This relative error with 17 data points seems to be acceptable given the high noise level on the data. Doubling the number of data points from 33 to 65 measurements reduces the relative error on the computed BOLD signal by a factor of 2. Indeed, the relative error drops from about 16% to 8% (see Fig. 11 (c)-(d)). Observe that Fig. 10 indicates the presence of a plateau-type convergence when the number of measurements is greater than 65. Indeed, the relative error drops minimally from 8% to only 6% in spite of increasing the number of data points by a factor of two (from 65 to 129). This suggests that there is no significant gain in increasing the number of measurements.
• There is a significant accuracy improvement in the parameter estimation, particularly for ⃗ p, as the number of measurements increases. Indeed, the accuracy of the estimated values of ⃗ θ improves by a factor of 2 (from 46% to 23% relative error) when the number of data points is increased from 17 to 65, whereas the accuracy of the estimated values of ⃗ p improves by a factor of 5 (from 46% to 9% relative error). Note that the improvement in the accuracy also tends to stagnate, which is consistent with the results in the reconstruction of the BOLD signal.
• The relative error on the BOLD signal in the case of 33 measurements is almost equal to that in the case of 17 measurements, which is contrary to the overall trend. However, a closer look at Fig. 11 indicates that the computed BOLD signal with 33 measurements (Fig. 11 (c) ) is more physiologically plausible than the one with 17 measurements (Fig. 11 (b) ). Specifically, the reconstructed BOLD signal with 17 data points exhibits a more pronounced but shorter-lasting post-stimulus undershoot that is not in agreement with the target BOLD signal, as well as a second undershoot after the brain should have returned to its resting state (see Fig. 11 (b) ).
In summary, this experiment suggests that, as a possible practical guideline, the minimum number of BOLD signal measurements should be in the range 17-33 in order to achieve both convergence and an acceptable accuracy level on the reconstructed BOLD signal. These measurement guidelines appear to be of practical interest, as illustrated by the numerical experiments with real data (see has been performed in the case where the BOLD signal is tainted with 30% white noise, an extreme scenario. Therefore, using this rule in the presence of lower noise levels in the measurements is expected to lead to more accurate results. Figure 9 . Target BOLD signal (solid-black) and noisy BOLD signal measurements(dots-blue). Case of a single stimulus and 30% white noise on the measured BOLD signal. Figure 10 . Relative error on the BOLD signal vs. number of measurements. Case of a single stimulus and 30% white noise on the measured BOLD signal.
Experiment 2: Synthetic data corresponding to multiple brain activation stimuli
Next, we present the results of the model calibration using synthetic BOLD signal measurements corresponding to four different stimuli. Specifically, we fixed the set of biophysiological parameters (see Table I ), and generated synthetic BOLD signals by considering On-Off stimuli (see Equation is in the range 20-50% for excitatory activity during visual stimulation conditions [4, 29] . For each stimulus, we selected T on = 0s and T off = 0.5s. The target BOLD signal measurements were computed with a time step ∆t = 0.5s, for a total of 65 measurements over a 32-second interval. Fig. 12 shows the considered stimuli (see Fig. 12 (a) ) and their corresponding noise-free BOLD signal responses, ⃗ y j ∈ R 65 , j = 1, ..., 4 (see Fig. 12 (b) ). Furthermore, 30% white noise was added to the 65 data points in each case, to obtain ⃗ y j ∈ R 65 (see Fig. 13 ). The goal of this experiment is to estimate the biophysiological parameters ⃗ θ * (see Table I ) and the control input parameters Table V ) using the four sets of synthetic BOLD signal measurements, ⃗ y j , depicted in Fig. 13 . To this end, the proposed algorithm delivered, for each set of measurements ⃗ y j , a set of biophysiological parameters, ⃗ θ j , whose values are listed in Table VI . Then, we averaged ⃗ θ j to obtain the sought-after biophysiological parameter values, ⃗ θ avg (see Table VI ). Next, we applied the proposed algorithm, this time with ⃗ θ = ⃗ θ avg and using the noisy synthetic BOLD signal Figure 11 . Effect of the number of BOLD signal measurements: Target BOLD signal (solid-black) vs. reconstructed BOLD signal using Multi-Step method (dashed-red). Case of a single stimulus and 30% white noise on the measured BOLD signal.
• The proposed computational methodology very quickly converges to the noise level, both for estimating ⃗ θ avg (see Fig. 14) , and evaluating ⃗ p j,avg (see Fig. 15 ). Indeed, for the four considered intensities, the relative residual drops from 900% to 30% in only two steps, after a total of 4-5
iterations. This again demonstrates the robustness and the efficiency of the algorithm to the noise effect.
• The proposed strategy for estimating the sought-after biophysiological parameters by averaging the computed values for each set of BOLD signal measurements is proven to be an effective approach. Indeed, for each stimulus, the reconstructed BOLD signal is obtained with a relative error below 10% (see Fig. 16 ). This appears to be an excellent accuracy level, given the very high noise level (30%) in the BOLD signal measurements.
• The computed values of the biophysiological parameters, which have been obtained by averaging the computed values from the four different stimuli, yields ⃗ θ avg with a relative error of about 23%, and six of the seven computed biophysiological parameters are obtained with relative errors below the noise level (see Table VI ). Note that, similarly to Experiment 1, the corresponding BOLD signals are computed with a high accuracy level. We also observe the apparent "redundancy" in the values of the biophysiological parameters, that is, even with a low accuracy level on some of the biophysiological parameters (e.g., θ 1 ) the BOLD signal is still reconstructed with a high accuracy level.
• The multi-stage algorithm is able to distinguish the different levels of neuronal activity, an important feature, for each BOLD response. Indeed, the model calibration delivers the control input parameters with an excellent level of accuracy, as reported in Table VII . For all four stimuli, the relative error on the computed parameters is below 3%. In addition, Table VIII indicates that T on is computed with a relative error of 8.5%. 
Experiment 3: Real data corresponding to a finger-tapping experiment
Here, we investigate the performance of the proposed solution methodology when using real BOLD signal measurements corresponding to a single stimulus. The considered data were obtained from an fMRI scan of a male subject instructed to complete a finger-tapping task in a study approved by the Institutional Review Board at Nationwide Children's Hospital in Columbus, Ohio. In this experiment, head motion was restricted by firm cushions packed around the head, and by use of a head strap. The final data were taken with ∆t = 3s over a 72-second interval, providing a total of 25 measurements, that is, ⃗ y ∈ R 25 [23] . The goal of this experiment is to apply the proposed algorithm using the real BOLD signal measurements, ⃗ y, to estimate ⃗ θ and ⃗ p = ( T on , T off ) T . Due to the lack of a priori knowledge of the parameters' values, we used the initial guesses ⃗ θ (0) and ⃗ p (0) given in Tables   I and II, respectively. We assumed, however, that the intensity of the stimulus was a = 0.2, which corresponds to a 20% increase in neuronal activity. This appears to be a reasonable estimation given the relatively mild nature of the considered stimulus [4, 29] . The results of this numerical experiment are reported in Fig. 17 and Tables IX-X. These results suggest the following:
• Fig. 17 (a) illustrates the convergence efficiency of the proposed algorithm. Indeed, the relative residual decreased from about 400% to 4.7% after 3 steps, totaling 10 iterations only.
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• The computed BOLD signal appears to be very accurate (see Fig. 17 (b) ). With a relative residual of 4.7%, the computed BOLD signal exhibits the canonical brief overshoot and poststimulus undershoot that are clearly in agreement with the measured signal.
• The computed parameter values reported in Table IX appear to be physiologically plausible [3] . These values fall within the range of the experimental values obtained in [14] . 
Experiment 4: Real data corresponding to a face repetition experiment
Here, we assess the performance of the proposed computational strategy when using real BOLD signal measurements corresponding to multiple stimuli. We consider the open-access data taken from a repetition priming experiment [28] . In this experiment, the subject was asked to make fame judgements by making a key press. The subject was exposed to both famous and nonfamous faces, and each face was repeated, for a total of four distinct events: Famous1, Famous2, Nonfamous1, and Nonfamous2. The data were averaged over 26 occurrences of each event, with T on = 0s, T off = 0.5s.
Hence, for each event, we have 16 averaged data points, that is, ⃗ y j ∈ R 16 , j = 1, . . . , 4 (see Fig.   20 ). We applied the proposed algorithm as described in Section 4.2. Specifically, since we have no knowledge about the sought-after parameter values, we used the initial guesses given in Tables   I and IV to calibrate the model for each of the four stimuli. For each set of measurements ⃗ y j , the proposed algorithm delivered a set of biophysiological parameters, ⃗ θ j . We then averaged ⃗ θ j to obtain the sought-after biophysiological parameter values, ⃗ θ avg (see Table XI ). Furthermore, we applied the proposed algorithm, this time using ⃗ θ avg and the real BOLD signal measurements ⃗ y j to estimate • The algorithm exhibits fast convergence when estimating both ⃗ θ avg (see Fig. 18 ) and ⃗ p (see Fig.   19 ). Indeed, the relative residual reaches its asymptotic regime in one step (and no more than 5 iterations) for each stimulus. Observe that these results indicate that the biophysiological parameters were not updated when estimating ⃗ θ avg .
• The reconstructed BOLD signals depicted in Fig. 20 have residuals ranging from 23% to 36%, relative to the averaged data. While this may appear to be a high residual, note that the reconstructed BOLD signals overall fall within the range of the measurements. We must keep in mind that, although each set of measured data is averaged over 26 instances of the associated event, the data are still highly noisy, as demonstrated by the large error bars associated with each of the measurements.
• The computed BOLD signal is overall in agreement with the measured data, and seems to be even more physiologically plausible than the noisy measurements. Indeed, one can observe in Fig. 20 (b) , for example, that the averaged data show a negative BOLD response at a time when the activity should already have returned to its corresponding baseline. In addition, the computed values given in Tables XI-XII along with the computed value T on,avg = 0.556 s are both physiologically plausible and consistent with the data, that is, the first appearance of a famous face causes the largest change in neuronal activity, followed by the first appearance of a nonfamous face, while the repetition of the events causes a smaller reaction than the first appearance. without a priori knowledge on the parameter values, as well as its ability to retrieve both the biophysiological parameters and the external stimulus characteristics. The strategy is also capable of characterizing different levels of neural activity in a single subject, which appears to be a distinguished, powerful feature. The presented numerical results illustrate the robustness and efficiency of the proposed method. This new method has successfully calibrated the hemodynamic model using data from actual fMRI images. Furthermore, the algorithm is cost effective. It can be run on any personal desktop or laptop machine, and requires only few seconds to perform a single calibration. 
where S t is computed by a Cholesky factorization of P t , that is,
and ⃗ ξ i is the ith column of the cubature points matrix ξ given by: 
2. Next, we evaluate the process at the cubature points to obtain the propagated cubature points at time t + 1, which requires solving the following differential system:
where A is given by 3.
3. The average of the cubature points found in step 2 serves as a prediction for the state at time t + 1, that is,
4. The time update step ends with the calculation of the predicted error covariance, P t+1 :
where Q t+1 is the process noise covariance at time t + 1 defined in Chapter 2.
(ii) Measurement Update. In this step, we correct the predicted values given by 22 and 23 in order to evaluate the BOLD signal at time t + 1. The measurement update is performed as follows:
1. We begin by correcting ⃗ x t+1 to obtain ⃗ x t+1 . To do so, we first evaluate the predicted cubature points,
where S t+1 is once again computed by the Cholesky factorization of P t+1 , that is,
Next, and similarly to the predicted state vector, we obtain the predicted BOLD signal at time t + 1 by averaging the BOLD signal over the predicted cubature points 24
) .
Using 22 and 26, we deduce the corrected value of ⃗ x t+1 , given by:
whereỹ t+1 is the measured BOLD signal at time t + 1, − → W t+1 is the Kalman gain at time t + 1,
given by:
with
the innovation covariance, R t+1 the measurement noise covariance at time t + 1 as defined in 
is the cross-covariance vector.
2. Next, using 23, 28, and 29, we obtain the corrected error covariance:
3. Finally, we compute the corrected BOLD signal at time t + 1 as follows:
