The b-chromatic index ϕ (G) of a graph G is the largest integer k such that G admits a proper k-edge coloring in which every color class contains at least one edge incident to edges in every other color class. We give in this work bounds for the b-chromatic index of the direct product of graphs and provide general results for many direct products of regular graphs. In addition, we introduce a linear programming model for the b-edge coloring problem, which we use for computing exact results for the direct product of some special graph classes.
Introduction
A b-vertex coloring of a graph G is a proper vertex coloring of G such that each color class contains a vertex that has at least one neighbor in every other color class. The b-chromatic number ϕ(G) of a graph G is the largest ϕ(G) = d+1 holds. This bound was later improved to 2d 3 in [5] . In particular, it was shown in [18] that there are only four exceptions among cubic graphs with ϕ(G) < 4, one of them being the Petersen graph.
We continue in this work the study of the edge version of the b-vertex coloring and the b-chromatic number introduced in [20] , namely the b-edge coloring and the b-chromatic index, respectively. A b-edge coloring of a graph G is a proper edge coloring of G such that each color class contains an edge that has at least one incident edge in every other color class. The b-chromatic index of a graph G is the largest integer ϕ (G) for which G has a b-edge coloring with ϕ (G) colors. We say that this coloring realizes ϕ (G). An edge e of color i that has all other colors on its incident edges is called color i dominating edge; we say also that color i is realized on e. The trivial upper bound m (G) for the b-edge coloring is defined similarly as for the vertex version: m (G) = max{i : d(e i ) ≥ i − 1}, where d(e 1 ) ≥ . . . ≥ d(e m ) is the degree sequence of the edges e 1 , . . . , e m of G.
In [20] , the authors determine the b-chromatic index of trees, and give conditions for graphs that have the b-chromatic index strictly less than m (G), as well as conditions on graph G for which ϕ (G) = m (G). They prove further that ϕ (G) = 5 for connected cubic graphs, with only four exceptions: K 4 , K 3,3 , the prism over K 3 , and the cube Q 3 . Regarding the complexity of the problem, we note that determining whether ϕ (G) = m (G) was shown to be NP-complete by Lima et al. in [27] .
In the next section we recall some standard definitions and notation. In the third section we describe bounds for ϕ (G × H) for some graph classes. In the fourth section we show some important consequences of a previous theorem of [20] that allows exact results for ϕ under certain conditions.
Determining the b-chromatic index of a graph can be very tedious already for small examples. For this reason we developed a linear programming model for the problem, which we describe and study for effectiveness in the fifth section. With this method and all previous results we were able to produce exact values for some families of direct products, documented in the last section.
Preliminaries
Let G be a graph. The line graph L(G) of G is the graph with V (L(G)) = E(G), and two edges of G are adjacent in L(G) if they share a common vertex. Clearly ϕ (G) = ϕ(L(G)). The number of vertices incident with the vertex v is the degree of v and is denoted by d(v). If all vertices have the same degree d, we say that G is a d-regular graph. The degree of an edge e = uv is denoted by d(e) and equals to
corresponds to e ∈ E(G). We denote the set of edges incident to an edge e by N (e). A graph is called an r-edge regular graph if all its edges have the same degree r.
The direct product G × H of graphs G and H has vertex set V (G) × V (H); two vertices (g, h) and (g , h ) are adjacent in G×H if they are adjacent in both coordinates, i.e. gg ∈ E(G) and hh ∈ E(H). If e = (g, h)(g , h ) ∈ E(G × H), let p G (e) = gg and p H (e) = hh be the projection of edge e over G and H, respectively. The direct product is associative (see [15] ) and hence we can write more factors without brackets:
The direct product seems to be the most elusive product among all four standard products (Cartesian, strong, direct and lexicographic). The reason for this is the fact that each edge of G × H projects to an edge in both factors, which is not the case on other products. This also constitutes the direct product as the product in categorical sence. Even basic graph properties, such as connectedness are non trivial for the direct product. Indeed, G × H need not be connected, even if both factors are. This happens exactly when both factors are bipartite (and connected) and in this case there are exactly two components (see [31] or [15] ). Also the following distance formula (see [22] ),
is far more complicated for the direct product than for others. Here d e G (g, g ) means the length of a shortest walk of even length between g and g in G and d o G (g, g ) the length of a shortest odd walk between g and g in G. If such a walk does not exist, we set d
) to be infinite. For more about direct product graphs see the book [15] .
Bounds for ϕ (G × H)
A one-factor or a perfect matching of a graph G is a set of independent edges of G that meet every vertex of G. Clearly, a graph with a one-factor has an even number of vertices. A one-factorization of G is a partition of E(G) into one-factors. Thus, in a one-factorization of G, every edge belongs to exactly one one-factor. Evidently G must be regular with an even number of vertices if it has a one-factorization. The basic examples of graphs with one factorization are even cycles and hypercubes. Graph products form a rich field for one factorizations, see for instance Section 30.1 of [15] . The following result shows a somewhat surprising connection between graphs with one-factorizations and the b-chromatic index of direct products. Theorem 3.1. Let G be a graph and H an r-regular graph. If H has a onefactorization, then
Proof. Let G be a graph with ϕ (G) = k and let c : E(G) → {1, . . . , k} be a b-edge coloring that realizes ϕ (G). If H is an r-regular graph with a one-factorization, then there are exactly r one factors that partition E(H). Let c : E(H) → {1, . . . , r} be a proper edge coloring where c(e) = i whenever e ∈ E(H) belongs to the ith one-factor of H. We will show that c : E(G×H) → {1, . . . , rk} defined by
is a b-edge coloring of G × H. First we show that c is a proper edge coloring. Suppose, on the contrary, that for two incident edges e, f ∈ E(G × H) we have c(e) = c(f ), where e = (g, h)(g , h ) and f = (g, h)(g , h ). Clearly e = f implies that g = g or h = h . Since c(e) = (c (gg ), c (hh )) = (c (gg ), c (hh )) = c(f ), we have c (gg ) = c (gg ) and c (hh ) = c (hh ). If g = g , c (gg ) = c (gg ) is a contradiction with c being a proper coloring of E(G). Similarly, if h = h , c (hh ) = c (hh ) is a contradiction with c being a proper coloring of E(H). Hence c is a proper coloring of E(G × H).
Next, let e = (g, h)(g , h ) be an edge of G × H, where gg is (without loss of generality) a 1-dominating edge in G for c . We claim that e is a c(e) = (1, c (hh )) dominating edge in G × H for c. Let g 1 , . . . , g j be neighbors of g, such that gg p , p ∈ {1, . . . , j}, is assigned a color needed for e to be a 1-dominating edge. Similarly, let g 1 , . . . , g be neighbors of g such that g g t , t ∈ {1, . . . , }, is also assigned a color needed for e to be 1-dominating. (Notice that j + = k − 1.) Recall that coloring c is generated by a onefactorization of H, which yields for every vertex h ∈ V (H) that all colors are present on edges incident with h. We may assume without loss of generality that c (hh ) = 1. Denote by h 2 , . . . , h r neighbors of h where c (hh s ) = s, s ∈ {2, . . . , r}, and by h 2 , . . . , h s neighbors of h where c (h h i ) = s, s ∈ {2, . . . , r}. Edges (g, h)(g p , h s ) and (g , h )(g t , h s ), p ∈ {1, . . . , j}, t ∈ {1, . . . , } and s ∈ {2, . . . , r}, are all incident with e and they have all colors of the set {2, . . . , k} × {2, . . . , r}. Similarly, edges (g, h)(g p , h ), p ∈ {1, . . . , j}, and (g , h )(g t , h), t ∈ {1, . . . , }, have all colors of the set {2, . . . , k} × {1}. Finally, edges (g, h)(g , h s ), s ∈ {2, . . . , r}, are assigned all colors from {1} × {2, . . . , r}.
(Notice that edges (g , h )(g, h s ), s ∈ {2, . . . , r}, are colored with the same colors.) Hence e with c(e) = (1, 1) has all colors from {1, . . . , k} × {1, . . . , r} − {(1, 1)} on edges incident to e, which yields that e is a (1, 1)-dominating edge, so the proof is completed.
The lower bound of Theorem 3.1 seems to present its best when r is small. The reason for this can be found in the last part of the proof where edges (g , h )(g, h s ), s ∈ {2, . . . , r}, are colored with the same colors. Hence here we have r − 1 duplicated colors and this may lead to strict inequality.
Proof. By Theorem 3.1 we get the lower bound, while the upper bound is the trivial upper bound m (G × C 2n ).
While the reader might find that this corollary holds only for a small number of graphs, let us recall that there exists only a finite number of r-regular graphs with ϕ(G) < m(G) (see [5] ). If G is an r-edge regular graph, then L(G) is an r-regular graph. "Usually" this means that ϕ (G) = r+1; in particular, it holds for all r-edge regular graphs with at least 2r 3 edges (Theorem 2.
in [5]). But even if the number of edges is smaller than 2r
3 , one can expect that most problems will occur when the number of edges is small. The computational results from [13] for the b-chromatic number of small regular graphs indicate such a conclusion.
On the other hand, if one wishes to generalize Theorem 3.1 to all direct products, one can observe from the proof that the one-factorization of a graph H was needed "only" to obtain an edge coloring of H with the following property: there must exist an edge e = uv, called symmetric, in every color class for which every endvertex has all colors on edges incident to it. We call a proper coloring with this property an edge symmetric coloring of H. Unfortunately, edge symmetric colorings do not exist for every graph H. For this observe odd cycles. Since every edge symmetric coloring is a proper coloring, we need at least χ (C 2k+1 ) = 3 colors. However this is not possible, since C 2k+1 is 2-regular. More generally, an edge symmetric graph coloring of H can contain at most ∆(H) colors, since a symmetric edge e can have at most ∆(H) − 1 edges with different colors incident to each endvertex plus the color of e. Thus no class 2 graph has an edge symmetric coloring. Many class 1 graphs may also lack an edge symmetric coloring, too, since we need for such a coloring at least ∆(H) edges in which all endvertices have degree ∆(H).
Nevertheless, with the concept of edge symmetric colorings we can extend the bound from Theorem 3.1 to many other direct products, in particular to products in which both factors are non-regular. One example of graphs with an edge symmetric coloring are paths P n , n ≥ 5. Another small example is a path P 6 with edges colored 3-2-1-3-2 in turn and in each inner vertex an additional edge attached, colored 1-3-2-1 in turn.
Theorem 3.3. Let G and H be graphs. If H contains an edge symmetric coloring, then
Proof. The proof is the same as the proof of Theorem 3.1 in which we replace coloring c generated by a one-factorization of H by an edge symmetric bcoloring c of H.
Consequences of Theorem 3.1 from [20]
First we recall a result from [20] for graphs with diam(G) ≥ 4. For a vertex v of G, let S 2 (v) be a set of all vertices of G that are at distance 2 from v. We say that a graph G is of class 1 if χ (G) = ∆(G) and of class 2 if χ (G) = ∆(G) + 1. We define the graph G[v] as the subgraph of G induced by 
The condition ∆(G[v]) = r − 1 implies that each vertex from S 2 (v) has a neighbor at distance 3 from v. If this condition is not met in an r-regular bipartite graph G, then there exists u ∈ S 2 (v) for which N (u) = N (v). However this is not necessarily the case for nonbipartite graphs. Notice also that for every bipartite graph G and any vertex v of G, the graph G[v] is bipartite (bipartition is induced with N (v) and S 2 (v)) with ∆(G[v]) = r − 1. Recall that every bipartite graph is class 1 graph by König's Theorem. We will now deduce the conditions of Theorem 4.1 for the direct product with the help of the following lemmas. Proof. Since at least one factor is nonbipartite, G × H is connected. Let g ∈ V (G) and hh ∈ E(H)
Proof. Let g ∈ V (G) and hh ∈ E(H). Vertices (g, h) and (g, h ) belong to different components of G × H. Suppose without loss of generality that diam(G) ≥ 4 and that 
where N G (v) denotes the subgraph induced by the neighborhood of vertex v in a graph G. Moreover, it is also easy to see that
holds for any graphs G and H without triangles. 
Proof. If G × H is bipartite, then G × H[(g, h)
] is bipartite as it is an induced subgraph of G × H and hence a class 1 graph by König's Theorem. Suppose that G × H is nonbipartite. Edges of an odd cycle of G × H project to edges in both factors, which yields an odd closed walk in both factors. Therefore both G and H are nonbipartite. Let (g, h) be an arbitrary vertex of G × H. The direct product of triangle free graphs is triangle free again. Hence N G×H (g, h) induces an empty graph. Suppose that g is not on a five cycle in G. By expression (2) above, vertices of S
induce a graph without edges, since there are no triangles in G and g is not on a five cycle. Therefore also S G×H 2 (g, h) induces an empty graph, G × H[(g, h)] is bipartite and thus a class 1 graph. (Notice that if h is not on a five cycle in H we can exchange the role of g and h by commutativity of the direct product and we are done again.)
Notice that this lemma can also be true when both graphs contain five cycles. The smallest example is C 5 × C 5 , where G[(g, h)] is isomorphic to a graph obtained from K 4 by a 1-subdivision of each edge on some fix four cycle and a 2-subdivision of the remaining two edges. Such a graph is easily colored by 3 colors and is hence a class 1 graph.
Finally we discuss the last condition of Theorem 4.1, which says that in an r-regular graph ∆(G[v]) = r − 1 = ∆(G[u]). With this additional lemma we close the discussion on the conditions of Theorem 4.1 for the direct product.
Lemma 4.5. Let G and H be connected graphs, r G -and r H -regular, respectively, and let [(g, h) ]) = r G r H − 1. By commutativity of the direct product we are done also when h is such a vertex in H, that ∆(H[h]) = r H − 1.
Unfortunately the above lemmas differ in their assumptions, so that we need to be careful stating the following results. Theorem 4.6. Let G and H be connected graphs, r G -and r H -regular, respectively, and without triangles. Let additionally gg ∈ E(G), where g and g do not lie on any five cycle and
If at least one of G and H is nonbipartite, then
Proof. Let gg ∈ E(G), such that g and g do not lie on any five cycle. By Lemma 4. H[(g, h) ]) = r G r H −1 and ∆ (G×H[(g , h ) ]) = r G r H −1. By Theorem 4.1 the result follows.
Theorem 4.7. Let G and H be connected bipartite graphs, and r G -and r Hregular, respectively. Let Notice that all lemmas and both theorems of this section have a symmetric version with respect to the second factor H.
Computing the b-chromatic index by linear programming
By Theorems 4.6 and 4.7 we are able to tell the exact value of the bchromatic index for many direct products of regular graphs. It seems that with the growth of diam(G) the chances of ϕ (G) being equal to m (G) do grow as well. In particular, in view of Corollary 3.2 one would expect for an r-regular graph G that its b-chromatic index is always equal to m (G × C 2k ) = 2r + 3 for some relatively small k onwards. (Recall that such a k always exists by the results of [5] .) Hence one would "only" need to check some small examples to describe the b-chromatic index of some families of direct products.
Unfortunately, even this can be a difficult, hard work, since up to now no tools have been developed to check small instances (other than brute force). This can be a challenging task for the direct product, which can become quickly a large graph even when the factors considered are small. For this reason we introduce an integer programming (IP) model based on the standard formulation of the vertex coloring problem, to help producing b-colorings of a graph G. Since this is an NP-hard problem, we cannot expect that the solutions obtained by this method lead always to exact values of ϕ (G) within reasonable time bounds. Still, every solution produced gives a lower bound for ϕ (G). This approach turned out to be quite useful; we present it below.
Let c be an upper bound of ϕ (G), and n, m be the number of vertices and edges of G, respectively. We consider the following binary variables:
• for every color j ∈ {1, . . . , c} : w j = 1 : if color j was assigned to some edge 0 : otherwise ;
• for every edge e ∈ {1, . . . , m} and for every color j ∈ {1, . . . , c} :
x ej = 1 : if color j is assigned to edge e 0 : otherwise ;
• for every edge e ∈ {1, . . . , m} and for every color ∈ {1, . . . , c} :
if edge e is dominant of color j 0 : otherwise .
With these variables we introduce the following IP model:
Max c j=1 w j subject to:
• every edge receives exactly one color m j=1 x ej = 1 for every edge e ∈ {1, . . . , m};
• two incident edges do not get the same color x e 1 j +x e 2 j ≤ 1 for every pair of incident edges e 1 and e 2 and for every color j ∈ {1, . . . , c};
• w j has to be 1 if and only if color j was assigned to any edge x ej ≤ w j for every edge e ∈ {1, . . . , m} and for every color j ∈ {1, . . . , c} m e=1 x ej ≥ w j for every color j ∈ {1, . . . , c}.
For every color, there must be a dominant edge. We accomplish this with help of the next three constraints:
• for every edge e, z ej is equal to 1 if color j is indeed used and there is an edge incident to e of every other color.
for every edge e ∈ {1, . . . , m}, and every pair of colors j, j 1 ∈ {1, . . . , c}, j 1 = j;
• there is a dominant edge for every color used m e=1 z ej ≥ w j for every color j ∈ {1, . . . , c};
• edge e can only be dominant of color j if j is assigned to it z ej ≤ x ej for every edge e ∈ {1, . . . , m} and for every color j ∈ {1, . . . , c}.
Further, the following classic constraint was used to reduce symmetry:
• use all colors sequentially w j ≤ w j 1 for all colors j, j 1 ∈ {1, . . . , c} , j 1 < j.
It is easy to see from the above constraints that the model produces a bcoloring for a graph G (and thus a lower bound for ϕ (G)), and that a b-coloring realizing ϕ (G) is obtained when the objective function is maximized.
The standard approach to solve an IP problem is the Branch and Cut algorithm. It is out of the scope of this work to describe this technique; we refer the reader to [29] for further details. We have made extensive computational tests with one of the most important implementation of the mentioned algorithm, CPLEX. The model was able to produce optimal solutions only for small/sparse instances of the problem, but achieved nevertheless solutions for all instances within reasonable time limits. We have also run tests on families of graphs for which its b-chromatic index is known from [20] and the obtained results where very accurate. We believe that further study of the structure of the model could reveal cuts for possible performance improvements; this is left to future works.
For the purpose of the computational experience, we use a family of randomly generated graphs with different number of vertices and edge densities. In Table 5 below we show:
• the number of vertices Boldface in the IP solution column indicates that the b-chromatic index was obtained since we got the same value by IP as is m (G). Notice that also other values may equal to ϕ (G) since m (G) is an upper bound. In particular for density 100% we have a complete graph K n and for them it holds that ϕ (G) < m (G), as we know from [20] . Also recall that if a regular graph G has enough vertices, then ϕ (G) = m (G), which follows from the vertex version of the coloring in [5] . But with the increase of the number of vertices of G its density decreases as well. Hence we can expect lower values than m (G) for less dense graphs. The same can be deduced from the computer experiments of an evolutionary algorithm for ϕ(G) in [13] .
The linear integer problems were solved using CPLEX 12.5, running on a Pentium i5 processor, with a 64 bit operating system and 4Gb of available memory.
Direct products of special graph classes
Recall that for a bipartite graph G we have G × K 2 ∼ = 2G [14] . Hence we immediately get the following Corollary 6.1. For a bipartite graph G with ϕ (G) = 2∆(G) − 1 we have
Notice that the condition ϕ (G) = 2∆(G) − 1 cannot be avoided in the above corollary. Namely, graph 2G has twice more edges of high degree than G and this means that we can have m (2G) > m (G), which could also lead to ϕ (2G) > ϕ (G). The smallest example for this is G ∼ = P 5 , where m (P 5 ) = ϕ (P 5 ) = 2, but m (2P 5 ) = ϕ (2P 5 ) = 3.
Next we consider the product of two paths, where a similar situation may arise. Indeed, it could happen that ϕ (P m × P n ) is strictly greater than the b-chromatic index of one or both of its components. See for instance P 3 × P 3 or P 4 × P 6 , respectively. Theorem 6.2. For any integers n ≥ m ≥ 3 we have
(2) 5 : m = 4, n < 6 (3) 6 : m = 4, n = 6 (4) 7 : m = 4, n > 6 (5) 6 : m = 5, n = 5 (6) 7 : m ≥ 5, n > 5 (7) 100  8  15  12  12 13  20  5  5  5  12 26  40  6  10  9  12 39  60  10  14  12  12 52  80  10  18  12  12 66  100  11  21  11  15 21  20  5  7  7  15 42  40  10  13  12  15 63  60  11  18  14  15 84  80  14  23  16  15 105  100  14  27  17  30 87  20  11  15  14  30 174  40  17  28  17  30 261  60  22  38  22  30 348  80  26  49  26  30 435  100  29  57  29   Table 1 : Results for the b-edge-chromatic number for some graphs.
Proof. It is easy to see that m (P m × P n ) equals to the expression for ϕ (P m × P n ) as stated above, with the only exception of P 3 ×P 5 , where we have m (P 3 × P 5 ) = 5. For this case, notice that one component of P 3 × P 5 is isomorphic to two fourcycles which share a common vertex; while the other component is isomorphic to a fourcycle in which each of two fixed opposite vertices have two additional leaves attached. It is easy to see that in every component we can have at most two color dominating edges if we try to find a 5-b-coloring of P 3 × P 5 . This yields altogether 4 color dominating edges, which is a contradiction in a 5-b-coloring. Hence ϕ (P 3 × P 5 ) < 5. The upper bound is now clear for all cases.
With help of the IP model (but it is also easy to verify by hand) we obtained the same values for ϕ (P m ×P n ) in cases (1), (3), (4) and (6), which settle them. For case (2) we did this only for the smallest representative, namely P 3 × P 6 . Again we obtained m (P 3 × P 6 ) = 5 = ϕ (P 3 × P 6 ) computationally (and again it is not hard to do so by hand). Now if n is greater than 6, we can color any subgraph P 3 × P 6 of P 3 × P n with the same coloring we obtained. The remaining edges can be colored by the greedy algorithm since degrees of all edges are strictly less than m (P 3 × P 6 ). The remaining cases (5) and (7) are analogous to (2), with representatives P 4 × P 7 and P 5 × P 6 , respectively.
Next we concentrate on the direct product of two cycles. {m, n} ∈ {{3, 3}, {4, 3}, {5, 3}, {6, 3}, {7, 3}, {4, 4}, {6, 4}, {5, 5}, {6, 6}}.
We have run them on the IP model introduced in the previous section and obtained 7-b-colorings for all of them with exception of C 3 × C 3 for which we got a 6-b-coloring. Since m (C m × C n ) = 7 we only need to show that there exists no 7-b-coloring of C 3 × C 3 .
In order to obtain a contradiction we may assume that ϕ (C 3 × C 3 ) = 7. By Lemma 4.1 from [20] , at most two edges of any C 4 or any C 3 in C 3 × C 3 can be color dominating in a 7-b-edge coloring. We will use this result to analyze the subgraph H of C 3 × C 3 induced by seven color dominating edges. Suppose that H contains a vertex v of degree 4. By symmetry, v could be any vertex of C 3 × C 3 , and all edges incident to it would be in H. Notice that all but four edges of C 3 × C 3 lie on a C 3 or C 4 with two of its edges incident to v. By the above mentioned Lemma 4.1, only these four edges would be allowed to be color dominating in C 3 × C 3 . However, the four edges induce in turn a C 4 , so by the same lemma again, only two of them can be color dominating. Thus, only six color dominating edges are possible, this is a contradiction with C 3 × C 3 having a 7-b-edge coloring. So H does not contain a vertex of degree 4.
By a tedious case analysis one can show that H cannot contain a vertex of degree 3 or 2, either. This leads to the conclusion that no 7-b-edge coloring can exist for C 3 × C 3 . The details are left to the reader.
