Abstract. We present a multigrid algorithm for the solution of distributed parameter inverse problems constrained by variable-coefficient linear parabolic partial differential equations. We consider problems in which the inversion variable is a function of space only; for stability we use an L 2 Tikhonov regularization. The main feature of our algorithm is that its convergence rate is mesh-independent-even in the case of no regularization. This feature makes the method algorithmically robust to the value of the regularization parameter, and thus, useful for the cases in which we seek a high-fidelity reconstruction.
1. Introduction. In this paper we present multigrid algorithms for inverse problems constrained by parabolic partial differential equations (PDEs). As a model problem we consider the one-dimensional heat equation. The inversion parameter is a heat source, which we try to reconstruct given full or partial observations of the temperature. Our method is designed for problems in which the temporal variation of the heat source is known, but the spatial variation is not. Our model is motivated by inverse medium and data assimilation problems that are constrained by reaction-convection-diffusion equations. We use an an infinite-dimensional PDE-constrained optimization formulation [5] . Although we consider only the 1D case, our algorithmic choices are designed for large-scale three-dimensional problems.
More precisely, we seek to reconstruct an unknown function u(x) by solving the following minimization problem:
subject to:
∂y(x) ∂t − ν∆y(x) = a(x, t)y(x) + b(x, t)u(x) in D, y = 0 on ∂Ω, y(x, 0) = 0 in Ω, where D is defined as Ω × (0, T ]. Here, y is the state variable, u is the inversion variable, ν > 0 is the diffusion coefficient, and β ≥ 0 is the regularization parameter. The objective is to reconstruct u by minimizing the misfit between the observed state y * and the predicted state y. We assume that both a(x, t) and b(x, t) are known, smooth, and bounded functions. 1 By forming a Lagrangian, introducing the adjoint variables λ, and by requiring stationarity with respect to the state, inversion, and adjoint variables, we arrive at the the first-order optimality conditions: State ∂y ∂t − ν∆y − ay − bu(x) = 0 in D, y = 0 on ∂Ω, y(x, 0) = 0 in Ω. The above system of equations is also known as the Karush-Kuhn-Tucker optimality system or the "KKT" system. The corresponding linear operator can be written as
The KKT operator corresponds to a symmetric saddle point problem. For an excellent review on linear solvers for such problems, we refer the reader to [6] . In this paper we will consider two methods, the so-called "full space" and "reduced space" [15] . In full space methods one solves directly (1.1), for example, using a Krylov iterative method. In reduced space methods one solves for u by an iterative solver on the the Schur complement of u. To derive the Schur complement, we first eliminate y and λ using the state and adjoint equations respectively, and then we substitute λ in the inversion equation. In this way we obtain
2)
The "reduced Hessian" H (or just "Hessian") is defined by H = C T J −T QJ −1 C + βI. Since Q is positive semi-definite, H is a symmetric and strictly positive definite operator. The reduced gradient g is defined by g = −C
T J −T Qy * . We focus our attention to the design of efficient solvers for reduced space formulations. For completeness we include an example that shows how we can combine full and reduced space approaches.
Related work. Reduced space methods are quite popular because one can iterate on the adjoint and state equation in sequence, they require less storage, and the Conjugate Gradients method (CG) can be used to invert H. The KKT matrix (1.1), is indefinite, ill-conditioned, and its size is more than twice as large as that of the forward problem. Most implementations avoid using H and instead use some approximation, for example, quasi-Newton. Such approaches however, are not algorithmically scalable [1] . If H is to be used, direct solvers are not a viable option since the reduced Hessian is a non-local and thus, dense operator. The Preconditioned Conjugate Gradients (PCG) algorithm requires matrix-vector product (hereinafter, "matvec") operations only, and thus, can be used to solve (1.2) .
If we fix the regularization parameter β to a positive value we can show that H is a compact perturbation of the identity and thus, has a bounded (mesh-independent) condition number: it scales as O(1/β). Using CG to solve a linear system involving H requires O(1/ √ β) iterations. Therefore, the overall scheme does not scale with vanishing β. We claim that in mesh refinement studies and scalability analyses for inverse problem solvers, having a fixed value of β can lead to wrong conclusions.
There are two reasons that drive the need to solve problems in refined meshes. The first reason is the need to resolve the forward and adjoint equations. In that case one can use a mixed discretization in which u is discretized in a coarser grid, or one can use a large value for β. In the second case, which is pertinent to scalability of the inverse problem solver, we have high-quality observations 2 that allow for a high-resolution reconstruction of u. This implies that β cannot be fixed as we refine the mesh because we will not be able to recover the sought frequencies. Obtaining a mesh-independent scheme for vanishing β, to our knowledge, has not been addressed.
Returning to the reduced Hessian, we observe that the deterioration of the condition number with decreasing β suggests the need for a preconditioning scheme. We cannot use standard preconditioning techniques like incomplete factorizations or Jacobi relaxations, as these methods need an assembled matrix [4] . In [7] a two-step stationary iterative method that does not need an assembled matrix was used to precondition the reduced Hessian. (The two-step method will be the smoother in our scheme.)
Another alternative is to use multigrid methods. These methods have been developed mainly for linear systems arising from the discretization of elliptic and parabolic PDEs. The basic idea of multigrid is to accelerate the iterative solution of a PDE by computing corrections on a coarser grid and then interpolating them back to the original grid. The three important steps of multigrid scheme are pre-smoothing, coarse-grid correction and post-smoothing. Smoothing is equivalent to taking a few iterations of an iterative method ("smoother") that should selectively remove the high-frequency error components faster than low-frequency components. Besides the pioneering work of [12] for differential operators, and of [19] for second-kind Fredholm integral operators, there exists significant work on multigrid methods for optimal control problems. For example see the work of [2] and [15] for a general discussion, and [9] and [10] for distributed control problems constrained by parabolic PDEs. An alternative to multigrid is domain decomposition; a promising work for problems similar to ours can be found in [21] . There the author proposes a space-time Schur domain decomposition preconditioner for the KKT system. A nice feature of that method is that it can be readily parallelized in time. The context however, is optimal control and not inverse problems: the value of the regularization parameter is quite large.
In our case, the unregularized reduced Hessian is a Fredholm operator of the first kind. There has been little work on multigrid algorithms for such problems. In [20] multilevel and domain decomposition preconditioners were proposed for integral equations of first-kind. Multigrid solvers for Tikhonov-regularized ill-posed problems were discussed in [27] and [26] . Such problems were further analyzed in [24] and [25] . A multigrid preconditioner based on that work was also used in [1] to solve problems with million of inversion parameters. All these methods however, require a relatively small but non-vanishing value of the regularization parameter. As we will discuss later in the paper, the methods described in [1] and [10] do not scale well in the case of a mesh-dependent regularization parameter.
Contributions. Our main contribution is to derive a method for which we obtain a meshindependent and β-independent convergence rate-including the case of β = 0. We design special smoothers that are used to built multigrid schemes for (1.2).
There are several challenges in designing multigrid schemes for the reduced space. As we mentioned, we have to design a matrix-free smoother with no access to diagonal or offdiagonal terms of the Hessian operator. The reduced Hessian (with β = 0) is a compact operator. Its dominant eigenvalues correspond to low-frequency components and for such operators standard smoothers fail. Finally, every matrix-vector multiplication with the reduced Hessian is equivalent to a forward and an adjoint solve; hence, it is important to design algorithms that require a minimum number of matvecs in the fine grid.
We first propose a multigrid solver that uses a CG smoother combined with an approximate filtering operator that restricts the CG iterations in the high-frequency Krylov subspace. We show numerical results that indicate good behavior. The method is easy to implement, but difficult to analyze. For this reason we propose a second smoother that is more expensive but for which we can provide complexity estimates.
The main components of the proposed algorithm are: (1) a reduced Hessian that is a composition of spectral filtering with an approximate Hessian operator based on inexact forward and adjoint solves; and (2) a smoothing scheme that uses a stationary second-order method targeted in the high-frequency components of u. It is crucial that the effectiveness of the smoother in the high-frequency regime is mesh independent; our method fulfills this requirement. The multigrid scheme (a V-cycle) can be used as solver or as a preconditioner for a Krylov iterative method.
The forward and adjoint problem are discretized using a backward-Euler scheme in time, and a standard three-point Laplacian (Dirichlet BCs) in space. We conduct numerical experiments to test (1) the effects of semi-coarsening (only space coarsening) and standardcoarsening; (2) different smoothing techniques; and (3) the effects of using non-Galerkin coarse-grid operators. We analyze and experimentally measure convergence factors. Also, we present results for the more general case in which multigrid is used as a preconditioner and not as a solver. In addition, we test the algorithm for the case of variable coefficients (resembling reaction-diffusion equations that admit traveling wave solutions) and partial observations. Finally, we include a discussion on full-space methods and we propose a multigrid scheme for (1.1) along with numerical results that illustrate its performance.
1.1. Organization of the paper. In Section 2 we derive the spectral properties of the analytic and discretized reduced Hessian for the case of constant coefficients. In Section 3 we discuss multigrid and we give details on the coarse-grid operator. In Section 3.2 we discuss standard smoothers and present construction of novel smoothers based on the idea of subspace decomposition; in Section 4, we present appropriate preconditioners so that PCG can be used as a smoother. Numerical results on this approach are presented in Section 4.1. In Section 5, we present our main contribution, a multigrid variant which based on exact subspace projections, and we present results for both the constant and variable coefficient case. Finally, in Section 6 we discuss full space methods.
2. Spectral properties of the reduced Hessian. We start by calculating the spectrum of the reduced Hessian. We show that in its general form, the source inversion is an illposed problem with algebraically decaying eigenvalues. Let K be the Green's operator for the forward problem, so that K maps functions from the inversion variable space to the state variable space. Using K, we can eliminate the constraint and obtain an unconstrained varia-tional problem for u:
Taking variations of (2.1) with respect to u we get an Euler-Lagrange equation for u:
where K T is the adjoint of K. Then the strong form of the optimality conditions is given by
where H is the reduced Hessian. If a = 0 then K (for homogeneous Dirichlet boundary conditions) is given by
where
, and use orthogonality we get
The adjoint operator K T is given by
Using (2.5) and (2.6) in (2.3), and setting β = 0, the eigenvalues (σ k ) and eigenvectors (v k ) of the reduced Hessian (H = K T K) are given by
If we discretize in space using the three-point Laplacian approximation, the corresponding eigenvalues and eigenvectors of the reduced Hessian (H h ) are given by
) is the k th eigenvalue of the discrete Laplacian and ν is the diffusion coefficient. The discrete sine function is represented by S 
Nt−j l=0
where N t is the number of time steps and δ the time step.
From (2.7) and (2.8) and it is bounded. For small β, however, the reduced Hessian is a highly ill-conditioned operator (see Figure 2 .1). Here we report the performance of CG as a function of the mesh size and the value of the regularization parameter. The number of CG iterations does not change with an increase in the problem size Ns; β is the regularization parameter and in parentheses the number of recovered frequencies; iters corresponds to number of CG iterations for a relative residual reduction r / r 0 ≤ 10 −12 ; and maximum number of iterations is 2Ns. Two cases of regularization parameter are considered: β = σ 20 and β = σ 100 . Additional parameters used in this numerical experiment are ν = 1, T = 1. One observes that the number of CG iterations are meshindependent only in the case of constant β. The number of CG iterations required for convergence is proportional to the square root of the condition number of the underlying operator. Therefore, for mesh-independent condition number, we obtain a mesh-independent number of iterations. It may be the case however, that the data fidelity allows quite small regularization parameter.
In Table 2 .2 we report results from a numerical experiment in which we study the number of CG iterations for two cases of the regularization parameter. One can observe that for constant β the the number of iterations is mesh-independent. This is not the case when β is related to the mesh size. The goal of the present work is to use multigrid ideas to address problem of β-independence number of CG iterations, at least for the source inversion problem for the heat equation.
3. Reduced space multigrid. In this section we summarize the algorithmic issues related to multigrid for the reduced Hessian. Here, and in the rest of the paper, we use the superscript h to denote the fine discretization level, and 2h the coarse level-in the case of a two-grid scheme. Table 3 .1 we summarize the spectra of several restriction and prolongation based operators. Key in a multigrid scheme is to that each 
where V h is the fine space and W 2h is the space containing high frequency components. S h k , S 2h k are the eigenfunctions of the discrete Laplacian and the reduced Hessian in Ω h and Ω 2h respectively.
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grid level the majority of the work is in removing errors associated with high-frequencies (at the specific grid level). In addition as we move into the grid hierarchy, errors should not be reintroduced or amplified. The problems we are discussing here are pretty regular so prolongation and restriction do not present particular challenges. Below we first discuss the coarse-grid operator representation and then we discuss smoothing techniques.
3.1. Coarse-grid operator. There are two main ways to define the coarse-grid operator, given a grid-hierarchy, the Galerkin and the direct discretization. Using a variational principle
T , the "Galerkin" coarse-grid operator operator is defined by
where H
2h
G and H h are the Galerkin coarse-grid operator and fine grid operators respectively [13] . Another way of defining the coarse-grid operator is by discretizing directly the forward and adjoint problems in the coarse grid:
In the classical multigrid theory for the Laplacian operator on regular grids with constantcoefficients there is no difference between the two coarse-grid operators. In the case of reduced Hessian, however, they are quite different-especially in the high-frequency region of the coarse space ( Figure 3 .1). The difference in the spectra can be explained from the scaling of the eigenvalues of H h due to the eigenstructure of the standard restriction and prolongation operators (Table 3 .1). Therefore, error components in certain intermediate eigenvector directions of the fine grid spectrum cannot be recovered if we use H 2h . So it is preferable to use the Galerkin coarse-grid operator for robustness and easily provable convergence. On the other hand every Galerkin coarse-grid matvec requires a fine-grid reduced Hessian matvec which makes it computationally expensive. Therefore, we avoid using H Here we depict the difference between the Galerkin I 2h h H h I h 2h and the direct discretization of the reduced Hessian operators. We observe that H 2h does not satisfy the Galerkin condition, and thus, inverting it will not eliminate the low frequency components of the error. Due to this fact we use multigrid as a CG preconditioner.
Smoothers.
Classical smoothing schemes for the elliptic PDEs include iterative methods like Jacobi, Gauss-Seidel and CG. A common characteristic of these methods is that they remove error components corresponding to large eigenvalues faster than error components corresponding to small eigenvalues. 3 This property makes these methods favorable for elliptic operators that have large eigenvalues for high frequency eigenvectors. In our case, the (unregularized) reduced Hessian is a compact operator and behaves quite differently. As shown in Figure 2 .1, large eigenvalues of the reduced Hessian are associated with smooth eigenfunctions and small eigenvalues are associated with rough or oscillatory eigenfunctions. Therefore, the above smoothing methods act as roughers. In addition, we do not have direct access to the entries of the reduced Hessian matrix so there is no cheap way to apply smoothers like Jacobi or Gauss-Seidel.
We discuss in a greater detail why CG cannot be used as a smoother. Using (2.7) we will show that CG cannot be used as a smoother for this problem as it acts on the high energy (large eigenvalues) smooth components and acts as rougher instead. We neglect the exponential terms as they go to zero very fast. Let β = 0 and T = π 4 , then the k th eigenvalue of the reduced Hessian is σ k = 1 k 4 . At the i th iteration, CG constructs an (i − 1) th degree polynomial to minimize e (i) H . Therefore the error at the i th iteration can be expressed as
th degree polynomial, e (0) is the initial error and e (i) is the error at i th iteration. P i (σ) is given by Chebyshev polynomials, where the Cheby-
We have already seen that the reduced Hessian is a compact operator. Thus, neglecting
Without loss of generality, we can assume that the initial guess has error components in all the eigenvector directions. Notice that P i (σ k ) is the amount of attenuation of the k th eigenvector at the i th CG iteration. For high-frequency error components
Thus, amplitude reduction of low frequency error components is greater than that of high frequency error components: CG can not be used as a smoother in the present problem.
This motivates a modification of the Hessian operator so that the low-frequency spectrum is screened out from CG. In this regard, we discuss construction of smoothers based on the idea of decomposing the finite-dimensional space into relatively high-frequency and low-frequency subspaces given in [27] , [26] . This idea was further studied in [24] , [25] . Similar ideas of using the subspace decomposition are also used in the construction of efficient preconditioners in [18] .
Our preconditioners will be based on a fine-coarse grid decomposition of the reduced Hessian. The "coarse" space V 2h is embedded into the "fine" space
we denote the L 2 -orthogonal projection, and by
, and an oscillatory component
If in addition, we assume that P h coincides with the eigenvectors of the reduced Hessian (as it is in the case of constant coefficients) we can write H h as
assuming that P h is the exact orthogonal projection operator i.e.,
Therefore we can write H h u = g as,
Hence P h H h v s = P h g, and
Since we are interested in removing the high-frequency error components while smoothing we solve (3.4). However, since in general P h will not correspond to the high-frequency spectrum of the Hessian, we can use it as an approximate projection. An alternative approach is to use Chebyshev iterative methods and work on the spectrum of interest, provided we have eigenvalue estimates [3] . In principle, this method is quite similar to our approach (it is used for an entirely different problem.) It uses a number of reduced Hessian matvec operations and computes an exact decomposition. In the present case, we would like to avoid spectra calculations, if possible, as our main goal is to minimize the number of matrix-vector multiplications with the reduced Hessian. (For our smoother in Section 5 we only need the spectra range, and not all the eigenvalues.) Instead we approximate I − P h either by standard interpolation-restriction operators or by using Fourier transforms.
Based on these decompositions we present a smoother that uses PCG for (3.4) and I 2h h I h 2h as an approximation to P h (Section 4). The advantage of this scheme is its straightforward implementation. However, it is hard to analyze its convergence for reasons that we will discuss in the following sections. We also present a second smoother in which we use a two-step stationary solver that acts exclusively on the high-frequency spectrum using exact frequency truncations for P h (Section 5).
4. PCG smoother and restriction-prolongation projection. We will consider two schemes. In the first one we use a V-cycle multigrid as a solver. In the second one we use multigrid as a preconditioner for CG. In both schemes we will use a few iterations of PCG as a smoother (within multigrid). Our contribution here, is the design of appropriate preconditioners for the PCG smoothing iterations. The preconditioner will be based on an inexact inversion of the (I − P h )H h . To that end we need to approximate P h and H h approximations one for P h and one for H h ; P h will be approximated by I 2h h I h 2h since this approach generalizes to arbitrary meshes and it is easy to implement. For H h we will explore two approaches, one based on the regularization parameter (King preconditioner) and one based on inexact solves of the forward and adjoint solves (Pointwise preconditioner). KING PRECONDITIONER. This approach was proposed by King in [27] where multigrid method for first kind of integral operator equations were developed. From Figure 2 .1, we can see that if the regularization parameter β is sufficiently large, it can approximate most of the high frequency spectrum. Therefore, eigenvalues corresponding to the high-frequency eigenvectors will be β so that
Substituting this in the (3.4) we get a single-level preconditioner of the form β −1 (I − P h ). In a additional approximation step we substitute the orthogonal projection by standard interpolation-restriction operators. Therefore the single-level King preconditioner is given by
In Table 3 .1, we summarize the spectral properties of the restriction operator I POINTWISE PRECONDITIONER. The pointwise preconditioner is based on a pointwise approximation of the reduced Hessian, combined with the high-frequency filtering described in the previous section. The approximate reduced HessianH h should approximate well the high-frequency of the true Hessian (for β = 0) and should be easy to compute. Here we propose a simple waveform-Jacobi relaxation in time. If we discretize in space using the standard three point stencil for the Laplacian on a uniform grid, and introduce a space-Jacobi splitting a matrix vector multiplication with the reduced Hessian (in the frequency domain) is given by
Here k is the wavenumber, and y, λ and u represent the magnitude of the k th eigenvector. The approximate waveform Jacobi relaxation is given by
The number of iterations M determines the quality of the preconditioner. So far we have only discretized in space. We use a Backward-Euler scheme to discretize in time. The number of time steps equals the number of discretization points in space. Next, we discuss numerical experiments in which we compare the two preconditioners. We report results for a V-cycle multigrid solver. The King and pointwise preconditioners are used in PCG. Here Ns is the size of the problem, β is the regularization parameter. The number of resolved frequencies (number of eigenvalues that are greater than β are reported in brackets); K-PCG corresponds to the number of V(3, 3) cycles with King preconditioner and PF-PCG corresponds to the number of V(3, 3) cycles with pointwise preconditioner. Convergence factors, ρ K and ρ P F , are the average of convergence factors over all the V-cycles till convergence. Stopping criterion for the multigrid solver is r / r 0 ≤ 10 −12 . Two cases of regularization parameter are considered: Case 1: β = 10 −3 h 2 /ν and Case 2:β = 10 −2 h 2 /ν. '-' means that the multigrid solver hasn't converged within the 50 V-cycles. Numerical experiment are done for ν = 1, ν = 0.01 with T = 1. At the coarsest level Ns = 16.
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. We also study the effect of the diffusion coefficient. We consider two cases of diffusion coefficient: ν = 1, 0.01 are considered in the spectral domain. In all the numerical results given below, convergence factor is defined as the average of the ratio of the residuals resulting from two V-cycles. In all experimentsH is constructed using 20 waveform-Jacobi iterations for the adjoint and forward problems. In Table 4 .1, results are given for multigrid solver. The PCG smoother with pointwise preconditioner converges in all the cases where as King preconditioner fails to converge in case of β = 10 −3 h 2 /ν. The pointwise preconditioner is faster than the King preconditioner in case of β = 10 −2 h 2 /ν. Despite the fact that they have almost the same effect on the reduced Hessian at the finest level they behave differently at coarser levels. In Figure 4 .1 the effect of these two preconditioners on the reduced Hessian is shown for coarser levels.
The pointwise preconditioner has the same effect on the reduced Hessian even at coarser levels unlike King preconditioner. From Figure 4 .1 for β = 10 −3 h 2 , KH has little or no clustering of eigenvalues near high frequency eigenvectors at level 8 whereas P F H has significant clustering. In case of β = 10 −2 h 2 , both KH and P F H have significant clustering of eigenvalues near high frequency eigenvectors and P F H has more clustering than KH which makes P F H faster. Therefore, the effect of the preconditioner on the reduced Hessian at different levels in multigrid is important to predict the performance of the preconditioner in PCG.
Since we are not using an exact coarse-grid operator, we also test multigrid as a preconditioner within a PCG solver (Table 4. 2). In both the cases, we can solve the problem in O(1) iterations as shown in the numerical results. This is equivalent to solving the forward and adjoint problems a constant number of times independent of the mesh size and the regularization parameter.
The King preconditioner has negligible computational cost when compared to the actual reduced Hessian matvec. In case of pointwise preconditioner there is an overhead associated in computingH −1 every iteration. For a given residual reduction, it takes of constant number of CG iterations to invertH h . Since the residual reduction is close to machine accuracy, (H h ) −1 is a linear operator and creates no convergence problems in the smoother. The computational cost of evaluatingH −1 , however, is much higher than the cost associated with applying the King preconditioner. When the regularization parameter is large the pointwise preconditioner is not necessary. Overall however, the latter is more robust. As seen from the numerical results, pointwise preconditioner converges for different cases of regularization parameters and diffusion coefficients unlike King preconditioner, which works only for larger regularization parameters. Therefore, pointwise preconditioner can be used in general though it has more computational overhead than the King preconditioner. Solving the forward and adjoint problems has a computational complexity 5 of O(N 2 s ) using multigrid algorithms to solve the linear algebraic system of equations at each time step in case of linear problems, where N s is the number of grid points.
5. Two-step stationary scheme as smoother and FFT filtering. As discussed above, the King preconditioner fails in the case of smaller regularization parameters and the pointwise preconditioner, though robust, has an overhead of computing the inverse of the approximate reduced Hessian at every iteration. The combination of multigrid with PCG and the pointwise preconditioner performs well, at least for the simple model. Our target application ultimately will involve variable coefficient problems and partial observations. In those cases we expect a higher number of iterations. Although we can use multigrid as a solver it would be preferable to combine it with an outer PCG acceleration. Due to the non-stationarity of our scheme, however, this cannot be done.
As an alternative we propose to use an iterative two-step stationary scheme [16] (algorithm 2) as a smoother. Then, in the constant-coefficient case, one can derive exact smoothing factors. As in classical multigrid theory [12, 19] , the analysis becomes approximate in the case of variable coefficients. One disadvantage of the two-step solver is that it requires estimates of extreme eigenvalues. To avoid computing eigenvalues we use a the spectral cutoff and analytic spectrum estimates. In this manner the smoother is forced to iterate on the highfrequency regime. In the following we present the algorithm in detail, analyze its convergence factor, and conduct numerical experiments to test our hypothesis.
Algorithm 2 Standard two-step stationary iterative scheme (Solve
Since we are interested in removing the high-frequency error components while smooth-
ing, we iterate on (3.4) in the smoothing step. In (3.4) the projection operator I − P h can be defined as a filter which removes the eigenvector components corresponding to small wave numbers. Let us denote the filtering operation by W = I − P h . In the present problem, the eigenvectors are sines. Therefore, we can use discrete sine transforms to filter the lowfrequency components of an input vector (algorithm 3). Eigenvalues for the spectrally filtered reduced Hessian. Here we report the magnitude of the eigenvalues of the reduced Hessian. Here the W operator represents an exact high-pass filter. During multigrid smoothing, the composite operator W H is inexactly inverted using a two-step stationary iterative solver.
The problem that we solve during the smoothing iterations is
Since the null space of W is non-trivial (5.1) is singular. However, it is proved that a positive semi-definite system of the form (5.1) can be solved by preconditioned conjugate-gradient method (PCG) as long as the right-hand side is consistent [23] . The two-step iterative scheme requires that all the eigenvalues of the matrix (W H ] is invariant and does not influence the convergence rate of the two-step iterative solver.
We define one smoothing step as one iteration of the two-step scheme. In case of nonzero initial guess, the error e l after l smoothing iterations is given by
where e 0 is the initial error and α is defined in Algorithm 2; σ 1 and σ n in (5.2) are defined later. Let e 0 = Σ N −1 k=1 m k v k where v k are the eigenvectors of H and m k are the corresponding error magnitudes. Assuming that W results in an exact decomposition (3.2) eigenvalues of W H are σ(W H) = {0, 0, . . . , σ N +1/2 , . . . , σ N −1 }, where σ k correspond to the k th eigenvalue of the reduced Hessian H. Substitute e 0 in (5.2) and take one smoothing iteration, we get e
2 , where e 1 k is the error component in the k th eigenvector direction after one smoothing iteration. Similarly,
Here µ k is the amplification factor of the error component in the k th eigenvector direction. The eigenvalues σ 1 , . . . , σ N −1/2 do not affect the iteration. The smoothing factor µ is given by max k (µ k ). To estimate µ we need estimates of σ 1 and σ n . For the constant coefficient case we have computed these values analytically by (2.9): we fix the values of σ 1 and σ n to be σ N and σ (N +1)/2 respectively. Then, since σ 1 ≤ σ k ≤ σ n we have µ k < 1 ∀ N +1 2 < k < N − 1. Using the exact spectrum we can also show that the ratio σ 1 /σ n = 1/4 and it is mesh independent (for β = 0). In the variable coefficient case we use a heuristic. We estimate σ n of the unregularized Hessian using a Krylov method on the reduced Hessian. Then, guided by the constant coefficient case, we set σ 1 = σ n /4. For this ratio the smoothing factor µ is 0.288 for ν = 1, 0.01. In two-level V(2,2) cycles if we use the Galerkin coarse-grid operator (H 4  16  22  5  22  27  6  25  32  7  26  34  8  24  33 some low frequency error components are eliminated in the first V-cycle. In Figure 5 .2 we can see that relative residual drops suddenly in the first V-cycle and maintains a constant ratio thereafter. Whereas, the reduction in the error is constant which is expected. The sudden drop in the relative residual is because of the coarse-grid correction where the low-frequency error components are removed. According to the spectrum of H h low-frequency error components correspond to large eigenvalues and since r = He, there is a sudden drop in the residual. After the first V-cycle, the reduction in the residual is less than the first V-cycle. We report the number of V-cycles to get a relative residual of 10 −8 in Table 5 .1 for different mesh-sizes and two diffusion coefficients ν = 1, 0.01. The number of V-cycles is mesh-independent.
5.1. Multigrid preconditioner. As we have mentioned, one difficulty in designing a multigrid scheme for the reduced Hessian operator is the choice of the coarse grid operator. If we use H 2h instead H 2h G we cannot remove certain error components that belong to the intermediate frequency range (of the fine-grid). These error components are neither removed by the 2-step scheme nor by the coarse-grid correction. Therefore, we use multigrid as a preconditioner in PCG so that PCG removes the error components that are not removed by multigrid.
We denote the multigrid preconditioner by M −1 (algorithm 4) and the smoothing operator by S(A, f, u) where A, f , u are the matvec operator, the right hand side and the initial guess respectively. We denote inexact multigrid preconditioner byM −1 in which exact reduced Hessian H h is replaced by inexact reduced HessianH h in smoothing.H h is obtained by replacing exact forward and adjoint solves to do one reduced Hessian matvec by inexact forward and adjoint solves. In order to do this, we use a fixed number of Jacobi waveform relaxation iterations [29] . The number of waveform relaxation steps have to be increased in order to get a completely scalable algorithm because of the convergence properties of the Jacobi waveform relaxation method. In the Jacobi waveform relaxation, we solve ordinary differential equations at every spatial grid point, thus removing the spatial-coupling that arises from the discretization of the Laplacian operator. This is different from the standard spatial weighted Jacobi scheme. The (high-frequency) convergence factors of weighted Jacobi method are mesh-independentunlike the Jacobi waveform relaxation that gives rise to mesh-dependent convergence factor [29] . 7 5.2. Results and discussion. In this section, we present results for the constant and variable coefficient case, as well as the case in which we have partial observations. We report PCG iterations with multigrid preconditioners M −1 andM −1 . We also show the sensitivity of number of Jacobi waveform relaxation steps on the number of PCG iterations. We present numerical results that interrogate the sensitivity of the scheme on the diffusion coefficient, the number of waveform relaxations, and the coarsening strategy (semi-coarsening or space only vs standard space-time coarsening).
Algorithm 4 Two-level exact multigrid Preconditioner (u
h = M −1 f h ) 1: u h = S(W H h , W f h , 0) pre-
Constant coefficients case.
Results for two cases of diffusion coefficients ν = 1, 0.01 are given in Table 5 .2. The convergence of PCG is mesh independent. We are reporting results for both two-level and multiple V-cycle preconditioners. The cost of the preconditioner depends on the approximation of the reduced Hessian. Exact matvecs are more expensive. For fixed number of waveform relaxations the quality of the approximate Hessian deteriorates with increasing mesh size. The condition number of
where N is the size of the problem. Therefore, without a preconditioner number of CG iterations will be O(N 2 ). By using multigrid preconditioner number of CG iterations is mesh-independent O(1). Using a Backward-Euler time-stepping combined with an optimal spatial solver for the forward and adjoint problems the amount of work done for each reduced Hessian matvec is O(N N t + N log 2 N ) where the first term comes from the forward and adjoint solve with N t time steps, and the second part comes from the multigrid sweeps (the square in the logarithm is related to the fast sine transforms). Therefore, the total amount of work done to solve the system is brought down from O(N 4 ) to O(N 2 ). To solve the inverse problem we need to solve the forward problem a constant number of times independent of the regularization parameter and the mesh size. PCG convergence using the exact high-frequency spectrum of the reduced Hessian. Number of PCG iterations with two-level multigrid preconditioner with exact reduced Hessian in the smoother M −1 and inexact reduced Hessian in the smootherM −1 . Semi-coarsening in space (subscript sec) and standard coarsening (subscript stc) in space and time are considered. CG is terminated when r / r 0 < 10 −8 or when the number of iterations is 2Ns where Ns is the size of the problem. The values in the brackets are the number of eigenvectors not filtered by the regularization. Here 16 Jacobi waveform relaxation steps are done for forward and adjoint solves to do one matrix-vector operation ofH. 5.2.2. Non-constant coefficient case. We extend the above ideas to solve inverse problems in parabolic problems with non-constant coefficients:
Equations of this kind are obtained when a non-linear reaction-diffusion equation is linearized. In this case, sines are not the eigenvectors of the reduced Hessian. We assume that a, b are smooth and bounded. Therefore, the Fourier coefficients of a, b decay to zero relatively fast. From this assumption, the contribution of a, b to the spectrum of the forward problem in the high-frequency region is negligible. Using this observation and considering the computational cost of constructing the exact high-frequency eigenspace of the reduced Hessian, we use sine transforms to decompose the finite dimensional space to get acceptable convergence. The numerical results, that we next discuss, indicate that our assumption is reasonable. The reconstructed source is depicted in Figure 5 .5. Two cases of coarsening strategies are implemented : 1) semi-coarsening in space and 2) standard-coarsening is space and time. Mesh-independent convergence of PCG with multi- Convergence comparisons for PCG using inexact approximations of the reduced Hessian. We report the number of PCG iterations using a multigrid preconditioner that employs (in the smoother) either an exact reduced Hessian M −1 , or an inexact reduced HessianM −1 . Semi-coarsening in space (subscript sec) and standard coarsening (subscript stc) in space and time are considered. PCG is terminated when r / r 0 < 10 −8 . The values in the brackets in the column β are the number of reconstructed eigenvectors (not filtered by the regularization). The size of the coarsest level problem is 15. Here 16 Jacobi waveform relaxation steps are done for forward and adjoint solves to do one matrix-vector operation ofH. Deterioration of non-Galerkin coarse-grid operator. In this figure we depict the deterioration of the non-Galerkin coarse grid operator as a function of the diffusion coefficient. As the diffusion reduces, the pollution from the prolongation and restriction becomes dominant. If we discretize directly in the coarse grid the spectrum of H 2h approaches that of the identity operator. On the other hand, the Galerkin operator H 2h G approaches that of (I h 2h I 2h h ). (Of course the high-frequency regime of the spectrum is always different.) grid preconditioner is observed in case of M −1 , whereas performance ofM −1 slightly deteriorates with mesh-size. Standard coarsening does not perform as well as semi-coarsening. This can be explained by the fact that the convergence factors of the Jacobi waveform relaxation are mesh dependent, given by 1 -O(h 2 ) and convergence factors using standardcoarsening are worse than semi-coarsening [22] . If we increase the number of Jacobi waveform relaxation steps with the mesh size then we could observe that the number of PCG iterations withM of PCG with multigrid preconditioners is shown in (Table 5.5 and Table 5 .4). The sensitivity of number of PCG iterations with increase in number of Jacobi waveform relaxation steps is reported in Table 5 .5. The number of PCG iterations taken byM −1 decrease with increase in Jacobi waveform relaxation steps. A lower bound to the number iterations taken byM −1 is the number of iterations taken by M −1 . The overall computational complexity in using M −1 andM −1 differ only by a constant if we use a sufficient number of Jacobi waveform relaxation steps inM −1 . In Table 5 .6, we report the number of PCG iterations when the data is given at seven equally spaced points in space at all the time steps. Exact multigrid preconditioner with standard-coarsening of the exact reduced Hessian and approximate multigrid preconditioner TABLE 5.4 Multigrid performance for the variable coefficient case. Number of CG iterations for two-level preconditioner with exact reduced Hessian in the smoother M −1 and inexact reduced Hessian in the smootherM −1 . Semicoarsening in space (subscript sec) and standard coarsening (subscript stc) in space and time are considered. CG is terminated when r / r 0 < 10 −8 or when the number of iterations is 2Ns where Ns is the size of the problem. Case I has the a =û and b =ŷ and Case II has a = 2ŷû and b =ŷ 2 whereŷ is a traveling wave with a Gaussian shape ( Figure 5 .4) andû = Gaussian(0.2) + sin(πx) (0.2 is the center of the Gaussian). Here 8 Jacobi waveform relaxation steps are done in all the cases inM −1 . -06  12  15  14  15  13  16  15  15  63 5e-07  13  16  15  14  14  16  16  16  127 1e-07  14  27  24  18  17  40  30  30  255 3e-08  18  52  37  26  23  ---CASE II Table  5 .6 show that the multigrid preconditioners presented here are robust even in practical situations when the data is sparse.
6. Full space methods. A disadvantage of a reduced space approach is the need to solve the forward and adjoint problems far from the optimum. In this section, we discuss full space methods where the optimality system is solved for state, adjoint and inversion variables in one shot. The main advantage in solving the problem in full space is that we TABLE 5.6 Variable coefficients and partial observations. Number of PCG iterations for multi-level preconditioner for seven observations on the spatial grid. Semi-coarsening in space is represented by subscript sec and standard coarsening is represented by subscript stc). CG is terminated when r / r 0 < 10 −8 . Case I has the a =û and b =ŷ and Case II has a = 2ŷû and b =ŷ 2 whereŷ is a traveling wave with a Gaussian shape ( Figure 5.4) and u = Gaussian(0.2) + sin(πx) (0.2 is the center of the Gaussian). can avoid solving the forward and adjoint problems at each iteration which is required in reduced space. On the other hand, the KKT system is more than twice that of the forward problem, it is ill-conditioned, and indefinite. For such systems Krylov solvers are slow to converge. Therefore a good preconditioner is required to make the full space method efficient. A Lagrange-Newton-Krylov-Schur preconditioner (LNKS) has been proposed in [7] , [8] in the context of solving optimal control problems with elliptic PDE constraints. In this section we discuss LNKS variants that can be used in the context of inverse problems with parabolic PDE constraints. Space-time multigrid methods for a parabolic PDE have been considered in literature [22] . In the present problem we have two coupled PDEs with opposite time orientation which provide significant challenge to design a smoother. These issues have been considered in [9] and a time-split collective Gauss-Seidel method (TS-CGS) has been proposed. The optimality condition provided a scalar relation between the control and Lagrange multipliers; in the present problem the control equation is an algebraic-integral equation. Here we discuss the TS-CGS method for our particular problem. (We follow the notation in [9] .) 6.1. Lagrange-Newton-Krylov-Schur method (LNKS). In this section we briefly discuss the LNKS method proposed in [7] , [8] . LNKS method is based on block factorization of the KKT system which is shown below. (Please refer to [7] for further details.)
The KKT preconditioner P is then defined as
InP , exact forward J −1 and adjoint solves J −T are replaced by inexact solvesJ
respectively. The preconditioned KKT matrix isP −1 K wherẽ
A popular method to solve large symmetric indefinite systems is MINRES. One major disadvantage of MINRES is that it requires a symmetric positive definite preconditioner, despite the fact that the KKT is indefinite. Alternatively, the symmetric Quasi-minimum residual method (SQMR) can be used with indefinite preconditioners but it requires two matvecs per Krylov iteration and it does not take advantage of the fact that the KKT system is symmetric [17] . In all the numerical experiments with LNKS we use SQMR. . We now discuss a multigrid scheme for the full KKT matrix. We use a V-cycle, with standard restriction and prolongation, and one applicationP as smoother. The goal is to remove high frequency error components in the state, Lagrange and inversion variables in each step of the smoother without doing exact forward or adjoint solves. Therefore, we use the waveform Jacobi method. To update the inversion variables we use pointwise preconditioner discussed in section 4. (Obviously this cannot be done for β = 0.) Therefore, we can rewrite the KKT system as :
Using finite differences for Laplacian and backward Euler scheme in time (6.5) the above system can be written as
where γ = δt h 2 , and i, m represent the spatial and temporal indices of the variables respectively. In case of a collective Gauss-Seidel iteration let us denote the variables as φ k = (y k , λ k ) at each grid point. We can write (6.6), (6.7) as E(φ im ) = [f − A(φ im )] = 0, at the grid point im. Let E be the Jacobian of E with respect to (y k , λ k ). One step of the collective Gauss-Seidel scheme is given by φ
. This scheme performs well for steady state problems [11] but it diverges in the case of an optimal control of a parabolic PDE because of opposite time orientation of the state and adjoint equations. In for i in lexicographic order do do 4:
end for 7: end for order to overcome this problem, time-split collective Gauss-Seidel (TS-CGS) iteration was proposed in [9] (algorithm 6). Following [9] we use Fourier mode analysis to analyze the convergence properties of the two-grid version of the inverse solver. Let the smoothing operator be S k , and let the coarse-grid correction be given by CG k−1 k . Fourier symbols are represented with a hat on the symbol of the operator. On the fine grid consider the Fourier components φ(j, θ) = e ij·θ where i is the imaginary unit,
2 and j · θ = j x θ x + j t θ t . The frequency domain is spanned by θ (0,0) := (θ x , θ t ) 
where m 1 and m 2 are the number of pre-and post-smoothing iterations respectively. Using (6.6) and (6.7) Fourier symbol of the smoothing operator is given bŷ
.
The smoothing property of the operator S k is analyzed assuming a perfect coarse-grid correction that removes all low frequency error components and leaves the high frequency error components unchanged. The smoothing property of S k is defined by
where r is the spectral radius and P k−1 k is the projection operator defined on E θ k by
The Fourier symbol for a full-weighting restriction operator is given bŷ
and the linear prolongation operator is given byÎ
The symbol of the fine grid operator iŝ
and the coarse grid correction factor is given bŷ
Using (6.8) for the definition of the two grid operator we can evaluate the convergence factor by
(6.9) In [9] Fourier mode analysis was carried for a spatiotemporal course time and the convergence factors were less sensitive to γ and β. In the present problem, η this is not the case: for small values of β the method fails to converge (Figure 6 .1).
6.3. Numerical results. In Table 6 .1 SQMR iterations using LNKS preconditioner P and multigrid preconditioner M G withP smoother for three regularization parameters are reported. SQMR converges to the required tolerance in constant iterations using P and M G. SQMR with M G preconditioner takes less iterations than with P preconditioner. In P one exact forward and adjoint solve are done at every iteration. Whereas in M G only inexact forward and adjoint solves are done at every iteration at different levels of multigrid. One 1e-04 0.130 1e-08 7e-11 129 x 64 1e-04 0.131 2e-08 1e-10 major advantage of solving the problem in full space and using multigrid preconditioner is that we avoid any forward or adjoint solves which are inevitable in reduced space methods. Even in this case the computational complexity is O(N 2 s ) as we need to do a KKT matvec at every iteration.
In Table 6 .2 convergence factors and residuals of the multigrid solver using TS-CGS smoother are given. Multigrid solver converges for β = 10 −2 , 10 −4 and diverges in the case of β = 10 −6 . This agrees with the convergence factors estimates obtained from Fourier mode analysis which show that multigrid solver using TS-CGS smoother has convergence factors greater than 1 for certain combination of β and γ.
7. Conclusions. In this paper, we presented multigrid algorithms for inverse problems with linear parabolic PDE constraints. Our algorithms are designed for the case in which the inversion variable depends only in space. Although there is prior work on multigrid for optimization problems, there is no work on algorithms for vanishing regularization parameters. Assuming that we have sufficient information in the data and we need accurate reconstructions, existing schemes will not have mesh-independent convergence rates. Motivated by this observation, our main aim was to construct schemes that are robust to vanishing regularization parameter and allow fast high-fidelity reconstructions.
The key component in our scheme is the multigrid smoother. We use a high-pass filter that allows an iterative solver to work exclusively in the high frequency regime. The second component is to accelerate the computation by using appropriate inexact versions of the reduced Hessian. By using an exact high-pass filter and a two-step stationary iterative solver as a preconditioner we were able to analyze the behavior of the algorithm. The overall scheme uses a V-cycle multigrid to accelerate a CG solver that iterates in the reduced space. In addition, we examined alternative smoothing strategies that use cheaper high-pass filters, the effects of the diffusion, and the effect of the coarse-grid operator. The high-frequency projections are preferable, but are limited to the cases in which Fourier-type expansions can be carried through fast transforms. Our numerical experiments gave promising results and justified the extension of our scheme to problems with variable-coefficient PDE constraints and partial measurements. Finally, we combined the reduced space with a full-space solver so that we avoid solving a forward and an adjoint problem at each optimization iteration.
All the implementations were in MATLAB and no effort was made to optimize the code. So we refrained from reporting wall-clock times. We should emphasize, however, that, although the method has optimal complexity, the associated constants can be high. In fact, if the number of the sought frequencies in the reconstructed field is small, then the regularization parameter should be set to a relatively large value. In that case one can use much cheaper solvers, for example schemes based on the King preconditioner and inexact L 2 projections. We would like to caution the reader that we have committed several "inverse crimes" buy choosing attainable observations, the simplest possible regularization, and by having zero noise (besides discretization noise). These parameters significantly change the quality of the reconstruction and can potentially alter the behavior of the solvers. These topics, however, are beyond the scope of the present paper.
The extension of the results to higher-dimensions are straightforward. The implementation, however, is not. Further complexity analysis and algorithmic tuning are required to implement an efficient and parallelizable scheme. Most important an optimal method is highly problem dependent. In the case of sparse partial observations for example, the full space method has much higher storage requirements than the reduced space approach (this is a reason we pursued reduced space methods). Extension to higher dimensions is ongoing work and will be reported elsewhere. The method can be used for nonlinear problems, for example within a Newton multigrid context. Alternatively, nonlinear multigrid methods can be considered. The notion of iterating on the high-frequency spectrum using exact projections and pointwise approximations can be potentially extended to the nonlinear full approximation multigrid case.
