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1. Introduction
The purpose of this note is to study J -spaces and strong J -spaces, two related classes
of spaces with simple definitions and interesting properties. J -spaces (see Definition 1.1)
have natural characterizations in terms of closed and perfect maps (see (1.10), (1.11)),
and also in terms of compactifications (see (1.13)). Strong J -spaces (see Definition 1.2),
which coincide with J -spaces in the presence of local connectedness, apparently lack such
characterizations, but their definition is more intuitive and often more easily verified. Most
of our examples of J -spaces, such as (1.6)–(1.9) below, are, in fact, strong J -spaces.
For applications, one of the most useful properties of J -spaces is that—subject to mild
restrictions—they are preserved by closed maps (see (1.15)), and can thus be helpful in
deciding whether one space is a continuous closed image of another (see (1.16)).
All maps in this paper are continuous. For convenience, all spaces are assumed
Hausdorff, although most of our results are valid without that assumption. In spite of such
generality, however, the conceptual focus of this paper is on simple metric spaces, and most
of our concrete examples are subsets of the plane.
Definition 1.1. A space X is a J -space if, whenever {A,B} is a closed cover of X with
A∩B compact, then A or B is compact. 2
Definition 1.2. A space X is a strong J -space if every compact K ⊂X is contained in a
compact L⊂X with X\L connected. 3
1 Email: mathmail@math.washington.edu.
2 In the absence of more suggestive terminology, the term “J -space” was chosen because the characterization of
these spaces in Proposition 3.3(b) is reminiscent of one aspect of the Jordan curve theorem.
3 Strong J -spaces were considered implicitly (without a name) by Nowin´ski in [6, Corollary to Theorem 6 and
proof of Proposition 8].
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The following is a summary of some of the principal properties and applications of
J -spaces and strong J -spaces. We call a map f :X→ Y boundary-perfect (see (1.10)) if
it is closed and if Bdryf−1(y) is compact for every y ∈ Y . We adopt the notation that R is
the reals, that R+ = {x ∈R: x > 0}, that R− = {x ∈R: x 6 0}, and that I= [0,1]. Finally,
V is a neighborhood of A⊂X if A⊂ IntV .
(1.3) Every compact space is a strong J -space.
(1.4) Every strong J -space is a J -space (see Proposition 2.1). The converse holds
if the space is locally connected (see Corollary 3.2), but not in general (see
Examples 9.1, 9.2).
(1.5) R is not a J -space. (See Proposition 2.2.)
(1.6) Rn is a strong J -space when n > 1 (see Proposition 2.3). More generally, every
topological linear space except R is a strong J -space (see Proposition 2.6).
(1.7) R+ is a strong J -space. (See Proposition 2.4.)
(1.8) Let Y be a compact manifold with boundary B , and let A ⊂ B . Then Y\A is a
(strong) J -space if and only ifA is connected. (See Corollary 7.11.) (This implies
(1.5), the first part of (1.6), and (1.7).)
(1.9) If X, Y are connected and non-compact, then X × Y is a strong J -space. (See
Proposition 2.5.) (This also implies the first part of (1.6).)
(1.10) A space X is a J -space if and only if every boundary-perfect map f :X→ Y
onto a non-compact space Y is perfect. (See Theorem 4.1.)
(1.11) A metrizable (respectively locally compact and paracompact) space X is a
J -space if and only if every closed map f :X → Y onto a non-compact,
metrizable (respectively locally compact and paracompact) space Y is perfect.
(See Theorem 4.3.)
(1.12) A locally compact, non-compact space X is a J -space if and only if X∞ = γX,
where X∞ is the one-point compactification of X and γX the Freudenthal
compactification. (See Proposition 6.2.)
(1.13) A completely regular, non-compact space X is a J -space if and only if its
complement in every compactification Y of X is relatively connected in Y .
(See Theorem 7.12. See the beginning of Section 7 for definition of “relatively
connected”.)
(1.14) J -spaces (but not strong J -spaces) are preserved by perfect images. (See
Proposition 5.1 and Example 9.1.)
(1.15) J -spaces are preserved by images under closed maps with paracompact domain
and first-countable or locally compact range. (See Corollary 5.2.)
(1.16) R is not the image under a closed map of any paracompact topological linear
space different from R. (By (1.5), (1.6), and (1.15).) (See also Corollary 5.3.)
(1.17) J -spaces and strong J -spaces are preserved by monotone, perfect pre-images.
(See Proposition 5.6.)
(1.18) If Y and Z are connected (strong) J -spaces, so is Y ×Z. (See Corollary 5.8(d).)
(1.19) Let {X1,X2} be a closed cover of X with X1 ∩X2 compact. ThenX is a (strong)
J -space if and only if X1 andX2 are (strong) J -spaces andX1 or X2 is compact.
(See Proposition 5.9.)
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(1.20) Let {X1,X2} be a closed cover of X with X1∩X2 non-compact. Then, if X1 and
X2 are J -spaces, so is X (see Proposition 5.12). This is false for strong J -spaces
(see Example 9.1).
(1.21) If X is a strong J -space, then so is every component of X (see Proposition 5.14).
This is false for J -spaces (see Example 9.2).
For locally compact X, some of our results have previously been obtained, sometimes
under additional hypotheses, with “X is a J -space” replaced by the equivalent (by (1.12))
“X∞ = γX”. See, in particular, Nowin´ski [6, Section 3].
This paper is arranged as follows. Section 2 gives some examples of spaces which
are, or are not, J -spaces or strong J -spaces. Section 3 obtains internal characteriza-
tions of J -spaces, and proves that J -spaces and strong J -spaces coincide in locally con-
nected spaces. Section 4 characterizes J -spaces in terms of closed or perfect maps. Sec-
tion 5 studies operations which preserve J -spaces or strong J -spaces. Sections 6 and 7
deal with compactifications of J -spaces and strong J -spaces; the one-point compacti-
fication of a locally compact case is considered in Section 6, and the general case in
Section 7. Section 8 considers three new classes of spaces which are closely related to
J -spaces and strong J -spaces; one of these, semi-strong J -spaces, has particularly nice
properties. Section 9 is devoted to examples.
2. Some examples of J -spaces and strong J -spaces
Clearly every compact space is a strong J -space and a J -space.
Proposition 2.1. Every strong J -space is a J -space.
Proof. SupposeX is a strong J -space. To show that X is a J -space, let {A,B} be a closed
cover ofX with A∩B compact. SinceX is a strong J -space,A∩B ⊂L for some compact
L⊂X with X\L connected. Then {A ∩ (X\L),B ∩ (X\L)} is a disjoint closed cover of
X\L, so A⊂L or B ⊂L and therefore A or B is compact. 2
Proposition 2.2. The reals R is not a J -space.
Proof. It suffices to observe that R+ ∩R− = {0}, which is compact, whereas neither R+
nor R− is compact. 2
Proposition 2.3. If n > 1, then Rn is a strong J -space.
Proof. Let K ⊂Rn be compact. Pick a closed ball L⊃K in Rn. Then L is compact, and
Rn\L is connected. 2
Proposition 2.3 will be generalized in Propositions 2.5 and 2.6.
Proposition 2.4. The space R+ is a strong J -space.
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Proof. Suppose K ⊂ R+ is compact. Let L = [0, supK]. Then L ⊂ R+ is compact,
L⊃K , and R+\L is connected. 2
Proposition 2.4 will be generalized in Corollary 7.11.
The following result is implicit in the proof of Nowinksi’s [6, Proposition 8].
Proposition 2.5 [6]. If X1 and X2 are connected and non-compact, then X1 ×X2 is a
strong J -space.
Proof. Let X =X1 ×X2 and let K ⊂X be compact. Let Ki = pii(K) for i = 1,2 (where
pii :X→Xi is the projection), and let L=K1 ×K2. Then L⊃K is compact, so we need
only show that C =X\L is connected.
Since the Xi are non-compact, we can choose x∗i ∈Xi\Ki and define
E = ({x∗1 } ×X2)∪ (X1 × {x∗2 }).
Then E ⊂ C is the union of two intersecting, connected sets, and is thus connected. But
C is the union of connected sets (of the form {x1} ×X2 with x1 ∈X1, or X1 × {x2} with
x2 ∈X2) all of which intersect A, so C is also connected. 2
Note that Proposition 2.5 implies Proposition 2.3. It does not, however, seem to imply
the following generalization of Proposition 2.3, which was obtained by my colleague Vic
Klee with a proof whose essence is reproduced here with his kind permission.
Proposition 2.6 (V.L. Klee). Every topological linear space X 6=R is a strong J -space.
Proof. Suppose K ⊂ X is compact. Let L = {αx: α ∈ [0,1], x ∈ K}. Then L ⊃ K is
compact, and it remains to show that X\L is connected.
Suppose x1, x2 ∈ X\L. Let X∗ be a 2-dimensional linear subspace of X containing x1
and x2. Let Si = {αxi ∈X∗: α > 1} (i = 1,2), and let C be the boundary of a disc in X∗
centered at 0 whose interior containsX∗ ∩L and {x1, x2}. Then S1 ∪S2 ∪C is a connected
subset of X\L containing x1 and x2. 2
3. Internal characterizations of J -spaces
Our first result, Theorem 3.1, will be used to show, in Corollary 3.2, that J -spaces and
strong J -spaces coincide in locally connected spaces. Proposition 3.3 will be applied in
the proof of Theorem 4.1.
Theorem 3.1. The following are equivalent for any space X.
(a) If K ⊂ X is compact, and if W is a disjoint, open cover of X\K , then X\W is
compact for some W ∈W .
(b) Same as (a), but with cardW = 2.
(c) X is a J -space.
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Proof. (a)⇒ (b) Clear.
(b)⇔ (c) By complementation.
(b)⇒ (a) Assume (b), and letW be a disjoint open cover of X\K . Our proof that X\W
is compact for some W ∈W will be given in three steps.
First, let us show that, if U ⊃K is open in X, then W ′ = {W ∈W: W 6⊂ U} is finite.
Suppose it is not. Then W =W1 ∪W2, with W1 ∩W2 = ∅ and with W1 ∩W ′ and
W2 ∩W ′ both infinite. Let Vi =⋃Wi (i = 1,2). Then {V1,V2} is a disjoint open cover of
X\K , so V 1 or V 2 is compact by (b). Suppose V 1 is compact. Then so is C = V 1\U . Let
W ′1 =W1 ∩W ′. ThenW ′1 covers C and eachW ∈W ′1 intersects C, and that is impossible
since C is compact andW ′1 is infinite and disjoint.
Next, let us show that, if W is compact for all W ∈ W , then X is compact. Let
V be an open cover of X. Then some finite F ⊂ V covers K . Let U = ⋃F . Then
W ′ = {W ∈ W: W 6⊂ U} is finite by the previous paragraph, so ⋃{W : W ∈W ′} is
compact and is therefore covered by some finite E ⊂ V . But now F ∪ E ⊂ V is finite
and covers X.
Finally, let us show that X\W is compact for some W ∈W . If W is compact for all
W ∈W , that follows from the previous paragraph. So suppose that W 0 is not compact
for some W0 ∈W . Let W∗ =⋃{W ∈W: W 6=W0}. Then {W0,W∗} is a disjoint, open
cover of X\K , so X\W0 or X\W∗ is compact by (b). But X\W∗ is not compact because
W0 ⊂X\W∗, so X\W0 is compact. 2
Corollary 3.2. A locally connected space is a J -space if and only if it is a strong J -space.
Proof. By Proposition 2.1, every strong J -space is a J -space.
Suppose, then, thatX is a locally connected J -space. To show thatX is a strong J -space,
let K ⊂X be compact. Since X is locally connected, there is a disjoint, open coverW of
X\K with each W ∈W connected. By Theorem 3.1, there is a W0 ∈W such that X\W0
is compact. Letting L = X\W0, we see that L ⊃ K , that L is compact, and that X\L is
connected. 2
Examples 9.1 and 9.2 show that local connectedness cannot be omitted in Corollary 3.2.
Proposition 3.3. The following are equivalent for any space X.
(a) X is a J -space.
(b) If A⊂X, and if BdryA is compact, then A or (X\A)− is compact.
Proof. (a)⇒ (b) Clear, because {A, (X\A)−} is a closed cover of X and A∩ (X\A)− =
BdryA.
(b) ⇒ (a) Let {A,B} be a closed cover of X with A ∩ B compact. Then BdryA is
compact, so A or (X\A)− is compact by (b). But B = (A ∩ B) ∪ (X\A)−, so A or B is
compact. 2
Corollary 3.4. Let A ⊂ Y be non-compact and closed in Y . Then every J -space X with
A⊂X⊂ Y , and with BdryX A compact, is also closed in Y .
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Proof. By Proposition 3.3, (X\A)− (closure in X) is compact and thus closed in Y , so
X=A∪ (X\A)− is also closed in Y . 2
Remark. The assumption in Corollary 3.4 thatX is a J -space cannot be omitted; consider,
for example, Y = (0,2], X = (0,2), and A= (0,1]. In fact, for completely regular X the
conditions in Corollary 3.4 actually characterize J -spaces; see Corollary 7.13.
The following simple lemma will be applied in the proof of Proposition 3.6.
Lemma 3.5. If B is a non-compact space, and if C ⊂ B is compact, then there exists a
closed, non-compactD ⊂B with D ∩C = ∅.
Proof. Let U be an open cover of B with no finite subcover. Pick a finite F ⊂ U covering
C, and let D = B\⋃F . This D has the required properties. 2
Proposition 3.6. The following are equivalent for any space X.
(a) X is a J -space.
(b) If A, B are disjoint, closed subsets of X, and if BdryA or BdryB is compact, then
A or B is compact.
Proof. (a) ⇒ (b) Let A, B be as in (b), and suppose that BdryA is compact. Then A or
(X\A)− is compact by Proposition 3.3. But B ⊂ (X\A)−, so A or B is compact.
(b)⇒ (a) Let {A,B} be a closed cover of X with A∩B compact. We must show that A
or B is compact.
Suppose B is not compact. Then Lemma 3.5 implies that there is a closed, non-compact
D ⊂ B with D ∩ (A ∩B)= ∅. Hence A, D are disjoint, closed subsets of X, and BdryA
is a closed subset of A ∩B and thus compact. Since D is not compact, it follows from (b)
that A must be compact. 2
Remark. If the hypothesis of Proposition 3.6(b) is strengthened by requiring both BdryA
and BdryB to be compact, one obtains a condition which is strictly weaker than X being a
J -space. See Definition 8.2 and Example 9.3.
4. Functional characterizations of J -spaces
Recall from the introduction that we call a map f :X→ Y boundary-perfect if f is
closed and Bdryf−1(y) is compact for every y ∈ Y . 4
Theorem 4.1. The following are equivalent for any space X.
(a) X is a J -space.
(b) Every closed, boundary-perfect map f :X→ Y onto a non-compact space Y is
perfect.
4 By a standard argument, every boundary-perfect map f :X→ Y onto Y is inductively perfect, i.e., there exists
a closed set A⊂X such that f (A)= Y and f |A is perfect.
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Proof. (a) ⇒ (b) Let f :X→ Y be as in (b), and let y ∈ Y . By Proposition 3.3, either
f−1(y) or (X\f−1(y))− is compact. But (X\f −1(y))− is not compact because Y is not
compact, so f−1(y) is compact. Hence f is perfect.
(b)⇒ (a) Let {A,B} be a closed cover of X with A∩B compact. We must show that A
or B is compact.
Let Y =X/B , let f :X→ Y be the quotient map, and let y0 = f (B). Then f is closed,
and, if y ∈ Y , then Bdryf−1(y) is compact because it is either a singleton (for y 6= y0) or
a closed subset of A∩B (for y = y0). Hence f is boundary-perfect.
If Y is non-compact, then (b) implies that f is perfect, so B = f−1(y0) is compact.
If Y is compact, then f (A) is also compact because it is closed in Y . Also f |A :A→
f (A) is perfect because it is a closed map and its fibers are either singletons or equal to
A∩B . Hence A= f−1(f (A)) is compact. 2
Remark. The implication (a)⇒ (b) in Theorem 4.1 becomes false if the assumption that
Y is non-compact is omitted from (b). (Just consider a map f :X→ Y where X is a non-
compact J -space and Y is a singleton.) For a result similar to Theorem 4.1 which does not
require the space Y in (b) to be non-compact, see Proposition 8.7.
Corollary 4.2. Every closed map f :X→ Y from a paracompact J -space X onto a non-
compact q-space 5 Y is perfect.
Proof. This follows from Theorem 4.1 and the result (see [4, Theorem 2.1]) that every
closed map f :X → Y from a paracompact space X onto a q-space Y is boundary-
perfect. 2
Remark. The hypothesis that X is a J -space cannot be omitted from Corollary 4.2, for
if X ⊂ R2 is defined by X = (R × [0,1]) ∪ ({0} × R), if Y = R, and if f :X → Y
is the projection onto the first coordinate, then f is closed but not perfect. Moreover,
Examples 9.6 and 9.7 show that the paracompactness and q-space hypotheses also cannot
be omitted from Corollary 4.2.
Theorem 4.3. The following are equivalent for a metrizable (respectively locally compact
and paracompact) space X.
(a) X is a J -space.
(b) Every closed map f :X→ Y onto a non-compact, metrizable (respectively locally
compact and paracompact) space Y is perfect.
Proof. (a)⇒ (b) By Corollary 4.2.
(b)⇒ (a) This follows from Theorem 4.1, (b)⇒ (a), and the facts that perfect maps—
and hence, by footnote 3, boundary-perfect maps—preserve metrizability [1, 4.4.15]
(respectively local compactness [1, 3.7.21] and paracompactness [1, 5.1.33]). 2
5 q-spaces were defined in [4]. Every first-countable space and every locally compact space is a q-space.
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Remark. It can be shown that Theorem 4.3 remains true with “paracompact” replaced
by “metacompact (=weakly paracompact)”. The proof for (b) ⇒ (a) is then essentially
the same as in Theorem 4.3, whereas (a) ⇒ (b) follows from a result of Nowin´ski [6,
Proposition 7] and Proposition 6.2 below.
5. Operations preserving J -spaces and strong J -spaces
Proposition 5.1. Let f :X → Y be a boundary-perfect map onto Y . Then, if X is a
J -space, so is Y .
Proof. If Y is compact, it is certainly a J -space. So suppose Y is not compact. Then f
is a perfect map by Theorem 4.1. To show that Y is a J -space, let {A,B} be a closed
cover of Y with A ∩ B compact. Then {f−1(A),f−1(B)} is a closed cover of X with
f−1(A) ∩ f−1(B) compact, so f−1(A) or f−1(B) is compact, and hence A or B is
compact. 2
Remark. Example 9.1 shows that Proposition 5.1 and the following Corollary 5.2 are false
for strong J -spaces. See, however, Propositions 5.4 and 8.5.
Corollary 5.2. Let f :X→ Y be a closed map from a paracompact space X onto a q-
space Y . Then, if X is a J -space, so is Y .
Proof. By Corollary 4.2 and Proposition 5.1. 2
Examples 9.6 and 9.7 show that the paracompactness and q-space assumptions in
Corollary 5.2 cannot be omitted.
Corollary 5.3.
(a) R is not the image under a closed map of any Rn with n> 2.
(b) Rm (m > 1) is not the image under a closed map of any infinite-dimensional,
paracompact topological linear space.
(c) Rm is a perfect image of Rn whenever m> 2 and n> 1.
Proof. (a) This follows from Corollary 5.2, together with Propositions 2.2 and 2.3.
(b) This follows from Corollary 4.2, Proposition 2.6, and the preservation of local
compactness by perfect pre-images.
(c) Suppose first that n > 2. Let Sm−1 and Sn−1 be the unit spheres of Rm and Rn,
respectively. Since Sm−1 is a Peano space (because m > 2), there exists an onto map
g :Sn−1→ Sm−1 (first map Sn−1 onto I, then map I onto Sm−1). Now define a perfect,
onto map f :Rn→Rm by f (0)= 0 and f (x)= ‖x‖g(‖x‖−1x) when x 6= 0.
Now suppose that n = 1. Since m > 2, there is a map g :R+ → Rm, with g(0) = 0,
which maps [i, i+1] onto the Peano space {y ∈Rm: i 6 ‖y‖6 i+1} for all integers i > 0.
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This g is a perfect map onto Rm, and we define the required perfect map f :R→Rm onto
Rm by f (x)= g(x) when x > 0 and f (x)= g(−x) when x 6 0. 2
The following result should be compared to Proposition 5.1. Both results will be applied
in the proof of Proposition 5.7.
Proposition 5.4. Let f :X→ Y be an open, boundary-perfect map onto Y . Then, if X is
a strong J -space, so is Y .
Proof. As in the proof of Proposition 5.1, we may assume that f is perfect. To show
that Y is a strong J -space, suppose that K ⊂ Y is compact. Let K ′ = f−1(K). Then
K ′ ⊂ X is compact, so K ′ ⊂ L′ for some compact L′ ⊂ X with X\L′ connected. Let
L= Y\f (X\L′). Then L⊃K is closed in Y , and Y\L= f (X\L′) so Y\L is connected.
Also f−1(L) is closed in X and f−1(L)⊂L′, so f−1(L) is compact and hence L is also
compact. 2
The following lemma will be applied in the proof of Proposition 5.6 for J -spaces.
Lemma 5.5. Let f :X→ Y be monotone. If {A,B} is a closed or open cover of X, then
f (A∩B)= f (A)∩ f (B).
Proof. Clearly f (A ∩ B) ⊂ f (A) ∩ f (B). Conversely, if y ∈ Y\f (A ∩ B), then {A ∩
f−1(y),B ∩ f−1(y)} is a disjoint, closed cover of the connected space f−1(y), so
y /∈ f (A)∩ f (B). 2
Proposition 5.6. Let f :X→ Y be a perfect, monotone map onto Y . Then, if Y is a
(strong) J -space, so is X.
Proof. (1) Y is a J -space: Let {A,B} be a closed cover of X with A ∩ B compact. Then
{f (A),f (B)} is a closed cover of Y , and f (A)∩f (B) is compact because f (A)∩f (B)=
f (A∩B) by Lemma 5.5, so f (A) or f (B) is compact. Hence f−1(f (A)) or f−1(f (B))
is compact because f is perfect, so A or B is compact. Thus X is a J -space.
(2) Y is a strong J -space: Let K ⊂ X be compact. Then f (K) ⊂ Y is compact, so
there is a compact L⊃ f (K) in Y with Y\L connected. Hence f−1(L)⊃K is compact,
and f−1(Y\L) is connected because f is closed and monotone (see [1, 6.1.29]). But
X\f−1(L)= f−1(Y\L), so X\f −1(L) is connected. Thus X is a strong J -space. 2
Remark. The assumption in Proposition 5.6 that f is monotone cannot be omitted.
Indeed, let Y be any non-compact strong J -space, and letX = Y⊕Y (the topological sum).
Then the obvious map f :X→ Y is perfect, but X is not a J -space (see Proposition 5.9).
Also, the assumption in Proposition 5.6 that f is perfect cannot be omitted or significantly
weakened. Indeed, if X is as above and if Z is a two-point space, then the obvious map
g :X→ Z is boundary-perfect and its fibers are strong J -spaces, but X is not a J -space.
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The next two results are concerned with products.
Proposition 5.7. The following are equivalent for any space Y .
(a) Y is a (strong) J -space.
(b) Y ×Z is a (strong) J -space for every connected and compact space Z.
(c) Y ×Z is a (strong) J -space for some compact space Z.
Proof. (a)⇒ (b) By Proposition 5.6, with X = Y ×Z and f :X→ Y the projection.
(b)⇒ (c) Clear.
(c) ⇒ (a) By Propositions 5.1 and 5.4, with X = Y × Z and f :X → Y the
projection. 2
Corollary 5.8. Each of the following conditions implies that Y ×Z is a (strong) J -space.
(a) Y and Z are compact.
(b) Y and Z are connected and non-compact.
(c) Y is (strong) J -space and Z is connected and compact.
(d) Y and Z are connected (strong) J -spaces.
(e) Y is a connected, non-compact (strong) J -space and Z is connected.
Proof. (a) Clear, since Y ×Z is compact.
(b) This is Proposition 2.5.
(c) This is Proposition 5.7, (a)⇒ (b).
(d) If Y or Z is compact, this follows from (c). If neither Y nor Z is compact, it follows
from (b).
(e) If Z is compact, this follows from (c). If Z is non-compact, it follows from (b). 2
We now turn our attention to subsets.
Proposition 5.9. Let {X1,X2} be closed cover of X, with X1 ∩ X2 compact. Then the
following are equivalent.
(a) X is a (strong) J -space.
(b) X1 and X2 are (strong) J -spaces, and X1 or X2 is compact.
Proof. (1) J -spaces: (a)⇒ (b). Assume (a). Then X1 or X2 is compact by the definition
of J -spaces. SupposeX2 is compact. ThenX2 is certainly a J -space, so it remains to show
that X1 is a J -space.
Let {A,B} be a closed cover of X1, with A∩B compact. Then {A,B ∪X2} is a closed
cover of X, and
A∩ (B ∪X2)= (A∩B)∪ (A∩X2)
which is compact. Hence A or B ∪ X2 is compact because X is a J -space, so A or B is
compact.
(b)⇒ (a) Assume (b), and suppose that X2 is compact. Let {A,B} be a closed cover of
X with A ∩ B compact. Let Ai = A ∩Xi and Bi = B ∩Xi (i = 1,2). Now {A1,B1} is a
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closed cover of the J -space X1, and A1 ∩B1 is compact, so A1 or B1 is compact. Suppose
B1 is compact. Since B2 is closed in X2 and thus compact, B = B1 ∪ B2 is also compact.
Similarly, if A1 is compact then so is A.
(2) Strong J -spaces: (a) ⇒ (b). As in (1), we may suppose that X2 is compact and
must show that X1 is a strong J -space. So let K1 ⊂X1 be compact. Define K =K1 ∪X2.
Then K ⊂ X is compact, so K ⊂ L for some compact L ⊂ X with X\L connected. Let
L1 = L ∩ X1. Then L1 ⊂ X1 is compact, L1 ⊃ K1, and X1\L1 is connected because
X1\L1 =X\L.
(b) ⇒ (a) Assume (b), and suppose X2 is compact. Let K ⊂ X be compact. Define
K1 = (K ∪X2) ∩X1. Then K1 ⊂X1 is compact, so K1 ⊂L1 for some compact L1 ⊂X1
with X1\L1 connected. Let L = L1 ∪ X2. Then L is compact, L ⊃ K , and K\L is
connected because X\L=X1\L1. 2
Corollary 5.10. Let A ⊂ X be closed with compact boundary. Then, if X is a (strong)
J -space, so is A.
Proof. By Proposition 5.9, (a)⇒ (b), with X1 =A and X2 = (X\A)−. 2
Corollary 5.11. Suppose that X =E ∪U , with E a (strong) J -space, U open in X, and
U compact. Then X is a (strong) J -space.
Proof. Let A = X\U . Then A ⊂ E, and A is closed with compact boundary in X and
thus in E, so A is a (strong) J -space by Corollary 5.10. Since {A,U} is a closed cover of
X with U compact, it follows from Proposition 5.9, (b) ⇒ (a), that X is also a (strong)
J -space. 2
The following result should be compared with Proposition 5.9, (b)⇒ (a).
Proposition 5.12. Suppose that {X1,X2} is a closed cover of X with X1 ∩ X2 non-
compact. Then, if X1 and X2 are J -spaces, so is X.
Proof. Let {A,B} be a closed cover of X with A∩B compact. We must show that A or B
is compact.
For i = 1,2, let Ai = A ∩Xi and Bi = B ∩Xi . Then {Ai,Bi} is a closed cover of the
J -space Xi with Ai ∩Bi compact, so either Ai or Bi is compact.
We will show that, if B1 is compact, then so is B . (Similarly, if A1 is compact, then so
is A.) Note that
X1 ∩X2 = (A1 ∪B1)∩ (A2 ∪B2)⊂ (A∩B) ∪B1 ∪A2.
Since A ∩ B and B1 are compact while X1 ∩X2 is not compact, A2 cannot be compact.
Hence B2 is compact, so B =B1 ∪B2 is also compact. 2
Remark. Proposition 5.12 is false without the assumption that X1 ∩X2 is non-compact.
Just consider X =R=R+ ∪R−.
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Remark. Example 9.1 shows that Proposition 5.12 and the following Corollary 5.13 are
false for strong J -spaces. See, however, Proposition 8.6.
Corollary 5.13. Let {X1,X2} be a closed cover of X, with X1 and X2 both J -spaces.
Then the following are equivalent.
(a) X is a J -space.
(b) X1 or X2 is compact, or X1 ∩X2 is non-compact.
Proof. (a)⇒ (b) From the definition of J -spaces.
(b)⇒ (a) IfX1 orX2 is compact, this follows from Proposition 5.9, (b)⇒ (a). IfX1∩X2
is non-compact, it follows from Proposition 5.12. 2
Our final result in this section deals with components of strong J -spaces. (The analogue
of this result for J -spaces is false; see Example 9.2.)
Proposition 5.14. If X is a strong J -space, so is every component of X. More generally,
every closed A⊂X which is a union of components of X is a strong J -space.
Proof. Let K ⊂ A be compact. Then K ⊂ L for some compact L ⊂ X with X\L
connected. Now if L ⊃ A, then A is compact and thus a strong J -space. If L 6⊃ A, then
the connected set X\L intersects A and thereforeX\L⊂A. Let L′ =L∩A. Then L′ ⊂A
is compact, L′ ⊃ K , and A\L′ is connected because A\L′ = X\L. Thus A is a strong
J -space. 2
6. One-point compactifications of locally compact spaces
In this section, the one-point compactification of a locally compact, non-compact space
X will be denoted by X∞ = X ∪ {x∞}. The following result will be generalized in
Theorems 7.1 and 7.2.
Proposition 6.1. Let X be locally compact and non-compact. Then
(a) X is a J -space if and only if there is no neighborhood U of x∞ in X∞ such that
U ∩X has a disjoint, relatively open cover {U1,U2} with x∞ ∈U1 ∩U2.
(b) X is a strong J -space if and only if every neighborhood U of x∞ in X∞ contains
an open neighborhood V of x∞ in X∞ with V ∩X connected.
Proof. By complementation, recalling that U is an open neighborhood of x∞ in X∞ if
and only if X∞\U is a compact subset of X. 2
We next consider the Freudenthal compactification of X. A compactification Y of X is
called perfect [7] if no y ∈ Y\X has a neighborhoodU in Y such that U ∩X has a disjoint,
relatively open cover {U1,U2} with y ∈ U1 ∩ U2. The Freudenthal compactification γX
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of a locally compact, non-compact space X can be characterized as the smallest perfect
compactification of X. 6 We now have the following equivalence.
Proposition 6.2. A locally compact and non-compact space X is a J -space if and only if
γX=X∞.
Proof. By Proposition 6.1(a), X is a J -space if and only if X∞ is a perfect compact-
ification of X, and that is equivalent to γX = X∞ because γX is the smallest perfect
compactification of X. 2
Remark. Proposition 6.2 was proved by Nowin´ski in [6, Theorem 6] under the additional
hypotheses thatX is weakly paracompact (=metacompact). (Strictly speaking, Nowin´ski’s
result was proved, not for J -spaces, but for the weak J -spaces defined in Definition 8.3
below. However, by Theorem 8.4, J -spaces and weak J -spaces are equivalent in locally
compact spaces.)
In conclusion, it should be noted that the Freudenthal compactification is defined not
only for locally compact spaces but for all rim-compact spaces, where X is called rim-
compact if every neighborhood U of x in X contains an open neighborhood V of x with
compact boundary. Clearly every locally compact space is rim-compact, but the converse
is generally false. For J -spaces, however, the two concepts are equivalent.
Proposition 6.3. A J -space X is locally compact if and only if it is rim-compact.
Proof. Since all locally compact spaces are rim-compact, we need only show that every
rim-compact J -space X is locally compact. This is clear if X is compact, so suppose X is
not compact.
Let x ∈X. Since X is not compact, x has an open neighborhoodU in X with X\U not
compact. Pick an open neighborhood V ⊂U of x with compact boundary, and let us show
that V is compact. By Theorem 3.3, (a)⇒ (b), either V or X\V is compact. But X\V is
not compact because X\U is not compact, so V is compact. 2
7. General compactifications
In order to state our results in full generality, we introduce the following terminology:
A set A⊂ Y is relatively connected in Y if no open U ⊃A in Y has a disjoint, open cover
{U1,U2} with U1 ∩ A 6= ∅ and U2 ∩ A 6= ∅. Clearly every connected A⊂ Y is relatively
connected in Y , and conversely if Y is hereditarily normal or if Y is normal and A is
closed in Y . In general, however, relatively connected subsets need not be connected; see
Example 9.8. 7
6 If αX and α′X are compactifications of X, then αX is smaller than α′X if the identity map idX :X→ X
extends to a map f :α′X→ αX.
7 It may also be noted that, if f :Y →Z is a map, and if A is relatively connected in Y , then f (A) is relatively
connected in Z.
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The following two theorems generalize the two parts of Proposition 6.1. In each of these
theorems, note how (b) is stronger than the second part of (c). For example, if Y = [0,1]
and A= {0,1}, then Y and A satisfy the second part of (c) in both theorems but they do
not satisfy (b).
Theorem 7.1. Let Y be a compactification of X, and let A= Y\X. Then the following are
equivalent.
(a) X is a J -space.
(b) If U ⊃A is open in Y and {W1,W2} is a disjoint, relatively open cover of U\A, then
W 1 ∩A= ∅ or W 2 ∩A= ∅.
(c) A is relatively connected in Y , and if U ⊃A is open in Y and {W1,W2} is a disjoint,
relatively open cover of U\A, then no y ∈A is in W1 ∩W 2.
Proof. (a)⇔ (b) By complementation, using Theorem 3.1, (b)⇔ (c), with K = Y\U .
(b)⇒ (c) Assume (b). Then the second part of (c) is clear, so we need only check that
A is relatively connected in Y .
Suppose not. Then there is an open U ⊃A in Y , and a disjoint, open cover {U1,U2} of
U , such that Ui ∩A 6= ∅ for i = 1,2. Let Wi = Ui\A, so {W1,W2} is a disjoint, relatively
open cover of U\A. But Ui ⊂Wi because IntA= ∅, so ∅ 6=Ui ∩A⊂Wi ∩A for i = 1,2,
contradicting (b).
(c)⇒ (b) Assume (c). Let U ⊃A be open in Y , and let {W1,W2} be a disjoint, relatively
open cover of U\A. Let Ui =Wi ∩U . Then {U1,U2} is a disjoint (by (c)) open cover of
U , so U1 ∩ A or U2 ∩ A is empty because A is relatively connected in Y (by (c)). But
Wi ∩A= Ui ∩A, so W 1 ∩A or W 2 ∩A is empty, as we had to show. 2
Our next theorem is analogous to Theorem 7.1. Note that conditions (b) and (c) of
Theorem 7.2 respectively imply conditions (b) and (c) of Theorem 7.1.
Theorem 7.2. Let Y be a compactification of X, and let A= Y\X. Then the following are
equivalent.
(a) X is a strong J -space.
(b) Every open U ⊃ A contains an open neighborhood V of A such that V \A is
connected.
(c) A is relatively connected in Y , and if U ⊃A is open in Y , then every y ∈ A has an
open neighborhood Vy ⊂U with Vy\A connected.
Proof. (a)⇔ (b) By complementation.
(b)⇒ (c) Assume (b). Then the second part of (c) is clear, and A is relatively connected
in Y because (b)⇒ (c) in Theorem 7.1.
(c)⇒ (b) Assume (c). Let U ⊃A be open in Y , and for each y ∈A choose Vy as in (c).
Let V =⋃{Vy : y ∈ A}. Then V is open in Y and A⊂ V ⊂ U , so it remains to show that
V \A is connected. So let {W1,W2} be a disjoint, relatively open cover of V \A, and let us
show that W1 = ∅ or W2 = ∅.
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By (c)⇒ (b) in Theorem 7.1, we haveW 1∩A= ∅ orW 2∩A= ∅. SupposeW 2∩A= ∅.
Then A ⊂ W 1 because A ⊂ (V \A)−. So for each y ∈ A we have Vy ∩ W1 6= ∅, so
Vy ∩ W2 = ∅ because Vy\A is connected. Hence W2 = ∅ because W2 ⊂ V . Similarly,
if W 1 ∩A= ∅ then W1 = ∅. 2
The following simple example shows that the second parts of conditions 7.1(c)
and 7.2(c) are not preserved by subsets. 8
Example 7.3. A closed interval A in the interior of a closed disc Y in R2 satisfies both
Theorems 7.1(c) and 7.2(c), whereas an open interval A′ ⊂A in Y satisfies neither.
We now introduce two conditions, stronger than the second parts of Theorems 7.1(c)
and 7.2(c), which are preserved by arbitrary subsets; see Lemma 7.4 and Proposition 7.5.
Recall from [3] that a set A⊂ Y nowhere cuts Y if IntA= ∅ and if, whenever y ∈A and
U is a neighborhood of y on Y , then U\A does not have a disjoint relatively open cover
{W1,W2} with y ∈W 1 ∩W 2. 9
Analogously, let us say that A⊂ Y nowhere disconnects Y if IntA= ∅ and if, whenever
y ∈A, then every neighborhood U of y in Y contains an open neighborhood V of y in Y
with V \A connected.
Clearly, any A⊂ Y which nowhere disconnects Y also nowhere cuts Y , but Example 7.7
shows that the converse is false. Before considering examples, however, we examine how
these new properties relate to Theorems 7.1(c) and 7.2(c).
The following lemma is clear.
Lemma 7.4. If A⊂ Y nowhere cuts Y (respectively nowhere disconnects Y ), then A and
Y satisfy the second part of condition 7.1(c) (respectively 7.2(c)).
The converse of Lemma 7.4 is true if cardA = 1, but in general it is false. See, for
example, the subset A of Y in Example 7.3.
Proposition 7.5. Suppose B ⊂ Y and IntB = ∅. Then the following are equivalent.
(a) B nowhere cuts Y (respectively nowhere disconnects Y ).
(b) Every A⊂B nowhere cuts Y (respectively nowhere disconnects Y ).
(c) Every A⊂B satisfies the second part of condition 7.1(c) (respectively 7.2(c)).
Proof. (a) ⇒ (b) Case 1. B nowhere cuts Y : Let y ∈ A, let U be a neighborhood of
y in Y , and let {W1,W2} be a disjoint, relatively open cover of U\A. Then y ∈ B and
{W1\B,W2\B} is a disjoint, relatively open cover of U\B , so
y /∈ [(W1\B)− ∩ (W2\B)−]=W 1 ∩W 2,
where the equality follows from IntB = ∅. Hence A nowhere cuts Y .
8 I don’t know whether they are preserved by closed subsets.
9 Thus, a compactification Y of X is perfect (see Section 6) if and only if Y\X nowhere cuts Y .
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Case 2. B nowhere disconnects Y : Let y ∈A and let U be a neighborhood y in Y . Then
y ∈ B , so there exists an open neighborhood V ⊂U of y in Y such that V \B is connected.
But
V \B ⊂ V \A⊂ V ⊂ (V \B)−
(where the last inclusion follows from IntB = ∅), so V \A is also connected. Hence A
nowhere disconnects Y .
(b)⇒ (c) By Lemma 7.4.
(c) ⇒ (a) First, assume (c) for condition 7.1(c), and let us show that B nowhere cuts
Y . So let y ∈ B , let U be a neighborhood of y in Y , and let {W1,W2} be a disjoint,
relatively open cover of U\B . Define A = U ∩ B . Then y ∈ A ⊂ U , and U\A = U\B ,
so our assumption implies that y /∈W 1 ∩W2.
Now assume (c) for condition 7.2(c), and let us show that B nowhere disconnects Y . So
let y ∈ B and let U be a neighborhood of y in Y . Define A= U ∩B . Then y ∈A⊂U , so
our assumption implies that y has an open neighborhood V ⊂ U with V \A connected. But
V \B = V \A, so V \B is connected. 2
Corollary 7.6. Suppose that Y is compact and that B ⊂ Y nowhere cuts Y (respectively
nowhere disconnects Y ). Then the following are equivalent for any A⊂B .
(a) Y\A is a J -space (respectively strong J -space).
(b) A is relatively connected in Y .
Proof. (a)⇒ (b) By (a)⇒ (c) in Theorem 7.1 (respectively Theorem 7.2).
(b)⇒ (a) By (a)⇒ (c) in Proposition 7.5 and by (c)⇒ (a) in Theorem 7.1 (respectively
Theorem 7.2). 2
We now consider four examples of nowhere cutting and nowhere disconnecting sets.
Example 7.7. Let S be any space. Then:
(a) S × {0} nowhere cuts S × I.
(b) S × {0} nowhere disconnects S × I if and only if S is locally connected.
Proof. (a) This is [3, Proposition 3.4].
(b) First, suppose that S is locally connected. Let s ∈ S, and let U be a neighborhood
of (s,0) in S × I. We may suppose that U =W × [0, t) for some neighborhood W of s
in S and some t ∈ (0,1]. Pick a connected open neighborhoodW ′ ⊂W of s in S, and let
V =W ′ × [0, t). Then V ⊂U is an open neighborhood of (s,0) in S× I, and V \(S×{0})
is connected.
Now suppose that S × {0} nowhere disconnects S × I. Let s ∈ S and let W be a
neighborhood of s in S. Then W × I is a neighborhood of (s,0) in S × I, so (s,0) has
an open neighborhood U ⊂W × I such that U\(S × {0}) is connected. Let W ′ = pi(U),
where pi :S × I→ S is the projection. Then W ′ ⊂W is a connected neighborhood of s
in S. 2
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Example 7.7(b) immediately implies the following result.
Example 7.8. If Y is a manifold with boundary B , then B nowhere disconnects Y .
Our next result, which will be applied in Example 9.2, should be compared with
Example 7.7.
Example 7.9. Suppose that E ⊂ S and F ⊂ T are closed with empty interiors, and that T
is locally connected at every t ∈ F . Then E ×F nowhere cuts S × T .
Proof. It suffices to show that if (s, t) ∈E×F , if U ×V is an open neighborhood of (s, t)
in S×T with V connected, and if {W1,W2} is a disjoint, open cover of (U ×V )\(E×F),
then (s, t) /∈W 1 ∩W 2.
Let pi :S × T → S be the projection, and let Ui = pi(Wi) for i = 1,2. Then U1 and
U2 are open in U , and {U1,U2} covers U because IntF = ∅ and hence V \F 6= ∅. Also
U1 ∩U2 ⊂E because V is connected, so U1 ∩U2 = ∅ because IntE = ∅. Now if s ∈U1,
then pi−1(U1) is a neighborhood of (s, t) in S × T disjoint from W2, so (s, t) /∈ W 2.
Similarly, if s ∈U2 then (s, t) /∈W 1. 2
Our last example in this section is a result obtained by Henriksen and Isbell in [2, Lem-
ma 4] and by Sklyarenko in [7, Corollary to Theorem 1]. (See also [3, Proposition 3.5].)
Example 7.10 [2,7]. If X is completely regular, then βX\X nowhere cuts βX.
We conclude this section with applications of the foregoing examples to J -spaces and
strong J -spaces.
The following result generalizes Propositions 2.2–2.4.
Corollary 7.11. Let Y be a compact manifold with boundaryB , and let A⊂B . Then Y\A
is a (strong) J -space if and only if A is connected.
Proof. By Example 7.8 and Corollary 7.6. 2
The following result is known (via Proposition 6.2) whenX is locally compact, in which
case “relatively connected in Y ” reduces to “connected”.
Theorem 7.12. The following are equivalent for a non-compact, completely regular
space X.
(a) X is a J -space.
(b) If Y is any compactification of X, then Y\X is relatively connected in Y .
(c) βX\X is relatively connected in βX.
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Proof. (a)⇒ (b) By Theorem 7.1, (a)⇒ (c).
(b)⇒ (c) Clear.
(c)⇒ (a) Let Y = βX, and let A= Y\X. Then A nowhere cuts Y by Example 7.10, and
A is relatively connected in Y by (c), so X is a J -space by Corollary 7.6. 2
We conclude this section by applying Corollaries 3.3 and 7.12 to obtain our final
characterization of J -spaces.
Proposition 7.13. The following are equivalent for a completely regular space X.
(a) X is a J -space.
(b) If A ⊂ X ⊂ Y , with A non-compact and closed in Y and with BdryX A compact,
then X is closed in Y .
(c) Same as (b), but with Y assumed completely regular and with BdryX A replaced by
BdryY A.
Proof. (a)⇒ (b) By Corollary 3.4 (which does not require X to be completely regular).
(b)⇒ (c) Clear, since BdryX A is a closed subset of BdryY A (because A is closed in Y
by (b)).
(c)⇒ (a) Suppose X is not a J -space, and let us show that (c) is false.
By Theorem 7.12, there exists a compactificationZ of X such that Z\X is not relatively
connected in Z, that is, there are disjoint, open subsets U , V of Z which cover Z\X and
which both intersect Z\X. Define Y ⊂Z by Y =X ∪ V , and let A=X\V . We will show
that X,Y and A satisfy the hypotheses of (c) but not its conclusion.
To see that the conclusion of (c) is not satisfied, note that ∅ 6= V \X ⊂X\X (closure in
Y ), so X is not closed in Y . To show that the hypotheses of (c) are satisfied, note first that
A= Y\V , so A is closed in Y . Also U ∩X ⊂A, so ∅ 6=U\X ⊂A\A (closure in Z), and
hence A is not compact. To see, finally, that BdryY A is compact, note that A⊂ Y\V and
(Y\A)− ⊂ Y\U (closures in Y ), so BdryY A⊂ Y\(U ∪V ). But Y\(U ∪V )=Z\(U ∪V ),
which is compact, so BdryY A is also compact. 2
8. Related spaces
In this section, we consider three classes of spaces which are closely related to J -spaces
and strong J -spaces.
Definition 8.1. A space X is a semi-strong J -space if for every compactK ⊂X there is a
compact L⊃K in X and a connected C ⊂X\K with C ∪L=X.
Definition 8.2. A space X is a semi-weak J -space if, whenever A and B are disjoint,
closed subsets of X with compact boundaries, then A or B is compact.
Definition 8.2 should be compared to condition (b) of Proposition 3.6.
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Definition 8.3. A space X is a weak J -space if, whenever {A,B,K} is a closed covering
of X with K compact and A∩B = ∅, then A or B is compact. 10
Theorem 8.4. Consider the following properties of a space X.
(a) X is a strong J -space.
(b) X is a semi-strong J -space.
(c) X is a J -space.
(d) X is a semi-weak J -space.
(e) X is a weak J -space.
Then (a)⇒ (b)⇒ (c)⇒ (d)⇒ (e), and none of these implications is reversible (even for
subsets of R2). However, (a)⇔ (b)⇔ (c) if X is locally connected, and (c)⇔ (d)⇔ (e) if
X is locally compact.
Proof. (a)⇒ (b) Clear.
(b)⇒ (c) Essentially like the proof of Proposition 2.1 (which asserts that (a)⇒ (c)).
(c)⇒ (d) This follows from Proposition 3.3.
(d) ⇒ (e) Assume (d). To prove (e), let {A,B,K} be a closed cover of X, with K
compact and A ∩ B = ∅. Then BdryA and BdryB are subsets of K and thus compact.
Hence A or B is compact by (d).
That none of the above implications are reversible follows from Examples 9.1–9.4.
That (a), (b) and (c) are equivalent if X is locally connected follows from Corollary 3.2.
It remains to show that (e) ⇒ (c) when X is locally compact. So assume that X is a
locally compact weak J -space, and let us show that X is a J -space. Let {A,B} be a closed
cover of X with A ∩ B compact. Since X is locally compact, A ∩ B ⊂ IntK for some
compact K ⊂ X. Let A∗ = A\ IntK and B∗ = B\ IntK . Then {A∗,B∗,K} is a closed
cover of X with K compact and A∗ ∩B∗ = ∅. Since X is a weak J -space, either A∗ or B∗
is compact. But A⊂ (A∗ ∪K) and B ⊂ (B∗ ∪K), so either A or B is compact. 2
Of the three new properties introduced in Definitions 8.1–8.3, semi-strong J -spaces are
particularly interesting, since their behavior is at least as good as—and sometimes better
than—that of strong J -spaces. Thus, in Section 5, not only do all the results established
there for strong J -spaces remain valid for semi-strong J -spaces (with essentially the
same proofs), but the four results in that section that are not valid for strong J -spaces
(Propositions 5.1 and 5.12, and Corollaries 5.2 and 5.13) are, nevertheless, also valid for
semi-strong J -spaces (see Propositions 8.5 and 8.6 below). In a different direction, the
characterizations of strong J -spaces in Proposition 6.1(b) and Theorem 7.2 remain valid
for semi-strong J -spaces (with essentially the same proofs) provided “open neighborhood”
is everywhere changed to “neighborhood”. (Recall that, in this paper, a set V is a
neighborhood of A if A⊂ IntV .)
The following two results are the analogs of Propositions 5.1 and 5.12 for semi-strong
J -spaces.
10 This concept appears (without a name) in Nowin´ski [6, Theorem 6(ii)], and the implication (a) ⇒ (e) in the
following theorem is implicit in [6, Corollary to Theorem 6].
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Proposition 8.5. Let f :X→ Y be a boundary-perfect map onto Y . Then, if X is a semi-
strong J -space, so is Y .
Proof. As in the proof of Proposition 5.1, we may assume that f is perfect. Now suppose
that K ⊂ Y is compact. Let K ′ = f−1(K). Then K ′ ⊂ X is compact, so there is a
compact L′ ⊃ K ′ in X and a connected C′ ⊂ X\K ′ with L′ ∪ C′ = X. Let L = f (L′)
and C = f (C′). Then L⊃K is compact, C ⊂ Y\K is connected, and L∪C = Y . 2
Proposition 8.6. Suppose that {X1,X2} is a closed cover ofX withX1∩X2 non-compact.
Then, if X1 and X2 are semi-strong J -spaces, so is X.
Proof. Let K ⊂ X be compact. We must find a compact L ⊃ K in X and a connected
C ⊂X\K such that C ∪L=X.
For i = 1,2, let Ki =K ∩Xi . Then Ki is compact, so there exist compact Li ⊃Ki in
Xi and connected Ci ⊂ Xi\Li with Ci ∪ Li = Xi . Let L = L1 ∪ L2 and C = C1 ∪ C2.
Clearly L is compact and C ∪L=X. It remains to show that C is connected.
Since C1 and C2 are both connected, we need only check that C1 ∩ C2 6= ∅. Now note
that L is compact and X1 ∩X2 is not, so (X1 ∩X2)\L 6= ∅. Also Xi\L⊂Xi\Li ⊂Ci for
i = 1,2, so (X1 ∩X2)\L⊂ (C1 ∩C2). Hence C1 ∩C2 6= ∅. 2
Turning now to semi-weak J -spaces, we have the following three results. Proposition 8.7
and Corollary 8.8 are analogs of Theorem 4.1 and Corollary 4.2, respectively.
Proposition 8.7. The following properties of a space X are equivalent.
(a) X is a semi-weak J -space.
(b) If f :X→ Y is boundary-perfect, then f−1(y) is non-compact for at most one
y ∈ Y .
Proof. (a)⇒ (b) Suppose y1 6= y2 in Y . Let Ai = f−1(yi). Then A1 ∩ A2 = ∅ and both
sets have compact boundaries, so A1 or A2 is compact by (a).
(b)⇒ (a) Suppose A1, A2 are disjoint, closed subsets of X with compact boundaries.
Let Y be the quotient space obtained from X by identifying Ai to a point ai for i = 1,2,
and let f :X→ Y be the quotient map. Then f is boundary-perfect, so at most one f−1(y)
is non-compact by (b). Hence A1 or A2 is compact. 2
Corollary 8.8. If f :X→ Y is a closed map from a paracompact semi-weak J -space X
onto a q-space Y , then f−1(y) is non-compact for at most one y ∈ Y .
Proof. This follows from Proposition 8.7 exactly as Corollary 4.2 followed from
Theorem 4.1. 2
The following result will be applied in Example 9.3.
Proposition 8.9. Suppose that Z = X ∪ {z0}, with X a J -space. Then Z is a semi-weak
J -space.
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Proof. Let A,B be disjoint, closed sets in Z with compact boundaries. Then z0 /∈ A or
z0 /∈ B; suppose z0 /∈ B . Let A′ = (X\B)− (closure in X). Then {A′,B} is a closed cover
of X, and A′ ∩ B is compact because A′ ∩ B = BdryB . Since X is a J -space, A′ or B is
compact. But A⊂A′ ∪ {z0}, so A or B is compact. 2
Remark. It follows from Corollary 5.11 that the space Z in Proposition 8.9 is actually
a J -space if Z is locally compact at z0. In general, however, Example 9.3 shows that Z
need not be a J -space. Example 9.4 shows that Proposition 8.9 becomes false if {z0} is
replaced by a two-point set or if X is only assumed to be a semi-weak J -space. Finally,
Example 9.5 shows that Proposition 8.9 becomes false if {z0} is replaced by an arbitrary
compact, connected set.
Some results for J -spaces, such as Propositions 5.1 and 5.6, remain valid for both
semi-weak J -spaces and weak J -spaces. In the case of Proposition 5.12, however, the
following result shows that it is valid for weak J -spaces, whereas Example 9.4 shows that
it is false for semi-weak J -spaces. Thus semi-weak J -spaces and weak J -spaces do not
coincide.
Proposition 8.10. Suppose {X1,X2} is a closed cover of X with X1 ∩X2 non-compact.
Then, if X1 and X2 are weak J -spaces, so is X.
Proof. Let {A,B,K} be a closed cover of X with A ∩ B = ∅ and K compact. We must
show that A or B is compact.
For i = 1,2, let Ai =A∩Xi , Bi =B ∩Xi , Ki =K ∩Xi . Then {Ai,Bi,Ki} is a closed
cover of Xi with Ai ∩ Bi = ∅ and Ki compact. Since X1 is a weak J -space, either A1 or
B1 is compact; suppose B1 is compact. It will suffice to show that B2 is compact, for then
B =B1 ∪B2 is compact.
Suppose B2 is not compact. Since X2 is a weak J -space, A2 must therefore be compact.
Let C =B1∪A2∪K . Then C is compact and (X1∩X2)⊂C, so X1∩X2 is also compact,
contradicting our hypothesis. 2
9. Examples
Among the examples in this section, Examples 9.1–9.4 show that the five classes of
spaces in Theorem 8.4 are all different. Examples 9.1, 9.2, 9.6 and 9.8 are locally compact,
and Examples 9.3–9.8 are locally connected.
Example 9.1. A space Y such that:
(a) Y is a semi-strong J -space but not a strong J -space.
(b) There exists a closed cover {A,B} of Y by strong J -spaces A, B with A ∩ B non-
compact.
(c) There exists a perfect map f :X→ Y from a strong J -space X onto Y .
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Proof. For integers n> 0 and i > 1, let En,i be the closed segment in the plane R2 joining
(n,0) to (n+ 1,1/i). Let
En =
(∞⋃
i=1
En,i
)
∪ ([n,n+ 1] × {0}),
and let Y =⋃{En: n> 0}. 11
(a) To see that Y is not a strong J -space, note that, if K ⊂ Y is compact and nonempty,
then Y\K is not connected.
To see that Y is a semi-strong J -space, let Ln = {(y1, y2) ∈ Y : y1 6 n} and let
Cn = (Y\Ln)−. Then Ln is compact, Cn is connected, and Ln ∪Cn = Y for all n. Now if
K ⊂ Y is compact, pick n so thatK ⊂Ln−1, and note that thenK ⊂Ln and Cn ⊂ Y\K . 12
(b) Let
A= (R+ × {0})∪⋃{En: n> 0, n even},
B = (R+ × {0})∪⋃{En: n> 0, n odd}.
Then {A,B} is a closed cover of Y , and A∩B =R+ × {0} which is non-compact.
To see that A is a strong J -space (the proof is similar for B), let An = {(y1, y2) ∈
A: y1 6 2n+1}. Then each An is compact, each A\An is connected, each compactK ⊂A
is a subset of some An.
(c) Let X be the space A in (b), and define f :X→ Y by
f (y1, y2)= (y1 − n,y2) if 2n6 y1 6 2n+ 1,
f (y1,0)= (n+ 1,0) if 2n+ 16 y1 6 2n+ 2.
It is easy to see that f is a perfect map from X onto Y . 2
Part of our next example shows that Proposition 5.14, which was stated and proved for
strong J -spaces and which is also valid (with essentially the same proof) for semi-strong
J -spaces, is false for J -spaces.
Example 9.2. A J -space X which is not a semi-strong J -space, and which has a
component C which is not a J -space. (In fact, C is homeomorphic to R.)
Proof. Let S = {1/n: n = 1,2, . . .} ∪ {0}. Let T be a circle, define A ⊂ S × T by
A = {(0, t0)} for some t0 ∈ T , and let X = (S × T )\A. Then A nowhere cuts S × T by
Example 7.9, so X is a J -space by Corollary 7.6.
Define C ⊂ X by C = {0} × (T \{t0}). Then C is a component of X, and C is
homeomorphic to R and thus not a J -space by Proposition 2.2.
Since C is not a J -space, it is certainly not a semi-strong J -space. Hence, by the
analogue of Proposition 5.14 for semi-strong J -spaces, X is not a semi-strong J -space.
(This is also easily verified directly.) 2
11 Y is essentially the space illustrated in Fig. 10 on p. 164 of [5], with the point at infinity removed.
12 Alternatively, Y is a semi-strong J -space by (b) and Proposition 8.6, and also by (c) and Proposition 8.5.
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Our next example shows that a space obtained by adding a point to a J -space, which
must be a semi-weak J -space by Proposition 8.9, need not be a J -space.
Example 9.3. A semi-weak J -space Z which is not a J -space.
Proof. Let X = R× [0,1) and let Z =X ∪ {(0,1)}. Then X is a J -space (even a strong
J -space) by Proposition 2.5, so Z is a semi-weak J -space by Proposition 8.9. To see that
Z is not a J -space, let A= {(s, t) ∈Z: s 6 0} and B = {(s, t) ∈Z: s > 0}. Then {A,B} is
a closed cover of Z, and A∩B is compact, but neither A nor B is compact. 2
The next example shows that, whereas adding one point to a J -space always results in
at least a semi-weak J -space (see Proposition 8.9), adding two points may not.
Example 9.4. A weak J -space Z which is not a semi-weak J -space. Moreover, Z has a
closed cover {Z1,Z2} by semi-weak J -spaces Z1, Z2 with Z1 ∩Z2 non-compact.
Proof. Let X =R× [0,1) and let Z =X ∪ {(−1,1), (1,1)}.
To see that Z is a weak J -space, let Z1 = {(s, t) ∈ Z: s 6 0} and Z2 = {(s, t) ∈ Z: s >
0}. Then {Z1,Z2} is a closed cover of Z, and Z1∩Z2 = {0}× [0,1)which is not compact.
Also Z1 and Z2 are both homeomorphic to the space Z of Example 9.3, so they are semi-
weak J -spaces and thus weak J -spaces. Hence Z is a weak J -space by Proposition 8.10.
To see that Z is not a semi-weak J -space, let A = {(s, t) ∈ Z: s 6 −1} and let
B = {(s, t) ∈ Z: s > 1}. Then A and B are disjoint, closed subsets of Z with compact
boundaries, but neither is A nor B compact. 2
Our next example shows that, in contrast to Proposition 8.9, a space obtained by adding
a closed interval to a strong J -space need not even be a weak J -space.
Example 9.5. A space Z which is not even a weak J -space, but which has a disjoint
covering {X,E} with X a strong J -space and E a closed interval.
Proof. Let X = R × [0,1), let E = [−1,1] × {1}, and let Z = X ∪ E. Then X is
a strong J -space by Proposition 2.5. To see that Z is not even a weak J -space, let
A= {(s, t) ∈ Z: s 6−1}, let B = {(s, t) ∈ Z: s > 1}, and let K = [−1,1] × [0,1]. Then
{A,B,K} is a closed cover of Z with K compact and A ∩ B = ∅, but neither A nor B is
compact. 2
The following example shows that the paracompactness assumption on X cannot be
omitted from Corollaries 4.2 and 5.2 and from Theorem 4.3.
Example 9.6. An open and closed, but not perfect, map f :X→R from a locally compact
strong J -space X onto R (which is not a J -space by Proposition 2.2).
Proof. Let Z be a locally compact, countably compact, non-compact, connected space.
(For example, Z can be the long ray, defined by Z = ω1 × [0,1) with the order topology
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generated by dictionary ordering.) Let X = R× Z, and let f :X→ R be the projection.
Clearly f is open, and f is not perfect because Z is not compact. Also f is closed because,
if A ⊂ X is closed, then A is countably compact, and hence f (A) is countably compact
and thus closed in R. Finally, since R and Z are connected and non-compact,X is a strong
J -space by Proposition 2.5. 2
The next example shows that the assumption that Y is a q-space cannot be omitted from
Corollaries 4.2 and 5.2.
Example 9.7. A closed but not perfect map f :X→ Y from a J -space X ⊂ R onto a
space Y which is not a J -space.
Proof. Let X =R+, so X is a J -space by Proposition 2.4. Let E = {n ∈X: n an integer},
let Y =X/E, and let f :X→ Y be the quotient map. Write f (E)= {y0}. Then f−1(y0)=
E, so f is not perfect. To see that Y is not a J -space, let
A= f
(⋃{[n,n+ 1]: n ∈E, n even}),
B = f
(⋃{[n,n+ 1]: n ∈E, n odd}).
Then {A,B} is a closed cover of Y , and A∩B = {y0}, but neitherA nor B is compact. 2
Our last example deals with relatively connected subsets, as defined at the beginning of
Section 7.
Example 9.8. A locally compact space Y , and a closed A ⊂ Y , such that A is relatively
connected in Y but not connected.
Proof. It suffices to find a locally compact space Y and two disjoint, closed, connected
subsets A1 and A2 of Y which cannot be separated by open sets in Y . Indeed, if we then
let A=A1 ∪A2, then A⊂ Y satisfies our requirements.
Let us then choose suitable Y and A1,A2 ⊂ Y . First, let Z be as in the proof of
Example 9.6, let Z∞ =Z ∪ {z∞} be the one-point compactification of Z, and let
Y = (Z∞× [0,1])\{(z∞,1)}.
Let A1 = {z∞} × [0,1) and let A2 = Z × {1}. Then Y is a connected version of the
Tychonov plank T , and A1, A2 are connected, disjoint, closed subsets of Y which cannot
be separated by open sets in Y just as the corresponding subsets of T can’t be separated by
open sets in T . 2
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