To investigate order-order interfaces, we perform multimagnetical Monte Carlo simulations of the 2D and 3D Ising model. Following Binder we extract the interfacial free energy from the infinite volume limit of the magnetic probability density. Stringent tests of the numerical methods are performed by reproducing with high precision exact 2D results. In the physically more interesting 3D case we estimate the amplitude F s 0 of the critical interfacial tension F s = F s 0 t µ to be F s 0 = 1.52 ± 0.05. This result is in good agreement with a previous MC calculation by Mon, as well as with experimental results for related amplitude ratios. In addition, we study in some details the shape of the magnetic probability density for temperatures below the Curie point.
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Introduction
Over the last fifty years, and presumably longer, there has been continuous interest in the properties of interfaces in 2D and 3D Ising models. In the 2D case a number of remarkable exact results could be derived [1, 2, 3] , whereas in 3D Monte Carlo (MC) simulations [4, 5, 6, 7] have become the dominant method. Of particular interest are amplitude ratios [8, 9] which involve the amplitude F s 0 of the critical 3D interfacial tension, because they can be compared with a variety of experimental results [10, 11] for fluids which are supposed to populate the Ising model universality class. Additional interest in F s 0 is created by the fact that it controls the non-universality of the critical wetting transition, a subject in which one has seen continuous interest over the last years [12] .
Let us introduce the notation. Spins s i = ±1 are defined on sites of a square lattice of volume V = L D with periodic boundary conditions and the symbol < i, j > is used to denote nearest neighbours. The partition function of the D-dimensional Ising model is given by 
contains the nearest neighbour interaction term H I and a term which couples the external magnetic field h to the magnetization. We denote the magnetic probability density by P L (M). Often it is preferable to use the magnetization density m = M/L D and
When convenient arguments are suppressed altogether. Let us consider the case of a vanishing magnetic field h = 0. In the broken region β > β c the magnetic probability densities P L (M) are double peaked. We denote the positions of the maxima by ±M max L . As the model is globally Z(2) symmetric, we exploit the symmetry
, and confine our discussion to M > 0. For M L < M max L the probability density takes then its minimum at P min L = P L (0).
The surface tension F s is defined as the the free energy per unit area of the interface between coexisting phases. Here we consider order-order interfaces in the broken region β > β c . The asymptotic behaviour for β → β c is
where t = (1 − β c /β) is the reduced temperature. Widom's scaling relation [13] 
connects the exponent µ with the critical exponent ν of the correlation length. In 2D µ = ν = 1, together with F [1] . In 3D approximate methods have to be used, and ν = 0.630 is in agreement with [14, 15] as well as consistent with many more estimates of the extensive literature. Therefore, we use µ = 1.26 in 3D throughout this paper. When combined with other amplitudes, F s 0 enters into a number of universal ratios [8, 9] . The other amplitudes are fairly accurately known, see for instance [16] , and the uncertainty in the ratios stems mainly from F s 0 . Numerical calculations of interface tensions have remained subtle and a large number of methods have been tried. Old estimates of F s 0 [5] led to amplitude ratios which are in disagreement with the experimental results for fluids [10, 11] , whereas Mon [6] obtained consistency by calculating the excess energy between a system with an interface imposed by an antiperiodic boundary condition and a system without an interface with periodic boundary conditions. Another promising approach is to calculate the interfacial tension from correlation functions [17, 7] . In this paper we turn back to the approach of Binder [4, 5] and combine it with a new simulation method [18, 19] .
The interface tension F s can be defined from the finite size scaling (FSS)
, which for large L takes the form
on lattices with periodic boundary conditions. Physically this definition assumes that at values of the mean magnetization M = 0 a rectangular domain, enclosed by two interfaces and spanning the lattice via the periodic boundary condition, is formed. Interface shapes other than planar, see for instance
Figure 7 in section 6, are due to capillary waves which have to be included in the definition of F s . It is convenient to introduce the function
The finite lattice interfacial tension is then defined as
and
It follows that the infinite volume limit
exists and takes values in the range [0, F s ]. Originally, the calculation of F s via (6) suffered from a problem of principle. To get a representative sample of interfaces one has to generate many configurations with M = 0 on large lattices. But, in a canonical simulation this is precisely impossible because of (6) . This equation means that the relevant configurations are exponentially suppressed, implying a slowing down of the simulation ∼ exp(+2L D−1 F s ). Recently this difficulty was overcome by the proposal to perform the MC simulation for a multimagnetical ensemble [19] , a natural extension of the multicanonical ensemble introduced in [18] . The slowing down becomes then reduced to a power law close to ∼ V 2 . Details of this approach are given in the next section.
In section 3 the numerical methods are introduced which we employ to cope with equation (4) on the basis of our multimagnetical MC data. Section 4 summarizes our 2D and section 5 our 3D results. Besides the surface tension, this includes tunneling times and data for the magnetic susceptibility. The 2D Ising model serves essentially as a testing ground for the numerical approach, whereas the 3D results are of more physical interest. Section 6 discusses the shape of the magnetical probability density in greater details. A brief summary is given in our final section 7.
The multimagnetical ensemble
The standard MC algorithm would only sample configurations corresponding to P min L if one could generate of the order 1/P min L or more statistically independent configurations. We overcome this difficulty by sampling configurations with a multimagnetical weight factor
Here n(M) is the magnetical density of of states (fixed temperature β −1 ). For any reasonable approximation the resulting multimagnetic probability density will be approximately flat. For reasons of physical intuition the parameterization
is useful. For constant α, h the weight factor exp(α + hβM − βH) describes a canonical ensemble in an external magnetic field h. The function h L (M) defines an M-dependent effective external magnetic field such that the resulting multimagnetical probability density is flat for
Including now
For
is to ensure continuity of the multimagnetical weight factor. This leads to the recursion relation
Once h L (M) is given, α L (M) follows automatically. The standard Markov process is well-suited to generate configurations which are in equilibrium with respect to this multimagnetical distribution. The h = 0 canonical probability
The constant c is obtained by imposing the appropriate normalization on P L (M), which we choose P max L = 1 for the purposes of this paper.
How do we get now the multimagnetical function h(M)? For small systems P L (M) can accurately be calculated by performing standard heatbath or Metropolis simulations, and h L (M) follows directly from (7, 13) . On larger systems we get h L (M) by making every time a FSS prediction of Ψ L (M) from the already controlled smaller systems. To optimize the parameters we may perform a second run and in some cases further runs to increase our statistics. We now explain details of the FSS prediction. The outlined method is simple and worked sufficiently well for our practical purposes, but the approach is by no means unique and can likely be improved.
From the definition of the interface tension we know that ψ L (0) scales like
where we neglect ln(L) terms and a 0 is an unknown constant. Further,
D is a function of the lattice size and scales like
We employ this equation for re-adjusting the magnetization m L in general, and use a scaling law of the form (16) for the entire function ψ L (m):
where ψ(m) and a m are two unknown, m-dependent constants. To calculate the multimagnetical parameters for a new lattice size we just take our two largest lattices, start from the m L on the smaller lattice, determine the readjusted magnetizations on the larger lattices and compute for this set of points ψ L (m) for the new lattice. A linear interpolation between these points gives us our final approximation of ψ L (m). Using Ψ(M) = ψ(m), the new multimagnetic function h L (m) follows again from (13) . It may be noted that due to the choice of our normalization a
for all L. Since we only need an approximate estimate of h L (M), it seems to be harmless that Ψ L (M) is a noisy estimate. It is our experience that the noise averages out over sufficient distances in m. In Figure 1 we give an example of an un-reweighted distribution which we get by this method.
As before [18, 19] we define the tunneling time τ L as the average number of updates needed to get from a configuration with
and back. Due to (10) we expect that the standard Markov process leads to a one dimensional random walk like behaviour of the magnetization M. Because of M max L ∼ V the slowing down becomes then reduced to a V 2 power law. Our data in the subsequent sections confirm this up to a small correction, which indicates that the random walk behaviour is not entirely perfect. The deeper we are in the broken region, the more more dramatic is the improvement which we expect. Because F s increases with β, this follows from (6).
Numerical analysis of the surface tension
To calculate F s L via (6-8) requires the maxima and the minimum of the probability density P L (M). To determine the minimum causes no problem because we know
is estimated by looking for the absolute maximum of the distribution on one side, taking the reflected value on the other side, and averaging over both possibilities.
The final estimate of F s requires a FSS extrapolation towards L = ∞. Equation (6) converts into the fit
Here c/L D takes care of the L −2 corrections to F s in (6) . However, the accuracy of our F s L data will not allow a four parameter fit. The obvious three parameter fit (III 1 ) is obtained by setting c = 0. Further, it is numerically difficult to include the a/L D−1 and the b ln(L)/L term. Therefore, the three parameter fits defined by b = 0 (III 2 ) and a = 0 (III 3 ) are also considered. Corresponding two parameter fits (II 2 ) and (II 3 ) follow by demanding c = 0 in addition. Although interactions (correlations) between the two interfaces fall off exponentially with their distance, and hence the system size, for small systems they may be more important then the L −2 correction to F s in (6). Consequently one may try the fit (20) with either a = 0 or b = 0.
One likes to include data from as many lattices as possible,while keeping the fit self-consistent. The systematic approach towards this fitting problem begins with fitting the data from all the lattices and monitoring χ 2 of this fit. The fit is accepted if the obtained χ 2 value results into a reasonable likelihood (here we choose ≥ 10 % ) that the discrepancies between the fit and the data points are due to statistical fluctuations. If this is not the case, the smallest lattice is supposed to suffer from strong finite size corrections of a form not included in the fit. Omitting the smallest lattice, the fit is carried out again. The whole procedure is repeated until an acceptable, called self-consistent, fit is obtained (or until one runs out of sufficiently many data points).
The statistical error of F s L has a somewhat peculiar finite size behaviour. According to our discussion of the previous section we assume that the multicanonical simulation slows down like L (2+η)D with η > 0 small. In this paper we give the statistics in sweeps. One sweeps updates each spin on the lattice once. For a constant number of MC sweeps we have
because the number of independent entries of
and, consequently,
This equation implies that in D = 2 a constant number of sweeps keeps the F s L error bar approximately constant, and in D = 3 this may even be achieved with a decreasing statistics (∼ 1/ √ L for η = 0). Of course, the statistics has to be chosen such that on the largest lattice still a sufficiently large number of tunneling events (i.e independent data) is obtained. Otherwise a meaningful statistical analysis is impossible. Twenty or more tunneling events is a a good number for practical purposes and numbers as small as four do still allow some kind of reasonable analysis [20] .
We pursue two ways to estimate the amplitude F s 0 defined by (4) . For a sufficiently small reduced temperature
approximates F s 0 well. On the other hand, when we keep the data time series re-weighting techniques [21, 20] allow to calculate F s (β) in a neighbourhood of the simulation point. This allows another estimate of F s 0 :
Estimates (24) and (25) differ by the next term in the expansion (4):
In principle one may use this to estimate F 
2D estimates
For the two dimensional Ising model we performed multimagnetical simulations at the critical temperature β = β c = ln(1 + √ 2)/2 = 0.44068..., at β = 0.47 and 0.5. The results are collected in Tables 1-3 . In each run additional 200, 000 initial sweeps without measurements were performed for reaching equilibrium with respect to the multimagnetical distribution. To give an example, Figure 2 depicts the β = 0.5 magnetic probability densities Tables 1-3 is the magnetic susceptibility
In the large L limit its leading term will approach the exactly known [22] 
In Tables 1-3 we have included our L = ∞ estimates as well as the exact values. Good agreement is found in all cases.
To calculate the amplitude F s 0 we employ equations (24) and (25) . We list in Tables 1-3 To estimate the slowing down of the multimagnetical simulations we fit the τ L values of Tables 1-3 to the form τ L ∼ L 2+2η , corresponding to the suspected slowing down ∼ V 2+η in updates. We find η = 0.012 (β = β c ), η = 0.045 (β = 0.47), and η = 0.048 (β = 0.5). The actual improvement is, of course, most impressive for β = 0.5, as the exponential slowing down of the canonical simulation is there strongest. See [19] for a detailed comparison with standard heat bath simulations at this β value. At β = β c the standard simulation does not slow down anymore exponentially. Still we find improvement by a constant factor ≈ 3, and this situation is depicted in Figure 4 .
3D estimates
We performed simulations at β = 0.227, 0.232 and 0.2439. The corresponding temperatures are all well above the roughening temperature β r ≈ 1.85 β c ≈ 0.41 [24] . Our results are collected in Tables 4-6. As in the 2D case 200,000 additional, initial sweeps were performed in each run for reaching equilibrium. Again, we give an example for the magnetic probability densities. Figure 5 illustrates β = 0.2439 for L = 8 − 32.
In Figure 6 we display the effective tensions as functions of the lattice size together with asymptotic fits. We notice that finite size effects play a more important role in three than two dimensions and are more complicated, too. The non-monotone behaviour shows that it is necessary to use large enough lattices to estimate the interface tension. For each β value we could only generate few lattices of sufficiently large size. Consequently, we find that our F s L data are only well suited for two parameter fits. In contrast to 2D, it turns out that the ln(L)/L term seems to be relevant. The two parameter fit ) is preferred by the data when compared with (19-II 2 ), presumably both terms would finally contribute. The self-consistency ranges are L = 24 − 32 (β = 0.227), L = 20 − 32 (β = 0.232), and L = 24 − 32 (β = 0.2439). We include the thus obtained estimates in Tables 4-6 . The accuracy of our data does not allow to determine the exponent p in (6) reliably. Obviously, the situation is far less satisfactory than in 2D. Larger lattices are desirable, but could not be simulated with our present computational resources. To get a handle on the order of magnitude of the expected systematic errors, we tried to extend the self-consistency ranges by including further fit parameters (19) , (20) . With one exception these fits are either unstable or have a bad goodness of fit. The exception is the β = 0.232 point. The fit (20) with a = 0 leads to the self-consistency range L = 6 − 32 and F s = 0.03044 ± 0.00025. By comparison with the results reported in Table 5 , one may argue that the results of Tables 4-6 are presumably afflicted by systematic errors of 2% to 4%, thus exceeding the statistical errors.
The value β = 0.232 was chosen, because it enables a comparison. In [7] cluster improved estimators were used to calculate correlations for L = 8−14 in a cylindrical geometry. Fitting the obtained tunneling mass gaps yields F s = 0.03034 ± 0.00015 for the surface tension. This is in remarkably good agreement with our fit (20) of the range L = 6 − 32, although this might be accidental. In any case, one seems to be on the save side by allowing for the discussed systematic error. All our F s values are much higher that the old estimates of [5] , which had to rely on far too small lattices.
To estimate the amplitude F . This indicates that a further downward correction of (29) might be necessary. However, presently involved ambiguities are too severe to dare such a correction. Instead one should first try to push the multimagnetical 3D Ising model calculations towards larger lattices, an enterprise which will become feasible with the next generation(s) of fast workstations.
Again, we perform power law fits of the τ L data to estimate the slowing down of the multimagnetical simulations. We fit the τ L of Tables 4-6 6 The shape of the probability distributions
The behavior of the magnetic probability density at small values of the magnetization is related to the existence and properties of droplets and domains of one of the pure phases floating in a medium of the opposite phase. On a given lattice properties of domains will strongly depend on the chosen boundary conditions, which in our case are periodic. To proceed we shortly review 2D results of [2, 3] . The analytical form of ψ(m), defined by (9), can be given in terms of three temperature dependent parameters m 0 , w and m c :
There exists a finite interval in the absolute value of the magnetization, where the function ψ is constant, namely twice the value of the interface tension along one of the main axes of the lattice. At the value of m = m c the function ψ develops a cusp. Following a square root behavior, ψ then approaches zero at the value of the mean magnetization m 0 . Let us outline the qualitative physical picture behind the above formula. At magnetization m ≈ 0 half of the spins belong to a domain with a characteristic magnetization corresponding to one of the pure phases, e.g. to the state characterized by +m 0 . Consequently the other half of spins are contained in a domain structure with typical magnetization −m 0 . In between these domains a surface is formed, and dominant contributions to the partition function at m ≈ 0 arise from configurations with a minimal excess free surface energy. These are configurations where a domain strip is closed via the periodic boundary conditions of the lattice. In Figure 7 we display a typical configuration contributing at m ≈ 0 on the 100 2 lattice. One clearly observes a strip with sizable fluctuations added. Such configurations allow translation of one interface without changing the energy or the number of states. As the magnetization is changed under such a translation one finds a constant behavior of ψ in a finite interval | m |< m c . At m = m c yet another mechanism takes place. It becomes more favorable for the system to form a droplet -or bubble -of one pure phase floating in a sea of the opposite phase. This happens when the surface energy of a droplet is smaller than the surface energy of a domain. The system enters a region of configuration space where single or multiple droplets dominate. Figures of such configurations are given in [19] .
These statements can be made quantitative for the 2D Ising model. Let us consider the point β = 0.5. Onsager's [1] interface tension determines w √ m 0 − m c = 2F s = 0.45612 for β = 0.5, and due to Yang [22] m 0 = 0.9113 for β = 0.5. The remaining free parameter is the cusp value of the magnetization m c . Its value follows from the Wulf construction [25] of classical equilibrium shapes of droplets. Relying on analytic results of Rottmann and Wortis [2] we display in Figure 8 equilibrium shapes of droplets for several temperatures below T c . At very low temperature a quadratic shape is assumed with small rounding effects at its corners (at zero temperature the shape is exactly quadratic). Closer to the transition point the droplet shapes take a circular form, while exactly at the transition point due to rotational invariance the droplet shape is a circle. At β = 0.5 the droplet shape exhibits only tiny deviations from a circular shape. When the surface energy of a classical droplet equals the surface energy of the rectangular domain 2LF s , the transition from the droplet phase to a percolated state takes place. For a circular droplet shape one finds the relation
while for a quadratic shape m c = m 0 /2, and m c = m 0 /3 for a cubic shape. In Figure 2 we already presented our numerical β = 0.5 probability distributions p L (m) on lattices ranging from 10 2 to 100 2 . As predicted by theory we observe with increasing lattice size the unfolding of a flat region at values of the magnetization close to zero. In order to compare the theoretical scenario with our simulation, we construct estimators of the function ψ L by performing three parameter fits of our numerical data with the analytical form (30). The results for the fitted parameters m c are displayed in Figure  9 as a function of the inverse linear lattice size 1/L. We observe a rather rapid variation of the estimate of the cusp magnetization value, indicating that even for our largest lattices the estimated function ψ L is relatively far away from its asymptotic value. Nevertheless, the data do allow a consistent extrapolation to the theoretical value as obtained from (31) (dashed curve in the plot).
In Figure 10 we display the extrapolation of our finite volume ψ L data to their infinite volume limit. Similarly as in section 2 we assumed the leading finite size correction to be proportional to 1/L. Excluding lattices of size smaller than 60 from the fit, we obtain our infinite volume data. It is obvious from our discussion in section 2 that a successful extrapolation of this type determines the multimagnetical parameters. We have fitted these infinite volume data with the analytical form of equation (30), where we left the parameters m c , w free and fixed m 0 to its exact value. We obtain a good fit consistent with the predicted theoretical shape. The fitted value of the cusp magnetization comes out to be m c = 0.32(1), which is to be compared with the theoretically predicted value m c = 0.33. In Figure 5 we displayed the 3D probability densities p L (m) at β = 0.2439. We also find indications of a flat region. However our lattices are too small to allow an estimate of the 3D cusp magnetization by the above method. Therefore, we tried another approach, which is on less solid theoretical grounds, but seems to work also for the 3D Ising model, provided β is sufficiently large. In this approach we try to determine the cusp magnetization by measuring the total interface area as function of the magnetization. This area is just the number of nearest-neighbours on the lattice with opposite spin. We assume that this area is either dominated by droplet(s) or, after percolation, by the rectangular domain. For D = 3, β = 0.2439 and various L we plot in Figure 11 the surface area, divided by the number of links. For large enough L one can easily distinguish three different parts in these functions. In the vicinity of of the negative mean magnetization the surface area increases rapidly: more and more small droplets are created. Then the droplets join to larger bubbles and these bubbles grow in size. The increase of the total surface area becomes then somewhat irregular, as it may decrease by joining droplets, but over-all the increasing trend continues. After reaching a final maximum value, the total interface area decreases somewhat, becomes then fairly flat (very gently decreasing) until m = 0 is reached. For positive magnetization m the picture is just reflected. The final maximum is obviously associated with percolation of the largest bubble and the subsequent decrease has to be an entropy effect. We argue that there is a range in the magnetization where the rectangular domain is energetically favourable, but the free energy is still minimized by configurations containing also some droplets. With further decreasing magnetization the energy gap between the droplets and the domain grows and finally the domain dominates.
To estimate the cusp magnetization m c , we take the value of the surface area at m = 0 (where one rectangular domain dominates most), and Table 7 . We cannot determine m c L for all our systems, since the time data series is needed, which we did not keep on disk for each case. We notice that the cusp magnetization m 2439. This is in good agreement with the value one obtains using (31) and our estimate m 0 = 0.709 of the mean magnetization. As all our β values are well below the roughening point, one expect a circular shape and hence (31) to be valid.
Summary
Multicanonical simulations allow to study the magnetic probability density in the broken region with a hitherto unreached precision. Our numerical calculations for the 2D Ising model agree well with exact results. For the 3D Ising model we obtain new surface tension estimates. At β = 0.232 good agreement is found with [7] and our amplitude estimate agrees with Mon [6] . When presenting the results of this paper at the Jülich workshop "Dynamics of First Order Phase Transitions" [26] , we became aware of two other recent investigations [27, 28] which employ different methods to address similar problems as the present paper. Our results are in good agreement with [27] and seem also to be consistent with [28] . Tables   Table 1: The 
