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A NUMERICAL CRITERION FOR K-ENERGY MAPS OF ALGEBRAIC
MANIFOLDS †
SEAN TIMOTHY PAUL
ABSTRACT. Let X −→ PN be a smooth, linearly normal, complex projective variety. Let
B denote the corresponding space of Bergman metrics. In this paper it is shown that the
Mabuchi energy of (X,ωFS |X) is bounded below on all algebraic degenerations in B if
and only if it is uniformly bounded below on B .
1. STATEMENT OF THE MAIN THEOREM
Let X −→ PN be a smooth subvariety embedded by a very ample complete linear
system. Let ωFS denote the Fubini Study metric on PN induced by a choice of positive
definite Hermitian form on CN+1. As usual νω denotes the K-energy map (see [Mab86]
for the definition of the K-energy map ) of the restriction ω := ωFS|X . Let B denote
the Bergman metrics associated to this embedding. The main result of this paper is the
following.
Theorem 1.1. Assume that for every degeneration λ in B there is a (finite) constant C(λ)
such that
lim
α−→0
νω(ϕλ(α)) ≥ C(λ) .
Then there is a uniform constant C such that for all ϕσ ∈ B we have the lower bound
νω(ϕσ) ≥ C .
Theorem 1.1 reduces the problem of obtaining a lower bound for the Mabuchi energy
restricted to B to the problem of checking for a bound on each algebraic one parameter
subgroup in B. This latter problem has a “polyhedral-combinatorial” characterization (see
Corollary 4.1) in terms of the weight polyhedra of the X-resultant and X- hyperdiscrimi-
nant of Cayley and Gelfand, Kapranov, and Zelevinsky [GKZ94].
2. SEMISTABLE PAIRS
Let G be one of the classical subgroups of GL(N +1,C), for example the special linear
group. Let (V, ρ) be a finite dimensional complex rational representation of G. Recall that
(V, ρ) is rational provided that for all α ∈ V∨ (dual space) and v ∈ V \ {0} the matrix
coefficient
ϕα,v : G −→ C ϕα,v(σ) := α(ρ(σ) · v)(2.1)
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is a regular function on G, that is
ϕα,v ∈ C[G] := affine coordinate ring of G.(2.2)
For any vector space V and any v ∈ V \ {0} we let [v] ∈ P(V) denote the line through
v. If V is a G module define Ov := G · [v] ⊂ P(V) the projective orbit of [v] . We let Ov
denote the Zariski closure of this orbit. Given a pair (v ∈ V \ {0} ; w ∈ W \ {0}) we
consider the orbits inside the projective space of the direct sum
Ovw := G · [(v, w)] ⊂ P(V⊕W) , Ov ⊂ P(V⊕ {0}) .(2.3)
Our basic definition is the following.
Definition 2.1. The pair (v, w) is semistable if and only if Ovw ∩ Ov = ∅ .
Example 1. Let V = C, v = 1 (the trivial one dimensional representation). Let W be any
G module. Then the pair (1, w) is semistable if and only if
0 /∈ G · w ⊂W (affine closure) .(2.4)
In other words , w is semistable in the usual (Hilbert-Mumford) sense.
2.1. Numerical Semistability. Let H denote any maximal algebraic torus of G. Let
MZ = MZ(H) denote the character lattice of H
MZ := HomZ(H,C∗) .(2.5)
As usual, the dual lattice is denoted by NZ. It is well known that u ∈ NZ corresponds
to an algebraic one parameter subgroup λu of H . These are algebraic homomorphims
λ : C∗ −→ H . The correspondence is given by
(· , ·) : NZ ×MZ −→ Z , m(λ
u(t)) = t(u,m) .(2.6)
We introduce associated real vector spaces by extending scalars
MR := MZ ⊗Z R
NR := NZ ⊗Z R .
(2.7)
Since V is rational it decomposes under the action of H into weight spaces
V =
⊕
a∈A
Va
Va := {v ∈ V | h · v = a(h)v , h ∈ H}
(2.8)
A denotes the support of V
A := {a ∈MZ | Va 6= 0} .(2.9)
Given v ∈ V \ {0} the projection of v into Va is denoted by va. The support of any
(nonzero) vector v is then defined by
A (v) := {a ∈ A | va 6= 0} .(2.10)
Definition 2.2. Let H be any maximal torus in G. Let v ∈ V \ {0} . The weight polytope
of v is the compact convex lattice polytope N (v) given by
N (v) := convex hull A (v) ⊂MR .(2.11)
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Definition 2.3. The weight wλ(v) of λ on v ∈ V \ {0} is the integer
wλ(v) := minx∈N (v) u(x) = min{(a, u) | a ∈ A (v)} .
λ ∼ u ∈ NZ .
(2.12)
Alternatively observe that the weight of λ on v is the unique integer wλ(v) such that the
limit
lim
α−→0
α−wλ(v)λ(α) · v(2.13)
exists in V and is not zero.
Definition 2.4. Let V,W be G-modules. The pair (v ∈ V \ {0} , w ∈ W \ {0}) is
numerically semistable if and only ifN (v) ⊂ N (w) for all maximal algebraic toriH ≤ G.
Equivalently if and only if
wλ(w) ≤ wλ(v) for all one parameter subgroups λ of G . .(2.14)
Proposition 2.1. (Paul [Pau12]) Semistability implies numerical semistability.
Ovw ∩ Ov = ∅ ⇒ N (v) ⊂ N (w) for all maximal algebraic tori H ≤ G .(2.15)
The crucial result of this section is the following.
Theorem 2.1. The pair (v, w) is numerically semistable if and only if Ovw ∩ Ov = ∅ .
The point of this result is that we would like to actually check whether or not a given
(v, w) is semistable, that is, we would like to know if the Zariski closures of the orbitsOvw
and Ov are disjoint. Theorem 2.1 converts this problem into a “polyhedral-combinatorial”
problem which is much easier to solve. An application of Theorem 2.1 generalizing David
Hilbert’s famous example of binary forms is the following.
Example 2. Let Ve and Vd be irreducible SL(2,C) modules with highest weights e, d ∈ N.
These are well known to be spaces of homogeneous polynomials in two variables. Let f
and g be two such polynomials in Ve \ {0} and Wd \ {0} respectively. Then the pair (f, g)
is semistable if and only if
e ≤ d and for all p ∈ P1 ordp(g)− ordp(f) ≤
d− e
2
.(2.16)
Theorem 2.1 is closely related to the following condition, Property (P), which may or
may not hold for a complex linear algebraic group G. Observe that this property is the
projective version of Property (A) from [Bir71].
Property (P) . If ρ : G −→ GL(W) is a finite dimensional complex rational representation
of G, and if Z is a non-empty G invariant closed subvariety which meets Ow \ Ow , then
there exists an element z0 of Z and an algebraic one-parameter subgroup λ : C∗ −→ G
such that
lim
α−→0
λ(α) · [w] = z0 .(2.17)
If Property (P) holds for reductive groups then Theorem 2.1 follows at once.
Remark 2.1. It is known that when G = T (an algebraic torus) Property (P) holds by Sun’s
Lemma (see [Pau11]) .
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We will show that under an assumption, which the author feels is not really necessary,
that Property (P) is true . The assumptions are easily seen to hold for the case at hand,
namely when Z is the intersection withOw of a G invariant linear subspace of P(W). The
argument is an adaption of one originally due to R. Richardson (see [Bir71] pgs. 464-465).
Proof. The proof is by contradiction. Therefore we assume that
Z ∩
(
Ow \ Ow
)
6= ∅(2.18)
and for every algebraic torus H in G we have
H · [w] ∩Z = ∅ .(2.19)
Fix any maximal algebraic torus T of G. We assume that there is a finite collection
C = {U1, U2, . . . , Um}(2.20)
of T invariant affine open sets of P(W) satisfying
(1) Z ∩ Ui 6= ∅ for all i ∈ {1, 2, . . . , m} .
(2) Z ⊂ ∪mi=1Ui .
(3) For all κ ∈ K (a maximal compact of G) there is an i = i(κ) such that
Tκ · [w] ⊂ Ui(κ) .(2.21)
The last assumption implies that for every κ ∈ K there is a ball κ ∈ Bδ(κ),i(κ) ⊂ K (in
any Riemannian metric on K ) such that
x · [w] ∈ Ui(κ) for all x ∈ Bδ(κ),i(κ) .(2.22)
Furthermore we have that
Tκ · [w] ∩ Ui(κ) ∩Z ∩ Ui(κ) = ∅ .(2.23)
Therefore there exists a T invariant
f = fκ,i(κ) ∈ C[Ui(κ)]
T(2.24)
satisfying
(1) f |
Tκ·[w]∩Ui(κ)
≡ 1 .
(2) f |Z ∩Ui(κ) ≡ 0 .
Therefore by choosing r(κ) < δ(κ) we may assume that
|fκ,i(κ)(x · [w])| > 0 for all x ∈ Br(κ),i(κ) .(2.25)
Now we extract a finite covering {Bij} of K by balls Bij satisfying
(1) x · [w] ∈ Uj for all x ∈ Bij .
(2) |fij(x · [w])| > 0 for all x ∈ Bij .
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Let {ϕij} be a partition of unity subordinate to this cover. We define a continuous function
F on K by
F (x) :=
∑
i,j
ϕij(x)|fij(x · [w])| .(2.26)
It is clear from the construction that F is positive. Therefore by compactness F has a
positive lower bound on K. Our assumption at the outset was
Ow ∩Z 6= ∅ .(2.27)
The Cartan decomposition
G = KTK(2.28)
and the assumption that Z is closed and G -invariant imply that there is a sequence
lim
l−→∞
tlκl · [w] ∈ Z tl ∈ T , κl ∈ K.(2.29)
Then by T -invariance of the fij we have
F (κl) =
∑
i,j
ϕij(κl)|fij(κl · [w])|
=
∑
i,j
ϕij(κl)|fij(tlκl · [w])| .
(2.30)
Since the fij vanish on Z ∩ Uj we see that F (κl) −→ 0 as l −→ ∞. This contradicts the
fact that F has a positive lower bound on K and we are done. 
2.2. A Kempf-Ness type functional. In this section we study semistability in terms of a
Kempf-Ness type functional. In fact it is from this point of view that the author arrived at
the definition of semistability. As always (V, v) and (W, w) are finite dimensional complex
rational representations of G together with a pair of nonzero vectors. We equip V and W
with Hermitian norms . We are interested in the function on G :
G ∋ σ −→ pv,w(σ) := log ||σ · w||
2 − log ||σ · v||2 .(2.31)
Then we have the following fact.
Proposition 2.2. pvw is bounded from below on G if and only if (v, w) is semistable.
The proposition is a consequence of the following observation.
Lemma 2.1. (Paul [Pau12])
pv,w(σ) = log tan
2 dg(σ · [(v, w)], σ · [(v, 0)]) ,(2.32)
where dg denotes the distance in the Fubini-Study metric on P(V⊕W) .
Observe that for any σ, τ ∈ G we have the inequality
dg(σ · [(v, w)], σ · [(v, 0)]) ≤ dg(σ · [(v, w)], τ · [(v, 0)]) .(2.33)
As a corollary of (2.33) and Lemma 2.1 we have the much more refined version of Propo-
sition 2.2.
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Corollary 2.1. The infimum of the energy of the pair (v, w) is as follows
inf
σ∈G
pvw(σ) = log tan
2 dg(Ovw,Ov) .(2.34)
Corollary 2.1 and Theorem 2.1 imply the following result.
Proposition 2.3. Assume that
inf
σ∈G
pvw(σ) = −∞ .(2.35)
Then there exists an algebraic one parameter subgroup λ of G such that
lim
α−→0
pvw(λ(α)) = −∞ .(2.36)
Proof. The proof follows at once from Theorem 2.1 and the expansion (as α −→ 0 )
pvw(λ(α)) = (wλ(w)− wλ(v)) log |α|
2 +O(1) .(2.37)

3. DISCRIMINANTS AND RESULTANTS OF PROJECTIVE VARIETIES
To a nonlinear projective variety X −→ PN we associate two polynomials , the X-
resultantRX , and theX-hyperdiscriminant ∆X×Pn−1 (see [GKZ94], [Pau11], and [Pau12]).
Translation invariance of the Mabuchi energy forces us to normalize the degrees of these
polynomials
R = R(X) := R
deg(∆
X×Pn−1 )
X , ∆ = ∆(X) := ∆
deg(RX )
X×Pn−1 .(3.1)
Below we shall let r denote their common degree (where µ denotes the average of the scalar
curvature of ω)
r = deg(∆X×Pn−1) deg(RX) = d(n+ 1)(n(n + 1)d− dµ) .(3.2)
Given a partition β• with N parts let Eβ• denote the corresponding irreducible G :=
SL(N + 1,C) module. Let X −→ PN be a linearly normal complex projective variety.
Then we have
X → R = R(X) ∈ Eλ• \ {0} , (n+ 1)λ• =
( n+1︷ ︸︸ ︷
r, r, . . . , r,
N−n︷ ︸︸ ︷
0, . . . , 0
)
.
X → ∆ = ∆(X) ∈ Eµ• \ {0} , nµ• =
( n︷ ︸︸ ︷
r, r, . . . , r,
N+1−n︷ ︸︸ ︷
0, . . . , 0
)
.
(3.3)
Moreover, the associations are G equivariant:
R(σ ·X) = σ · R(X) , ∆(σ ·X) = σ ·∆(X) .(3.4)
The irreducible modules Eλ• and Eµ• admit the following descriptions
Eλ•
∼= H0(G(N − n− 1, N),O
( r
n + 1
)
) ∼= Cr[M(n+1)×(N+1)]
SL(n+1,C)
Eµ•
∼= H0(G(N − n,N),O
( r
n
)
) ∼= Cr[Mn×(N+1)]
SL(n,C) .
(3.5)
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4. K-ENERGY MAPS AND THE KEMPF-NESS FUNCTIONAL OF (R , ∆)
We require the following result recently proved by the author. Given a numerical poly-
nomial P
P (T ) = cn
(
T
n
)
+ cn−1
(
T
n− 1
)
+O(T n−2) cn ∈ Z>0 .(4.1)
We define
H
P
PN
:= { all (smooth) subvarieties X ⊂ PN with Hilbert polynomial P} .(4.2)
Consider the G-equivariant morphisms
R , ∆ : H P
PN
−→ P(Eλ•) , P(Eµ•) .(4.3)
In the statement of the next result h denotes some fixed positive Hermitian form on CN+1.
This choice induces Hermitian metrics on Eλ• and Eµ• .
Theorem 4.1. (Paul [Pau11], [Pau12]) There is a constant M depending only on cn, cn−1
and h such that for all [X ] ∈ H P
PN
and all σ ∈ G we have
|(n+ 1)νωFS |X (σ)−
1
c2n
pR(X)∆(X)(σ)| ≤M .(4.4)
Theorem 1.1 follows by applying Proposition 2.3 to Theorem 4.1 .
In the author’s view the most important consequence 1 of Theorem 1.1 is the following
Corollary 4.1. The Mabuchi energy of X −→ PN is uniformly bounded below on B if and
only if
N (R) ⊂ N (∆) for all maximal algebraic tori H ≤ G.(4.5)
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