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Turbulence is a problem of chaotic motion involving many length and time scales. 
When the Navier-Stokes equation is Fourier transformed, it comes to resemble a 
many-body problem in statistical physics, and as such is amenable to treatment 
by the Renormalization Group (RG) to reduce the number of degrees of freedom. 
The work of this thesis builds upon the RG approach due to McComb and Watt 
[Phys. Rev. A 46, 4797 (1992)], referred to as Two-field theory. After presenting 
a brief introduction to turbulence in general, and other theories, we review the 
Two-field approach. An extension of the idea of conditional averaging, central to 
Two-field theory, is made to the contrasting RG theory of Forster, Nelson and 
Stephen [Phys. Rev. A 16, 732 (1977)] to emphasize how it there addresses the 
question of deterministic connection of turbulent modes, resolving a long-standing 
criticism of that work by relatively simple means. 
The results of Two-field theory, in the form of an eddy viscosity, are tested a 
posteriori in a high resolution large eddy simulation (LES) for the first time. 
The results are reviewed with the aim of pursuing further investigations into 
Two-field theory treatment of turbulent dynamics. In particular the effect of the 
cross-term uu+  is important since Two-field theory deals with this term less 
well at the momentum equation level. These investigations are carried out by 
theoretical and numerical means. Theoretically, we try to account for some of the 
cross term by the use of graded spectral filtering within the RG procedure, which 
may have some relevance to work on graded filters used in the mixed modelling 
presented later. The results are also tested briefly in a numerical simulation. 
The numerical investigation of the effect of the cross term focusses on establishing 
the effect of the eddy viscosity on resolved dynamics, and the locality of energy 
transfer, believed to be an important feature of cross-term dynamics. We imple-
ment a new dynamic energy correction procedure in an actual LES, for the first 
time using an eddy viscosity due to Two-field theory. In addition to this, we con-
sider the possibility of treating the net effect of the neglected cross-terms in LES 
by extra modelling, such as a similarity model, added to an RG eddy viscosity. 
A priori tests are done on direct numerical simulation (DNS) databases of fully 
resolved turbulence to ascertain the degree of correlation of modelled stress with 
actual subgrid stresses we can expect. 
Finally, we review the investigations we have presented, and their implications 
for the direction of future research. 
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It is often said that turbulence is the last great unsolved problem of classical 
physics, and it is certainly true that it creates a great deal of theoretical and 
experimental interest even today, when relativity and quantum physics appear 
such dominant interests. 
Some of the mixing properties of turbulence were known to the ancient Greeks, 
but it was probably Leonardo da Vinci who was the first to record any kind of 
study of the phenomenon, with his famous drawings. Despite this, however, the 
pioneering work is generally taken to have started in 1883 with Osborne Reynolds' 
experiments [1]. Reynolds was observing the flow of water in long straight pipes by 
introducing streams of dye, and he noticed that, above a certain critical velocity, 
the streams of dye stopped being orderly, corresponding to laminar flow, and 
became chaotic some distance downstream from the entrance to the pipe. Based 





which today is called the Reynolds number, where L is a characteristic length- 
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scale for the flow, such as the pipe diameter, U is a characteristic velocity, such 
as the mean flow velocity, and i' is the kinematic viscosity of the fluid. Reynolds 
found that the transition to turbulence in his experiments happened at about 
Re 2000 and greater. 
Reynolds' results we now know are true in general. Whenever the flow is fast 
enough, or if there is not enough dissipation of energy for a given scale of flow, then 
the fluid motion is unstable and is likely to become unpredictable and essentially 
random. 
In certain circumstances it will be possible to make two assumptions about the 
statistics of such a random flow. The first is that these statistics will look the 
same wherever one chooses the origin. Such invariance under spatial translations 
is called homogeneity. A second important assumption is that the average statis-
tics will not depend on any reference direction. This is invariance under rotation 
of axes, and defines isotropy. In many real flows, these assumptions don't hold in 
general, but they can nearly be achieved, as in turbulence generated downstream 
from a fine grid placed in a flow. They are thought also to be good approxima-
tions for the behaviour of smaller scales of motion in real systems. Much of the 
foundation work in this area can be found in reference [2]. 
In this thesis we will mainly be concerned with homogeneous, isotropic turbulence 
because it is believed that an understanding of this can always be of use in 
describing some of the local behaviour of more real systems with inhomogenei ties, 
leading to some convergence of the goals of engineers to predict real flows, and 
of physicists to understand the nature of turbulent fluid motion. 
2 
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1.2 The description of turbulence 
1.2.1 The equation of motion 
The governing equation for fluid motion is the Navier-Stokes equation (NSE) 
for the velocity and pressure u(x, t) and p(x, t), with the fluid of density p and 
kinematic viscosity ii, being subject to a force f(x, t), 
(9 	 1(9 
t) + u(x, t)Ua(x, t) = --p(x, t) + vV2u(x, t) + f(x, t) (1.2) 
X 13 	 ,O9Xa 




which expresses the conservation of mass of the fluid, assuming incompressibility. 
(The Einstein summation convention for repeated component indices is assumed 
here and throughout this thesis, unless otherwise stated.) 
It is possible to eliminate the pressure p(x, t) from the NSE to produce the so-
called solenoidal NSE in real space (see reference [3]), assuming the physically 
reasonable boundary condition that u, (X, t) vanishes at infinity 
( 	
- vV2) u(x,t) = M(V)[n(x,t)u(x,t)] f a(x,t). 	(1.4) 
The differential operator on the RHS is defined as 
Ma (V) 	
GD
, M +  D.# (V ~) 	 (1.5) 
where 
 
axpax a 4 d3x'G(x,x')  
with G(x, x') the Green's function which satisfies 
V2 G(x,x') = S(x - x'), 	 (1.7) 
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subject to the condition 
na 
 a 
—G(x,x) =0, 	 (1.8) 
(JX 1y 
and n is the unit normal vector to the surface at x. 
This cumbersome representation can be somewhat simplified by passing into 
wavenumber space using the Fourier transform: 
u(k,t) = f dx 
U (X,  t)e-ik-, 	 (1.9) 
f(k, t) = fd 3X  f(x, t)e ' , 	 (1.10) 
and which gives the solenoidal Navier-Stokes equation in k-space 
(+Vk2)Ua(k,i) = Ma(k)fd3iva(i,t)U(k_i,t)+f(k,t) 	(1.11) 
with the projection operators 
and 
M y (k) = 	[kDay (k) + k y Da (k)I 	 (1.12) 




It is seen that Fourier analysis has made turbulence become a many-body prob-
lem, with the behaviour of any velocity mode u, (k, t) being governed by a convo-
lution integral of its interaction with all the other modes. It is here that the real 
turbulence problem lies, because it is not possible to solve this equation (1.11), 
or its counterpart (1.4), or to infer any properties of the velocity field. Even 
numerical solutions are restricted to quite low Reynolds numbers because today's 
computers still cannot cope with the memory and computation-speed require-
ments of even a calculation for a modest Reynolds number flow. One way around 
this is to simulate only larger scales of motion down to a certain size, rather than 
all scales. This requires some modelling of the missing scales, on a theoretical or 
numerical basis, a subject to which we will return in Section 1.3. 
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1.2.2 Energy transfer 
Of the many parameters we consider in physics, one of the most important is 
energy, and in the case of turbulence it is no different. Since the mean velocity 
(u(k,t)) for homogeneous, isotropic turbulence is zero, we look instead at the 
second moment of the velocity field, which evolves according to 
(
a + v 2 + vk/2)  (u(k, 
= M 5 (k) f d3i (u(k', t)u(k - j, t)u8 (j, t)) 
+ M y8(k) f d3j (,(k, t)u1(k' - j, t)us (j, t)) 
+ (f(k, t)u(k', t)) + (u(k, t)f(k', t)). (1.14) 
where () represents an ensemble average over all possible realizations arising from 
different initial conditions. If we introduce the spectral density Q(k, t) at a single - 
time 
(u, (k, t)ua(k', t)) = Q(IkI, t)D cx (k)8(k + k'), 
and define the energy spectrum 
E(lc,t) = 47rk2 Q(k,t) 
and the total energy through 
E(t) =f E(k, t)dk, 
we can form the energy equation from the NSE by direct substitution 




In words, this equation basically says that the rate of change of energy over time 
in one shell of modes with Iki = k, is a sum of that input by the stirring forces 
W(k, t), that transferred by the interaction with other modes, T(k, t) (which may 
5 
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be a net gain or loss of energy for an individual mode), and the energy lost by 
dissipation at the level of viscosity (2vk 2 E(k,t)). It can be shown [3] that the 
integral of the transfer term over all k vanishes, 
f T(k, t)dk = 0, 
	 (1.19) 
so that if we integrate the energy equation (1.18), and use (1.19) and (1.17), we 
obtain the energy balance equation 
dE(t) 	00 
+ I 2vk 2 E(k,t)dk = W(k,t). 	 (1.20) dt Jo 
The typical picture of these processes is generally called the energy cascade, and 
it is illustrated in Figure 1.1. Energy is put in at the largest scales by the stirring 
forces, is moved to smaller and smaller scales by nonlinear transfer, and is finally 
dissipated by viscosity acting on the smallest scales. 
If we consider the case where the forcing is not present, we can define the dissi-
pation rate, E(t), through 
dE(t) 	00 dt =2vk2 fo E(k,t)dk. (1.21) 
This means that when the forcing is present, we will achieve a statistically sta-
tionary system when the input rate equals the dissipation rate. We will see this 
notion illustrated in Chapter 4 when we look at the results of our LES. 
In two famous papers in 1941, Kolmogorov refined and extended the cascade 
idea, by postulating universality beyond the energy-containing range [4, 5]. Now, 
it is easy to define a length-scale for the energy input range—this is just the 
length scale of the largest structures in the system. Kolmogorov's argument is 
that, for high enough Reynolds numbers, the small scales should become locally 
homogeneous and isotropic due to the assumed randomizing effect of the cascade. 




Input Range 	 Dissipation Range 
U 
Figure 1.1: A sketch of the typical energy spectrum, alongside Kolmogorov's picture of 
energy dynamics. Stirring at the largest scales leads to energy transfer through eddies of 
smaller and smaller size until dissipation takes over. The arrows show the net direction of 
energy transfer. kd is the Kolmogorov dissipiation wavenumber, defined in the text. 
In this case, one can define a length-scale (and consequently wavenumber-scale) 
on dimensional grounds which is a function of the only relevant parameters, C 
and ii. This wavenumber scale is given by 




However, in between these two ranges there is no characteristic length-scale, and 
furthermore, dissipation should not be an important factor as energy is passed 
down the scales by the interactions of similarly-sized eddies. The energy spectrum 
takes a universal form independent of ii 
E(k) = ae213 k 51 , 	 ( 1.23) 
where a is the so-called Kolmogorov constant. The region where this spectrum 
holds is called the inertial range, and it is one of the goals of turbulence theory 
7 
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to be able analytically to predict a value for a. These ideas are put in context 
also on Figure 1.1. The Kolmogorov form for the inertial range energy spectrum 
has been backed up by experiment [6], but the precise value of d is still open 
to question. Sreenivasan [7] has surveyed much experimental and iomputational 
work to obtain a = 1.62 ± 0.05, which would seem to be a generally accepted 
value for the Kolmogorov constant. 
1.3 The turbulence problem 
The nature of the Navier-Stokes equation makes it yet impossible to solve analyt-
ically, as we remarked earlier, and a numerical calculation can be very expensive 
in computational resources, or else not detailed enough to be of actual use. The 
impossibility of a full solution by theory alone has meant that the study of tur-
bulence has been of a statistical nature, and it is thus that we encounter one of 
the key problems. 
1.3.1 Moment closure 
In the previous section, we saw that, because the mean velocity is zro in homo-
geneous, isotropic turbulence, the simplest non-trivial statistical quntity is the 
second moment (uu), which is related to the energy. However, when we form 
the governing equation for this quantity, (1.14), we encounter for the first time 
an important obstacle in the statistical description of turbulence, that of mo-
ment closure. Put simply, this is the difficulty that the equation for: the second 
moment (which is formed from the NSE) contains a term which.deends upon 
the third moment (uuu). If we wish to eliminate the third moment, we would 
however introduce the fourth moment (uuuu), and to eliminate that we would 
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introduce the fifth, and so on ad infinitum. There is thus an open-ended hierarchy 
of equations describing the statistics of turbulence. 
1.3.2 Theoretical approaches 
It is within the context of moment closure that a large amount of the theoretical 
work done over the years fits. In order to get somewhere in a theoretical descrip-
tion, one has to close the hierarchy of moments. There are three principal ways 
in which this has been tried: ad hoc closures, renormalized perturbation theories, 
and renormalization group theories. The first of these involves making 'guesses' 
in order to achieve closure. One important example is the Heisenberg effective 
viscosity model [8], which actually has been widely adopted within the context 
of other approaches. The quasi-normality hypothesis [9] also is an important 
example of ad hoc closure. 
Renormalized perturbation theories, on the other hand, analyze the NSE in a 
more sophisticated fashion, by treating the nonlinear term as a small pertur-
bation, forming a perturbation series for the solution to the velocity field, and 
renormalizing that series. The seminal work of this type is Kraichnan's direct 
interaction approximation (DIA) [10]. Other treatments of a perturbation tech-
nique can be found in [11, 12], and a good overview of these theories can be found 
in reference [3], along with the Renormalization Group theories, which we will 
discuss in more depth in the next chapter. 
Moment closure within the context of a Large Eddy Simulation is a slightly 
different matter, and we will have occasion to discuss this in later chapters. It 
is enough to comment here that one method is to use an eddy viscosity, often 
produced by one of the above theoretical techniques, but other models do exist, 
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and we will return to them in due course. 
1.4 Thesis overview 
The work of this thesis consists essentially of an investigation of the Renormaliza-
tion Group method of McComb and Watt [13] with the specific guiding aim of the 
performance and development of this theory in Large Eddy Simulations. Con-
sequently, in Chapter 2 we briefly look at RG theories in general to understand 
their motivation, and we specifically focus on the Two-field theory developed by 
McComb and Watt. One of its particular features is the use of a conditional 
average [14]. We will discuss the importance of this step and the way it is for-
mulated, and in Chapter 3 we will show how this formulation of the conditional 
average can be successfully implemented in the alternative RG theory of stirred 
hydrodynamics due to Forster, Nelson and Stephen [15]. There it can overcome 
one of the technical problems in their theory, thus confirming the importance of 
such a formulation in statistically-based turbulence theories. 
In Chapter 4, we present the results of a Large Eddy Simulation which has been 
done with the eddy viscosity model produced by the McComb and Watt theory. 
The implications of these results will be discussed, since they are the first a 
posteriori test of the theory. Although it will be seen that the model performs 
reasonably well, one particular feature of these results is the pesence of an upturn 
in the energy spectrum at the smallest resolved scales in the simulation. This 
feature is believed to be related to missing local dynamics in the RG model. The 
knowledge that the eddy viscosity that RG produces does not display an upturn 
in the same region, as is thought to be desirable (see reference [16] for example), 
backs up this notion. 
10 
Chapter 1 - Introduction 
In Chapter 5, therefore, we present a modification of the RG procedure which 
uses a spectrally non-sharp filtering method within the formulation itself. This 
investigation serves two purposes. The first is essentially a pragmatic interest in 
the use of a technique which is regularly employed in LES [17], and its implica-
tions for our RG theory. Secondly, and more importantly, it offers one method 
to parameterize those local interactions which were between resolved and subgrid 
scales in the sharp-filtered approach, as being partly contained within a defini-
tion of the new subgrid-subgrid interaction. As we remarked above, the lack 
of such parameterization in the existing formalism is believed to be an impor-
tant reason for the features found in the LES spectrum, and the eddy viscosity 
of Two-field theory. Additionally, the soft-filtering offers another means to test 
the performance of the conditional average (which will be defined in the next 
chapter). This average is defined with the notion of asymptotic freedom in the 
subgrid modes, so that if we allow an "overlap" of resolved and subgrid modes, 
we can investigate the region where the assumption of such freedom is naturally 
less valid. 
If the technique of Chapter 5 can be seen as a theoretically-derived means of 
probing the conditional average and the dynamics of those scales close to the 
cutoff, with the aim of improving performance of the eddy viscosity at the smallest 
of the resolved scales within an LES, Chapter 6 presents a parallel development 
of testing this within the numerical simulation itself. In addition, this work also 
allows us to determine the degree of relation between the upturn in the energy 
spectrum and the lack of one in the RG eddy viscosity, and something about the 
energy dynamics in LES using the RG result. 
In Chapter 7, we further investigate these same issues, by seeing how our RG 
model can be used for the first time in conjunction with other modelling tech- 
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niques. Such mixed modelling is increasingly popular, and it seems to offer the 
best performance in a numerical simulation [18]. The theoretical implication of 
using only an eddy viscosity model, such as RO produces, is that one loses the 
ability to account for phase relationships in the velocity modes. Other subgrid 
models, such as similarity models [19, 20] can capture this, but do not give the 
correct dissipation (although they allow backscatter). Mixed modelling allows one 
to remedy this situation by combining the two types. The potential performance 
of our RG model in this context is tested a priori on a numerical level. 
Finally, Chapter 8 unites the conclusions of the work in this thesis, with a sum-
mary of the implications of our studies upon refining RG and performing numer-




The RG formulation of 
turbulence 
The subject of this chapter is the use of the Renormalization Group (RG) method 
in the study of fluid turbulence. In fact, we shall look at a particular subset of 
RG theories and will focus particularly on that of McComb and Watt [13], which 
is the principal area of concern of this thesis. First of all, however, it will be 
helpful to explain in simple terms what RO is and how it can be useful in fluid 
dynamics. 
2.1 The principles of RG 
We saw in the previous chapter that turbulence, especially after a Fourier analysis, 
is akin to a many-body problem in statistical physics. The large number of 
degrees of freedom makes solution of the problem difficult, quite apart from the 
problem of closure. However, the renormalization group offers one way forward, 
in reducing the number of degrees of freedom and enabling us to move towards 
an easier numerical solution of the resulting equations. The general outcome is, 
in our case, an eddy viscosity which can be used as a subgrid model in a Large 
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Eddy Simulation (LES). Other models were discussed in Chapter 1, and we will 
return to the subject again later in this thesis. 
The purpose of RG is to systematically remove degrees of freedom from the math-
ematical description of any system involving many length and time scales. The 
technical wherewithal to do this can involve complicated mathematical techniques 
borrowed from quantum mechanics or statistical physics, but the general proce-
dure is quite simple. In our context, of homogeneous, isotropic fluid turbulence, 
we first divide the velocity field into thin shells in Fourier space. Then we can 
apply the following two-stage algorithm: 
Eliminate the shell at highest wavenumber (where this might lie will be 
defined later); solve the equation of motion in such a way that the retained 
modes (below this shell) have the dependence on the modes within the shell 
removed. This can only be done to some level of approximation. 
Re-scaling—the equations are re-scaled to become defined on the same range 
of k-space as before. 
These two steps are repeated until the result, the scaled effective viscosity, does 
not change. This is then the fixed point and corresponds to scale invariance and 
universal behaviour. We should note that both steps are necessary for an RG 
theory. 
The first use of such methods applied to the NSE was by Forster, Nelson and 
Stephen (FNS) [15], who applied the RG method of Ma and Mazenko [21] for 
dynamic RG in critical phenomena. A brief review of this theory is the subject of 
the next section, as it will prove a useful background to the work to be presented 
in Chapter 3, where we address one of the problems inherent in their formulation. 
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2.2 The RG method of Forster, Nelson and Stephen 
The FNS method starts from the Navier-Stokes equation, with a random stirring 
force fa(k,t): 
(+ vk2)  ua(k,t) = fa(k,t)+M(k)fd 3iva(j,t)u(k_j,t) 	(2.1) 
and where \ has been introduced as a book-keeping parameter, equal to unity, 
for a perturbation expansion which will be made presently. The forcing is taken 
to be Gaussian with zero mean, a correlation function 
(f,, (k, t)fp(k', t)) = W(k)D a (k)S(k + k'), 	 (2.2) 
and its spectrum can be chosen to follow a power-law form 
W(k) = W o k - Y. 	 (2.3) 
We also define an ultraviolet cutoff A (the "highest wavenumber" referred to in 
our introduction of the general method) imposed on the equations, chosen in 
this case at a low enough wavenumber so that cascade effects are excluded, i.e. 
A < kd. This is actually a crucial step, since it excludes the inertial range, 
and hence true turbulent behaviour of the fluid. However, FNS never claimed 
otherwise for their theory, and their study is confined to what is properly known 
as stirred hydrodynamics. 
The RG analysis proceeds as follows. The velocity field is decomposed into low-
and high-wavenumber parts 
ue(k,t) - { u(k,t) for 0< k <bA ce 
- Ua> (k,t) for bA < k <A 	 (2.4) 
and the forcing term is decomposed similarly into f< and  f>, with 0 < b < 1. 
Following this decomposition, the u> modes, which appear in the equation for 
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the u < modes, are eliminated using perturbation methods. We write 
u>(k,i) = u ° (k,t) + \u') (k,t) +... 	 (2.5) 
The 	term is given by the high-k forcing f>, which is clear if we compare 
like powers of ) in the high-k evolution equation (2.7) 
( +vk) u(k,t) = f(k,t)+M(k)fd 3i {u(j,t)u(k—j,t)+ 
2u(j,t)u(k —j,t)u(j,t)u(k —j,t)} 	(2.6) 
(
at+ 
vk2) u(k,t) = f(k,t) + AM(k)fd [u(j,t)u(k 
2u(j,t)u(k_j,t)u(j,t)u(k_j,t)] . 	(2.7)16 
The equations are reduced (working to second order in perturbation theory) by 
averaging out the effect of the high-wave- number modes on the low-wavenumber 
modes, assuming constant f<. The Gaussian form of the forcing can then be 
used to solve for the terms with u>(0).  New equations are thus formed, which can 
be written in similar form to the original NSE, with renorrnalized coefficients to 
take account of the reduction in the number of degrees of freedom. For details 
see [15]. 
It is at this point we must pay attention to a particular technical point in the 
working of Forster, Nelson and Stephen. The decomposition of velocities gives 
the coupled equations above, and following their procedure, we should eliminate 
the effect of the high-wavenumber modes within the low-k equation. This is done 
by a filtered average, requiring that the statistical properties of the u< and f< 
should be invariant under the average. However, it has been pointed out by Eyink 
in his study of RG [22] that this cannot be done straightforwardly, since holding 
the u<  constant changes the distribution of the f> in an unknown way, due to 
the deterministic coupling of velocity modes inherent in the NSE. Further details 
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of this are given in Chapter 3, where we show hw the conditional average of 
McComb, Roberts and Watt [14] can be used to deal with this problem. The 
formulation of the conditional average will be described later on in this chapter. 
The FNS approach to RC has been extended to a theory of turbulence by Yakhot 
and Orszag [23]. They allowed the cutoff A to be much higher, thus explicitly 
including cascade effects, and invoked a correspondence principle which allowed 
them still to employ many of Forster, Nelson and Stephen's assumptions, despite 
this high cutoff. The correspondence principle essentially states that if the forcing 
of turbulence is chosen to give the Kolmogorov spectrum, then one can expect the 
results of the analysis on the forced NSE to be representative of real turbulence. 
Although they get good results, the assumption of a correspondence principle has 
come under some criticism. Not only that, but the choice of forcing exponent y 
required to achieve a Kolmogorov spectrum imposes a very tight restriction on 
the size of the inertial range. There also appears to be an inconsistency in their 
treatment of the perturbation parameter which further weakens confidence in the 
application of their method to real turbulence [3]. 
2.3 The RG method of McComb and Watt 
In this section, we present the main steps of a recursive-typ of RG as applied by 
McComb and Watt [13]. This is the particular theory of interest for the work in 
this thesis. 
The method is similar in some ways to that of Forster, Nelson and Stephen, but 
there are two important differences. Firstly, rather than specifying forcing terms 
with given statistics, the theory requires hypothetical forcing only in order to 
sustain a steady state. Another feature of this is that we are actually looking 
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at the physics that would be caused by the nonlinear coupling, something which 
is evaded in any RG method which balances the viscous and stirring terms. We 
are also probing a region where viscous effects are dominant, and therefore the 
nonlinear coupling is inherently small. The second difference is that the band 
elimination here removes finite bands (rather than infinitesimal ones) from a 
high cutoff in the region of kd, the Kolmogorov dissipation wavenumber (I.e. the 
"highest wavenumber" of the theory does include cascade effects.) 
The technique is an advance on that of Rose [24], who studied the problem of pas-
sive scalar convection. McComb [25] developed a variant of Reynolds averaging 
to adapt the technique to the NSE, with the difference that triple non-linearities 
uuu are avoided by a process of iterative averaging. The work was further 
refined, introducing a more formal conditional average [14]. For the most devel-
oped treatment of this work see McComb and Watt [13]. There have been further 
recent treatments of this particular RG method by Yang [26] and McComb and 
Johnston [27], which we will discuss after the presentation of the Two-field theory. 
Mention should also be made here of Zhou, Vahala, and Hossain [28], who have 
also implemented a recursive-type RG. Their work is more directly linked to 
Rose's method, in that they keep a triple nonlinearity Wu - u- in the Navier-
Stokes case) as part of a modified equation of motion. This does not appear in our 
method, as remarked above, due to the formulation of the conditional average. 
As with Rose, they show that the new equation displays form-invariance upon 
iteration. However their use of a simple filter average also opens them to the 
same criticism as Forster, Nelson and Stephen. They also find it necessary to 
supplement their eddy viscosity with a contribution from the triple nonlinearity, 
to account for strong interactions near the wavenumber cutoff [29]. This is done by 
a quasi-normality assumption for the u modes. Such an assumption of Gaussian 
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statistics is at least of questionable validity. Furthermore, the form invariance 
of the modified equation is only maintained by additional truncation at each 
iteration. 
2.3.1 Two-field theory 
The initial stages are the same as with Forster, Nelson and Stephen. Note here, 
though, a slightly different notation for the decomposed fields. The velocity field 
is divided up by the application of a spectrally sharp filter: 
- f u;(k,t) for 0 < k < k1 (2.8) u(k,t) - u(kt) for k 1 <k < ko 
(Mp.y (k) can be decomposed similarly) where the upper cutoff at k0 , is defined 
	
approximately through the dissipation integral [30] 	 - 
= f 2vok2E(k)dk  f 2vo k 2 E(k)dk' 	 (2T) 
ensuring k0  is of the order of the Kolmogorov dissipation wavenumber. We also 
have v0 ii, and the partitioning wavenumber k 1 is defined by 
k 1 = ( 1 - ij)ko = hk0 . 	 ( 2.10) 
We will refer to 77 as the bandwidth parameter, and it satisfies 0 < 77 < 1. 
The above relation also defines h, which we will use later. The essence of the 
procedure is quite easy to understand. We wish to remove the dependence of 
the u modes within the equation for the u modes by an averaging operation. 
This will reduce the number of degrees of freedom in our system. The process is 
iterated over many shell eliminations in this way until the final answer is reached. 
Of course, there will be technical hurdles to overcome, some of which we have 
had reason to discuss already, and we will come to these presently. 
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Having decomposed the velocity field, we have a pair of coupled equations which 
now describe the evolution of the two parts. 
(+ vk) u(k,t) = M(k)fd 3j [u(j,t)u(k — j,t) + 
+ 2u(j,t)u(k —j,t) + u+(j,t)u(k —j,t)](2.11) 
(
it-
+ vk) U ,+:, ( k,t) = M(k)fdj {u(j,t)u(k — j,t) + 
+ 2u(j,t)u(k —j,t) + u !j(j,t) u (k __j,t)](2.12) 
2.3.2 The conditional average 
We remarked above that one of the problems in the work of Forster, Nelson 
and Stephen was that their averaging operation, a simple filtered average, did 
not take account of the determinism of the NSE. If one chooses to hold the 
large-scale field exactly fixed, then actually one is also prescribing the small-scale 
field, because the two are deterministically coupled. The present formulation 
of a conditional average overcomes some of this difficulty, which is a matter of 
concern in all statistical theories of turbulence. We will see later, in Chapter 3, 
that this formulation can actually be applied to Forster, Nelson and Stephen's 
theory to put their averaging operation on a firmer foundation, and, with its 
success, further justifying the appropriateness of a conditional average. 
We perform a conditional average by selecting, from the full ensemble, a subensem-
ble of realizations in which the large-scale velocities are nearly equal—however 
the velocities are not exactly equal because the determinism of the NSE would 
mean that all the small-scale velocities were exactly equal too. At this stage it 
does not matter how the small-scale velocities behave with this small deviation 
from equality in the large scales over the subensemble. However, we exploit the 
idea of chaos, and the cascade picture of energy dynamics in turbulence, and 
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suggest that, even though the u within our subensemble are close together, as 
we look over the width of the high-k band, the u+ become less constrained as 
k -4 k0 . With a large enough subensemble, the conditional average will then have 
the property that (u(ko,t)) = (u(k o ,t)), which is to say that the subensemble 
is representative. Figure (2.1) illustrates the application of this criterion and the 
notion of what we call asymptotic freedom in the sense just defined. That this 
might be true depends on the notion of the cascade which in time carries energy 
to small scales. Thus, the effect of the small "fuzziness" in the selection of the 
u grows with time (the chaos idea), as it is also carried to smaller scales (the 
u) by the cascade. Stationarity allows us to assume this property, that the u 
are asymptotically free of the u, holds at any single time also. This idea has 
received some support [31]. 
Figure 2.1: An illustration of how velocity fields can be constrained in u region, yet 
attain asymptotic freedom at k0 , in order for a conditional average to have the desired 
properties. 
In slightly more mathematical terms, the members, v(k, t) say, of the subensem-
ble are chosen to be such that we can write them as small corrections about some 
fixed low-k field: 
tç(k,t) —p v-(k,t) + 	(k, t) 	 (2.13) 
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where, for each member of the subensemble 
max I(k,t)I <, 	 (2.14) 
for some bounding value 6 . Then, the properties of the u under the conditional 
average are 
(u(k,t)) 	= u(k,t), 	 (2.15) ce 
(u (k, t)u(k', t)),, = u (k, t)u(k', t), 	 (2.16) 
and so on for the higher-order moments of the u. It is clear that we must have 
= 0 	 (2.17) 
However, equation (2.16) can only be true in an approximate sense. It thus defines 
our criterion for the smallness of 	(k, t) as 
	
0. 	 (2.18) 
Therefore, (2.16) should strictly read 
(u(k,t)u(k',t)) = u - (k,t)u(k',t) + O((). 	(2.19) 
More detail on these matters can be found in reference [14]. 
2.3.3 Using the conditional average 
Having explained how we define our conditional average, we next apply it to the 
decomposed Navier-Stokes equations (2.11) and (2.12). For the low-k equation 
we simply take the conditional average. To establish a modified high-k equation, 
we subtract a conditionally averaged form of (2.12) from the unaveraged (2.12): 
(at 
+ vk2) u(k,t) = M,-,, ,6,r(k)fd 3j [u(j,t)u(k 
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+2u(j,t)(u(k _j,t)') + 2((j,t)u(k —j,t)) 
+(u(j, t)u(k - j, t)) + 	 (2.20) 
(+vk2) u(k,t) = M(k)fd 3j [2u(j,t)u(kj,t)+ 
+u(j,t)u(k _j,t)] + Ha(k't) 	 (2.21) 
where the term H,,, (k, t) contains all the terms from- the conditionally averaged 
high-k equation. The exact form of this term can be found in reference [13]. 
There, it is shown that it does not contribute anything above 0( 2 ) later in the 
analysis. 
It is at this stage that we try find a way to eliminate the u dependence from the 
u equation. To do this we relate the conditional averages (u+)c and (u+u+), to 
ensemble averages. Thus, we introduce a further decomposition in terms of the 
second field v(k, t) (from which the theory takes its name), 
U+(k,t) = v+(k,t) + iT(k,t), 	 (2.22) 
and which represents any other field selected from the full ensemble. In this way, 
A+(k, t) represents the phase difference between the two realizations. Under a 
conditional average, we have 
(u(k,t)) c = (v(k,t)) + ((k,t)) c 	 (2.23) 
Notice that we have written (v(k, t)) = (v(k, t)). This step essentially follows 
from the notion of asymptotic freedom, which we discussed in the context of the 
definition of the conditional average in the previous sectiàn, where we wrote 
(u(ko , t)) c = (u(ko , t)), 	 (2.24) 
as one of the criteria of the conditional average. The v+  are obviously chosen 
from the full ensemble so that (u(k o ,t)) = (v(ko ,t)), which defines the v as 
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a representative subensemble. Consequently, we relate the u+  and  v+  fields by a 
Taylor expansion from k0 
	
V+ (k,t) = u a (ko,t) + (k - ko ).VkU(k,t)l k=, 0 +... 	(2.25) 
so that we can write 
v(k,t) = Ua(ko,t) + Q(2) 	 (2.26) 
The conclusions that the neglected terms are of order q2  follows from the maxi-
mum value of 1k - kol (in the second term of the expansion), which is i7k0 . Thus 
we see that 
= Q(2). 	 (2.27) 
We note that invoking the idea of chaos (to allow enough randomness to exist 
in the u+  at k0 ) may seem incompatible with the notion of a Taylor expansion, 
but this step can be justified by appeal to the continuous nature of the real 
physical problem. The situation we have is somewhere between randomness and 
determinism (due to our limited possible knowledge of the exact state of the 
system). Thus, it is clear that upper and lower bounds have been placed on 
allowed values of the bandwidth-77 should be large enough that the assumption 
holds that u(k i ,t) is independent of u(ko ,t) (i.e. that we do have asymptotic 
freedom). Also, i should be small enough that the first-order truncation of the 
Taylor series (2.25) can be valid (i.e. terms of order ij 2 can be neglected). 
Having thus introduced the conditional average and two-field decomposition, we 
can rewrite (2.20) again 
( +vk2) u(k,t) = M(k)fd 3j [u(j,t)u(k—j,t)+ 
+(u(j,t)u(k -j,t)) + 
+ 0((A), 	(z))] 	(2.28) 
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where the neglected terms are 0(i2).  Thus, the problem reduces to finding an 
expression for (u+u+)c . We do this by forming an evolution equation for the 
quantity, involving the following steps 
Write equation (2.21) for u+ (k —j,t), and multiply through by u(j,t). 
Write (2.21) for u(j,t), and multiply through by u4 (k —j,t). 
Take the sum of steps 1 and 2 and conditionally average. 
Solve the resulting differential equation using an integrating factor. 
Integrate with respect to j and multiply by M;(k). 
Use the symmetry of M(k) under /3 -+ -y and symmetry of the integral 
under j -* k - j to regroup terms.- 
Omitting these details, this leads to 
M(k) fd 3j (u(j, t)u(k - j, t)) 
= 2M(k)fd3j f dt'exp [_(0j2 +vo k—jl 2 )(t _t')] M(j) 
x f d3p [2u(p,t')(v(j p,t')v(k —j,t')) + 
	
+ (u(p, t')u(j - p, t')u(k - j, t'))] + 0(2). 	 (2.29) 
On the grounds that the u are generally smaller than the u, we neglect the 
final term above, (+u+u+) relative- to the second term u_(u+n+)c . Thus, 
M(k)fd (u(j,t)u(k —j,t)) 
= 4M(k) fd3j 
f di' exp [—w 2 (j, 1)(i - t')J M(j) 
x fdPu s (p,t')(v(i_ p,t')v(k —j,t')) 
	
(2.30) 
where w 2 (j,1) E Vol 2 +z/012 , and 1 	k - jj. 
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Since the v+  are homogeneous, isotropic, and stationary we can introduce the 
relation 
	
(v(j - p,t')v(k —j,t')) = Q(Ik — jI)D(k —j)S(k - p) 	(2.31) 
analogous to equation (1.15). Under this substitution, and performing the p-
integration, equation (2.30) becomes 
M(k)fd 3j (u(j,t)u(k —j, t) 
= 4 M,-, Oy (k) f d3j M,+,,(j)D,,,(k — j)Q+(Ik — jj)  
00 
X f d-Texp[ — L02 	-r] us (k, t - r) 	 (2.32) 
A further assumption that the u are slowly varying on the time-scales of the u+, 
which is a reasonable boundary-layer type approximation, allows us to expand 
u (k, t - r) in a Taylor series in r about r = 0 and truncate at zero-order 
exp[—w2(3*,1)r]u(k,t - 'r) = exp[—w 2 (j,1)r]u(k,t) + 0(r). 	(2.33) 
Thus, equation (2.32) can be solved, giving 
M- (k) f d3j (u(j, t)u(k - j, t)) 
= 4M(k) f dj
v0j 2 + vo  I k 	MOISE 
x D(k —j)Q(Ik —j)u(k,t). (2.34) 
Because this term is linear in u- 	can be taken onto the LHS of equation (2.28), 
and be represented as an increment to the viscosity 
( 
+ vk2 + Svo(k)k2)  u- (k,t) = M(k)fd3ju(j,t)u_(k —j,t) 	(2.35) 
where 
vo (k) = 	f d 3j L(k,j)Q(lk—jI) voj2+vojk_j2 	 (2.36) 
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with the wavevectors bounded as follows 
0 <Ic< k 1 	and 	k1 <j,k-j ~ ko , 	 (2.37) 
and 
L(k,j) = —2Mp y(k)M pa(k)Ds.y (k - j). 	 (2.38) 
Finally, we approximate the Q field with a first-order Taylor expansion, in much 
the same way as we did with the v+.  This gives an expression for the increment 
to the viscosity produced after the elimination of the modes in the shell [k1 , k0], 
1=koj Svo (k) = 	fd3j 
L(k,j) (Q(1)I 1 ko + (1 — k0) .91 1 ' 
Vol' 2+voIk-j12 	
, 	 (2.39) 
and the total effective viscosity is 
vi (k) = uo(k) + vo (k). 	 (2.40) 
2.3.4 Further mode elimination 
The calculations outlined in the previous section applied only to the first shell 
elimination, but are easily repeated for successive eliminations. To start the next 
stage, we do three things. 
• Set u —+ u in equation (2.35), so that we have a new NSE with new 
viscosity vi (k), valid for 0 < k 
o Decompose the new u-field about the point k2 = (1 - 77)k 1 , (so the new u 
are defined on 0 < Ic < Ic2 , etc.), and repeat the procedures of the previous 
section. 
• Eliminate more bands in the same way, until the scaled viscosity reaches a 
fixed point. We address the issue of the scaling in the next Section. 
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The result is, for the nth iteration, just a generalization of (2.39): 
) Sv(k) = 	f d3j L(k,j) (Q( 1 )I1=k + (1 - kn ) 	ll=k
" 
v.(]* )]* ' + v(jk - jI)Ik -i12 	
(2.41) 
with wavevectors confined to the ranges 
0<k<k 1 	and 	lc +1 < j,Ik - jj <ku . 	( 2.42) 
We also have a renormalized dissipation integral [30]. From the energy equation 
(written at the n-th iteration, which has upper cutoff k) we integrate each term 
with respect to k, and for stationarity put the time derivative equal to zero. Thus, 
2v(k)k 2 E(k)dk = . 	 (2.43) 
2.3.5 Rescaling and the fixed point 
Towards the beginning of this chapter, we mentioned it was necessary to rescale. 
In the context of the previous analysis, this can be done at each stage by pass-
ing to dimensionless variables k' = k/k +1 . By imposing the restriction that 
the viscosity and increment at any cycle scale in the same way, and using an 
assumed power-law form for E(k) within (2.43), it is possible to show [13] that a 
dimensionless eddy viscosity i(V) obeys 
v(k) = a'/2e h /3k 41'3i2(hk') 
	
(2.44) 
and the effective viscosity at any stage is determined by a recursion relation 
	
= h4 /3i'(hk') + h 413 i'(hk'). 	 (2.45) 
The bands are removed iteratively until a fixed point, if one exists, is reached. 
The fixed point will be defined by 
= i(k/k) 	11N(k/kN). 	 (2.46) 
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2.3.6 The results of Two-field theory 
A fuller treatment of the results can be found in reference [13]. Here we simply 
present the effective viscosities produced at the fixed poiiit for a range of values 
of 77 (Figure 2.2), and the calculation of the Kolmogorov constant from these 
(Figure 2.3). To calculate the latter, one assumes a Kolmogorov form for E(k) 
in equation (2.43). 
One would hope that two particular properties hold at the fixed point, because 
it represents the region of universal behaviour. Firstly, there ought not to be a 
dependence of the result on the choice of initial molecular viscosity. Although 
these results are not shown, that is indeed the case [14]: Upon iteration, we con-
verge to the same result regardless of the initial value of v 0 . Secondly, the final 
result should not depend on the bandwidth parameter 17. We can see from Figure 
2.2 that this is not the case. But, this should be expected because there are two 
assumptions in the theory which compete for validity from opposite ends of the 
range of choices of i, as it were. The Taylor expansion of high-k velocities and Q 
tends to be favourable in small bandwidths, whereas the assumption of asymp-
totic freedom for u+  (k0) under a conditional average requires larger bandwidths. 
Despite this conflict, the presence of a plateau region in te computation of 
does suggest that a range of bandwidths exists where both Ipproximations could 
be considered valid. 
On a slightly negative note, comparing the eddy viscosities predicted by Two-
field theory with eddy viscosities produced by other theoretical means (e.g. see 
[16, 32, 33]) suggests that Two-field theory may be missing some dynamics near 
the cutoff kN due to the lack of cusp-like behaviour in the eddy viscosity. Looking 
at equation (2.31), we can see that this may be due in some part to ill-definition 
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Figure 2.3: Variation of Kolmogorov constant a with bandwidth in the mode elimination. 
30 
Chapter 2 - The HG formulation of turbulence 
of the conditional average when j and p are close to k 1 in magnitude, and thus 
k k 1 . This is probably due to the conditional average having less validity with 
the lack of sufficient scale separation. However, it is regarded [34, 35] that a 
better test of the performance of any model is an actual simulation, since the 
large-scale dynamics may be able to adjust to the subgrid model, and we will 
consider the Two-field theory result from this point of view in Chapter 4. 
2.3.7 Recent developments 
Yang [26] further developed the Two-field theory by introducing a new model 
equation for the v+  field which could be used as the basis for a perturbative im-
plementation of the mode elimination. The fact that his model recovers the same 
results as Two-field theory implies a strong correspondence between the dynamics 
of his model equation, and the way a conditional average. treats the dynamics..in 
Two-field theory. The essential feature of Yang's model is the neglect of the uu 
term as a zero-order approximation in the subgrid equation. While the justifica-
tion for the Yang model is uncertain (and thus we do not concern ourselves with 
it any further), the recovery of Two-field results is interesting. There is a growing 
realization of the importance of the uu term in the dynamics [29, 36, 37, 38], 
especially near the cutoff (k in LES terms—which roughly corresponds to the 
wavenumber of our fixed point, IcN  when we apply the RG model to LES), and 
the shape of the eddy viscosity is generally thought-to exhibit a cusp behaviour 
there as a consequence of this [16]. It is the subject of .Chaptér 5 to investigate 
how it may be possible to better parameterize the dynamics in the region of the 
cutoff by use of non-sharp filtering techniques within Two-field theory. 
The RG approach of McComb and Johnston [27] has abandoned the specific 
two-field decomposition in order to accommodate a more rigorous methodology 
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incorporating the idea of asymptotic freedom which is already an important part 
of the conditional average. This work derives the same expression for a viscosity 
increment, so we again do not concern ourselves with its technical details, and 
utilize the Two-field method for clarity in later chapters. However we should note 
that the importance of the cross-term uu+, and the "errors" in introducing a 
conditional average, are not ignored. The fact that the viscosity increment leads 
to broadly correct dissipation does suggest that the remaining correction term 
could be modelled as predominantly deterministic—a proposal which receives 
some support [39], and a point which we consider later, in Chapter 7. The 
latest work of McComb and Johnston [40] supports the notion that the "errors" 
are less important for the dissipation. They have shown that one can identify 
three contributions to the error involved in neglecting these corrections. At the 
level of the energy equation, the ensemble averaging lifts the constraint on the 
conditional average allowing one term to be dropped, and, in the dissipation 
equation, the integral allows another term to be neglected due to restrictions on 
the wavenumber arguments. Thus only one term contributes to corrections in the 
dissipation. The fact that a good value is obtained for the Kolmogorov constant 
indicates that this term cannot be significant in its contribution to dissipation. 
Details of these calculations are not given here as they do not affect the work of 
this thesis. 
However, despite these developments, there is room for further investigation of the 
role of the uu terms in the dynamics (as opposed to the dissipation), especially 
near the cutoff. In Chapter 5 we look at graded filtering methods as a means of 
including some of this interaction within the u+u+.  As we will see there, a graded 
filter blurs the distinction between the resolved and subgrid modes compared to a 
sharp filter, and this can partly parameterize the old uu interaction within the 
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new u+u+  term. In Chapter 6, a dynamic procedure is presented which employs 
scaling assumptions to investigate the link between dynamics and eddy-viscosity 
in a numerical context, and Chapter 7 studies the possibility that additional 
similarity modelling may be useful in reproducing the effects of the cross term. 
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Chapter 3 
Conditional averaging applied to 
the Forster, Nelson and Stephen 
RG theory of hydrodynamics. 
3.1 Introduction 
The work of Forster, Nelson and Stephen [15] (hereafter FNS) was the first of 
note on the use of the Renormalization Group (RG) in hydrodynamics, and it 
was described in Chapter 2. There, we touched upon one of the criticisms of the 
theory, and it is the subject of this chapter to address this, showing how it may be 
resolved by the extension of the conditional average as formulated by McComb, 
Roberts and Watt [14]. 
3.2 Statement of the criticism 
The specific aspect we wish to focus on is the type of averaging used by FNS. 
Their approach, as usual in RG, involves averaging out, in a Fourier representa-
tion, the high-k dependence in the Navier-Stokes equation for the low-k modes. 
The averaging procedure FNS use is a simple filtered average, which treats both 
34 
Chapter 3 - The conditional average in stirred hydrodynamics 
forcing, f<, and velocity, u<, as constant under the averaging operation. (The 
symbols > and < refer to high- and low-k modes defined with respect to some 
point in k-space, analogous to the + and - of the previous chapter.) 
However, in a 1994 paper, G. Eyink [22] made a criticism of FNS's use of such 
an average. The simple procedure of holding u<  constant means that, through 
the determinism of the NSE, the distribution of the f> are changed, from their 
original distribution when u<  is free, in an uncontrolled way. We should further 
note that it is also not correct to say that both u<  and f< can be constant under 
the average—a point noted by FNS, but not further discussed. 
In contrast to FNS, the RG approach taken by McComb and Watt [13] uses a 
specially formulated conditional average, which we described in some depth in 
Chapter 2 also, and which was introduced to address just the kind of point that 
Eyink was making about averaging and determinism in the coupled, decomposed, 
Navier-Stokes equations. 
It is perhaps worth stating the exact point made by Eyink, in order that we can 
see it from another perspective: 
The equation for v> is solved perturbatively in the ¶nonlinearity in 
terms of v<  and f>. This solution is then used to eliminate v>  ev-
erywhere in the equation for v<  and subsequently this equation is av-
eraged over the known statistics of f>, assuming independence from 
v< [Eyink's italics], to give the effective dynamics of the variables v<. 
However, this is an uncontrolled approximation, since the v<  variables 
get a statistical dependence on the forces f> through 'their coupling 
to the v>  variables and a conditional average over the f> forces with 
v < fixed will change the distribution of the forces f> in an unknown 
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way. 
The essence of this statement is that the f> in the subset of solutions with u< 
held fixed will not necessarily have the distribution that FNS postulated (and 
which is necessary to produce the results that they do), and that the quantitative 
difference is unknown. 
If we look in slightly more mathematical detail, symbolically at least, 
Lou"'- = f<  + AM< I(U< U< + 2u<u> + u>u>) 	(3.1) 
L0u> = f> + 0M> f(u<u< + 2u<u> + u>u>) 	(3.2) 
= 	+ üU> ' +... 	 ( 3.3) 
where L 0 = — iw + vk 2 , and A o is a book-keeping parameter for the perturbation 
exansion in U>,  equal to unity. 
The most important term in the analysis is (u<u>(°)u>(°)), as it is this term which 
contributes to the renormalized viscosity, to leading order. According to FNS it 
should be evaluated like a filtered average: 
= u<(u>°)u>(°) ) f 	 (3.4) 
since u<  is assumed constant. The notation j means that the wavevector ar-
guments of the velocities are restricted to the band of elimination. One can see 
from the high-k equation of motion that we should then be evaluating 
(u <G° G°f>f>), 	 (3.5) 
where G°  is the Green's function for the NSE. However, it should be noted that 
Gof> is a zeroth order result only, and it is not true to say that u< = 
G°f < , because u< is the full low-k velocity field, not just the zeroth order part. 
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What this means is that the statement 
	
(f<C°G°f>f>) = G° G° f<(f>f>)1 	 (3.6) 
does not imply 
= G°G° u<(f > f>)j . 	 ( 3.7) 
Equation (3.6) would be a justifiable step, and is what FNS should be doing, but 
(3.7) does not follow from (3.6), although FNS base their averaging on this. The 
whole question is one of consistency between the applied forcing and the resulting 
velocity field, which must obey the Navier-Stokes equations. 
Looking from the reverse point of view, if we are allowed to make the final step, 
treating the u< constant, the distribution of the f> is changed in an unknown 
way, and that makes the result of the average unknown. 
Thus, we here study the effect of defining a proper conditional average in FNS's 
model. This is done by relaxing the condition on constant u< slightly, in order 
that sufficient freedom is obtained in the high-k modes for Eyink's criticism to 
be answered. 
3.3 Applying the conditional average 
The proposal is that' 
f(k,t) —+ g(k,t) + e(k,t), 	 (3.8) 
and that the f are allowed to be 'free', i.e. they will still have the necessary 
Gaussian statistics, zero mean and "white-noise" correlations. The g are as- 
'In this section we will adopt a changed notation, consistent with Two-field theory, so that 
X< -+ X and X> + X+, etc. 
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sumed constant under the conditional averaging operation: 
(g(k,t)) C =g(k,t) 
with the consequent requirement that 
= 0. 
Further, g and 	are assumed to be independent, and 	to be small in some 
sense to be defined later. 	 - 
The above propositions lead us naturally to a change in the low-k'  part of the 
velocity field: 
u(k,t) -~ v(k,t) + V (k, t) 	 (3.9) 
The v are solutions of the problem when the forcing g only is present. 
is the change in velocity modes due to introducing 
. No further assumption 
is made about 	or its behaviour under the conditional average. This is the 
subject under investigation here. Note that all of the above conditions mean to 
say that the conditional average is defined to allow constant v at the same time 
as constant g under the average. The correction from the FNS standpoint is 
embodied within 
Note further that the link between high- and low-k modes arising Lin the de- 
1 
terminism of the NSE is embodied in the terms higher than zer9-order in a 
perturbation expansion of u+ 
u(k,t) = u ° (k,t) + o u 1) (k,t) +u 2 (k,t) + . . . 	(3.10) 
The zeroth order is simply a dependence on the forcing f+. Becuse of the 
8(k + k') form of the force-force correlation (see equation (2.2)), there also is no 
connection between g, or 
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To begin, we decompose the NSE into high- and low-k forms as usual. With the 
substitution of (3.10), we have the form of the low-k equation to second order 
(note the shorthand Xk = X(k, t), with tensor and vector subscripts suppressed 
for compactness): 
u = G°kf + AoGOk M f d3j (uui  + 2u- u °) + 
+2ouui + U0) +(o) + 2A0u° +(i)\ U_3 	j Uk_i),  
where 
k - G2Mfd 3i (Uu+ 2u-u+(0) +u+(0
) +(0)U  	 _ 	) 	Uk_i\)  (3.12) 
As remarked above, the equivalent equations using the v-field have the same form 
as (3.11) and (3.12), but with g replacing f, and v instead of u. 
Now, under the prescriptions (3.8) and (3.9), we would have the modified equa-
tions 
v + 	= Gg + C + 0 G2M f d3i (v - v - v_ j  + 2v1_ + 	+ 
+2v- u+(0) + 2u 	 (i) + 2Aov1uk_ + 	 Uk—j  + 
where now, 
+(o) +(o) +(0) +(i)\ +u 0 ) U 0   k_i + 2AoU 	Uk_i) 
(3.13) 
+(i) -- G
Ok 	f d3j (vv_j + 2vI_ + 	+ 
+2v-u+(D) +2Uk_i+(o) +U+(0) U+(0) k_i). 	 (3.14) 
Note that terms with a 	in (3.13) represent the change in the low-k modes 
arising from the introduction of . The determinism of the NSE means that the 
high-k modes will also change, and this is prescribed by higher-order terms like 
U+(1), and their dependence on r. 
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We can now form an equation for 	, which will consist of all the terms in (3.13) 
which contain a 	—either explicitly, or implicitly within terms featuring 
Therefore, 
= G + )\0G2M jd3j[2V-j 4, -k- + D+ 24,j u + 	+ 
+2 0GM fd3, (2v_v; 	+ 	 + 2vj_ u) + 
	
+2A0G?M34 fd3p (2uv;_ + 	 + 2u 	u k-j o_ 0))} .( 3 . 15) j p -p 
Note that this equation will suffer from the usual moment closure problem, be-
cause terms with 	occur on the rhs. 
At this stage, we don't know anything about 	itself (because we did not assume 
anything), but it is clear that it will depend on 	since if 	is absent from 
the formulation, 	would not arise. Therefore, it would be natural .toexpress 
equation (3.15) in terms of 	instead. We will first of all, however, take the 
conditional average, bearing in mind two simplifying steps which follow trivially 
from the definition of our problem: 
• terms with a single u+(0)  average to zero, and 
• terms with a single 	average to zero also, 
because neither term is deterministically connected to g 
We can now seek to eliminate 	. To achieve this we substitute recursively the 
whole rhs of (3.15) for each occurrence of 	. The moment closure problem will 
be avoided by restricting our attention to terms up to O) only. 
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3.3.1 Derivation of () 
We start from equation (3.15). Under the conditional average, any terms with a 
single +(o)  will vanish, so we have the intermediate result that 
A 	 B 
=(70k f d3j [ —2v,- _j ), + _( 0- (D'--  
+2A0 G2 Mk fd3p + 	 + 
_p)C + (_ ) c(u (°)u)) 
+2 0GM fd 3p 	 + 
+(o) +(o) 'ti +2 oG?M fd3p  (2(;)C(uk ui-p ))j. 	 (3.16) 
We are unconcerned with terms O() and above, so when we substitute the rhs 
of (3.15) for each in (3.16), we simply neglect them. The majority of terms 
in (3.16) are already of second order, so we need only substitute G° , as the 
zeroth-order approximation for V, in those cases. Only the first two terms A 
and B of (3.16) involve more detailed substitution: 




 k-j)C = 	 + 
• + 	 + P 	k-
• A 0 Gj0 G0 M1 f d 3p c (v;(eç) + ( 3.18) 
Taking all these results together then leads to the following equation: 
= Ao Gok W  f d'i 
+GM f dj f d3p GOGO 
+AG2M f d (G?G2M J4G P 	+ 	 + 
+GGM1 f dpG? 	 + 
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+GM fdj (2GGM jd 3p G (v; (ç) + 
+GM f d 3j (2GIl4 f d3pGG? (3.19) 
As has already been remarked, no assumptions have been made about 	, except 
that which follows from 
()C = 0. Several of the terms are linear in v, and 
may contribute corrections to the viscosity increment, although all such terms 
are Q(2),  and we will see presently that the smallness of will make these 
negligible, reducing the complexity of (3.19). 
3.4 The viscosity increment 
Equation (3.13) gives the form of the low-k equation we must work with in our 
approach to conditional averaging presented here. We should recall that our 
v field is essentially the same as the u that FNS use, and obeys an equation 
of the same form, (3.11), so that the conditional average on the v field is the 
same as the filtered average on the u field. Consequently, equation (3.19) gives 
the 'corrections' produced by the introduction of a formally defined conditional 
average, rather than a filtered average. 
The increment to the viscosity arises in FNS's analysis from the (uNO)u+( 1 )) 
term which produces (u_u+(0)u+(0)). In the conditional averaging formulation we 
have introduced in this work, the replacements (3.8) and (3.9) give us a means 
to express quantitatively the corrections to the filtered averages of FNS which 
give us a proper conditional average. The correction to the viscosity increment 
will be of the form (')(u (°) u (° )) (the type of average on the is 
unimportant), corresponding to the final term in (3.16). We can see that already 
we are at O)). From (3.19) therefore, the correction is going to be at least 
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Q(A), and if we take a further assumption of homogeneity of the 	(which 
can be taken to hold to a high degree of approximation, if not exactly), then 
the correction to the result for the viscosity increment is O(A). Thus, a proper 
formulation of the conditional average recovers the same results as a filtered 
average to second order in perturbation theory. This result is in agreement with 
Eyink's similar claim [22] for his RO analysis (which is based on a contrasting 
RG approach of the Martin, Siggia and Rose type [41]). 
3.5 The smallness of 
As in the Two-field theory of McComb and Watt, the size of tolerance allowed in 
the selection of members of the subensemble is an important issue. We require 
that the subensemble over which the conditional averaging of the u+  is performed, 
to have the v very close to the u over which the filtered average was performed 
in FNS's case. This imposes an upper limit on the size of . 
From another point of view, the procedure we have introduced for performing the 
conditional average also modifies the stirring spectrum (something which is not 
a consideration of Two-field theory): 
W (f- f-) ' (gg + 
We would naturally like it to be the case that the energy of the system, which is 
input via the forcing, is the same with the conditional average as it was in the 
original formulation without the conditional average. This means, in the context 
of the above equation, that must be negligible, therby offering further 
justification for considering 	itself to be small in the first place. 
Upon taking the assumption of small , we have the following results: 
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• Any correction to the low-k velocity field arising fro !in the new framework 
for conditional averaging is negligible after the conditional average is per-
formed. 
• Although the procedure we have introduced for performing the conditional 
average modifies the stirring spectrum, in practice thecorrection 
()C 
can also be neglected. 
3.6 Summary and conclusion 
In this chapter we have shown how the conditional average formulated by Mc-
Comb, Roberts and Watt, and used by McComb and Watt in Two-field theory, 
can be adapted to the work of Forster, Nelson and Stephen in stirred hydrody-
namics, to answer Eyink's criticism of their original filtered average formulation. 
In FNS's original formulation the average is performed at constant f, and con-
stant u is assumed to follow trivially, so that terms of u also factor out of the 
averaging operation. 
Eyink's criticism is that the specification of constant u means that the distribu-
tion implied for the f+ is changed in an unknown way, since the u are coupled 
to the u and also have a dependence on the forcing f+ 
In the procedure we have presented in this chapter, the conditional average is 
defined as holding the v constant, and since this field is defined to arise from 
the forcing g, then terms in g also factor out of the conditional average. This 
is the step which was not rigorous in FNS's work, as we discussed in Section 3.2, 
but the introduction of a conditional average has put it on a firmer foundation. 
The "correction", , for the deviation of the members of the subensemble from 
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the constant v is defined as small, and 
()C = 0, so that 
(f = g 
and 
(tL) = v + () C 
(the correction 4V induced by ). The analysis of this correction 	shows that 
it is small—smaller than the correction to the forcing—and the fact that 	is 
chosen this way means that the energy is unchanged in the new formulation, and 
the overall result for the renormalized viscosity is unchanged. 
We emphasize that what we have shown in this chapter is that one can use our 
conditional average (slightly adapted to be more meaningful to the problem in 
hand) to avoid the inherent problem, due to the determinism of the NSE, in using 
a simple band-filtered average in the mode elimination steps in Forster, Nelson 
and Stephen's RG theory. Our procedure recovers the same results to second-
order in perturbation theory, but makes the mode elimination more rigorous. We 
also stress that although this result confirms Eyink's claim for his own RG theory 
based on MSR action [22]—which itself actually avoids the averaging problem—
our approach is more practically useful since it is not based on a complicated 
path-integral formulation of the turbulence problem. 
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the Two-Field model 
4.1 Introduction 
The main problem with present numerical solutions of the Navier-Stokes equa-
tions is that we cannot resolve enough of the relevant scales, or else are restricted 
to low Reynolds numbers. The purpose of Large Eddy Simulations (LES) is to 
reduce the number of scales being simulated in order to achieve higher Reynolds 
numbers. The cost of such an approach is that one requires a model for the 
missing scales. It is usual that it is the small scales which are to be modelled. 
The LES equation is obtained by filtering the NSE (denoted by the superscript 
minus sign): 	
-- 
( + vk2) u
. 
 (k, t) = M(k)fd u 	 t) 	(4.1) 
and then writing it in a form which resembles the unfiltered NSE, but using only 
the filtered variables, i.e. only the information known to the LES: 
(+ vk2) u(k,t) = M(k)fd 3j u- (j,t)zç(k —j,t) + T(k,t). 	(4.2) 
Thus, the final term encompasses the information that cannot explicitly be known 
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to a simulation, and it is this that is represented by the model. It should be fairly 
obvious that the Renormalization Group theory presented in Chapter 2 was aimed 
at just such a reduction in the number of small-scale modes (done by iteratively 
removing small shells at high-k), with an effective viscosity to represent their 
effect on the remaining modes. Therefore, it would seem natural for us to use the 
RG effective viscosity as the subgrid model in a Large Eddy Simulation (with the 
LES filter identified as the combined effect of the successive shell eliminations). 
This means that we are, effectively, numerically solving the equation 
(at 
+VRG(k)k) u(k,t) M;(k)fd 3ju(j,t)u(k_j,t). 	(4.3)16 
The results of this are the subject of this chapter. 
4.2 Numerical implementation 
The LES code used to produce the results in this chapter, is a straightforward 
adaptation of a DNS code, to allow a wavenumber-dependent viscosity. The 
code is by Alistair Young [36], following Orszag [42], using a second-order Runge-
Kutta method for time-integration, and partial de-aliasing by the random shifting 
method [43]. The LES was run on a parallel 512 processor Cray T31), where each 
processor has 64Mb of local memory. 
The simulations we focus on here were performed in wavenumber space at a 
resolution of 128 3  with a cutoff k = 60 (although smaller runs have been done 
also). Forcing of the form 
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is present only in modes up to k, in order to achieve stationarity. It is chosen to 
be k1 = 1.5, which means forcing is only present in the first mode. Further choices, 
in arbitrary units, of e.. = 0.274 and vo  = 0.0002 were made, corresponding to 
a value for the dissipation wavenumber kd = 430. The timestep for the time 
integration was At = 0.002, in order not to under-resolve the expected eddy-
turnover time. The simulation was allowed to reach a steady evolved state, and 
was then further evolved for approximately 8 large eddy turnover times. The 
approximate cost of such running is 400 CPU hours. 
The runs were repeated with the same parameters for an EDQNM form of the 
eddy viscosity [44], which has the following form 
v(k) = (0.267 + 9.21 x exp(-3.03(k/k)) x 1.4" 2113k'. 	(4.4) 
This assumes a Kolmogorov spectrum with a = 1.4 [36]. Although this is lower 
than the normally accepted value of a = 1.6, this is the value used by Chollet 
and Lesieur and therefore adopted for our own simulations. 
4.2.1 The choice of the RG viscosity 
We have seen in Chapter 2 that the resultant eddy viscosity from an RC calcula-
tion has some dependence on the bandwidth parameter, h, and that also, for any 
particular choice, the number of iterations required for convergence in the calcu-
lation is not constant. Thus, there needs to be some extra criterion for deciding 
which choice of converged eddy viscosity to use in a Large Eddy Simulation. 
The matter is more easily settled if we consider how the defining features of the 
renormalized viscosity tie in to a numerical simulation. 
The LES has two important parameters: k the maximum wavenumber of the 
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simulation, and kd which defines the Reynolds number we can achieve. These 
two parameters also appear in the RG calculation—kN, where N is the number 
of iterations to convergence, is equivalent to k, as this is the highest wavenumber 
of the resolved modes that are left in the equation of motion. kd enters the RG 
calculation implicitly through the definition of the upper cutoff of the first shell 
elimination, k0 , where it will be recalled that we required k0 kd. Thus, in order 
to choose an appropriate viscosity, we must have 
h"k, 
or alternatively 
Now, in the context of the RG calculation, the choice of h is free, but N is not—the 
value of N for any choice of h is determined by the calculation itself—although, 
by insisting on a tighter bound for what we consider to be "convergence", we can 
allow ourselves the possibility of higher values of N (see below). 
The final choice of the eddy viscosity is, then, motivated by the choice of h 
(and therefore N implicitly) which makes h of the same order as the ratio 
1 d1kc (but not less than it—to ensure adequate resolution), for the given LES. In 
addition, should we have the luxury of a range of choices, we would also select a 
bandwidth where the calculation of a for that choice lies on the plateau region 
0.45 <h <0.75. 
Figure 4.1 shows how h" varies with the choice of h, and illustrates the above 
ideas. The criterion for convergence is that Sv jv was everywhere within 0.1% of 
SVN1. A smaller percentage (tighter restriction) would raise the value of N, so 
we can consider all values above the line to be available for a given h. For our 
present 128 simulation, the ratio Icd/k is 430/60 = 7.17, and is marked with a 
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dashed line on the figure. The allowed choices of h must therefore correspond 
to regions where the solid curve (and the region greater than it) :are above the 
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Figure 4.1: An illustration of how the choice of RG bandwidth restricts the allowed ratio 
of kd/k in an LES. 
After selection the appropriate RG bandwidths for a given LES, the dimensionless 
viscosity from the RG calculation is then rescaled by a factor üh/2eh/3k4/'3 (see 
equation (2.44)) in order to fit onto the range of k-space of the LE. 
The final RG viscosity we chose was that from h = 0.60, for which 
k0/k, = h_r = 59.54> 7.17. 
Although this is perhaps larger than we might like ideally, it i's still within a 
rough order of magnitude. Any other choice would be less suitable, since we 
may already be slightly over-resolved. Spectral methods can be deemd accurate 
from k/kr 1.5. If we use larger ratios, then we are capturing progressively less 
information about the smaller scales [45]. h = 0.6 is the best we can achieve. 
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4.3 Results 
The code was run at lower resolutions of 16 3  and 64 3  (with different values of 
6w and v0 ), in order to test relatively easily that the LES, in conjunction with 
either eddy viscosity model could actually achieve stationary isotropic turbulence. 
These results are not reported in great detail here: the results we will present for 
the 128 simulations amply demonstrate this. However, we note that without the 
confidence given from the less intensive simulations, it would have perhaps been 
unwise to use valuable computer time on larger grids. We will look later at the 
lower resolution simulations in order to compare our results with some of those 
in the literature. 
4.3.1 Evidence of stationary, isotropic turbulence 
One of the key pieces of evidence that the simulation achieves a steady, stationary 
state is a levelling off of the total energy and the dissipation rate after a certain 
amount of time. Figures 4.2 and 4.3 show that this is indeed the case. We have 
used this as a basis for deciding that a fully-evolved state occurs after t/'re 5. 
This is confirmed by the evolution of the skewness (not shown). 
Furthermore, we plot in Figure 4.4 the isotropy spectrum averaged over the times 
which represent the stationary state. The isotropy in this case is measured as 
the ratio of averaged energy along two orthogonal vectors, both of which are also 
orthogonal to the wavevector k [36]. The fact that this measure is close to unity 
over most of the grid is good evidence that our turbulence is indeed isotropic. 
We believe that the slight deviation at low-k is due to the forcing scheme present 
in the lowest modes only. 
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Figure 4.3: Time-development of the dissipation rate. 
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Finally, in order to further illustrate that our LES does give an isotropic steady 
state, we plot the ratio of the maximum transport power H(t) to the dissipation 
rate 6(t) (Figure 4.5). It can be shown [3] that a criterion for inertial range 
behaviour, where production and dissipation are balanced, and thus the existence 
of turbulence, is that 
6(t) 
	 (4.5) 
(N.B. In this and subsequent figures with time on the horizontal axis, we have 
re-defined t = 0 to lie within the fully-evolved state as identified by the levelling 
in the total energy curve (Figure 4.2).) 
We conclude from these results that our present LES, with either the Two-field 
eddy viscosity model or EDQNM, does actually achieve stationary, isotropic tur-
bulence. We can thus be confident of the suitability of the computational scheme 
and the physical plausibility of the models. 
4.3.2 Other turbulence parameters 
Having tested the ability of the models to allow the development of turbulence 
in LES, we can look now at some of the other important statistical parameters 
produced by the simulation, for both Two-field theory and the EDQNM model. 
In the three following figures, we plot the energy spectrum, Figure 4.6, the com-
pensated energy spectrum, Figure 4.7, and the dissipation spectrum, Figure 4.8, 
as all of these are closely related. 
Focussing on the compensated energy spectrum we can see two small regions 
which exhibit Kolrnogorov scaling. According to Yeung and Zhou [46], the first of 
these, which does not align with a peak in the dissipation spectrum, corresponds 
to an inertial range. Thus we can measure a Kolmogorov constant of c = 1.77 
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Figure 4.7: The time-averaged compensated energy spectrum 
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Figure 4.8: The time averaged dissipation spectrum. 
8000 	 600 
7000 	 500 
6000 	 400c 
5000 	 300 
4000 
0 	 2 	 4 	 6 	
8 200 
tJt, 
Figure 4.9: Time evolution of integral and microscale Reynolds numbers. 
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Statistic Two-field model EDQNM model] 
1.38 1.34 
R A  460 481 
L/A 12.8 12.7 
S -0.31 -0.19 
F 4.46 4.12 
Table 4.1: Some statistical quantities time-averaged over the fully evolved stages. The 
symbols are explained in the text. 
for the Two-field model. (We should note that the EDQNM model results has no 
comparable plateau.) Compared to the value of c = 1.60 obtained from the RG 
calculation for our chosen eddy viscosity, this is not an unreasonable agreement. 
Also to be noted (but not shown) is that the energy spectrum in the fully-evolved 
state does not exhibit any increase over time in the energy near to the cutoff k, 
in contrast to the results of Dubois et. at. [38] to which we return later. This is 
further evidence that our system has acheived a statistically stationary state. 
In Figure 4.9 we show the development of the integral scale and microscale 
Reynolds numbers. The average value of RA achieved in the fully-evolved state 
is 460, in good agreement with the value of 430 that would be expected from the 
input parameters of the forcing. 
In Table 4.1 we show the values of some other statistical quantities of interest 
which have been time-averaged over the full-evolved state. These are, respectively, 
eddy turnover time 're , microscale Reynolds number RA,  ratio of integral scale L 
to microscale ), and longitudinal velocity derivative skewness S and flatness F. 
Aside from the rather small value for the skewness with the EDQNM model, 
for which we cannot see a reasonable explanation (and no evidence either way 
appears in the literature), these results are normal. We will return to comparison 
with other results later in this chapter. 
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Finally, in Figures 4.10 and 4.11, we show the behaviour of two-time correlations, 
taken with a base time fixed within the fully-evolved part of the run, which is 
defined as t = 0 for these Figures. We have restricted our attention in this case 
to the behaviour of the Two-field model. 
We can see from Figure 4.10 that the forcing in the lowest modes induces signif-
icant correlation in the low-k shells, but this quickly disappears as one moves to 
higher-k shells. It may be taken that in all but the first two shells, there is ap-
preciable decorrelation within one large-eddy turnover time. This is yet another 
characteristic sign that our field is turbulent. 
4.4 Discussion 
While we may have believed before running a Large Eddy Simulation that the 
RG result could have been poor, because the eddy viscosity does not display the 
usual cusp behaviour at k, and from indications of the a priori results of Young 
[36], the results presented in this chapter would rather indicate otherwise. As we 
remarked in Chapter 2, a better test of a model is its performance in a simulation 
[34, 35] because then the dynamics of the large-scales can actually adjust to the 
behaviour induced by the subgrid model. The a posteriori evidence here is, then, 
good for the Two-field theory model. 
At the Reynolds numbers achieved in .our largest simulation ', we do not have 
any readily available comparable Direct Numerical Simulation data, but we can 
compare the lower resolution runs with DNS and LES reported in the literature. 
These results are presented in Table 4.2. N is the number of points along one 
Cartesian direction of the cubic grid, RA is the Taylor microscale Reynolds num-
ber; L is the integral length scale and ) the Taylor microscale. Finally, D is the 
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Figure 4.11: Evolution of two-time correlations in outlying wavenumber shells for the 
Two-field model. 
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Simulation Type   Statistic 
N RA L A L/A D 
f97 LES 32 61 1.73 0.52 3.33 
j93 DNS 128 61 1.76 0.53 3.34 0.82 
TF LES 16 64 1.50 0.55 2.73 0.69 
w96 DNS 256 68 1.05 0.27 3.89 0.86 
w96 DNS 256 151 1.51 0.35 4.31 0.43 
j93 DNS 512 168 1.65 0.21 7.77 0.69 
f97 LES 32 171 1.65 0.25 6.60 
TF LES 32 175 1.40 0.24 5.83 0.52 
y99 DNS 256 191 1.29 0.25 5.16 0.41 
w96 DNS 512 195 1.41 0.22 6.41 0.49 
f97 LES 32 248 1.71 0.23 7.43 1 1 
TF LES 	1164 288 1.30 0.14 9.29 0.4] 
TF LES 	11 128 f 460 1 1.29 [0.10 12.8 0.43 
Table 4.2: Comparison of statistical quantities in LES and DNS, sorted by RA. Broadly 
comparable simulations are grouped in each subsection of the table. TF represents LES 
with the Two-field model; j93-Jimenez et. al. [47]; w96-Wang et. al. [48]; f97-Fureby et. 
al. [49]; y99-DNS of Young [36]. 




The sources of results are identified as follows: TF represents LES with the Two-
field model. j93 are taken from Jimenez et. al. [47], w96 from Wang et. at. [48], 
f97 from Fureby et. at. [49] (based on an average performance of several models), 
and y99 from the DNS of Young [36], on which our LES code is based. 
We can see from the table that the results produced by the Two-field theory 
model are in keeping with the results obtained by other methods. The values of 
L at any R,, are comparable in all cases, and the values of A produced by our 
simulations fit in with the general decreasing trend as RA increases : hence L/A 
rises. The non-dimensional dissipation rate, D, is supposed to tend to a constant 
of order unity [50] as the Reynolds number increases, and our results bear out 
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this, in agreement with other simulations. Following Sreenivasan [50], we have 
plotted, in Figure 4.12, the variation of D with R, for our own LES results, and 
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Figure 4.12: Variation of the non-dimensional dissipation rate with Reynolds number 
for our LES, and results from Cao et. al. and Yeung et. al., as reported in Sreenivasan 
[50]. 
While the evidence is not conclusive that the curve from our own LES is going 
to tend to an asymptotic limit for infinite Reynolds number, the suggestion is 
there, and furthermore it would appear to be very much of the same order of 
magnitude as the "limit" achieved in the simulations of Cao et. al., and Yeung 
et. al.. We feel that this represents another success for the a posteriori behaviour 
of our model. 
One further study in the literature, of particular relevance for our purposes, is 
that by Dubois et al. [38]. One of their simulations specifically tests the nature of 
turbulence (if such it is) produced by the LES of an equation with the uu term 
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neglected, and the u+u+  term supplied by using information from an equivalent 
DNS run in tandem. This is clearly a global-level test, but is somewhat akin to 
the treatment of the dynamics by our RG method, and serves as 'an interesting 
a posteriori evaluation. The numbers cannot be compared directy because the 
input parameters are different, and they do not achieve anything like the Reynolds 
numbers we have shown here. Nevertheless, we see the same key features. The 
spectra have the same shape, and the skewness and flatness are reduced from the 
usual DNS value—a fact which still can be attributed to the missing small scales. 
Our results in Section 4.3.1 have also shown that we can have confidence that 
our LES does manage the transition to turbulence and remains well-behaved 
in contrast to theirs. We should also note that our simulations do not show 
an increase with time in the upturn of the spectrum in contrast to Dubois et. 
at. and furthermore, the value for the Kolmogorov constant c produced by our 
a posteriori test is in reasonable agreement ("-' 10%) with the a priori value 
produced by the RG calculation for the given bandwidth. 
One concern of future work would be to return to the choice of the RO viscosity. 
We saw in Section 4.2.1 that a range of choices of h are allowed. Although we 
selected what we believe to be an optimal choice according to th procedures 
outlined in that section, the behaviour in an LES of other choices Ls not been 
examined (although we will see in Chapter 5 that a low-Re run wit I h a different 
eddy viscosity does not appear to have significant difference). It is lalso evident 
from Figure 4.1 that the RC viscosity is probably better suited to'LE with larger 
values of kd/k  than have currently been attempted. 
Chapter 5 
Non-sharp filtering in Two field 
theory 
5.1 Introduction 
The motivation behind the work presented in this chapter is two-fold. Firstly, 
we are seeking ways to investigate and improve the assumptions that have been 
taken within, and the known features of Two-field theory. Secondly, we wish to 
relate the RG approach to the use of its final result (the renormalized viscosity) 
in a Large Eddy Simulation. 
The use of filtering is traditional in Large Eddy Simulations, and was first treated 
in an explicit manner by Leonard [17], but it is common for theoretical approaches 
to adopt a real-space formalism (e.g. see reference [51]). 
For our purposes, we are interested in a theoretical study of filtering as a means of 
improving our RG result in k-space. By "softening" the transition from the u to 
the u+  modes, i.e. moving away from a sharp filter, we may improve the results 
of Two-field theory. Furthermore, similarity modelling, which is often used in 
conjunction with eddy viscosity models like ours to form a mixed model, performs 
much better with non-sharp filters. In a later chapter we will be considering the 
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potential of using our result in a mixed model, therefore we are interested in the 
effect of such filtering on it. 
As we have remarked in earlier chapters, it is a feature of the two-field decomposi-
tion that the low-k modes should be constrained, but the high-k modes should be 
free enough that the conditional average is representative of the ensemble average 
over the high-k modes. The determinism of the NSE means that in reality there 
is a region near the boundary between large and small scales where this assump-
tion is less valid. Thus, we propose to investigate this by smoothly grading the 
transition by means of a smooth filtering operation. 
At the same time, such a softening of the scale boundary will have the effect 
of allowing some of the tru+  interactions in the nonlinear term of the NSE to 
become parameterised into the uu interactiOn, which the RG treats well. It 
has been also been shown [52] that softer filtering reduces "backscatter"----a ndn-
dissipative mechanism, and therefore inherently not reproducible with an eddy 
viscosity—which would then make a dissipative mechanism assume slightly more 
relative importance, and so better capture the dynamics. Therefore we have 
reason to believe that smoother filtering will help to improve our resultant eddy 
viscosity. 
5.2 The first mode elimination 
5.2.1 Calculation of the subgrid term-. 	 - 	- 
We begin by following Leonard [17] and define the filtering as a convolution in 
x-space, as is usual in LES: 
zç(x) = f G(x - x')u a(x')d3x'. 	 (5.1) 
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This immediately gives us the k-space form we will be working with, defined by 
the Fourier transform: 
H(k) = f A G(x) exp(ik.x). 	 (5.2) 
The filtering operation in wavenumber space is then simply a multiplication by a 
(dimensionless) weighting factor. The filter should be correctly normalized 
H(0) = Yx G(x) = 1. 	 (5.3) 
Taking our cue from the usual RG approach, we apply the filtering to define the 
decomposed velocity fields 
u. (k) = H(k)u a(k), 	 (5.4) 
u(k) = (1 - H(k))u(k) 	 (5.5) 
where we have imposed the necessary condition 
u(k) + u+ (k) = Ua(k). 
We begin the analysis by applying the filter to the Navier Stokes equation, to 
produce two equations (adopting a shorthand notation with a single subscript to 
refer to wavevector only): 
(+at 
vOk2) u = HkMk fd3j UjUk_j 	 (5.6) 
(a 
+ v0 k 2) u = (1 - Hk)Mk fd3j UjUk_j. 	 (5.7) at 
At this stage we can apply the decomposition u = u + u to the two velocities 
in the nonlinear term. We thus can write 
UjUk_ 3 = uu_ + 2uut_ + u;- u;_. 	 (5.8) 
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Our procedure parallels that used in Two-field theory, as described in Chapter 
2. The conditional average is defined in the same way, applying now to our 
soft-filtered approach. Thus, 
(Uk= ZL. 
Firstly we take the ut equation and conditionally average it, subtracting the 
resulting form from equation (5.7) to eliminate the dependence on the uu 
term. 
We take the uk  equation, for the modes we wish to retain, and conditionally 
average that also, giving us 
(at 
+ vok) u = HkMk fd3i (zçu_ + 2u- (U + 	+ (utut_))  (5.9) 
Now, as in Two-field theory, the term with (ut_ is supposed to vanish asymp-
totically as 1k — j I —+ k (although in our present formalism there is an extra 
consideration, to which we return later), and the problem is to eliminate the 
dependence of the "subgrid" modes in the equation for the resolved scales. We 
proceed as in Two-field theory, by forming an evolution equation for the 
term. This is done by writing a sum of 
If a 
X (% - + lIoJ )u + [Ut x (,+iio(k—j-)2) u_at 
j ] 
and conditionally averaging. This gives us 
at 	 3 +"03 +uo (k—j) (UUk_)C 
u_ [(1 - H)M fd 3puu_ + 2uu 	uu_] + 
+ut  [(1 — Hk_)Mk_ fduu j_ + 2uu__ + uut__J . (5.10) 
We then invert the differential operator on the LHS, integrate with respect to 
J, and multiply by HkMk. At this stage we can exploit the symmetry of the 
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inertial transfer operator which allows us to exchange /3 -+ 'y at the same time as 
j -+ k —j. Thus we have 
Mk Id 3i (utut)c = 2Mk f d3j 
f 
 dtl e_vo(j2+(k_j)2)(t_t') X 
x(1 - H)M fd 3p (2u;(uut_) + 	 ) . (5.11) 
Notice that this is not the same result as in Two-field theory. This term is 
destined to become the eddy viscosity model but, as in Two-field theory, we must 
make some assumptions, and in our case the presence of a filtering function is a 
consideration in the validity of these assumptions. This is a point to which we 
will return later. 
We deal with equation (5.11) for the moment in the same way as in Two-field 
theory. The triple moment of the u is neglected as being small (as a boundary 
layer-type approximation—but this can be iteratively solved and shown to depend 
on increasing powers of u [27]), and we apply a decomposition 
u+ v+ + +. 
Now in equation (5.11), we see a dependence on the correlation of subgrid veloc-
ities. The normal expression for the velocity correlations, assuming isotropy and 
homogeneity is 
(v, (i - p)v1,(k - j)) = Q. (k - j)D(k - j)(k - j), 	(5.12) 
but in this case we have 
(v(j - p)v(k —j)) = Q(k —j)D(k —j)8(k —j), 	(5.13) 
which introduces the Q(k - j). Comparison of these two expressions, using 
equation (5.5), gives us the relation 
Q(k —j) = (1 - H3 _)(1 - Hk_)Q(k —j) 	 (5.14) 
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which we can substitute into equation (5.11). 
We can straight away perform the p-integration, noting that the :term 8(k - 
makes the change 
H_ 	,' H = 
since the filter is symmetric. 
Thus, within the integral we can make the replacement 
Q+(k -j) = (1 - Hk_)2Q(k -j), 	 (5.15) 
giving us, 
Mk f d'i (u_ 	= 4Mk f d3j (1 - H)(1 - Hk_)2MD(k - j)Q(k - j) x 
X  fdtl e_0(j2+(k_j)2)(t_t')u_ (k, t'). (5.16) 
The usual Markovian approximation that we make in Two-field theory finally 
gives us the revised form of the viscosity increment 
Svo (k) = jHkfd3i (1 - H3)(1 - Hk..j) 2 L(k,j)QV(lk - il) 
v0j2  + i'olk — j12 
 
where 0 < k < k0 and 0 < j, 1k - ii < ko . (Compare Two-field theory where 
k 1 <j, 1k-il <k0 .) 
The associated momentum equation governing our resolved modes i 
19 
+ vik 2 Uk = HkMk f d3j U_ 	 (5.18) 
where ijl = i/O + 8ii. 
The dissipation integral is also modified at the end of the first mode elimination, 
1
k0 2v
i (k)k 2 HE(k)dk. 	 (5.19) 
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Notice the differences here with Two-field theory, not just in the presence of 
the filtering function, but in the unchanged limits of integration. However, it is 
obvious that that the substitution of the functional form of a sharp filter H(k) = 
0(k1 - k) will recover exactly the Two-field theory results analogous to equations 
(5.17) - (5.19), as of course it should, because of the property of the step-function 
(O(x)) 2  = 0(x). We can also form an energy equation (although this is not done 
here). The only difference from the sharp-filtered form is the presence of H(k) 
outside the transfer term. Since it is a multiplicative symmetric function of k 
only, it will not change the result that 
f 
 co 
A T(k, t) = 0. 
5.2.2 The validity of the conditional average 
It was mentioned earlier that the presence of a smooth filter might have some 
bearing on the assumptions we normally make in the course of Two-field the-
ory. One of these assumptions concerns the conditional average. It is usually 
implemented by making two substitutions 
Uv+ 	; 
Now, in the analysis presented in the last section, such a step was simply taken 
over into the soft-filtered formalism, but we must stop to consider the implication 
of this. 
The crucial step is the substitution in the subgrid modes u 	v + 	, which 
in Two-field theory is usually compared to 
v(k) = u(ko ) + (k - ko).Vku(k)kk 0  + 0( 2 ) 	 ( 5.20) 
and () is neglected as 0(i 2 ), where 77 parameterizes the bandwidth of the 
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subgrid modes. But, in a formalism where the subgrid modes are defined by 
a soft filter, this would break down, since the u+  would in that case extend 
throughout k-space from k = 0 to k = k0 . We therefore need to be a bit more 
careful, and in fact may need to introduce some other assumption in order to 
proceed. 
What is proposed here is only to consider the situation that arises when the soft 
filter function H(k) is such that it can be written as a small correction to the 
sharp filter, thus 
H(k) = 0(k 1 - k) + 'I'(k1 - k). 	 (5.21) 
Bearing in mind, then, equation ( 5.5), we see that when it comes to expanding the 
subgrid velocity about k = k0 , we must also expand the subgrid filter, 1 - H(k), 
about the same point. Figure 5.1 plots a representation of a "near1y-shar" filter 
(for the purposes of illustration in this case defined as exp(—(k/k 1 ) 10 )--a form 
similar to one considered by Borue and Orszag [53]), together with the sharp 
filter and the corresponding correction which was called W(k) above. 
It can easily be seen that in the region of low k, where we are far from the point 
of expansion, k0 , and where, therefore, we would consider a Taylor approximation 
for u to be less valid, the value of W(k) is negligible. Thus, it is proposed that 
in the case where the filter-function is only a small correction to the sharp-filter, 
we can still proceed with the conditional average, because the correction terms 
arising from the u modes with k < k1 (allowed in a soft-filtered formalism, but 
which are not present at all in Two-field theory) are negligible. 
This approximation also deals with reservations we might have about the boundary-
layer and Markovian approximations which must be made in order to achieve an 
expression for the viscosity increment, ( 5.17). These approximations concern 
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Figure 5.1: Example of "nearly sharp" filtering. 
properties of the u+  modes which are only valid at higher wavenumbers (small 
scales) such as the timescale of evolution of these modes and their relative magni-
tudes. The use of a soft filter which includes modes at lower wavenumbers would 
reduce the validity of these assumptions, but the "nearly-sharp" criterion we have 
introduced will avoid this problem since it makes the weighting of u modes with 
low values of k negligible. 
5.3 Second and subsequent mode eliminations 
At this stage it is possible to proceed to a numerical calculation of the new 
effective viscosity v i = vo  + &'o , and such a result will be shown in Section 5. 
But at this stage we have not removed much of k-space and we do not necessarily 
have a fixed point viscosity corresponding to universal behaviour. To obtain this 
we must rescale our equations and iterate our procedure until we reach the fixed 
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point. 
It is at the this point in our analysis that we need to make an assumption in order 
to proceed. It was previously noted that we must have the soft filter as a small 
correction only to a sharp filter to avoid problems with the Taylor expansion. We 
will see presently that this assumption must hold for another reason. 
Having calculated a new effective viscosity we are left with equation (5.18) which 
is valid for only the resolved modes. From the allowed shape of filter, which is 
based on the constraining approximations described previously, we see that the 
resolved modes are still predominantly of lower wavenumber. We proceed, as we 
do in the sharp-filtered Two-field formalism, by dropping the minus superscripts 
from the equation (5.18) and scaling it so that k 1 -* 1, i.e. k' = k1k1 . This 
scaling also affects the filter function, and this is the aspect to which we must 
pay some attention. 
The starting point for the second cycle is equation (5.18) rescaled. All wavevector 
arguments carry primes, but these are dropped here for simplicity: 
( + vi(k)k) Uk = HkMkfd 3 nuk_j, 	 (5.22) 
We have introduced the scaled filter function H1 to distinguish its range from 11k 
(Ilk runs from k' = 0 to k' = 1/h). The decomposition at the second cycle involves 
applying Hk again, so that we will then produce a factor HkHk  for a new u 
equation (and by extension, increasing powers of H as we go through more cycles). 
However, we will proceed by assuming that, to a very good approximation, we 
can make the replacement HkHk -+ Hk. Figure 5.2 shows an illustration of both 
the original and rescaled filters, including their product HkHk and finally the 
difference HkHk - Hk. It should be apparent that the closer we are to a sharp 
filter shape, the more accurate this replacement will become. This is the extra 
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Figure 5.2: Effect of replacing HkHk -* Hk. Note that HkI-I/, is not visible because it 
lies under the curve for Hk. 




+V1(k)k2) u = HkMkfd 3iujuk_j 	 (5.23) 
(+Vl(k)k2) ut = (1— Hk)Mkfd 3iuuk_. (5.24) 
The calculation will proceed exactly analogously to the first cycle, and will pro-
duce an increment 
vi (k) = Hkfd3j (1 - H3)(1 - Hkj) 2 L(k,j)Q(Ik -ii) 
ui(j)j2+vi(lk_jl)Ik_j12 	
( 5.25) 
The procedure is obviously extended to give a general n-th cycle increment 
= 	
Hk f d 3] (1 - H3)(1 - Hk_3)2L(k,j)Q(jk - ii) 	(5.26) V. (') *2+ v(Ik -iI)Ik -jI 2 
0.4 
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One last point to note here is that because Hk is a dimensionless weighting factor, 
it will not affect the scaling of the increment or the effective viscosity, and thus 
the RG recursion relation remains unchanged. 
5.4 Soft filtering as a perturbation 
Earlier, in section 4.2, we noted that in order to preserve the validity of the 
conditional average, we ought only to be able to consider the case where the soft 
filter is "nearly sharp", in order that the u modes have negligible weighting in 
the regions where the Taylor expansion of those modes might break down. In 
light of this it would seem natural to attack the whole idea of soft-filtering in RG 
with this idea implicit from the outset. 
The reasons for doing this are two-fold: 
A conditional average, as we have seen is better defined on a sharp-filtered 
velocity field. 
A sharp filter creates a very definite band of modes which can be eliminated 
in an obvious way. 
The first of these just restates the fact that we wish to avoid makiig an ad hoc 
assumption about valid filter shapes in the middle of the analysis.',The second 
point addresses the problem that was noted in section 4.3. 
5.4.1 The modified formalism 
We begin by writing 
H(k) = 0(k) + W(k) 
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u(k) = u (°) (k) + u 1 (k), 
and we identify the sharp filtering of our velocity field as the zeroth order decom-
position, so that 
( a 	) 
at + vok 2 iLk 
-(0) 
= OkMk f d3j ttjiLk_j 	 (5.27) 
(
+ 	 = 	- Ok) Mk fd3i UjUk_j. 	 (5.28) at 





In light of these facts we can write the equation for our tr modes as follows, 
( -(0) ( + vok) Uk + 	1)) (Ok + Wk) Mk f d3j UjUk_j 	(5.30) 
which implies 
( + vok) u 	= kMk fd3i UjUk_j 	 (5.31) 
Notice that we do not decompose the nonlinear term on the RHS at this stage. 
We proceed to eliminate a definite band of modes (which is obviously defined in 
terms of the band of sharp-filtering), so that our equation for Uk  (0)  can be written 
2) -(0) 
(at 
+ v0k Uk = (Ok + ) Mk fd3j UjUk_ - (
at + vok) U IC  
We can rewrite this as 
2 	
- ( + vok ) ( 0) Uk = (Ok + k) Mk fd3j UjUk_j - kMk fd3j UjUk_j. (5.33) 
We can see that this reduces to the normal equation we would arrive at by sharp 
filtering alone, (5.27). Further, it should be noted that the only way to avoid the 
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obvious cancellation would be to expand the two separate nonlinear terms on the 
RHS differently, i.e. one in terms of the u0)  and the other in terms of the u. 
Of course, if we work in this way, we are being blatantly inconsistent, since the 
LHS involves a zeroth-order velocity only, and there will be an incompatibility in 
the order of the perturbation series in the final solution. - 
In actual fact, the constitutive relation u(k) = u( °)(k) + u (1) (k) can be used 
to show that a decomposition of uu in terms of u±  only can be reduced to one of 
only, and the cancellation on the RHS of (5.33) cannótbe avoided. Thus, 
we do not utilize the method of working outlined in this section. 
5.5 Numerical Results 
The figures in this section show the results of numerical calculations performed 
on the basis of the theoretical results given in the Sections 5.2 and 5.3. First 
of all, for interest, Figure 5.3 shows typical viscosities produced after the first 
cycle with the "nearly sharp" filter H = exp(—(k/k 1 ) 10 ), and Figure 5.4 shows 
the results when the numerical calculations are iterated to the fixed point. 
The most obvious result apparent from Figure 5.3 is that the soft-filtered results 
-filtered ones. However, it can be seen that a small are almost identical to the sharp  
down-turn is apparent near k' = 1 which reflects the shape of H(k'. The same 
comparison with the sharp-filtered results on Figure 5.4 again shows that there is 
a strong tendency for the overall form of the effective viscosity to be modulated 
by the shape of the filter function. It will be recalled that the imposition of a 
"nearly-sharp" criterion was necessary in order to proceed, so it cannot now be 
relaxed. It can also be seen that over most values of k' away from the cutoff, the 
soft-filter has made the viscosities slightly larger. This is attributed to the effect 

















Figure 5.3: The behaviour of vi ( k) for various values of ij with H(k) = exp(—(k/k 1 )'°) 
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Figure 5.4: The behaviour of v*(k) for various values of i with H(k) = 
exp(—(k/k i ) 10)(normal lines) and sharp-filtering (heavy lines). 
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soft-filtering has in introducing into the weighting for the "subgrid" scales more 
modes of lower wavenumber than were present with a sharp-filter. In other words 
a small portion of modes that were u with the sharp-filter decomposition are 
now weighted into the u under the soft-filter decomposition. 
The general undershoot at high-k compared to sharp-filtered results, and even 
more so compared to forms like the EDQNM eddy viscosity (which rises as P -4 
1), suggests that it is likely, for all but the smallest bandwidths, that the numerical 
calculation of the Kolmogorov constant is going to be too high. Results for this 
calculation are shown in Figure 5.5. Good values of c, within the generally 
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Figure 5.5: The behaviour of c versus ij with H(k) = eZj(L(k/k i )l°), and-the sharp 
filter. 
It is worth noting at this stage that the results shown for the effective viscosities 
in this section are given on the range 0 < k' < 1. This is partly for convenience, 
but by the same argument that allowed us to write HkH/, —+ Hk, we can see 
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that each time we rescale, the modes above k' = 1 (which corresponds roughly to 
the boundary between u and u+  at any cycle) are less important, and beyond 
k' = 11h are negligible. 
In order to investigate the requirement of the "nearly-sharp" criterion for filter 
shape, Figure 5.6 shows the differences in u" obtained for one particular choice 
of 77 = 0.35 which was reckoned to be good in Two-field theory. (It produces a 
good value of a and satisfies the criterion that the band should be small enough 
for a valid Taylor expansion of the u+,  yet wide enough to allow the u+  to have 
developed chaotically at the top end of the band.) Figure 5.7 shows the behaviour 
of a with r for these same filters. 
It can be seen from these figures that when we increasingly "soften" the sharp 
filter, the effect is in general to produce an increase in the effective viscosity over 
most of the resolved scale, except for a characteristic dip at the highest-k end. 
There are clearly two factors at work here. Firstly, the presence of filtering within 
the integrand, which is also over a larger range, gives a larger contribution for 
each velocity mode than is the case in Two-field theory. Secondly, the presence 
of a filtering factor outside the integrand further weights the results differently 
to the sharp-filtered case (see equation 5.26). 
That we can actually separate these two factors is not obvious from the results for 
converged effective viscosities, because in that case there is a dependence within 
the integrand upon the viscosity of the previous iteration, which itself is subject 
to both effects. However, on closer examination of the results of the first cycle 
(Figure 5.3) one can separate the effects, since the viscosity appearing in the 
integrand there is simply v0 , which is has no implicit effect of the filtering; the 
effect of the Hk appearing outside the integrand can simply be divided out. 
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Figure 5.6: The behaviour of u*(k) with sharpness of filter for i = 0.35. 
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Figure 5.8: 16 3  LES energy spectrum for v*(k) with 77 = 0.35 and H(k) = 
exp(—(k/k i )'°). 
5.5.1 Performance of viscosity in LES 
Although a priori results of the filtering procedure combined with RG have not 
increased the eddy viscosities near the cutoff compared to the Two-field theory 
results alone, and thus may be considered no improvement, there remains the test 
of the behaviour in a Large Eddy Simulation. Taking the converged results for a 
bandwidth 71 = 0.36 and filter H(k) = exp(—(k/k 1 ) 10 ), we performed an LES at 
a resolution of 16 (with kd = 27, vo 0.01189, c = 1) with the resultant effective 
viscosity. The resulting spectrum is shown in Figure 5.8, averaged over 15 eddy 
turnover times of the fully evolved field. Also plotted is the model of Qian [54]. 
This is a semi-empirical model, based on an assumed spectrum fitted to results 
of numerical experiments, and is thus a good standard against which to compare 
our results. 
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Also shown is the result of the same produced by standard sharp-filtered RG 
techniques. It will be seen that although the effective viscosities, were different, 
they have both resulted in reasonable energy spectra. However, the up-turn at 
the highest-k end of the spectrum has not been eliminated by our sooth  filtering 
method, and may in fact be slightly worse. However, it is safe to say that from 
this a posteriori test, the result is little different from that of the Two-field theory 
model. 
5.6 Conclusions 
In this chapter we have pursued the implications for the eddy viscosity and the 
dynamics of the velocity fields, as well as the performance of the conditional 
average, by the formal introduction of a soft-filtering technique within RG and 
by testing it within an LES. 
From our theoretical treatment it is apparent that, in the case of RG, smoothly 
grading the distinction between resolved and unresolved scales at each elimination 
step does not help our formulation of the conditional average. Indeed, we are 
forced into making extra approximations which essentially restrict the range of 
filtering operations to "nearly-sharp" filters. 
The soft filter also has the problem that it does not explicitly remve any part 
of k-space, whereas, in order to pursue the RO approach and eliminte modes in 
definite bands, one needs this property. This is a further reason for assuming a 
"nearly-sharp" filter. Taken to a logical conclusion, then the filter shape which 
would best avoid the main criticisms of the validity of conditional averaging, 
Markovian approximations and mode elimination in a soft-filtering approach as 
we have formulated here, is the sharp-filter itself. 
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One other feature of our method, consistent with the need to eliminate bands 
of modes, was to use rescaling. We should note here that the alternative of 
repeated application of a soft-filter with no rescaling, however, would simply be 
a cumbersome way of "sneaking up" on a sharp-filter shape, as each power of the 
filter would bring it nearer to a step function. Thus we must rescale and discard 
modes at some point in the calculation. 
We must also consider that at any stage, with no discarding of modes, the op-
erations performed can in theory be inverted to return the full v-field: there is 
no loss of information. It is the case in most LES approaches that one filters the 
equations of motion, in a way similar to ours (but without seeking to eliminate 
small bands iteratively in an effort to control the modelling approximations), 
which in itself does not throw away information. However, one then effectively 
truncates the resolved field to fit on a chosen computational grid—equivalent to 
throwing away higher wavenumber modes—which are then modelled [55]. 
In favour of our resulting eddy viscosity, we should observe that Leslie and Quarini 
have noted [56] that filters not of the spectral cutoff type should not display the 
characteristic cusp behaviour we discussed in Section 2.3.6 and therefore there 
is some extra support for the testing we have done in this chapter, although 
the theoretical reasons we have discussed above still preclude the use of all but 
"nearly-sharp" filters. This is reasonable justification for testing the result in 
the context of LES, albeit at limited resolution, where we have seen that its 
performance is little different from our standard Two-field model. 
We conclude that the formalism presented in this chapter has neither significant 
benefit nor harm for the performance of Two-field theory in capturing the LES 
dynamics we believe to be missing in the standard treatment. We point out 
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that it may, however, be a useful tool in the context of adding similarity models 
(or other models) to RG at the LES level, since, as we will see in Chapter 7, a 
similarity model requires a non-sharp spectral filter for appreciable correlations 
of modelled stress with actual subgrid stresses. 
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A dynamic energy correction 
method applied to LES 
6.1 Introduction 
In the previous chapter, we saw how we could try to parameterize some of the 
effects of cross-term ( - u+) dynamics by substituting a smoothly graded spectral 
filter for the sharp filter in the RO treatment itself. The success of this was not 
perhaps as great as we would have liked but we noted that, with graded filters, 
one does not expect an upturn in the eddy viscosity at the cutoff [56]. 
In this chapter we present a dynamic procedure for evolving LES energy spectra 
according to some simple rules. This enables us to investigate the dynamics near 
the cutoff of the LES using the RG model, to lead to an understanding of the 
features we believe Two-field theory might be missing. We will start by briefly 
outlining the original motivation and implementation for our procedure. 
6.1.1 Definition of the correction method 
Figure 6.1 shows the result of a typical LES energy spectrum produced by RG. 
One important, but undesirable, feature of this is the up-turn at the high-k end of 
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the spectrum, which it is believed is connected with missing dynamics, especially 
near the cutoff, and due in large part to the missing uu+ in the RG treatment. 
The "operational" LES procedure we will introduce is designed to tackle this, 
with the further aim of investigating the dynamics in this region, as we believe 
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Figure 6.1: Comparison of RG-LES, DNS and truncated DNS energy spectra. 
The method was originally implemented with spectra from truncated DNS, with 
cutoff k << kd, by Alistair Young [36]. In this case the large number of missing 
and unmodelled small scales means there is insufficient dissipation and this leads 
to a marked pile-up of energy just below the cutoff. The characteristic feature of 
this is a turn in the direction of the spectrum. That is to say, the gradient of the 
logarithm of the energy becomes positive. Figure 6.1 shows such an effect after 
many time-steps of the simulation, but it is also noticeable on short timescales. It 
would thus seem a reasonable approach in formulating a correction model to locate 
the point where the log-spectrum begins to increase at each time-integration, and 
correct from there to prevent any significant buildup developing. We spend a little 
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time here in order to elucidate the nature of the method. 
It is usual when working with energy spectra to consider logarithms, and indeed 
the "upturn" we have talked about can only be identified easily in such a context, 
as we tried to indicate by our terminology in the previous paragraph. Thus we 
consider the shorthand E = in E and K; = in k. 
We also introduce the following ansatz [36] 
E(K) should decrease with increasing K;. Furthermore, the rate of 
that decrease should itself be non-increasing. 
which would appear to the eye to be a good parameterization of a "real" DNS 
spectrum. 
Mathematically, the ansatz is stated as 
dS 
	
< 0, 	 (6.1) 
d2
E :; 0. 	 (6.2) 
for all K;, and the point of the upturn, K;upturn, will be at the minimum of dE/dK; 
We do not go into more detail here about the original development of the method. 
Suffice it to say that the discrete nature of simulations, and hence the lack of per-
fectly smooth curves, introduces some practical problems in locating the upturn, 
and these must be addressed. 
In its final form for DNS implementation, the procedure involves fitting the spec-
trum with a fourth-order polynomial to produce a perfectly smooth curve, and 
inspecting the derivative of this for the local minimum with the highest value 
of k. This corresponds to the onset of the up-turn, where the gradient of the 
spectrum starts to become shallower. The spectrum is then corrected from that 
Zia 
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This amounts to a scaling assumption. 
The results produced by the technique were good, and when one considers the 
effect of the procedure as an effective viscosity (which is possible because the 
procedure changes the energy between discrete time-steps) 
v(k,t) = Es(k,t+1) - E(k,t +1) 
(6.4) - 	20SiE(k, t, 2 ) 
where Es(k, t+1) is the spectrum before correction and E(k, t+1) is the spectrum 
after, one recovers the expected cusp behaviour [36]. 
6.1.2 Motivation for the use in LES 
Although the method as used in DNS can reproduce good spectra with the ex-
pected cusp behaviour in the eddy viscosity, it it is inherently incapable of pro-
ducing a non-zero plateau for these same viscosities. This leads us to the con-
sideration that the technique may be married to some other model which has 
this feature, and the Two-field result seems particularly suitable. However, the 
behaviour induced by the subgrid model interacts with the dynamic of the LES, 
and we will discover that the correction procedure will have to be rfined to ac-
count for features in the energy spectra which occur as a result of this. This, 
though, also offers us a straightforward means to investigate the behaviour of our 
RG model in LES. Furthermore, the interpretation of our method s a scaling 
assumption allows us to look into the scaling features of our resolved modes, and 
we will also be able to correct the upturn in LES spectra, as we noted in Section 
6.1.1. 
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6.1.3 Results: original method 
We first of all present the results from applying the technique in exactly the same 
form as we described it above. The result of the procedure thus defined is shown 
in Figures 6.2 and 6.3 for two different Reynolds numbers'. The dotted lines in 
all the figures in this chapter are intended as a measure of the uncertainty in the 
averaged results (since we are dealing with averages of fluctuating quantities), 
and are defined as twice the standard deviation. They are included to illustrate 
that some forms of the correction technique are more stable than others. We 
will see that such a measure then becomes useful for determining which runs are 
"better" than others. 
We can obtain an effective viscosity increment, Si' = v(k)—v o , from this procedure 
based on the combination of the energy change due to the RG plus that due to 
the operational procedure (see equation (6.4)). This is shown for the R, = 680 
case in Figure 6.4. 
These results show that, compared to the model spectrum due to Qian, the RG 
operational method consistently undershoots at high-k. This is a symptom that 
too much energy has already been removed at scales immediately larger than 
those corresponding to the undershooting part. Clearly, when the RG model is 
used for an LES, there is some significant behaviour at values of k lower than the 
final up-turn of the spectrum. 
'Often in the captions and main text we will refer to the correction procedure as "opLES" 
(representing "operational LES") for brevity. 









Figure 6.2: Energy spectrum for RG-LES coupled with the operational correction method 
at RA= 190. 
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Figure 6.3: Energy spectrum for RG-LES coupled with the operational correction 
method. R,, = 680. 
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Figure 6.4: Viscosity increment for opLES + RG at RA = 680. 
6.2 Revised methods and results 
To investigate the behaviour in the region before the upturn, a new operational 
method was proposed which locates the minimum of the second derivative. Figure 
6.5 is a schematic illustration of what this means. The minimum of the second 
derivative corresponds to a point on the spectrum that is neither too shallow 
nor too steep compared to Qian's model. Figures 6.6 and 6.7 show the resulting 
spectrum and viscosity increment from adopting this procedure. 
Note that in this revised method, the opLES is only activated after 1000 timesteps 
(i.e. t=4) in order to avoid making gross errors of extrapolation from the initial 
energy spectrum, which is too "peaky". That is to say, we allow the unphysical 
energy spectrum, which is the initial condition, to decay away until we are dealing 
with turbulence arising from the Navier-Stokes equation. 
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Figure 6.6: RG + opLES energy spectrum for RA = 680. 
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Figure 6.7: RG + opLES viscosity increment for RA = 680. 
energy into the system than in the original method, and the spectra are on average 
a little too high and too shallow. 
To avoid this, we try, therefore, a modified procedure using a fifth-order fit to 
the spectrum, although still seeking a minimum of the second derivative. A fifth-
order curve allows one more degree of parameterization of the features of the 
original spectrum, but without introducing the ambiguity of two minima in the 
second derivative, which would complicate the location of the "upturn". This is 
illustrated schematically in Figure 6.8. 
The results for the application of this procedure are shown in Figures 6.9 and 
6.10. 
These results provide a good fit with the semi-empirical model spectrum of Qian, 
and imply that a fifth-order fitting method is more accurately reflecting the sig-
nificant features of the spectrum produced by an RG-LES. 
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Figure 6.9: 5th-order opLES + RG energy spectrum with R.,, = 680. 
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Figure 6.10: 5th-order opLES + RG viscosity increment with RA = 680. 
One particular concern, however, is the size of the uncertainty bounds on the 
averaged spectra. An inspection of the behaviour of total energy shows that 
there are indeed anomalous times when the energy suddenly increases by a larger 
amount than normal. These correspond exactly to times when the correction is 
happening at too low a value of k. This can be seen on Figure 6.11. 
One way of tackling this is to average the spectra again, discarding those as-
sociated with anomalous points, defined to lie outside our uncertainty bounds. 
Figure 6.12 shows the good results produced by applying two such re-averaging 
steps. 
However, we would like to be able to eliminate the anomalous behaviour from 
the beginning—preventing the problem from arising at all. 
The first method attempted in an effort to deal with this, was to prohibit the 
opLES from choosing its correction point in certain "critical" places. Since the 
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Figure 6.12: 5th-order opLES + RG twice-averaged energy spectrum with R), = 680. 
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anomalous points appear to be caused by correction from the lowest values of 
k, the prohibited zone was thus chosen to be at the lowest-k region, starting at 
k = 1, and with various subtle changes in the end point. If opLES wanted to pick 
a point in that zone, it was not allowed to use that point. Instead it was forced 
to use the end-point of the excluded zone, where the spectrum still ought not to 
be too shallow. Consequently, one would not expect such a large rise in energy. 
Figures 6.13 and 6.14 show two examples. 
Figure 6.13 shows a particularly unsuccessful run, and is unfortunately repre-
sentative of most that were tried. Figure 6.14 is probably the best such result. 
Clearly there is a complicated interaction between the redistribution of energy 
due to RG and that implicit in the opLES procedure. It was decided to investigate 
this further, and we shall return to this later. 
A still further refinement of the opLES was proposed to try and reduce the anoma-
lous behaviour. We choose a point lying between the minimum and maximum 
of the first derivative, i.e. a point between the shallowest and the steepest part 
of the spectrum, but now not necessarily coincident with the minimum of the 
second derivative. 
To enable this to be straightforwardly determined, we returned to the fourth 
order fit for the energy. Figure 6.15 shows the resulting average spectrum for 
choosing the exact mid-point between the shallowest and steepest parts 
Other points than the exact mid-point were tried, but none produced any im-
provement in the spectrum or the error bounds. It thus remains that Figures 
6.9 and 6.12 are the best results. We recall that this corresponds to selecting a 
fifth-order fit for the log energy spectrum, and correcting by linear continuation 
from the point where the second derivative has a minimum. 
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Figure 6.14: Energy spectrum with opLES exclusion zone [1, k/6]. RA = 680. 








Figure 6.15: opLES with RG, correcting from midway between shallowest and steepest 
parts of spectrum. R), = 680. 
Our efforts to improve the errors in this opLES procedure by the "exclusion 
zone" method did exhibit one interesting feature however, which we decided to 
investigate further. The run performed with the exclusion set from 1 to k/6 
managed to "lock on" to correcting from the same point, namely k/6 (although 
in that case it was only as a consequence of the definition of the procedure, which 
is why we hesitate to count it as an improved procedure in itself). This indicates 
that correcting from the same point is always forcing the calculated correction 
point into the excluded zone. Exclusion zones of other sizes however did not 
exhibit quite the same degree of stability. 
In light of this result, we chose to investigate the effect of prescribing the correc-
tion point to remain fixed. Figures 6.16 and 6.17 show the effect of choosing this 
point to be k/6 and k/5 respectively. 
It is interesting to see that both of these graphs are probably the best yet, k/6 
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Figure 6.16: opLES with RG, always correcting from k/6. R,, = 680. 
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Figure 6.17: opLES with RG, always correcting from k/5. RA = 680. 
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being a marginally better choice over more of k. Figure 6.18 shows the effective 
viscosity thus produced, which we can take almost as prescribing some sort of 
"Ideal" eddy viscosity, due to the excellent agreement between our energy spec-
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Figure 6.18: opLES with RG eddy viscosity, always correcting from k/6. R), = 680. 
This particular run was repeated twice: once at a higher Reynolds number, once 
at a lower Re, and the results (not shown) remained equally good. 
Clearly, as we have remarked before, there is a complex interplay between en-
ergy redistribution due to the RG eddy viscosity and that implicit in the opLES 
procedure. At most, we can say that around the region of k/6 to k/5 there is 
some sort of balance between the two such that resulting spectrum is in good 
agreement with the expected value. 
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6.3 Review 
The original method of opLES was designed to correct the up-turn near k in the 
energy spectrum. A typical spectrum, in log-space, should be linearly decreasing 
so that the upturn can be characterized by some point where the gradient becomes 
zero first of all, then positive. OpLES determines the onset of upturn behaviour 
by parameterizing the spectrum with a fourth-order polynomial and locating the 
minimum of the first derivative. This is the point where the negative slope begins 
to "shallow out" towards zero. The upturn is corrected by linear extrapolation 
from that point. This amounts to enforcing a scaling assumption in the energy 
of the modes at that point and beyond. 
The method works well when applied to a notional LES which is just a truncated 
DNS. i.e. there is no subgrid modelling, but when used in conjunction with our 
eddy viscosity subgrid model produced by RG, the opLES gives poorer agreement 
with the Kolmogorov spectrum. The specific problem is that at the determined 
correction point, the slope is already decreasing too steeply. 
To investigate this, a new correction method looks for the minimum of the second 
derivative. Geometrically, this corresponds to a transition between the part of 
the spectrum which is shallower than ideal and the part which is decreasing too 
much. The result of this is to put more energy in the system on average than the 
original method. This is a symptom of correcting thsjiectiüth tod dow-down, 
when the gradient is too shallow. We conclude that the method is not locating 
the transition properly. 
A modified procedure is proposed which parameterizes the spectrum by a fifth 
order polynomial. This will allow us to capture one extra feature in the deviation 
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from the "ideal" linear spectrum which the RG eddy viscosity introduces. We 
still seek a minimum of the second derivative. The results of this provide good 
agreement with the expected spectrum, on average, but it is a concern that the 
uncertainty bounds on the results are not small. We would like a way to improve 
them. 
The size of uncertainty bounds is a sign that occasionally the interaction of energy 
transfer due to RG eddy viscosity and opLES (which itself could be considered 
some kind of dynamic model) is complicated. OpLES changes energy in some 
way which is different at each time step, and this is then subject to the dynamics 
of the NSE: the nonlinear transfer and the dissipation due to eddy viscosity. This 
affects the spectrum in such a way that the next time it is corrected, it is not 
necessarily exactly the same as the time before. 
Inspection of the total energy curve, in connection with the curve of the correction 
point vs. time, shows that the anomalous points, which act to increase the error 
bounds, occur when the spectrum correction is too low in k-space. Although a 
minimum of the 2nd derivative is found, it is then in the context of a spectrum that 
does not have significantly steep behaviour anywhere, and this further influences 
the location of the correction point. The anomalous data can be removed by 
discarding points outside the error bounds and averaging again. This produces 
very good results. However, we would like a procedure in the opLES which 
actually prevents anomalous behaviour. 
This was investigated by excluding the correction point from the low-k end. In 
the cases that it ought to be chosen there, it is actually moved to the point at 
the end of that zone. It was not clear how far the energy input at k=1 affected 
the spectrum, so various sized zones were tried. 
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Although none offered much improvement, interesting behaviour was noted in 
the case where the zone was 0 < k < k/6. The correction point then was always 
determined to be within the zone, and consequently was forced to always lie 
at k/6 by the definition of the procedure. A further investigation of this was 
made by simply fixing the correction point at k/6. The resulting spectrum and 
uncertainty bounds were in good agreement with Qian's model. Tests at higher 
and lower Re also confirmed this. 
6.4 Conclusions 
In examining the results of the later tests, we see that there must be, in the low-k 
region, a balance between the energy redistribution due to the opLES, that due 
to the nonlinear interactions in the fluid, the energy input at k = 1, and the 
dissipation due to the eddy viscosity, This is useful information to have for the 
behaviour of our RG as a subgrid model. 
The fact that anomalous data points exist in the earlier tests, indicates that there 
must be some role played by reverse transfer of energy. The effect of opLES at one 
step is to fix to a good spectrum, but energy can move back from this corrected 
part, thus causing a small rise in energy in modes immediately below (which 
manifests itself as a shallowing of that particular part of the spectrum). The net 
result for the next time-step is for the procedure to pick a point further back 
in k-space, and thus fix the spectrum to be too high overall. This is is just the 
situation that occurs when we have anomalous points. (Note that the "reverse 
transfer" postulated here occurs in any LES, but the opLES gives us a signal of 
its occurrence.) 
Another aspect in the procedure is the accuracy involved in polynomial fits to 
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spectra. These can capture more detail in the shape of the spectrum with increas-
ing order, but at the expense of introducing more local features in the smoothed 
curve, such as plateaus, or regions of too-steep or too-shallow gradient, which 
would probably increase the likelihood of anomalous points. The discretization 
involved in the LES also will play a part, as one must always fix a correction 
point, calculated from a continuous function, to the nearest grid point. The re-
sources were not available to work on a finer grid, however, but this is one aspect 
that could be examined in future work. 
It may also be the case that looking for a minimum of any derivative is not the 
best means of locating the correction point. However, a test of a procedure which 
simply chose various points, although still constrained between the minimum and 
maximum in the 1st derivative, yielded no better results. There would not seem 
to be any other currently justifiable means of choosing the correction point. 
Finally, we should conclude with a comment on the nature of this procedure. 
As we have remarked earlier, the linear (in log-space terms) extrapolation of the 
energy spectrum from some correction point amounts to a similarity assumption. 
The fact that this point is chosen depending on the behaviour of the spectrum 
at any time-step makes this a dynamic procedure also. In effect, we adjust the 
amplitudes, but not the phases, of modes below a certain point to be scale-similar 
with the modes at that point. The fact that the eddy viscosities produced in this 
way have the "correct" shape is encouraging—the procedure must be dissipating 
energy in the right way. Furthermore, that the correction point actually does 
move means we are also detecting forward and reverse transfer of energy, imply-
ing that the RG model itself is not suppressing the normal physical processes. 
Our results would seem to suggest that such processes, probably due to uu+ 
interactions, can be important in high wavenumbers down to even k/6. 
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In addition to these facts, we have also been able to recover a non-zero plateau 
for our eddy viscosities produced by this method. As we'remarked in Section 
6.1.2, this is one of the desirable features which could not be produced by an 
opLES using a DNS which had simply been truncated. That we have obtained 
this behaviour may be seen as a measure of some success for our method. 
Chapter 7 
The application of similarity 
models with RG 
We have already seen in the previous chapters that the evidence of our LES results 
and the lack of a cusp in our eddy viscosity may be taken as an indication that 
RG by the Two-field theory is missing some of the local dynamics near the cutoff 
when used in a spectral simulation. We have also investigated two particular 
ways of dealing with this. Firstly, with theoretical means, by introducing a non-
sharp filter in order to allow some of the cross-terms, by the old definition, to 
become parameterized within subgrid-subgrid terms using an extra weighting 
factor. Secondly, in the context of a simulation, by using scaling properties to 
dynamically adjust some of the velocity modes in the system. 
In this chapter we consider accounting for the cross terms with the idea of sim-
ilarity modelling. This study involves looking at the problem on a numerical 
level with the view to taking account of the dynamics within the context of LES. 
We thus perform a priori tests on DNS velocity fields in order to investigate the 
performance we might expect when an RG model is used with a similarity as-
sumption to form a mixed model, and under which circumstances this may work 
best. 
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7.1 A priori analyses of DNS data 
We know from the results of the LES that RG modelling works quite well in an 
a posteriori setting but that, near the cutoff, the energy spectrum exhibits an 
upturn which does not correspond with that which is expected from DNS. We 
think this is connected to the way the cross term uii (in a shorthand notation 
we have used before) is treated in the RG procedure. In our own RG method, 
the conditional average is an important feature, and it is used to eliminate this 
term. However, in the RG theory of Zhou and Vahala [29] there is no condi-
tional average and the cross term is retained, thus contributing to the effective 
viscosity on second and subsequent iterations. Perhaps more importantly, this 
term introduces a triple nonlinearity uicu which breaks form invariance at the 
	
second iteration. Zhou and Vahala have, though, noted that such triple terms 	- 
are important for local interactions near '-the cutoff: by considering :the -effect of 
the triple term on the transfer of energy and representing this as an additional 
eddy viscosity, they reproduce cusp behaviour near the cutoff, which is also seen 
in, e.g. the eddy damped quasi-normal Markovian (EDQNM) eddy viscosity. 
In the RG analysis, one separates the velocity field into resolved and subgrid 
modes (using in our case a sharp filter) 
UkUk+Uk. 
where the shorthand Uk = u(k, t). Sometimes we will drop the wavevector sub-
scripts for simplicity. Applying this decomposition to the nonliner term in the 
NSE (ukuk_) creates 4 terms, which we shall call partitions. 
UU = UU + UU + UU + UU 
The middle terms are both of a mixed form, so we can consider them together as 
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a generic uu . 
The purpose of our investigation is to consider the relative importance of the 
two partitions containing u+ terms used in our RG approach. We will look at 
correlations with the subgrid stress of each. This is a natural extension of the 
work of Young [36], who considered the importance of the partitions with regard 
to the full nonlinear term only, but not the subgrid stress. We note that it is not 
possible to study the full RG process of shell elimination from DNS data since we 
do not have the ability to perform conditional averages. Such an operation would 
require a very large database indeed, in order that one can select large enough 
subensembles for each shell elimination. Therefore we make the more pragmatic 
study of partitioning at the single shell level of elimination. 
The reasonable performance of mixed modelling for the subgrid stress has been 
noted in the literature ([18] provides a good overview). Such models usually 
incorporate similarity modelling [19, 20] and a Smagorinsky-type eddy viscosity. 
There is even the possibility of dynamically adjusting the coefficients of such 
modelling during a simulation, using extra filtering of the LES data and algebraic 
relations between this data and the supposed missing data [57, 58, 59]. This 
motivates our investigation of improving the performance of our RO modelling 
by adding a similarity model to it. Due to the conditional average allowing neglect 
of the uu+ term, as discussed in the introduction of this chapter, we represent 
the RG modelling as predominantly of the uu partition. 
We firstly perform tests on the RG partitions alone, and the similarity model 
alone. This will allow us then to judge how the success or otherwise of the mixed 
model, which is the sum of both, is due to the two constituents. We will also 
investigate the extent to which the similarity part of the model is influenced by 
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the type of filtering imposed at both the LES level (i.e. the LES filter, which 
separates resolved from subgrid scales) and the level imposed by the similarity 
model. 
7.2 Results at low-Re 
The results presented here are those obtained by analysis of a 64 3  spectral DNS 
velocity field of isotropic turbulence, forced only in the lowest mode to achieve 
stationarity. The microscale Reynolds number is Re A = 70 and the maximum 
wavenumber is kma x = 30. Results at a higher Reynolds number 256 DNS are 
presented in the next section. 
7.2.1 Two-field partitions 
When we perform RG on the NSE, the goal is to eliminate the explicit dependence 
of the large scale (i.e. filtered) velocities on those of the small scales. Thus we 
seek to model the terms uu+ and  u+u+  which occur in the decomposed nonlinear 
term, leaving only a dependence on large scale velocities in the renormalized NSE. 
This is consistent with the LES philosophy of writing a reduced NSE for the 
large scale velocities in terms of themselves only, and modelling the interactions 
involving "unresolved" scales. 
Our analysis has been performed on the subgrid and modelled stresses, i.e. at 
tensor level. Correlations are generally higher than in tests at vector or scalar 
level [19], and hence will better emphasize any interesting effects. We have looked 
at the 1-2 component, but the results hold for any component due to isotropy. 
We have chosen a range of cutoff values, k, using a spectrally sharp filter, as in 
the RC analysis, to define the point between resolved and unresolved scales, and 
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studied the correlations between the exact subgrid stress (SGS) 
= (uu - 
and the two partitions introduced by RG 
uu 	and 	u+u+ 
The correlation function between two different fields a and b of zero mean has 
been defined: 
R(a, b; k) -- 
	
( a(k)b(—k)) 
 (Ia(k)2)112(Ib(k)12)h/2 	 (7.1) 
To clarify what is actually being calculated, we note that the partitioned nonlinear 
term is defined in wavenumber space for RG. In real space the stress definition 
involves a multiplication of velocities: 
u(x,t)u(x,t). 
In wavenumber space the product becomes a convolution, so the shorthand we 
use, which looks like a product, must be thought of as suppressing the integral 
sign and the wavenumber arguments 
UU 	 Id 3j Ui Uk-j - 
Also note that this does not include the factor M(k). 
Figures 7.1 and 7.2 present the results for the correlations of r12 with the uu+ 
and the uu respectively. While it is difficult to deduce anything concrete at 
such low Reynolds numbers, we can observe some general trends. The most 
important of these is the significance of the uu just below the cutoff k, for 
any value of k. Complementing this, we observe that the u+u  interactions in 
this region are unimportant, but that they have increased significance near to the 
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Figure 7.1: Correlations of u- u with subgrid stress for varying LES cutoff: 
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Figure 7.2: Correlations of uu  with subgrid stress for varying LES cutoff. 
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origin. This can be attributed to the separation of scale from the subgrid region. 
As the cutoff is lowered, these interactions become more important. This can be 
understood by noticing that in such a case there are naturally more modes then 
defined as subgrid. Taken together, these results lend support to the idea that 
the interactions across the cutoff are local as they are dominated by the uu+ 
term, and that the u+u+ interactions contribute more in the separated scales. 
7.2.2 Similarity model 
The original rationale behind the introduction of the similarity model was that 
the smallest of the resolved scales in turbulence should be similar to the largest of 
the unresolved scales: hence the name. The form of the model first introduced by 
Bardina et. al. [19] is derived by expanding the full subgrid stress and substitut-
ing in an expression for filtered subgrid scale velocities. The same filter is applied 
twice. The similarity model we use here was first introduced by Liu et.al. [20], 
based on the observation that stresses at different levels of filtering are similar. 
It is basically an analogue of the subgrid stress r, but replacing all unfiltered 
velocities in the definition with filtered ones, and redefining the characteristic 
scale of the secondary filter at ksim (k sjm < k c ), which is denoted by an overbar: 
sim 	- - - - 
Ta = Ua U - 	 ( 7.2) 
Thus, in effect, the similarity model decomposes again the resolved modes into 
hypothetical resolved and unresolved parts, and calculates a subgrid stress for 
this theoretical decomposition. It can be identified with the so-called "resolved 
turbulent stress" of Germano [51] where our "bar" filter is the "test" filter. Figure 
7.3 illustrates the relationship of the cutoffs to the maximum wavenumber known 
to the LES, kmax , marking the "-" filtered region and the bar-filtered region. 
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k 
Figure 7.3: Illustration of the relationship between LES and similarity cutoffs. 
The analysis is again at the tensor-level and we have chosen both a range of LES 
cutoffs /c and for each case a range of secondary filter widths at k Figures 7.4 - 	- 
and 7.5 present the results for two choices of Ice . - 	 - 
It is clear that overall the results are distinctly low (except perhaps at low k, 
where statistical convergence of the results is questionable). This is due to the 
use of a spectrally sharp filter, and it has been noted in the literature before (e.g. 
[18]). In light of this, we have considered the issue of "softening" the filter, at 
either the LES cutoff or the similarity cutoff. The discussion of this is deferred 
to Section 7.2.4 
7.2.3 Mixed model 
We have repeated the analysis of the previous section for a mixed model involving 
the sum of the RG-like uu term and the similarity model. 
Figures 7.6 and 7.7 present the results for two such cases, analogous to those 
studied in the previous section. We can see that the correlations are no higher 
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Figure 7.4: Correlations of similarity model, rsim,  with subgrid stress for k = 16 and 
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Figure 7.5: Correlations of r3tm with subgrid stress for k = 20 and varying similarity 
cutoff ksim . 
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Figure 7.6: Correlations of similarity model, rsim, plus RG 	term with subgrid 
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Figure 7.7: Correlations of subgrid stress with rsim  plus RG u+u+  term, for k = 20 
and varying similarity cutoff k s im . 
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than before. However, we cannot draw many conclusions from these results. The 
relatively small grid size (and low Reynolds number) means there is little room for 
variation in the choice of our two cutoffs. We have seen that the is better for 
low values of k, but in that case, there would be little room for choosing a value 
of ksim  which contains enough data points to even out the statistical fluctuations. 
7.2.4 Similarity and mixed models with non-sharp cutoffs 
In the previous two sections we saw that the similarity model does not perform 
well for the sharp cutoff filter. Thus we have investigated the effect of "softening" 
the filter, at either the LES cutoff or the similarity cutoff, to take the form 
exp(—(k/k 1 )P1), with f denoting "sim" or "c": serving to identify the cutoff k 
or ksjm . For large values of Pf,  this will closely approximate the spectrally sharp 
filter (although it will still avoid the discontinuity inherent in the definition of 
the sharp filter). A value of pj = 2 corresponds to a Gaussian filter, as is often 
used in real space simulations (e.g. [34]). 
Figures 7.8, 7.9 and 7.10 show the effect of the shape of the similarity filtering 
for different choices of the shape of the LES filter. To make this investigation 
depend on the effect of filter type only, in all cases the two cutoffs have been held 
fixed at values of k = 20 and ksim = 10. 
We note that when the LES filter is sharp, there is generally poor correlation no 
matter what type of filter is used at the similarity level, although the softer filters 
may be slightly better at the origin. However, introducing even the most "nearly -
sharp" (Pc = 30) of the soft filters at the LES cutoff improves the correlations of 
the similarity model near to the cutoff. The region of high correlations extends 
further back the more the primary LES filter is softened. We observe that the 
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Figure 7.8: Correlations of SGS with sim,  sharp filtered at k and varying Psim, for 
= 20 and ksim = 10 
V 
-.' 






0.10 	 1.00 
k/ks 
Figure 7.9: Correlations of SGS with ySZm,  filtered with Pc = 30 and varying p m , for 
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Figure 7.10: Correlations of SGS with r81m , filtered with p = 5 and varying 	for 
k = 20 and k s im = 10 
best correlations of all for an give pair of filter shpeappe to dcurwhèn 
both are the same shape. The reason for this,though, is not clear. 
Before investigating the effect of the filter shapes on the mixed modelling, we 
should be careful to take account of the filter shape at the LES cutoff on the uu 
partition. We might expect that when Pc = 30 there would be little difference, 
although a softer filter will introduce modes from a wider range of k values into 
the definition and could therefore change the correlations. 
Figure 7.11 shows the correlations Of the uTTu partition with the subgrid stress 
for varying Pc  Notice that for Pc = 30 the behaviour is the same as for the sharp 
filter. We therefore study the correlations of the mixed model with a Pc = 30 
filter at the LES cutoff /v and various values of Psim  at the similarity cutoff, as 
this combination improves the similarity modelling without changing the uu 
contribution. The result is shown in Figure 7.12. 
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Figure 7.11: Correlations of SGS with RG 	filtered with various Pc. k = 20. 
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Figure 7.12: Correlations of SGS with RG uu plus similarity, filtered with p = 30 at 
k. k = 20, ksim = 10. 
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Little difference can be seen between Figure 7.12 and the results with the similar-
ity model alone (see Figure 7.9), but of course it is an improvement over the u+u+ 
modelling alone for this value of the LES cutoff; especially near to the cutoff, but 
not as k -+ 0. This result is unquestionably due to the low Reynolds number. 
We expect from our results of each term separately, that the RG plus similarity 
modelling will usually be an improvement over the RG u+u  alone, but will only 
improve the similarity results in those regions where the u+u+ correlates with the 
SGS better than the similarity model. Referring back to Figure 7.2, we see this 
might only occur for sufficiently low k. We therefore need to extend our analysis 
to velocity data at higher Reynolds numbers. (However, we must also bear in 
mind the effect of averaging involved in correlating data. This means we cannot 
necessarily expect the correlations of the mixed model to be necessarily as good 
as the best single model. 
7.3 Results at high-Re 
We have repeated the previous analyses using an isotropic velocity field from a 
256 DNS, where the Taylor microscale Reynolds number is R A = 190 and the 
maximum wavenumber is kmax = 120. We have looked at correlations of the two 
subgrid RG partitions with the subgrid stress tensor, the similarity model with 
the SGS tensor and the mixed model which is the sum of both. 
Figures 7.13 and 7.14 show the correlations of those two RG partitions which 
contain subgrid modes with the full subgrid stress tensor. We have focussed on 
the 1-2 component, but the results are the same for other components. 
We note that the results display the same trends as those we presented for the 
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Figure 7.14: Correlations of u+u  with subgrid stress for varying k. RA = 190. 
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term is more important for the subgrid modelling as we move down away from 
the cutoff as a result of increasing scale separation. The uu+  term is more 
important for the local mode interactions near the LES cutoff. 
Figures 7.15 and 7.16 show the results of correlating the: !imilarity model alone 
with the subgrid stress. As with the lower Reynolds number results, we can see 
that the correlations are rather low, independent of wavenumber. The fact that 
the correlation is still poor, even at this significantly higher Reynolds number, 
indicates all the more strongly that it is the spectrally sharp filter that causes 
the low correlation rather than a Reynolds number dependent effect. 
Since the results so far are little different from our analysis at low Reynolds num-
ber, it would seem likely that the mixed model (composed of a sum of the RG 
uu partition and the similarity model) at high-Re would also display correla-
tions like the low-Re results. 
Figures 7.17 and 7.18 present results for two typical choices of LES cutoff. Corn 
parison of these figures with the analogous low-Re results shows little difference 
between the two cases. 
7.3.1 Results with a non-sharp filter 
As in the the analysis of the lower resolution data, we have investigated, at both 
LES and similarity levels, the effect of using a filter which is not spectrally sharp, 
but rather given by the form 
k1 
Different values of pj can be chosen at the two cutoffs, which we define as Pc  and 
Psim, associated with k1 = k and kf = ksim respectively. 
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Figure 7.15: Correlations of r8 with subgrid stress for k = 48 and varying similarity 
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Figure 7.16: Correlations of Tsjm with subgrid stress for k = 64 and varying ksim . 
R = 190. 
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Figure 7.17: Correlations of Tsim plus RG 	term with subgrid stress for k, 48 
and varying similarity cutoff k s im . RA 	190. 
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Figure 7.18: Correlations Of Tsjm plus RG u+u+  term with subgrid stress for k, 	64 
and varying similarity cutoff ksim. R.\ = 190. 
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In light of the similar levels seen in the low- and high-Re model correlations with 
SGS so far, we have used the results from the low-Re study to this time choose 
fixed pairs of values of Pc  and Psim which gave reasonably high correlations at low 
Re, and allowed ksim to vary. This is a slightly different approach from that used 
in Section 7.2, where we fixed the cutoffs and varied the filter. The same trends, 
of dependence of correlations on filter shape, are seen at high-Re (although not 
shown explicitly here), and thus we now feel justified in fixing reasonable values 
of the shape, and varying the filter width, which is really of more interest. Figure 
7.19 shows the correlations of the similarity model alone with SGS, and Figure 
7.20 shows the mixed model correlated with SGS, for k = 64, Pc = 10 and 
Psim = 5 in both cases. 
We can see that the two figures are the same in their degree of correlation, except 
very near to the cutoff, where the mixed model displays a pronounced dip absent 
with the similarity model alone, which has approximately no correlation with the 
subgrid stress in the same region. This is due to the RG u+u+ partition under 
the smooth filter operation: the same behaviour for this partition was seen in 
Figure 7.11 for the low-Re case. We should also observe that the general shape 
and level of correlations for higher ks im is quite similar to the correlations of the 
uu+ term seen in Figure 7.13, which is an encouraging sign. 
Finally, we make one other comparison: the difference in correlations of the mixed 
model with SGS for different values of k c (still with smooth filtering). Figure 7.20 
showed the results when k = 64 is chosen. Figure 7.21 shows results for k = 32, 
the lowest such value used in our tests. 
Comparison with Figure 7.20 is quite instructive. One might have expected higher 
correlations with k = 32 since the RG u+u+  term is better correlated for lower 
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Figure 7.19: Correlations of r3 j with SGS, soft-filtered with Pc = 10 and Psim 	5; 








0.10 	 1.00 	 10.00 
kIk 
Figure 7.20: Correlations of Tsjm plus RG uu  with SGS. Pc = 10 and Psirn = 5; 
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Figure 7.21: Correlations of Tsjm plus RG u+u+  with SGS, Pc = 10 and p i,, 	5; 
= 32; R.\ = 190. 
k, but the similarity model is clearly better when both k and k3 are chosen at 
slightly larger values, where the RG contribution is not of the same magnitude. 
The RG partition correlates best when k = 8 (see Figure 7.14), but this choice 
of k leaves too few data points for a reliable estimate of the similarity model so 
we have no data for this. 
If we compare our results with some relevant cases from the literature, we see 
that our conclusions are in general agreement with those of related 1tudies. 
In the work of Young [36], which is important for our purposes since we use the 
same velocity data, correlations are taken of the RG partitions-with the total 
nonlinear term. This is not what we have done, but the same qualittive trends 
are seen. The uu+ term is more important below k, and u+n+ Is generally 
always low, except in the limit k —p 0. 	 I 
Gong, Chen and He [60] have looked at a spectral decomposition into the same 
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partitions, albeit at the energy transfer level, and much lower Reynolds number 
(R,, = 32). They have seen, as we have, that when the LES cutoff is low, the 
subgrid-subgrid interactions (i.e. the transfers arising from the u+u+) become 
better models for the total subgrid interactions at low values of k/k r . When 
the cutoff is at higher wavenumber, the cross term is more important, and over 
a wider range. Both these studies therefore emphasize the importance of local 
interactions near the cutoff. 
Bardina et. al. [19] only quote average correlations for the performance of their 
similarity and mixed models, and at a quite low Taylor microscale Reynolds 
number RA = 38. In their tensor-level tests they report an average of 0.80 for the 
similarity model, and 0.83 for their mixed model which uses a Smagorinsky-type 
eddy viscosity. (They use a Gaussian filter, but they do not state filter width.) 
If we use our data from Figures 18 and 19, which use "sharper" filters, and 
choose k 64 and ksim = 32, we get (disregarding data beyond k/k s = 1 which 
is unknown in LES) an average of 0.87 for both similarity and, mixed models. 
Thus our results are in good agreement with those of Bardina et. al.. The 
average correlations from experimental measurements in the far-field of a round 
jet reported by Liu et. al. [20] for their model, with which we have worked, is a 
little lower, at about 0.6, but they claim this is more realistic due to their grid 
truncation. They do report a higher correlation of between 0.7 and 0.8 when they 
do not apply it. We have not investigated this effect, but on the evidence seen 
here, we think it is reasonable to expect our correlations would behave in the 
same way. 
Similar investigations for flows with mean shear, such as those reported by Vre-
man et. al. [45] for the mixing layer (at vector level), indicate even higher levels 
of average correlation for the similarity model. 
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7.4 Conclusions 
This work has looked at the correlations of various subgrid "models" with actual 
subgrid stresses at tensor level, using instantaneous velocity fields from DNS. 
Within the constraint of the data available, we have investigated the effects of 
Reynolds number, the choice of cutoffs (one in the case of the RO partitions, two 
in the case of a similarity or mixed model), and the type of filtering employed. 
The general trends we have observed can be summarized as follows: 
The RG uu partition correlates better with SGS as the cutoff is decreased. 
This is true at both low and high-Re, but in the latter case the data is more 
reliable due to the larger number of data points. 
With the spectrally sharp filter, the similarity model displays low correla
tions everywhere regardless of Reynolds number. 	- 
With the sharp filter, the mixed model we have studied is generally not well 
correlated with SGS, regardless of Re, with the possible exception of the 
high-Re case and k sufficiently low. (e.g. k = 32). This is attributed to 
point (2). 
Soft filtering around both cutoffs improves the results of the similarity 
model, but the RG u++  partition takes-on a more pronounced anti-correlation 
just below k as the filter becomes less sharp. This infiuinces the results of 
the mixed model at low values of ks im . 
As the ratio ksim/kc  is increased, the shape and level of correlations seen in 
the similarity or mixed modelling resembles quite closely those of the RG 
u- ut term alone. 
130 
Chapter 7 - The application of similarity models with RG 
6. The similarity model with soft filtering performs less well when the cutoffs 
are quite low (below about kma x /4, say), and thus so does the mixed model. 
From these points, we unfortunately cannot draw a solid conclusion whether or 
not the mixed model, of similarity plus the RG uu partition, will represent 
an improvement over either model separately in an actual LES. We note that 
the choice of cutoffs in similarity and mixed models appears from our data to 
be optimally k - km as /2 and ksim k mar/4. Also, there is a clear tendency 
for higher correlations with a slightly softer filter. We must be careful though, 
because if the filter is too soft, some of the approximations we make in the RC 
will become invalid (see Chapter 5). Then our study could not be taken as a 
valid measure of the significance of the u+u+ term in the RG theory, unless some 
modifications along the lines presented in Chapter 5 were taken into account. 
However, we should not be overly pessimistic about these results either. Even 
with our highest-resolution DNS, we still have a small inertial range, and the 
"spikiness" of some of our results at low-k is due to having few data points in 
this region, and therefore we cannot guarantee statistical convergence. 
In addition, and quite importantly, the resemblance between the similarity and 
mixed model correlations with SGS, and those of the C u+ term alone is encour-
aging evidence that the introduction of similarity modelling in an a posteriori 
setting may capture the dynamics of this term which RG neglects. Recent evi-
dence [40] even indicates that the RG eddy viscosity's primary role is a correct 
renormalization of the dissipation rate, therefore it is perhaps not surprising to 
see little extra effect of the uu term added to the similarity over the similarity 
model alone. The uu+ term is more important for local interactions and for 
phase effects, and the similarity model is able to capture these quite well. It 
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can also account for backscatter, which is in its favour since an eddy viscosity 
can only be dissipative. Also, the u+u+  term, although dominant for dissipation, 
may still contribute to phase effects in the NSE at separated scales, therefore we 
should not look unfavourably on the fact that a similarity model still includes 
some of these interactions. 
Ideally, we would like to extend the analysis to higher Reynolds numbers still 
(which would involve larger velocity fields), but this is not possible at this time. 
Furthermore the issue of averaging involved in the operation of correlating data 
means that we cannot expect the mixed model correlations at any Re to be a 
simply related to the correlations of each of its parts separately. 
In conclusion, our results, do appear to justify extension of testing to an a poste-
riori setting in the context of LES. The addition of the similarity model would 
seem to capture effects of local interactions and backscatter which an RG eddy 
viscosity cannot do, which is undoubtedly a positive step. It is possible that a 
further development of the similarity model could isolate these effects and so we 
could remove certain terms and use only those which complement the RG dissi-
pative mechanism. In any case we must remember that in the LES setting we can 
expect the actual large-scale modes of the system to dynamically adjust to the 
modelled effect of the missing small scales, and we will have a more representative 




In this thesis we have studied the Renormalization Group treatment of turbulence 
due to McComb and Watt [13]. We have been particularly concerned with the 
implementation of the resulting eddy viscosity in a numerical simulation, and the 
prospect for investigating possible means of improving our knowledge of the way 
the theory treats the actual Navier-Stokes dynamics. 
In the first chapter, we presented a brief overview of turbulence, and discussed 
other theoretical approaches to the turbulence problem, to set RG in its historical 
context. 
In Chapter 2, we focussed on the Renormalization Group theories, introducing 
two main approaches, one due to Forster, Nelson and Stephn [15], and the other 
the Two-field theory of McComb and Watt, in which we ae particularly inter-
ested. We briefly appraised other RG approaches. We emphasized the importance 
of the conditional average which is an important ingredfent of Two-field theory, 
and ought to be a feature of any statistical turbulence thecry, but is often not. 
Finally we presented results of the theory in the form of edd' viscosities and the 
Kolmogorov constant for different bandwidths. We further discussed some of the 
latest developments (which do not affect the work presented here), and outlined 
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the areas of investigation for this thesis. 
Chapter 3 was concerned with extending the idea of a conditional average into 
Forster, Nelson and Stephen's RG theory, which did not use it: an omission 
which has been criticized by Eyink [22]. We showed how the conditional averaging 
formalism can address that criticism, as it has also successfully addressed a similar 
criticism in Two-field theory [13]. We confirm that the original result of Forster, 
Nelson and Stephen is unchanged to second-order in perturbation theory by the 
introduction of a conditional average. This agrees with Eyink's result, using a so-
called "exact" RG method (based on a path-integral representation of probability 
generating functionals which avoids the averaging problem), that FNS are correct 
to second order. Our approach contrasts with his substantially more complex one, 
while still dealing with the issue of determinism in the NSE. 
In Chapter 4 we looked specifically at large eddy simulations using the Two-field 
model, achieving a Taylor microscale Reynolds number of the order of 500 for the 
highest-resolution simulations. This is the first a posteriori test of the theory, 
and as such is an important study of the effects of the model when actually used 
in simulations. It is known that many models can behave better in this setting 
than in a priori tests, since the large scales of the flow can actually adjust to 
the effect of the model being used [34]. We see that our model performs well, 
although a small upturn in the energy near the cutoff is observed. 
Now, having seen the RG-theoretical method, in Chapter 2, knowing the steps it 
takes, the eddy viscosities produced in comparison to other theories, and seeing 
the a posteriori results in Chapter 4, we are in a position to further investigate 
certain aspects of interest in our theory. The particular point of concern for the 
later chapters of this thesis was the effect of the uu  "cross" term on the LES 
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dynamics, and possible ways of dealing with it. We should note that recent work 
[40] suggests that the uu term is unimportant for dissipation (meaning that 
the eddy viscosity must be broadly correct), but its effect on the dynamics is not 
accounted for. 
In Chapter 5 we looked at a treatment of the uu dynamics in a theoretical way. 
By rederiving our RG theory with a graded rather than sharp spectral filter, we 
redefine some of the old uu± as .part of the "new" u+u+ which is-more amenable 
to Two-field treatment. We looked at the assumptions necessary to get this to 
work, and some of the resulting eddy viscosities. A trial LES with these as a 
subgrid model showed little change from the standard Two-field result, although 
the use of a smoothly graded filter in the theoretical context may mean that our 
eddy viscosities correspond more closely to a supposed "ideal" form than they do 
with a sharp filter [56]. - - 
In Chapter 6 we presented a new dynamic numerical technique for LES, first 
implemented by Young [36]. We used it for the first time in conjunction with the 
Two-field eddy viscosity. As suggested by Young, this is a natural further devel-
opment of the work, but it is useful for our purposes as an additional means to 
investigate some of the behaviour of the dynamics of the LES system in response 
to the presence of our model. We can study these effects by producing hypo-
thetical eddy viscosities (representing the effect of the dynamic energy correction 
method), and we do achieve a characteristic rise in the eddy viscosity near to the 
cutoff. 
Finally, in Chapter 7 we have looked at the zru+ issue in one more form, this time 
with the aim of using another model to compensate for it. We have performed 
a priori tests on DNS velocity fields to ascertain which of the terms produced 
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by the RO decomposition may be more important for subgrid interactions. We 
have also looked at the performance of a similarity model [20] and a hypothetical 
mixed model which is a sum of a similarity part and a u+u+ term, which is the 
important term in RG for renormalizing the dissipation rate. We show that one 
needs to use a graded (i.e. non-sharp) filter for the similarity model to display 
any correlation with the subgrid stress. When one accepts that, the mixed model 
displays correlations which we may reasonably suppose will account for the fact 
that RG alone misses uu+ interactions. It may be possible in certain circum-
stances (such as when the filter is nearly sharp) to account for the implications 
this has for the RO theory itself using the work of Chapter 5. 
To sum up, in this work we have looked in various ways at the issue of the effect 
of the uu  term on the Navier-Stokes dynamics—recent results [40] suggest it 
is unimportant for dissipation but its effect in the renormalized NSE is unknown. 
The investigations have been both theoretical and numerical, and have looked 
at the locality or otherwise of the term's potential effect and the possibility of 
dealing with it by using additional similarity-type modelling. Our results have 
been encouraging since they have confirmed that additional modelling appears to 
be a reasonable solution in an a priori setting. 
8.1 Future work 
Of the work of the thesis, at this time it appears that numerical methods are 
very much a rich potential source of new investigations related to our theory, es-
pecially since reference [40] shows that we probably have the correct renormalized 
dissipation rate. 
The dynamic energy correction technique of Chapter 6 has many interesting pos 
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sibilities for development, with or without the additional eddy viscosity modelling 
we have adopted. Apart from the derivation of exotic new rules for the correction, 
which cannot be foreseen (although the present relative simplicity is an appeal-
ing feature), it has been suggested [61] that the technique could be adapted to 
include memory effects: an explicit or dynamically adjusted relaxation time be-
tween corrections, in order to smooth out some of the erratic behaviour that was 
observed with the present correction rules. 
In light of the reasonable results of Chapter 7, the most obvious path for con-
tinuing study is to extend the similarity modelling plus RG into an a posteriori 
setting and perform an actual large eddy simulation. As we have remarked before 
in this thesis, in this setting the large scales have a chance to adjust to the model 
being used. There are also, however, many possible avenues in the line of a priori 
testing. With a sufficiently large database of DNS fields, one may be able to test 
the idea of the conditional average in RG more thoroughly. One may also study 
the effect of more than one shell elimination, and could conceivably factor in ad-
ditional modelling between stages of this process. These have not been possible 
at the present time. 
The possibility of introducing models other than the version of the similarity 
model we have used is also an area of potential interest. Any procedure, applied 
during LES, which somehow could mimic, or reconstruct, the u-  u+ term (and 
better still perhaps, do it dynamically), and use this information to evolve the 
large-scales in conjunction with our RC eddy viscosity, is of enormous interest. 
The inverse modelling techniques of Geurts [62, 63] or Stolz and Adams [64], or 
the fractal interpolation of Scotti and Meneveau [65], look particularly interesting 
in this regard. 
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