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Abstract—Packetized predictive control (PPC) is an ef-
fective solution to ensure the robustness of the control
system over unreliable wireless links. However, conventional
wireless transmission methods in PPC suffer from either
high wireless resource consumption or poor performance of
real-time control due to the separately design of the two
parts. To deal with the issue, we propose a communication-
control co-design approach to achieve good trade-off be-
tween real-time control performance and communication
energy efficiency. Our results demonstrate the advantages
of the communication-control co-design.
I. INTRODUCTION
Industrial automation, automatic driving and mobile
medical services are identified as of paramount im-
portance application scenarios for 5G-and-beyond [1]–
[3]. To fully support these applications, it is critical to
provide ultra high-reliable and low latency communi-
cations (URLLC) [4]–[7], with the end-to-end latency
requirement being as low as 1 ms [8] and the reliability
being more than 99.999% [9]. This will bring stringent
requirements to communication system since huge com-
munication resource might be required to secure such
extremely high technical specifications. As one of the
most effective solutions, packetized predictive control
(PPC) conducts robust control under reliable wireless link
[10]–[14]. More specifically, a predictive control packet
is transmitted from the controller to the plant, and the key
is to achieve a good trade-off between real-time control
performance and communication resource consumption.
There are two traditional methods of packet transmis-
sion that belongs PPC. One is to transmit new packet
at every time slot [15] (it is also called continuous
transmission). Continuous transmission can guarantee the
real-time performance but consume a lot of commu-
nication resources (spectrum resources and energy re-
sources). The other is to transmit new packet after the
commands in the buffer are empty [16] (it is called
intermittent transmission). Intermittent transmission can
save a lot of communication resources, but due to the use
of many cached predictive control commands, the real-
time performance is difficult to achieve. Neither of the
method can solve the real-time control performance and
communication consumption well at the same time.
In this paper, we consider the control and communica-
tion co-design system with short packet wireless commu-
nication. We discuss the relationship between the energy
efficiency and the real-time performance. In particular,
we propose a communication-control co-design method
to transmit packet at the optimal time instant to achieve
trade-off between the energy efficiency and the real-
time performance depending on the application scenarios
which can be considered as the general scenarios of
the aforementioned two methods. Our results indicate
the proposed method could achieve low communication
consumption with satisfied real-time performance.
In the rest of this paper, we provide the system model
in Section II. In Section III, we first formulate the
optimization problem, and then propose a solution to find
the optimal transmission time interval. In Section IV, we
provide simulation results to verify the effectiveness and
advantages of the proposed method. Finally, Section V
concludes this paper.
II. SYSTEM MODEL
Fig. 1. Wireless PPC Model
In a wireless PPC model provided in Fig. 1, we can
observe the working process of a control loop. First, a
sensor observes the state of the plant in real time and
generates measurements, and then sends these measure-
ments to the controller. Based on these measurements,
the controller generates a control command for the current
time slot and r 1 predicted control commands for future
time slots. These control commands (u1; u2; ::; ur) form a
predictive control packet, which is transmitted to the plant
by a controller over a wireless channel. If the reception
is successful, the current control command u1 is sent to
an actuator to drive the plant to work and the remaining
predictive control commands u2 to ur is stored in a buffer.
The above working process forms a predictive control
loop.
Fig. 2. Packet Model
Since packet *u contains control commands for r time
slots, we have presented a packet model as shown in Fig.
2. Where H is the length of each short packet header,
rP
i=1
L(i) is the length of the payload and L(i) is the length
of the control command at ith time slot. Then the length
of the short packet can be expressed as
N = H +
rX
i=1
L(i): (1)
This paper focuses on the management of packet trans-
missions from the controller to the plant, with a wireless
channel between them as shown in Fig. 1. ACK is the
feedback after each transmission. If the packet is success-
fully received by the plant, then ACK = 1 is returned
to the controller and the predictive control commands are
stored in the buffer (overwriting the previously cached
commands). If the plant fails to receive the packet, then
ACK = 0 is returned. The controller will manage the
next packet transmissions based on the returned ACK.
III. PROPOSED PACKET TRANSMISSION METHOD:
COMMUNICATION-CONTROL CO-DESIGN
In principle, predictive packet transmission in PPC
systems should focus on real-time control performance
and the communication energy consumption. On the
one hand, the real-time control performance depends on
how promptly the control commands can be successfully
transmitted and used by the actuator. For example, if the
actuator executes the first command (real-time control
command) in the predictive control packet, the system
will have good control performance. On the contrary, if
the actuator executes the last command (predicted future
control command) in the predictive control packet, the
real-time performance will not be as good as the first
case. In this paper, we will use information freshness [17],
[18] to indicate the real-time control performance. On
the other hand, the communication energy consumption
depends on the density of transmission. For example, if
the transmission is very dense (transmit at every time
slot), good real-time performance can be guaranteed,
but huge communication energy is consumed. On the
contrary, if the transmission is very sparse (transmit
after the buffer is empty), little communication energy
is consumed, but poor real-time performance may be
caused. Therefore, it is reasonable to jointly consider
Fig. 3. Transmission Time
the freshness of control commands and communication
consumption to manage packet transmission. In this paper,
we adopt a method of unifying two objective functions
to select the appropriate transmission interval, which can
achieve a trade-off between information freshness and
energy efficiency.
Next, we first formulate an optimization problem which
combines the above two factors in Section II-A, and then
find a solution to optimize the problem in section II-B.
A. Problem Formulation
We first formulate the optimization problem of energy
efficiency subject to the control system QoS constraint.
Specifically, we will minimize the energy utilization while
keep the freshness of the information at the controller.
According to the communication capacity formula for
short packets [6]
R(n; pe) = C  
r
V
n
Q 1(pe) + o(
log2n
n
)
 C  
r
V
n
Q 1(pe) +
log2n
2n
;
(2)
where
C = log2(1 + )
= log2(1 +
P0G
N0
);
(3)
V = 
2 + 
(1 + )
2 (log2e)
2; (4)
n = B  T: (5)
In (2), (3), (4), and (5), pe is the packet loss probability,
 is the signal-to-noise ratio, C is the Shannon capacity
with unit bandwidth, N0 is the power spectral density of
the additive white Gaussian noise (AWGN),G is the wire-
less channel gain (channel fading coefficient). Here, we
assume that G is known to the system. V is the channel
dispersion coefficient, n is the time-frequency resource
used in each packet and Q 1() is the inverse Gaussian
Q-function. According to [13], pe can be obtained by
pe = Q(
nC  N + log2n2p
nV
): (6)
Since a packet contains r control commands for r
time slots. Assume that the moment when the plant
successfully receives the packet is time 1, then the time
of the next transmission can be selected as time 2 to
time r + 1 as shown in Fig. 3. Choosing to start a new
transmission at time k(2  k  r + 1) means that there
are r+2 k chances to make the transmission successful.
The rationale behind is that if the transmission fails before
time r + 1, the previously cached commands can be
used to achieve satisfied control performance. Therefore,
the larger the k means less transmission times to ensure
successful transmission, and more cached commands are
used. Suppose that the system outage probability is ps,
then the following inequalities should to be satisfied [13].
pr+2 ke  ps: (7)
Denote P0 as the transmission power spectral density,
then we can get the first objective function (energy
efficiency EE [19] ) under the condition of satisfying
the system outage probability.
Max
P0
: EE = N(r+2 k)P0n ;
s:t:
pe  p
1
r+2 k
s ;
pe = Q(
nC N+ log2n2p
nV
);
C = log2(1 + );
N = H +
rP
i=1
L(i);
V =  2+
(1+)2
(log2e)
2
:
(8)
As aforementioned, the PPC system includes a current
time control command and r   1 predicted control com-
mands for the next r  1 time slots. Although the control
commands predicted by PPC are already very accurate,
there are still certain differences compared to real-time
transmission of control commands, and the longer the
predicted time, the lower the accuracy of its information.
As can be seen from Fig. 3, selecting different transmis-
sions at different times will result in different numbers
of predicted commands being used. How much of the
predicted commands been used will affect the freshness of
the information. Therefore, we use the following formula
to represent the freshness of the information when it is
transmitted at time k.
U(k) = 1 
kX
i=3
kXi 1(i  1) Xi 1(1)k2
kXi 1(i  1)k2
: (9)
In (9), Xi(j)(j  i) represents the control command
of time j acquired at time i. When i = j, it indicates that
the command was obtained in real time. The larger U(k)
is, the greater the information freshness is. From this we
can get another objective function,
Max
k
: U(k) = 1 
kX
i=3
kXi 1(i  1) Xi 1(1)k2
kXi 1(i  1)k2
:
(10)
B. Solution
1) Optimize transmit power P0 based on fixed k:
Since smaller packet-dropout probability pe means
higher reliability which must bring more energy cost, we
have pr+2 ke = ps when the object function is minimal.
Thus
p
1
r+2 k
s  Q(nC  N +
log2n
2p
nV
) = 0: (11)
According to [13], we can obtain the optimal P0 at the
fixed k.
P0(k) = (2
1
n (
p
nQ 1(p
1
r+2 k
s )log2(e)+N  12 log2(n)) 1)N0
G
:
(12)
2) Find the optimal k based on information freshness
and energy efficiency:
k affects both energy efficiency EE and information
freshness U . Since the two objective function values
are very different in magnitude, it is necessary to first
normalize the target function value between [0; 1]. We use
the object function normalization method to unify the two
objective functions.
max
k
: F (k) = EE(k) EEminEEmax EEmin   sin(2
EE(k) EEmin
EEmax EEmin )
+ U(k) UminUmax Umin   sin(2
U(k) Umin
Umax Umin );
s:t:
pe  p
1
r+2 k
s :
(13)
Since U is only related to k, thus it is easy to calculate.
In the previous step we have calculated the optimal
transmit power P0, so EE is also easy to calculate.
Therefore, the value of F (k) can be obtained when k
takes a different value. Finally, we can get the value of k
when F (k) is maximized.
Fig. 4. Controller’s modes of operation
When k is determined, we give the operating mode of
the controller as shown in Fig. 4. As you can see, the
controller operates in two distinct modes: transmission
and sleep. In transmission mode, the controller transmits
a new predictive control packet to the plant, plant re-
turns an ACK to the controller. The controller adjusts
the operating mode based on the returned ACK. If
ACK = 0, it indicates that the transmission failed,
and the controller continues to transmit new packets. If
ACK = 1, it indicates that the transmission is successful,
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Fig. 5. Effect of transmission time on energy efficiency and information
freshness, where packet length is set to 120.
then the controller moves to sleep mode. In sleep mode,
the controller will stop transmitting packets and the plant
will use the commands stored in the buffer. Once there are
r+1 k remaining commands in the buffer, the controller
will be triggered to enter the transmission mode.
IV. SIMULATION RESULTS
In this section, we provide the simulation results to
demonstrate the performance of the proposed method. The
parameter settings are in Tab. I.
TABLE I
PARAMETER SETTINGS
Parameters Values
The number of control commands in each packet : r 10
Wireless channel gain : G -113 dB
Time-frequency resources : n 50
Control outage probability :ps 10 9
Noise power density : N0 -114 dBm
In Fig. 5, we compared the effects of different trans-
mission time on both energy efficiency and information
freshness. As we can see, larger the transmission in-
terval, the higher the energy efficiency and the lower
the information freshness will be achieved. In terms of
energy efficiency, larger transmission interval leads to a
less number of transmission and thus smaller energy is
required to finish the control task. From the freshness
perspective, according to equation (9), larger interval
leads to a less frequency of transmission and more cached
old control commands are used. That is, the bigger the
k leads to the smaller the U(k). Therefore, whether it
is continuous transmission (transmit new packet at time
2) or intermittent transmission (transmit new packet at
time 11) can only achieve one of the highest performance,
while the other is the lowest.
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Fig. 6. Energy efficiency versus the packet length.
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Fig. 7. Information freshness versus the packet length.
In Fig. 6, as the length of the data packet increases,
the energy efficiency curves of proposed method, contin-
uous transmission method and intermittent transmission
method all decrease. This is because as the length of
the data packet increases, higher transmission power
is required to ensure the success rate of transmission.
Therefore, the energy efficiency decreases. In Fig. 7, as
the packet length increases, the information freshness of
proposed method, continuous transmission method and
intermittent transmission method are flat. This is because
that even though the packet length is different but the
final transmission success rate is the same since the
transmit power is adjusted. In a successfully transmitted
data packet, the proportion of control commands at each
moment is the same, so the final freshness of information
does not change with the length of the data packet.
Compared with Fig. 6 and Fig. 7, you can see that the
continuous transmission has the highest energy efficiency
but the lowest information freshness while the intermittent
transmission has the highest information freshness but the
lowest energy efficiency. Therefore, the traditional method
did not achieve a good trade-off between energy efficiency
and information freshness, and both focused on only one
performance. In order to make a good trade-off between
energy efficiency and information freshness, we propose
a method that starts new transmissions at time k. As you
can see from the figure, our method has similar energy
efficiency as the continuous transmission method, and
similar information freshness as the intermittent transmis-
sion method. Therefore, the proposed method obtains the
advantages of the two conventional methods and has good
performance in terms of energy efficiency and information
freshness.
V. CONCLUSIONS
In this paper, we first investigated the effect of the
transmission time interval on energy efficiency and in-
formation freshness. To achieve good trade-off between
information freshness and energy efficiency, we have
formulated and solved an optimization problem in terms
of the transmission interval. Finally, we verified the
performance of the proposed method through simulation,
which shows the effectiveness of the proposed algorithms.
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