Introduction
Given a density or probability function f (x; θ ), depending on s parameters θ 1 , θ 2 , . . . , θ s , we have given [1] a formula for the asymptotic skewness for the maximum likelihood estimatorθ i , of θ i , i = 1, 2, . . . , s. Briefly, the denominator is based on the maximum likelihood covariance matrix which itself is the inverse of the Hessian matrix. the summation being assumed to be convergent. Usually a stopping rule, based on the value of the last term or terms, is involved. Asymptotic covariances are set up from the inverse of the matrix (1); thus
where j,h is the minor of the element in the j th row and hth column, | s | indicating the determinant of the matrix s . For example, when s = 3,
The subscript 1 in Var 1 (·) indicates the coefficient of the N −1 term, N being sample size. The skewness formula uses a summatory notation for the N −2 coefficient in the third central moment ofθ α , a being 1, 2, . . . , s, and α, β, γ = 1, 2, . . . , s, namely
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• f x = f (x; θ ) is the probability function or density and θ
. L βα is an element in the covariance matrix, the N −1 factor omitted.
It is assumed that a set of logarithmic derivatives exist. The above expressions will be referred to as 'square bracket' terms.
• A non-singular covariance matrix is assumed. It will involve s(s + 1)/2 covariances.
For the asymptotic skewness, we have
The implications of the summation formula in equation (2) 
Previously, we have evaluated numerous terms in equation (2) and derived the asymptotic skewness and lower order moments for the three-parameter gamma density [2] , and the threeparameter Weibull density [3] , the densities being
Using a Maple program, it is now possible to avoid evaluating the derivatives in equation (2) and merely specifying the density or probability function. The density or probability function must have derivatives with respect to the parameters which exist in a certain domain.
Here, we describe applications to the two-component Poisson mixture distribution and the two-component hybrid mixture (Poisson and binomial) distribution. It is gratifying to note that the abbreviated Maple approach checks out for the gamma density [two cases, (1) s is known, (2) s is unknown], and the Weibull density.
The asymptotic skewness β 1 (θ a ) is chosen as a guide to sample size because skewness
2 ) is location free and scale free; bias and variance do not in Table 1 . Formula (2), θ a , a = 1 or 2.
generally represent the shape of a distribution. If we set β 1 (θ a ) to be a quantity , then sample size is
, and we could take 1 ≤ ≤ 2, or more demanding = 0.1. An application of the Maple system to sets of data on sister chromatid exchanges on blood lymphocytes is briefly considered.
We first of all take the case of the two-component Poisson mixture distribution.
The two component Poisson mixture distribution
Probability function:
Some examples of variance and skewness are given in table 2.
Comments to table 2:
• In cases 1 and 2, note the improvement in the moments as the difference |θ 1 − θ 2 | increases from 1 to 5. Note also the next case in which the difference narrows again to unity with a consequent increase in moment values. A similar phenomena is evident in cases 8 and 9.
• Case 10 shows the decrease in most values when the difference |θ 1 − θ 2 | = 10.
• Our tabulations are all for θ 2 > θ 1 . To produce the moment for θ 1 > θ 2 , we must use the transformations θ 1 ↔ θ 2 and π 1 ↔ π 2 . Thus for the case θ 1 = 2, θ 2 = 1, π 1 = 0.2, we look up in our table for θ 1 = 1, θ 2 = 2, π 1 = 0.8. Thus, this explains the sign change. 
Asymptotic skewness for the two-component hybrid case, Poisson and binomial mixture distribution
.).
We chose a case for which the binomial component is approximately a Poisson distribution, i.e., n = 50, p = 0.2, θ = 2. For three values of the proportion parameter, π 1 comparisons with the corresponding two-component Poisson-Poisson mixture distribution are given in table 3.
Comments to table 3:
• The parameters are chosen so as to produce a close comparison between hybrid and Poisson-Poisson mixture distribution. Thus, n is fairly large, p is fairly small. • The agreement between the two assessments is quite satisfactory but there is a sign change for β 11 (π 1 ).
The asymptotic variances of the hybrid Poisson and binomial mixture distribution are of less interest, but have been studied in Bowman and Shenton [4] .
In our paper [4] , evidence was provided that the low-order asymptotic moments of maximum likelihood estimators for the two-component hybrid case would exist even when the components were assigned close values; for example, θ = 1.0, p = 0.1, n = 10, for which when π 1 = 0.5, for example, we have β 11 (θ) = 2568, β 11 (p) = 1233, and β 11 (π 1 ) = 48.8.
An application to the four parameter case
Byers and Shenton [5] considered a data set concerning sister chromatid exchange and the possible effect of smoking on individuals involved. There were four categories, female nonsmokers, male non-smokers, female smokers, and male smokers. A model used to fit the 
The first component is the Poisson-Poisson distribution, and this reduces to a Poisson distribution when θ = 0. In a preliminary study of asymptotic skewness using the Maple system, we give the following moments for maximum likelihood estimators for the sub-group male non-smokers, for which the sample size n = 8300, and there being four parameters (table 4).
Comments to table 4:
• The standard errors given here were computed by Maple, and in substance agree with those given by Byers and Shenton [5] using the Splus program. To interpret standard errors, keep in mind the associated mean. Thus, σ (λ 1 ) relates to the mean ofλ 1 , which is 7.1005; similarly for σ (λ 2 ). But means ofθ andπ 1 are small in value.
• The asymptotic skewness forλ 1 is small so that asymptotic normality might be suggested; a small skewness may imply a small kurtosis because of inherent correlation. Even with a sample size of 8300, a similar conclusion is not obvious for theθ,λ 2 andπ 1 distributions.
• The four data sets are given in Bowman et al. [6] , table 1.
• The maximum likelihood solutions, model fits, and other aspects including Splus assessments are given in Byers and Shenton [5] .
The sample size and almost normality for maximum likelihood estimator

Sample size
In 1922, Fisher [7] introduced the notion of efficient estimator; this considered the ratio '(Variance using maximum likelihood estimator)/(Variance of other consistent estimator)'. A consistent estimator of a parameter τ , say t (x 1 , x 2 , . . . , x n ), is such that
Fisher claimed in his 1922 paper that most moment methods were inefficient, information thereby lost. Fisher over-looked the question of sample size and admitted his error in the 1950s [8] .
We are not making the same mistake with respect to our asymptotic skewness formula for maximum likelihood processes. β 11 (θ) is the coefficient of N −1/2 in the real skewness. It is a statistic based on sample moments. Our suggestion is that in a sustained study of 'bell shaped' data sets, the skewness should be calculated in pilot studies to guide the researcher with the choice of sample size. Under regularity conditions, maximum likelihood estimators are asymptotically normal [9] . One step towards this state is to make the skewness small in values; our interpretation of small here is | √ β 1 | = 1/10. The sample sizes are shown in tables 5 and 6.
Comment to table 5: Several million are required when θ 2 − θ 1 = 1 but the number is significantly reduced for π 1 = 0.2 when θ 2 − θ 1 = 5.
Comment to table 6: Samples as large as several millions are indicated. Note the entries can be rescaled to apply to other scales of ; for example, if = 1, the estimates are divided by 100.
Note, however, that Geary [10] showed that there is a minimum property of the determinant of the covariance matrix which is asymptotic and holds for maximum likelihood methods.
Further examples
Aside from cases mentioned in this paper and references, we could think of Poisson-negative binomial, binomial-negative binomial, χ [11] [12] [13] provide many more examples.
Programs
Introduction of Maple.
In this section, two Maple programs, two-and threeparameter cases are listed. Users must supply the distribution as a (pf ). The parameters are t1 and t2 for the two-parameter case, t1, t2, and t3 for the three-parameter case.
Variables D1, D2, and D3 are first, second, and third derivatives with respect to parameters. After the third derivatives are derived, user must supply the maximum likelihood estimator values for the parameters and compute expectation of 'squared bracket' terms. For the continuous distribution, integration is used, and for discrete distribution summation is used over the range of x. The matrix (L) is the covariance matrix, for example L 11 is the N −1 term of the variance of theθ 1 .
U3t1 and U3t2 are N −2 terms of the µ 3 ofθ 1 ,θ 2 , and so on.
Program 1.
This is the program for the maximum likelihood estimators of the twoparameter gamma distribution (continuous density),â andρ. Suppose the estimators were calculated by a standard statistical program package. This program will compute the N and for the normal distribution, the skewness is zero. Therefore, reducing the asymptotic skewness in value to a small quantity enables one to set up a simple size which would provide pseudo-normality. For mixture distributions, closeness of the components obviously leads to greater variances, which indeed might approach infinity. The Maple version of the asymptotic skewness leads to a measure of sample size; it does not completely solve the sample size problem but it does supply additional information. It may be mentioned that we have also given a complicated formula for the asymptotic kurtosis in the form
n the sample size.
