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Christopher Marks∗
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Abstract
Let V be a representation of the modular group Γ of dimension p. We show
that the Z-graded space H(V ) of holomorphic vector-valued modular forms
associated to V is a free module of rank p over the algebra M of classical
holomorphic modular forms. We study the nature of H considered as a functor
from Γ-modules to gradedM-lattices and give some applications, including the
calculation of the Hilbert-Poincare´ of H(V ) in some cases.
MSC 11F99, 13C05
1 Introduction
Vector-valued modular forms have been a part of number theory for some time,
but a systematic development of their properties has begun only relatively re-
cently ([BG1], [KM1]-[KM3], [M1], [M2]). One motivation for this comes from
rational and logarithmic field theories, where vector-valued modular forms arise
naturally([ES], [DLM], [My], [Z]). Modular forms on noncongruence subgroups
are a special case of vector-valued modular forms, and one of the goals of both
this case and the general theory is to find arithmetic conditions which char-
acterize classical modular forms (i.e. on a congruence subgroup) among all
vector-valued modular forms (cf. [KoM], [KL]) A systematic approach to this
problem requires detailed information about the general structure of the space
of vector-valued modular forms attached to a representation of the modular
group. The purpose of this paper is to provide such information. The main
theorems extend some of the results of [M2], dealing with 2-dimensional ir-
reducible representations, to a general context. In the next few paragraphs
we give some basic definitions sufficient to state our main results. A fuller
discussion of background material can be found in [M2] and in Section 2 below.
∗Supported by NSA
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Let Γ = SL(2,Z), acting on the complex upper half-plane H in the usual
way, and with standard generators
S =
(
0 −1
1 0
)
, T =
(
1 1
0 1
)
.
Let V be a left CΓ-module of finite dimension p. We denote the action of γ ∈ Γ
on v ∈ V by γv or γ.v. Let
F = {holomorphic F : H → V }.
For an integer k there is a right action F× Γ→ F given by
γ : F (τ) 7→ γ−1.F |kγ(τ), (1)
where |k is the usual stroke operator familiar from the classical theory of mod-
ular forms. A weak vector-valued modular form of weight k is a Γ-invariant of
the action (1).
There is a basic subdivision of the general theory according to whether or
not the restriction of V to the T -matrix is unitary. If this is the case, we
say that V is T -unitarizable. We will always assume throughout the present
paper that V is indeed T -unitarizable. Then V has a basis which furnishes a
representation ρ : Γ→ GL(p,C) with
ρ(T ) = diag(e2piim1 , . . . , e2piimp) (2)
and 0 ≤ mj < 1 for 1 ≤ j ≤ p. A weak modular form is then a column vector
of holomorphic component functions1 F (τ) = (f1(τ), . . . , fp(τ))
t satisfying
ρ(γ)F (τ) = (f1|kγ(τ), . . . , fp|kγ(τ))
t, γ ∈ Γ. (3)
By a standard argument, (3) implies that each component function has a q-
expansion
fj(τ) =
∑
n∈Z
ajnq
λj+n (4)
such that λj−mj is a nonnegative integer. We call F (τ) a (holomorphic) vector-
valued modular form of weight k (with respect to V , or ρ) in case ajn = 0 for
n < 0 and 1 ≤ j ≤ p. This condition is independent of the choice of basis of V .
Let H(k, V ) be the set of all vector-valued modular forms of weight k with
respect to V . It is a finite-dimensional linear space which reduces to 0 for k ≪ 0.
(See [KM1], [KM2], [M1] for further discussion.) In the further development
of the theory it is no loss to assume that ρ(S2) = ±Ip (cf. [KM1]). With this
assumption, the direct sum of the spaces H(k, V ) takes the form
H(V ) =
⊕
k≥0
H(k0 + 2k, V ) (5)
1superscript t denotes transpose of a vector
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for a certain minimal weight k0.
Let M = ⊕kM2k be the space of (classical holomorphic) modular forms
on Γ, regarded as a Z-graded, weighted polynomial algebra. Pointwise multi-
plication by elements of M turns H(V ) into a Z-graded M-module. We can
now state our main results, which concern the structure of H(V ) considered
as M-module. We emphasize that throughout the paper we assume that V is
T -unitarizable of dimension p with ρ(S2) = ±Ip. The basic result is
Theorem 1 H(V ) is a free M-module of rank p.
We may therefore consider H as a covariant functor
H : Γ-Modfin → GrM-Latt
from the category of finite-dimensional CΓ-modules to the category of Z-graded
M-lattices (anM-lattice is a finitely generated projective (= free)M-module).
The next Theorem gives some of the main properties of this functor.
Theorem 2 Suppose that 0→ U
i
→ V
j
→ W → 0 is a short exact sequence of
CΓ-modules. Then the following hold.
(a) H is faithful and left exact, in particular there is an exact sequence
0→H(U)
i∗→H(V )
j∗
→H(W ).
(b) H is pure in the sense that i∗H(U) is an M-direct summand of H(V ).
(c) j∗H(V ) is a freeM-module of rank dimW = dimV -dimU and it has finite
codimension in H(W ).
Let D :Mk →Mk+2 be the usual graded derivation of M defined via
D(f) = θf + kPf, f ∈M2k, (6)
where θ = qd/dq = (2pii)−1d/dτ and
P = E2(τ) = −1/12 +
∑
n≥1
σ1(n)q
n.
The algebra R =M[d] of skew polynomials in d with coefficients inM consists
of (noncommutative) polynomials
∑n
j=0 fjd
j , fj ∈ M, with the usual addition
and multiplication subject to the identity
df − fd = D(f).
The action ofM onH(V ) extends to an action ofR, so thatH(V ) is a gradedR-
module. See [M1], [M2] for further details. Although this R-module structure
is not explicit in the statements of Theorems 1 and 2, it plays an important
roˆle in the proofs.
One of the main steps in the proof of Theorem 1 is to establish that H(V )
is finitely generated as M-module. The theory of vector-valued Poincare´ se-
ries [KM1] implies the existence F ∈ H(k, V ) such that the component func-
tions of F are linearly independent, and together with the theory of differential
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equations implies that RF contains a free graded M-submodule H′ of rank
p such that H(V )/H′ has bounded degree. Methods of commutative algebra
then imply finite generation. Freeness is established by showing that H(V ) is
Cohen-Macaulay, which turns out to be very natural in the present context.
Theorem 1 implies that there are p distinguished integers e1, . . . , ep, namely
the weights of a set of p vector-valued modular forms F1, . . . , Fp which are free
generators of H(V ) asM-module, that are uniquely determined by V . We call
these the fundamental weights associated to V . In terms of the Hilbert-Poincare´
series
PS H(V ) =
∑
k≥0
dimH(k0 + 2k)t
k0+2k
we have
PS H(V ) =
te1 + . . .+ tep
(1− t4)(1− t6)
. (7)
Exactly how the fundamental weights are determined by V remains some-
what mysterious. To some extent, this is related to the fact that H is not an
exact functor (cf. Theorem 4 below). Nevertheless, we can use the fundamental
weights to impose a Z-grading on V , say by choosing a basis vi and giving vi
weight ei. Then the functor H corresponds to an extension of scalars
V 7→ M⊗C V
whereM⊗ V inherits the tensor product grading.
We prove two further results, based on Theorems 1 and 2, that illustrate
aspects of the general theory. The first is concerned with the case that H(V ) =
RF is a cyclic R-module. This condition necessarily holds in a number of
cases when V is an irreducible CΓ-module of small dimension, including all
irreducible V with dimV ≤ 3. (See [M2] and [Ma] for further details.) We
establish
Theorem 3 If H(V ) = RF is a cyclic R-module with generator F of weight
k0, then the component functions of F form a fundamental system of solutions
of a modular linear differential equation (MLDE)
Lk0 [f ] = 0 (8)
of weight k0 and order p. The roots of the indicial equation are the exponents
mj in (2), they are distinct, and the minimal weight k0 satisfies
12
p∑
j=1
mj = p(p+ k0 − 1). (9)
Conversely, if the indicial equation of the MLDE (8) has real, distinct roots mj
that lie between 0 and 1 and satisfy (9), then a fundamental system of solutions
spans a Γ-module V and are the components of a vector-valued modular form
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F for which H(V ) = RF . (For further information concerning MLDE’s in this
context, see [M1], [M2].)
In this case we can take the free generators to be F,DF, . . . ,Dp−1F , whence
the fundamental weights are k0, k0 + 2, . . . , k0 + 2p− 2, and
PS H(V ) =
tk0(1− t2p)
(1− t2)(1− t4)(1 − t6)
.
We complete the paper by discussing the case of indecomposable 2-dimensional
representations of Γ. The irreducible case is handled in [M2] (alternatively, by
Theorem 3). The case when V is indecomposable but not irreducible is less
straightforward, and illustrates some of the subtleties involved in calculating
the Hilbert-Poincare´ series in general.
To state our result, recall that the group of characters of Γ is cyclic of order
12, generated by a character χ uniquely determined by the equality χ(T ) =
e2pii/12.
Theorem 4 Suppose that V is a 2-dimensional indecomposable Γ-module oc-
curring in the short exact sequence
0→ χa
i
→ V
j
→ χb → 0
(0 ≤ a, b ≤ 11, |a − b| = 2) furnishing a representation ρ which is upper
triangular. One of the following holds:
(a) There is a (split) short exact sequence of graded M-modules
0→H(χa)
i∗→H(V )
j∗
→H(χb)→ 0,
(b) (a, b) = (10, 0) or (11, 1) and there is an exact sequence of graded M-
modules
0→H(χa)
i∗→H(V )
j∗
→H(χb)→ Cb → 0
(Cb is the 1-dimensional graded M-module in weight b).
In particular, part (b) confirms our earlier assertion that H is generally not
right exact. Note that the condition |a− b| = 2 in Theorem 4 necessarily holds
whenever V is indecomposable but not irreducible. See Section 3 of [M2] and
Section 4 below for further details.
Terry Gannon has recently informed the authors that he and Peter Bantay
have also found a proof of Theorem 1 [BG2]. Their methods, as in [BG1], are
rather different to ours, and will appear elsewhere.
2 Preliminaries
We keep the assumptions and notation of Section 1. The algebra of classical
modular forms on Γ is a Z-graded algebra
M =
∞⊕
k=0
M2k
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where M2k is the space of holomorphic modular forms of weight 2k. There is
an isomorphism of Z-graded algebras
M
∼=
→ C[Q,R]
where C[Q,R] is a weighted polynomial algebra with generators
Q = E4(τ) = 1 + 240
∑
n≥1
σ3(n)q
n,
R = E6(τ) = 1− 504
∑
n≥1
σ5(n)q
n,
the usual Eisenstein series of weights 4 and 6 respectively. The first two Lemmas
below are consequences of the theory of vector-valued Poincare´ series [KM1] and
play an important roˆle in the proofs of the main Theorems.
Lemma 2.1 Suppose that µ1, . . . , µp is a sequence of nonnegative integers and
(c1, . . . , cp) a sequence of scalars. Then for all large enough k, there is F (τ) =
(f1(τ), . . . , fp(τ))
t ∈ H(k0 + 2k, V ) such that
fr(τ) = crq
µr+mr + . . . , 1 ≤ r ≤ p.
Proof: Choose r in the range 1 ≤ r ≤ p and an integer νr < 0. By Theorem
3.2 of [KM1] we can find, for large enough k, a (meromorphic) vector-valued
modular form Pr(τ) of weight k such that the component functions Pr,j(τ) are
as follows:
Pr,r(τ) = q
νr+mr + . . .
Pr,j(τ) = q
nr,j+mj + . . . , nr,j > µj, j 6= r.
We may, and shall, arrange that the Pr(τ) have a common weight k for large
enough k. Then P (τ) =
∑
r crPr(τ) is a meromorphic vector-valued modular
form of weight k. Now choose νr = µr−d for some integer d. The vector-valued
modular form
F (τ) = ∆d(τ)P (τ).
has the required properties, and the Lemma follows. ✷
We say that the vector-valued modular form F (τ) is essential if F (H) ⊆ V
spans V . Choose a basis of V and write F (τ) in component form, say
F (τ) = (f1(τ), . . . , fp(τ))
t.
Then F (τ) is essential if, and only if, f1(τ), . . . , fp(τ) are linearly independent
functions. If, in Lemma 2.1, we choose the µr to be distinct, the resulting
vector-valued modular form F (τ) has component functions which are clearly
linearly independent. Hence, we obtain
Lemma 2.2 H(V ) contains an essential vector-valued modular form. ✷
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Lemma 2.3 There is a constant A depending only on V such that∣∣∣∣dimH(k0 + 2k, V )− pk6
∣∣∣∣ < A (10)
for all k ≥ k0 with k-k0 even.
Proof: This too follows from the theory of Poincare´ series. Indeed, it is a
consequence of Theorems 2.5 and 4.2 of [KM1]. The result may also be deduced
from Lemma 2.2 using the theory of MLDEs as in [M1]. ✷
Suppose that α : V → W is a morphism of Γ-modules. The commuting
diagram
V
α
−→ W
տ ր
H
allows us to push-foward holomorphic maps F : H → V to get holomorphic
maps α ◦ F : H→W .
Lemma 2.4 The following hold:
(a) α induces a map
α∗ : H(k, V )→H(k,W )
F 7→ α ◦ F.
(b) If V
α
→W
β
→ X are morphisms of Γ-modules, then (β ◦ α)∗ = β∗ ◦ α∗.
Proof: Suppose that F (τ) ∈ H(k, V ). Then
γ−1.α∗(F )|kγ(τ) = γ
−1.(α ◦ F )|kγ(τ)
= αγ−1.(F |kγ(τ))
= α ◦ F (τ) = α∗(F )(τ).
This shows that α∗(F ) ∈ H(k,W ), and part (a) follows. Part (b) is clear. ✷
From Lemma 2.4 it follows that there is a covariant functor
H : Γ-Modfin → GrM-Mod
from the category of finite-dimensional Γ-modules to the category of Z-graded
M-modules.
Lemma 2.5 The functor H is faithful and left exact.
Proof: To prove that H is faithful, we must show that if α : V → W is a
nonzero morphism of Γ-modules then H(α) = α∗ is also nonzero. By Lemma
2.2 there is an integer k such that H(k, V ) contains an essential vector-valued
modular form, say F (τ). Then F (τ) generates V as linear space, so if α 6= 0
then also α∗(F ) = α ◦ F 6= 0. Thus α∗ is itself nonzero, as required.
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As for left exactness, we have to show that if
0→ U
α
→ V
β
→W
is exact, then so too is
0→H(U)
α∗→H(V )
β∗
→H(W ). (11)
This is standard, and we omit the proof. ✷
By a d-ideal inM we mean a leftR-submodule ofM regarded asR-module.
In other words, an ideal in M invariant under D.
Lemma 2.6 Let I ⊆M be a nonzero, graded d-ideal. Suppose that
AnnM/I(∆) = 0. (12)
Then I =M.
Proof: Since I is graded it is the direct sum of its subspaces I2k = I ∩M2k.
Let m ∈ I2k be a nonzero element of least weight in I, and consider the linear
span N of the two elements QD(m), Rm ∈ I2k+6. If dimN = 2 then it contains
a nonzero cuspform α. Then α = ∆β ∈ I with β ∈ M2k−6, and by (12) we
have β ∈ I. This contradicts the minimality of 2k, and shows that QD(m) and
Rm are scalar multiples of one another. Set
m =
∑
cuvQ
uRv
where cuv is a scalar and (u, v) range over pairs satisfying 2k = 4u+ 6v. Then
we must have
QD(m) =
∑
cuv(uQ
uRv+1 + vQu+3Rv−1)
= c
∑
cuvQ
uRv+1
for a nonzero constant c. If u0 is the highest power of Q occurring with nonzero
coefficient in the expression for m, we see that the corresponding v is zero, and
we have
c = u0.
Then looking at the lowest power of Q that occurs with nonzero coefficient, say
u1, we obtain
ccu1v1 = u0cu1v1 = cu1v1u1.
We conclude that u0 = u1, i.e. m = cQ
c. Then D(m) = c2Qc−1R and I
contains
3RD(m)− 2cQ2m = c2Qc−1(3R2 − 2Q3) = c2Qc−1∆.
If c ≥ 1, (12) tells us that Qc−1 ∈ I2k−4, contradiction. So c = 0 and therefore
I contains a nonzero constant. The Lemma follows immediately. ✷
We let p =M∆ be the principal prime ideal in M generated by ∆.
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Lemma 2.7 Suppose that I ⊆M is a nonzero d-ideal. Then I ⊇ pr for some
integer r ≥ 0.
Proof: Let
J = {x ∈ M | ∆nx ∈ I, n ≥ 0}.
J/I is the ∆-torsion submodule of M/I. If ∆m ∈ J for some m ≥ 0 then the
Lemma holds. So we may, and shall, assume that this is not the case. Now no
power ∆m is contained in J either. Because J is itself a d-ideal, there is no loss
in assuming that I = J . Then x ∈ M,∆x ∈ I ⇒ x ∈ I, so that (12) holds. By
Lemma 2.6 it follows that I =M, in which case the Lemma is clear. ✷
3 Proof of Theorems 1 and 2
We keep previous notation and assumptions. We separate the main part of the
proof of Theorem 1, which is the following.
Theorem 3.1 H(V ) is a finitely generated M-module.
First we show by induction on dimV that if Theorem 3.1 holds for irreducible
representations then it holds in general. Indeed, let
0→ U → V →W → 0
be a short exact sequence of Γ-modules with W irreducible. By Lemma 2.5 we
have an exact sequence of M-modules
0→H(U)→H(V )→H(W ).
By induction H(U) is finitely generated. Assuming that H(W ) is finitely gen-
erated, H(V )/H(U) is also finitely generated since it isomorphic to an M-
submodule of H(W ). Now the finite generation of H(V ) follows.
For the duration of the proof of Theorem 3.1, we assume that V is an
irreducible Γ-module of dimension p. One consequence of this is that every
nonzero vector-valued modular form F (τ) ∈ H(k, V ) is essential. Fix a nonzero
F (τ) ∈ H(k0, V ) (cf. (5)), and introduce the graded M-submodule
G =
⊕
k≥0
G(k0 + 2k) =
p−1∑
i=0
MdiF
of H(V ). Being linearly independent, the component functions of F (τ) cannot
satisfy a linear differential equation of order less than p. This implies that G is
a direct sum
G =
p−1⊕
i=0
Mdi(F ), (13)
and in particular it is a finitely generated free M-module. The next result is
crucial.
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Lemma 3.2 There is a constant B, depending only on V , such that
dim (H(k0 + 2k)/G(k0 + 2k)) ≤ B (14)
holds for all k ≥ 0.
Proof: Because the action of d on H(k, ρ) raises weights by 2, it follows from
(13) that
dimG(k0 + 2k) =
p−1∑
i=0
dimM2k−2i. (15)
It is well-known that dimM2k = [k/6] or [k/6] + 1 according as 2k is, or is
not, congruent to 2 (mod 12). Using this, it follows from (15) that there is a
constant B′ depending only on p, such that
|dimG(k0 + 2k)− pk/6| ≤ B
′.
The Lemma follows from this together with Lemma 2.3. ✷
Consider the tower of M-modules
H(V ) ⊇ T ⊇ G ⊇ 0 (16)
where
T = {x ∈ H(V ) | ∆rx ∈ G, r ≥ 0}. (17)
Thus T /G is the ∆-torsion submodule of H(V )/G. In order to show that H(V )
is finitely generated, it suffices to show that the M-modules H(V )/T ,T /G,
and G are each finitely generated. The finite generation of G has already been
established.
Lemma 3.3 H(V )/T is a finitely generated M-module.
Proof: By construction, ∆ does not annihilate any nonzero element of the
quotient module in question. We assert that H(V )/T is a torsion-free C[∆]-
module. If not, using the fundamental theorem of algebra we can find a nonzero
homogeneous element x ∈ H(V )/T and a scalar λ such that ∆+ λ annihilates
x. Because the action of ∆ raises weights by 12, this forces λ = 0, so that ∆
annihilates x, a contradiction.
Now suppose that the Lemma is false. Then for any integer n we can find a
finitely generated gradedM-submodule of H(V )/T generated by no fewer than
n elements, and therefore also a finitely generated graded C[∆]-submodule In,
say, generated by no fewer than n elements. As a finitely generated torsion-free
C[∆]-module, In is necessarily free because C[∆] is a principal ideal domain.
Thus we have shown that H(V )/T contains finitely generated graded free C[∆]-
modules of arbitrarily large rank. It is easy to see that this is not consistent
with the boundedness of the grading on H(V )/T established in Lemma 3.2,
which contradiction completes the proof of the Lemma. ✷
It remains to prove that T /G is a finitely generated M-module. We prove
a bit more than we need, namely
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Lemma 3.4 There is an integer r ≥ 0 such that pr ⊆ AnnM(T /G). Moreover,
T /G is a finitely generated M/pr-module.
Proof: Define a sequence of graded M-modules An, n = −1, 0, 1, . . . as
follows. A−1 = G∆, and for n ≥ 0,
An/G = AnnT /G(p
n).
Then
A−1 ⊆ G = A0 ⊆ A1 ⊆ . . . (18)
is an ascending sequence of M-modules such that each quotient An/An−1 is
annihilated by p. We assert that An/An−1, n ≥ 0, is a finitely generated,
torsion-freeM/p-module. If n = 0 the result holds because G is a finitely gen-
erated, freeM-module. Proceeding by induction on n, consider the morphism
ϕ : An+1/An → An/An−1
a+An 7→ ∆a+An−1
of M/p-modules. By construction, ϕ is an injection. By induction, An/An−1
is a finitely generated, torsion-freeM/p-module, hence the same is true for any
submodule, and in particular for An+1/An ∼= im ϕ. This proves our assertion.
From what we have established so far, it follows that every nonzero quotient
An+1/An contains a graded free M/p-submodule. Lemma 3.2 then implies
that the sequence (18) stabilizes. Let r ≥ 0 be the least integer such that
Ar = Ar+1. Since T /G is a ∆-torsion module it follows that T = Ar, and
this is equivalent to the first assertion of the Lemma. Furthermore, since each
An+1/An is finitely generated as M/p-module then T /G is finitely generated
asM/pr-module. This completes the proof of the Lemma, and with it also the
proof of Theorem 3.1. ✷
We now turn to the proof of Theorem 1. In order to show that H(V ) is a
freeM-module it suffices (after Theorem 3.1) to establish that H(V ) is Cohen-
Macaulay. See, for example, Section 4.3 of [B] for further details and facts that
we use below. Write H = H(V ). We assert that (∆, Q) is a regular sequence
for H. This means that the following two conditions hold:
(a) AnnH(∆) = 0, 0 6= ∆H 6= H,
(b) AnnH/∆H(Q) = 0, 0 6= Q(H/∆H) 6= H/∆H.
These facts follow easily from a consideration of the q-expansions of components
of vector-valued modular forms in H. In more detail, (a) holds because H is
torsion-free asM-module and because multiplication by ∆ raises weights by 12.
As for (b), notice that ∆H consists of those holomorphic vector-valued modular
forms F (τ) = (f1(τ), . . . , fp(τ))
t such that the coefficient of the leading power
qmj of the q-expansion of fj(τ) (cf. (4)) vanishes, 1 ≤ j ≤ p. On the other
hand, multiplication by Q raises weights by 4 and does not change the order of
vanishing at ∞. (b) follows immediately.
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Because M has Krull dimension 2, the existence of the regular sequence
(∆, Q) of length 2 means that H is indeed Cohen-Macaulay. Then because
M = C[Q,R] is a weighted polynomial algebra, H is a finitely generated free
M-module.
Finally, we have to show that the rank of H asM-module is exactly p. The
proof is similar to that of Lemma 3.2. Namely, suppose that F1, . . . , Fl are
vector-valued modular forms of weights k0 + 2k1, . . . , k0 + 2kl respectively and
also free generators of H as M-module. Then
dimH(k0 + 2k, ρ) =
l∑
j=1
dimM2k−2kj ,
so that for k ≫ 0 we have
l∑
j=1
[(k − kj)/6] ≤ dimH(k0 + 2k, ρ) ≤
l∑
j=1
[(k − kj)/6] + 1.
Thus there is a constant C such that for all k we have
|dimH(k0 + 2k, ρ) − lk/6| < C.
Comparing this with Lemma 2.3 shows that l = p. This completes the proof of
Theorem 1.
We turn to the proof of Theorem 2. Part (a) is included in Lemma 2.5. We
restate part (b) as follows:
Lemma 3.5 Suppose that i : U → V is an injective morphism of Γ-modules.
Then H(U)
i∗→ H(V ) is a split injection. That is, i∗H(U) is a direct summand
of H(V ) as M-module.
Proof: We know from Lemma 2.5 that i∗ is an injection. In the following, we
identify H(U) with its i∗-image in H(V ) and U with its i-image in V . First we
prove that H(U) is a pure M-submodule of H(V ), ie., H(V )/H(U) is torsion-
free. Suppose that 0 6= g(τ) ∈ M2k, F (τ) ∈ H(k1, V ) and gF ∈ H(U). We
have to show that F ∈ H(U). If τ ∈ H we have
g(τ)F (τ) ∈ U ⊆ V.
If g(τ) 6= 0 this implies that F (τ) ∈ U . Since g is nonzero, the zeros of g(τ)
in H are discrete. Since F is continuous and U closed in V , it follows that
F (H) ⊆ U , that is F ∈ H(U). This establishes the purity of H(U).
LetM+ be the maximal ideal ofM generated by Q and R. From Theorem
1 we know that
E = H(V )/M+H(V )
is a finite-dimensional C-linear space of dimension p, and that a set F1, . . . , Fp
of p (homogeneous) elements of H(V ) is a set of free generators (asM-module)
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if, and only if, F1, . . . , Fp maps onto a basis of E via the canonical projection
H(V )→H(V )/M+H(V ). Because of the purity of H(U) it is easy to see that
M+H(V ) ∩H(U) =M+H(U).
Therefore, a second application of Theorem 1 shows that
E0 = (H(U) +M
+H(V ))/M+H(V ) ∼= H(U)/M+H(U)
is a C-linear subspace of E of dimension n = dimU . Choose homogeneous
elements G1, . . . , Gn ∈ H(U) which map onto a basis of E0, and extend this set
to a basis of E by choosing appropriate homogeneous elements Gn+1, . . . , Gp
in H(V ). It follows that
H(V ) = H(U)⊕N
where N is the M-submodule generated by Gn+1, . . . , Gp. This completes the
proof of the Lemma. ✷
Turning to the proof of Theorem 2(c), set H′ = j∗H(V ). After part (b) we
know that there is a direct sum decomposition of M-modules
H(V ) = i∗H(U)⊕H
′,
and by Theorem 1, H(V ) and H(U) are free of ranks dimV and dimU respec-
tively. Then H′ is free of rank dimV -dimU .
It remains to show that H(W )/H′, which is a gradedM-module, has finite
dimension. In other words, we must show that for all large enough k, H(k,W ) ⊆
H′. Let us assume, as we may, that V furnishes a representation ρ of Γ which
is upper triangular. More precisely, for γ ∈ Γ set
ρ(γ) =
(
α(γ) β(γ)
0 σ(γ)
)
. (19)
Then α and σ are representations of Γ corresponding to the Γ-modules U and
V/U ∼=W respectively. Suppose that r = dimU, s = dimW , and that
F (τ) = (f1(τ), . . . , fr(τ), fr+1(τ), . . . , fr+s(τ))
t
is an element in H(k, V ) adapted to the choice of basis for which ρ is as in (19).
Then F ′(τ) = (fr(τ), fr+1(τ), . . . , fr+s(τ))
t is an element of H(k,W ) and the
morphism j∗ : H(V )→ H(W ) induced by j : V →W is just the map
F (τ) 7→ F ′(τ). (20)
Now the operator D on H(V ) (and H(W )) acts in a componentwise fashion.
Then the previous discussion makes it clear that j∗ is a morphism of graded
R-modules. As a result,H′ andH(W )/H′ are both gradedR-modules. By The-
orem 1, H(W ) is a freeM-module of rank s. Another application of Theorem
1, together with Theorem 2(b), shows that H′ is also a freeM-module of rank
s. It follows (cf. the proof of Lemma 3.2) that the grading on H(W )/H′ has
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bounded dimension in the sense that there is an upper bound on the dimension
of the homogeneous subspaces.
Consider H(W )/H′ as M-module. Because it is finitely generated, the
boundedness of the dimensions of the homogeneous subspaces implies that the
annihilator AnnM(H(W )/H
′) is a nonzero ideal, call it J . Moreover, because
H(W )/H′ is a graded R-module then J is a graded d-ideal in the sense of
Lemma 2.6. By Lemma 2.7 we conclude that there is an integer t such that
J ⊇ pt. (21)
We will prove the following assertion:
for all large enough k, the homogeneous subspace
(H(W )/H′)k of weight k contains no nonzero ∆-torsion. (22)
If this is so, it consistent with (21) only if (H(W )/H′)k = 0 for large enough k.
This is equivalent to the containment H(k,W ) ⊆ H′, which is what we seek to
prove. Therefore, the proof of Theorem 2(c) is reduced to establishing (22).
Suppose that G(τ) ∈ H(k,W ) satisfies ∆G ∈ H′. From our discussion of
(20), this means that there is F ∈ H(k + 12, V ) with
F (τ) = (f1(τ), . . . , fr(τ),∆(τ)G(τ))
t .
We now apply Lemma 2.1. It tells us that for large enough k, we can always find
H(τ) = (h1(τ), . . . , hr(τ))
t ∈ H(k + 12, U) such that the leading term of hj(τ)
coincides with that of fj(τ) for 1 ≤ j ≤ r. Now consider the vector-valued
modular form
F 0(τ) = F (τ)− (H(τ), 0, . . . , 0︸ ︷︷ ︸
s
)t.
By construction we have ∆−1F 0(τ) ∈ H(k, V ). Moreover,
j∗(∆
−1F 0(τ)) = ∆−1j∗(F (τ)) = G(τ),
so that in fact G(τ) ∈ H′. This proves that (22) holds for all large enough k,
and the proof of Theorem 2(c) is complete. ✷
4 Proof of Theorems 3 and 4
For the first two results, we fix an essential vector-valued modular form F ∈
H(k1, V ). In this context we continue to use the notation of the previous
Section. In particular, we set
G =
p−1⊕
i=0
MdiF.
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Because F is essential the last display is indeed, as in (13), a direct sum ofM-
modules. The argument is the same as before. We also have the corresponding
tower of M-modules (16) with T as in (17). Introduce
G′ =
∞∑
i=0
MdiF.
G′ is the cyclic R-submodule of H(V ) generated by F . Of course it contains G,
and generally the containment is proper.
Lemma 4.1 The M-module H(V )/G′ is a ∆-torsion module, i.e., it is anni-
hilated by some power of ∆.
Proof: The proof is similar to a part of the argument used in the proof of
Theorem 2(c). Briefly, it goes as follows. Arguing as in Lemma 3.2 we find
that the homogeneous spaces of H/G′ are of bounded dimension. Because of
finite generation, it follows that the annihilator I = AnnM(H/G
′) is nonzero.
Because H/G′ is an R-module then I is a nonzero d-ideal of M. By Lemma
2.7 it follows that pr ⊆ I for some r ≥ 1, as required. ✷
Lemma 4.2 Suppose that F = (f1, . . . , fp)
t and that the component functions
fj have q-expansions
fj(τ) = cjq
λj + . . . , cj 6= 0, 1 ≤ j ≤ p.
Then the following are equivalent:
(a) T = G,
(b) mj = λj for 1 ≤ j ≤ p and no two of the mj are equal.
(Here, the mj are as in (2).)
Proof: We keep the notation used in the preceding proof. We may, and
shall, assume that the component functions f1(τ), . . . , fp(τ) have normalized
q-expansions
fj(τ) = q
λj + . . . , j = 1, . . . , p
(recall that mj ≤ λj and λj −mj ∈ Z), with
0 ≤ λ1 ≤ . . . ≤ λs < 1 ≤ λs+1 ≤ . . . ≤ λp. (23)
Let F ′ ∈ G be a vector-valued modular form of weight k1 + 2k, with
F ′ =
p−1∑
i=0
gid
iF, gi ∈ M2k−2i,
gi = ai +O(q), ai ∈ C, 0 ≤ i ≤ p− 1.
Because the diF, 0 ≤ i ≤ p − 1, are linearly independent over M, it follows
that T 6= G if, and only if, it is possible to choose ai’s not all equal to 0 in such
15
a way that the component functions of F ′ nevertheless all vanish to order at
least 1 at ∞.
The vector consisting of leading coefficients of the components of F ′ is equal
to Avt where v = (a0, . . . , ap−1) and A is the p× p matrix
A =


1 λ1 − 1/12 . . .
1 λ2 − 1/12 . . .
...
...
...
1 λp − 1/12 . . .

 .
We easily see that A is similar to the Vandermonde matrix


1 λ1 . . . λ
p−1
1
1 λ2 . . . λ
p−1
2
...
...
...
1 λp . . . λ
p−1
p

 ,
and in particular, A is invertible if, and only if, all of the λi’s are distinct.
Write A in block form
A =
(
U V
W X
)
where U is an s × s matrix and s is as in (23). In order to be able to choose
the vector v of ai’s so that the components of
∑
gid
iF vanish to order at least
1 at ∞, it is necessary and sufficient to solve the system of equations
(
U V
W X
)(
v1
v2
)
=
(
0
∗
)
(24)
Here, vt = (v1, v2)
t and ∗ is arbitrary. This is because the ‘lower piece’ of vt
corresponds to those λj ≥ 1 and no condition is imposed on the corresponding
coefficients.
Now suppose that (b) of Theorem 4.2 holds. Then A is invertible, s = p,
and the only way to solve (24) is with v = 0. So T = G in this case and (a)
holds.
Suppose that the λj’s are not distinct. Then A is singular, and we may take
v to be any nonzero vector annihilated by A. So in this case (a) does not hold.
On the other hand, if the λj’s are distinct but not all less than 1 (i.e. s < p),
then we may choose ∗ in (24) to be nonzero and take vt = A−1(0, ∗)t 6= 0. So
(a) does not hold in this case either. This shows that if (b) is false then so is
(a), and the proof of the Lemma is complete. ✷
We now prove Theorem 3. Suppose first that H(V ) = RF is a cyclic R-
module with generator F . In our earlier notation, we have H(V ) = G′. Let the
components of F be as in Lemma 4.2. Note that F is necessarily an essential
vector-valued modular form. Let the weight of F be k0.
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We claim that G = G′. We argue as follows. By Theorem 1, H(V ) has an
M-basis of cardinality p. Because H(V ) = RF , up to scalars F is the unique
nonzero vector-valued modular form in H(V ) of least weight. Thus, we may
choose F to be a member of a basis of H(V ). Let r be the maximal integer
such that F, dF, . . . , drF is part of a basis, with
N =
r∑
i=0
MdiF
theM-submodule of H(V ) spanned by these elements. Thus 0 ≤ r ≤ p−1, and
we want to show that r = p− 1. If dr+1F ∈ N then there is a linear relation
dr+1F =
r∑
j=1
gjd
jF, gj ∈ M.
Since F is essential, such a relation implies that r + 1 ≥ p and we are done. If
dr+1F /∈ N then dr+1F+N is, up to scalars, the unique nonzero element of least
weight in the freeM-module H(V )/N . Then (up to scalars) dr+1F +N is nec-
essarily a member of any M-basis of H(V )/N , in which case F, dF, . . . , dr+1F
is part of a basis of H(V ). This contradicts the definition of r, and proves our
claim.
Having established that G = G′, it follows that
H(V ) = G.
In particular, we have T = G, so that Lemma 4.2 is applicable and we can
conclude that (b) of Lemma 4.2 holds. Furthermore, since dpF ∈ G there is a
relation
dpF +
p−1∑
j=2
gjd
jF, gj ∈ M2p−2j .
This defines a MLDE Lk0 [f ] = 0 where L is the differential operator
L = Dp +
p−1∑
j=2
gjD
j .
The roots of the corresponding indicial equation are the λj. As we have seen,
these coincide with the mj, and are distinct. That the weight k0 is determined
by (9) is proved in [M1]. We have now established all of the conditions stated
in Theorem 3 under the assumption that H(V ) = RF .
As for the converse, suppose that we have a MLDE satisfying the conditions
of Theorem 3. The solution space V defines an element F ∈ H(k0, V ) (cf.
[M1]), and since the roots of the indicial equation are real and distinct then the
monodromy matrix ρ(T ) is unitarizable. (Here, V affords the representation ρ
of Γ.)
Let G,G′ have the same meaning as before, where now F is determined by
the MLDE as in the previous paragraph. Thus in fact G = G′, and we have to
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show that H(V ) = G′. To see this, note that in the present situation part (b)
of Lemma 4.2 holds. That result then shows that T = G, i.e., H(V )/G contains
no nonzero ∆-torsion. On the other hand, H(V )/G′ is a ∆-torsion module by
Lemma 4.1. Since G = G′, the only way to reconcile these statements is the
conclusion that H(V ) = G. This completes the proof of Theorem 3. ✷
Finally, we consider Theorem 4. If V is not indecomposable it is a direct
sum of two 1-dimensional Γ-modules, so we start with the 1-dimensional case.
Of course this is well-known, but it is interesting nonetheless to reconsider it
from our current perspective. In this case H(V ) is a freeM-module of rank 1.
Thus if F0 is a nonzero vector-valued modular form of minimal weight k0 then
H(V ) =MF0 = CF0 ⊕ CQF0 ⊕ . . .
Since there are no nonzero vector-valued forms of weight k0 +2 then DF0 = 0.
Since F0 = (f0) where f0(τ) is a classical modular form of weight k0, the
condition Df0 = 0 implies that f0 is a scalar multiple of η(τ)
2k0 = qk0/12 + . . ..
If k0 ≥ 12 then ∆
−1F0 is a nonzero vector-valued form of weight less than k0,
a contradiction. Thus 0 ≤ k0 ≤ 11, and we arrive at the 12 possibilities
H(V ) =Mη(τ)2k0 , 0 ≤ k0 ≤ 11
corresponding to the various 1-dimensional representations χk0 of Γ.
We turn to the case that V is indecomposable but not irreduicble. It will be
useful to record some facts about these modules, which are more-or-less proved
in [M2], Theorem 3.1.
Lemma 4.3 Suppose that V is a 2-dimensional indecomposable module which
is not irreducible and furnishes a representation ρ of Γ. Then there is an ordered
pair of 12th roots of unity (µ1, µ2) such that µ1/µ2 is a primitive sixth root of
unity and such that ρ(T ) is similar to the diagonal matrix
(
µ1 0
0 µ2
)
.
The representation ρ is characterized up to equivalence by (µ1, µ2). Thus there
are just 24 equivalence classes of such representations. ✷
In what follows we take V with ρ(T ) diagonal as in the last Lemma. We
may, and shall, assume that ρ is upper triangular. Let F0 ∈ H(V ) be a nonzero
vector-valued modular form of least weight k0, say, and set F0 = (f1(τ), f2(τ))
t.
We first consider the case
DF0 = 0, (25)
and assume this until further notice. Then Df1 = Df2 = 0, and since f1, f2 are
both solutions of the same differential equation they can differ only by an overall
scalar. If they are both nonzero then they have q-expansions fj(τ) = cjq
t+ . . .
with nonzero scalars cj , and from this it follows that ρ(T ) is a scalar matrix.
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Because ρ is indecomposable this is not possible, and we conclude that one of
the components of F0 vanishes identically. Because ρ is upper triangular then
f2 = 0. Now f1(τ) is a classical modular form of weight k0 which is annihilated
by D. Thus f1 is a scalar multiple of η(τ)
2k0 , and we may take
F0 = (η(τ)
2k0 , 0)t.
Because F0 has minimal weight then ∆
−1F0 cannot be holomorphic. It follows
that 0 ≤ k0 < 12.
We know that H(V ) is free of rank 2 asM-module, and that we may take F0
as one of the free generators. Let k1 be the weight of the second free generator
G = (g1, g2)
t, say. Thus k0 ≤ k1. Because DG has weight k1 + 2 and is not a
free generator of H(V ) then
DG = αF0 = (αη
2k0 , 0)t
for some α ∈ Mk1−k0+2. In particular, Dg2 = 0. Because ρ is upper triangular
then g2 is a classical holomorphic modular form, and since it is also annihilated
by D then
g2 = uη(τ)
2k1
for a scalar u. We claim that u 6= 0. Otherwise, because H(V ) =MF0 +MG
it follows that the second component of every element in H(V ) vanishes, and
in particular there is no essential vector-valued modular form. This contradicts
Lemma 2.2. So we may choose u = 1.
We next assert that k1 ≥ 1. If not, k0 = k1 = 0 and DG = 0. But then as
before the component functions of G are linearly dependent, and we easily see
in this case that ρ is the direct sum of a pair of 1-dimensional representations,
contradiction.
We claim also that k1 ≤ 11. Otherwise, consider the vector-valued modular
form
H(τ) = xEk1−k0+4(τ)F0 +QG
= xEk1−k0+4(τ)
(
η(τ)2k0
0
)
+Q
(
g1
η(τ)2k1
)
∈ H(ρ, k1 + 4),
x ∈ C. We can choose x so that both components of H(τ) vanish to order at
least 1 at∞, so that 0 6= ∆−1H(τ) ∈ H(ρ, k1−8). This forces ∆
−1H(τ) ∈ MF0,
in which case H(τ) ∈ MF0, contradiction.
Since f1(τ) = η(τ)
2k0 and g2(τ) = η(τ)
2k1 with 0 ≤ k0 ≤ k1 ≤ 11 then
m1 = k0/12,m2 = k1/12 (notation as in (2)). By Lemma 4.3 we find that
m2 −m1 = 1/6 or 5/6. (26)
There are exactly 12 choices of pairs (m1,m2) satisfying (26) together with
0 ≤ m1,m2 < 1. They correspond to half of the indecomposable Γ-modules
described in Lemma 4.3.
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Now we assume that (25) does not hold. Then (up to scalars), the unique
pair of homegeneous free generators for H(V ) asM-module consists of F0 and
DF0. Thus in this case H(V ) = RF0, and Theorem 3 applies. Thus we know
that we may take
F0(τ) =
(
f1(τ)
f2(τ)
)
=
(
qm1 + . . .
qm2 + . . .
)
with
k0 = 6(m1 +m2)− 1.
Because ρ is upper triangular, f2(τ) is a nonzero classical holomorphic mod-
ular form of weight k0 and f2(τ) = η(τ)
24m2α for some α ∈ Mk0−12m2 . Then
0 ≤ k0 − 12m2 = 6(m1 −m2)− 1 < 5,
and since k0 − 12m2 is the weight of α then it must be 0 or 4. Therefore,
m1 −m2 = 1/6 or 5/6. (27)
There are exactly 12 ordered pairs (m1,m2) satisfying (27) together with 0 ≤
m2 < m1 < 1. Notice that these correspond, as they must, to the 12 classes of
indecomposables not covered by (26).
Let us consider the Hilbert-Poincare´ series of H(V ). By Theorem 2 there is
a containment of Z-graded M-modules
H(V ) ⊆ H(χa)⊕H(χb). (28)
Here, notation is as in the statement of Theorem 4.
Consider first the case that (25) holds. Here we showed above that the
two fundamental weights are k0 = 12m1 and k1 = 12m2. It follows that,
in the notation of (28), we have a = k0 and b = k1. Then both H(V ) and
H(χa)⊕H(χb) have the same Hilbert-Poincare´ series
ta + tb
(1− t4)(1− t6)
, (29)
and in particular (28) is an equality in this case.
Now assume that (25) does not hold. We saw that anM-basis of H(V ) has
the form F0,DF0, so that
PS H(V ) =
tk0(1 + t2)
(1− t4)(1 − t6)
with k0 = 6(m1+m2)−1. Suppose first that k0 = 12m2, so thatm1−m2 = 1/6.
In this case, f2 = η(τ)
24m2 has weight k0 and corresponds to the character χ
b.
Thus b = 12m2 = k0 and a = 12m1 = 12m2 + 2 = k0 + 2. So in this case, the
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Poincare´ series of H(V ) and H(χa)⊕H(χb) again coincide with (29) and (28)
is an equality.
In the remaining case, when k0 = 12m2 + 4 and m1 −m2 = 5/6, we have
PS(H(χa)⊕H(χb))− PS H(V )
=
t12m1 + t12m2
(1− t4)(1− t6)
−
tk0(1 + t2)
(1− t4)(1− t6)
=
t12m2(1 + t10 − t4 − t6)
(1− t4)(1 − t6)
= t12m2 .
Thus in this case, the containment (28) is proper and the codimension exactly 1,
occuring in weight b = 12m2. The statement of Theorem 4 in the Introduction
is just a reorganization of these calculations.
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