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1. Introduction
There is an intimate connection between (nonparametric) maximum likelihood estimators for inverse prob-
lems and integral equations, a connection that does not seem to be well-known. In the present paper I will
concentrate on maximum (smoothed) likelihood estimators for interval censored data, but maximum likeli-
hood estimators for deconvolution will also be discussed. I will show that integral equations play a crucial
role in the development of distribution theory for so-called “smooth functionals” (of which moments are the
prototype), based on the maximum likelihood estimator (MLE), but also in the development of the local
limit theory of the MLE.
In [16] the maximum smoothed likelihood estimator (MSLE) was studied for the current status model,
the simplest interval censoring model. It is called the interval censoring, case 1, model in [11] and [20]. It
was shown in [16] that, under certain regularity conditions, the MSLE, evaluated at a fixed interior point,
converges at rate n−2/5 to the real underlying distribution function, if one takes a bandwidth of order
n−1/5. This convergence rate is faster than the convergence rate of the non-smoothed maximum likelihood
estimator, which is n−1/3 in this situation, as shown in [11] and [20]. Moreover, the limit distribution is
normal, in contrast with the limit distribution of the non-smoothed maximum likelihood estimator.
In the more realistic interval censoring model, there is an interval in which the relevant (unobservable)
event takes place. This situation is in fact much more common, in particular in medical statistics. It is called
the interval censoring, case 2, model in [11] and [20]. In [13] the local distribution theory for the MSLE was
developed for this model and it was shown that, under a condition which is called the “separation condition”,
the MSLE converges at rate n−2/5 if the bandwidth is of the usual order n−1/5 and that the MSLE has a
normal limit distribution, again in contrast with the ordinary MLE. Here a (non-linear) integral equation
plays again a crucial role.
It should be noted that one can also consider more observation times per hidden variable, for example the
so-called “case k” interval censoring model, where there are k > 2 observation points per hidden variable, or
the “mixed case interval censoring model”, considered in [? ], where there are a random number of observation
times. From a computational point of view, however, the jump from the current status model to the interval
censoring, case 2, model is the really big jump, since for current status data one can compute the MLE in
one step, whereas an iterative algorithm is needed for the computation of the MLE in the interval censoring,
case 2, model. Also, if there are k > 2 observation points, only the interval containing the hidden variable
will be relevant for the computation of the MLE, the other intervals can be discarded. In this sense the case
2 model is the most fundamental model, since it is the prototype for the “case k” and “mixed case” models,
certainly from a computational point of view. Also, it is conjectured that the MLE for the case 2 model will
attain a faster rate than the MLE in the current status model, see [2] and [18], but such an increase in rate
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is not expected in going from case 2 to case k > 2 or to mixed case interval censoring, unless one lets the
number of observation times grow with the sample size (see in particular [2] for a discussion on the attainable
minimax rates in these situations, which is not restricted to the use of maximum likelihood estimators). For
these reasons I will concentrate on the interval censoring, case 2, model as a prototype for these models.
As noted in [13], the MSLE has the advantage over the MLE and the smoothed maximum likelihood
estimator (SMLE) that it can be used in situations where the MLE or SMLE cannot be used. For example,
the MLE itself is proved to be inconsistent for the current status continuous mark model (see [24]), and the
SMLE will inherit the bad properties of the MLE in this situation, and also be inconsistent. On the other
hand, a version of the MSLE, based on histograms, is proved to be consistent for this model in [? ]. A similar
phenomenon holds for the two-dimensional right-censoring model, where the MLE is inconsistent (see [25])
and the SMLE will not make this better. In this case the MSLE will, under appropriate smoothing of the
observation distribution, also be consistent.
The MSLE can be viewed as an estimator minimizing a Kullback-Leibler distance and is therefore a
natural generalization of the MLE, which minimizes the Kullback-Leibler distance of the distributions in
the allowed class w.r.t. the unsmoothed empirical observation distribution (of course the Kullback-Leibler
distance is not a real “distance”, but we follow the common convention of calling it a distance here). The
difference between the MLE and the MSLE is that, in computing the MSLE, one starts by smoothing the
empirical observation distribution of the data, and next looks for a distribution in the allowed class, closest
to this smoothed observation distribution in Kullback-Leibler distance. In this way one can prevent the
inconsistency properties of the MLE, as observed in [24] and [25], which have as common cause that the
MLE tries to distribute mass on lower dimensional surfaces without using the surrounding information of
the (higher dimensional) data.
We note here in passing the peculiar fact that in this Kullback-Leibler minimization, the part involving
the minimization is “on the left side” of the argument. In large deviation theory (in particular the large
deviation theory associated with efficiency computations for test statistics), one usually has to deal with
minimizing
K(Q,P ) =
∫
log
dQ
dP
dQ
over Q for fixed P , where K(Q,P ) is the Kullback-Leibler distance between the probability measures Q and
P , see, e.g., [10] and [19] (the Kullback-Leibler distance is infinite if Q is not absolutely continuous with
respect to P ). But in the minimization needed to compute the M(S)LE, one has to minimize
K(Q,P )
over P for fixed Q, and this minimization problem is essentially different, and less theory is available. This
has to do with the asymmetry of the Kullback-Leibler distance, which, for example, is not present with the
Hellinger distance, which is a real distance.
We start in section 2 by studying smooth functionals for interval censoring, where we discuss the theory,
developed in [7], [8] and [9]. The notation, introduced here, will be used in the remainder of the paper.
Section 3 discusses a local limit result for interval censoring, the separated case, which was proved in [12]
(see Theorem 3.2), and discusses a conjecture for the non-separated case. Section 4 discusses a limit result
recently proved in [13] for the MSLE for interval censoring, showing that, under appropriate regularity
conditions, the rate of the MLE can be improved to n−2/5 by using the MSLE instead of the MLE. Also,
the limit distribution is normal here, in contrast with the limit behavior of the MLE.
Section 5 takes a more heuristic turn, in the hope that researchers will pick up on this interesting topic,
where there are still many open problems. It is based on “Nachdiplom” lectures I gave at the ETH Zu¨rich, in
the fall of 2007, on the invitation of Sara van de Geer, and it is the first time these lectures appear (partly)
in print. During these lectures, I tried to develop the theory of the integral equations, associated with
deconvolution. The big hurdle here is the fact that the relevant efficient influence functions are unbounded
near the edge of the domain on which they are defined. These functions can also only be numerically
determined by solving the associated integral equations and do not have explicit representations, except in
the case of uniform and exponential deconvolution. Nevertheless, pursuing this approach seems worthwhile,
since there is little doubt in my mind that the MLE will automatically give efficient estimates of smooth
functionals here, just as in the case of interval censoring, in contrast with the usual estimates, based on
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Fourier methods. Section 6 discusses results and conjectures for the local limit behavior of the MLE for
deconvolution. Some of the conjectures go back more than 20 years, but have been proved for special cases
in the mean time.
2. Smooth functionals in the interval censoring model
We recall the interval censoring, case 2, model. Let X1, . . . , Xn be a sample of unobservable random vari-
ables from an unknown distribution function F0 on [0,∞). Suppose that one can observe n pairs (Ti, Ui),
independent of Xi, where Ui > Ti. Moreover,
∆i1
def
= 1{Xi≤Ti}, ∆i2
def
= 1{Ti<Xi≤Ui} and ∆i3
def
= 1−∆i1 −∆i2, (2.1)
provide the only information one has on the position of the random variables Xi with respect to the observa-
tion times Ti and Ui. In this set-up one wants to estimate the unknown distribution function F0, generating
the “unobservables” Xi.
If F0 is an absolutely continuous distribution function, the MLE converges locally in distribution only at
rate n−1/3. But if one wants to estimate a so-called “smooth functional”, one can use the MLE to construct an
asymptotically efficient estimate which converges at rate n−1/2. Assuming that the density f0, corresponding
to the distribution function F0, has support contained in an interval [0,M ] ⊂ [0,∞), the smooth functionals
of interest allow the following expansion:
(D1) K(F ) = K(F0) +
∫
κF0(x) d (F − F0) (x) +O(‖F − F0‖22),
for distribution functions F with support contained in [0,M ], where ‖F−F0‖2 is the L2-distance between the
distribution function F and F0 w.r.t. Lebesgue measure on [0,M ]. The function κF is called the “canonical
gradient” of the functional K w.r.t. F (also called “efficient influence function”), and is supposed to belong
to the space L02(F ), of square integrable functions a w.r.t. the measure dF , satisfying
∫
a dF = 0. The
derivative of the function x 7→ κF (x) (when it exists) will be denoted by kF (x).
Condition (D1) holds for a wider class of functionals than just the class of linear functionals. For linear
functionals
K(F ) =
∫ M
0
c(x) dF (x),
we have κF (x) = c(x)−
∫
c(x)dF (x), and (D1) even holds without the O-term. However, the functional
K(F ) =
∫
F 2(x)w(x) dx
where w is a bounded weight function, has canonical gradient
κF (x) = 2
∫ M
s=x
F (s)w(s) ds−
∫ M
x=0
[∫ M
s=x
2F (s)w(s) ds
]
dF (x)
and also satisfies (D1). For we have
K(F )−K(F0) =
∫ M
0
F (x)2 w(x) dx−
∫ M
0
F0(x)
2 w(x) dx
=
∫ M
0
{F (x)− F0(x)}2 w(x) dx+ 2
∫ M
0
F (x)F0(x)w(x) dx− 2
∫ M
0
F0(x)
2 w(x) dx
= 2
∫ M
0
{F (x)− F0(x)}F0(x)w(x) dx+O
(‖F − F0‖2)
= 2
∫ M
0
∫ M
s=x
F0(s)w(s) ds d (F − F0) (x) +O
(‖F − F0‖2)
=
∫ M
0
κF0(x) d (F − F0) (x) +O
(‖F − F0‖2) .
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The last equality holds since each constant integrates to zero w.r.t. d(F − F0) on the interval [0,M ]. Here
we use that the canonical gradient should belong toL02(F0), an important property that sometimes seems
to be overlooked in this kind of computation. In the next to last line of the display above we simply use
integration by parts.
Condition (D1) suggests a recipe for proving efficiency and asymptotic normality of K(Fˆn), if Fˆn is the
(ordinary unsmoothed) MLE. We first try to establish that
‖Fˆn − F0‖2 = op
(
n−1/2
)
, (2.2)
and next try to prove, using the characterizing properties of the MLE,
n1/2
∫
κF0(x) d
(
Fˆn − F0
)
(x) = n1/2
∫
θF0(t, u, δ1, δ2) d (Qn −Q0) (t, u, δ1, δ2) + op
(
n−1/2
)
, (2.3)
where θF0 is given by:
θF0(t, u, δ1, δ2) = E
{
κF0(X)
∣∣ (T1, U1,∆11,∆12) = (t, u, δ1, δ2)} . (2.4)
It is at this point that the integral equations come into play, because θF0 also has the representation
θF0(t, u, δ1, δ2) = −δ1
φF0(t)
F0(t)
− δ2 φF0(u)− φF0(t)
F0(u)− F0(t) + (1− δ1 − δ2)
φF0(u)
1− F0(u) , (2.5)
where the function φF0 is a solution of the integral equation (equation (6) on p. 77 of [7] and (5) on p. 204
of [8]):
φF0(x) = dF0(x)
{ d
dx
(κF0(x))−
∫ x
u=0
φF0(x)− φF0(u)
F0(x)− F0(u) g(u, x) du+
∫ M
v=x
φF0(v)− φF0(x)
F0(v)− F0(x) g(x, v) dv
}
, (2.6)
and where dF0(x) is given by
dF0(x) =
F0(x){1− F0(x)}
g1(x){1− F0(x)}+ g2(x)F0(x) .
Here the indicators δk, k = 1, 2, correspond to the indicators ∆ik in (2.1); Qn is the empirical measure of
the observations (Ti, Ui,∆i1,∆i2), i = 1, . . . , n, and the corresponding underlying probability measure is Q0.
The observation times (Ti, Ui) have density g, with first marginal g1 and second marginal g2. How one gets
from the canonical gradient κF0 in the hidden space to the canonical gradient θF0 in the observation space is
further explained in [7], [8] and [12], where also the connection with theory, developed in [27], is explained.
If one succeeds in proving relation (2.3), one has in one stroke established both asymptotic normality and
asymptotic efficiency of K(Fˆn). In fact, one then gets, also using (2.2),
n1/2
{
K(Fˆn)−K(F0)
} D−→ N(0, σ2Q0), (2.7)
where N(0, σ2Q0) is a univariate normal distribution with expectation zero and variance
σ2Q0 =
∫
θF0
(
t, u, δ1, δ2
)2
dQ0(t, u, δ1, δ2),
which in terms of φF0 becomes:
σ2Q0 =
∫
φF0(t)
2
F0(t)
g1(t) dt+
∫ {φF0(u)− φF0(t)}2
F0(u)− F0(t) g(t, u) dt du+
∫
φF0(u)
2
1− F0(u) g2(u) du. (2.8)
The asymptotic variance σ2Q0 is the smallest asymptotic variance any regular estimator can attain.
The limit result (2.7) is proved in [8] under the strict separation hypothesis
P {Ui − Vi > ε} = 1,
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for some ε > 0 and some additional regularity conditions, and for the case that the joint density of (Ui, Vi) is
positive on the diagonal (in which case there can be arbitrarily small observation intervals (Ui, Vi)) in [9]. We
will only give some background to the relations (2.2) and (2.3) for the separated case here. To discuss this
in a simple setting, satisfying the conditions for the validity of (2.7), we take as F0 the uniform distribution
function on [0, 1] and as g the uniform density on the upper triangle of the unit square with vertices (0, ε),
(0, 1) and (1− ε, 1), where ε ∈ (0, 1). Moreover, we take
κF (x) = x−
∫
u dF (u),
so the smooth functional we want to estimate is just the first moment of the distribution of X. This means
that the integral equation (2.6) boils down to:
φF0(x) = dF0(x)
{
1−
∫ x
u=0
φF0(x)− φF0(u)
x− u g(u, x) du+
∫ 1
v=x
φF0(v)− φF0(x)
v − x g(x, v) dv
}
, (2.9)
where
g(t, u) =
2
(1− ε)2 1{u−t>ε} , g1(t) =
2(1− t− ε)
(1− ε)2 1[0,1−ε](t) , g2(v) =
2(u− ε)
(1− ε)2 1[ε,1](u) . (2.10)
Even in this simple setting, the integral equation (2.6) does not have a simple solution and we have to develop
general theory to show that a solution exists.
The integral equation (2.9) (and more generally, (2.6)), is a so-called Fredholm integral equation of the
second kind, see, e.g. [23]. A picture of the solution φF0 of (2.9) is shown in Figure 1, where we took ε = 0.1.
By (2.5) and (2.7), the asymptotic variance of
n1/2
∫
x d
(
Fˆn − F0
)
(x) (2.11)
is therefore given by (2.8), with φF0 solving (2.9). Numerical solution of the integral equation (2.9) for ε = 0.1
yielded
σ2Q0 =
∫ {
φF0(t)
2
F0(t)
+
{φF0(u)− φF0(t)}2
F0(u)− F0(t) +
φF0(u)
2
1− F0(u)
}
g(t, u) dt du ≈ 0.11427, (2.12)
and a simulation study, using 10, 000 samples of size n = 1000, yielded a variance 0.11470 of the values of
(2.11), so for sample size n = 1000 the actual variance is close to the asymptotic variance, given by (2.8).
Because of the separation property g(t, u) = 0, u − t < ε and the hypothesis that F0 has a continuous
strictly positive density f0 on its support (which, in the case of (2.9) is [0, 1]), the integrating factors in the
integrals on the right-hand side of (2.6) and (2.9) are bounded. So we have a Fredholm integral equation of
the second kind with a bounded integration kernel.
A further key to the treatment of the integral equation (2.9) is the following important observation.
Assuming existence and uniqueness of the bounded continuous solution φF0 of (2.9) (which is proved in [7]),
we have:
min
x∈[0,1]
dF0(x) ≤ m def= min
x∈[0,1]
φF0(x) ≤M def= max
x∈[0,1]
φF0(x) ≤ max
x∈[0,1]
dF0(x). (2.13)
The upper bound for the maximum M follows in the following way. Let x0 ∈ [0, 1] be a point where the
bounded continuous solution φF0 attains its maximum M . Then
M = φF0(x0) = dF0(x0)
{
1−
∫ x0
u=0
M − φF0(u)
x0 − u g(u, x0) du−
∫ 1
v=x0
M − φF0(v)
v − x0 g(x0, v) dv
}
≤ dF0(x0) ≤ max
x∈[0,1]
dF0(x).
The bound for m is derived in a similar way. We similarly can obtain bounds for the derivative of φF0 (using
the bound we got for φF0 itself).
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Fig 1. The function φF0 , solving the integral equation (2.9), for ε = 0.1.
Having established some properties of the solution φF0 of the integral equation (2.9), we can explain why
we can expect (2.2) and (2.3) to hold. First of all, we get
‖Fˆn − F0‖2 = Op
(
n−1/3
)
. (2.14)
This can be proved by using some (by now) standard entropy methods, as developed, for example, in [3] and
[1]. Defining
qF (t, u, δ1, δ2) = δ1F (t) + δ2{F (u)− F (t)}+ (1− δ1 − δ2){1− F (u)},
it is first proved, using [3] (or [1]), that the Hellinger distance h(qFˆn , qF0), defined by
h(qFˆn , qF0) =
{
1
2
∫ {
qFˆn(t, u, δ1, δ2)
1/2 − qF0(t, u, δ1, δ2)1/2
}2
d (Qn +Q0) (t, u, δ1, δ2)
}1/2
satisfies
h(qFˆn , qF0)
2 = Op
(
n−2/3
)
, (2.15)
(part (i) of Corollary 2 in [8]), and next, using (2.15) and the inequalities(
Fˆn − F0
)2
≤ 4
(√
Fˆn −
√
F0
)2
and
(
Fˆn − F0
)2
≤ 4
(√
1− Fˆn −
√
1− F0
)2
,
that ∥∥Fˆn − F0∥∥22 = Op (n−2/3) .
(part (ii) of Corollary 2 in [8]), which gives (2.14).
Next we prove (2.3), using the following crucial lemma.
Lemma 2.1. Let, in analogy with (2.5), θFˆn be defined by
θFˆn(t, u, δ1, δ2) = −δ1
φFˆn(t)
Fˆn(t)
− δ2
φFˆn(u)− φFˆn(t)
Fˆn(u)− Fˆn(t)
+ (1− δ1 − δ2)
φFˆn(u)
1− Fˆn(u)
, (2.16)
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where the function φFˆn solves the integral equation
φFˆn(x) = dFˆn(x)
{
1−
∫ x
u=0
φFˆn(x)− φFˆn(u)
Fˆn(x)− Fˆn(u)
g(u, x) du+
∫ 1
v=x
φFˆn(v)− φFˆn(x)
Fˆn(v)− Fˆn(x)
g(x, v) dv
}
, (2.17)
and where dFˆn(x) is given by
dFˆn(x) =
Fˆn(x){1− Fˆn(x)}
g1(x){1− Fˆn(x)}+ g2(x)Fˆn(x)
.
Then ∫
x d
(
Fˆn − F0
)
(x) = −
∫
θFˆn(t, u, δ1, δ2) dQ0(t, u, δ1, δ2). (2.18)
Lemma 2.1 is a special case of Lemma 1 on p. 214 of [8] and is the first step in proving (2.3). It gives
a representation of the statistic of interest in the hidden space (the expression on the left side of (2.18)) in
terms of a statistic in the observation space. The more general lemma in [8] holds for sufficiently well-behaved
distribution functions F instead of just Fˆn and the fact that Fˆn is the MLE is not used in the proof. We
need, however, that (2.17) is a well-defined integral equation (at least for sufficiently large n, with probability
tending to one), and this is not immediately clear. For example, the denominators of the integrands could
be zero or arbitrarily close to zero. Moreover, Fˆn has jumps, so we have to deal with a mix of (absolutely)
continuous functions and functions with jumps in this equation.
We now sketch the approach, taken in [8]. Let Ji = [τi, τi+1) be the intervals of constancy of Fˆn, where
τ0 = 0 and τm+1 = 1. We define a piecewise constant version φ¯Fˆn of φFˆn in the following way:
φ¯Fˆn(x) =

φFˆn(s), if ∃s ∈ Ji, such that Fˆn(s) = F0(s),
φFˆn(τi+1−), if F0(x) < Fˆn(τi), for all x ∈ Ji,
φFˆn(τi), if F0(x) > Fˆn(τi), for all x ∈ Ji.
(2.19)
We next define
θ¯Fˆn(t, u, δ1, δ2) = −δ1
φ¯Fˆn(t)
Fˆn(t)
− δ2
φ¯Fˆn(u)− φ¯Fˆn(t)
Fˆn(u)− Fˆn(t)
+ (1− δ1 − δ2)
φ¯Fˆn(u)
1− Fˆn(u)
. (2.20)
Since φ¯Fˆn is absolutely continuous w.r.t. Fˆn, we get:∫
θ¯Fˆn(t, u, δ1, δ2) dQn(t, u, δ1, δ2) = 0.
Hence, using Lemma 2.1, we get from (2.18),∫
x d
(
Fˆn − F0
)
(x) = −
∫
θFˆn(t, u, δ1, δ2) dQ0(t, u, δ1, δ2)
=
∫
θ¯Fˆn(t, u, δ1, δ2) d
(
Qn −Q0
)
(t, u, δ1, δ2) +
∫ {
θ¯Fˆn(t, u, δ1, δ2)− θFˆn(t, u, δ1, δ2)
}
dQ0(t, u, δ1, δ2).
Empirical process theory yields:
√
n
∫
θ¯Fˆn(t, u, δ1, δ2) d
(
Qn −Q0
)
(t, u, δ1, δ2)
D−→ N(0, σ2Q0),
where σ2Q0 is defined by (2.12). Here we use∥∥∥φ¯Fˆn − φFˆn∥∥∥2 + ∥∥∥φFˆn − φF0∥∥∥2 + ∥∥∥Fˆn − F0∥∥∥2 = Op (n−1/3) ,
which is proved in [8]. In fact, defining
ξFˆn =
φFˆn
Fˆn(1− Fˆn)
, ξ¯Fˆn =
φ¯Fˆn
Fˆn(1− Fˆn)
,
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it can be proved (see (31), p. 16 of [8] and Lemma 4 of [7]) that, for all x ∈ [0, 1],∣∣∣ξ¯Fˆn(x)− ξFˆn(x)∣∣∣ ≤ c1 ∣∣∣Fˆn(x)− F0(x)∣∣∣ and ∣∣∣φFˆn(x)− φF0(x)∣∣∣ ≤ c2 ∣∣∣Fˆn(x)− F0(x)∣∣∣ ,
for positive constants c1 and c2. These properties of the function φFˆn are derived from the integral equation
(2.17).
Note that φFˆn has an absolutely continuous and a discrete part. Lemma 4 of [7] tells us that if x and y
both belong to an interval Ji between jumps, we have:∣∣∣φFˆn(y)− φFˆn(x)∣∣∣ ≤ K1|y − x|,
for a positive constant K1, independent of Ji, and that if Fˆn has a jump at x, we get:∣∣∣φFˆn(x)− φFˆn(x−)∣∣∣ ≤ K2|Fˆn(x)− Fˆn(x−)|
for a positive constant K2. So the discrete part of φFˆn is absolutely continuous w.r.t. Fˆn.
Finally, by Lemma 2, p. 215, of [8] we get:∫ {
θ¯Fˆn(t, u, δ1, δ2)− θFˆn(t, u, δ1, δ2)
}
dQ0(t, u, δ1, δ2) = Op
(
n−2/3
)
.
Going through steps of this type seems unavoidable if one wants to prove a result of type (2.7).
For the non-separated case a result of type (2.7) was proved in [9], see Theorem 3.2 on p. 647 of [9]. The
result is also discussed in [12]. In this case one can no longer use the integral equation (2.17) directly because
of the singularities of the integrand, but instead has to use a modified form of this integral equation in a
transformed scale. The details are omitted here. A full discussion can be found in [12].
3. Local limit theory for the MLE in the interval censoring model
The distinction between the separated case (P{Ui−Vi < ε} = 0 for some ε > 0) and the non-separated case,
where we can have arbitrarily small observation intervals (Ui, Vi), plays an even more prominent role in the
local limit theory than in the theory for the smooth functionals.
For the non-separated case the following conjecture was launched in [11] (and repeated in [20]).
Conjecture 3.1 (Conjecture in [11]). Let F0 and H be continuously differentiable at t0 and (t0, t0), respec-
tively, with strictly positive derivatives f0(t0) and h(t0, t0), where H is the distribution function of (Ti, Ui).
By continuous differentiability of H at (t0, t0) is meant that the density h(t, u) is continuous at (t, u), if t < u
and (t, u) is sufficiently close to (t0, t0), and that h(t, t), defined by
h(t, t) = lim
u↓t
h(t, u),
is continuous at t, for t in a neighborhood of t0.
Let 0 < F0(t0), H(t0, t0) < 1, and let Fˆn be the MLE of F0. Then
(n log n)1/3
{
Fˆn(t0)− F0(t0)
} / {
3
4f0(t0)
2/h(t0, t0)
}1/3 D−→ 2Z,
where Z is the last time that standard two-sided Brownian motion minus the parabola y(t) = t2 reaches its
maximum.
It was also shown in [11] that Conjecture 3.1 is true for a “toy” estimator, obtained by doing one step of
the iterative convex minorant algorithm, starting the iterations at the underlying distribution function F0;
the “toy” aspect is that we can of course not do this in practice. In spite of the fact that now more than
twenty years have passed since this conjecture has been launched, it still has not been proved.
For the separated case one can also introduce a toy estimator of the same type and one can again
formulate the “working hypothesis” that the toy estimator and the MLE have the same pointwise limit
behavior. Anticipating that this would hold, the asymptotic distribution of the toy estimator is derived in
[28] for the separated case, under the following conditions.
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(C1) The support of F0 is an interval [0,M ], where M <∞.
(C2) F0 and G have densities f0 and g w.r.t. Lebesgue measure on R and R2, respectively.
(C3) Let the functions k1,ε and k2,ε be defined by
k1,ε(u) =
∫ M
u
g(u, v)
F0(v)− F0(u) {F0(v)− F0(u) < ε
−1} dv,
and
k2,ε(v) =
∫ v
0
g(u, v)
F0(v)− F0(u) {F0(v)− F0(u) < ε
−1} du.
Then, for i = 1, 2 and each ε > 0,
lim
α→∞α
∫
(t0,t0+t/α]
ki(u, εα) du = 0.
(C4) 0 < F0(t0) < 1 and 0 < H(t0, t0) < 1.
The motivation for these conditions is given in [28] and actually becomes clear from the proof, which is not
given here.
Theorem 3.1 ([28]). Suppose that assumptions (C1) to (C4) hold. Let ki, i = 1, 2, be defined by
k1(u) =
∫ M
u
g(u, v)
F0(v)− F0(u) dv, and k2(v) =
∫ v
0
g(u, v)
F0(v)− F0(u) du,
and suppose that f0, g1, g2, k1 and k2 are continuous at t0, where g1 and g2 are the first and second marginal
densities of g, respectively. Moreover, assume f0(t0) > 0. Then, if F
(1)
n is the estimator of the distribution
function F0, obtained after one step of the iterative convex minorant algorithm, starting the iterations with
F0, we have
n1/3{2ξ(t0)/f0(t0)}1/3{F (1)n (t0)− F0(t0)} D−→ 2Z,
where Z is the last time where standard two-sided Brownian motion minus the parabola y(t) = t2 reaches its
maximum, and where
ξ(t0) =
g1(t0)
F0(t0)
+ k1(t0) + k2(t0) +
g2(t0)
1− F0(t0) .
It is indeed proved in [12] that, under slightly stronger conditions (the most important one being that
an observation interval always has length > ε, for some ε > 0), the MLE has the same limit behavior,
using the same norming constants. The expression for the asymptotic variance in the separated case is
remarkably different from the conjectured variance in the non-separated case, which only depends on F0 via
f0(t0), showing that only the local behavior, depending on the density at t0, is important for the asymptotic
variance (assuming that the working hypothesis holds).
Note that if (Ti, Ui) is uniform on the upper triangle of the unit square, with vertices (0, ε), (0, 1) and
(1− ε, 1), we have:
g1(u) =
2(1− u− ε)
(1− ε)2 , g2(v) =
2(v − ε)
(1− ε)2 ,
see (2.10), and, if F0 is the uniform distribution function on [0, 1],
k1(u) =
2 log{(1− u)/ε}
(1− ε)2 , k2(v) =
2 log(v/ε)
(1− ε)2 ,
so
ξ(t0) =
2
(1− ε)2
{
1− t0 − ε
t0
+ log
(
t0(1− t0)
ε2
)
+
t0 − ε
1− t0
}
in this case.
Note that the scaling constants in the Conjecture 3.1 and in Theorem 3.1 are of a different order: in
Conjecture 3.1 the order is (n log n)−1/3 and in Theorem 3.1 the order is n−1/3 (which is also the order of
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convergence of the MLE for current status data). One of the reasons to believe that the rate of the MLE for
the non-separated case is indeed of order (n log n)−1/3 is the fact that in [2] a histogram-type estimator is
constructed which locally achieves this rate. Moreover, a simulation study in [18] which compares the MLE
with the histogram estimator in [2] shows that the MLE actually has a smaller variance than the histogram
estimator for the cases analyzed there and has for large samples a variance which is close to the conjectured
asymptotic variance. Nevertheless Conjecture 3.1 still has to be proved, no doubt using the associated integral
equations.
We shall now sketch how the integral equations enter into the proof of the local limit result for the
separated case. As in the preceding section, we assume that F0 is defined on [0,M ] and has a continuous
derivative f0, staying away from zero on [0,M ] (defining f0 at the boundary points by its left and right
limits). The proof starts by showing that
sup
t∈(0,M)
√
n
∫ t
0
{
Fˆn(u)− F0(u)} du = Op(1), (3.1)
see Lemma 4.4 on p. 146 of [12]. This is done by studying the integral equation
φ(x) = dF (x)
{
1[0,t)(x)−
∫ x
0
φ(x)− φ(u)
F (x)− F (u)g(u, x) du+
∫ M
x
φ(u)− φ(x)
F (u)− F (x)g(x, u) du
}
, (3.2)
using the same notation as in the preceding section, see, e.g., (2.17). This equation has a right-continuous
solution φt,F for each t ∈ [0,M ], if we restrict the distribution functions F to the set
Fδ =
{
F ∈ Fd[0,M ] : sup
x∈[0,M ]
|F (x)− F0(x)| ≤ δ
}
,
where Fd[0,M ] is the set of discrete distribution functions on [0,M ] with finitely many points of jump, and
where we choose δ > 0 sufficiently small. Note that we may assume, with probability tending to one, that
Fˆn belongs to Fδ for sufficiently large n.
According to Lemma 4.3 of [12], the set of discontinuities of the solution φt,F of the integral equation
(3.2) is contained in the set of discontinuities of F , augmented by the point t (which is the only jump of the
function 1[0,t) on [0,M ]). Furthermore, again according to Lemma 4.3 of [12], we get, if x is a point of jump
of φt,F ,
|φt,F (x)− φt,F (x−)| ≤ c{F (x)− F (x−) + 1},
for some c > 0 only depending on F0 and δ. For points x < y in an interval not containing jumps of F we
have:
|φt,F (y)− φt,F (x)| ≤ c′(y − x),
for some constant c′ > 0, again only depending on F0 and δ.
Defining, as before (see (2.16)):
θt,Fˆn(t, u, δ1, δ2) = −δ1
φt,Fˆn(t)
Fˆn(t)
− δ2
φt,Fˆn(u)− φt,Fˆn(t)
Fˆn(u)− Fˆn(t)
+ (1− δ1 − δ2)
φt,Fˆn(u)
1− Fˆn(u)
,
we get, following the proof of Lemma 4.4 in [12],∫ t
0
{
Fˆn(u)− F0(u)} du =
∫
θt,Fˆn(t, u, δ1, δ2) dQ0(t, u, δ1, δ2).
This reduces again the functional of interest to an integral in the observation space. We would have the
result (3.1) if we could write:∫
θt,Fˆn(t, u, δ1, δ2) dQ0(t, u, δ1, δ2) =
∫
θt,Fˆn(t, u, δ1, δ2) d
(
Q0 −Qn
)
(t, u, δ1, δ2).
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This would be true if φt,Fˆn would be absolutely continuous w.r.t. Fˆn. But since this is not the case, we
take a function φ¯t,Fˆn close to φt,Fˆn which is, apart from possibly having a jump at the point t, is absolutely
continuous w.r.t. Fˆn. If t belongs to the interval (τi, τi+1) between successive jumps of Fˆn, φ¯t,Fˆn is defined
by
φ¯t,Fˆn(x) =
{
φt,Fˆn(t−), if x ∈ [τi, t),
φt,Fˆn(t), if x ∈ [t, τi+1),
on the other intervals φ¯t,Fˆn can be defined in the same way as in (2.19). Analogously to what we did before,
we define θ¯t,Fˆn by:
θ¯t,Fˆn(t, u, δ1, δ2) = −δ1
φ¯t,Fˆn(t)
Fˆn(t)
− δ2
φ¯t,Fˆn(u)− φ¯t,Fˆn(t)
Fˆn(u)− Fˆn(t)
+ (1− δ1 − δ2)
φ¯t,Fˆn(u)
1− Fˆn(u)
.
Then: ∣∣∣∣∫ {θ¯t,Fˆn − θt,Fˆn} dQ0
∣∣∣∣ ≤ ‖Fˆn − F0‖22 = Op (n−2/3) ,
(see p. 147 of [12]).
Returning to the functionals
t 7→ ψn(t) def=
∫ t
0
{
Fˆn(u)− F0(u)} du,
we get that, if x 7→ Fˆn(x)− F0(x) is of constant sign on an interval Ji = [τi, τi+1),
sup
u∈Ji
|ψn(u)| ≤ max {|ψn(τi)| , |ψn(τi+1)|} ,
since the function ψn is then either increasing or decreasing on Ji. If, on the other hand F0 and Fˆn cross on
the interval Ji, ψn first increases and then decreases after the crossing point, noting that Fˆn is constant and
that F0 increases on Ji, so we get, if t ∈ (τi, τi+1),
ψn(τi) ∧ ψn(τi+1) ≤ ψn(t) =
∫
θt,Fˆn dQ0 =
∫
θ¯t,Fˆn dQ0 +Op
(
n−2/3
)
=
∫
θ¯t,Fˆn d
(
Q0 −Qn) +
∫
θ¯t,Fˆn dQn +Op
(
n−2/3
)
≤
∫
θ¯t,Fˆn d
(
Q0 −Qn) +Op
(
n−2/3
)
,
where we use
∫
θ¯t,Fˆn dQn ≤ 0, which is a consequence of the so-called Fenchel duality conditions, character-
izing the MLE (see (4.38) on p. 147 of [12]). So we have, apart from a remainder term of order Op(n
−2/3),
in all cases bounded ψn(t) by the values of ψn at the points τi and an integral of the form∫
θ¯t,Fˆn d
(
Q0 −Qn). (3.3)
But ψn(τi) can be written
ψn(τi) =
∫
θτi,Fˆn dQ0 =
∫
θ¯τi,Fˆn dQ0 +Op
(
n−2/3
)
=
∫
θ¯τi,Fˆn d
(
Q0 −Qn
)
+Op
(
n−2/3
)
,
using that for t = τi the function φt,Fˆn is absolutely continuous w.r.t. Fˆn (the jump of the function 1[0,t) is
in that case at the same location as a jump of Fˆn). So we have bounded ψn(t) by the empirical integrals of
the form (3.3), and the result now follows by empirical process theory.
Having established (3.1), we now also get for a class of functions G of right-continuous functions g :
[0,M ]→ R of uniformly bounded variation:
sup
g∈G
∣∣∣∣∣
∫ M
0
g(x)
{
Fˆn(x)− F0(x)
}
dx
∣∣∣∣∣ = Op (n−1/2) , (3.4)
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see Corollary 4.3 on p. 149 of [12]. Using (3.4) we can first of all establish:
sup
x∈[0,M ]
∣∣Fˆn(x)− F0(x)∣∣ = Op (n−1/4) ,
see Corollary 3.4 in [12].
Next we observe that for an (open, closed or half-open) interval Jn, Fˆn satisfies∫
t∈Jn
{
δ2
Fˆn(u)− Fˆn(t)
− δ2
F0(u)− Fˆn(t)
}
dQn =
∫
t∈Jn
δ2
{
Fˆn(u)− F0(u)
}{
Fˆn(u)− Fˆn(t)
}{
F0(u)− Fˆn(t)
} dQn
=
∫
t∈Jn
{F0(u)− F0(t)}
{
Fˆn(u)− F0(u)
}{
Fˆn(u)− Fˆn(t)
}{
F0(u)− Fˆn(t)
} g(t, u) du+ ∫
t∈Jn
δ2
{
Fˆn(u)− F0(u)
}{
Fˆn(u)− Fˆn(t)
}{
F0(u)− Fˆn(t)
} d(Qn −Q0).
(3.5)
For the first integral on the right-hand side of (3.5) we get from (3.4):∫
t∈Jn
{F0(u)− F0(t)}g1(t)
{∫ {
Fˆn(u)− F0(u)
}{
Fˆn(u)− Fˆn(t)
}{
F0(u)− Fˆn(t)
} g(u|t) du} dt = Op (n−1/2 |Jn|) ,
where |Jn| denotes the length of the interval Jn, and for the second integral on the right-hand side of (3.5)
we have, if |Jn| = Op(n−1/4),∫
t∈Jn
δ2
{
Fˆn(u)− F0(u)
}{
Fˆn(u)− Fˆn(t)
}{
F0(u)− Fˆn(t)
} d(Qn −Q0) = Op (n−3/4) ,
implying that if Jn is of order Op(n
−1/4) both terms are of order Op(n−3/4). Since∫
u∈Jn
{
δ2
Fˆn(u)− Fˆn(t)
− δ2
Fˆn(u)− F0(t)
}
dQn
can be treated in a similar way, we get:∫
t∈Jn
{
δ1
Fˆn(t)
− δ2
Fˆn(u)− Fˆn(t)
}
dQn +
∫
u∈Jn
{
δ2
Fˆn(u)− Fˆn(t)
− 1− δ1 − δ2
1− Fˆn(u)
}
dQn
=
∫
t∈Jn
{
δ1
Fˆn(t)
− δ2
F0(u)− Fˆn(t)
}
dQn +
∫
u∈Jn
{
δ2
Fˆn(u)− F0(t)
− 1− δ1 − δ2
1− Fˆn(u)
}
dQn +Op
(
n−3/4
)
,
if |Jn| = Op(n−1/4). Notice that this replaces the value of Fˆn in the “off-diagonal” arguments of the integrand
by the corresponding value of F0.
Using this result, one can in fact derive the improved result
sup
t∈[−c,c]
∣∣∣Fˆn(t0 + n−1/3t)− F0(t0)∣∣∣ = Op (n−1/3) ,
see Lemma 4.6 in [12], for each c > 0 and an interior point t0 ∈ (0,M). This, in turn, means that if we let
Jn be an interval of order O(n
−1/3) around a fixed point t0 ∈ (0,M), we get:∫
t∈Jn
{
δ1
Fˆn(t)
− δ2
Fˆn(u)− Fˆn(t)
}
dQn +
∫
u∈Jn
{
δ2
Fˆn(u)− Fˆn(t)
− 1− δ1 − δ2
1− Fˆn(u)
}
dQn
=
∫
t∈Jn
{
δ1
F0(t)
− δ2
F0(u)− F0(t)
}
dQn +
∫
u∈Jn
{
δ2
F0(u)− F0(t) −
1− δ1 − δ2
1− F0(u)
}
dQn
−
∫
t∈Jn
{
Fˆn(t)− F0(t)
}{ δ1
F0(t)2
+
δ2
{F0(u)− F0(t)}2
}
dQn
−
∫
u∈Jn
{
Fˆn(u)− F0(u)
}{ δ2
{F0(u)− F0(t)}2 +
δ3
{1− F0(u)}2
}
dQn + op
(
n−2/3
)
.
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In particular, if Jn = [τn, v), where τn is a point of jump of Fˆn such that |τn − t0| = Op(n−1/3), and where
v = τn + n
−1/3w, w > 0, we get, by the characterization of the MLE:
0 ≤ n2/3
∫
t∈Jn
{
δ1
Fˆn(t)
− δ2
Fˆn(u)− Fˆn(t)
}
dQn +
∫
u∈Jn
{
δ2
Fˆn(u)− Fˆn(t)
− 1− δ1 − δ2
1− Fˆn(u)
}
dQn
= n2/3
{∫
t∈Jn
{
δ1
F0(t)
− δ2
F0(u)− F0(t)
}
dQn +
∫
u∈Jn
{
δ2
F0(u)− F0(t) −
1− δ1 − δ2
1− F0(u)
}
dQn
}
+ n2/3
∫
t∈Jn
{
F0(t)− F0(t0)
}{ 1
F0(t)
+
1
F0(u)− F0(t)
}
g(t, u) dt du
+ n2/3
∫
u∈Jn
{
F0(u)− F0(t0)
}{ 1
F0(u)− F0(t) +
1
1− F0(u)
}
g(t, u) dt du
− n2/3
∫
t∈Jn
{
Fˆn(t)− F0(t0)
}{ 1
F0(t)
+
1
F0(u)− F0(t)
}
g(t, u) dt du
− n2/3
∫
u∈Jn
{
Fˆn(u)− F0(t0)
}{ 1
F0(u)− F0(t) +
1
1− F0(u)
}
g(t, u) dt du+ op(1),
where the inequality on the left becomes an equality if the right endpoint v of Jn is also a point of jump of Fˆn.
As a function of w (in τn + n
−1/3w), the first term on the right-hand side converges to a Brownian motion
process and the second and third term on the right-hand side converge to a parabolic drift added to this
process. The last two terms converge to the greatest convex minorant of this Brownian motion plus parabolic
drift process. So the MLE is indeed asymptotically equivalent to the toy estimator, given in Theorem 3.1,
and its asymptotic distribution is therefore also given by Theorem 3.1. So we have the following result.
Theorem 3.2. (Theorem 4.4 of [12].) Let the conditions
(i) g1 and g2 are continuous, with g1(x) + g2(x) > 0 for all x ∈ [0,M ],
(ii) (u, v) 7→ g(u, v) is continuous on its support, with uniformy bounded partial derivatives, except at a
finite number of points, where left and right (partial) derivatives exist,
(iii) P{V − U < ε0} = 0 for some ε0 with 0 < ε0 ≤M/2, so g does not have mass close to the diagonal,
be satisfied and let F0 be continuous with a bounded derivative f0 on [0,M ], satisfying
f0(x) ≥ c > 0, x ∈ (0,M),
for some constant c > 0. Then we have at each point t0 ∈ (0,M):
n1/3{2ξ(t0)/f0(t0)}1/3{Fˆn(t0)− F0(t0)} D−→ 2Z,
where ξ and Z are defined as in Theorem 3.1. Hence Fˆn has the same asymptotic distribution as the toy
estimator F
(1)
n of Theorem 3.1.
4. Local limit theory for the MSLE in the interval censoring model
As mentioned in the introduction, the MLE Fˆn minimizes, as a function of F , the Kullback-Leibler distance
K(Qn, Pn,F ) =
∫
dQn
dPn,F
dQn,
over probability measures Pn,F in the allowed class, where Qn is the empirical measure of the observations
(Ti, Ui,∆i1,∆i2), i = 1, . . . , n, and Pn,F is a measure, defined by∫
ψ(t, u, δ1, δ2) dPn,F (t, u, δ1, δ2)
=
∫ {
ψ(t, u, 1, 0)F (t) + ψ(t, u, 0, 1)
{
F (u)− F (t)}+ ψ(t, u, 0, 0){1− F (u)}} dGn(t, u), (4.1)
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for bounded measurable functions ψ w.r.t. the product of the Borel σ-algebra on R2+ and the counting
measure on {(1, 0), (0, 1), (0, 0)}, and where Gn is the empirical distribution function of the observation pairs
(Ti, Ui).
On the other hand, the MSLE minimizes the Kullback-Leibler distance
K(Q˜n, P˜n,F ) =
∫
log
dQ˜n
dP˜n,F
dQ˜n (4.2)
over F , where Q˜n is a smoothed version of Qn, defined by∫
ψ(t, u, δ1, δ2) dQ˜n(t, u, δ1, δ2)
=
∫
ψ(t, u, 1, 0) dQ˜n(t, u, 1, 0) +
∫
ψ(t, u, 0, 1) dQ˜n(t, u, 1, 0) +
∫
ψ(t, u, 0, 0) dQ˜n(t, u, 0, 0), (4.3)
and the three measures on the right-hand side are smoothed versions of the measuresQn(t, u, 1, 0),Qn(t, u, 0, 1)
and Qn(t, u, 0, 0), respectively. Furthermore, P˜n,F is defined by∫
ψ(t, u, δ1, δ2) dP˜n,F (t, u, δ1, δ2)
=
∫ {
ψ(t, u, 1, 0)F (t) + ψ(t, u, 0, 1)
{
F (u)− F (t)}+ ψ(t, u, 0, 0){1− F (u)}} dG˜n(t, u), (4.4)
where dG˜n is given by
dG˜n(t, u) = dQ˜n(t, u, 1, 0) + dQ˜n(t, u, 0, 1) + dQ˜n(t, u, 0, 0).
Minimizing (4.2) is equivalent to maximizing the smoothed log likelihood
`(F ) =
∫
logF (t) dQ˜n(t, u, 1, 0) +
∫
log{F (u)− F (t)} dQ˜n(t, u, 0, 1)
+
∫
log{1− F (u)} dQ˜n(t, u, 0, 0) (4.5)
over F , and the maximizing F , which we will denote by F˜n, is called the MSLE.
We now give a more specific form of (4.5). Let, as before, g be the joint density of the observation pairs
(Ti, Ui), with first marginal g1 and second marginal g2. Moreover, let the densities h01, h02 and h0 be defined
by
h01(t) = F0(t)g1(t), h02(u) = {1− F0(u)}g2(u), h0(t, u) = {F0(u)− F0(t)}g(t, u). (4.6)
We define h˜nj , j = 1, 2, and h˜n as the estimates of the densities h0j , j = 1, 2, and the 2-dimensional density
h0, where
h˜n1(t) =
1
n
n∑
i=1
Kbn(t− Ti) ∆i1, h˜n2(u) =
1
n
n∑
i=1
Kbn(u− Ui)∆i3, (4.7)
h˜n(t, u) =
1
n
n∑
i=1
Kbn(t− Ti)Kbn(u− Ui)∆i2, (4.8)
and
Kbn(x) =
1
bn
K
(
x
bn
)
,
for a symmetric continuously differentiable kernel K with compact support, like the triweight kernel
K(x) = 3532
(
1− x2)3 1[−1,1](x), x ∈ R. (4.9)
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At points near the boundary we use a boundary correction by replacing the kernel K by a linear combination
of K(u) and uK(u). Details on the latter are given in [13]. As in [13], we take bn  n−1/5.
With these definitions (4.5) takes the form:
`(F ) =
∫
h˜n1(t) logF (t) dt+
∫
h˜n2(u){1− F (t)} du+
∫
h˜n(t, u) log{F (u)− F (t)} dt du. (4.10)
and the MSLE is the (sub-)distribution function, maximizing (4.10). Figures 2 and 3 show the rather large
improvement of the MSLE over the MLE when the underlying distribution is smooth. Note that, if we would
not use boundary kernels, the measure Q˜n would be defined by∫
ψ(t, u, δ1, δ2) dQ˜n(t, u, δ1, δ2)
=
∫
ψ(t, u, 1, 0)
{∫
Kbn(t− x)Kbn(u− y) dQn(x, y, 1, 0)
}
dt du
+
∫
ψ(t, u, 0, 1)
{∫
Kbn(t− x)Kbn(u− y) dQn(x, y, 0, 1)
}
dt du
+
∫
ψ(t, u, 0, 0)
{∫
Kbn(t− x)Kbn(u− y) dQn(x, y, 0, 0)
}
dt du.
The analogous expression we obtain if boundary kernels are used, is obvious.
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
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0.
4
0.
6
0.
8
1.
0
Fig 2. The MSLE (solid) and MLE (dashed) on [0, 1] for a sample of size n = 100 from the distribution function F0(x) =
1− (1− x)2 (dotted); g is uniform on the triangle with vertices (0, ε), (0, 1) and (1− ε, 1), where ε = 0.1. The bandwidth for
the computation of the MSLE was bn = n−1/5 ≈ 0.398107.
It is shown in [13] that, under the separation hypothesis and some additional regularity conditions, the
MSLE is asymptotically equivalent to the solution of a non-linear integral equation. We assume these con-
ditions (given in Theorem 4.1 of [13]) to be satisfied in the sequel. The relevant integral equation (in F ) is
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Fig 3. The MSLE (solid) and MLE (dashed) on [0, 1] for a sample of size n = 1000 from the distribution function F0(x) =
1− (1− x)2 (dotted); g is uniform on the triangle with vertices (0, ε), (0, 1) and (1− ε, 1), where ε = 0.1. The bandwidth for
the computation of the MSLE was bn = n−1/5 ≈ 0.251189.
given by:
h˜n1(t){1− F (t)} − h˜n2(t)F (t)
+ F (t){1− F (t)}
{∫ t
v=0
h˜n(v, t)
F (t)− F (v) dv −
∫ M
u=t
h˜n(t, u)
F (u)− F (t) du
}
= 0, (4.11)
see Lemma 4.5 of [13]. Note that the corresponding equation for the underlying model:
h01(t){1− F (t)} − h02(t)F (t)
+ F (t){1− F (t)}
{∫ t
v=0
h0(v, t)
F (t)− F (v) dv −
∫ M
u=t
h0(t, u)
F (u)− F (t) du
}
= 0,
is solved by F0. Using the implicit function theorem in Banach spaces ([4], Theorem 10.2.1), it is shown in
[13] that if (h˜n1, h˜n2, h˜n) is sufficiently close to (h01, h02, h0) in the supremum distance, equation (4.11) has
a unique solution F˜n in an open ball around F0, again in the supremum distance. Next it is shown that F˜n
coincides with the MSLE with probability tending to one and that
‖F˜n − F0‖ = Op
(
n−3/10
)
, n→∞, (4.12)
where ‖ · ‖ denotes the supremum distance (part (ii) of Lemma 4.5 in [13]). Note that starting with the
non-sharp bound (4.12) is somewhat analogous to the approach in the derivation of the local limit behavior
of the MLE in the preceding section, where first a bound on the supremum distance of order Op(n
−1/4) was
derived. In the derivation of (4.12) the implicit function theorem in Banach spaces is again used, but with a
different norm for (h˜n1, h˜n2, h˜n) (instead of the supremum norm for h˜n a weaker integral-type norm is used).
Using the bound (4.12) it is subsequently shown that F˜n is close to the solution F¯n of the linear integral
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equation
F (t)− F0(t) + dF0(t)
{∫ t
u=0
g(u, t){F (t)− F0(t)− F (u) + F0(u)}
F0(t)− F0(u) du
−
∫ M
u=t
g(t, u){F (u)− F0(u)− F (t) + F0(t)}
F0(u)− F0(t) du
}
=
h˜n1(t){1− F0(t)} − h˜n2(t)F0(t)
{1− F0(t)}g1(t) + F0(t)g2(t)
+ dF0(t)
{∫ t
u=0
h˜n(u, t)
F0(t)− F0(u) du−
∫ M
u=t
h˜n(t, u)
F0(u)− F0(t) du
}
, (4.13)
where dF0 is defined by
dF0(t) =
F0(t){1− F0(t)}
g1(t){1− F0(t)}+ g2(t)F0(t) .
In fact, it is shown that if F¯n is the solution of (4.13), we have:
‖F˜n − F¯n‖ = Op
(
n−3/5
)
,
where ‖ · ‖ again denotes the supremum norm, which is a distance of smaller order than we can expect for
the distance between F˜n and F0.
The linear integral equation has properties which are analogous to the properties of the integral equations
studied in the preceding sections, but is now an equation in F itself instead of an equation in the associated
function φF . In fact, an essential difference is that we now have asymptotic equalities and normality instead of
asymptotic inequalities and non-normality. In the case of the MLE we had to infer the asymptotic properties
via a functional of an associated process (greatest convex minorant of Brownian motion plus a parabolic
drift), but we do not have to do this in the present case.
So F¯n satisfies
F¯n(t)− F0(t) + dF0(t)
{∫ t
u=0
g(u, t){F¯n(t)− F0(t)− F¯n(u) + F0(u)}
F0(t)− F0(u) du
−
∫ M
u=t
g(t, u){F¯n(u)− F0(u)− F¯n(t) + F0(t)}
F0(u)− F0(t) du
}
=
h˜n1(t){1− F0(t)} − h˜n2(t)F0(t)
{1− F0(t)}g1(t) + F0(t)g2(t)
+ dF0(t)
{∫
u<t
h˜n(u, t)
F0(t)− F0(u) du−
∫
u>v
h˜n(t, u)
F0(u)− F0(t) du
}
.
As in the preceding section, the “off-diagonal” terms F¯n(u) − F0(u) in the integrands on the left give a
contribution of lower order Op(n
−1/2) (“smooth functionals” again!) and we find that F¯n is asymptotically
equivalent to the “toy estimator” F toyn , satisfying
{F toyn (t)− F0(t)}
{
1 + dF0(t)
{∫
u<t
g(u, t)
F0(t)− F0(u) dt+
∫
u>v
g(t, u)
F0(u)− F0(t) du
}}
=
h˜n1(t){1− F0(t)} − h˜n2(t)F0(t)
{1− F0(t)}g1(t) + F0(t)g2(t)
+ dF0(t)
{∫
u<t
h˜n(u, t)
F0(t)− F0(u) du−
∫
u>v
h˜n(t, u)
F0(u)− F0(t) du
}
. (4.14)
Since, by standard theory for kernel estimators, the right-hand side, multiplied by n2/5, converges in distri-
bution to a normal distribution, we get that also n2/5{Fˆn(t)−F0(t)} converges to a normal distribution (the
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same limit distribution as that of n2/5{F toyn (t)− F0(t)}), where Fˆn denotes the MSLE. The full result, with
explicit asymptotic bias and variance, is given below.
Theorem 4.1. Let Condition (1.1) of [13] be satisfied. Moreover, let F0 be twice differentiable, with a bounded
continuous derivative f0 on the interior of [0,M ], which is bounded away from zero on [0,M ], with a finite
positive right limit at 0 and a positive left limit at M . Also, let f0 have a bounded continuous derivative on
(0,M) and let g1 and g2 be twice differentiable on the interior of their supports S1 and S2, respectively, and
let g1{1− F0}+ g2F0 stay away from zero on [0,M ], where g1 and g2 are the marginals of the joint density
g of the pair of observation times (Ti, Ui).
Furthermore, let g have a bounded (total) second derivative on the interior of its support S, having finite
limits approaching the boundary of S. Suppose that Xi is independent of (Ti, Ui), and let dF0 be defined by
dF0(v) =
F0(v){1− F0(v)}
g1(v){1− F0(v)}+ F0(v)g2(v) .
Then, if bn  n−1/5, we have for each v ∈ (0,M), and the MSLE Fˆn,√
nbn
{
Fˆn(v)− F0(v)− β(v)b
2
n
2σ1(v)
}
D−→ N (0, σ(v)2) ,
where
β(v) =
{1− F0(v)}h′′01(v)− F0(v)h′′02(v)
g1(v){1− F0(v)}+ F0(v)g2(v)
∫
u2K(u) du
+ dF0(v)
{∫ v
t=0
∂2
∂v2h0(t, v)
F0(v)− F0(t) dt−
∫ M
u=v
∂2
∂v2h0(v, u)
F0(u)− F0(v) du
}∫
u2K(u) du, (4.15)
where h0, h01 and h02 are defined by (4.6) and
σ1(v) = 1 + dF0(v)
{∫
t<v
g(t, v)
F0(v)− F0(t) dt+
∫
w>v
g(v, w)
F0(w)− F0(v) dw
}
, (4.16)
and where N
(
0, σ(v)2
)
is a normal distribution with first moment zero and variance σ(v)2, defined by
σ(v)2 =
dF0(v)
σ1(v)
∫
K(u)2 du. (4.17)
Remark 4.1. Condition (1.1) of [13] is a separation condition which ensures that the observation intervals
(Ti, Ui) do not become arbitrarily small. Because of the additional smoothness conditions, it takes a somewhat
more complicated form than the analogous separation condition for the ordinary MLE. We refer for the precise
formulation to [13].
5. Deconvolution, smooth functionals
The theory of MLEs for deconvolution is full of peculiar facts and unsolved problems. We can again expect
that the use of MLEs will produce efficient estimates of smooth functionals. Whether this will give better
estimates than naive estimators will depend on the model and in particular on the properties of the tangent
spaces, associated with the model. We start with a simple example, where the estimate of the first moment,
using the MLE, coincides with a moment estimate.
Suppose our observations Z1, . . . , Zn are a sample of the form
Zi = Xi + Yi,
where the Xi and Yi are independent, and Yi has a (known) normal N(µ, 1) distribution. A natural estimate
of the first moment of the distribution of the Xi is the estimate
Tn = n
−1
n∑
i=1
Zi − µ. (5.1)
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The MLE of the unknown distribution function of the Xi is the distribution function Fˆn, maximizing
`(F ) =
∫
log
∫
φ(z − x− µ) dF (x) dHn(z),
over F , where Hn is the empirical distribution function of the Zi and φ is the standard normal density. So
another estimate of the first moment of the distribution of the Xi is the estimate
T ′n =
∫
x dFˆn(x).
But a simple calculation, which is omitted here, shows that, in fact, T ′n = Tn, so the two methods produce
exactly the same (efficient) estimate here.
This relation does not hold for higher moments however. We could, for example, estimate the variance of
the Xi by
Un = n
−1
n∑
i=1
(
Zi − Z¯n
)2 − 1,
where Z¯n is the mean of the Zi, but also by
U ′n =
∫
x2 dFˆn(x)−
{∫
x dFˆn(x)
}2
.
Here we do not get Un = U
′
n; for example Un can have negative values, in contrast with U
′
n. On theoretical
grounds, one would expect the MLE to produce an asymptotically efficient estimate of the variance, but
looking at simulations, one also would expect this efficiency only to show up for huge sample sizes, because
of the highly discrete character of the MLE, which only has very few points of mass for moderate sample
sizes.
The usual method of producing estimates of F is to first estimate the characteristic function of the data in
some way, and then use the fact that the characteristic function of the convolution is a product, meaning that
one can divide by the characteristic function of the distribution of the known component of the deconvolution
to obtain the characteristic function of the unknown component. This does not necessarily produce efficient
estimates of the smooth functionals, however, while for the MLE there is a general theory, predicting the
efficiency of the estimates of smooth functionals based on the MLE, as also shown in the preceding sections.
Dividing by the characteristic function of the known component becomes more difficult if this characteristic
function has zeroes, as in the case of the uniform distribution. In this case the moment estimator (5.1) also
does not produce an efficient estimate of the first moment. Deconvolution for the case that Yi has a uniform
distribution is sometimes called “box-car” deconvolution. We consider here the simplest case, where the
distributions of the Xi and Yi both have support [0, 1] and the Xi have an absolutely continuous distribution
function F0. As discussed in [20] (Exercise 2, section 2.3, p. 61), the model is equivalent to the current status
model in this case. This is seen in the following way.
Let ∆i = 1{Zi≤1} and let Z
′
i be defined by
Z ′i =
{
Zi, if ∆i = 1,
Zi − 1, if ∆i = 0. (5.2)
Then Z ′1, . . . , Z
′
n is distributed as a sample from a Uniform(0, 1) distribution. Moreover, the log likelihood
for the unknown distribution function F can be written
`(F ) =
n∑
i=1
{∆i logF (Z ′i) + (1−∆i) log{1− F (Z ′i)} ,
and we have, for t, t+ h ∈ (0, 1)
P {∆i = 1, Z ′i ∈ [t, t+ h]} = P {Zi ∈ [t, t+ h]} ∼ h
∫ t
0
dF0(u) = hF0(t), h ↓ 0,
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and
P {∆i = 0, Z ′i ∈ [t, t+ h]} = P {Zi ∈ [1 + t, 1 + t+ h]} ∼ h
∫ 1
t
dF0(u) = h{1− F0(t)}, h ↓ 0,
so we get factorization of the current status model for ∆i and the corresponding observation Z
′
i. This means,
by Theorem 5.5 in [20], that
√
n
{∫
x dFˆn(x)−
∫
x dF0(x)
}
D−→ N(0, σ2F0),
where
σ2F0 =
∫ 1
0
F0(t){1− F0(t)} dt.
This also follows from Example 11.2.3b, p. 226, in [26], where it is at the same time shown that this is the
efficient asymptotic variance.
On the other hand, if we would take the moment estimate Tn of (5.1) to estimate the first moment of the
distribution of the Xi, we would get
√
n
{
Tn −
∫
x dF0(x)
}
D−→ N(0, σ2),
where
σ2 =
1
12
+ var(X1).
Since
var(X1) = 2
∫ 1
0
x{1− F0(x)} dx−
{∫ 1
0
{1− F0(x)} dx
}2
,
a simple variational argument shows that σ2F0 < σ
2, unless F0 is the uniform distribution function, in which
case σ2F0 = σ
2. So in this case, the estimate of the first moment, based on the MLE, is more efficient than
the moment estimate Tn, in contrast with what happened for normal deconvolution.
We now generalize this example to the situation that the convolution kernel is a continuously differentiable
decreasing density g on [0, 1] and F0 is again an absolutely continuous distribution function, concentrated
on [0, 1]. As in section 2, we consider functionals K(F ) satisfying condition (D1), of which the first moment
of F is the prototype, so
K(F ) = K(F0) +
∫
κF0(x) d (F − F0) (x) +O(‖F − F0‖22),
and we try again to prove:
‖Fˆn − F0‖2 = op
(
n−1/2
)
, (5.3)
and next to prove, using the characterizing properties of the MLE,
n1/2
∫
κF0(x) d
(
Fˆn − F0
)
(x) = n1/2
∫
θF0(z) d (Hn −H0) (z) + op
(
n−1/2
)
. (5.4)
Here H0 is the distribution function of the convolution and Hn the empirical distribution function of the
observations Zi = Xi + Yi, and θF0 is given by:
θF0(z) = E
{
κF0(X1)
∣∣ X1 + Y1 = z} . (5.5)
Note the analogy with (2.3) and (2.4) in section 2. Introducing an intermediate function φF again, just as
in section 2, we get the representation
θF0(z) =
∫ z
u=0
g(z − u) dφF0(u)
h0(z)
, (5.6)
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where φF0 is absolutely continuous w.r.t. F0, g is the (decreasing) density of the Yi on [0, 1], and h0 is the
density of the observations Zi. This leads to the integral equation (in φF0):
κF0(x) = E {θF0(Z1)|X1 = x} =
∫
z≥x
∫ z
u=0
g(z − u) dφF0(u)
h0(z)
g(z − x) dz, (5.7)
which is the adjoint equation to the equation (5.5) (more on the relation between the equation (5.5) and its
adjoint (5.7) in the deconvolution problem can be found in part 1 of [20]). Note that this is an equation in
the function φ′F0 (or the measure dφF0) rather than the function φF0 . Also note that we can write
κF0(x) =
∫
z≥x
θF0(z) g(z − x) dz, (5.8)
giving a seemingly simpler equation in θF0 . The essential (sometimes ignored) fact, however, is that θF0 has
to have a representation of the form (5.6) (or, more generally, that it has to be a limit of representations of
this form: it has to be in the closure of the range of the score operator). Without this restriction on θF0 the
equation (5.8) would have infinitely many solutions; the restriction that θF0 has to have a representation of
the form (5.6) or has to be a limit of such representations makes the solution unique, however.
Defining φF0(0) = 0 and using integration by parts we get:∫ z
u=0
g(z − u) dφF0(u)
h0(z)
=
g(0)φF0(z) +
∫ z
0
φF0(u)g
′(z − u) du
h0(z)
and by differentiating (5.7) we obtain the integral equation
φF0(x) +
∫ 1
u=0
A(x, u)φF0(u) du = −
h0(x)κ
′
F0
(x)
g(0)2
, x ∈ (0, 1), (5.9)
where the kernel A of the integral equation is given by:
A(x, u) =
g′(x− u)
g(0)
+
h0(x)g
′(u− x)
g(0)h0(u)
+
h0(x)
g(0)2
∫ 1+x∧u
z=x∨u
g′(z − u)g′(z − x)
h0(z)
dz. (5.10)
So, just as in section 2, we obtain a Fredholm integral equation of the second kind.
To give a concrete example of what these functions θF0 and φF0 look like, we take g equal to the “elbow
density” g(x) = 2(1− x)1[0,1](x) and let F0 be the uniform distribution function on [0, 1]. Furthermore, we
take
κF0(x) = x−
∫
u dF0(u), (5.11)
the gradient corresponding to the first moment of the distribution, given by F0. For this model the kernel
A(x, u) becomes:
A(x, u) = −1[u,1)(x)−
h0(x)1[x,1)(u)
h0(u)
+ h0(x)
∫ 1+x∧u
z=x∨u
dz
h0(z)
.
Moreover:
h0(z) =
{
z(2− z) , z ∈ [0, 1],
(2− z)2 , z ∈ (1, 2], (5.12)
So we get:
A(x, u) = −1(0,x)(u)−
x(2− x)1[x,1)(u)
u(2− u) + x(2− x)
{
1
2 log
(
2− x ∨ u
x ∨ u
)
+
x ∧ u
1− x ∧ u
}
, (5.13)
for x, u ∈ (0, 1). This immediately points to one reason why solving this type of integral equation is more
difficult than solving the integral equation we studied in section 2: the kernel of the integral equation is
unbounded.
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Furthermore, taking the gradient given by (5.11) and using (5.12) again, the integral equation (5.9) turns
into
φF0(x) +
∫ 1
u=0
A(x, u)φF0(u) du = − 14x(2− x), x ∈ (0, 1). (5.14)
This equation was solved numerically and a picture of φF0 is given in Figure 4. The corresponding θF0 ,
defined by (5.6), is shown in Figure 5. The function z 7→ θF0(z) is unbounded near z = 2 and has a cusp at
z = 1. It can be shown, though, that ∫
θF0(z)
2h0(z) dz <∞. (5.15)
and θF0 ∈ L02(H0), where L02(H0) is the space of square integrable function w.r.t. dH0 which integrate to
zero w.r.t. dH0. In fact the left-hand side of (5.15) can be expected to be the (efficient) asymptotic variance
of
n1/2
{∫
x dFˆn(x)−
∫
x dF0(x)
}
.
A picture of θF0
√
h0 is shown in Figure 6. Numerical evaluation of (5.15) gave indeed a value of approximately
0.137, and, for example, a simulation of 1000 samples of size n = 1000, where the MLE was computed using
the support reduction algorithm of [15], gave the value 0.139 for n times the variance of the sample estimates
(we have the impression that the sample variance times n converge to the asymptotic value from above, as
n→∞; sample size n = 100 gave slightly larger values), so simulations seem to give a nice agreement with
the conjectured asymptotic variance.
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Fig 4. The function φF0 , solving the integral equation (5.14).
In order to prove
n1/2
{∫
x dFˆn(x)−
∫
x dF0(x)
}
D−→ N(0, σ20),
where
σ20 =
∫
θF0(z)
2h0(z) dz,
we will need the following lemma, which is analogous to Lemma 2.1.
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Fig 5. The function θF0 , defined by (5.6), for the same model as used in Figure 4.
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Fig 6. The function θF0
√
h0, for the same model as used in Figure 4.
Lemma 5.1. Let the density hˆn be defined by
hˆn(z) =
∫
g(z − x) dFˆn(x), z ∈ [0, 2].
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and let τ1 and τm be the smallest and largest point of jump of Fˆn, respectively. Furthermore, let, in analogy
with (5.6), θFˆn be defined by
θFˆn(z) =
∫ z
u=0
g(z − u) dφFˆn(u)
hˆn(z)
, z ∈ [τ1, 1 + τm), (5.16)
where the function φFˆn solves the integral equation (in φ)
φ(x) +
∫ τm
u=τ1
An(x, u)φ(u) du =
hˆn(x)
g(0)2
, x ∈ [τ1, τm), (5.17)
and where the kernel An is given by
An(x, u) =
g′(x− u)
g(0)
+
hˆn(x)g
′(u− x)
g(0)hˆn(u)
+
hˆn(x)
g(0)2
∫ 1+x∧u
z=x∨u
g′(z − u)g′(z − x)
hˆn(z)
dz.
We define φFˆn(x) = 0, if x ∈ [0, τ1) or x ≥ τm. Then θFˆn satisfies∫
z≥x
θFˆn(z)g(z − x) dz = x−
∫
u dFˆn(u), x ∈ [τ1, τm).
The function θFˆn can uniquely and continuously be extended to (0, 2 ∨ (1 + τm)) such that∫
z≥x
θFˆn(z)g(z − x) dz = x−
∫
u dFˆn(u), x ∈ (0, 1). (5.18)
Moreover, for θFˆn , extended in this way, we have:∫
x d
(
Fˆn − F0
)
(x) = −
∫
θFˆn(z) dH0(z). (5.19)
Remark 5.1. Note that
hˆn(z) = 0, z /∈ [τ1, 1 + τm).
Also note that we can have τm < 1 and τm > 1, the latter event is more typical.
To show that (5.19) holds, note that∫
θFˆn(z) dH0(z) =
∫
θFˆn(z)
∫
g(z − x) dF0(x) dz
=
∫ {∫
θFˆn(z)g(z − x) dz
}
dF0(x) =
∫ {
x−
∫
x dFˆn(x)
}
dF0(x) = −
∫
x d
(
Fˆn − F0
)
(x).
Just as in section 2, we would like to have a relation of the form∫
x d
(
Fˆn − F0
)
(x) =
∫
θFˆn(z) d
(
Hn −H0
)
(z) + op
(
n−1/2
)
instead of (5.19). Proceeding as in section 2, we construct a function φ¯Fˆn which is absolutely continuous
w.r.t. Fˆn and which is close to φFˆn . Next we define
θ¯Fˆn(z) =

∫
x∈[0,z] g(z − x) dφ¯Fˆn(x)
hˆn(z)
, z ∈ [τ1, 1 + τm),
0 , otherwise.
(5.20)
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To this end, we define φ¯Fˆn as the solution of the equation in φ∫
u∈[τ1,τm]
{∫
z≥x∨u
g(z − u)g(z − x)
hˆn(z)
dz
}
dφ(u) = x−
∫
x dFˆn(x) , a.e.
[
dFˆn
]
. (5.21)
Note that this is a finite matrix equation which only has to be solved at the points of jump of Fˆn. Then φ¯Fˆn
is absolutely continuous w.r.t. Fˆn, since it is a right-continuous piecewise constant function, having (finitely
many) jumps at the same locations as Fˆn. It follows from Proposition 2.1, p. 54 in [20] (see also [5] and [14])
that ∫
z≥τi
g(z − τi)
hˆn(z)
dHn(z) = 1, i = 1, . . . ,m.
So we get: ∫
θ¯Fˆn(z) dHn(z) =
∫ {∫
g(z − x)
hˆn(z)
dHn(z)
}
dφ¯Fˆn(x)
=
∫
x∈[τ1,τm]
dφ¯Fˆn(x) = φ¯Fˆn(τm)− φ¯Fˆn(0) = 0. (5.22)
A picture of the functions φFˆn and φ¯Fˆn is shown in Figure 7.
0.0 0.2 0.4 0.6 0.8 1.0
-0.20
-0.15
-0.10
-0.05
0.00
Fig 7. The function φFˆn (solid), defined as in Lemma 5.1, and the function φ¯Fˆn (dashed), defined as the solution of the
equation (5.21), for the same model as used in Figure 4, and for a sample of size n = 1000; τm ≈ 1.08617.
Furthermore, by Theorem 5, p. 522, of [6]:
‖Fˆn − F0‖2 = Op
(
n−1/3
)
.
This suggests, using methods analogous to the methods used in [8],∫ {
θ¯Fˆn(z)− θFˆn(z)
}
dH0(z) = op
(
n−1/2
)
. (5.23)
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In fact, we have:∫ {
θ¯Fˆn(z)− θFˆn(z)
}
hˆn(z) dz =
∫ 1+τm
τ1
{
θ¯Fˆn(z)− θFˆn(z)
}
hˆn(z) dz
=
∫
x∈[τ1,τm]
{∫
z≥x
g(z − x) dz
}
d
(
φ¯Fˆn − φFˆn
)
(x) =
∫
x∈[τ1,τm]
d
(
φ¯Fˆn − φFˆn
)
(x) = 0,
and hence ∫ {
θ¯Fˆn(z)− θFˆn(z)
}
h0(z) dz =
∫ {
θ¯Fˆn(z)− θFˆn(z)
}{
h0(z)− hˆn(z)
}
dz.
We write the integrand on the right-hand side as the product of the functions
z 7→
{
θ¯Fˆn(z)− θFˆn(z)
}{√
hˆn(z) +
√
h0(z)
}
and
z 7→
√
hˆn(z)−
√
h0(z)
It is proved in [6] that {∫ {√
hˆn(z)−
√
h0(z)
}2
dz
}1/2
= Op
(
n−1/3
)
.
If it can also be shown that{∫ {
θ¯Fˆn(z)− θFˆn(z)
}2 {
hˆn(z) + h0(z)
}
dz
}1/2
= op
(
n−1/6
)
,
we would obtain, using (5.19) to (5.23) and the Cauchy-Schwarz inequality,∫
x d
(
Fˆn − F0
)
(x) = −
∫
θFˆn(z) dH0(z) = −
∫
θ¯Fˆn(z) dH0(z) + op
(
n−1/2
)
=
∫
θ¯Fˆn(z) d
(
Hn −H0
)
(z) + op
(
n−1/2
)
. (5.24)
A picture of the functions θFˆn{
√
hˆn +
√
h0}/2 and θ¯Fˆn{
√
hˆn +
√
h0}/2 is shown in Figure 8, showing that
these function are really close on the interval [0, 1 + 1 ∨ τm]. Figure 9 compares θ¯Fˆn{
√
hˆn +
√
h0}/2 and
θF0
√
h0.
The only remaining step would be to show that
√
n
∫
θ¯Fˆn(z) d
(
Hn −H0
)
(z) =
√
n
∫
θF0(z) d
(
Hn −H0
)
(z) + op(1),
and this representation would again give asymptotic efficiency of the estimate of the first moment, based on
the MLE. It is clear that the heart of the difficulty of the proof is the unboundedness of the functions θF0 ,
θFˆn and θ¯Fˆn at the right endpoint of the interval on which they are defined, which is caused by the fact that
the decreasing convolution density g approaches zero at the right endpoint of the interval [0, 1].
6. Deconvolution, local limits
We briefly discuss the conjectured local limit behavior of the MLE. Consistency of the MLE for deconvolution
has been proved quite generally in [14]. For the local limit distribution theory for the case that the mixture
density is decreasing the following conjecture was launched.
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0.0 0.5 1.0 1.5 2.0
-0.4
-0.2
0.0
0.2
0.4
Fig 8. The function θFˆn{
√
hˆn +
√
h0}/2 (solid), defined by (5.16), and the function θ¯Fˆn{
√
hˆn +
√
h0}/2 (dashed), defined by
(5.20), for the same model as used in Figure 4, and for the same sample as used in Figure 7; τm ≈ 1.08617.
0.0 0.5 1.0 1.5 2.0
-0.4
-0.2
0.0
0.2
0.4
Fig 9. The function θ¯Fˆn{
√
hˆn +
√
h0}/2 (solid), defined by (5.16), and the function θF0
√
h0 (dashed), defined by (5.6), on
the interval [0, 2], for the same model as used in Figure 4, and for the same sample as used in Figure 7.
Conjecture 6.1. (Conjectured theorem in 5.4 [11]), also Theorem in 5.4 in [20].) Let g be a right-continuous
decreasing density on [0,∞), having only a finite number of discontinuity points a0 = 0 < a1 < · · · < am.
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Moreover, suppose that g has a derivative g′(x) at points x 6= ai, i = 0, . . . ,m, satisfying∫
(0,∞)
g′(x)2
g(x)
dx <∞,
where the integrand is defined to be zero at the points ai and at points x where g is zero, and where g
′ is
bounded and continuous on the intervals (ai−1, ai), i = 1, . . . ,m+ 1, with am+1
def
= ∞.
Furthermore, assume that there exist positive constants k1 and k2 such that the derivative g
′ of g satisfies
the relation
|g′(t+ u)| ≤ k1|g′(t)|,
for all t > 0 and 0 < u < k2, such that ai < t < t+ u < ai+1 for some i, 0 ≤ i ≤ m.
Let the convolution density h be given by
h(z) =
∫
g(z − x) dF0(x), z ≥ 0,
where the distribution function F0 of the (non-negative) random variables Xi, 1 ≤ i ≤ n, is continuously
differentiable at z0 > 0, with derivative f0(z0) > 0 at z0. Then
n1/3
{
F (1)n (z0)− F0(z0)
}
f0(z0)
−1/3
{
2
m∑
i=0
(
g(ai)− g(ai−)
)2/
h(z0 + ai)
}1/3 D−→ 2Z,
where
D−→ denotes convergence in distribution, and where Z is the last time where standard two-sided Brow-
nian motion minus the parabola y(t) = t2 reaches its maximum.
Specializing g to the Uniform distribution on [0, 1], the discontinuity points are a0 = 0 and a1 = 1, and
we get for a fixed interior point t0 ∈ (0, 1):
n1/3
{
Fˆn(t0)− F0(t0)
}/{
1
2F0(t0) (1− F0(t0)) f0(t0)
}1/3 D−→ 2Z, (6.1)
where Z is as in the conjectured Theorem 6.1. We know this to be true by the interpretation in terms of the
current status model, see (5.2) in section 5.
Specializing g to the standard exponential distribution on [0,∞), gives only one discontinuity point a0 = 0,
and the conjectured theorem then yields, for t0 > 0:
n1/3
{
Fˆn(t0)− F0(t0)
}/{
1
2f0(t0)h(t0)
}1/3 D−→ 2Z. (6.2)
This is also proved to be true in [21].
For the more general case of a decreasing density, the conjectured theorem still has not been proved. The
problem is discussed in some detail in Chapter 5 of [5]. Possibly the assumptions are somewhat too strong.
In Chapter 5 of [5] the following conditions are used.
(i) The distribution function F0 is continuous on [0, S0], and F0(S0) = 1, where S0 <∞.
(ii) In a neighborhood of t0 ∈ (0, S0), F0 is continuously differentiable, with derivative f0, satisfying
f0(t0) > 0.
(iii) The density g is bounded, decreasing and continuous on [0,∞) and has compact support [0, Sg]. More-
over, g has a bounded Lipschitz continuous derivative on (0, Sg).
Under these assumptions, proving the conjectured Theorem 6.1 again depends on being able to deal with
certain integral equations. Just as in the case of interval censoring, Theorem 6.1 will follow if we can prove
that a certain remainder term is a smooth functional, which converges to zero at a faster rate than the cube
root n rate. The analysis starts by considering the estimate hˆn of the density h0, generating the observations
Zi = Xi + Yi,
hˆn(t) =
∫
g(t− x) dFˆn(x).
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where Fˆn is the MLE. We write this in the form
hˆn(t) = g(0)Fˆn(t)−
∫ t
x=0
{g(t− x)− g(0)} dFˆn(x). (6.3)
Note that the second term on the right-hand side of (6.3) has a continuous (but not differentiable) integrand
at t, in contrast with the preceding representation of hˆn. We expect∫ t
x=0
{g(t− x)− g(0)} dFˆn(x)−
∫ t
x=0
{g(t− x)− g(0)} dF0(x) = Op
(
n−1/2
)
, (6.4)
to be a smooth functional, which would mean that the dominant asymptotic behavior of hˆn(t) is given by
g(0)Fˆn(t) +
∫ t
x=0
{g(t− x)− g(0)} dF0(x). (6.5)
This, in turn, would imply that the MLE would be asymptotically equivalent to a certain “toy estimator”,
obtained by doing one step of the iterative convex minorant algorithm (for a discussion of this algorithm, see
[22]), and then the conjectured theorem would hold, as further explained in [11] and [20]. This would give
for the present model:
n1/3
(
2g(0)2
f0(t0)h0(t0)
)1/3 {
Fˆn(t0)− F0(t0)
} D−→ 2Z, (6.6)
where Z is as in the conjectured Theorem 6.1.
To prove (6.4), we this time have to deal with the integral equation (5.7) in φ:
κt,F0(x) =
∫
z≥x
∫ z
u=0
g(z − u) dφ(u)
h0(z)
g(z − x) dz,
where in this case:
κF0(t, x) = {g(t− x)− g(0)}1[0,t)(x)−
∫ t
u=0
{g(z − u)− g(0)} dF0(u). (6.7)
Assuming S0 = Sg = 1 in the conditions above, we get that differentiation leads again to a Fredholm integral
equation of the second kind:
φt,F0(x) +
∫ 1
u=0
A(x, u)φt,F0(u) du =
h0(x)g
′(t− x)1[0,t)(x)
g(0)2
, x ∈ (0, 1), (6.8)
where the kernel A is given by (5.10). But note that this time the expression on the right-hand side has a jump
discontinuity at t. This also leads to a solution with a jump discontinuity at the same location. For the example
where F0 is the uniform distribution function on [0, 1] and g the “elbow density” g(x) = 2(1−x)1[0,1](x) the
solution is given in Figure 10, taking t = 0.5. Note the jump at t = 0.5.
The corresponding efficient influence function θt,F0 , defined by
θt,F0(z) =
∫ z
u=0
g(z − u) dφt,F0(u)
h0(z)
, (6.9)
is given in Figure 11.
We can now proceed in a similar way as in the preceding section and define functions θt,Fˆn and θ¯t,Fˆn as in
(5.16) and (5.20). The result is shown in Figure 12. Note the analogy with what happened in section 3, where
the proof of the convergence to the asymptotic distribution was also based on showing that a remainder term
was of order Op(n
−1/2) and asymptotically normal, by showing that an integral equation had a solution φ¯t,Fˆn
which had a jump discontinuity at a point t where we wanted to determine the local limit of the MLE, see
(3.2). The difference with the present situation is that in that case a proof is available (in [12]), whereas for
the deconvolution case the proof is still not completed.
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0.0 0.2 0.4 0.6 0.8 1.0
-0.4
-0.3
-0.2
-0.1
0.0
Fig 10. The function φt,F0 , solving the integral equation (6.8) for t = 0.5, where F0 is the uniform distribution function on
[0, 1] and g the elbow density g(x) = 2(1− x)1[0,1](x).
0.0 0.5 1.0 1.5 2.0
-0.6
-0.4
-0.2
0.0
0.2
Fig 11. The function θt,F0 , defined by (6.9), for t = 0.5, where F0 is the uniform distribution function on [0, 1] and g the
elbow density g(x) = 2(1− x)1[0,1](x).
It should be mentioned that the integral equation, determining φF and θF , can be explicitly solved for
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0.0 0.5 1.0 1.5 2.0
-0.6
-0.4
-0.2
0.0
0.2
Fig 12. The function θt,Fˆn{
√
hˆn+
√
h0}/2 (solid), defined by (5.16), and the function θ¯t,Fˆn{
√
hˆn+
√
h0}/2 (dashed), defined
by (5.20), for the same model as used in Figure 11, and for the same sample as used in Figure 7; τm ≈ 1.08617.
exponential deconvolution. Note that we leave the compact support case here. Defining
Kt(F ) =
∫
x∈[0,t)
{g(t− x)− g(0)} dF (x),
we get:
φt,Fˆn(x) =
{ −{1 +Kt(Fˆn)}Fˆn(x), x ∈ [τ1, t),
−Kt(Fˆn){Fˆn(x)− 1}, x ∈ [t, τm],
where τ1 and τm are the first and last point of jump of Fˆn, respectively. Here we have the unusual situation
that φt,Fˆn is almost absolutely continuous w.r.t. Fˆn, which is only spoilt by the jump of φt,Fˆn at t. Moreover,
we get:
θt,Fˆn(x) = −1[0,t)(z)−Kt(Fˆn).
We have the following result.
Theorem 6.1. (Kt(Fˆn) is a smooth functional in exponential deconvolution.) Let X1, . . . , Xn be a sample
from a continuous distribution function F0, concentrated on [0,∞). Furthermore, let Z1, . . . , Zn be a sample of
observations of the type Zi = Xi+Yi, where Y1, . . . , Yn are independent of the Xi and standard exponentially
distributed. Suppose that Fˆn is the MLE of F0 on the basis of the sample Z1, . . . , Zn. Then, for each point t
in the interior of the support of the distribution of the Xi:
√
n
{
Kt(Fˆn)−Kt(F0)
}
=
√
n
∫
x∈[0,t)
{
e−(t−x) − 1} d(Fˆn − F0)(x) D−→ N (0, σ2t ), (6.10)
where N (0, σ2t ) denotes a normal distribution with first moment zero and variance σ2t , given by:
σ2t =
∫
θt,F0(z)
2 dH0(z),
and where (the score function) at,F0 is given by:
θt,F0(z) = −1[0,t)(z)−Kt(F0), z ≥ 0. (6.11)
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Using this result, we get a new proof of the local limit result (6.2) above, since (6.4) holds, and we get
that the MLE is asymptotically equivalent to the “toy estimator”, obtained by doing one step of the iterative
convex minorant algorithm, starting the iterations with the underlying distribution function F0.
7. Concluding remarks.
It is shown that further development of the local limit theory of the MLE for interval censoring and deconvo-
lution crucially depends on getting grip on the associated integral equations. The same holds for the MSLE
for interval censoring, which converges locally at a faster rate than the MLE, under appropriate smoothing
conditions. Probably similar results will follow for the MSLE for deconvolution, but this is not discussed
above.
It is also shown that the MLE can be expected to be asymptotically efficient in the estimation of smooth
functionals, a property it attains automatically, without any smoothing. For deconvolution this property will
usually not hold automatically for the Fourier type estimators which are commonly applied in this situation,
using kernel estimators with fixed bandwidths in the Fourier domain. The theory also produces answers to
the often posed question: “Why maximum likelihood?”. One answer is: it produces automatically efficient
estimates, in contrast with other methods. Nowadays, these estimates also can be easily computed, for
example using the support reduction algorithm of [15] or some hybrid form of the EM algorithm, combined
with the iterative convex minorant algorithm, as was used for computing the MSLE in [13].
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