The formation of black-odor water in urban rivers has a long history. It not only seriously affects the image of the city, but also easily breeds germs and damages the urban habitat. The prevention and treatment of urban black-odor water have long been important topics nationwide. "Action Plan for Prevention and Control of Water Pollution" issued by the State Council shows Chinese government's high attention to this issue. However, treatment and monitoring are inextricably linked. There are few studies on the large-scale monitoring of black-odor water, especially the cases of using unmanned aerial vehicle (UAV) to efficiently and accurately monitor the spatial distribution of urban river pollution. Therefore, in order to get rid of the limitations of traditional ground sampling to evaluate the point source pollution of rivers, the UAV-borne hyperspectral imagery was applied in this paper. It is hoped to grasp the pollution status of the entire river as soon as possible from the surface. However, the retrieval of multiple water quality parameters will lead to cumulative errors, so the Nemerow comprehensive pollution index (NCPI) is introduced to characterize the pollution level of urban water. In the paper, the retrieval results of six regression models including gradient boosting decision tree regression (GBDTR) were compared, trying to find a regression model for the retrieval NCPI in the current scenario. In the first study area, the retrieval accuracy of the training dataset (adjusted_R 2 = 0.978), and test dataset (adjusted_R 2 = 0.974) was higher than that of the other regression models. Although the retrieval effect of random forest is similar to that of GBDTR in both training accuracy and image inversion, it is more computationally expensive. Finally, the spatial distribution graphs of NCPI and its technical feasibility in monitoring pollution sources were investigated, in combination with field observations.
Introduction
In urban development, urban rivers play a vital role, not only in the function of water circulation and shaping the urban landscape, but also flood control, drainage, and maintaining the regional water balance. However, with the acceleration of the urban development process, especially for developing countries, the pollution of urban rivers has developed into a problem that cannot be ignored [1] . In China, many urban rivers are polluted, and some of them have become black and odorous, forming the so-called urban "black-odor water" [2, 3] . In the areas of freshwater and marine ecosystems that are deficient in oxygen, this type of polluted water is also known as black water blooms, black spots, black water agglomerates, or dead zones [4] [5] [6] . The black color and odor are an extreme manifestation of organic pollution. The black-odor water not only pollute the water and destroy river ecosystems, but they also emit stench, and the breeding of microorganisms causes peripheral air pollution and even outbreaks of infectious diseases. Since April 2, 2015, local governments across China have gradually incorporated black-odor water management into their work plans. The total number of occurrences of black-odor water in 36 key cities of China was 897, and the completion rate of successful remediation was 70% on average, with another 274 occurrences added as of October 27, 2018 (http://www.hcstzz.com/). At the time of publication, the total number of black-odor water occurrences in China is 2100 [7] .
To date, the published articles on black polluted water have mainly focused on the biochemical mechanism of water and black odor [8] , the related treatment [9] [10] [11] , and the optical characteristics of black-odor water [12, 13] . Urban black-odor water identification, water pollution assessment, and river pollution source monitoring still rely mainly on in situ campaigns that provide point measurements, with a long monitoring period but low monitoring frequency [14] . The low frequency of in situ monitoring makes it difficult to evaluate short-term temporal variation, and limited extent of in situ monitoring makes it difficult to evaluate spatial variation. In contrast, remote sensing techniques have monitoring resolutions and frequencies that allow detection of spatial and temporal changes [15] . The color change of polluted water is determined by the optical properties of its dissolved and particulate components. Therefore, the remote sensing reflectance spectrum of the water information is clearly different from that of non-polluted water [16] . To date, very few remote sensing monitoring methods have been developed for use with black-odor water. Shuang et al. [17] used high spatial resolution imagery combined with a spectral index model for threshold segmentation, mainly relying on empirical interpretation, which can effectively identify black-odor water, to a certain extent. However, the threshold needs to be set in this method manually, resulting in models that may not be generally applicable. It also cannot be applied to all types of polluted waters, and the results of the water pollution assessment cannot be quantified. As early as 2014, for the phenomenon of black water aggregation (BWA) in Taihu Lake in China, a BWA search algorithm based on digital number (DN) gray values and research area variance was proposed and achieved good results. However, an error in visual interpretation will affect the final evaluation accuracy, and BWA can only be identified simply as being present or not [18] .
According to the Chinese Government's Guideline for Urban Black and Odorous Water Treatment (hereinafter referred to as "the Guide") [19] , the assessment of non-black-odor water (NBO), mild black-odor water (MBO), and severe black-odor water (SBO) is not determined by a single water quality parameter, but includes the four water quality parameters of Secchi depth (SD), dissolved oxygen (DO), oxidation-reduction potential (ORP), and ammonia nitrogen (AN). Therefore, the method of quantitatively inverting a single indicator by means of remote sensing does not apply to the current situation.
In this paper, a weighted multi-factor environmental quality index-the Nemerow comprehensive pollution index (NCPI)-is introduced in [20] . The NCPI is mostly used for soil heavy metal pollution assessment and the comprehensive evaluation of environmental quality [21, 22] . When combined with the black-odor water determination approach mentioned in the Guide, it is not only possible to identify the presence of the black-odor water, but it is also possible to calculate the pollution level of black-odor water quantitatively. Therefore, compared with single parameter factor inversion, pollution index inversion based on the Guide and UAV-borne hyperspectral imagery is more suitable for the current situation. Hyperspectral imagery has a high spectral resolution and rich feature information, and is increasingly used in ecological environment monitoring [23] . In this study, we applied an unmanned aerial vehicle (UAV) remote sensing platform equipped with a miniature hyperspectral camera to obtain hyperspectral remote sensing (HRS) image data. These data were combined with ground-measured spectra to select a machine learning regression model with high stability and high accuracy-gradient boosting decision tree regression (GBDTR)-allowing us to develop a water pollution monitoring and evaluation method to quantitatively retrieve the NCPI. The effect of "water-leaving reflectance" on the NCPI is different from the effect of reflectance spectra on the leaf area index, especially with near-infrared spectroscopy [24] . Therefore, the pollution assessment process for urban riverways proposed in this paper is more closely related to the empirical statistical method of linking water-leaving reflectance and the Nemerow index. The objectives of this study were: (a) To verify the accuracy of the NCPI in the application of black-odor water identification and water pollution assessment; (b) to combine UAV-borne HRS images and ground-measured spectra, with which a machine learning algorithm is used as the core to retrieve the water pollution index; and (c) to analyze the NCPI distribution in the study area, in order to provide technical support for the application of polluted water monitoring and targeted treatment, as well as pollution source monitoring.
Methodology

Study Area
On May 31 and June 1, 2019, we selected two riverways in Wuhan, China, as the research areas: Shahu Port (114 • 21 22.36 E, 30 • 35 11.44 N) and the Xunsi River (114 • 18 0.12 E, 30 • 29 58.87 N) . Shahu Port is a famous "smelly water port" in Wuhan. According to the National Urban Black-odor Water Remediation Supervision Platform (http://gz.hcstzz.com), the riverway is under treatment, and the pollution situation has improved. However, there is still a smell, and the water is still cloudy. The riverway can be initially deemed to be slightly polluted qualitatively. The study area was made up of a section of Shahu Port from the intersection of Yangyuan South Road and Luojiagang, with 40 evenly distributed sampling points, as shown in Figure 1 . The stretch of the Xunsi River from Wutai Gate to the Beijing-Guangzhou railway line is 450-m long and has been included in the scope of black-odor water treatment. However, there is no effective governance at present, and it can be judged from the senses that the pollution level of this study area is much higher than that of Shahu Port. As shown in Figure 2 , a section of U-shaped riverway was chosen as the second study area, and a total of 38 sampling points were evenly distributed along the stretch of river. Due to the slow flow at the bend of the river and the long-term accumulation, visible surface residue and odors are common.
Shahu Port is an important channel connecting the East Lake and Sha Lake to the Yangtze River. The existence of black-odor water affects the water quality of the Yangtze River. The drinking water of the residents is mostly from the river in Wuhan. Xunsi River is an important drainage channel in South Lake and Baishazhou area. In the flood season of 2016, due to the poor water-carrying capacity of the Xunsi River and other multiple factors, the South Lake area was seriously waterlogged. Taking into account the military games held in Wuhan in 2019 and the geographical location of these two rivers in the center of the city, the Wuhan government has attached great importance to it. Therefore, choosing these two areas as study areas not only supports the government's planning, but also can observe their pollution changes for a long time. 
In Situ Data and Spectra Collection
The data acquisition operation in the field included the measurement of SD, DO, ORP, and water temperature, the collection of water samples and ground-measured spectra, as well as the longitude 
The data acquisition operation in the field included the measurement of SD, DO, ORP, and water temperature, the collection of water samples and ground-measured spectra, as well as the longitude and latitude data of the sampling locations. Bottled water samples were taken back to the laboratory for testing, and the AN was measured indoors.
In the field, SD was measured using a JCT-8 Secchi disk. The disk was slowly submerged into the water until the black-white disk was only just visible. The scale value was then recorded. To ensure stable readings, the measurement was repeated two or three times. A Shanghai Lei magnetic JPB-607A portable dissolved oxygen meter was applied to measure DO, and the instrument simultaneously recorded the water temperature at the sampling points. ORP was measured in the field by a portable oxidation-reduction potentiometer. Measurement of AN was based on gas phase molecular absorption spectrometry (HJ/T 195-2005) , and the measuring instrument was a GMA3376 gas phase molecular absorption spectrometer.
The measurement of the water surface spectra was based on an "above-water method". The instrument used in the spectral acquisition was an American ASD FieldSpec 3 field-portable spectrometer (wavelength range of 350-2500 nm) manufactured by ASD Inc. (Boulder, Colorado, U.S.A) and provided by the China University of Geosciences (Wuhan, China). The acquisition number for the "spectral average" based on the ASD spectrometer was set to 10, indicating 10 measurements per second. The larger the value, the higher the accuracy and the better the denoising effect, but the greater the power consumption. In addition, in order to eliminate the interference of transient changes in ambient light conditions and ensure the stability of the acquired spectra, five water surface spectra and five skylight spectra were collected at the same point. The subsequent spectral pretreatments were averaged based on these 10 spectra.
There are some pictures of the in-site measurements of spectral data using ASD device as shown in Figure 3 . Among them, (a) is the process of whiteboard correction, (b) is the process of measurement of spectra above the water surface, and (c) is the process of measurement of sky spectra. As well, we arranged a special person to record the GPS position in Figure 3b . Figure 3d ,e are the representative water-leaving spectra in Shahu Port and Xunsi River, respectively. In the legend, the P+i point corresponds to the spatial distribution of the sampling points in Figure 8 and Figure 11 , and the subsequent values are the measured results of SD, DO, ORP and AN. According to the high and low distribution of NCPI in Shahu Port, four points P4, P11, P13 and P33 were selected. The values of P4 and P11 are similar, and they are upstream of the drain. The values of P13 and P33 are similar, they are downstream of the drain in Figure 1 . It can be seen that the spectral reflectance gradually increases from upstream to downstream. As will be discussed later, from P11 to P13, there will be a sudden drop in NCPI. In the Xunsi River, P5 with a less polluted level, P16 at the turn, and P29 and P34 at the end of the river were selected. P16 is at the point where the NCPI rises, and the NCPIs at P29 and P34 are the highest, respectively on the sides of the river. The spatial distribution corresponding to NCPI will be discussed in detail later in the NCPI statistical results.
Measurement of the reflectance was taken at least five times to calculate the ratio of upwelling radiance to downwelling irradiance, following the NASA Ocean Optics Protocols [25, 26] . To measure the total radiance L sw (λ) (W · m −2 · sr −1 ), the radiometer was pointed toward the water surface at the angles of (θ, φ) = (40 • , 135 • ) (viewing angle θ relative to water surface, azimuth angle φ relative to the sun's azimuth) to avoid direct solar reflection and the surrounding shadows. Due to the reflection of skylight on the water surface, the radiometer was then rotated upwards to view the sky at angles of (θ sky , φ sky ) = (θ, φ) = (40 • , 135 • ) (zenith angle θ sky , azimuth angle φ sky ) to measure the sky radiance L sky (λ) (W · m −2 · sr −1 ). When collecting the ground spectra, it was found that if the observation geometry was not standardized, spectral overexposure would easily occur. The measurement results through certain observation geometry were used to calculate the remote sensing reflectance R rs [27] [28] [29] :
where E d (0 + ) ≡ E s is the incident spectral irradiance measured above the water surface. L p is the signal converted to the 100% reflectivity plate. ρ p is the reflectivity of the air-water interface to skylight, which is related to the sky radiance distribution, wind speed and direction, solar position, and water state [30] .
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is the incident spectral irradiance measured above the water surface. p L is the signal converted to the 100% reflectivity plate. p ρ is the reflectivity of the air-water interface to skylight, which is related to the sky radiance distribution, wind speed and direction, solar position, and water state [30] . 
Airborne Hyperspectral Imagery and Preprocessing
An eight-rotor DJ M600 Pro UAV was selected as the remote sensing platform. The sensor mounted on the UAV was a Headwall NANO-Hyperspec ultra-micro airborne hyperspectral imaging spectrometer. The hyperspectral images taken by the UAV are in the visible and near-infrared (NIR) region of the electromagnetic spectrum (400-1000 nm). The numbers of spectral channels and spatial channels are 270 and 640, respectively.
Based on the experimental conditions and the objective conditions, such as the width of the riverway in the study area, a single strip in the first area of Shahu Port and two strips in the second area of Xunsi River were determined in the UAV flight plan. A lens with a focal length of 8 mm was used in both areas, with a flight height of 200 m. The image spatial resolution was 0.185 m and the pixel spacing was 7.4 um. The observed wind speed for UAV takeoff and landing was less than 8 m/s, which satisfied the requirements for safe flight operation.
Since the initial data collected from the hyperspectral sensor storage module are in the form of a DN value image, the data must undergo a series of preprocessing before use ( Figure 4 ). The preprocessing generally includes sensor radiation correction, geometric correction, inlaying, site absolute radiometric calibration, masking, and water extraction. Due to the low flight height of the UAV, complex atmospheric effects could be ignored in the radiometric calibration [31] . The method is described as follows:
Since the initial data collected from the hyperspectral sensor storage module are in the form of a DN value image, the data must undergo a series of preprocessing before use ( Figure 4 ). The preprocessing generally includes sensor radiation correction, geometric correction, inlaying, site absolute radiometric calibration, masking, and water extraction. Due to the low flight height of the UAV, complex atmospheric effects could be ignored in the radiometric calibration [31] . The method is described as follows: (1) The sensor radiation calibration converts the signal output by the sensor unit into actual radiance.
In this study, the original image data were converted from DN value to radiance value by pixel, according to the model and the conversion parameters in the radiation correction document provided by the hyperspectral sensor manufacturer; (2) The UAV-borne Headwall Nano-Hyperspec hyperspectral sensor used in this study is a linear push-broom imaging sensor. Therefore, it is easily affected by shake during the flight, which can cause severe deformation of the obtained imagery. The UAV features a position and orientation system (POS) which integrates differential GPS technology and inertial measurement unit (IMU) technology. The POS can provide sensor position and attitude parameters to directly and quickly geolocate the images to the correct geographic location; (3) Due to the difference in illumination geometry and flight time between the two strips, this may cause other changes in the remote sensing images, in addition to the interference factors caused by water quality changes. Therefore, it was necessary to adjust the second strip with the first strip as a reference, and to then splice the two strips. The imagery was processed using ENVI, and the histogram was matched to the entire image; (1) The sensor radiation calibration converts the signal output by the sensor unit into actual radiance. In this study, the original image data were converted from DN value to radiance value by pixel, according to the model and the conversion parameters in the radiation correction document provided by the hyperspectral sensor manufacturer; (2) The UAV-borne Headwall Nano-Hyperspec hyperspectral sensor used in this study is a linear push-broom imaging sensor. Therefore, it is easily affected by shake during the flight, which can cause severe deformation of the obtained imagery. The UAV features a position and orientation system (POS) which integrates differential GPS technology and inertial measurement unit (IMU) technology. The POS can provide sensor position and attitude parameters to directly and quickly geolocate the images to the correct geographic location; (3) Due to the difference in illumination geometry and flight time between the two strips, this may cause other changes in the remote sensing images, in addition to the interference factors caused by water quality changes. Therefore, it was necessary to adjust the second strip with the first strip as a reference, and to then splice the two strips. The imagery was processed using ENVI, and the histogram was matched to the entire image; (4) The radiation calibration of hyperspectral imagery is commonly undertaken in the 6S atmospheric correction model and the MODTRAN model, but these models are only suitable for the situation where the atmospheric environment during the flight is relatively complicated and the flight height of the UAV is high (at the kilometer level). The flight areas of this study were located in urban areas, and the relative flight was only 200 m. Therefore, in the radiation calibration, we could ignore the complex atmospheric effects and only consider the linear relationship of the DN or radiance measured on board and the in-site reflectance [32] [33] [34] . Since the reflectivity of the standard board could not meet the experimental requirements, the linear relationship calibration of the UAV-borne radiance images was completed by the use of ground-measured spectra [35] . The number of ground-measured spectra used for the absolute radiation calibration in the two study areas was 29 and 23, respectively. The calibration program was written in IDL/ENVI, and the linear function fitted by the ground spectra and UAV spectra was applied to the radiation calibration of the UAV-borne images; (5) The UAV-borne images had a wavelength range of 400-1000 nm, covering the visible to near-infrared. Since the mid-infrared band which is usually used in the modified normalized difference water index (MNDWI) was not covered, we used a green (560 nm) and a near-infrared (830 nm) band for masking in this experiment [36] , and the water area was extracted by a decision tree model. The normalized difference water index (NDWI) threshold in Shahu Port was [0.592, 0.6], and the threshold in Xunsi River was [0.5, 0.77].
In addition, as the UAV flight height was low, the spatial resolution of the hyperspectral images was only 0.185 m. If the spectrum is extracted from a single pixel, it is inevitable that deviation will occur. If the mean window is chosen as too large, it will cause the spectrum to lose some features. Through many experiments, it was determined that the spectral average of a 5 × 5 pixel matrix was suitable and could be used in the subsequent experiments.
Spectral Data Preprocessing
The UAV-borne image preprocessing process was described in Section 2.3. In the experiment, 40 (training sample number/test sample number = 7:3) and 38 (training sample number/test sample number = 8:2, because of too few training samples) spectra were extracted from the images of the first study area of Shahu Port and the second study area of Xunsi River, respectively The band range was 400-1000 nm, and the experiment was performed by intercepting the 400-900 nm (225 bands) band range. Correlation evaluation is an important part of quantitative retrieval. Pearson correlation coefficients were used to characterize the correlation between the spectra x_spectra and the inverted target y_nemerow_index. The band ratio method can eliminate the interference of water surface roughness and background noise, and is a commonly used contrast enhancement operation in quantitative remote sensing inversion [37] . In this study, the exhaustive method was used to calculate the ratio between any two bands, and then the Pearson correlation coefficient was obtained with the Y_Nemerow_index [38] [39] [40] . The correlation is clearly improved, as shown in Figure 5 . In Shahu Port (Figure 5a ,b), the maximum correlation coefficient between the original spectra and the Nemerow index was 0.75, which was raised to 0.89 after band ratio treatment. Similarly, for Xunsi River (Figure 5c,d) , the maximum correlation coefficient increased from 0.46 to 0.80. After the band ratio processing, 50400 ratio features were generated, which were arranged in descending order, according to the correlation coefficients. Through the feature accumulation iterative experiment, the first 21 ratio features were selected as the input variables from the first study area. It was more appropriate to select 91 features from the second study area. The experiment showed that continuing to increase the number of features would reduce the accuracy of the inversion. In the future research, more features are worth trying [35] . After the band ratio processing, 50400 ratio features were generated, which were arranged in descending order, according to the correlation coefficients. Through the feature accumulation iterative experiment, Remote Sens. 2019, 11, 2402 9 of 27 the first 21 ratio features were selected as the input variables from the first study area. It was more appropriate to select 91 features from the second study area. The experiment showed that continuing to increase the number of features would reduce the accuracy of the inversion. In the future research, more features are worth trying [35] .
Modeling Approaches
Nemerow Comprehensive Pollution Index
The Nemerow index is a weighted multi-factor environmental quality index that takes into account the extreme values. Therefore, the influence and effect of the water quality parameter with the largest numerical value on the quality of the water environment can be highlighted. The physical concept of NCPI is clear and the calculation process is simple. It is one of the most commonly used methods for comprehensive pollution index calculation. According to the Guide (Table 1 ), in the four physical and chemical indicators (SD, DO, ORP and AN), when more than 60% of the data of one indicator or more than 30% of the data of two indicators reach the level of SBO, the detection point should be regarded as SBO; otherwise, it can be considered as MBO or NBO. This means that if a single indicator at a monitoring point reaches the severe level in Table 1 , the point reaches the level of SBO. This classification is also applicable to MBO and NBO. It can be seen that the assessment of water pollution in the Guide highlights the effect of a single indicator. Based on the characteristics of NCPI and the objective requirements of the Guide for the evaluation of black-odor water, NCPI was determined as a quantitative indicator of the water quality assessment in our experiment. Table 1 . Classification standard of the pollution levels of urban black-odor water.
Characteristic Indicator
Mild Severe
According to the Guide for black-odor water classification standards, the characteristic indicators are defined as: 0 < P i ≤ 1 equals NBO; 1 < P i ≤ 2 equals MBO; 2 < P i ≤ 10 equals SBO, where P i represents the NCPI of the i-th sample. The dimensionless linear relationship is shown in Figure 6 . The horizontal axis node of the piecewise function comes from Table 1 . According to the water temperature (about 24 • C) recorded at the sampling points under standard atmospheric pressure, the corresponding amount of saturated DO (8.41 mg/L) was determined as the maximum DO value. The range of ORP was [−413, 811] (mV).
The equation for the NCPI is as follows [41] [42] [43] :
(3)
where P max is the maximum of all the indices P i ; W i represents the weight of the i-th polluting substance; and I i is the ratio of the i-th water quality parameter factor C i to its objective concentration S i . The DO and AN objective concentrations S DO (5 mg/L) and S AN (1 mg/L) are obtained according to the class-3 water standard for surface water; the SD standard value S TP (1.2 m) is obtained from the class A or B landscape-water standard; and the ORP standard value S ORP (50 mV) is obtained from the critical value for black-odor water and NBO water.
According to the Guide for black-odor water classification standards, the characteristic indicators are defined as: The equation for the NCPI is as follows [41] [42] [43] : 
Gradient Boosting Decision Tree and Other Models
Valiant and Kearns proposed the concept of weak learning (or a base learner) and strong learning. A learning algorithm with a recognition error rate less than 1/2, that is, the algorithm with a slightly higher accuracy than random guessing is called a weak learning algorithm. A learning algorithm that has high recognition accuracy and can be completed in polynomial time (an algorithm is said to be of polynomial time if its running time is upper bounded by a polynomial expression in the size of the input for the algorithm) is called a strong learning algorithm. A boosting algorithm that can upgrade multiple weak learners to strong learners is an example of homogeneous ensemble learning. The ensemble learning is to combine multiple weak monitoring models here to get a better and more comprehensive strong monitoring model. Boosting algorithm is just one of the ensemble algorithms. It improves the performance of the classifier by changing the weight of the training samples (increasing the weight of the error-corrected samples and reducing the weight of the paired samples), learning multiple classifiers, and linearly combining these classifiers. Gradient boosting is a type of boosting method. Its main idea is to create a new model each time based on the direction in which the gradient of the model loss function was previously established. The gradient boosting decision tree (GBDT) method used in the experiment was originally proposed by Friedman [44] . Gradient boosting uses the decision tree as the base learner to globally converge the algorithm according to the direction of the negative gradient [45, 46] . The model F is defined as the addition model:
where x is the input variable, the function h is the decision tree, α is the parameter of the decision tree, β is the weight of each tree, and M is the maximum number of regression trees.
There are now input samples D = (x 1 , y 1 ), (x 2 , y 2 ), · · · , (x n , y n ) , the maximum number of iterations M, the loss function L, and the base learner h(x). The steps of GBDT are presented as follows:
Step 1: Initial base learner, which minimizes the initial loss function:
where ρ represents the initialized base learner.
Step 2: For the number of iterations m = 1:M, calculate the negative gradient of the loss function at the m-th iteration:
A regression-based base learner is constructed in each iteration. F m (x) is the prediction function obtained after the m-th iteration, and the corresponding loss function is L(y, F m (x)).−g m (x i ) indicates the direction in which the base learner of the m-th iteration is established. The m-th base learner is built based on the gradient descent direction of the predicted loss function generated by the previous m − 1 iterations.
Step 3: Calculate the parameters α m of the regression tree h m (x, α m ) based on the m-th iteration.
Step 4: Calculate the optimal step size β m in the search direction of the m-th iteration.
Step 5: Update the prediction function obtained after the iteration.
In order to prevent overfitting, it is necessary to multiply the step by the learning rate v, and the range of the learning rate v is (0, 1). The smaller the value of v, the larger the number of iterations M when the same accuracy is achieved. When v is too small, it may be difficult to reach the local optimal solution. Conversely, the larger the learning rate, the easier it is to overfit, which is similar to the concept of the learning rate in deep neural networks.
In this experiment, since the amount of samples was small, no additional adjustment was made, such as the minimum number of samples required to split an internal node, the maximum depth of the individual regression estimators, the number of features to consider when looking for the best split, and the minimum number of samples required to be at a leaf node. We just tried to adjust the learning rate, the number of iterations, and the fraction of samples used for fitting the individual base learners (subsample). During the experiment, it was found that lowering the subsample rate can effectively prevent overfitting.
In the paper, in addition to using the gradient boosting decision tree regression (GBDTR) model to fit the target index, many other representative algorithms were introduced, including the multi-layer perception regression (MLPR), random forest regression (RFR), support vector regression (SVR), ordinary least square regression (OLSR), and kernel ridge regression (KRR) models [47] [48] [49] [50] [51] . MLPR, which is also known as a feedforward neural network, is the predecessor of the current popular deep neural networks. The multi-layer hidden layers are increased, compared to the perceptron, and the activation function is extended. Random forest (RF), like GBDT, is an ensemble learning method, and a decision tree is also used as the base learner. RF is based on bagging ensemble learning to introduce random attribute selection in the training process of the decision tree. SVR is an important branch of support vector machine (SVM). The difference is that there is only one class of SVR sample points. The optimal hyperplane it seeks is not the "most open" that divides two or more types of sample points, as in SVM, but the one that minimizes the total deviation of all the sample points from the hyperplane. The more commonly used OLSR is selected from the generalized linear models. The basic principle of OLSR is that the best fit curve minimizes the sum of the squares of the distances from the points to the line (the residual square sum (RSS)). KRR is a kernel trick based on ridge regression to implement a non-linear transformation of a linear model. The KRR model is similar to SVR, but the loss function is different. KRR uses squared error loss, and SVR uses ε-insensitive loss, both of which use L2 regularization.
Statistical Analysis
In this study, the ad justed_R 2 , the RMSE [52, 53] , and the mean absolute percentage error (MAPE) were used to determine the accuracy of each model. Since the size of R 2 is affected by the size of the dataset samples, the larger the sample size, the larger R 2 is. Therefore, there will be some errors in comparing the inversion results of different datasets. Of course, comparing the advantages and disadvantages of each model in the same dataset is not affected. To solve this problem, the ad justed_R 2 [54] is introduced, which penalizes for the addition of more predictor variables. RMSE can be used to measure the deviation between inversion values and real values, but it is more sensitive to outliers than the mean absolute error (MAE). Among the different indices, the implementation code of the measures of goodness-of-fit R 2 and RMSE of the water pollution degree were taken from the scikit-learn library, and the ad justed_R 2 and MAPE were compiled in Python.
The coefficient of determination (R 2 ) and the adjusted coefficient of determination (ad justed_R 2 ) are defined as:
where Y_actual, Y_predict, and Y_mean are the real, predicted, and real mean values of the inversion indices, respectively. The denominator of Equation (10) can be expressed as the dispersion degree of the original data, the numerator represents the errors between the predicted and original data, and the division of the two can eliminate the influence of the discreteness of the original data. The normal range of ad justed_R 2 and R 2 is [0, 1]. The closer the value is to 1, the stronger the interpretation ability of the input variables of the models to the inversion target. In Equation (11), n denotes the number of samples and p denotes the number of features. The mean absolute percentage error (MAPE):
where X Obs,i is the observed value in the field or laboratory, and X Est,i is the estimated value. It was found that RMSE and MAPE were affected by the standardization of the datasets. When using an MLPR model, normal distribution normalization needs to be undertaken. The processed data conforms to the standard normal distribution, i.e., the mean is 0 and the standard deviation is 1. If the inversion results are not reduced to the original magnitude, the RMSE and MAPE evaluation results will be affected, but the ad justed_R 2 will be completely unaffected. Therefore, in the case where the data magnitude is different, the ad justed_R 2 can truly evaluate the results of the model fitting.
Results and Discussion
Gradient Boosting Decision Tree
Based on the data after the 2.4 section preprocessing, GBDTR was selected as the regression model. The learning rate in the third step was determined as 0.01, 0.001, and 0.0001, the maximum number of iterations was accumulated in turn, and the subsample was adjusted appropriately. The inversion result ad justed_R 2 is shown in Figure 7 . For Shahu Port, the three graphs (Figure 7a -c) represent the inversion results with different parameters (a: learning rate = 0.01, subsample = 0.5; b: learning rate = 0.001, subsample = 0.5; c: learning rate = 0.0001, subsample = 1), and the iteration number of 2350 was selected based on Figure 7b . Similarly, for Xunsi River, the three inversion results with different parameters (d: learning rate = 0.01, subsample = 0.5; e: learning rate = 0.001, subsample = 1; f: learning rate = 0.0001, subsample = 1) are shown in Figure 7d -f, and the iteration number of 3400 was selected based on Figure 7e . In order to increase the generalization ability of the model and prevent overfitting, the learning rate was reduced and the number of iterations was increased. However, if the learning rate is too small, the number of iterations is too large, which will lead to a waste of computing resources. According to the above adjustments, the statistical analysis indicators were used to evaluate the retrieval results, and the accuracies of both the training dataset (ad justed_R 2 = 0.978, RMSE = 0.41 mg/L, MAPE = 24.69%) and the test dataset (ad justed_R 2 = 0.974, RMSE = 0.48 mg/L, MAPE = 18.96%) were very satisfactory. The inversion object mentioned above was no longer a specific field test result or laboratory test index, but a comprehensive pollution index that does not have any physical meaning. In the final step, the above trained models were applied to a single pixel of the UAV-borne HRS images. Since the band ratio method is used in the preprocessing stage, the UAV-borne hyperspectral image also needs to be preprocessed for a specific band. By observing the overall distribution of the NCPI of the urban riverway on the image, the gradual change of water pollution can be observed, which is of great significance for regulation and monitoring of urban polluted riverways.
First Dataset: Shahu Port
Model Optimization and Accuracy Evaluation
According to the field measurements or laboratory test results for SD, DO, ORP, and AN, compared with Table 1 , it can be seen that the pollution level of each sampling point belongs to NBO, The inversion object mentioned above was no longer a specific field test result or laboratory test index, but a comprehensive pollution index that does not have any physical meaning. In the final step, the above trained models were applied to a single pixel of the UAV-borne HRS images. Since the band ratio method is used in the preprocessing stage, the UAV-borne hyperspectral image also needs to be preprocessed for a specific band. By observing the overall distribution of the NCPI of the urban riverway on the image, the gradual change of water pollution can be observed, which is of great significance for regulation and monitoring of urban polluted riverways.
First Dataset: Shahu Port
Model Optimization and Accuracy Evaluation
According to the field measurements or laboratory test results for SD, DO, ORP, and AN, compared with Table 1 , it can be seen that the pollution level of each sampling point belongs to NBO, MBO, or SBO. The results of the manual interpretation are shown in Figure 8a . As well, Figure 8b ,c are the spatial distribution of the points. The scale of the two images is the same. In the first picture, the x-axis represents the position number of the sampling points, which corresponds to the points in Figure 8b ,c. The right y-axis indicates the pollution category of the sampling point, where 1 means NBO, 2 means MBO, and 3 means SBO. By observing the scatter plot of the interpretation results of the sampling points, the first 11 points belong to SBO, the 12th point belongs to MBO, and the next 28 points belong to NBO. The left y-axis is the calculation result for the NCPI. It can be seen from the line graph that the index of the first 11 sampling points is greater than 5, which is SBO water, according to the assumption of Section 2.5.1. The index of the 12th sampling point is between (1, 2] and belongs to MBO. It can be seen that there is a drain between P12 and P13 from Figure 8b . As well, it can be speculated that the NCPI sudden drop of sample 11 is related to the drain. The pollution index of the remaining points is between (0, 1] and belongs to NBO. It can be seen that the NCPI judgment result is completely consistent with the manual judgment result, and the NCPI can quantitatively reflect the degree of point pollution.
The input dataset was standardized using the z-score method, and the model parameters were initialized, including the one-layer hidden layer, the neuron number (2ˆ5), the learning rate (0.01), the maximum number of iterations (50), the activation function (Rule), and the optimizer (Adam). By observing the fitting accuracy of the training and test datasets, if the deviation of the predicted value and the true value is large, then the neuron number of the single hidden layer or the depth of the hidden layer can be increased; that is, the network complexity is increased. Increasing the maximum number of iterations while ensuring the learning rate is also appropriate. A large learning rate will result in a too large update range of weights. It is possible to cross the minimum value of the loss function, causing the parameter values to sway on both sides of the best value and no longer converge. However, if the learning rate is too small, the parameter update will be too slow and will consume more resources. Finally, the hidden layer (64, 64), the learning rate (0.0001), and the maximum number of iterations (500) were determined. Under the GBDTR model, the training set (ad justed_R 2 = 0.823, RMSE = 1.18, MAPE = 53.78%) and the test set (ad justed_R 2 = 0.809, RMSE = 1.31, MAPE = 44.25%) are far less accurate than for GBDTR. However, when we tried to increase the network complexity, the deviation between the predicted result and the true value did not decrease but increased.
In the process of RF hyperparameter adjustment, it was easy to avoid overfitting by adjusting the maximum number of iterations. Since the number of selected features was small, it was of little significance to adjust the maximum feature number or the maximum depth. When the maximum number of iterations was set to 400, and the minimum sample number of the leaf node was limited to 3, the overfitting phenomenon did not occur, while ensuring the accuracy. The ad justed_R 2 of the test and the training datasets reached 0.96 or more, and the retrieval accuracy was almost the same as that of the GBDTR model.
The radial basis function (RBF) was selected in the SVR model. Therefore, the parameters to be adjusted were mainly gamma and the penalty coefficient C. The smaller the gamma value, the more support vectors there are. The higher the value of C, the more the error cannot be tolerated, and overfitting can easily occur; otherwise, there will be under-fitting. Finally, the sizes of gamma (580) and C (50) were determined. In the SVR model, both the ad justed_R 2 of the training and test datasets reached 0.95, and the accuracy was slightly inferior to that of RFR. The input dataset was standardized using the z-score method, and the model parameters were initialized, including the one-layer hidden layer, the neuron number (^5 2 ), the learning rate (0.01), the maximum number of iterations (50), the activation function (Rule), and the optimizer (Adam). By observing the fitting accuracy of the training and test datasets, if the deviation of the predicted value and the true value is large, then the neuron number of the single hidden layer or the depth of the hidden layer can be increased; that is, the network complexity is increased. Increasing the maximum number of iterations while ensuring the learning rate is also appropriate. A large learning rate will result in a too large update range of weights. It is possible to cross the minimum value of the loss function, causing the parameter values to sway on both sides of the best value and no longer converge. However, if the learning rate is too small, the parameter update will be too slow and will consume more resources. Finally, the hidden layer (64, 64), the learning rate (0.0001), and the maximum number of iterations (500) were determined. Under the GBDTR model, the training set ( for GBDTR. However, when we tried to increase the network complexity, the deviation between the predicted result and the true value did not decrease but increased. On the training dataset, the ad justed_R 2 of the OLSR model was 0.97, which was better than RFR and SVR. However, by observing the MAPE, it was found that the value was larger than that of the other two models. The true value and the estimated value were output, and it was found that the linear model had a poor prediction effect when the real value was small. Although the retrieval accuracy of the training data was high, the test dataset (ad justed_R 2 = 0.506, RMSE = 2.11, MAPE = 145.11%) was particularly low and the generalization ability was poor.
In the KRR-related experiments, we attempted to use linear, RBF, sigmoid, and polynomial kernel functions. It was found that when the kernel function was selected to be polynomial, the number of degrees was 2, and the gamma was 60, no overfitting occurred, and the ad justed_R 2 (training: 0.85, test: 0.85) was not low. From the MAPE (training: 76.94%, test: 98.36%), the same situation as OLSR occurred, and MAPE was larger when the RMSE was not large. The prediction value was determined and was found to be very poor when fitting small values.
For the first study area of Shahu Port, the evaluation indicators of the retrieval results of the above representative regression models are shown in Table 2 . The scatter plots of the six regression models for the estimated and in-situ values are shown in Figure 9 . The predicted values of only GBDTR, RFR and SVR model are concentrated on the diagonal, while others are more scattered. The closer the scatter is to the diagonal, the closer the estimate is to the in-situ value.
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UAV-Borne Image Inversion Based on the Different Models
In Table 2 , it is shown that the GBDTR retrieval accuracy is the highest, and the retrieval results of RFR and SVR are slightly worse, but they also perform well enough. Therefore, in this experiment, we attempted to use these three regression models for inversion on the UAV-borne HRS images. It was hoped that through the analysis of the inversion results, a suitable model for the monitoring of black-odor water would be found. In addition, since the prediction accuracy of the OLSR training dataset was higher than that of RFR and SVR, the OLSR linear model was used to invert a single pixel of the hyperspectral image. The predicted values far exceed the maximum value of 10, and some negative values also occur. The effect can be regarded as extremely poor.
The spatial distribution of the inversion results of NCPI based on the GBDTR, RFR, and SVR models is shown in Figure 10 . In order to facilitate observation, the images were cut into two parts: (a)(b)(c) is the first part, and (d)(e)(f) is the second part. The three models generally reflect changes in the pollution status of the river. The pollution index in the first small segment is high, and in the second half is low. In the second half, there is a region with a significant increase in pollution level. The details are discussed in Section 3.4. Table 3 lists the statistical information of the UAV-borne image inversion map ( Figure 10) for Shahu Port, the first line of which is the real value (NCPI maximum = 8.61, NCPI minimum = 0.59). According to the statistical results, the maximum and minimum values of the estimated values of GBDTR (maximum = 7.71, minimum = 0.48) and RFR (maximum = 7.35, minimum = 0.62) are similar, and not much different from the real values. The SVR model has some negative values for the single-pixel inversion (minimum = −0.45), and the maximum value is 12.04, which exceeds the set maximum value of 10, which is clearly not realistic. In addition, the time for each model to calculate the inversion map was also recorded in this experiment. Based on the same computer hardware (CPU: Core i7-8700; memory: 16 GB, 2666 MHz; graphics card: GTX1060 6 GB) and image size (rows: 3359, columns: 5280, feature number: 21), the GBDTR operation time is 178 s, RFR is 4010 s, and SVR is 43 s. The calculation speed of the retrieval graph of RFR is significantly more than that of GBDTR.
In summary, GBDTR and RFR obtain similar results for single-pixel estimation on UAV-borne images, and both obtain good results. However, the RFR operation time is much higher than that of GBDTR. Therefore, it is necessary to consider the calculation time when selecting a quantitative inversion method for UAV-borne hyperspectral imagery. When the area of the calculation graph is large, the difference will be huge. When SVR is inverted on the image, the stability is poor, and the SVR model is too sensitive to the difference in the features. As a result, SVR is not applicable to the current situation. Figure 11a shows the pollution index values for Xunsi River and the results of the manual judgment. Figure 11b ,c is the spatial distribution of the points. The scale of the two images is the same. In the first picture, the x-axis represents the position number of the sampling points, which corresponds to the points in Figure 11b ,c. The manual interpretation results are shown in the scatter plot (red). 9, 13, 14, 37 , and 38 belong to MBO, and all the others are SBO. This result is completely consistent with the results shown in the NCPI line chart (blue). For the point where the pollution level is 2 (MBO), the NCPI falls between (1, 2] . The Nemerow index values of the remaining points are all greater than 2, and the judgment result is 100% coincident with the scatter plot (red). From the results of the manual interpretation, it can be found that there are no NBO samples in the sampling points of Xunsi River, and the overall pollution degree of the second study area is greater than that of the first study area. For the Nemerow pollution index, starting from sampling points 20 to 36, the index shows that the area is more polluted than other areas, which is consistent with the sensory results on the river. The study area is at a bend in the river, where a large amount of black pollutants float on the surface of the river and the odor is obvious, but this phenomenon is not seen in the straight portion.
Before the multi-layer perceptron regression model training, maximum and minimum normalization of the input samples and the inversion target were respectively performed in the range of [0, 1]. The initial parameters were the same as the first study area, including the one-layer hidden layer, the neuron number (2ˆ5), the learning rate (0.01), the maximum number of iterations (50), the activation function (Rule), and the optimizer (Adam). According to the parameter adjustment method described in Section 3.2.1, three hidden layers (256, 256, 128), a learning rate of 0.0001, and a maximum iteration number of 500 were determined. The retrieval results of the various models are shown in Table 5 . The ad justed_R 2 of MLPR (0.924) is slightly lower than that of GBDTR (0.938). However, regardless of the training or test dataset, the fitting accuracy is better than that for the first study area of Shahu Port.
For the RFR model, we attempted to adjust the maximum depth and the maximum features, but the effect was not obvious. Therefore, in the second study area, the maximum number of iterations was adjusted to 1000, and the minimum sample number of the leaf nodes was limited to 1. To calculate the evaluation indicator, the test dataset (0.926) was slightly higher than the training dataset (0.9), and this difference was also reflected in the RMSE and MAPE. As in the retrieval accuracy for the first study area, it can be found that the ability of the RFR model to fit the predicted target is not bad. However, it's fitting accuracy is not optimal compared to GBDTR, for both Shahu Port and Xunsi River.
The RBF kernel function was also selected in SVR, and we set gamma = 65, C = 20. Attempting to increase the gamma or penalty parameter C would result in overfitting. Finally, the SVR inversion accuracy is not as good as for the first study area. The ad justed_R 2 of the training data based on the SVR model is 0.781, the ad justed_R 2 of the test data is 0.783, which is much lower than the 0.95 in the first study area, and the RMSE is greater than 1. However, under the SVR model, the MAPE is lower than the MAPE of GBDTR. Comparing the predicted values with the true values, it is found that the deviation is large in the prediction of individual samples, but the overall deviation is not large, so the ad justed_R 2 is small and the MAPE is also small. Remote Sens. 2019, 11, 2402 19 of 28 pollutants float on the surface of the river and the odor is obvious, but this phenomenon is not seen in the straight portion. Before the multi-layer perceptron regression model training, maximum and minimum normalization of the input samples and the inversion target were respectively performed in the range of [ ] 0,1 . The initial parameters were the same as the first study area, including the one-layer hidden layer, the neuron number (^5 2 ), the learning rate (0.01), the maximum number of iterations (50), the activation function (Rule), and the optimizer (Adam). According to the parameter adjustment method described in Section 3.2.1, three hidden layers (256, 256, 128), a learning rate of 0.0001, and a maximum iteration number of 500 were determined. The retrieval results of the various models are shown in Table 5 . The 2 _ adjusted R of MLPR (0.924) is slightly lower than that of GBDTR (0.938). The OLSR model fitting results are typically overfitted. The prediction result for the training dataset is close to the true value, while the ad justed_R 2 is negative on the test dataset. This means that the result of the inversion on the test data is almost the same as the manual judgment result.
For the KRR model of the second study area, linear, RBF, sigmoid, and polynomial kernel functions were also tried. Similarly, when choosing a polynomial kernel function, the best fit was selected. Compared with the lowest value (1.14) for the inversion target, the KRR regression model has a poor fitting accuracy (ad justed_R 2 = 0.794, RMSE = 1.17) and is not suitable for the target value inversion under the current dataset.
For the second study area of Xunsi River, the evaluation indicators for the retrieval results of the above representative regression models are listed in Table 4 . The scatter plots of the six regression models for the estimated and in-situ values are shown in Figure 12 . Observing the test set in each figure, the inversion accuracy of GBDTR, MLPR and RFR model is higher. Especially GBDTR, the scatter is basically concentrated near the diagonal. As well, negative numbers appear in the estimates of OLSR model. For the KRR model of the second study area, linear, RBF, sigmoid, and polynomial kernel functions were also tried. Similarly, when choosing a polynomial kernel function, the best fit was selected. Compared with the lowest value (1.14) for the inversion target, the KRR regression model has a poor fitting accuracy ( 2 _ adjusted R = 0.794, RMSE = 1.17) and is not suitable for the target value inversion under the current dataset.
For the second study area of Xunsi River, the evaluation indicators for the retrieval results of the above representative regression models are listed in Table 4 . The scatter plots of the six regression models for the estimated and in-situ values are shown in Figure 12 . Observing the test set in each figure, the inversion accuracy of GBDTR, MLPR and RFR model is higher. Especially GBDTR, the scatter is basically concentrated near the diagonal. As well, negative numbers appear in the estimates of OLSR model. 
For the comparison of the inversion accuracy of each regression model listed in Table 4 , three models with an ad justed_R 2 of greater than 0.9 were selected, i.e., GBDTR, MLPR, and RFR. The inversion results were only compared to the three regression models from the pollution index images. On the hyperspectral images (row = 3519, column = 2780, feature number = 91), a single pixel was extracted cyclically as an input variable. The statistical information of the NCPI distribution map for the above models is listed in Table 5 . It was found that the fitting time of the RFR model for the whole image is about 34 times that of GBDTR, while the calculation time of MLPR is the shortest, at only 174 s. The spatial distribution of the pollution index is shown in Figure 13 , where Figure 13a is the inversion graph of the GBDTR model. According to the legend, the maximum value is 8.38 and the minimum value is 1.27. Compared with the pollution index (maximum value 8.62, minimum value 1.14) calculated by the real sample, the prediction results are close. Figure 13b is the inversion graph of the RFR model. From the graph, the gradation distribution is similar to that of GBDTR, and the maximum value (8.12 ) and the minimum value (1.81) are also close, so the distribution of the pollution area is also consistent with the field observation results. However, the RFR model fitting result is worse than that of GBDTR, and the calculation time of the whole image inversion is nearly 34 times that of GBDTR. Figure 13c is the inversion graph of the MLPR model. In the observation legend, the result of a single pixel prediction has a negative value, which is clearly inconsistent with the pollution index calculated by the ground sample. Negative values occur because standardization was required before training for a single pixel, and anti-standardization was also required for the accuracy evaluation. Therefore, the predicted value deviates greatly from the true value.
In summary, for the experiment in the second research area, the GBDTR, MLPR, and RFR models were selected to estimate the pollution index of the entire river. Both GBDTR and RFR can achieve good results, and the inversion results are close to the actual situation. However, the RFR inversion accuracy is not as high as that of GBDTR. A specific description of the GBDTR-based inversion of the UAV-borne images is provided in Section 3.4. In addition, in terms of runtime comparison, GBDTR is far superior to RFR.
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In summary, for the experiment in the second research area, the GBDTR, MLPR, and RFR models were selected to estimate the pollution index of the entire river. Both GBDTR and RFR can achieve good results, and the inversion results are close to the actual situation. However, the RFR inversion accuracy is not as high as that of GBDTR. A specific description of the GBDTR-based inversion of the UAV-borne images is provided in Section 3.4. In addition, in terms of runtime comparison, GBDTR is far superior to RFR. 
UAV-Borne Image Inversion Based on the Gradient Boosting Decision Tree Regression Model
In the above Sections 3.2 and 3.3, the inversion results of each model were discussed separately for the two datasets of Shahu Port and Xunsi River. From the retrieval accuracy of the training and test datasets, from the operation time of the spatial distribution graph of NCPI ( Figure 14 for Shahu Port, Figure 15 for Xunsi River), and the single-pixel prediction results on the inversion graph, it was found that the GBDTR model was superior to the other models. The numbers in Figures 14 and 15 represent the overall pollution index values calculated from SD, DO, ORP, and AN.
For the first study area of Shahu Port, in the previous discussion, it was noted that the minimum estimated in the GBDTR inversion graph is 0.48. When divided from a minimum to 1 as a color scale (dark blue), which characterizes NBO, the NCPI of points 1-2 is light blue, indicating that the water is MBO. The NCPI of points 2-8 shows other colors, which indicate SBO. From the results displayed by the actual values (the values on the sampling points), the riverway is NBO from the 13th point to the end. Most of the points on the inversion graph from the 13th point are basically dark blue, indicating that most of these points are NBO, which is consistent with the results of the real value representation. According to the Shahu Port sampling point distribution (Figure 1 ) and the site photos, there is a drain with a very large discharge between the 12th and 13th points. With this drain as the dividing line, the front area is SBO and the back area is NBO. After verification, it was confirmed that the drain was connected to the water plant. The manual judgment result may have been affected due to the addition of chlorine to the water during the disinfection process. After the chlorine was dissolved in water, it would react with AN in the riverway, resulting in a significant decrease in AN concentration (AN drops from 2.75 mg/L to less than 1.5 mg/L). At the same time, it may affect the determination of ORP. In addition, due to the large amount of water discharged into the riverway to supplement the oxygen, the DO concentration increased from the initial 0.05 mg/L to more than 2.5 mg/L.
In Figure 1 , the 18th and 26th points are the drainage outlets. For the 18th point especially, a lot of oil floats on the surface of the water. It can be seen from the inversion graph that the pollution levels of the two outlets are significantly higher than the surrounding area. In addition, near sampling points No. 36 and No. 37, it was found that the pollution index increased significantly from below 1 to above 2. However, no obvious sewage outlets were found in the scene. Therefore, it can be speculated that this is caused by the impact of suspected nearby dumping or sewage flowing into the river. For the second study area, Xunsi River, from Figure 15 , according to the distribution graph of NCPI, the minimum predicted value is 1.27. It can be seen that, for the pixel inversion, some areas indicate the characteristics of MBO. The MBO in the picture is shown in light blue; however, most areas still show SBO. From the measured results (Figure 11 ), the pollution index values of the points showing MBO are also high, and close to the limit of SBO. Overall, points 1-9 are less polluted. The marginal area near point 9 is blocked by floating duckweed and a bridge pier, and the pollution level in this area is thus significantly increased. According to the measured results, the NCPI values of sampling points No. 8 and No. 9 are, respectively, 6.5 and 4.9, which are completely consistent with the inversion results. Further down the riverway, it is found that the NCPI continues to rise. The pollution coefficients at points 15 (1.73) and 16 (2.19) are low, and the pollution index at point 17 (4.36) is significantly increased. Combined with Figure 11 , from the 17th point, the pollution index continues to rise to above 7, and some red pixels show the SBO phenomenon, with values of 8 or higher. By carefully observing sampling points 22 to 24 from the inversion graph, a blue area appears near the right side of the duckweed, indicating a decrease in the degree of pollution. It is speculated that this may be due to the improvement of the water environment by aquatic plants floating on the surface. By points 37 (1.66) and 38 (1.14), which are downstream of the river bend, there is no deposition of pollutants, so the pollution index drops significantly. The red rectangle on the figure indicates where the images are mosaiced. Although there is a clear dividing line, the trend of the For the second study area, Xunsi River, from Figure 15 , according to the distribution graph of NCPI, the minimum predicted value is 1.27. It can be seen that, for the pixel inversion, some areas indicate the characteristics of MBO. The MBO in the picture is shown in light blue; however, most areas still show SBO. From the measured results (Figure 11 ), the pollution index values of the points showing MBO are also high, and close to the limit of SBO. Overall, points 1-9 are less polluted. The marginal area near point 9 is blocked by floating duckweed and a bridge pier, and the pollution level in this area is thus significantly increased. According to the measured results, the NCPI values of sampling points No. 8 and No. 9 are, respectively, 6.5 and 4.9, which are completely consistent with the inversion results. Further down the riverway, it is found that the NCPI continues to rise. The pollution coefficients at points 15 (1.73) and 16 (2.19) are low, and the pollution index at point 17 (4.36) is significantly increased. Combined with Figure 11 , from the 17th point, the pollution index continues to rise to above 7, and some red pixels show the SBO phenomenon, with values of 8 or higher. By carefully observing sampling points 22 to 24 from the inversion graph, a blue area appears near the right side of the duckweed, indicating a decrease in the degree of pollution. It is speculated that this may be due to the improvement of the water environment by aquatic plants floating on the surface. By points 37 (1.66) and 38 (1.14) , which are downstream of the river bend, there is no deposition of pollutants, so the pollution index drops significantly. The red rectangle on the figure indicates where the images are mosaiced. Although there is a clear dividing line, the trend of the spatial distribution of the NCPI is still very obvious. 
Conclusions
In this study, we used UAV-borne HRS images to monitor urban black-odor water. The methodology part of the paper describes the whole process of UAV-borne hyperspectral imagery applied to water remote sensing, including the optical geometry of the ground-spectrum acquisition, the flight conditions, and the image preprocessing. The band ratio method was used for the spectral preprocessing, and the Pearson correlation coefficients were significantly improved. The evaluation index for the inversion accuracy was the 2 _ adjusted R method, which can be compared for different datasets. The feasibility of the use of the NCPI instead of a single-index inversion method in the evaluation of urban black-odor water was also discussed. Six regression models of GBDTR, MLPR, RFR, SVR, OLSR, and KRR were evaluated in the experiments. The applicable models for the current scene were then compared and analyzed from the three angles of inversion accuracy, computation time, and the single-pixel inversion results. The GBDTR model obtained the highest inversion accuracy in both study areas, the calculation time was acceptable, and the inversion results on the image were ideal. In the first study area, the training and test dataset 2 _ adjusted R values both reached 0.97 or higher, the RMSE was 0.41 and 0.48, respectively, and the computation time for the whole image was 178 s. The 2 _ adjusted R of the second study area reached 0.93 or more, and the 
In this study, we used UAV-borne HRS images to monitor urban black-odor water. The methodology part of the paper describes the whole process of UAV-borne hyperspectral imagery applied to water remote sensing, including the optical geometry of the ground-spectrum acquisition, the flight conditions, and the image preprocessing. The band ratio method was used for the spectral preprocessing, and the Pearson correlation coefficients were significantly improved. The evaluation index for the inversion accuracy was the ad justed_R 2 method, which can be compared for different datasets. The feasibility of the use of the NCPI instead of a single-index inversion method in the evaluation of urban black-odor water was also discussed. Six regression models of GBDTR, MLPR, RFR, SVR, OLSR, and KRR were evaluated in the experiments. The applicable models for the current scene were then compared and analyzed from the three angles of inversion accuracy, computation time, and the single-pixel inversion results. The GBDTR model obtained the highest inversion accuracy in both study areas, the calculation time was acceptable, and the inversion results on the image were ideal. In the first study area, the training and test dataset ad justed_R 2 values both reached 0.97 or higher, the RMSE was 0.41 and 0.48, respectively, and the computation time for the whole image was 178 s. The ad justed_R 2 of the second study area reached 0.93 or more, and the computation time for the whole image was 785 s. For the two study areas, the next best model was RFR. Regardless of the inversion accuracy or the inversion result on the UAV-borne images, RFR performs slightly worse than GBDTR, but it is close. However, its operation time is too long, and the inversion time in the second study area reached 27316 s, which is close to seven and a half hours. This is not acceptable for engineering applications, especially for the processing of hyperspectral imagery over a wide range. In actual projects, we may have to deal with dozens of hyperspectral images or tens of Tb data. Therefore, it is more effective to select the GDBTR model with shorter running time. The other models performed less well in terms of training data accuracy and inversion on the imagery.
From the above discussion, it was found that both GBDT and RF could achieve good results in the field of quantitative remote sensing of water based on UAV-borne hyperspectral imagery. Both methods belong to the ensemble algorithm family, and the base learner uses the decision tree. The difference is that the core of GBDT is to fit the loss function gradient through the base learner, while the core of RF is self-sampling and random attribution. Therefore, in the future, based on the quantitative inversion of UAV-borne hyperspectral imagery, we will continue to explore in this direction, including the use of AdaBoost, XGBoost, and the latest algorithms for bagging and boosting. In addition, in this paper, we also discussed the application of MLPR, and its advanced model deep neural network is a popular topic in the current industry and academia. With regard to the direction of future research, we will also try more generalized deep learning methods combined with UAV-borne hyperspectral imagery to explore its application in the field of water remote sensing. Based on the performance of GBDT in this study, we suggest that this approach could be applied to other black-odor water monitoring applications.
