Recent advancements in graph neural networks (GNN) have led to state-of-the-art performance in various applications including chemoinformatics, question answering systems, and recommendation systems, to name a few. However, making these methods scalable to huge graphs such as web-mining remains a challenge. In particular, the existing methods for accelerating GNN are either not theoretically guaranteed in terms of approximation error or require at least linear time computation cost. In this paper, we propose a constant time approximation algorithm for the inference and training of GNN that theoretically guarantees arbitrary precision with arbitrary probability. The key advantage of the proposed algorithm is that the complexity is completely independent of the number of nodes, edges, and neighbors of the input. To the best of our knowledge, this is the first constant time approximation algorithm for GNN with theoretical guarantee. Through experiments using synthetic and real-world datasets, we evaluate our proposed approximation algorithm and show that the algorithm can successfully approximate GNN in constant time.
Introduction
Machine learning on graph structures has many applications such as chemo-informatics (Gilmer et al., 2017) , question answering systems (Schlichtkrull et al., 2017) , and recommendation systems (Ying et al., 2018) , to name a few. Recently, a novel graph learning algorithm called graph neural networks (GNN) (Kipf & Welling, 2016; Hamilton et al., 2017) was proposed, and it showed stateof-the-art performances in various graph learning tasks. However, GNN needs at least deg(v) operations to aggregate neighbor features to the node v. Since many real-wold data follow the power-law and some hub nodes can have extremely high degrees (e.g., celebrities in social networks), 1 Kyoto University 2 RIKEN AIP 3 JST PRESTO. Correspondence to: Ryoma Sato <r.sato@ml.ist.i. kyoto-u.ac.jp>. it is computationally expensive to aggregate neighbor features of such high degree nodes. Moreover, if we consider 2 or more hops, even an ordinary node can have a large number of neighbors since it connects with some hub nodes. Therefore, applying GNN to huge graphs is challenging. Although Ying et al. (2018) succeeded in applying GNN to a web-scale network by using MapReduce, it still requires massive computational resources.
There are several node sampling techniques for reducing GNN computation. For example, an empirical neighbor sampling scheme is used to speed up GraphSAGE (Hamilton et al., 2017) . FastGCN employs a random layerwise node sampling (Chen et al., 2018a) , and Huang et al. (2018) further improved FastGCN by using an adaptive sampling technique for reducing the variance of estimators. Chen et al. (2018b) proposed a variant of neighbor sampling, which uses historical activations to reduce the estimator variance. Overall, the existing sampling techniques for GNN work well in practice. However, these techniques are either not theoretically guaranteed in terms of approximation error or require at least linear time computation cost for training and inference GNN.
In this paper, we propose a constant time approximation algorithm for GNN to handle large graphs, which is theoretically guaranteed in terms of approximation error. More specifically, we utilize neighbor sampling (Hamilton et al., 2017) and derive a constant time approximation algorithm for inference and gradient computation of GNN. Thanks to our proposed algorithm, it is possible to train and/or infer GNN from large-scale graphs. Then, we prove the theoretical properties of the proposed algorithms. To be precise, given an error tolerance ε and confidence probability 1 − δ, our approximation algorithm computes the estimateẑ v of the exact embedding z v of a node v, such that Pr[ ẑ v − z v 2 ≥ ε] ≤ δ and the estimate ∂zv ∂W (l) of the exact gradient ∂zv ∂W (l) of the embedding z v with respect to the network parameters W (l) , such that Pr[ ∂zv ∂W (l) − ∂zv ∂W (l) F ≥ ε] ≤ δ. Our algorithm can approximate the exact embedding and its gradients within O( 1 ε 2L (log 1 ε + log 1 δ ) L−1 (log 1 δ )) time, where L is the number of layers. This complexity is completely independent of the number of nodes, edges, and neighbors of the input; the proposed algorithm can deal with graphs irrespective of however large they may be.
Moreover, the complexity is a polynomial with respect to 1 ε and log 1 δ . We show that the time complexity is optimal when L = 1 with respect to the error tolerance ε.
Through experiments, we show that the approximation error between the exact computation and its approximated counterparts converges to zero rapidly. To the best of our knowledge, this is the first constant time approximation algorithm of GNN with a theoretical guarantee in terms of approximation error.
Contribution: The contributions of this paper are summarized as follows:
• We propose a theoretically guaranteed constant time approximation algorithm for GNN. The complexity is completely independent of the the number of nodes, edges, and neighbors of the input.
• We prove that some existing GNN, including the vanilla GraphSAGE with normalization (Hamilton et al., 2017) , cannot be approximated in constant time by any algorithm (see Table 1 for details).
• Through experiments using synthetic and real-world datasets, we confirm that the derived theorems are useful in practice.
Related Work
In this section, we review the existing graph neural networks (GNN) and sublinear time algorithms and state their differences from the proposed method.
Graph Neural Network
Graph neural networks (GNN) were first introduced by Gori et al. (2005) and Scarselli et al. (2009) . They obtained the node embedding by recursively applying the propagation function until convergence. Recently, Kipf & Welling (2016) proposed graph convolutional networks (GCN), which significantly outperformed the existing methods, including non-neural network based approaches.
GraphSAGE (Hamilton et al., 2017 ) is another GNN model, which employs neighbor sampling to reduce the computational costs of training and inference. Thanks to the neighbor sampling, GraphSAGE can deal with large graphs. However, the neighbor sampling is introduced without any theoretical guarantee, and the number of samples is chosen empirically. An alternative computationally efficient GNN approach would be FastGCN (Chen et al., 2018a) , which employs layer-wise random node sampling to speed up training and inference. Huang et al. (2018) further improved FastGCN by using an adaptive node sampling technique to reduce the variance of estimators. Thanks to the adaptive sampling technique, it reduces the computational costs and outperforms neighbor sampling in terms of classification accuracy and convergence speed. Chen et al. (2018b) proposed an alternative neighbor sampling technique, which uses historical activations to reduce the estimator variance, and it can achieve zero variance after a certain number of iterations. However, since it uses the same sampling technique used in GraphSAGE to get the initial solution, the approximation error is not theoretically bounded until the Ω(n)-th iteration. Moreover, it needs at least Ω(deg(v)) operations to obtain the embedding of node v, which can be computationally expensive especially for large dense graphs.
Overall, the existing sampling techniques work well in practice. However, these techniques are either not theoretically guaranteed in terms of approximation error or require at least linear time computation cost for training and inference GNN models.
Sublinear Time Algorithms
The sublinear time algorithms were originally proposed for property testing (Rubinfeld & Sudan, 1996) . Sublinear property testing algorithms check whether the input has some property π or the input is sufficiently far from the property π with high probability, in sublinear time with respect to the input size. Sublinear time approximation algorithms are another type of sublinear time algorithms. More specifically, they calculate a value sufficiently close to the exact value with high probability in sublinear time. Constant time algorithms are a subclass of sublinear time algorithms. They work not only in sublinear time with respect to the input size but also in constant time. Our proposed algorithm is classified as a constant time approximation algorithm.
The examples of sublinear time approximation algorithms include minimum spanning tree in metric space (Czumaj & Sohler, 2004) and minimum spanning tree of integer weights (Chazelle et al., 2005) . Parnas & Ron (2007) proposed a method to convert local distributed algorithms into constant time approximation algorithms. In the paper, they proposed a method to construct constant time algorithms for the minimum vertex cover problem and dominating set problem. Nguyen & Onak (2008) proposed a method to convert classical approximation algorithms (e.g., the greedy algorithm of maximal matching) into constant time approximation algorithms by giving orders randomly to each node and simulating greedy algorithms locally. Moreover, they demonstrated constant time approximation algorithms for various combinatorial problems including minimum vertex cover, maximum matching, and minimum dominating set. Yoshida et al. (2009) proposed an algo- The classical examples of sublinear time algorithms related to the machine learning field include clustering (Indyk, 1999; Mishra et al., 2001) . Examples of recent work in this stream include constant time approximation of the minimum value of quadratic functions (Hayashi & Yoshida, 2016) and constant time approximation of the residual error of the Tucker decomposition (Hayashi & Yoshida, 2017) . They adopted simple sampling strategies and give them theoretical guarantees similar to that in our work.
In this paper, we propose the constant time approximation algorithm for GNN for the first time.
Background

Notations
Let G be the input graph, V = {1, 2, . . . , n} be the set of nodes, n = |V | be the number of nodes, E be the set of edges, m = |E| be the number of edges, deg(v) be the degree of a node v, N (v) be the set of neighbors of a node v, A ∈ R n×n be the adjacent matrix of the input graph, D = diag(deg(1), deg(2), . . . , deg(n)) ∈ R n×n be the diagonal degree matrix, x v ∈ R d0 be the feature vector associated to a node v ∈ V , X = [x 1 , x 2 . . . , x n ] ⊤ ∈ R n×d0 be the stacked feature vectors, and ⊤ denotes the matrix transpose. We assume there is always a self loop for each node. We consider unweighted graphs first and later extend our method to weighted graphs (see Section 6.2).
Node Embedding Model
We consider graph embedding problems and employ GraphSAGE-GCN (Hamilton et al., 2017) to calculate the embeddings of nodes. Algorithm 1 shows the pseudo code, where σ(·) is an elementwise activation function (e.g., sigmoid, ReLU). The final output is simply denoted as z i = z
i . Note that, in this paper, we do not normalize the vector z (l) as in the original network because GraphSAGE-GCN cannot be approximated in constant time with normal-
end for 8: end for 9: return z (L) i ization (see Theorem 11).
The aim of this paper is to develop a constant time approximation algorithm for calculating the embedding vector z v and gradients ∂zv ∂W (l) (l = 1, . . . , L) with given the network parameters W (l) (l = 1, . . . , L) and a node v.
Computational Model Assumptions
We have to specify how to access the input to design constant time algorithms because the constant time algorithms cannot read the entire input. In this paper, we follow the standard convention of sublinear time algorithms (Parnas & Ron, 2007; Nguyen & Onak, 2008) . Namely, we model our algorithm as an oracle machine that can query about the input and measure the complexity by query complexity.
Algorithms can access the input only by querying the following three oracles:
We assume that our algorithm can query the oracles in con-stant time per query. Modeling our algorithm as an oracle machine and measuring the complexity by query complexity are reasonable due to the following reasons:
• In a realistic setting, the data is stored in a storage or cloud, and we may not be able to load all the information of a huge network on to the main memory. Sometimes the network is constructed for access to the information on demand (e.g., in web graph mining, the edge information is retrieved when queried). In such cases, reducing the number of queries is crucial since accessing storage or cloud is very expensive.
• Our algorithm executes a constant number of elementary operations of O(log n) bits (e.g., accessing the O(n)-th address, sampling one element from O(n) elements). Therefore, if we assume that these operations can be done in constant time, the total computational complexity of our algorithms will be constant. This assumption is natural since most of the computers in the real world can handle a 64 bit integer at once and most of the network data contain less than 2 64 ≈ 10 19 nodes.
• Even if the above assumption is not satisfied, our algorithm can be ran in O(log n) time in terms of the strict meaning of computational complexity. That is, our algorithm is still sub-linear, and therefore it scales well. Note that it is impossible to access even a single node in o(log n) time in the strict meaning of computational complexity, since we cannot distinguish n nodes with o(log n) bits. Therefore, our algorithm has optimal complexity with respect to the number of nodes n.
Problem Formulation
Given network parameters W (l) (l = 1, . . . , L) and a node v, we want to calculate the following functions as few accesses to oracles as possible:
However, the exact computation of O z and O g needs Θ(n 2 ) queries when the input graph is dense. Thus, it is hard to run the algorithm for a huge network. Therefore, we consider making the following approximations:
Algorithm 2Ô
(1)
where ε > 0 is the error tolerance, 1 − δ is confidence probability, and · 2 and · F are the Euclidean norm and the Frobenius norm, respectively.
Under the fixed network structure (i.e., the number of layers L, the dimensions d l (l = 0, . . . , L), and the activation function σ(·)), we construct an algorithm that calculateŝ O z andÔ g in constant time irrespective of the number of nodes, edges, neighbors of the input and the feature vectors X and network parameters W (l) (l = 1, . . . , L).
However, it is impossible to construct a constant time algorithm without any assumption about the inputs. Therefore, we make some mild assumptions:
Assumption 1 x i 2 and W (l) op (l = 1, . . . , L) are bounded by some constants B and B op respectively.
Assumption 2
The activation function σ(·) is K-Lipschitz continuous (e.g., sigmoid, ReLU).
Assumption 3 (Only for training) The gradient of the activation function σ ′ (·) is K ′ -Lipschitz continuous (e.g., sigmoid, tanh).
Note that if W (l) op , the operator norm of W (l) , is bounded by some constant B op , then W (l) F is also bounded by some constant B F . We prove later that it is impossible to construct a constant time algorithm without these assumptions (see Section 5 for details).
Proposed Method
In this section, we propose a constant time GNN and show the theoretical properties of the proposed algorithm.
Constant time embedding approximation (Inference)
Here, we propose a constant time approximation algorithm based on neighbor sampling, which approximates the em-
bedding z v with an absolute error of at most ε and probability 1−δ. We construct the algorithm layer by layer recursively. We denote the algorithm that calculates the estimate of embeddings in the l-th layer z (l) asÔ (l) z (l = 1, . . . , L). We show the pseudo codes of the base case in Algorithm 2 and the inductive step in Algorithm 3.
In the following, we prove that Algorithms 2 and 3 approximate the embedding z v with arbitrary precision and arbitrary probability. In addition, we analyze the query complexity of the proposed algorithm and show that it is optimal with respect to the error tolerance ε if the number of layers is L = 1.
Approximation error analysis: Firstly, we prove that the embedding in each layer is bounded.
Under Assumptions 1 and 2, the norm of the embedding in each layer z
We introduce the following multivariate version of the Hoeffding's inequality (Hoeffding, 1963) to prove the theoretical bound (Theorem 3 and 7).
Lemma 2 (multivariate Hoeffding's inequality). Let x 1 , x 2 , . . . , x n be independent d dimensional random variables whose 2-norms are bounded x i 2 ≤ B, and letx be the empirical mean of these variablesx = 1 n n i=1 x i . Then, for any ε > 0,
holds.
Lemma 2 states that the empirical mean of n ≥ 2B 2 d ε 2 log 2d δ samples independently sampled from the same distribution is the approximation of the exact mean with an absolute error of at most ε and probability 1 − δ.
Theorem 3. Under Assumptions 1 and 2, ∀ε > 0, δ > 0,
Proof sketch. This is proved by performing mathematical induction on the number of layers. When L = 1, the only approximation error is the sampling error. It is bounded by Lemma 2. In the induction step, there are two approximation errors. One is the sampling error and the other is the error of approximation of the upper layers. The former is bounded by Lemma 2, while the latter is bounded by the induction hypothesis.
Theorem 3 shows that Algorithms 2 and 3 approximate the embedding z v with arbitrary precision and arbitrary probability.
Query complexity analysis: Next, we will investigate the query complexity of Algorithms 2 and 3.
Theorem 4. Under Assumptions 1 and 2, the query complexity of Algorithms 2 and 3 is
Theorem 4 shows that we can approximate the exact embedding within O( 1 ε 2L (log 1 ε +log 1 δ ) L−1 (log 1 δ )) time, and this complexity is independent of the the number of nodes, edges, and neighbors of the input; the proposed algorithm works completely irrespective of how large the input graphs are. Moreover, The complexity is polynomial with respect to 1 ε and log 1 δ . Then, we show that the query complexity of Algorithm 2 in Theorem 4 is optimal with respect to ε. In other words, a 1-layer network cannot be approximated in o( 1 ε 2 ) time. Theorem 5. Under Assumptions 1 and 2, the time complexity of Algorithm 2 in Theorem 4 is optimal with respect to the error tolerance ε if the activation function is not constant.
Note that if the activation function is constant σ(·) = C, then we can assert z v = C without any queries. However, this setup is useless in practice. The lower bound of the complexity when L ≥ 2 is an open problem.
Constant time gradient approximation (Training)
Next, we propose a constant time approximation algorithm that approximates the gradient of embeddings with respect to the network parameters with an absolute error of at most ε and probability 1 − δ. The basic strategy is to run Algorithms 2 and 3, and then calculate the gradients of the embedding z v . Let ∂zv ∂W (l) be the gradient of the embedding z v with respect to the network parameter W (l) (i.e., ( ∂zv ∂W (l) ) ijk = ∂zvi ∂W (l) jk ). We prove the theoretical property as in Section 4.1. Require: Graph G = (V, E) (as oracle); Feature X ∈ R n×d0 (as oracle); Weight matrix W (l) ∈ R d l ×d l−1 (l = 1, . . . , L); Node index v ∈ V ; Error tolerance ε; Confidence probability 1 − δ.
, with respect to W (l) . Then, under Assumptions 1, 2, and 3, ∀ε > 0, δ > 0,
Proof sketch. This is proved by performing mathematical induction on the number of layers as that for Theorem 3.
Therefore, we obtain Algorithm 4 and its theoretical guarantee.
Corollary 8. Under Assumptions 1, 2, and 3,
Corollary 9. Under Assumptions 1, 2, and 3, the query complexity of Algorithm 4 is O( 1 ε 2L (log 1 ε + log 1 δ ) L−1 (log 1 δ )).
Inapproximability
In this section, we show that some existing GNN cannot be approximated in constant time. These theorems state that these networks cannot be approximated in constant time not only by our algorithm but also by any other algorithm. Theorem 10. If x i 2 or W (l) op are not bounded, it needs Ω(n) queries to calculate the approximation of the embedding (Algorithm 1).
Proof sketch. Consider the following two types of inputs. Type I: G is the clique K n , W (1) = 1, and x i = 0 for all nodes i ∈ V . Type II: G is the clique K n , W (1) = 1,
The algorithm has to distinguish the types of inputs for approximation, but it needs Ω(n) queries.
Theorem 11. Even under Assumption 1, the inference and gradients of GraphSAGE-GCN (Hamilton et al., 2017) with ReLU activation and normalization cannot be approximated with arbitrary precision and arbitrary probability in constant time.
We will confirm Theorem 11 through computational experiments in Section 6. Theorem 12. Even under Assumptions 1 and 2, the gradients of GraphSAGE-GCN (Hamilton et al., 2017) with ReLU activation cannot be approximated with arbitrary precision and arbitrary probability in constant time.
Note that the inference of GraphSAGE-GCN with ReLU activation (without normalization layer) can be approximated in constant time by using our algorithm (Theorem 3).
The following two theorems state that these networks cannot be approximated in constant time even under Assumptions 1, 2, and 3. Theorem 13. Even under assumptions 1, 2, and 3, the inference of GraphSAGE-pool (Hamilton et al., 2017) cannot be approximated with arbitrary precision and arbitrary probability in constant time. Theorem 14. Even under Assumptions 1, 2, and 3, the inference of GCN (Kipf & Welling, 2016) cannot be approximated with arbitrary precision and arbitrary probability in constant time.
Extensions
GraphSAGE-mean
So far, we considered GraphSAGE-GCN (Algorithm 1). GraphSAGE-mean is another variant of GraphSAGE network. It concatenates m (l) v and z (l−1) v before linear transformation (i.e., h
This modification expands the approximation error slightly. If m
2ε. Therefore, the theoretical results (e.g., Theorem 3 and 7) are applicable to GraphSAGE-mean by making small modification. Namely, whenÔ
)); (6) then, the approximation error of the obtained estimate of GraphSAGE-mean embedding is at most ε with probability 1 − δ.
Weighted Graphs
Our method can be easily extended to weighted graphs. Namely, A vu can be arbitrary non negative value, deg(v) = n u=1 A vu , and m
Theorem 15. If neighbor nodes are sampled with a probability that is proportional to A vu , then Theorems 3 and 7 hold with weighted graphs.
Graph Embedding
Our method can be extended to graph embedding, which embeds an entire graph instead of a node of a graph. It can be calculated by aggregating the embeddings of all nodes (Gilmer et al., 2017) :
We adopt the mean of feature vectors of the nodes as the readout function (i.e., z G = 1 n i∈V z i ). However, we cannot calculate the embeddings of all the nodes in constant time even if each calculation is done in constant time since it takes a total of Ω(n) time. We adopt the sampling strategy here also. We sample some nodes in a uniformly random manner, compute their feature vectors of them in constant time using Algorithms 2 and 3, and calculate their empirical mean. The error of sampling is bounded by Lemma 2 and the errors of Algorithms 2 and 3 are bounded by Theorem 3. Therefore, we sample sufficiently large (but independent of the graph size) number of nodes and call Algorithms 2 and 3 with sufficiently small ε and δ. Then the estimate is arbitrarily close to the exact embedding of G with an arbitrary probability.
Experiments
In this section, we confirm the following three facts through computational experiments: Fact 2: Algorithm 2 is efficient (Theorem 5).
Fact 3: Neighbor sampling well approximates the inference and gradients with real data.
Synthetic Data
We confirm Facts 1 and 2 with synthetic data. First, we use the original 1-layer GraphSAGE-GCN (with ReLU activation and normalization) and 1-layer GraphSAGE-GCN with sigmoid activation for comparison. The input graph is a clique K n , the features are x 1 = [1, 0] ⊤ and x i = [0, 1/n] ⊤ (i = 1), and the weight matrix is an identity matrix W (1) = I 2 . We use r (1) = 5, 10, 50, 100 as the sample size. If a network can be approximated in constant time, the approximation error goes to zero as the sample size increases even if the graph size goes to infinity. We show the approximation errors of both the networks in Figure 1 (a) (b). The approximation error of the original GraphSAGE-GCN converges to about 0.75 even if the sample size increases. On the other hand, the approximation error of GraphSAGE-GCN with sigmoid function goes to zero and the errors become increasingly bounded as the sample size increases. It matches Theorems 3 and 11.
Next, we use 1-layer GraphSAGE-GCN with sigmoid activation. The input graph is a clique K n , where the number of nodes is n = 1000. We set the dimensions as d 0 = d 1 = 2 and each feature value is set to 1 with probability 0.5 and −1 otherwise. We initialize the weight matrix W (1) with normal distribution and then normalize it so that W (1) op = 1. For each r = 1 . . . 500, we (1) initialize the weight matrix; (2) calculate the exact embedding of each node; (3) calculate the approximation embedding of each node with r samples (i.e., r (1) = r); and (4) calculate the approximation error of each node. We show the 99-th percentile point and the theoretical bound by Theorem 3 with δ = 0.01 in Figure 1 (c) . It matches Theorems 3 and 5. Note that Theorem 3 holds for any input, therefore the theoretical curve has to be above the experimental curve whatever the input is.
Real Data
We confirm Fact 3 with three real data: Cora, PubMed, and Reddit. They contain 2708, 19717, and 232965 nodes respectively. We randomly choose 500 nodes for validation and 1000 nodes for testing and use the remaining nodes for training. We use 2-layer GraphSAGE-GCN with sigmoid activation in this experiment. The dimensions of the hidden layers are set to 128 (i.e., d 1 = d 2 = 128), and we additionally use one fully connected layer to predict the labels of nodes from the embeddings. We train the models with Adam (Kingma & Ba, 2014) with a learning rate of 0.001.
Inference:
We first train 10 models with training nodes for each dataset. The micro-F1 scores of Cora, PubMed, and Reddit are 0.877, 0.839, and 0.901, respectively. Note that we do not aim to obtain a high classification accuracy here but intend to sanity check the models. To calculate the approximation error, for each trained model and r = 1 . . . 500, we (1) calculate the exact embedding of each test node; (2) calculate the approximation embedding of each test node with r samples (i.e., r (1) = r (2) = r); and (3) calculate the approximation error of each test node. We show the 99-th percentile point of the approximation error in Figure 2 (a) .
Gradient: For each dataset, we (1) initialize 10 models with Xavier initializer (Glorot & Bengio, 2010) ; (2) choose random 1000 nodes; and (3) for each model, chosen node, and r = 1 . . . 100, calculate the exact and approximation gradients of the classification loss with respect to the parameters and their approximation error. We show the 99-th percentile point of the approximation error in Figure 2 Although approximation errors are bounded by theory, they are far lower in practice than the theoretical bound by Theorem 3 and 7. It is mainly because there are high redundancy and correlation in real-world data, and therefore, fewer samples are enough to guess the whole. Nonetheless, theorems are insightful to determine the number of samples in practice with asymptotical analysis. To demonstrate this, we scale the errors and bound such that the error at r = 1 is 1 and show their plots in Figure 2 (c) . Theorem 3 states that the ratio of the normalized errors to the bound asymptotically goes to a constant (possibly zero). Figure 2 (c) shows that the theoretical rate tightly bounds the empirical errors with real-world data.
Note that we evaluated our proposed algorithm with relatively small graphs because (1) they are standard benchmarks for node classification; (2) it is impossible to calculate the exact embedding of huge networks, and therefore to make a comparison between the exact embedding and approximation. Since the proposed algorithm is theoretically guaranteed, the proposed algorithm can train and/or infer in constant time even if the graph is huge.
Conclusion
We proposed a constant time approximation algorithm for the inference and gradient computation of GNN, where the complexity is completely independent of the number of nodes, edges, and neighbors of the input. We proved its theoretical guarantee in terms of the approximation error. This is the first constant time approximation algorithm for GNN in the literature. We further showed that some existing GNN cannot be approximated in constant time by any algorithm. Lastly, we validate the theory through experiments using synthetic and real-world datasets.
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Lemma 16 (Hoeffding (1963) ). Let X 1 , X 2 , . . . , X n be independent random variables bounded by the intervals [−B, B] , and letX be the empirical mean of these vari-ablesX = 1 n n i=1 X i . Then, for any ε > 0,
Proof of Lemma 2. Apply Lemma 16 to each dimension k of X i . Then
Therefore,
Lemma 17. Let A 1 , A 2 , . . . A n be probabilistic events such that Pr[A i ] ≤ p (i = 1, . . . , n). Then, the probability that more than or equal to k events happen is at most np k .
Proof. Let [n] = {1, 2, . . . , n}, C n,t be all size t subsets of [n] (e.g., C 3,2 = {{1, 2}, {1, 3}, {2, 3}}), and C i n,t be all size t subsets of [n] that contains i (e.g., C 1 3,2 = {{1, 2}, {1, 3}}).
k · Pr[more than or equal to k events happen]
where c denotes complement. Therefore, Pr[more than or equal to k events happen] ≤ np k Proof of Theorem 3. We prove this by performing mathematical induction on the number of layers L.
base case: It is shown that the statement holds for L = 1.
By multivariate Hoeffding's inequality
Here, we use W m 2 ≤ W op m 2 ≤ B op m (Assumption 1) and z − z ′ 2 ≤ K h − h ′ 2 (Assumption 2), respectively. Therefore,
inductive step: It is shown that the statement holds for L = l + 1 if it holds for L = l.
, then by multivariate Hoeffding's inequality,
where # denotes the number of elements, then
u 2 ≤ B l also holds with the same argument with Lemma 1. Using the induction hypothesis (i.e.,ẑ
the probability that (2) does not hold is
Here, we use Lemma 17 to obtain the first inequality. Therefore,
Combining (1) and (3), using the triangle inequality,
Proof of Theorem 4. We prove this by performing mathematical induction on the number of layers.
Algorithm 2 asks one query to
Algorithm 3 asks one query to O deg , O( 1 ε 2 log 1 δ ) queries to O G , and O( 1 ε 2 log 1 δ ) queries toÔ (l) z (u, Θ(ε), Θ(εδ)). Using the induction hypothesis, the query complexity ofÔ
Lemma 18 (Chazelle (2005) ). Let the D s be Bernoulli( 1+sε 2 ). Let n-dimentional distribution D be (1) pick s = 1 with probability 1/2 and s = −1 otherwise; (2) then draw n values from D s . Any probabilistic algorithm that can guess the value of s with a probability error below 1/4 requires Ω( 1 ε 2 ) bit lookup on average.
Proof of Theorem 5. Suppose there is an algorithm that approximates 1-layer GraphSAGE-GCN within o(ε 2 ) query. We prove that this algorithm can distinguish D in Lemma 18 within o(ε 2 ) queries and derive a contradiction.
> 0. Let ε > 0 be any sufficiently small positive value and t ∈ {0, 1} n be a random variable drawn from D. We prove that we can set ε = |σ(1) − σ(0)|/2, the algorithm has to distinguish the types of inputs with high probability. However, it needs Ω(n) queries to O feature to find the node v. As for W , we set W (1) = n and x v = 1. Then the same argument follows.
Proof of Theorem 11. Consider the following 1-layer GraphSAGE-GCN
and the following two types of inputs:
• G is the clique K n , W is the identity matrix I 2 ,
x i = [0, 0] ⊤ (i = v) for some node v ∈ V , and
• G is the clique K n , W is the identity matrix I 2 , x i = [0, 0] ⊤ (i = v) for some node v ∈ V , and
x v = [0, 1] ⊤ .
Then, for the former type of inputs, h i = [1/n, 0] ⊤ , z i = [1, 0] ⊤ , and ∂zi2 ∂W21 = 1 for all i ∈ V . For the latter type of inputs, h i = [0, 1/n] ⊤ , z i = [0, 1] ⊤ , and ∂zi2 ∂W21 = 0 for all i ∈ V . If we set ε = 1/2, the algorithm has to distinguish the types of inputs with high probability, both for the inference and gradient. However, it needs Ω(n) queries to O feature to find the node v.
Proof of Theorem 12. Consider the following 1-layer GraphSAGE-GCN
and consider the following two types of inputs:
• G is the clique K n , W = [−1, 1], x i = [1, 1] ⊤ (i = v) for some node v ∈ V , and x v = [1, 2] ⊤ .
• G is the clique K n , W = [−1, 1], x i = [1, 1] ⊤ (i = v) for some node v ∈ V , and x v = [1, 0] ⊤ .
Then, for the former type of inputs, MEAN({x u | u ∈ N (v)}) = [1, 1+ 1 n ] ⊤ , h v = z v = 1 n , and ∂zv ∂W = [1, 1+ 1 n ] for all i ∈ V . For the latter type of inputs, MEAN({x u | u ∈ N (v)}) = [1, 1 − 1 n ] ⊤ , h v = − 1 n , z v = 0, and ∂zv ∂W = [0, 0] for all i ∈ V . If we set ε = 1/2, the algorithm has to distinguish the types of inputs with high probability.
However, it needs Ω(n) queries to O feature to find the node v.
Proof of Theorem 13. Consider the following 1-layer GraphSAGE-pool h v ← σ(W · max({x u | u ∈ N (v)})) and the following two types of inputs:
• G is the clique K n , W = 1, and x i = 0 for all nodes v ∈ V .
• G is the clique K n , W = 1, x i = 0 (i = v) for some node v ∈ V , and x v = 1.
Then, for the former type of inputs, z i = σ(0) for all i ∈ V . For the latter type of inputs, z i = σ(1) for all i ∈ V . If we set ε = |σ(1) − σ(0)|/2, the algorithm has to distinguish the types of inputs with high probability. However, it needs Ω(n) queries to O feature to find the node v.
Proof of Lemma 14. Consider the following 1-layer GCN z = σ(D −1/2 AD −1/2 XW ) and the following two types of inputs:
• G is a star where v ∈ V is the center of G, W = 1, and all features are 0.
• G is a star where v ∈ V is the center of G, W = 1, and features of √ 2n leafs are 1 and the features of other nodes are 0.
Then, for the former type of inputs, z v = σ(0). For the latter type of inputs, z v = σ(1). Suppose there is a constant time algorithm that calculates z v in arbitrary precision with arbitrary probability in constant time. If we set ε = (σ(1)− σ(0))/2 and δ = 1/3, this algorithm has to distinguish the types of inputs with probability 2/3 within C accesses. Suppose the input is of the latter type. When this algorithm accesses O feature , the probability that all the returned values are 0 is at least ( n−1− √ 2n n−1 ) C . This probability goes to 1 when n goes to ∞. Therefore, if the size of the graph is sufficiently large, this algorithm cannot distinguish the type of input with probability 2/3. 
Let N (k) (v) be a multiset that contains A uv pieces of u. Then, (9) can be written as
