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ix
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PNW power consumption of a single cell of the network during
processing
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tive network chain
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xRnl nonlinear resistor
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xii
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Even with the ever-increasing speed of digital processors there are areas where new
and innovative processor structures are needed because of the stringent calculation
requirements along with the limited availability of power. One such large eld is image
processing, where it is possible to have a need for real-time processing of image data
with a hand-held device, for instance in video compression. In image processing tasks,
many times the early-stage image processing and image analysis require most of the
processing power. For a serial type digital processor, these tasks are quite difcult to
handle because of the parallel nature of the data. Also in image processing, in many
cases, the data is inherently analogue and is transformed to digital domain mainly for
data processing or storage needs. Therefore, parallel analogue processor structures can
be considered ideal for this type of processing.
Neural hardware has been developed over the last two decades to implement neural
systems that are based on learning neural systems (e.g. [1]). In a PhD-thesis [2], pub-
lished in 1995, over 40 bio-inspired neural hardware projects were listed, starting from
a conventional PC with an acceleration board (e.g. IBM’s Network Emulation Pro-
cessor NEP [3]), to Application Specic Integrated Circuits (ASIC’s) designed purely
for neural computation, (e.g.[4]). Most of the presented projects were learning neural
systems, but for the image processing algorithms, the learning neural system is not re-
quired because the input-output mapping is normally known a priori. However, some
of the mentioned projects were based on the ideas presented in [5], where bio-inspired
chips were proposed for various processing tasks. In this approach, the chips emulate
the processing of a biological neural system in their calculation schemes. In [6], a sil-
icon retina model was introduced and in [7], in a similar fashion, a silicon model for
auditory localisation was proposed.
2 Introduction
In article [6], a resistive network was used in averaging the photoreceptor output in
the retina model. This work inspired several researchers and, as a result, many proof-
of-concept integrated circuits (IC’s) have been manufactured, for instance [8] and [9].
However, resistive networks can be used for spatial low-pass ltering on any image
processing system that requires such an operation; therefore a resistive network IC that
could be used in accurate ltering purposes would be an attractive device.
In article [10] by Chua et al. an analogue parallel processing paradigm, namely
Cellular Neural Network (CNN), was introduced. The article suggested a parallel pro-
cessor structure that could be programmed using two template sets. The tempting
feature of this structure was the local connectivity of the individual synapses that sug-
gested a feasible realisation on silicon. However, the reality has turned out to be more
complicated than expected. Even with the latest chip [11], the functionality and accu-
racy of the chips are limited according to the measurements and the power consumption
and used silicon area are still considerably large. In spite of that, the paradigm yields a
powerful tool with which to analyse and simulate parallel structures and that has been
used in several applications (e.g. [12], [13], [14]) as well as in this work.
As the starting point for the work, an article by Stoffels [14] was chosen. That was
because the article showed an algorithm for video compression that was presented ac-
cording to the theory in [10]. The algorithm included a grey-scale pre-processing part,
grey-scale to black-and-white (B/W) image analysis part and several B/W processing
steps. Because the implementation of the QCIF-size B/W chip had already shown
the realisation of large scale bipolar processor to be feasible [15], the goal was set in
the implementation of the grey-scale part. The grey-scale part performs an Edge En-
hancing Low-pass Faltering that included a resistive-network-type low-pass part and
a gradient calculation part. Because the algorithm was intended for video image com-
pression, the accuracy requirements of the processor were set by the image processing
standards, which are quite stringent for an analogue processing system. Here, as the
approach was chosen to separate the different processing parts and to optimise each
separately [16], this led to an implementation where the processor grid size also was
optimised, depending on the calculation task.
1.2 Research Contribution
The work is concentrated on silicon implementations of the proposed system where
the research results are tested in real silicon implementations. This included imple-
mentation of digital image memory (SRAM), column analogue-to-digital (AD)-- and
digital-to-analogue (DA)- converters and the actual processor blocks, namely the low-
pass and gradient calculation blocks.
The system-level approach was developed by the author along with Professor Ari
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Paasio and presented in [17]. The idea of minimising the grid size was taken as a
goal from the beginning. The actual method to perform the low-pass ltering in a
Reduced Cell-row System was developed by the author. The gradient calculation cell
was developed by Professor Paasio.
Two separate chips were implemented to test the method. In the rst chip, the low-
pass network cell was developed from the implementation presented in article [18].
Later it turned out that in [19] a rather similar realisation was also used. For the second
version of the low-pass lter, the cell was modied by the author to suit the system
better. These modications simplied the peripheral circuitry and corrected certain
systematic error sources. The gradient cell reminded the same in the both versions of
the chip, only the technology changed. The AD- and DA-converters in the rst chip
were implemented by Professor Ari Paasio and in second chip the AD-converter was
changed to a converter designed by Dr. Mika Laiho [20]. The digital parts of the
system were designed by the author in both chips.
All the measurements of both chips were carried out by the author as was the re-
search on programmable resistive networks.
1.3 Organisation of the Thesis
The thesis is organised into seven chapters. Following the Introduction, Chapter 2
shows the denitions used and shows some widely used image processing algorithms
and reviews the theories of Cellular Neural/Nonlinear Networks (CNN)[10] and Linear
Resistive Networks (LRN). Chapter 2 also shows how LNR’s can be considered as a
special case of CNN. Also in Chapter 2, a modication by Shi in [21] to the analysis
of resistive networks by applying CNN theory is introduced.
Chapter 3 concentrates on designing a resistive network systems, starting with the
analysis of the problems related in the design of large-scale Array Processors. After
this, some previously reported resistive networks are presented and briey analysed.
Finally, the Reduced Cell-row System (RCS) developed in this thesis is introduced.
First, the basis of the reduction of cell-rows is discussed, then the advantages and
disadvantages of this.
In Chapter 4, the realisation of the proposed system is shown. First, the basic tran-
sistor level building block, namely the current mirror, is presented, and its relevant
nonidealities are discussed. The presentation of the circuitry is divided into two sec-
tions: the rst shows the analogue parts of the system and the second the digital parts
and their implementation. Finally, the layout design is also discussed.
In Chapter 5, the measurement results of the implemented chips are presented.
The results of the rst version are briey shown and the problems in the design are
discussed. After this, the measurement results of the second chip are comprehensively
4 Introduction
shown and further improvements are considered.
Finally, in Chapter 6, the future work of designing a programmable resistive net-
work is described. A high-level system simulation method is presented to investigate




The purpose of this chapter is to give a theoretical background of array processors and
to show the denitions that are used throughout the thesis. In addition to that some
application examples are given also for motivation.
At the beginning, the image and array processing terms and denitions are given.
One important consideration when implementing array processors is how the process-
ing task can be divided if the array is not sufciently large to process it as one entity.
The methods of dividing a processing task are discussed briey in this chapter before
the introduction of the proposed method in the following section.
Then, as an introduction to actual array processing, some generally used linear
smoothing operations are introduced by showing the principles of Mean and Gaussian
ltering. As it will be shown later, these operations are close to the operations that
are the object of this work. For their analysis, the convolution kernels are calculated
and are considered from the implementation point of view also. Also some examples,
where the properties of this type of lters can be used in image processing is shown.
The main objective of this work, namely Linear Resistive Networks (LRN), are
introduced here after some general properties are shown rst. After their functionality
is analysed in general, a convolution kernel is calculated also for one special case
in order to compare its functionality to Gaussian lters. Because the LRN’s have a
similar type of transfer function as the Gaussian smoothing lter [9], their use in the
applications mentioned before is discussed.
Cellular Nonlinear/Neural Networks (CNN) [10] will be presented next. First, the
original theory from the [10] is introduced. After this, some previously presented mod-
ications and additions to the theory that are useful in this work, are shown. The sim-
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ilarities between the LRN and CNN topologies are discussed and it is shown that the
state function of the resistive network can be expressed in CNN notations. The unifor-
mity of these two topologies was shown originally in [21] by Shi. Here the calculations
are shortly repeated as the basis of the further analysis. However, that presentation is
not directly implementable on silicon, so in order to simplify the implementation some
modications are introduced to the CNN presentation of the resistive networks. These
modications are based on the properties of the linear resistive networks. Using the
results, it is quite straightforward to come up with a transistor-level realisation, as will
be shown in Chapter 4.
2.1 Definitions and Properties Related to Array Proces-
sors
There are several different types of approaches to increasing the parallelism in process-
ing, starting from executing parallel operations in general purpose digital processors
[22] to chip multiprocessing where the processing task is divided between several mi-
croprocessors, used nowadays in household PC’s. Here, a special case is considered
where the denition of an array processor is limited to single chip processors in which
the processing core consists of identical processing elements. These elements perform
processing in the analogue domain by interacting with each other.
In this section, the basic notations and denitions related to images and array pro-
cessors are given. First, the notations that were used in describing images that are used
as input and output are shown. After that, the denitions used to describe an array
processor functionality and connections are described and different types of array pro-
cessor operations are listed. Finally, denitions related to a division of the processing
task are introduced.
2.1.1 Image Notations
The two dimensional data, which are used as an input of an array processor (AP),
can be considered to be an image, independently of which phenomenon it describes
or quantity it measures. An image is formed by a set of pixels that are organised in
a rectangular shaped M×N grid, where M is the number of pixels in the horizontal
direction, i.e. columns, and N is the number of rows. This is depicted in Fig. 2.1.
Each pixel has a value a[m,n], where the coordinates m and n vary between {m =
0,1,2, ..M − 1} and {n = 0,1,2, ..N − 1}. The value a can be either a continuous
analogue value or it can have discrete integer values, presented using, for example an
8-bit digital word. This results in the digital value of adig can have discrete values in




Figure 2.1 Definitions of an image.
the range adig[m,n] ∈ [0,255] that linearly represent the sampled analogue value if the
dynamic range of the analogue value aana is DRa. If a represents the luminance of the
pixel, the value can be illustrated as a grey-scale image. This type of representation is
widely used in video sequence images. For clarity, some digital values and the grey-
scale level that they represent are shown in Figure 2.2. The gure shows that, the larger


















Figure 2.2 Some values of a[m,n] and the grey-scale value they represent.
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2.1.2 Array Processor Definitions
An array processor consists of processor units, referred to here as cells, where each
represents one pixel of the input image. These processor units are here denoted with
Ci, j where i and j dene its placement. For an M×N image, i ∈ [0,M− 1] and j ∈
[0,N−1].
In the following, rst the denitions of neighbourhood and connectivity are given
for the AP. Then a distinction is made between different types of image processing
operations and their suitability for an array processor is discussed. This leads to de-
nitions of convolution-type processing.
For simplicity, in the denitions it is assumed that the shapes of the array processor
and the images are rectangular.
2.1.2.1 Neighbourhood and the Connections between the Array Processor Cells
The cells in an array processor usually have a connection to a selection of cells in their
neighbourhood. The interaction between the cells is possible using these connections.
The maximum distance between two connected cells denes the sphere of interaction
Si. The Si-neighbourhood of cell Ci, j consists of cells Ck,l , where k ∈ [i−Si, i+SI ] and
l ∈ [ j− Si, j + SI ]. The connection of the cell Ci, j can vary arbitrarily within Si, but
the most common connections are symmetrical around the cell Ci, j. If the cell Ci, j is
connected to all the adjacent cells, the network is said to be 8-connected. In the case of
a 4-connected network, the connections are to the cells in the same columns and rows
as cell Ci, j.
In Fig. 2.3, two examples are shown of neighbourhood and connections. Cell Ci, j
is the black cell in the gures and the grey cells are the cells that belong to its neigh-
bourhood. Figure 2.3(a) shows a 2-D network where the cells are rst-neighbourhood
and 8-connected, i.e. the cell is connected with all the cells surrounding it. In Fig-
ure 2.3(b), the array is second-neighbourhood and 4-connected. In the latter, only the
connections of the cells that are within the Si of the cell Ci, j are shown.
As the gure suggests, the larger the Si and neighbourhood, the more complex the
silicon implementation becomes, because the number of routings between the cells
increases.
2.1.2.2 Different Types of Image Processing Operations
If an image processing operation is considered as a transformation from the input image
a[m,n] to the output image b[m,n], where the a and b are the input and output values of
a given cell Cm,n, then the different types of image operations can be divided into three
classes according to their complexity [23].
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(a) 2-D 8-connected network with 1-neighbourhood (b) 2-D 4-connected network with 2-
neighbourhood
Figure 2.3 Neighbourhood and connections
1. POINT operations. In this class, the cell output value b[m,n] in any coordinate is
dependent on the cell input value a[m,n] in the same coordinate. The calculation
complexity for each pixel is constant. In this case, Si = 0.
2. LOCAL operations. In this class, the cell output value b[m,n] is dependent on
the input values in certain surroundings of the cell in the same coordinate, sized
P×P. The complexity per pixel is P2 and Si = P.
3. GLOBAL operations. In this class, the cell output value b[m,n] is dependent on
all the input values. The complexity per pixel is M×N. This case requires the
cells to be connected to all the other cells, therefore Si = max{M,N}.
If all these cases are considered from the implementation point of view and com-
pared also to digital processor realisation, it can be stated that the POINT operations are
the easiest to implement but have the least advantage over serial mode digital proces-
sors, because of the lack of interaction with the neighbouring cells. LOCAL operations
are the most attractive operations to be implemented with an array processor because
of the large amount of required surrounding information that is inherent to parallel
processors, in contrast to the serial mode digital processors. However, as P becomes
larger, the complexity of the wiring between the cells increases; GLOBAL operations
are therefore practically impossible to implement on silicon with reasonably sized ar-
rays.
2.1.2.3 Convolution Operations
The LOCAL operation can also be considered as a convolution operation. In convolu-
tion processing, the functionality and the dependency on the values of the neighbouring
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cells can be presented using a convolution mask (template). This mask also shows the
neighbourhood and the connection of the cells. Therefore, for instance for the network









where ak,l are the interconnection weights and can be xed or programmable in a hard-
ware realisation. If Mi, j is same for all the cells, the convolution mask is said to be
space-invariant and the weights can be controlled globally.
2.2 Division of the Processing Task
The main advantage of parallel network processing would be the capability to process
the whole input simultaneously. In the 2-dimensional case, it would require the net-
work to be the same size as the input image. In some cases it is possible to build such a
large grid, but in many cases it is not feasible. In these cases, the processing task itself
has to be divided into smaller sub-images. Since the functionality of parallel proces-
sors is usually based on the interaction of the processing elements, the environment has
to be maintained for the image pixels on the borders of the sub-image. The required
neighbourhood that needs to be preserved is dependent on the processing task. For the
analysis, the following denitions will be used:
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Active cells the cells from which the output is read out,
Overlapping cells the cells that provide the required neighbourhood to
the active cells in a divided network. These cells are
similar to the Active cells.
Processing cells Active and Overlapping cells together
Border cells the cells surrounding the Processing cells providing
required border condition, for instance zero-ux [24].
Region of inuence the number of Overlapping cells required to obtain
(ROI) accurate enough result with a divided network,
denes the number of Overlapping cells
The most common division is shown in Fig. 2.4, where the image is simply divided
into parts and each part is separately processed. The gure shows the Processing cells
and the Overlapping cells that are needed to form the correct surrounding for the Active
cells.
1st stage 2nd stage 3rd stage 4th stage
overlapping cells
processing cells
Figure 2.4 A traditional way to divide the processing task.
As it was dened above, the ROI-value of the processing task denes the number
of overlapping cells. If we consider an algorithm, where there are several consecu-
tive processing tasks, the ROI value differs from task to task. Because the algorithm
requires storage of the previous result, there are two options for the processing. The
rst is by the method where the data is stored locally and the algorithm is run for the
sub-images separately. Or, as proposed in [16], process each step of the algorithm
in a separate processor block for the whole image and store the intermediate results
to external memory outside the array processors. For the rst method, the problem
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is that the number of Overlapping cells has to be optimised according to the largest
ROI-value of the algorithm steps. Naturally this decreases the number of Active cells
and increases the number of sub-images. The implementation of inside-grid memories
enlarges the cell size also. When using an outside of the grid memory, the downside is
the read-out and write-in operations that have to be made for the intermediate results.
Even if the different tasks are divided into different array processor blocks, the size
of one array processor block can yet become intolerably large. Therefore a system was
designed where the number of cell rows is decreased drastically [25]. In this system,
the number of cell rows is reduced to a xed number, independently on the size of the
input image, while the number of cell columns is the same as the width of the input.
This way it is possible to handle the input and output image in a row-by-row manner
and the writing in, processing and reading out of the result can be done simultaneously.
This speeds up the processing when compared to the traditional way of writing rst all
the input, then processing and nally reading out the output.
In the following, the basis for this reduction is presented rst. The exact proce-
dure of processing is described and the advantages and disadvantages are discussed in
Section 3.3.2.
2.2.1 The Reduced Cell-row System (RCS)
In array processor systems, often the write-in and read-out operations are done in a
row-by-row manner, for example, [15] because it maintains the parallelism. This was
chosen as the approach in this work also. As a result, the Reduced Cell-row System
was developed. The RCS processing can be divided into three stages: writing in,
processing and reading out. In principle, the input is loaded to the network in a row-
by-row manner until the required number of cell-rows is fed to provide the rst row
the neighbourhood for the correct result. The number of required cell-rows is dened
by the ROI-value of the operation. After this, the processing can start in the rst row;
when it has reached its nal value, the result can be read out from it. In this way, the
whole image is processed in a row-by-row manner.
The network global connections can be divided into three stages depending on
which part of the image is being processed. When processing the rst image rows,
the network is connected similarly as a full-size network. This is shown in Fig 2.5(a).
After this, when the rows in the middle of the image are being processed, the network
is connected to form a cylinder, shown in Fig 2.5(b). This is done by connecting the
rst processor cell-row with the last cell-row. Finally, at the end of the processing, the
network is connected again as at the beginning, as shown in Fig. 2.5(c). A somewhat
similar processing system was presented in [26] for a one-dimensional case with a
xed circular connection. The system can also be considered as a pipelined system,
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which method was used, for instance, in temporal difference imager in [27]. There the
photodiode values are stored in two storage elements. To avoid different sampling and
holding times for the two elements, which could affect the accuracy of the difference
evaluation, the operations are conducted in a pipelined row-by-row manner.
(a) Network connection for the first
cell-rows
(b) Network connection for the
cell-rows in the middle of the im-
age
(c) Network connection for the first
cell-rows
Figure 2.5 The different connection modes of the RCS.
2.3 Image Smoothing Operations
In this section, we will shortly discuss certain linear smoothing lters that can be used
in image processing. These types of lters are used in image processing systems for
improving the quality of the image or for preparing the image for further processing.
Therefore these lters are usually on the lowest level of the image processing algo-
rithm. However, by combining different lters, higher level image analysis algorithms
can also be realised, for instance, the Difference of Gaussians (DoG) [28] or Edge
Preserving Image Smoothing [14] that will be presented later. In the following, two
lters, namely Mean and Gaussian, will be presented. The reason for taking these two
lters is that their functionalities are close to the lters that were implemented in this
work. Therefore they give a good comparison point when the implementability is being
considered.
2.3.1 Mean Filtering
A Mean lter, as the name suggests, calculates the mean of the pixel values in a cer-
tain neighbourhood P. The calculation can be described by a convolution mask. For
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In order to achieve a larger neighbourhood from where the mean of values is calcu-
lated, the mask has to be enlarged or more iteration rounds, where the result of previous
round is used as the new input, have to be performed.
2.3.2 Gaussian Filtering
Gaussian ltering is a popular image smoothing method. The smoothing with a Gaus-
sian kernel resembles defocusing a lens; this type of action is inherent in many bio-
logical systems. The usability is based on the fact that the smoothing with Gaussian
effectively removes small sharp objects in the image that can be considered to be noise.
When enhancing the edges in an image by differentiating, these noisy objects are also
enhanced, unless an image smoothing operation is performed. It has been shown in
[29] that when smoothing a noisy image, the best results in signal-to-noise ratio are
obtained with a Gaussian kernel.
Gaussian ltering is based on Gaussian distribution. For a one dimensional (1-D)







where σ is the variance of the function.
The Gaussian function 1-D distribution is used as a ’point spread’ function by cal-
culating the convolution mask from the distribution. In practice, this is done by solving
the impulse response with a certain σ in all coordinates and using the results in the con-
volution mask. In principle, the Gaussian distribution is non-zero everywhere, resulting
in an innite convolution mask. However, since the mask coefcients become smaller
as the distance to the centre increases, the performance can be accurately approximated
with a nite convolution mask where the smallest values are set to zero.
An example of a 1-D Gaussian convolution mask when σ = 1 is shown in Eq. 2.4.






1 14 62 102 62 14 1
]
(2.4)
Since the image information is in most cases two-dimensional (2-D), is is also
well worth considering a 2-D case of the Gaussian lter. A 2-D symmetrical Gaussian
function G2−D(x,y) is of the form Eq. (2.5):







In a similar fashion to the above, the convolution mask can be calculated using the
equation. If, for example, the σ-value used is equal to one, by calculating the impulse
response we get Eq. (2.6). Another way of obtaining the mask is to convolve the
impulse two times with the 1-D mask in x and y directions. This is possible because
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The mask is truncated to contain only the elements in 2-neighbourhood for sim-
plicity. Usually the size of the kernel is limited to a certain size for easier computation
and the elements outside it are simply left out. However, the size of the mask grows
as the σ becomes larger. This is due to increased smoothing, which leads to a growing
number of non-zero elements.
2.4 Using Linear Smoothing Filters
Here some applications are shown where these linear smoothing lters can be used in
image processing. First, their use in error correction is shown. After this, a higher level
image processing algorithm that preserves the edge information in a low-pass ltering
operation is shown.
2.4.1 Correcting random errors
Since the basic operation that the smoothing lters perform is low-pass ltering, they
can be used in early-stage error correction of the images. Random noise can be gen-
erated in the transmission lines, AD-conversion or capturing of the image. If such a
disturbed image is low-pass ltered, the effect of these errors can be signicantly re-
duced. Figure 2.6(a) shows the noiseless original image and 2.6(b) shows the same
image with additional random noise.
The three gures 2.7(a)-2.7(c) show the simulation results after ltering the noisy
image. In the rst gure 2.7(a), the image was ltered with the 3×3 kernel mean lter
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(a) Original image (b) Image with additional random
noise
Figure 2.6 The reference and the noisy input image used in the simulations
that was shown in Eq.(2.2). In the second gure, 2.7(b), the used lter was a similar
mean lter but the kernel size was 5× 5. In the last gure, 2.7(c), the situation after
ltering the noisy image with the Gaussian kernel that was given in Eq. (2.6) is shown.
(a) Image filtered with 3×3 convo-
lution kernel.
(b) Image filtered with 5×5 convo-
lution kernel.
(c) Image filtered with Gaussian
kernel shown in (2.6)
Figure 2.7 Simulation results with three different smoothing kernels.
2.4.2 Difference of Gaussians and Zero Crossing
A modern way to nd edges in the image is to detect the zero-crossings of the Laplacian
of the image. A zero-crossing refers here to the situation where adjacent pixels have
a different sign as a result of calculating the Laplacian. As the Laplacian operation
involves a second derivative, this means a potential enhancement of noise in the image
at high spatial frequencies and therefore smoothing operation is desirable before the
Laplacian operation. A suitable spatial lter is a Gaussian lter with an appropriate
σ-value. Adding a Gaussian ltering before Laplacian operation is called Laplacian of
Gaussians (LoG), suggested already in [30]. The Difference of Gaussians (DoG) [28]
is in turn a good approximation of the LoG operation. In DoG, two Gaussian kernels
with different σ-values are used in ltering the same image; then the resulting images
are subtracted and the zero-crossing is detected from resulting image. This is shown in
2.4 Using Linear Smoothing Filters 17
Fig. 2.8, where gures 2.8(a) and 2.8(b) show the outputs after ltering with different
σ-values. The last image, Fig. 2.8(c), contains the result of their subtraction. In the
last image, to the resulting 8-bit image, an additional offset of 128 is added to shift the
result to visible grey-scale levels.
(a) Image filtered with 5×5 Gaus-
sian convolution with σ = 0.9.
(b) Image filtered with 5×5 Gaus-
sian convolution with σ = 1.6.
(c) The difference of the filtered
images. An offset of 128 is added
to each pixel.
Figure 2.8
When locating the edges from Fig. 2.8(c), they are assumed to be in the zero-
crossings. The two regions where the pixels have the same sign can be detected by
thresholding the subtraction image. That is shown in Figure 2.9(a), where all values
greater than zero are marked with a white pixel and values equal to zero or less are
marked with a black pixel. For nding the actual zero-crossing pixels, there are several
methods proposed, but in this application a simple threshold logic algorithm is used
for simplicity. In the method, all the white pixels that have 4, 5 or 6 white neighbours
in 8-connected neighbourhood are marked as white and the rest are marked black. The
result is shown in Figure 2.9.
(a) The thresholded image. (b) The image after threshold logic
operation.
Figure 2.9
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2.5 Linear Resistive Networks (LRN)
Resistive Networks were used as analogue computers in solving complex boundary
value problems in electro-magnetics [31] and [32] before the dawn of the integrated
transistor. Along with the ever increasing calculation power of digital processors the
interest was gradually lost for years until the 80’s. Then resistive network-like process-
ing was shown to occur in the early vision in the retina [5]. This resulted researchers
becoming interested in resistive networks again, for instance [33], [19]. Here, the
principle of resistive network calculation is rst presented and then a short analysis is
shown, using the properties of resistors and circuit theory.
2.5.1 LRN in principle
A 4-connected resistive network is shown in Fig. 2.10. If resistive network processing
is considered in image processing then each node nm,n represents a pixel in the image.
Each node has a voltage Vm,n, which represents the pixel output value b[m,n] after
processing and a voltage source dm,n that represents the input value of each pixel.
The connections to the neighbouring nodes through resistors R2 and a connection
to the ground through the vertical resistor R1 dene the transfer function. Linear resis-
tive network performs low-pass ltering to the input and the amount of smoothing is





























Figure 2.10 A resistive network with input voltage dm,n, output voltage Vm,n and connections to
the neighbouring nodes through resistor R2 and to the ground through R1.
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2.5.2 Analysis of the LRN’s: Calculation of ROI
The resistive networks that are in the scope of this work are linear. This is important,
because it leads to the fact that for any given input, there is only one possible output,
toward which the circuit settles when the processing starts. This feature can be used in
optimising the grid size, which from the beginning was a goal of this work, as it was
mentioned in Chapter 1. However, optimisation requires the analysis of the ROI for
resistive networks.
In the calculation of the ROI, a 1-dimensional network is used rst because of its
simplicity. For the analysis, the network is considered to be large yet nite, as shown
in Fig. 2.11, and the input din to the network is fed only to one cell, located almost
innitely far away from the end of the network. The resulting output values at each
node nm, m ∈ [0,1,2, ..,x] are monitored; if the output value is over a threshold value,
the cell is considered to be part of ROI. The used input is 255 and the threshold value
is 1. It is obvious that these values are taken from the digital world and digital image
processing where 8-bit values are commonly used. The circuit shown in Fig.2.11 was






R0 R0 R0 R0
λR0 λR0
OUT(1) OUT(2)
Figure 2.11 A 1-dimensional infinite resistive network.
In the analysis, the total resistance seen by node n0 is calculated. The calculation
starts from the node nx where the resistance is reduced to one resistor connected be-
tween the ground and the node nx. From there the resistance seen by the node nx−1 is
calculated.
The circuit shown in Fig.2.12 shows the used calculation procedure. In the gure,
the two consecutive nodes are shown as nm and nm+1 and the resistance seen in the
node nm is calculated using the previously calculated resistance seen in the node nm+1,
marked as r(nm+1)R0. The multiplying term r(nm+1) is simply the total resistance of
all the previous branches divided by R0.
The multiplying term r(nm) can be calculated recursively from the previous result
by using Eq. (2.7) for any number of nodes. For simplicity, the resistance value R0 is
set to one. In the equation, r(nm+1) represents the resistance of the previous stages and
r(nm) is the new value for the next calculation step.










Combining with the resistance r(nx)R0 of the rst node nx, that can be calculated
using Eq. (2.8), the total resistance of a nite network can be calculated recursively




The equations show that, since the λ is always greater than zero, as is the resistance
scale r(nm+1), then the left hand side of Eq. (2.7) is 0 < r(n) < 1. If the values are
calculated it can be noticed that the total resistor scaling value approaches a certain
constant value for each λ. This scaling value, denoted here as rtot , can be used in the
calculation of the nodal voltages because, if we consider the network to be innite, the
same resistance value is seen from all nodes.
In the nal step of the calculation, the symmetry of the network is also taken into
account and both sides of node n0 are reduced to a single resistor. The circuit repre-










Figure 2.13 The resistance of the node n0.
2.5 Linear Resistive Networks (LRN) 21
The resistance of the network is shown in Eq. 2.9 and the output of node n0 can be





OUT (1) = r(n0)
(r(n0)+1)din (2.10)
Since the network is assumed to be almost innite, all the following nodal voltages
can also be calculated using the same equation and the output of the previous stage
with Eq. (2.11).
OUT (N +1) = rtot
rtot +λ
OUT (N) (2.11)
As a result, Table 2.1 shows the output values of the nodes with different lambda
values for the one dimensional case. The input dm,n was the aforementioned 255.
λ / node n0 n1 n2 n3 n4 n5 n6 n7 n8 n9
2 147 60 24 10 4 0 0 0 0 0
1 114 51 23 10 5 2 1 0 0 0
2/3 96 46 22 10 5 2 1 1 0 0
1/2 85 43 21 11 5 3 1 1 0 0
1/3 71 38 20 11 6 3 2 1 0 0
1/4 62 35 20 11 6 3 2 1 1 0
Table 2.1 ROI-values for different λ-values
The table shows, as expected, that the larger the λ-value, the smaller the ROI. The
smallest λ-value shown here is 0.25 and with that the radius of inuence is 8 nodes
from the input node in both directions.
The results obtained here can also be interpreted as the transfer function of the 1-
D resistive networks with different λ’s. If a convolution kernel is formed in a manner
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]
(2.12)
If the obtained LRN-kernel is compared to the Gaussian kernel with σ = 1 shown
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in 2.6, it can be seen that, in the resistive network case the central term of the kernel is
larger relative to other elements in the kernel. This results in the noisy objects not being
removed as effectively as with the Gaussian kernel. Another remarkable thing is that
the kernel decreases slower than the Gaussian kernel and this increases the kernel size.
If the 2-D kernel is calculated, assuming that the function is separable, the resulting
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The shown kernel is limited to 3-neighbourhood and it is assumed that the effect
of entries that were left out is negligible. Even with this assumption, the number of
connections is reaching to the limits of a feasible implementation. Even more so if the
calculation is considered to be performed in analogue domain; the dynamic range of
the templates and the accuracy then becomes a problem.
2.6 Cellular Neural/Nonlinear Networks (CNN)
A Cellular Neural/Nonlinear Network theory was presented in [10] by Chua et al. The
basic conguration was a 1-neighbourhood connected network but the main difference
from the basic convolution processors was the introduction of a feedback term. This
enables the Radius of Inuence (ROI) to be larger than the Si. This means that the
interaction between cells is not restricted to the connected cells, but by using feedback
the inuence can spread out.
In this work, the basic CNN theory is used as a theoretical starting point and a way
to model parallel array processors; therefore the basic theory will be presented here.
Also the CNN-theory that led to the used cell implementation will be claried in the
following sections.
2.6.1 The Continuous-Time CNN
For each CNN-cell, an input, a dynamic state and an output value is dened. As men-
tioned above, the processing of the network is based on the interaction between the con-
nected cells. This interaction affects the cell state and is proportional to the input and
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output values. This relation is described using weight matrices, which are here called
the templates. The interaction matrices are referred as A-template and B-template,
where A-template is used to multiply the output value and B-template the input value.
The contributions from the neighbouring cells are summed and the new state value is
calculated from there. Then output is formed from the state using a sigmoid-function
that limits the value of the output to -1 to 1. In between the limitation values, the output
follows the state linearly, according to the original theory.












B(i, j;k, l)uk,l(t)+Z, (2.14)
where the A(i, j;k, l) and B(i, j;k, l) are the above mentioned weights and Nr(i, j)
denes the neighbourhood. The cell input, state and output are denoted with ui, j, xi, j
and yi, j respectively. Also shown are the constant terms CCNN-cell state capacitor
representing the CNN-cell state capacitor, Rin, which is the input resistance of the
summing node and Z, that is the constant biasing term used in setting the cell operating
point.
The output of the cell is obtained from the state using Eq. (2.15). A graphical
interpretation of the function, called sigmoid function, is shown in Figure 2.14






Figure 2.14 The sigmoid function that is used to limit the output between certain levels.
The template sets are space invariant, i.e. all the cells have similar templates. This
leads to a very compact representation of the functionality of the network because it
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can be described by using only two matrices and one constant. The template matrices















Z = z (2.16)
Because of the small number of connections to the neighbouring cells when com-
pared to some other parallel processing schemes, the CNN is considered to be more
suitable for large-scale VLSI realisation. As Eq.(2.16) shows, the derivation of the
output requires maximum of 18 multiplications and their summing in each cell. If this
is transferred to a circuit that in principle realises the original state function, it can be









Figure 2.15 A CNN cell
In the gure, the interaction multipliers are shown as voltage-controlled current
sources and the state value is formed from currents owing to the summing node, from
where they are fed through the state resistor to give the state voltage value. From this
value, the output is formed by limiting the output with the sigmoid function.
As can be seen in Fig. 2.15, the realisation of the state equation is in principle very
simple. However, since the multiplication is the dominant arithmetic operation and
there are supposed to be 18 multipliers working in parallel in each cell, it is obvious
that the cell area and the accuracy of the results is dictated by the implementation of
the multipliers.
2.6.2 Positive Range CNN
In this section, the positive range CNN [34] is briey described. As the name suggests,
in this model only positive values are used in the input, state and output, which allows
the multipliers to be two quadrant instead of four quadrant as required by the original
theory.
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The positive range operation is achieved by a linear transformation from the orig-









where the x and u denote the new transformed state and input values and x and u
respectively denote the same values that are in equations 2.14 and 2.15.
The output nonlinearity can now be expressed as:
f ( x) =


0 if x < 0;
x if 0 ≤ x ≤ 1;
1 if x > 1.
(2.18)





Figure 2.16 The sigmoid function in positive range CNN.
In [35], the positive range CNN was thoroughly investigated. As a result, it was
shown that, in order to maintain the same input-output mapping with the original cell
dynamics, the coefcients A and B were left untouched, but the new constant term z










2.6.3 CNN Universal Machine (CNN-UM)
In article [36], some additions to the original cell were introduced to improve the pos-
sibilities of processing complex tasks and algorithms. The additions included a Global
Analogic Programming Unit (GAPU), Local Logic Memory (LLM) and Local Logic
Unit (LLU) for calculating with values of the LLM’s. Also Local Analogue Memories
(LAM) were introduced for storing grey-scale processing results. With these additions,
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the results of the previous processing tasks can be used again as an input for a new task.
A CNN including these additions was named a CNN Universal Machine (CNN-UM).
2.7 Resistive Networks as a Special Case of CNN
By looking at the topologies that were presented in previous sections, it is easy to see
the similarities between the connections of the grids. However, resistive networks can
not be directly transformed to a CNN-template set, since the connections between the
nodes are not multipliers, the resistor to the ground also affects the transfer curve and
there is no direct counter part for it in the CNN-cell. However, it is possible to write
the state equations of both systems and through that to nd the templates that result
resistive network-like behaviour. This analysis is done here in fashion similar to that
in [21] by Shi.
2.7.1 Comparison of the CNN and LRN as Shown by Shi
First in the analysis, a capacitor C is introduced to the resistive network between the
node Vm,n and the ground. It does not affect the steady state voltage; rather it repre-
sents the parasitic capacitances that are always present in circuit realisations. Using
Kirchhoff’s current law, the state equation can be written in the form shown in Eq.
(2.20).
C dVm,ndt = (Vm,n−1−Vm,n)G2 +
+(Vm,n+1−Vm,n)G2 +(Vm−1,n−Vm,n)G2 +
+(Vm+1,n−Vm,n)G2 +(Vin−Vm,n)G1 (2.20)
This equation can be rewritten by substituting λ = G1G2 and separating the different
nodes and the voltage source as shown in Eq. (2.21).
C dVm,ndt =−(4+λ)Vm,n +Vm,n−1 +
+Vm,n+1 +Vm−1,n +Vm+1,n +λVin (2.21)
If the resulting equation is compared to the CNN state function, it can be seen that
the RN equation can be written using the CNN templates, as shown in Eq. (2.22).















z = 0 (2.22)
The above template set requires the state resistor to be 1/λ. The linear nature of the
resistive network processing results in the sigmoid function is not being needed to limit
the output. This is because the output can neither exceed the maximum, nor go below
the minimum, of the input.
2.7.2 Modifications to the Template Set
One of the good features of the CNN presentation is the fact that a complex phe-
nomenon can be described with two matrices and one constant. However, in the above
presentation of a resistive network as a special case of the CNN, the variable λ ap-
pears also in the state resistor. Therefore, it would be benecial if the variable could
be moved over to the self-feedback term. This way any CNN-UM chip could be easily
programmed to process images with different λ-values. In order to achieve this, there
are certain modications that can be made to the original cell realisation.
As mentioned before, there is no need to limit the output and the sigmoid-function-
forming circuitry can therefore be left out. Along with that, the output resistor is also
unnecessary. This leads us to a simplied circuit for a cell that can be used in moving





Figure 2.17 Circuit used to calculate the new A-template value.
In the gure, the centre elements of the A- and B-template sets, namely A00 and B00,
are shown along with the state resistor and the input and state capacitances. The two
current sources in the gure are the voltage controlled current sources of the original
CNN-cell. If the current equations are written for the circuit with the old A-template
central term A00 = −4 and the original conductance value λ shown in Eq. (2.23), and
similarly with the new central term A00,new, shown in Eq. (2.24). Assuming conduc-
tance value G=1, we can solve A00,new. This produces the new central term for the
feedback template that is shown in Eq. (2.25).
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A00vm,n +B00vin−λvm,n = 0 (2.23)
A00,newvm,n +B00vin− vm,n = 0 (2.24)
A00,new =−3−λ (2.25)















z = 0 (2.26)
As the results show, the λ was transferred from the resistor value to the templates,
which gives us the opportunity to control the smoothing with the templates. Another
achievement comes from the required connections. When Eq. (2.26) is compared to
the convolution kernel, shown in Eq. (2.13), it can be seen that the required Si is
shrunk from three to one. This simplies the implementation of the array processor
considerably.
2.7.3 All Current CNN Cell
As the original cell structure shows, the state and the output are linearly dependent on
the currents owing through the state resistor. If this state resistor is replaced with any,
even a nonlinear, resistor Rnl and assuring that the current sources are dependent on
the current owing through the resistor, it is possible to achieve similar functionality in
most cases, even if the dynamics of the cell are different. In an article [37], the current-
mode approach was thoroughly investigated and also some experimental B/W results
were shown. A grey-scale implementation published in [18] exploited the current mode
approach as well. In this work, a current mode cell was also chosen in the approach.
The current mode cell for realising CNN functionalities is pictured in Figure 2.18. The
capacitor C in the summing node has been left out from the gure because, in principle,
it is not required in this case. However, there is always parasitic capacitances in the
circuit.






Figure 2.18 An all current CNN cell in principle.
2.8 Using Resistive Networks: Low-pass Filtering and
Edge Detection
This section shows an example of an application where resistive network processing
can be used in an efcient way and where the required computing speed is difcult
to achieve using the traditional digital processors. In the article by Stoffels, [14] a
CNN-based video compression algorithm was introduced, where the whole processing
algorithm was carried out using CNN. Since the implementation of the pre-processing
part was the starting point of this research the original idea will be presented here rst.
2.8.1 Image Pre-processing According to Stoffels
In article [14], an all CNN object based video compression algorithm was proposed.
The algorithm was divided into a pre-processing part and object-based motion estima-
tion part. The motion estimation was achieved using black-and white images obtained
from the video images by the grey-scale pre-processing part. The grey-scale processing
part was chosen as the starting point for this work, since the black-and-white process-
ing had already been shown to be implementable in a large scale, [38] and [15].
The processing starts with low-pass ltering of the image. The idea is to smoothen
the image in order to minimise the high-frequency components in the output of the Fast
Fourier Transform (FFT) and to suppress the effect of the errors that have occurred
during the transmission from, for example, the sensors to the processor. The proposed















z = 0 (2.27)
It can be seen from the equation that the smoothing operation is resistive-network-
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style, because, when it is compared to the general case of resistive networks shown in
Eq. (2.26), it can be seen that, in this case, the λ-value is 1 and the λ in the B-template
has been spread to the neighbouring cells to obtain more smoothing by performing
Mean-type ltering. Another way of seeing the equation is that it rst does Mean
Filtering with the B-template and then it is followed by resistive network ltering.
In the smoothing operation, some information is always lost. Therefore an edge
restoration operation that attempts to preserve the edge information follows the lter-
ing. This operation was performed in the original paper by calculating from the low-
pass ltered image, the sum of absolute differences between a cell and the cells in its
1-neighbourhood and then comparing the sum of these absolute values to a threshold
value. The method is based on the assumption that, if an edge exists, the sum of these
differences is high, even if the image is low-pass ltered. The method is referred to
here as a gradient calculation. This way, a black-and-white mask was obtained and was
used for restoring the details in the image by replacing all the pixels in the low-pass
ltered image with the original pixel values, where the mask indicated the existence
of an edge. The whole operation was named in the original paper as Edge-enhancing
low-pass ltering. In the following we will further discuss the method and show an al-
ternative method to obtain similar results that is fully based on the resistive networks.
2.8.2 Realising an Edge-enhancing Low-pass Filter
In addition to the algorithm described above, there are other ways to implement sim-
ilar functionality. In this section, a resistive network method will be discussed and
compared to the original method.
The approach is here implementation oriented and the two possibilities do not have
the same input/output-mapping; it is just that, similar results can be obtained. The
main difference rests, in principle, in how the black-and-white mask is formed.
2.8.2.1 Using the Original Templates: Separate Low-pass and Gradient
If the original algorithm is to be realised, two different types of grey-scale operations
have to be implemented because, in the algorithm, rst the low-pass ltering is per-
formed and after that the summation of the absolute values is performed. Even though
it is possible to present the algorithm using a CNN-template, it is impossible to realise
it with the CNN-UM that was presented in [36] or with the implemented and reported
CNN-chips [39] or [11] without separating the gradient calculation into smaller parts.
Therefore, a system where two application-specic networks were implemented was
chosen as the approach [16]. The resulting system that was implemented on silicon,
will be presented in Chapter 4.
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2.8.2.2 Using Resistive Networks Only
As mentioned previously in this chapter, it is possible to obtain different levels of
smoothing using different values of λ in resistive network ltering. This feature can
be used also in edge-detection applications by comparing the results of two different
λ-values. The approach was used in the Difference of Gaussians (DoG) calculation
circuit presented in [8]. In this method, the same image is ltered twice with different
λ-values. Then a pixel-wise comparison is made for all pixels in the image between
the two ltering results, and if the difference is larger than a threshold value, the pixel
is marked. Here, this result will be used as the mask for the Edge-enhancing low-pass
ltering procedure.
The two methods, namely the Stoffels method and the resistive network method,
are compared visually in the following images. The calculations are made with Mat-
lab. The image in Fig. 2.19 is used as the input. The image is taken from the Foreman
sequence widely used in video image processing analysis. The image size was reduced
to 56× 64 because it was also the size of one of the implemented chips in this work.
In both methods the low-pass ltering was performed rst. In the resistive network
approach, the image was ltered two times with different λ-values and then the differ-
ence of the results was calculated pixel-wise. After this, the value of each pixel was
compared to a threshold value. In the case of Stoffels method, the low-pass ltered
result was used in the calculation of the gradient, as described in Section 2.8.1.
Figure 2.19 Original image used in the simulations.
The method by Stoffels is shown in Fig. 2.20. In the rst image, the low-pass
ltered image is shown. The image shows that the used template causes quite a bit of
smoothing to the image and all the details are lost. The image in the middle shows the
mask obtained from the gradient calculation. In the image the pixels that are considered
to form an edge, are marked here with a black pixel and where the gradient calculation
does not exceed the threshold value the pixels are white. The threshold value was in
this case 30 using 8 bit accuracy. The mask image was used to obtain the image on
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the right from the original and the low-pass ltered image. The output shows that the
algorithm preserves most of the original details.
Figure 2.20 The low-pass filtered image, resulting mask and masked image using the method
proposed in [14].
In Fig. 2.21 the results of the new method are shown. In this example, the used λ-
values are 2 and 0.25. As in the image sequence above, the rst image is the low-pass
ltered image. The shown image is ltered with λ = 2. In the threshold calculations,
the value of 7 was used to obtain the image in the middle. The threshold value is, in this
method, signicantly smaller than in the rst method because here the two images are
compared pixel-wise, whereas, in the other method, the sum of differences is compared
to the threshold. The result after masking is shown in the image on the right.
Figure 2.21 The low-pass filtered image, resulting mask and masked image using the resistive
network only.
If the two results are compared, it can be seen that similar results are obtained if the
images are judged visually. Obviously, the results show that the edge detector realised
with Stoffels algorithm gives a much coarser result than the resistive network. In this
application this does not do any harm because the binary result is used as a mask to
preserve the original edges. However, if the Stoffels method were used for nding the
edge, it would be difcult, because the B-template averaging of the image loses much
of that information.
When the two systems are compared implementation-wise, the main difference is
the number of absolute value calculations, where as in the original system the required
number is 8 and in the resistive network system it is 1. Therefore, if the goal is to im-
plement an array processor comprising one calculation array, the rst method requires
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considerably more silicon area than the latter method. Naturally, the rst method is
also possible to implement with one absolute value block and multiplex the calculation
of the absolute values in time. This, however, requires considerably more analogue
memory and control logic and in addition to those also the calculation speed decreases
by a factor of 8.
Finally, if the processing time is taken into account, the processing of the image
in the latter case requires to low-pass lter the image twice, when, in the rst method,
just one ltering is needed. Since the low-pass ltering is a grey-scale to grey-scale
operation it can be assumed that it is the most time consuming operation of the algo-
rithms and therefore it can be estimated that the time required for the second method
is almost twice the time required for the rst.




The aim of this work was to implement a resistive-network-type array processor on
silicon that could be used as a part of an image processing system. This meant that
the size of the processor should be small compared to the maximum possible size of
a silicon chip that can be manufactured with the used process. The interface should
also be directly connectible to any system. This meant that the interface was chosen as
digital. In this chapter, the system-level design of the array processor will be shown.
However, rst some previously published implementations of similar processors are
briey presented and their usability as a stand-alone processor in a larger system is
discussed.
After that, the problems related to implementing array processors are considered
before going to the proposed design. Here the problems are presented in more detail
than in the previous section, where they were considered mainly from the division point
of view. In addition to silicon size, processing speed and power consumption, which
are problems found in any silicon implementation, the analogue array processors have
design issues where trade-offs have to be made between the silicon size and accuracy of
the processing. Also, the holding times of the analogue values come into consideration
when the processor becomes so large that there are considerable differences in the
required holding times between the cells in the network.
Finally, the system-level design that was devised for the work is presented in detail.
The proposed system is based on reduction of the implemented cell-rows and separa-
tion of the processing tasks so that their designs can be better optimised, as already
briey mentioned in Section 2.2.1. This way, it is possible to save in silicon area and
improve the speed and accuracy/silicon area ratio. Two separate array processor blocks
36 Designing Resistive Network Systems
were chosen to be implemented, namely the resistive-network type low-pass ltering
(presented in 2.8.1) and the gradient calculation block. The functionality of the system
is shown in detail and the proposed system is compared to a full-size network using the
silicon size, processing time and power consumption as parameters. Finally, using the
same parameters as above, the effect of limited silicon area is taken also into account
in the analysis. This way, it is possible to get a better understanding of how this type
of system improves the performance.
3.1 Previous Implementations
Before going into the proposed system, we will take a look at some previously pre-
sented silicon implementations of resistive networks, as well as CNN’s, and discuss
their suitability for implementing large-scale resistive network ltering. First, some of
the implemented processors that were intended for resistive network ltering and their
reported results are shown. Their suitability for processing images as a part of an image
processing system is then discussed. After this, those of the implemented CNN-UM’s
that are suitable for this type of processing are similarly presented and compared.
3.1.1 Implementations of Resistive Networks
In the pre-transistor era, the resistive networks were implemented with discrete compo-
nents but after the ndings from the use of resistive networks in the 80’s, implementa-
tions have emerged, most notably [6], in silicon retina architectures. Later on different
types of approaches have been used in these architectures, for instance [40] and [41]. In
addition to silicon retina implementations, orientation selective networks use the same
type of connections, as an example [42], [43] and [44] can be given. However, in this
chapter the implementations shown in [8] and [19], when a one-dimensional network
had been implemented on silicon, and a 2-dimensional network of [9] will be shown in
more detail.
There are many ways to implement resistors in a silicon process. The most straight-
forward would be to use the poly resistor, but normally the resistance values obtained
using these are relatively small compared to the area, in the range 100 to 300 kΩ per
square, they require. Also their matching is rather difcult in a resistive network system
because the connections to neighbouring cells are made using these resistors, therefore
their orientations and placements can not be optimised for the matching. Also the
resistors cannot be isolated from the control lines and power dissipating devices that
degrades their performance. This method was used in [42]. Another way is to use
transistors in the triode region. That approach was chosen in [9] in the cases where the
resistance value had to be adjustable. In the same article, the constant resistors were
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implemented using a p-well diffusion, which have even poorer matching properties
than poly resistors. In article [19], a totally different approach was chosen: instead of
voltages as the stimuli and response, a current mode operation was used. This way, the
actual implementation of the resistor could be ignored, allowing the replacement of the
resistors by Current Controlled Current Sources (CCCS). In the proposed system, we
ended up with a similar realisation through CNN theory, as will be shown in the later
sections.
In the following, the three previously published implementations will be briey
described and compared.
3.1.1.1 Network by Bair and Koch
In article [33] four different methods, that were developed by the same group to com-
pute motion, were compared. One of the methods was nding motion from Zero-
crossings [8]. In a way similar to that of the DoG method, the input was processed
with two smoothing lters and the difference was calculated and compared to a thresh-
old value. Instead of Gaussian lters, two resistive networks with different λ-values



























Figure 3.1 Resistive network realisation by Bair and Koch
In this realisation two 1×64 separate resistive networks were implemented. In both
networks, each node was connected to the input, through conductances G1 and G2, and
to neighbouring nodes through resistors R1 or R2. The input was a photo-receptor,
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shown as Pr in the gure. The realisation of the resistors R1 and R2 was as Mead’s
saturating resistors [5] and the conductances were formed with transconductance am-
pliers connected as followers. The conductance was controlled with the voltages VG1
and VG2. The ltered images were subtracted by wide-range transconductance ampli-
ers in each node, producing a current Ii, proportional to the voltage difference across
the input of the amplier. This value is then compared to the threshold value. As
an output, a 63-bit wide word results, where a logic high indicates the existence of a
zero-crossing.
The measurements showed that the circuit was functional and the zero-crossings
were detected. However, the functionality of the resistive networks itself was not com-
mented on.
3.1.1.2 Network by Kobayashi et al.
In article [9], the use of resistive networks instead of Gaussian lters was proposed. It
was shown that, in order to obtain a transfer function close to that of Gaussian lter,
the resistive network requires ways to smooth the impulse response in the middle to
avoid emphasising the noisy features in the images. Therefore the network shown in
Fig. 3.2 was proposed.
-R2
R0 R0 R0 R0 R0




Figure 3.2 Resistive network realisation by Kobayashi
The gure shows a 1-D version of the circuit. Resistors R0 and R1 function as
normal resistive network resistors and the negative resistor R2 brings the additional
smoothing to the transfer curve. To be able to control the amount of smoothing, resistor
R0 was designed to be controllable and therefore a triode region transistor was used to
implement it.
When moving on to a 2-D realisation another problem arose. The circular symme-
try was hard to achieve if a rectangular network was to be used. Therefore, a hexagonal
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structure, which is inherently circular, was adopted. As a result, a 45×40 network was
implemented using 2µm CMOS process. The cell size became 170×200µm and each
cell also included photo-receptor. Measurement results showed a Gaussian-type re-
sponse, but it was not possible to obtain accurate measurement of the response.
The use of this type of processor as a part of an image processing system is quite
difcult just because of the shape of the 2-D network, which is not used in any stan-
dardised image processing system.
3.1.1.3 Network by Raffo et al.
The circuit designed in the article by Raffo [19] was not intended to be a resistive
network but rather a Gabor-type lter. However, because of the close relation between
the resistive networks and Gabor lters [45], and especially because of the similarities
between the implementations presented in the paper and in this work, the circuit will
be briey shown here.
In the paper, it was chosen to implement the network using current controlled cur-
rent sources; in this way, a current mirror could be used in the implementation. The
current equation of each node in the 1-D network was Eq. (3.1).
Ie(n) = Is(n)+GIe(n−1)+GIe(n+1)−KIe(n−2)−KIe(n+2), (3.1)
where Ie(n) is the input current fed to node n and G and K are connection weights
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The current mirror realisation is shown in gure 3.3. It actually shows just half of
the required processing circuitry because the incoming current can have positive and
negative values. Therefore, a similar circuitry is required, only the PMOS transistors
are replaced by NMOS transistors and vice versa. In addition to that, a switching
conguration is needed to steer the current to the correct part.
The implemented circuit had 17 nodes and was manufactured using a 2µm process.
The circuit was by no means designed for large-scale implementation, rather only to
demonstrate the feasibility of the approach. The measurements included comparison
between the simulated response and the measured response. However, no quantitative
error was given in the article.
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Figure 3.3 Single cell of the Gabor-filter presented by Raffo et al.
3.1.2 Implementations of CNN-UM’s
There have been several implementations of the CNN-UM scheme, for instance [35],
[15], [39], [11] and [20]. Also resistive-network-type Gabor lter based on CNN the-
ory [46] have been presented and also implementations, [47]. But if the implementa-
tions are limited by their ability to perform resistive network processing and the grid
size is sufcient for image processing tasks, basically two implementations are left.
The two realisations are the CNN-UM by the Sevilla group, published in [11] and a
CNN-based processor that was designed for epilepsy detection at Electronic Circuit
Design Laboratory (ECDL) in Espoo, [20], which can be used also as a programmable
network processor. The rst design was completed as an attempt to realise the original
continuous-time CNN-UM processor as in [36]. In contrast to that, the processor in
[20] was the foremost designed to be application-specic for analysing brain activity
in epilepsy and the calculation scheme was based on discrete-time iteration. The fea-
tures that were required by the algorithm included second and third order templates;
these requirements dictated the design, but it was not optimised for traditional image
processing tasks.
If the published measurement results are considered only from the resistive net-
work implementation point of view, in [20] the same template set as in Eq. (2.27), only
without the B-template part, was used to demonstrate processing of data when there
are many nonzero states. Due to this, the analysis of the ltering itself was omitted.
However, the resulted output showed that the network had performed low-pass lter-
ing. The presented measurement results of [11] did not have an example of grey-scale
operation with feedback and the presented low-pass ltering was done using a 3× 3
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convolution kernel.
It can be claimed that with both of these chips the resistive network type lter-
ing can be performed but the processing has to be performed in an iterative way and
therefore the original processing power of CNN paradigm is partly lost.
3.1.3 Comparison of the Implementations
As the previous sections showed, the resistive network implementations have been for
the most part proof-of-concept type realisations and the accuracy of the processing has
not been at the top of the check list. Also, in the two cases [19] and [8] the imple-
mented network was 1-D, which is not suitable for the image processing purposes and,
in the 2-D case [9], the choice was a hexagonal network, which is rarely used in image
processing and non-existent among standardised images. However, these implemen-
tations set a reference point for our design; Table 3.1 has therefore been compiled to
show the features these chips include.
CHIP Kobayashi [9] Bair [8] Raffo [19]
Processor Gaussian type Resistive Gabor-
type Resistive network Network lter
Grid size hexagonal 1×9 1×9
45×40
Cell size (µm2) 170×200 N/A N/A
Settling time 20µs 100µs-10ms N/A
Recongurability R0 variable G variable xed
Used process 2µm 2µm 2µm
Table 3.1 Comparison of the reported parallel processors.
3.2 Problems Related to the Implementation of an Ar-
ray Processor
There are various issues that relate to the implementation of a parallel array on silicon
and that limit the achievable spatial resolution. Here, three such issues are discussed.
These matters have to do with a large cell size, holding the analogue values and the
accuracy requirements. In describing them, previously implemented chips are used as
examples.
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3.2.1 Large Cell and Array Size
Because the goal was to realise a processor block that could be implemented to be a part
of a larger processor chip, the size of the individual cell became one of the main design
issues. Considering that the largest processor chip reported to date is 435mm2 using
65nm digital process [48], and assuming that the same die size could be achieved with
any process, to implement even a V GA-size array processor the size of the cell should
be reduced to 37.6×37.6µm2. When this is compared to recently achieved cell size of
grey-scale array processor [11], the required size is one-fourth of the cell reported in
the paper. The processor was implemented using a 0.35µm process, but even moving
on to smaller processes does not improve the situation very much. The problem with
the smaller line-width processes is that the supply voltage drops and along with that
the available voltage swing. Also, the matching properties do not improve along with
the decrease of the line width and the analogue devices cannot be scaled directly.
In most cases, however, it is possible to process images larger than the resolution
of the processor array. That can be done by using the division of the image into smaller
parts, and processing them separately. In section 2.2 an overview of the traditional
method to perform the division was done. Later in this chapter a method will be pro-
posed that can effectively be used in the resistive network implementation.
3.2.2 The Accuracy Requirements
When designing analogue circuits there is always some mismatch present between
transistors. The easiest and most straightforward ways to minimise the effects of the
mismatch are to increase the size of the transistors or to design some kind of a com-
pensation circuit. When dealing with array processor realisations both lead to a larger
cell size, which is not desirable. But if different template sets are investigated and their
accuracy requirements are calculated, as was achieved for the B/W-templates in [49],
it can be concluded that there is a large variation in the requirements between different
templates. If then the requirements for grey-scale templates are considered, normally
an 8-bit accuracy is expected in many applications. However, in analogue processing,
even achieving 6 to 7 bits accuracy is a challenge with reasonably sized transistors.
This means that the accuracy of the multipliers should be around 1% of the nominal
value. These different requirements lead to a realisation where the accuracy is opti-
mised for the strictest requirements. As mentioned before, this easily leads to large
transistors and therefore to a larger cell size.
If we take the CNN algorithm in [14], it can be divided into grey-scale and black-
and-white processing parts. For the grey-scale part, the accuracy requirements are the
tightest and at least 6 bits of accuracy at the output is preferred. On the other hand, in
the B/W part, the coefcient accuracy requirements vary between 5-20 %, depending
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on the evaluation model. There is a big difference in the requirements and this opens
up possibilities for optimisation if the different parts are implemented separately.
3.2.3 Holding the Analogue Values
In the proposed CNN-UM processor [36], there are also analogue memories included
in the structure. These memories are used for storing the image in analogue domain to
the network. The values to be stored may be obtained from a sensor, from an external
memory or from the results of previous processing steps. This local memory structure
is one of the main advantages of the CNN-paradigm, because it reduces considerably
the number of read/write operations outside the array.
The problem with the analogue memories is in keeping with their physical size,
i.e. small enough to be included into every cell while still maintaining the accuracy
and holding time requirements. If we think of implementing large networks there is
an obvious conict between the requirements: the larger the grid size is, the longer the
values have to be kept accurately in the memories while the input image is being loaded
into the network or the processing result is written out after processing. In this case,
we consider a common row-by-row image loading to the array and a network that does
not include the sensor array. To maintain the accuracy, the memory capacitance has to
be increased and, in that way, the size of the cell also increases. In [50], an analogue
RAM was presented and measurement results were given. This memory structure was
not intended to be used inside every cell as such. The results, anyhow, give us some
insight into the properties of an analogue memory. The holding time obtained with
that design was around 200 ms, but to get this result, the obtained density was only
637 memories per mm2. If we compare that with a digital SRAM that was processed
using a 0.25µm standard process [15], the density of an 8 bit per pixel digital memory
was 12238 pixels per mm2. Even by using the scalability rule of the digital processes
and calculating the density for a 0.5µm process, it would result in 3060 8-bit pixel
memories per mm2. This leads to the conclusion that for some cases, it could be worth
thinking of on-chip digital memories outside the cell grid, instead of implementing
analogue memories on every cell. This, however, means that there will be a need for
A/D- and D/A-converters.
3.3 The Implemented Array Processor System
This section deals with the proposed system-level design of a resistive network array
processor. The processor that was implemented performs the Edge-enhancing Low-
pass Filtering that was published in [14] and presented in Section 2.8.1. In order to
achieve the required functionality, it a low-pass ltering part and a gradient calcula-
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tion part had to be implemented. The rst decision was to separate the two different
processing parts and implement them in two different array processor networks, as sug-
gested in [16]. The system level design started with considering the optimum solutions
for both blocks and their interaction.
3.3.1 Optimising the Processor Size
The processing task can be divided rst into the low-pass and gradient part. Then the
low-pass part can be further divided into two parts as well. First is the B-template
part, which averages the pixel value with its neighbouring pixels, and then the resistive
network part with λ = 1, which performs additional smoothing. The input and output of
both parts of the low-pass ltering are grey-scale, while in the gradient part the input is
grey-scale and output B/W. From the beginning it was obvious that a designed system
had to be implementable for large image sizes also, therefore the different processing
parts could not be full image size networks.
The gradient calculation is obviously a 1-neighbourhood feed-forward operation
and therefore Si =ROI=1. This means that the minimum network size would be 3×
3 if the gradient were to be calculated pixel-by-pixel. When considering the low-
pass ltering part, it is somewhat more complicated. The B-template part could be
calculated separately with a processor having only 1-neighbourhood and minimum
size processor would be again 3× 3, but the resistive network operation requires at
least the information of 4 neighbouring pixels away from the pixel to be processed, as
the convolution kernel Eq. (2.13) shows. This would lead to a minimum size of 9×9.
In considering this the input and output formats also had to be taken into account.
As a result, the Reduced Cell-row System, already briey described in Section
2.2.1, was designed for the low-pass processing part. Both sub-tasks of the low-pass
part were implemented on the same cell because, otherwise, the operation would have
required two analogue memories and an additional transferring of analogue values. To
maintain the parallelism of the processing, row-by-row transfer of pixel values was
chosen and therefore the width of the processor was the same as the width M of the
image. The length of the low-pass network had to be more than 9 because of the ROI-
requirement: it was chosen to be 16. This was because the row-wise operations could
now be controlled by 4 bits. Also, a network of the same size could be used for smaller
λ-values, which require larger neighbourhoods. After this, the size of the gradient
block was chosen to have the same width as the low-pass part and the length to be
the minimum 3. The system is depicted in Fig. 3.4 and the operation of the proposed
system is described in detail in the following section.
The analogue processor structure and standardised representation of the images in
digital format requires that there is a DA-conversion before the image is fed to the









Figure 3.4 Low-pass filtering and gradient calculation blocks.
network and AD-conversions after processing when the results are written in to the
digital memory. In our design, it was chosen to implement a digital image memory
where the input and the output results could be stored. This was chosen because now a
serial mode digital transfer was possible. Also the system would be directly compatible
with any digital image processing system. For the transformation to analogue domain,
it was decided to have column-wise converters used in a row-by-row manner. A similar
approach was taken to the inverse transformation as well. Figure 3.5 shows the low-








Figure 3.5 Side view of the low-pass network.
The gure shows also how the simultaneous write-in, read-out and processing oper-
ations occur. The write-in operation advances row-by-row and, after it, the processing
cells follow. After a large enough neighbourhood is reached, the processing reaches its
nal value and the result can be read out from a cell row. A more detailed description
is given in the following section.
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3.3.2 Processing Flow to Process an Image Using RCS
This section describes the processing ow of the system that was implemented on the
two test chips that were manufactured. There were some simplications to the method
that were done between the chips [25], but the basic operation remained the same. First,
the processing ow and how the image is processed with the system is described in
detail. After this, a comparison is made between the used method and a full image size
processor. The comparison is made assuming that it is possible to implement an array
processor of any size. The variables in the comparison are processing speed, energy
consumption and silicon area. Finally, the limited silicon area is also taken into account
and the comparison is made between the traditionally divided image processing and the
proposed method with the same variables as in the previous case.
The processing of an image starts with loading the input to the image memory. The
memory is 9 bits for each pixel out of which 8 bits are reserved for the grey-scale value
of the pixel and one bit is for the calculated gradient result. Since the controlling of the
memory is done row-wise, the loading of the image is carried out by rst loading one
row of the image to the shift register in serial mode and then writing it to a memory
row. This is carried out until every image row is written to the memory.
When the image is ready in the memory, the processing can start. The process ow
for the low-pass part was described in [51] in principle, and, in [17], in more detail.
In Fig. 3.6, the processing ow is pictured. There the boxes with CLK inside refer to
the clock cycle where the number indicates how many clock cycles the processing has
carried out. WRITE IMAGE ROW refer to writing an input row from the DA-converter
to the network, the CONVERT AND READ OUT refer to the AD-conversion of the
processing result and, nally, the EVAL GRADIENT refer to the evaluation of the
GRADIENT calculation and reading it out. In these boxes, the number refers to the
image row in question.
WRITE IMAGE ROW 1 TO LP 
WRITE IMAGE ROW 2 TO LP 
WRITE IMAGE ROW 3 TO LP 
WRITE IMAGE ROW 9 TO LP 
WRITE IMAGE ROW 56 TO LP 
CONVERT AND READ OUT 1 EVAL GRADIENT 1
CONVERT AND READ OUT 48









Figure 3.6 Timing of the parallel operations in the analogue part during the processing.
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The gure shows the processing ow of an image that has length N = 56. As can
be seen, the processing is ready after 64 clock cycles. It can therefore be concluded
that the processing of one image of size M×N, where M is the width of the image and
N is the length, takes N +8 processing cycles.
The system presented here was used in the implemented chips [25] and [52] and
the input image size was 4×48 and 64×56 respectively. However, the processor grid
sizes were reduced to 4×16 and 64×16 in the same order.
3.3.3 Advantages and Disadvantages of the Proposed System
In this section, the presented system is compared to a full image size, used in the
implementation of a similar system. The comparison is made of silicon size, processing
time and power consumption. Both of the considered systems are to be constructed
using a similar cell. It is also assumed that, in both systems, the input is fed through
digital-to-analogue converters in a row-wise manner and that the results are read from
the array in a similar fashion using analogue-to-digital converters.
At the beginning of the analysis it is assumed that a full image size network can be
implemented on a single silicon chip. After that, the effect of limited silicon area is also
taken into account in the analysis. Finally, the comparison is also shown graphically,
using standard video image sizes.
3.3.3.1 Silicon Area
Naturally, savings in silicon area is the main advantage of the proposed system and
that was the aim of the design. The savings in silicon area are dependent on the size
of the image if it is considered that the optimum would otherwise be a full image size
processor.
If the image size is m×n and the size of the reduced network m×16 as previously







16 , (n > 16) (3.3)
m number of pixels in the image in horizontal direction,
n number of pixels in the image in vertical direction,
As the equation shows the saving is linearly proportional to the vertical measure of
image. If, as an example, just the smallest standardised video image size QCIF, which
is 176× 144, is considered, the full-size network would require an area that is nine
times the size of the reduced network.
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3.3.3.2 Processing Time
When analysing the processing time, the settling time of the DA- and AD-converters
and the network has to be taken into account. Here it is assumed that the settling
time for the full-size network to reach its nal value is the same as for one row of the
reduced network to settle. If the proposed system is considered from the processing
time aspect, it can be noticed that the processing speed is dictated by the slowest of the
settling times mentioned above. This is because all operations occur simultaneously
and each of them has to settle to its nal value before the processing can move on to
the next line. These assumptions lead to the equations for the total processing times:
for the full-size network (Tf ull) Eq. (3.4) and for the reduced network (Treduced) Eq.
(3.5).
Tf ull = n× tDA + tNW +n× tAD (3.4)
Treduced = (n+8)×max(tDA, tNW , tAD) (3.5)
tNW unit settling time of the network,
tAD time the AD-converters require to reach their nal output,
tDA unit settling time of the cell input and DA-converters
If the time constants are further considered and an assumption is made that all the
time constants tNW , tAD and tDA are of the same magnitude, because all are analogue
operations, the constants are assumed here to be equal. If this common settling time is
denoted with t, the relation between the times Tf ull/Treduced can be written, using the






As the equation shows, the time ratio asymptotically closes to two as n increases
towards innity.
3.3.3.3 Energy Consumed to Process One Image
The energy consumption is related to both the array size and the time the processor
is processing the result. This is because it is assumed that each cell consumes energy
only while processing. The energy required by the converters is similarly dependent
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on the time they are active. However, since the same number of conversions has to be
done independently on the network size, the energy consumption of the converters is
the same in both full-size and reduced networks. Therefore it can be left out of this
analysis.
It is assumed that the power consumption is linearly dependent on the the number
of pixels and the processing time. Therefore, the full-size processor energy (E f ull)
consumption can be given as shown in Eq. (3.7).
E f ull = Aimage×PNW × tNW
= m×n×PNW × tNW (3.7)
For the reduced system, the worst case of the energy consumption is that all the
cells of the processor are active while processing the image. This time was denoted
above as Treduced . Therefore, the energy consumption of the reduced network (Ereduced)
can be given as shown in Eq. (3.8).
Ereduced = ANW ×PNW ×Treduced
= (m×16)×PNW × (n+8)× tNW (3.8)
PNW unit power consumption of a single cell of the network during processing





(m×16)×PNW × (n+8)× tNW =
n
16×n+128 (3.9)
If the energy equations are compared, it can be seen that, in principle, in the Re-
duced Cell-row System the power consumption is 16 times larger than for a full-size
network, if n >> 8. However, for this linear type of processing the settling toward the
nal value can begin before the full neighbourhood is loaded to the network and there-
fore the actual time constant for the latter case is smaller than for the full-size network.
It is fair to say, however, that the reduced cell row system consumes considerably more
power than a full size network.
In order to visualise the results, different image sizes are considered. In Table 3.2,
some standardised image sizes are shown. The rst column shows the name of the
standard and its ofcial abbreviation, then, in the next column, the size of the image in
pixels is given and nally the abbreviation that will used in the following gures are
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shown.
Name Size Abbrev.
Quarter Common Intermediate Format (QCIF) 144×176 q
Common Intermediate Format (CIF) 288×352 C
Video Graphics Array (VGA) 640×480 V
Super Video Graphics Array (SVGA) 800×600 S
eXtended Video Graphics Array (XVGA) 1024×768 X
Quarter Video Graphics Array (QVGA) 1280×960 Q
High Denition TV (HDTV) 1920×1080 H
Table 3.2 Some standardised image format sizes
In Figure 3.7, the results are presented graphically. The total number of pixels was
chosen as the x-axis in the gures. The gure rst shows the relation between the area
of the full-size network divided by the area of the reduced network. The second and
third plot show in similar fashion the relative time difference and power consumption
between the two systems. As expected, the last two relative values remain almost
constant independently of the image size and the Relative Area difference increases as
the N of the images increases.






























Figure 3.7 Comparison of the systems when the number of cells is not limited.
3.3.3.4 The Effect of the Limited Silicon Area
In the previous calculations it was assumed that it is possible to implement a full image
size network. However, when moving on the larger standardised image sizes, this as-
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sumption is not valid anymore. Here, the effect of the limited silicon area is considered
with the same assumptions of similarity of the used cell in the area, power consumption
and settling time. The two systems to be compared are here referred to as the full-size
network and the reduced network.
The analysis starts with the denitions of aspect ratio r and the maximum number
of cells imax. The aspect ratio is dened here as shown in Eq. (3.10) and imax is the





The aspect ratio can be used in the division of the image for the full size processor.
By designing the processor to have the same aspect ratio as the image, the number
of divisions can be minimised in many cases and the same processor can be used in
processing different size images with the same aspect ratio. There are other ways to
design the network that can result in better performance with certain image sizes, but,
for simplicity, only the division based on the aspect ratio will be used here.
If the maximum number of cells is imax and the image is m×n, the maximum width




Since the full-size processor is limited by the same maximum number of cells as
the reduced network, its maximum grid size is dened as:
m f ull ×n f ull = imax
→ m f ull =
√
r× imax (3.12)
m f ull number of pixels in full-size network in horizontal direction
n f ull number of pixels in full-size network in vertical direction
Using these values, it is possible to calculate to how many parts, denoted here by k,
the image has to be divided in order to be processed with the full-size processor. The
equation is given in (3.13).















The k in Eq. (3.13) is the minimum of the needed divisions, it does not include
the possible need for overlapping of the parts, which would increase it. Because of the
denition of k and the assumption that the full-size network has the same aspect ratio
as the image, the number of movements is the same along both axes to cover the whole
image and it is equal to
√
k.
When these are taken into account when calculating the the equation for T f ull , Eq.
(3.4) becomes:






k + k)× tNW (3.14)
Because the processing time Treduced remains the same as in Eq. (3.5), the relation








If the energy consumption is considered the effect of division is seen as a multiplier
in the energy equation (3.16). Again the energy consumed by the converters is omitted
because the number of conversions remains constant in both systems.
E f ull = k(A f ull ×PNW × tNW ) = k×m f ull ×n f ull ×PNW × tNW (3.16)




k(m f ull ×n f ull ×PNW × tNW )
m×16×PNW × (n+8)× tNW (3.17)
Remembering that m f ull = m/
√
k and n f ull = n/
√
k, we get the same equation as in





16 (n >> 8) (3.18)
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So the division to subtasks does not change the relative power consumption. Of
course, if the need for overlapping is taken into account, the relation increases.
Figures 3.8, 3.9 and 3.10 show how the limited silicon area changes the relations
between the full-size network and reduced network. In Figure 3.8, the maximum num-
ber of cells is limited to 100× 100. In this case, when using the RCS, the processing
also has to be divided for the ve largest image sizes. In these cases, the division was
made using the smallest integer that resulted in the number of cells in the reduced net-
work being smaller than the maximum number of the cells. Again, in the division, the
overlapping issues were not taken into account.





























Figure 3.8 Comparison of the systems when maximum cell number is 100×100.
Most notably, the limitation of the number of cells is seen in the relative area and
the processing time. The relation between the areas is close to one when the image
size becomes large, because in both systems the number of cells is close to maximum.
The increased time ratio is, in turn, directly from the number of divisions that has to
be made in order to process the whole image. One common thing in the gures is that
the curves are not monotonic. That is simply a result of the calculation method used,
where the image ratio is kept also for the processor and therefore the obtained grid
does not result in an optimum result for every image size. Especially for small image
sizes, the processor grid can be better optimised.
Fig. 3.9 shows the same situation with the maximum number of cells equal to
200×200 and Fig. 3.10 for 300×300 case.
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Figure 3.9 Comparison of the systems when maximum cell number is 200×200.





























This chapter shows the two realisations that were implemented to verify the proposed
array processor structure where the processing task was implemented using task spe-
cic sub-processors. The realisation was based on the Edge Enhancing Low-pass Filter
algorithm proposed by Stoffels [14], which was presented in Section 2.8.1. The real-
isation of the low-pass part of the processor is close to that of a CNN-structure [10]
with the connections to the 1-neighbourhood. However, the simplications that were
presented in Chapter 2 were used in the design. Therefore, the output limiting sigmoid
function was left out and the current mode CNN cell was used.
Fig. 4.1 shows the block diagram of the realised chips. The different blocks are
Digital Image Memory (DIM), AD/DA-converters and the Array Processor (AP) itself.
AP consists of the two parts discussed in the previous chapter, namely the low-pass l-
tering and gradient calculation parts. For all the blocks, the controlling is done through
the DigiCtrl-blocks that contain the required digital circuitry to control the operation.
The I/O to the chip is performed through the DIM.
The basic structure of both chips was the same, while the main difference was the
image size that the DIM could store. For the rst chip, the image size was 4×48 and,
in the second version, it was enlarged to 64× 56. Naturally, this meant that the array
processor needed to be wider in the latter case. The rst version was manufactured
using a 0.25µm process and the latter using a 0.18µm process; therefore all the blocks
had to be re-dimensioned for the new process.
In the following sections, the realisations of the different blocks, shown in Fig. 4.1,
will be presented. Naturally, there was some evolution inside the blocks in addition to
dimensioning; that will also be mentioned in the coming sections. First, however, the













Figure 4.1 Block diagram of the implemented systems.
general specications used are given.
4.1 General Specifications
Before starting the transistor-level design, certain specications were made. First of
all, it was decided that the digital input image was fed to the chip pixel-wise, result-
ing in serial mode I/O. This would naturally reduce the throughput of the processor,
but that was not considered as a problem, since the main interest was on the internal
processing speed. However, this requires conversion from digital domain to analogue
domain before processing can start and a reverse conversion when reading the out-
put values after processing. As a result of this, column-wise DA/AD-converters were
implemented on the chip.
A positive range, current mode processing, presented in Section 2.6, was chosen as
the approach to implement the processor. The dynamic range of the pixel value in the
analogue domain was set to be 10µA. It was also chosen that a controllable offset was
added to the pixel value. The aim of this was to speed up the loading of small pixel
values when transferring them between different parts of the chips.
Due to the mixed-mode operation, three different supply voltages were used in
the chips, namely analogue, digital and SRAM. As the analogue supply voltage, the
maximum permitted voltage of the process was chosen for better analogue operation.
For the rst chip with 0.25µm process that was 2.5V and for the 0.18µm process it was
decreased to 2.1V . The digital supply voltage was 1.8V and SRAM 1.5V in the rst
design. In the latest design, these were lowered to 1.5 and 1.2 volts, respectively.
In the rst version, the pixel value presentation was chosen as 6 bits for easier
design of the converters and also for reducing the size of the DIM. In the succeeding
version, the 8 bit presentation was chosen since it is normally used in digital images to
represent the luminance of a pixel.
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4.2 The Current Mirror
The basic building block of the whole analogue part of the design is the current mirror.
It was used in the design of the low-pass cell, gradient calculation block, converters
and in the bias circuitry of the converters, basically everywhere where the signal was
in the analogue domain. Therefore it is good to analyse the basic operation and the
error sources that are related to the implementation of current mirrors.
The current mirror NMOS-transistor conguration is shown in Fig. 4.2. There the
DC input current Iin ows through the diode-connected transistor M1. Because of the
capacitive load of the gates, it can be assumed that all the current ows through the




Figure 4.2 Basic configuration of a current mirror.
The current equation of a CMOS transistor in saturation can be written in the form
shown in Eq. (4.1) [53]. The equation denes the drain current Id through a transistor
to be a function of aspect ratio W/L, gate-to-source voltage VGS and drain-to-source





If the equation is considered the other way around, a current through a transistor
results in a voltage from gate to source. If the current mirror structure of Fig. 4.2
is considered, the gates of the two transistors are connected together. Therefore they
share the same voltage, which in turn results in a current owing through the transistor
M2 according to the Eq. (4.1).
The exact analysis of a current mirror has been presented in several publications,
for instance in [54]. The basic, simplied output equation can be easily shown to be
Eq. (4.2), where W is the width of the given transistor and L is the length.





The equation shows that, in the ideal, case the output current is linearly proportional
to the relation of the aspect ratios. Therefore, a current mirror can also be considered as
an inverting current amplier whose gain is controlled by changing the transistor sizes.
In [55], its use as an amplier was thoroughly investigated and the error analysis was
conducted for AC input. However, in this work, it is sufcient that its error analysis is
performed using DC currents. In the following section, the nonidealities are included in
the analysis and the mismatch they cause on the output current in Eq. (4.1) is discussed.
4.2.1 Mismatch in the Current Mirrors
In order to analyse the effects of the nonidealities mentioned above, their origins rst
have to be pinned down. Equation (4.2) is calculated using the current equation of a
CMOS transistor, shown in Eq. (4.1). If the denition of K ′ [53] is substituted to Eq.
(4.1) the equation becomes (4.3), where also the width and length of the transistor are







The equation shows that the current of a transistor is dependent on several param-
eters that are listed here in more detail:
µ0 surface mobility of the channel,
ε0 permittivity of the oxide,
λ0 channel length modulation parameter.
tox thickness of the oxide
VT threshold voltage
We f f effective channel width,
Le f f effective channel length,
If the origins of the parameters are further considered, out of the seven parame-
ters, only the last two can be chosen by the designer; with these two parameters the
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functionality of the transistor is fully dened.
Due to the inaccuracies in the lithographic processing of the silicon chips, there
is random error in the width and the length of the transistor, in addition to systematic
errors that are included in the equation with the terms Le f f and We f f . The thickness of
the oxide tox also varies due to processing, independently from any other variation. But
variation of the VT is different because it is not an independent process parameter itself,
rather it is dependent on several parameters [56]. The three parameters left, namely µ0,
ε0 and λ0 are either physical constants (µ0, ε0) or a constant dependent on transistor
dimensions (λ0); therefore they do not contribute any variation to the current mirror
output.
The variation of VT , tox, Le f f and We f f has been researched widely, for instance in
[57], [56], [58] and [59]. The variation of the three last parameters is considered to
be normally distributed and independent and the variation of VT inversely proportional
to the area of the gate
√
We f f Le f f and normally distributed. Even though in [56] this
VT relation was said to be inaccurate, especially for short channel or thin transistors,
the assumption was used in the simulations because it was used by the simulation
parameters at the time of design.
4.2.2 Monte Carlo-simulations
The effect of the variations on the circuits was simulated using R©Hspice level 50
parameters when designing the rst version with 0.25µm process [25] and R©Eldo level
59 parameters when designing the second version [52].
The simulation parameters and their variation are given by the foundry to the de-
signers so that the effect of the random variation can be taken into account. The pa-
rameters that are usually included in these simulations are the VT , tox, Le f f and We f f ,
mentioned above. The variation can be included separately in each transistor inside the
circuit. This way it is possible to model the effect of variation on the circuit perfor-
mance.
At the time of designing the chips, both processes were quite immature and the pro-
cess parameters were not dened sufciently accurately for advanced analogue design,
at least as far as universities were concerned. The problem was that, as the amount
of variation was not given with the parameters accurately, for its value a sophisticated
guess had to be given. However, since the rst version was started from scratch, the
mismatch simulations were conducted using the given parameters. In designing the
second version, the results from the previous design were also taken into account in
estimating the possible amount of variation.
In the rst step of the simulations the transistor W/L-ratio was chosen so that the
desired input levels could be handled. To improve the accuracy it is desirable to have
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as large a gate overdrive voltage as possible [57], but the fact that the following load
mirror was maintained in saturation had also to be taken into account.
After the W/L-ratio was found, the mismatch was included into the circuit. In the
mismatch simulations, for instance 100 rounds of simulations were run and for each
time new values were calculated for the parameters. This way, it was possible to obtain
a distribution of the output. At this point of the simulations, the only way to increase
accuracy of the circuit is to increase the size of the transistors.
Since it was possible to include the variation only in the transistors at the top level
of the design, it was not possible to simulate the effect of random variation on the
system-level performance of the low-pass network. Therefore the simulation of one
cell was conducted so that the connections of the cell were connected to its summing
node where normally the connections of the neighbouring cells are connected. Because
the cell is supposed to perform low-pass ltering it should maintain the input value
when connected this manner. However, this simulation does not take into account the
possible different offset values of the neighbours or the effect of the neighbours that
are not directly connected but which are inside the ROI. To overcome this shortcoming,
the simulation system, that will be shown in Chapter 6, was developed. Also, the exact
mismatch parameters were available at that time.
4.3 Analogue Circuitry
This section shows the transistor level implementation of the xed template array pro-
cessors chips. The presentation of the used circuitry is roughly divided into two parts,
analogue and digital. In this presentation the AD- and DA-converters are included in
the analogue part.
The analogue part of the chips consists of the low-pass ltering network and the
gradient calculation block that follows it. The core of the design is naturally the cells
of these blocks. Their size dene the size of the array processor, their settling time
partially denes the operation speed and their accuracy limits the accuracy of the pro-
cessing.
In the following, the system description starts from the cell and its basic building
blocks. Similar blocks were used in both implemented chips as well in the realisation
of programmable resistive network, that will be later shown in Chapter 6. The transistor
sizes are given for the most critical parts of the system for both processes used.
4.3.1 Fixed Template Low-pass cell
As was shown in [35] and again in section 2.6.2, in the positive range operation, the
CNN templates remain the same, as with the full range CNN, but the constant term Z
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has to be re-calculated using Eq. (2.19). By substituting the required template values
to the equation it can be calculated that the constant term is zero and there is no need
for an additional biasing term. Therefore the template set (2.27) can be directly used.
Considering the current mode CNN cell shown in Fig. 2.18 in Chapter 2, the
denition of Rnl and the CCCS’s can be fullled with the properties of the current
mirror: the diode connected input works as a nonlinear resistor Rnl and the output
follows the incoming current. As the same gure shows, all the incoming currents are
summed in the same node and those currents are marked in the gure as im,n.
Fig. 4.3 shows the structure of the low-pass ltering cell that is based on the above
mentioned gure. The main parts of the cell are the analogue memory, which is pic-
tured as the capacitor in the gure, and the current scalers, that form the currents to the
neighbouring cells according to the templates, are also shown the gure.
A/D
current scalers































Figure 4.3 Block diagram of one low-pass cell.
Fig. 4.4 shows the transistor-level realisation of the input circuitry and the B-
template. The current input to the cell is written through the IN_CT RL and MEM_SW
switches to the current mirror, where the division by ve is carried out and the value
is stored in the memory transistor. Since the B-template has as its smallest value 0.1,
the value stored into the memory is further divided by two in the PMOS current mirror
and the value is then mirrored to the output transistors.
There were two reasons originally for this structure of two current mirrors. First of
all the structure can be implemented with two transistors less than with an all-NMOS













Figure 4.4 Realisation of the input and the B-template.
solution, because to obtain the required 0.1 template value, the current mirror would
have required 11 transistors. The structure also enables the controlling of the evalua-
tion because in the rst version of the processor there was a switch transistor included
in between the transistors Mn1 and Mp1 of the gure. By switching the transistor to
conducting mode, the evaluation of the processing was started. It was left out from
the second version, because if the evaluation started immediately after the input value
is read in, it would speed up the settling time. Also the control circuitry was simpli-
ed considerably because the generation of the signal controlling the switch was quite
complicated. However, with respect to the calculations of the power consumption of
this type of network, shown in Chapter 2, the biggest disadvantage of the system is that
all the cells in the network consume power during processing. This could be controlled
by controlling the evaluation because there would not be any current owing through
the cells where the switch is open.
The voltage V _BIAS was added to the cell for the second version. The aim of
the voltage is to keep the 5 parallel transistors, marked as single transistor Mn1, in
saturation after write-in procedure to maintain the capacitance of the memory node
constant. If the voltage in node nin drops close to the ground level and the transistor
is no longer in saturation mode, the capacitance of the mirror transistors increase [53]
and the voltage stored in the memory drops, because the charge remains the same.
The A-template realisation is pictured in Fig. 4.5. There the currents from the
neighbouring cells and the self-feedback are summed in the CURRIN-node. The cur-
rents owing through this node correspond to the current im,n of Fig. 2.18. Simultane-
ously with the input current, the feedback, shown in the gure as 2NEIGH, to the other
cells is formed and the settling for the nal output value starts. When the network has
settled to its nal value, the result can be written to the output line through the switch













Figure 4.5 Realisation of the A-template and output of the cell.
Figures 4.6 and 4.7 show the simulation results of the low-pass cell. The simulation
was conducted as described in Section 4.2.2. As the input to the cell, a DC current was
fed to the input node Iin. The value of the current varied between 3µA to 18µA with
a 1µA step. Figure 4.6 shows the evolution of the current owing from CELL_OUT -
node of Fig. 4.5. The input is written in the simulations to the analogue memory during
the rst 200ns, after which the MEM_SW , MEM_SW , IN_CT RL-switch change their
state in the same order. As the gure shows, the output has almost reached its nal
value when the write-in operation has nished.



















Figure 4.6 Simulation results with different input currents.
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In Fig. 4.7, the steady-state currents are plotted against the input current. As the
gure shows, the simulations predict that the cell itself would function quite linearly
within the given dynamic range. The slight error in the gain can be compensated for
by adjusting either DA- or AD-converters.























Figure 4.7 Simulation results with different input currents.
Finally, the transistor sizes are shown in Table 4.1:
4×16 chip (0.25µm) 64×16 chip (0.18µm)






Table 4.1 Transistor sizes of the low-pass network.
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4.3.2 Gradient Calculation Cell
The gradient calculation in this realisation is based on thresholding the sum of absolute
differences of the pixels in 3× 3-neighbourhood with programmable threshold value.
This is a B-template operation and therefore, to calculate the gradient value of the
centre pixel in the grid, the minimum grid size is 3×3.
The calculation is done in a row-by-row manner and this leads to a realisation of
the M×3 network, where M in this case was rst 4 and then, in the latter version, 64.
The block diagram of the realisation is shown in Fig.4.8. The functionality is described
below for one column.
ABS
(i-1, j-1) (i, j-1) (i+1, j-1)
(i-1, j) (i, j) (i+1, j)
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Figure 4.8 Block diagram showing the functionality of the gradient cell.
In the gure, at the top are the incoming currents from 3 consecutive cell-rows of
one of the columns in the low-pass network. On the actual chip, each output of the
low-pass cells is connected to one of the three output lines, except for the 16th cell
row, where the output line can be chosen. This leads to a need to be able to steer the
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currents from the three output lines to any of the needed absolute value calculation
blocks of the gradient network. This operation is performed in the SW1− 3 block in
the gure.
For each column, there are eight absolute value calculation blocks, one for each
neighbouring pixel, marked in the gure as ABS. These blocks calculate the absolute
value of the difference between the two current inputs, marked as 1 and 2 in the gure.
Input 2 is the same for all the absolute value blocks of the same column, and it is the
value of the pixel in the location (i, j) in the image, whose gradient is being calculated.
The other input, marked with 1, is fed with the value of the corresponding neighbouring
pixel. In the gure these incoming currents are marked with 1 and the source pixel
address.
After calculating each separate absolute value, all the results are summed and the
sum is compared to a threshold current (GLOBAL_re f erence) that is controlled out-
side the chip. As a comparator, an inverter is used. After the output of the inverter
(GRADIENT _out) has settled, it is read to the memory array.
The realisation of the absolute value block is a current rectier, presented in [60].








Figure 4.9 Single absolute value calculation block.
There the sum of the currents Iin is conducted to gates of the transistors Mp3 and
Mn4, connected as an inverter, which acts as an amplier. The inverter controls the
current switches Mp5 and Mn6, which steer the input current either to the current
mirror formed by the transistors Mp1 and Mp2 or directly to the output, depending on
the direction of the current. The transistors of the current mirror are equal in size and
the only operation it performs is the change of direction of the current.
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4.3.3 Digital-to-Analogue converters
Since there was a converter for each column in the image, the width of the converter
was dictating the design. In the rst version, the goal was to implement a 6-bit current
mode converter with a dynamic range of 10µA with controllable offset to keep the
output in the positive range and larger than 0 all the time. In the second version, the
goal was to design a similar 8-bit current mode converter. A binary weighted DA-
converter was chosen for the implementation. Figure 4.10 shows the block diagram of
the realised 8-bit converter.
BIAS
div by 8
ib ib ib ib ib
ib ib ibib
x16 x8 x4 x2







Figure 4.10 Block diagram of the used DA-converter.
As seen in Fig. 4.10, the dynamic range is dened with the BIAS. This current
mode reference is rst divided by eight inside the converter to form a local reference
ib for the binary weighted current mirrors. By multiplying this ib, the different branch
currents are obtained, and depending on the desired digital code, the switches conduct
the branch currents to the output. The ve most signicant bits (MSB) are formed
by parallel mirror transistors and the three least signicant bits (LSB) are obtained
by increasing the length of the mirroring transistor. The OFFSET input shown in the
gure is directly connected to the converter output and its current summed with the
branch currents. For faster output settling, the branch currents are directed to a dummy
load transistor when their switch is open.
4.3.4 Analogue-to-Digital converters
Between the two designs, one of the major modications was introduced to the reali-
sation of the AD-converters, or rather to their control. In the rst version of the con-
verters, an outside clocking signal was required to control the conversion. This meant
that a fast digital signal had to be brought close to the analogue processing blocks.
This realisation was changed to the asynchronous Successive Approximation Register
(SAR) converters [20] when the larger network was designed.
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The asynchronous converter is shown in Fig.4.11. There the control signals for
storing each bit and controlling the DA-converter are generated using a chain of delay
elements in the SIGNAL GENERATOR block, which also includes the conversion
result buffers. The DA-converter of the AD-converter (AD DA in the gure) is similar
to the DA-converter described above.
The conversion starts with setting the CONV ERT signal high and while it is high
the chain of delay blocks form the control signals for all the bits, starting from the
MSB. After all bits are converted and the result is written to output buffers, the CON-
VERT signal is set to zero and the ZERO-signal is set to high, which erases the con-
version result from the SIGNAL GENERATOR block. Because it has to be possible to
write to the image memory from the input shift register also, the output buffers have to
have high impedance (High-Z) mode. The 3-state buffer block is controlled with the




































Figure 4.11 AD-converter realisation.
Some of the contents of the SIGNAL GENERATOR block are shown in Fig. 4.12.
The chain of delay elements is shown in Fig. 4.12(a) and one delay block from the
inside is shown in Fig. 4.12(b). Figure 4.12(c) shows the implementation of one delay
element D1 or D2 of Fig. 4.12(b). The difference of the two delays is that D2 has
a shorter delay. By adjusting the DELAY _BIAS voltage, the current owing through
transistor M1 can be controlled and this way the propagation of the pulse, fed to the
IN-node, can be controlled. As a result, 8 non-overlapping signals are generated to
nodes CMSB-CLSB.






















































(c) Realisation of D1 and D2.
Figure 4.12 Clock generation for the AD-converter.
In addition to the parts shown, the SIGNAL GENERATOR also includes cache
memory implemented with ip-ops that stores the conversion result before it is trans-
ferred to output buffers. Some logic circuits are also included to control the operation.
4.3.5 The Bias and Offset Distribution for the Converters
As the previous sections showed, both the actual DA-converters and the DA-converters
of the AD-converters need two biasing signals, BIAS and OFFSET . With the rst
chip, respective currents were brought directly to two current mirrors, which copied
the currents to the four column converters. In the case of the bigger network, it was
decided that, in order to avoid the effects of the supply voltage drop, the mirroring was
to be performed in two stages. For the rst time, the current coming outside the chip
was copied to eight branches, each of which was further copied to eight more, totalling
the required 64 currents for both BIAS and OFFSET signals.
4.4 Digital Circuitry
Even if all the calculation is performed in the analogue domain, half of the silicon area
of the chips was digital circuitry. The main area was occupied by the image memory
(DIM), but also the I/O circuitry and the control of the analogue part had their share.
In the following, the different parts of implemented digital circuitry is presented.
4.4.1 Control of the Analogue Circuits
As the previous sections showed, quite a few signals are required to steer the processing
of the processor. Figure 4.13 shows the external and internal controlling signals of
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analogue processing circuits. The dotted line separates the signals that are fed from the
outside of the chip from the signals that are generated inside the chip.
One of the reasons why the chosen number of cells rows in the low-pass network
was 16 was the fact that it was possible to generate all the controlling signals using
only four bits. These four bits are named A, B, C, D in Fig. 4.13. Gray-coded binary
codes [61], i.e. only one bit changes at a time, were used in order to avoid glitches
in the controlling signals. With these four bits, 67 control signals were generated to
steer the operation during the processing. The LP_CT RL-block signals IN_CT RL,
MEM_SW , MEM_SW and OUT _CT RL were shown in Figs. 4.4 and 4.5. LINE123
-signal controls in which, of the three output lines, the output of the 16th row is written
to, as was described in the presentation of the gradient calculation. One additional bit
was needed to control the neighbourhood connections of the rst and last Active Cell-
rows, as it was described in Section 2.2.1. It is called NEIGH_CT RL in the gure. The
signals on the left side of the dotted line are controlled from the outside of the chip,

























Figure 4.13 Control signals for the analogue processing.
4.4.2 I/O-circuitry
The data input to the chip was implemented as a chain of shift registers, depicted in
Fig. 4.14 as SH_REG. The same shift registers were used also in reading out the
processing results. There are 64 shift registers, one for each column, and they have
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9 parallel bits, out of which 8 are used for the pixel information and one is for the
gradient calculation result. Therefore the writing in is done pixel-by-pixel; after one
row of the image is loaded in the SH_REG, it is written to the SRAM. Figure 4.14
shows the block diagram of the implementation. In the gure, the dashed line again
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Figure 4.14 The chain of shift registers used as I/O-circuit.
Figure 4.15 shows the realisation of a single shift register element. The four con-
trolling signals seen in the gure, namely WRIT E, WRIT E_ROW , WRIT E_ROW
and READ_ROW , are used for controlling the block. The fth signal, WRIT E_IN,
is formed as a logic OR-function of the WRIT E and READ_ROW signals. This is be-
cause it has to be possible to write from the previous register in the chain of registers
or from the digital image memory to the shift registers.
With the WRIT E, signal the contents of the shift register blocks are transferred
along the register line. The column operations are controlled with the WRIT E_ROW
and READ_ROW , where the preceding is used when writing the content of the shift
register to one memory row and the latter is used when reading a single memory row
to the shift register. The writing to the digital memory is performed using the 3-state
buffer because, as mentioned in reference to AD-converters, the shift registers and
AD-converters share the write-line to the SRAM-cell. The buffer is controlled with the
WRIT EROW signal and its inversion.
4.4.3 SRAM Image Memory
The building blocks of the image memory (IM) are shown in Fig. 4.16. IM consists of
six transistor SRAM cells, shown in Fig.4.16(a), and the sense ampliers, Fig. 4.16(b).
The SRAM library cells were not available with the process used, therefore they had to
be designed and realised using normal digital process parameters and design rules. This


















Figure 4.15 One shift register element.
resulted in over a two-times larger silicon area than a SRAM memory cell designed
with design rules optimised for SRAM design, for instance [62].
The sense amplier is shown in Fig. 4.16(b). The rst stage is the pre-charge stage,
formed by the transistors Mp1 and Mp2 and the inverter, consisting of the transistors
Mp3 and Mn1, where the rst transistor is the pre-charge and latter the keeper transistor
[63]. The second stage latches the read value and stores it until a new value is read.
The other functionality of the second stage is transforming the SRAM logic level V dd2























(b) The sense amplifier.
Figure 4.16 The image memory building blocks
4.5 Layout Design
The design of the layout has two main aspects when designing mixed-mode array pro-
cessors: the silicon area and accuracy of the analogue processing parts. The grey-scale
analogue parallel processor transistors are quite large when compared to the transistors
that were used in the B/W array processors [35] and [15]. Therefore, the layout de-
sign does not offer that many possibilities of minimising the cell area, but instead, by
carefully placing the transistors, the accuracy can be increased.
In the rst version of the processor not so much emphasis was given to the effect
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of the layout design on the accuracy of the processor. As the result will show in the
following section, this had an impact on the measured results. In the second version
this aspect was also taken into account by using dummy devices where possible and by
designing the layout of border cells based on the layout of the basic cell. This provided
the cells on the edges of the array the similar surrounding as the rest of the cells.
The original idea of the system-level oor-plan is shown in Fig. 4.17. The layout
design was started from the analogue part and it was considered possible to draw the
rest of the circuitry to the same pitch as the analogue part. However, it turned out that
the 9 bit SRAM could not be squeezed to the same pitch. Therefore the oor-plan of
the layout is similar that of Fig. 4.1 and the analogue values had to be transferred using
the 64-bit wide analogue buses. This resulted in approximately 20% more silicon area.














Figure 4.17 The original floor-plan of the chip.
In Table 4.2, the areas of the different processor parts are collected. The rst is
the size of the whole block and then comes the size of an individual device. There are
differences between the sizes of an individual device if it is calculated from the block
size. That is because the individual devices were designed for the pitch of the analogue
processors.
Appendix A shows the implemented chip. The total size of the chip without pads
is 2384×852µm2 resulting in 2.03µm2.
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Two chips were designed and measured to investigate the implementability of the pro-
posed system. The rst chip was a 4× 16 network with 4× 48 image memory. The
main purpose of that chip was rst to test the functionality of the Reduced Cell-row
System and the interconnections between the analogue and digital parts. The design
was made using a 0.25µm process. According to its measurements, a larger 64× 16
network was designed with a 64×56 image memory. The aim of that chip was to test
the large scale implementability of the design. This chip was designed using a 0.18µm
process and therefore the whole design had to be re-dimensioned. In the rst chip,
the converters were designed to be 6-bits in accuracy when in the latter chip that was
changed to the normal image processing accuracy of 8-bits.
In this section the measurement results are presented for both chips and also the
encountered problems are presented. Due to the similarity of the designs, the measure-
ment setup was similar for both chips and it is presented rst.
5.1 Measurement setup
Both chips had an all-digital interface, meaning that the input image was loaded in
digital form to the chip’s image memory and the control of the processing was handled
using digital signals. The only analogue controls were the bias currents for the con-
verters and the threshold value to the gradient block. This made the control of the chip
quite easy, but from the measurement point of view, this caused a problem in measuring
the analogue parts, because there was no direct way to measure the analogue values.
Therefore, the measurement of the supporting circuitry had to be conducted rst.
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The basic measurement setup is shown in Figure 5.1. The controlling signals and
the input image are fed to the PCB-board using a computer-controlled pattern gen-
erator, shown as PatGen in the gure. The results of the processing are read to the
logic analyzer, which is also computer controlled. It is pictured as LogAnalyzer in
the gure. Since there were over 40 parallel control signals, they were rst generated
with R©Matlab and then imported to the pattern generator. The supply voltages and the








Figure 5.1 Basic setup in the measurements.
In the cases of measuring each of the DA- and AD-converters separately, the setups
shown in gures 5.2(a) for DA and 5.2(b) for AD were used. In both measurements,
the control signals were fed from the pattern generator. In the DA-measurement it
was possible to measure each of the converters separately through a test pin. The
input digital code to the converter to be measured was fed through the image memory.
The output of the converter was steered with a 6-bit selection signal, which controlled
switches inside the chip, to the test pin. From the test pin, the current was steered to a
current meter (CurMeter).
When measuring the AD-converters, an AC current source was necessary to pro-
duce the input current to the converters. This was done by using a voltage signal source
(SigGen) and a voltage-to-current converter (UI-converter) [54], which was built onto
a separate PCB. The current from the UI-converter was fed through the same test pin
as above to the converters. This time, the same 6-bit control was used in selecting the
AD-converter.
5.2 4×48 Chip Measurements
The main purpose of the 4×48 chip was to be a proof of concept for the proposed sys-
tem. Naturally, the accuracy of the processing was also of interest. However, during
the measurements it became evident that the stability and the repeatability of the mea-
surements was not sufcient for any accuracy measurements. There were quite large

















Figure 5.2 The converter measurement setups.
differences between two consecutive measurements. It turned out that the three-state
buffer of the AD-converters driving the SRAM cells was not strong enough to change
the state of the SRAM to one in all the occasions. This led to a random variation to the
images that were read out of the chip. This can be seen in Figure 5.3, where the same
simulation is repeated 2500 times. On the left side are the histograms of the different
values of four cells in the same row of the network. The right hand side shows the
consecutive outputs of the same cells.




































Figure 5.3 Measured variation of four cells in the same row.
However, it was possible to obtain the result that the Reduced Cell-row System
itself was functional. Figure 5.4 shows a case where the input, shown in Fig. 5.4(a),
is fed to the network. The ideal output is shown in Fig. 5.4(b) and the output of the
measurement is shown in Fig. 5.4(c). In the measurement result, the maximum of each
pixel was used.
As the gure shows, there are no discontinuation points visible where the network
has been circularly connected. This can be seen more precisely from Figure 5.5, where
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(a) (b) (c)
Figure 5.4 The measured output of the 4× 48 network compared to the output of an ideal
network.
the left column of Fig. 5.4(c) is shown.






Figure 5.5 Output of the one image column after processing.
Because of the problems in reading out from the converters to the SRAM, it was
not possible to make any accuracy or processing speed measurements.
Another thing that can be seen from the obtained results is seen in both Figures 5.3
and 5.4(c). There is a level drop in the central columns in comparison to the columns
on the sides. No direct source of it can be pointed to, but it can be assumed that the
matching between the cells in the middle and the cells on the edges and their bias cir-
cuitry was not sufcient. The difference was probably due to the design of the border
cells, which consisted only the required mirror transistors to provide the zero-ux bor-
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der condition. This was improved in the design of the 64× 56 chip by introducing
dummy transistors to the bias circuitry and by making the border cells from the actual
cells.
5.2.1 Conclusions from the measurements
Even with all the shortcomings that were found in the measurements, the chips pro-
vided the main result they were designed for, i.e. the system itself was functional and
worked as it was supposed to be. Naturally, all the information that was obtained from
these measurements was used in the design of the 64×56 chip.
5.3 64×56 Chip Measurements
In the measurements, the main goal was to investigate the accuracy and the functional-
ity of the analogue processing networks. Here the analysis is divided into two different
parts, the low-pass ltering part (LP) and the gradient calculation part (GRAD). In
both cases, it can be considered that there are independent error sources for the errors
in the output. In the case of LP, the error sources are the DA-converters, the analogue
network processor itself and the AD-converters. For the GRAD-calculation, similarly
the sources are the LP-network, which work as the input to the GRAD-block, and the
processor itself. In Fig. 5.6 the different error sources are shown for the low-pass
ltering case.
DA LPin
FLP + eLPFDA + eDA FAD + eAD
AD
DAout = LPout = ADout =
Figure 5.6 The different error sources in the processing chain.
In the gure, for each block, its output is shown as a sum of the ideal transfer
function and a error function. Here we are mainly interested in the transfer and the
error function of the LP block. Therefore the analysis of the converters had to be
carried out before the performance of the cell array could be obtained. This way, by
eliminating the errors in the conversions, it was possible to also analyse the errors in
processing caused by the analogue array.
In this section, we start with the measurements of the digital-to-analogue (DA)
converters, then moving on to analogue-to-digital (AD) converters. After analysing
the results, we are able to get our hands on the errors in the analogue processors. The
analogue processing part measurements were conducted using an offset that provided
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the best results in the system-level measurements, namely 1.5µA. That point was not
necessarily the optimum for the converter measurements, as also the results showed,
because they were designed with 5µA offset. The dynamic range of the converters was
the 10µA used in the system simulations; this was kept for all the measurements.
5.3.1 Measurement Results of the DA-converters
As mentioned in the previous chapter, the design of the DA-converters was based on
binary weighted current sources. The measurements of the DA-converters were made
so that each of the binary weighted sources for all the converters were measured sepa-
rately and then all the possible codes calculated using R©Matlab.
To verify that the summation of the currents do not cause error, the calculated
maximum output was compared to a measured maximum output. This is shown in Fig.
5.7, where the measured output of all the 64 column converters is shown in the same
gure with the calculated sum of separately measured weighted bit outputs for one of
the chips measured.








Figure 5.7 Calculated DA-converter outputs vs. measured maximum output.
The gure shows that error between the calculated maximum and measured one is
negligible.
In the following, rst the measurements of the offset and dynamic range are shown.
After this the INL and DNL are calculated for each converter separately. Finally, the
matching of the converters is considered by calculating the INL and DNL for all the
converters using a common curve where the converter output is compared.
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5.3.1.1 Offset and dynamic range
The system was designed to be operating on current levels above zero, resulting in all
the DA-converter output values sharing the same offset. This offset was generated by
mirroring the offset current to all the outputs of the converters. Naturally, this causes
matching errors between the outputs due to the mismatch in the current mirrors. In
these measurements the offset current 1.5µA. The resulted offsets are shown in Fig.
5.8(a).





















(a) Measured offset of the DA-converters.












(b) DA-converter maximum outputs without offset.
Figure 5.8 Offset and dynamic range measurements of the DA-converters.
The construction of the offset distribution circuitry is clearly visible in the mea-
surement results, where the level is same on the blocks of eight converters. The mean
of the offset is also shown as the straight line in the gure. The value for it is 1.51µA.
The standard deviation of the outputs was 0.0214µA, which is 0.6 LSB if the dynamic
range is the used 10µA. If the blocks of eight are considered the deviation inside a
block is at the maximum 0.006µA, which is 0.15 LSB.
The realisation of the distribution circuitry was chosen to avoid the errors caused
by a possible voltage drop in the power supply voltage. The results show that it would
have been more accurate if all the current mirrors would have had the same reference
because there was no signicant voltage drop in the power supply.
The dynamic range of the converters was produced similarly as the offset, as the
reference current 2.5µA was used to produce the dynamic range of 10µA. Figure 5.8(b)
shows the measurement results of the converters producing the maximum and the min-
imum outputs without offset. The solid line shows the median curve. The plots are
scaled to the common LSB, which was calculated using the median curve by setting
the maximum output of it to respond to 255 LSB.
Differences as large as 7 LSB in both directions are visible in Fig. 5.8(b). If the
measurements of the distribution circuitry are considered and the results are transferred
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to dynamic range measurements, it can be concluded that the distribution circuitry can
cause an error of 2-3 LSB. This is because the reference current is multiplied in the
converters by two in order to form the current representing the MSB.
5.3.1.2 INL and DNL
For each of the converters the static Integral Nonlinearity (INL) and Dynamic Non-
linearity (DNL) [64] curves were calculated where the reference curve was dened
for each converter separately. The results showed that 61 of the 64 converters were
working with at least seven bits. The mean of the INL was 0.773 LSB with a stan-
dard deviation of 0.188 LSB. Similarly, the mean of the DNL was 0.788 LSB with a
standard deviation of 0.186 LSB.
Figures 5.9(a) and 5.9(b) show the DNL and INL curves of the best case and worst
case converters, respectively.























(a) Measured INL and DNL curves for the best col-
umn DA-converter.























(b) Measured INL and DNL curves for the worst
column DA-converter.
Figure 5.9 INL and DNL curves of the best and the worst DA-converters.
5.3.1.3 Matching of the DA-converters
Since the column converters feed the image information to the analogue processor
array, their individual accuracy is not of interest as much as their matching together.
When analysing the column converters together a common ideal conversion result had
to be dened. Here it was dened by minimising the absolute error in INL-curve for
all the converters. This is because, as it was shown in last paragraph, individually all
converters work reasonably well and the main cause of error between the converters is
the gain. In practice the ideal curve was obtained by nding the LSB that resulted in
minimum absolute error in INL when all the converters were concerned.
When the results were analysed using a common ideal curve and the DNL and INL
were calculated using this curve as a reference, the results showed that, in the worst
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case, the INL of the single converter was 7.38LSB. This results in an accuracy of 4
bits for all the converters combined. The INL and the DNL curves of the worst-case
converters are shown in Fig. 5.10.















Figure 5.10 Measured INL curve for worst case converter when using common ideal curve.
As the plot of the INL curve shows, the error increases quite linearly as the digital
code increases and since the DNL-curve is at worst just a little over 1/2LSB, the origin
of the error is the gain difference between ideal curve and the output of the measured
column converter.
5.3.2 AD-converter Measurements
Each of the 64 column converters were measured separately. As with the DA-converters,
the main interest of the measurements was the behaviour of the converters relative to
each other rather than the absolute result of each converter separately. In order to get
this information all the converters were measured separately using the same input.
As the gures of merit the INL, DNL and Effective Number of Bits (ENOB) were
calculated. These values were obtained by using the code density test (CDT) calcula-
tion dened in [65]. In addition to this, the offset level and value for the LSB for each
converter were also calculated to be able to evaluate the differences between the con-
verters. The different conversion speeds were also tested in order to nd the optimum
processing speed for the analogue part of the processor. This resulted from the fact
that, for each analogue step, a conversion has to be made, and it turned out to be the
bottleneck of the processing speed.
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5.3.2.1 Calculation of the Figures of Merit
The calculation of the INL and DNL was based on a histogram method, also known as
the code density test (CDT) method. This test is performed in the amplitude domain
of a data converter. During the test, a repetitive sine-wave signal with a large-enough
amplitude to make the output clip is applied to the converter, generating a correspond-
ing distribution of digital codes at the output of the converter. Any deviation from the
corresponding output code distribution results in various errors that may be estimated
with the histogram method. DNL and INL are among those calculations.
When calculating the signal-to-noise-and-distortion ratio SNDR, and from there
the effective number of bits, a similar setting was used; only the input signal was in the
limits of the converter dynamic range.
The measured results of the two different sinusoidal input signals are shown in Fig.
5.11, whereas the Fig. 5.11(a) shows the distorted signal and Fig. 5.11(b) the clean
signal.












(a) The distorted input signal for INL and DNL
measurements.












(b) The clean input signal for INL and DNL mea-
surements.
Figure 5.11 The input signals that were used in the AD-converter measurements.
The used signal frequency was 200Hz because there was no sample-and-hold cir-
cuitry in the setup and the signal had to be constant during the conversion.
The maximum values of the INL and DNL are 2.880 and 5.64, respectively, in the
worst-case column converters. What is interesting is that the DNL results especially
are better on the other side of the converter row. This is shown also in Fig. 5.12(a),
where the maximum values of the INL and DNL results are pictured as the function
of the converter placement. The DNL curve of the worst-case converter is shown in
Fig.5.12(b). The largest error is in the MSB transition point, and this is the case for all
the converters. This could be due to the DA-converter of the AD-converter, which is
the same as previously presented, if the MSB outputs of all converters were giving too
small a current. However, the measurements of the DA-converters did not indicate any
5.3 64×56 Chip Measurements 85
systematic error in the MSB and therefore the systematic error could be caused by a
drop in the power supply.















(a) The maximum values of DNL and INL as the
function of placement on the chip.












(b) The worst-case DNL curve.
Figure 5.12 DNL and INL measurements of the AD-converters.
In the dynamic measurements, rst the SNDR was calculated from the measured
data. In this calculation, over 260000 samples were used; using these, an estimate of
the signal was calculated with the 4-parameter t [66] and using this, the result root
mean square (rms) error was rst calculated and from it the SNDR. Effective number
of bits (ENOB) was obtained from the SNDR using Eq.5.1.
ENOB = SNDR−1.726.02 (5.1)
When ENOB was calculated for each converter, the mean accuracy of the convert-
ers turned out to be 5.53 bits with a standard deviation of 0.09 bits in the dynamic
measurements using the offset of 1.5µA. However, since originally the converters were
designed to work with 5µA offset, the effect of the offset was also tested for the ENOB.
The results are shown in Figure 5.13(a). The gure shows that using the original 5µA
offset it is possible to increase the ENOB by one bit.
Since the AD-conversion speed determines the speed of the processing, it is crucial
to know the maximum speed of the conversion with a reasonable accuracy. In Section
4.3.4, it was shown that the conversion speed of the AD-converters is adjusted with a
single global voltage (DELAY_BIAS) and the conversion time is controlled by a global
signal CONVERT, which is a multiple of the clock frequency. Here these signals
are independently tuneable and they have to be set to correspond to each other by
observing the conversion results. This is achieved by setting the conversion time to
the desired conversion speed and then speeding up the conversion by increasing the
DELAY_BIAS-voltage until all the output bits change their values during multiple
conversions. This is because, if the chain of delays do not reach the last bits, the LSB-
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(a) ENOB as a function of offset.










(b) ENOB as a function of conversion speed.
Figure 5.13 AD-converter measurements for one converter using different offsets and conver-
sion speeds.
bit will remain constant during series of conversions.
Figure 5.13(b) shows the results of the speed test for one column converter. The
gure shows that, under 1.3MHz, the accuracy of the conversion is over 5.5 bits and
after that, it starts to gradually decline.
Figures 5.14(a) and 5.14(b) show Spurious-Free Dynamic Range (SFDR) curves
for the worst-case and best-case converters. The second harmonic is dominant in both
cases as it is for all the measured converters.

























(a) The best result for an AD-converter in SNDR
measurements.

























(b) The worst result for an AD-converter in SNDR
measurements.
Figure 5.14 SNDR measurement results for two column converters
5.3.2.2 Offset and Dynamic Range Measurements
To be able to compare the converters between each other and to dene the error caused
by the mismatch between the converters is somewhat more difcult than with DA-
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converters. This is mainly because of the measurement setup, where it was difcult
to measure the performance of the designed UI-converter. To overcome this prob-
lem, the measurements were conducted so that rst the offset and amplitude of the
UI-converter current was set according the output of the AD-converters so that either
distorted or clean output was obtained. Then, using these settings, all the converters
were measured. Finally, maintaining the offset and bias settings of the AD-converters,
a DC-current source was connected to the input pin and ve linearly increasing DC-
currents were fed to the input of one of the converters. This way it was possible to
obtain ve different input levels and their digital output values. Using the linear curve
of these ve points, the current corresponding to one LSB was possible to calculate.
Finally, this current value could be used in calculating the input current signal in both
distorted and clean cases.
When the input signal was known, it was possible to calculate the LSB for all
the rest of the converters by using the information of the clean input current and the
fact that, for sinusoidal signal, the derivative is at its minimum in the minimum or
maximum of the amplitude, and that, therefore, the minimum and maximum codes are
the ones that have the most ’hits’ when looking at the conversion results.
Figure 5.15 shows the variation of the offsets relative to the median offset, which is
shown as a dotted line in the gure. The results are normalised to the median LSB. The
gure shows that the worst-case errors are around +/−5LSB. The standard deviation
of the error is 2.3LSB.














Figure 5.15 The variation of the offset, normalised to median of the LSB.
The second error source is the mismatch in the BIAS of the DA-converters (shown
in Fig. 4.10). This results in differences in the dynamic range of the converters. In
Fig.5.16(a), this error is shown by plotting the maximum, minimum and the mean
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dynamic range, and results in errors as large as +/− 10LSB and with a deviation of
4.67LSB











(a) The gain error of the AD-converters, normalised
to median of the LSB.















(b) Offset and gain error combined, normalised to
median of the LSB.
Figure 5.16 The effect of the errors in offset and gain in AD-converters.
In Figure 5.16(b) the above mentioned error sources are combined and the worst-
case results are shown. The gure also shows the standard deviation of the error and
two times the deviation under which should be the errors of 95% of the converters. The
results show that the global accuracy of the AD-converters is a little over 4 bits, since
the worst-case errors are less than 16 LSB.
5.3.3 Low-Pass Measurements
After analysing the converters, the low-pass and gradient blocks were to be measured.
First the measurements of the low-pass block will be shown with and without the re-
sults obtained from the converter measurements. This way the error sources can be
isolated and an estimate of the accuracy of the analogue network can be calculated.
Finally, also the repeatability of the processing is considered and the behaviour of the
chips in different phases of the processing is discussed.
There were four different input images used in these measurements. Those were
the zero-level input, i.e. all black image, and all white image, i.e. input to all the cells
was 255. Then an image where a black square, sized two-times-two pixels, was in all
white background. This is shown in Fig. 5.17(a), where the black border was not part
of the image but is shown for clarity. The fourth input image was part of one image in
the Foreman sequence, used in many cases when analysing image or video processing
algorithms. The used part is shown in Fig. 5.17(b). The latter two input images were
also used as a sequence of images where the black square was moving or the video
frames were changing.
In the measurements, both the errors during one processing round in one image and
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(a) A single black dot in all white surrounding. (b) One frame of the Foreman sequence.
Figure 5.17 The image with single dot before and after correction.
errors when repeating the same input image several times were investigated. In the fol-
lowing, the measurements are divided into three parts, where in the rst section the raw
measurement results are shown and then, in the second section, the systematic errors
are taken into account and cancelled out. Finally, the repeatability of the processing
is considered by feeding the same input to the network and monitoring the differences
between outputs of consecutive measurements in the output of the cells.
The measurements were conducted with the same frame rate of 4768 with I/O
and frame rate 16276 when only the processing itself was taken into account. The
limiting factor turned out to be the AD-conversion speed which therefore dened the
used processing cycle time for one row.
5.3.3.1 Measurement Results without Correction
Already in the preliminary tests it was noticed that a mistake had been made in the lay-
out of the border cells that provide the zero-ux environment for the cells on the edges
of the grid. This had happened when changing the border cell used in the simulations
to the actual border cell which is modied from the processor cell, including all the
transistors of the actual cell with different connections. The error caused a division of
the output of the edge cells; this error naturally spreads through the low-pass ltering
array. The effect of the error can be seen in Fig. 5.18, where a constant level image is
pictured.
The errors can be seen on the edges of the image as darker pixels that gradually be-
come brighter towards the center of the image. The horizontal stripes that are repeated
three times in the image are also caused by the border cells. Even though there was
not supposed to be any connection between the edge cell and the border cells when
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Figure 5.18 Output of constant level input to the network.
processing the middle parts of the image, the erroneous connection conducted part of
the incoming currents to the A-template summing node to the border cell also in this
phase of the processing. However, it was yet possible to analyse the accuracy of the
network itself, as it will be later shown.
The analysis starts from the errors in a single image output. At the beginning, the
output levels were measured using different constant input levels. It was chosen to be
done with writing in the same digital code to each converters and, from there, to the
low-pass cells. The used codes were from zero to 250 with 25 LSB steps. The outputs
of these measurements are shown in Fig. 5.19, where the input level is shown under
each result.
As the gure shows, the column-wise errors of the converters were left to the low-
pass input. However, this error can be cancelled afterwards as a systematic error. The
output for one cell in this measurement is shown in Fig. 5.20 for two different cells
placed on opposite sides of the network.
The gure shows quite linear performance but a signicant error in gain, causing
the levels to drop compared to the input. Another measurement was performed to
investigate if the reason for this was in the DA-converters. In this measurement, the
input current level to the network was controlled with the DA-converter offset only.
Then the results were compared to the results obtained from a level measurement,
similar to the measurement above. The results are shown in Fig. 5.21, where the solid
line shows the output of the level measurement and dashed line the same in the offset
controlled measurement. The input and the output is shown in current; the output
current values were obtained from the AD-converter measurements by transforming
the digital code back to current using the measured LSB for the used column.
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(a) 0 LSB (b) 50 LSB (c) 100 LSB
(d) 150 LSB (e) 200 LSB (f) 250 LSB
Figure 5.19 Output of the low-pass-network with different input levels












(a) Cell Ci, j , where i = 3 and i = 7












(b) Cell Ci, j , where i = 3 and i = 55
Figure 5.20
The gure shows similar behaviour in both cases; it can be concluded therefore
that DA-converters are not the source of the error. Again, there was no direct way
to measure the effect of the AD-converters, but since similar DA-converters, which
determine the offset and gain, were used in the AD-converters, it was concluded that
the network itself causes the gain error. The reason for it cannot be seen directly,
but the result that was visible in all the measurements was that when the full network
is not operating at the beginning of an image, the drop is not that signicant. That
indicates that the supply voltage limits the dynamic range. Another possibility is that
the temperature inside the processor causes the gain error.
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Figure 5.21 Outputs of the same cell when controlling the input with bias and offset currents.
5.3.3.2 Linear Correction of the Measurement Results
From the above measurements, it was possible to analyse the accuracy of the cells by
limiting the analysis to only the central cells in the processor grid because they are not
affected by the defective border cells. From these cells, it is possible to eliminate the
systematic error caused by the converters. Since the effect of the low-pass ltering is
not signicant after four cells, the cell rows 5-12 and cell columns 5-61 can be used.
This leaves us 448 cells for the accuracy analysis.
The calculation of the correction is based on the assumption that the systematic
error of the column converters is linear and it can be separated to two parts, the offset
and the gain. That can be assumed from the converter measurements where the main
error source was either gain or offset. The idea was to calculate a column-wise gain
correcting multiplying term and a subtraction term that should correct the column-wise
offset errors.
The error correction terms are obtained by calculating rst the mean of the all cells
separately for different levels. After this, again for each cell, gain and offset correcting
terms are calculated by tting the outputs of the different levels to the corresponding
input. Therefore, at this point we have for each cell two terms that correct the output
gain and offset error. Now these terms are considered column-wise by calculating
the mean of both the terms for each of the columns. This way we get the desired
multiplying and subtraction terms for each column.
Figure 5.22 shows rst the output of the cell-rows 7-12 without any correction.
Then below are shown the outputs of the same cell-rows with the above described
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correction to the full dynamic range. As it can be seen, the column-wise similarities
are no longer visible and the output can be considered to represent the differences
between the cells. In this gure, the columns 1-4 and 60-64 are also shown. However,
because their outputs are affected by both the border cells on the sides of the network
as well as the top and bottom border cells, these columns are left out from the accuracy
analysis below.














Figure 5.22 The outputs of the cell-rows 7-12 before and after linear correction.
In Figures 5.23 and 5.24, some examples of the processed images are shown to-
gether with the respective corrected results. The images are 56×56 pixels because the
rst and last four columns are not shown.
When the correction is employed to a constant-level image the standard deviation
between the cells can be calculated with the 448 cells. This was performed for the
image where the input was 250. The deviation of the original output image was 5.389
LSB with a mean value of 187 LSB; after correction, the deviation was 4.718 LSB
and the mean value 247. Therefore, the accuracy of the cells can be considered to be
somewhere four to ve bits.
5.3.3.3 Repeatability of the Processing
The consistency of the low-pass network output was measured for two different cases
with the same, maximum input. In the rst case, the repeatability was investigated
frame by frame and the deviation was calculated for each pixel in the above used 8×56
94 Measurements of the Implemented Chips
(a) Original image after processing. (b) Image after linear correction.
Figure 5.23 The image with single dot before and after correction.
(a) Original image after processing. (b) Image after linear correction.
Figure 5.24 Single frame in the Foreman sequence before and after correction.
sub-image, which was not affected by the border cells. The measurement was made by
repeating the control code as long as the memory of the logic analyser, where the output
was read, was full. This limited the number of consecutive frames to 146. Figure 5.25
shows the standard deviation of each of the pixels in the image. The pixels of the image
are organised so that, starting from the left-most column of the processor, the deviation
of the pixels is shown column-by-column.
As the gure shows, the deviation is, at worst, 2.0 LSB. When the variation of a
single pixel output was more closely investigated, it was noticed that the outputs either
kept constant or decreased, which was the case with most of the pixels. Figure 5.26
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Figure 5.25 The deviation of each pixel of the sub-image


























Figure 5.26 Four randomly chosen pixel outputs
At the maximum the drop was 9 LSB. The medium drop was 3.8 LSB. The reason
for this phenomena is quite difcult to give, but one possible reason is the heating of
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the chip during the processing. There was no cooling to the chip and the amount of
current consumed was quite large compared to the size of the chip.
5.3.3.4 Differences Inside One Image
Since the processing is divided into blocks of 16 rows and there are differences in the
physical implementation of the neighbourhood for the cells in the grid during process-
ing of one image, it is of interest how much these differences effect the processing
result. The differences are at their largest between the rst 16 rows and the following
blocks of 16 rows, because, when starting the processing, the rst cell row is con-
nected to the border cells and, when in the middle of the image, the rst physical row
is connected to the last physical cell-row.
For this measurement the image is divided into 16× 64 blocks and the outputs of
the pixels in these blocks are compared. Naturally, because the number of image rows
is 56, the division results in three full-size blocks and one 8×64 block.
Figure 5.27 shows the differences of the mean values of the pixels between the
blocks. The plot on the top of Fig. 5.27 shows the difference between the outputs
of the rst and second block pixel-by-pixel. The difference is scanned starting from
the top left side of the image column-by-column. As expected, there are quite large
differences. The main differences are between the rst rows of the blocks; this is due
to the totally different connections, as mentioned above.


















Figure 5.27 The differences between the outputs inside a constant image
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The plot in the middle of Fig. 5.27 shows the difference between second and third
block. Both of the blocks are in the middle of the image and they have exactly the
same neighbourhood connections and the input. This results in only minor differences
between the blocks.
The last of the plots shows the difference between the third and the last non-full
block. There again the differences start increasing and the main differences occur with
the last rows.
5.3.4 Gradient Measurements
As it was introduced in Section 4.3.2, the gradient block calculates the sum of absolute
values of the difference between the central cell and its neighbours. Then this sum is
compared a tuneable threshold value and if the sum is larger than the threshold value,
it is considered that there is an edge.
Again there was no direct way to test the gradient block, instead the Low-pass
(LP) network served as the input to the gradient-block. Therefore the errors in the
LP also affect the gradient calculation results. In addition to that, the output from
the LP-block is written to the input of the gradient block through current mirrors and
an additional error is added to the input current of the gradient-block. If the actual
calculation accuracy is to be measured, the exact input to the block should be available,
but instead of that, the output of the low-pass block that is read out, is also affected by
the AD-converters. However, in this section the gradient block is analysed the degree
that it is possible with the given options.
In the measurements, an input image with different levels was used. In the ideal
case, the gradient block should nd the border cells where the level changes. Since
the input image is smoothed with the low-pass ltering, the resulting border becomes
thicker than if a non-ltered image was used. To obtain information on the accuracy of
the calculation, the images were tested with different threshold values until no border
was found. The input images used are shown in Fig. 5.28.
Figure 5.28 Input images to the gradient.
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5.3.4.1 Measurement Results vs. Matlab Simulations
In the analysis, the non-corrected measurement results after low-pass ltering were
used, despite the difference between this result and the analogue current value owing
to the gradient block. The results after processing the images in Fig.5.28 are shown in
Fig.5.29.
Figure 5.29 Measured outputs without any correction.
With these low-pass ltering results the output of the gradient calculation in an
ideal case was calculated using R©Matlab. The threshold value for the simulations
can be calculated from the current value used in the measurements with Equation 5.2,
where the Idyn is the dynamic range of the network and Itr_meas is the threshold current
used in the measurements. The tr255 is the threshold value for the simulation and 255






The measured result was then compared to the result of the ideal case with the mea-
sured low-pass result as its input. The comparison was made by calculating differences
of the outputs when different tr255-values were used. The calculation was achieved by
performing a bit-wise XOR-function between the results.
In Figure 5.30, are shown the percentage of the correct pixels in the measurements
compared with the calculated results with different threshold values. The comparison
is made for the measurements where threshold values from 2.5µA to 5.5µA with 0.5µA
steps were used. In the calculation, the threshold value tr255 was swept by steps that
correspond to 0.1µA’s. As it can be seen in the gure, the calculated output that gives
the maximum of the correct pixels, the threshold value is close to the actual threshold
current used in the measurement.
Figure 5.31 shows the measured output, the calculated output and their difference,
respectively from left to right.
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Figure 5.30 Percentage of correct pixels as a function of simulated threshold.
Figure 5.31 The measured and the calculated outputs and their difference.
5.3.5 Power Consumption of the Chip
The power consumption is one of most interesting gures of merit. This is especially
interesting in this case because, as was shown in Section 2.2.1, the proposed system
theoretically consumes considerably more power than an array processor that has a
traditionally divided processing task.
With the implemented chips, it was possible to measure separately the power con-
sumption of the analogue processor arrays together and the power consumption of the
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DA- and AD-converters and the digital part. Again in these measurements the process-
ing speed was 4768 f /s. This was obtained with the digital part working with a 62.5
MHz clock signal, while the analogue part was controlled with a 120 times 8 ns signal,
resulting in a 0.96µs cycle for each image row. Since the processing takes, in this case,
64 cycles, the internal processing speed becomes the before-mentioned 16276 f /s.
There were three different supply voltages on the chip. The analogue parts had one
common supply voltage and that was in the measurements 2.25 V , which meant that the
suggested maximum voltage of the process was exceeded by 0.15V . The digital parts
were working on a 2.1 V supply voltage and SRAM had its own supply voltage of
1.2 V . The results of the power consumption measurements are collected in Table 5.1.
The gures shown for the analogue parts and the converters are those measured while
processing, and those shown for the digital parts are those measured while writing
in and reading out. The total power consumption is calculated from these gures by
averaging them with the time the parts are active during the processing.
BLOCK POWER (mW )
Low-pass + Gradient 119.6
DA-converters 2.4
AD-converters 16.3
Bias circuits for AD and DA 9.9
SRAM 0.3
I/O 3.4
TOTAL POWER @ 4768 f /s 62.9
Table 5.1 The power consumption of the different blocks in the 56×64 designs.
To give some perspective, in Table 5.2 the power consumption of the implemented
chip is shown and then the power consumption if a CIF-size chip were implemented
with the same realisation. In this case, the numbers are given if the required speed
were the normal video processing speed of 30 f /s. In the case of CIF-size chip, the
increased processing time is also taken into account. Because the used serial mode I/O
is not feasible for CIF-size images, here it is assumed that the image is loaded already
to the image memory and the internal processing speed is used in the calculations.
As the numbers show, the power consumption is yet reasonable small, even when
considering the chip to be used in a system where the power is supplied from a battery.
If the silicon area is considered also, the CIF-size chip would require approximately
4.6mm2 for the analogue part including the converters.
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Implemented 64×56 CIF (352×288)
(mW ) (mW )
Low-pass + Gradient 0.22 5.6
DA-converters 0.0044 0.112
AD-converters 0.030 0.76
AD/DA BIAS 0.018 0.46
TOTAL POWER @ 30 f /s 0.2724 6.93
Table 5.2 The power consumption if a CIF-size processor was implemented using realisation
similar to that of the 56×64 design.
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Chapter 6
Design of a Programmable-λ
Network
The results in Chapter 2 showed that it is possible to obtain different λ-values for a re-
sistive network processor simply by changing the CNN-template. For such a network
there are several possible applications starting from image-size-dependent low-pass
ltering to image analysis, which was presented in Section 2.8. However, the imple-
mented CNN-UM chips have not been shown to be capable of such a task and therefore
a special purpose processor structure may be feasible. In this chapter the transistor level
design and system level simulations are given for such a processor.
6.1 Realisation of a Variable-λ Cell
The measured circuit and the Reduced Cell-row System can be used as a starting point
for the design. Figure 6.1 shows the different building blocks of a variable-λ -cell.
When it is compared to Fig. 4.3 in Chapter 4, the connections from the B-template are
obviously missing and the λ-block is introduced.
For the B-template part, the design of the λ-block is quite straightforward since
the incoming input is just multiplied by λ. If we have an input stage similar to that of
the previous implementation, the λ can be realised using the circuit that is shown in
Figure 6.2, where the different λ-values are obtained either by dividing or multiplying
the input current. With the shown circuit, it is possible to obtain λ-values of 0.25, 0.33,
0.5, 0.66, 1 and 2.
For the A-template part, the realisation is somewhat more complicated because of
the constant value of 3 in the feedback term. Figure 6.3 shows one possible realisation
of the A-template.

























IN xλ IN x1
Figure 6.1 Block diagram of a variable λ cell
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Figure 6.2 Realisation of the B-template
In the basic conguration, the λ is one, and from that value a current is subtracted
to obtain the values smaller than 1. This subtraction current is formed with the PMOS
transistors Mp1-Mp7 and switches x1-x3 and d2-d4. For the value 2, the transistor
Mn6 is connected in parallel to the Mn5 using the switches SW_λ and SW_λ. The
switching congurations of all the switches to form the different λ-values are shown in
Table 6.1.
An other way to implement the A-template part is simply by changing the W/L-
value of the transistors. In this case, three transistors the same size as the mirror tran-
sistor would be needed to form the −3 term. In addition to that, the implementation
would need 8 transistors, quarter of the size of the mirror transistor, that would be used
in realising the λ-values 0.25, 0.5, 1 and 2, and then two transistors one third of the
size of the mirror to form the λ-values 0.33, 0.66. However, an implementation will
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Figure 6.3 Block diagram of the A-template of a variable λ cell.
sw_λ sw_λ d2 d3 d4 x1 x2 x3
λ = 14 on off on on on on on on
λ = 13 on off on on off on on off
λ = 12 on off on off off on off off
λ = 23 on off on on off on off off
λ = 1 on off off off off off off off
λ = 2 off on off off off off off off
Table 6.1 The switching configurations to form the required λ-values
be shown here where only 6 transistors, one quarter of the size of the mirror transistor,
will be used. In Figure 6.4, the basic conguration is shown.
To clarify the functionality of the conguration, the circuits inside of the two blocks
used in Fig. 6.4, namely MIRROR and FRACTION, are presented. MIRROR is shown
in Fig. 6.5. The block consists of four identical transistors Mn1-Mn4 with gates and
sources connected together. The drains of the three transistors through the dummy
transistors Md1-Md3 and the drain of the transistor Mn4 through switch Msw1 are also
connected together to node IN/OUT. When MIRROR-block is used as the block B1 as
in Fig. 6.4, and where the connection results in the transistors being diode connected,
if a current is fed to node IN/OUT it is divided either by three or four, depending on the
state of the switch. This results in a voltage VG that is distributed to the other MIRROR
blocks and to the FRACTION-block. When considering the other MIRROR-blocks,
if a voltage is applied to the gate node V g it causes a current that is either three or
four times the unity current of each branch in the block, assuming that the transistors
remain in the saturation region.
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Figure 6.5 MIRROR-block of Fig. 6.4.
The FRACTION-block, shown in Fig.6.6 is similar to the MIRROR, only the num-
ber of branches is three. Here the transistors Mn1-Mn3 are identical to the transistors
Mn1-Mn4 of the MIRROR-block. Using the switches SEL, X_F and X_5, different
λ-values can be obtained.
As an example, to get λ-value 0.25, the central term of the A-template is required
to be −3.25. In order to obtain this, we set the sw-voltage high so that the switches
are conducting in all the MIRROR-blocks. This causes the current coming to from
neigh-node to be divided by four and the same unity current ows through all the
four branches of the input MIRROR-block and sets the gate voltage V g to a certain
value. This gate voltage is distributed to all blocks, in the rest of the MIRROR-blocks
it causes the same current to the output as it ows to the rst block. Therefore, blocks
B2-B4 cause the constant term −3 of the central value. The switch X_4 at the output
of B5 is in non-conducting mode and no current ows to the sum node from that block.







Figure 6.6 FRACTION-block of Fig. 6.4.
At the same time, the switch SEL of the FRACTION-block is also in non-conducting
mode and the voltage V g causes the output current of the FRACTION-block to be one
fourth of the original incoming current to the B1-block. This way the desired output is
reached.
In order to obtain a λ-value of 0.33, the procedure is identical, exept that the
switches controlled by voltage SW are not conducting. The values 0.5 and 0.66 can, in
turn, be obtained from the previous values by setting switch X_F in FRACTION-block
in conducting mode. Finally, the value 2 is reached by setting SW off and SEL, X_F
and X_5 on along with the switch X4. Again, the all the switching congurations are
collected in Table 6.2.
SW SEL X_4 X_F X_5
λ = 14 on off off on off
λ = 13 off off off on off
λ = 12 on on off on off
λ = 23 off on off on off
λ = 1 on off on off off
λ = 2 off on off off on
Table 6.2 The switching configurations to form the required λ-values with the second realisa-
tion.
In the following both methods are simulated at the system-level and the effect of the
transistor mismatch and the area of the implementation is investigated. First, however,
the system-level simulation method is presented.
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6.2 System Simulations of the Networks
As the measurement results showed the mismatch simulations that were completed for
one cell were not sufcient. Therefore, in order to obtain system level results, a new
method was used in system-level mismatch simulations. The goal was to be able to
simulate the effect of the errors inside each cell on the processing results for differently
sized transistors. The procedure was as follows:
1. Monte Carlo -simulations for differently sized transistors with a circuit simula-
tor.
2. Read the Monte Carlo results to R©Matlab.
3. From the results, calculate the variance of the transistors.
4. For each cell and each mirror transistor inside a cell, calculate a mismatch af-
fected value using the obtained variance.
5. Using the transistor values, calculate the effect of the mismatch to the template
values.
6. Process the input gure using the mismatch affected templates.
The PMOS and NMOS transistors were simulated using the Monte Carlo-method
for ve different size transistors using the mismatch parameters given by the foundry.
These parameter values were the accurate model parameters that were not available at
the time of designing the chip presented in Section 5.3. The size of the active area of the
transistors was always doubled when moving to a larger value and the W/L-ratio was
kept constant. The smallest active area was half of the area of the transistors that were
used in the measured implementation. This way, it is possible to get a rough estimate
of the required area of the cell and information on the area/accuracy-ratio also.
After the Monte Carlo results were calculated, the results were imported to R©Matlab,
where the standard deviation of the simulation results was calculated. Using this value
for each individual transistor in the current mirrors, a transistor mismatch value was
calculated. This way, for transistors of each size, a certain deviation value was ob-
tained to be used in the R©Matlab simulations. For simplicity, it was assumed that
the mismatch is constant in the dynamic range of operation. Using the transistor val-
ues in different λ-congurations, it was possible to obtain the template sets that had
a mismatch included. Because the same transistor values were used in the template
calculations, when using two different λ-values the same mismatches affect the output
as they would in a real silicon implementation. This makes it possible to also simulate
the effect of the mismatch on the calculation of Difference of Gaussians, presented in
Chapter 2.8.
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The two methods that were presented in the previous section were simulated in
the above mentioned manner for their suitability to a silicon implementation. For the
simulations to be comparable, the size of the NMOS-transistors in the latter method of
A-template implementation was chosen so that the size of a unity transistor was one
fourth of the size of the NMOS-transistor in the rst method. Therefore the variance
of the transistor in the second method is twice the variance of the NMOS in the rst
method. This way, it was possible to maintain the comparability of the silicon areas of
the two implementations.
To take the Reduced Cell-row System into account, the templates were calculated
rst for the 16 rows and then copied to comprise the full image size processor.
6.2.1 Simulation Setup
The simulations were conducted using two QCIF-size input images. The rst image
was a constant-level image where the input grey-scale value was 200 in an 8-bit system.
This image was used in simulating the error the mismatch causes to the preservation
of the input level. In the second case, an image from the widely used Foreman-video
sequence was used. With that image, it is possible to investigate the effect on the
algorithms where the difference between the processed images are used. Both images
are shown in Figure 6.7. The images are referred to here as LEVEL and FOREMAN
shown in Figures 6.7(a) and 6.7(b) respectively.
(a) LEVEL (b) FOREMAN
Figure 6.7 Simulation input images.
The actual simulations were made so that all the combinations of the different
transistor sizes were calculated for both systems and for both input images. At the same
time, the size of the implementation was also calculated for both systems and also for
the implemented network that was described in the previous chapters. In the calculation
of the area, only the active area of the analogue transistors was included. Naturally, this
way it is only possible to compare areas of the two methods relatively. The quality of
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the processed images is observed here both objectively and by calculating the Mean
Square Error (MSE) of the result with the ideal processing result. To compare the
results with the measured chip of Section 5.3, also the standard deviation of the output
is calculated for the case when λ = 1 and the input image is LEVEL. The realisation
shown in Fig. 6.3 is denoted here as REAL1 and the alternative realisation shown in
Fig. 6.4 in turn as REAL2.
6.2.2 Simulation Results
First the effect in the worst case situation is shown. Fig. 6.8 shows the results of both
the systems in a simulation when λ = 0.25 and the transistors are the smallest used in
the simulations. The input image here is the LEVEL image.
(a) Output of the simulation for LEVEL-
image when using smallest size transistors
and λ=0.25 and REAL1.
(b) Output of the simulation for LEVEL-
image when using smallest size transistors
and λ=0.25 and REAL2.
Figure 6.8 Simulation results
As the result shows, the mismatch causes patterns to the output image. These
patterns are repeated every 16 rows due to the Reduced Cell-row System. When the
FOREMAN is used as the input, the result shows the same patterns in the output, as it
can be seen from Figures 6.9(a) and 6.9(b).
The MSE-values resulting from the worst-case settings can be seen in the rst
column of Table 6.3. For the REAL1 method, the MSE is 29.1 LSB’s for the LEVEL
input and for FOREMAN 20.7. Similarly for the REAL2 method, the MSE values
are 41.1 LSB’s and 29.5 LSB’s, respectively, for the LEVEL and FOREMAN images.
Table 6.3 shows the resulted MSE results of all the different λ-values with the input
images LEVEL and FOREMAN. As the results, show the error is strongly dependent
on the used lambda value; as the λ increases, the MSE-value decreases. This is due to
the method of implementation, as it was investigated in [67], where it was shown that
in transconductor or current mirror approaches the effect of mismatch increases as λ
decreases in contrast to a true resistive network approach, where the effect decreases
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(a) Output of the simulation for FOREMAN-
image when using smallest size transistors
and λ=0.25 and REAL1.
(b) Output of the simulation for FOREMAN-
image when using smallest size transistors
and λ=0.25 and REAL2.
Figure 6.9 Simulation results
with λ. However, there are two exceptions to this rule; these occur when using the
REAL2 realisation and in the cases where λ = 1/3 or λ = 2/3. This is because there
are only three active transistors in the MIRROR blocks and the effective active area of
the transistor is therefore decreased.
λ = 14 λ = 13 λ = 12 λ = 23 λ = 1 λ = 2
REAL1 LEVEL 29.07 22.98 16.38 12.85 9.43 6.90
REAL2 LEVEL 41.12 43.60 26.05 28.33 18.44 14.03
REAL1 FOREMAN 20.75 16.31 11.71 9.23 6.77 4.98
REAL2 FOREMAN 29.52 31.92 18.74 20.76 13.35 10.16
Table 6.3 Effect of the λ-value on MSE
The error and its visibility is also dependent on the used λ-value through the ROI-
value. Figure 6.10 shows the outputs of the simulations for all six lambda values that
were used here in the simulations. The corresponding λ-value is given in the caption
of each sub-gure. The pictured simulations are made using REAL1.
The objective results follow the results obtained from the MSE-calculation; for the
largest λ-values the errors are quite invisible.
6.2.2.1 Optimising the Transistor Sizes
Because each transistor is modelled separately in the simulation it is possible to in-
vestigate the effect of the transistor sizes for NMOS and PMOS separately. In both
realisations, the NMOS transistors form the summing parts of the cell and the PMOS
transistors are mainly used in the interconnections to neighbouring cells. As shown in
Table 6.3, the λ-value 0.25 causes the largest values for the MSE and therefore it can
be considered the worst-case situation. Tables 6.4 and 6.5 show the MSE-values of all
112 Design of a Programmable-λ Network
(a) λ = 1/4 (b) λ = 1/3 (c) λ = 1/2
(d) λ = 2/3 (e) λ = 1 (f) λ = 2
Figure 6.10 Processing the LEVEL image using different λ-values.
the simulated combinations of the transistor sizes when the input image is the LEVEL
with both implementations. On each row of the table, the size of the PMOS-transistor
is kept constant, and similarly on each column the NMOS-transistor size is constant.
In the tables, the transistor sizes are marked with PMOS(#) and NMOS(#) where the #
is the size of the transistor relative to the transistor size used in the measured chip.
PMOS( 12 ) PMOS(1) PMOS(2) PMOS(4) PMOS(8)
NMOS( 12 ) 29.07 29.28 28.87 32.59 28.11
NMOS(1) 22.24 26.02 22.21 21.80 18.11
NMOS(2) 11.24 9.52 10.59 9.58 9.62
NMOS(4) 7.39 5.51 4.08 4.87 3.83
NMOS(8) 4.34 2.32 2.50 2.56 2.35
Table 6.4 MSE of the REAL1 with different size transistors.
PMOS( 12 ) PMOS(1) PMOS(2) PMOS(4) PMOS(8)
NMOS( 12 ) 41.12 41.62 42.81 34.40 41.12
NMOS(1) 29.01 27.63 27.08 32.30 28.57
NMOS(2) 12.90 13.74 13.73 12.18 10.61
NMOS(4) 7.27 6.03 5.97 5.04 5.41
NMOS(8) 4.42 3.92 3.00 2.98 3.17
Table 6.5 MSE of the REAL2 with different size transistors.
Both tables show that the accuracy of the processing is strongly dependent on the
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size of the NMOS transistors and almost independent on the size of the PMOS tran-
sistors. This can be explained by reference to the errors in the PMOS current mirrors
that are averaged in the summing nodes of the network. The errors, therefore, do not
emerge to the output as strongly as the errors caused by the NMOS-transistors, which
function as dividers of the current coming from the neighbourhood.
The simulations show that, when using similar-size transistors, the REAL1 can be
said to be more accurate than the REAL2. However, if the size of the realisation is also
taken into account, the advances of the REAL1 are not as obvious. Tables 6.6 and 6.7
show the estimates of cell size, normalised to the cell size of the implemented cell, for
both implementation options.
PMOS( 12 ) PMOS(1) PMOS(2) PMOS(4) PMOS(8)
NMOS( 12 ) 0.4667 0.6333 0.9667 1.6333 2.9667
NMOS(1) 0.7667 0.9333 1.2667 1.9333 3.2667
NMOS(2) 1.3667 1.5333 1.8667 2.5333 3.8667
NMOS(4) 2.5667 2.7333 3.0667 3.7333 5.0667
NMOS(8) 4.9667 5.1333 5.4667 6.1333 7.4667
Table 6.6 Relative size of the REAL1 with different size transistors.
PMOS( 12 ) PMOS(1) PMOS(2) PMOS(4) PMOS(8)
NMOS( 12 ) 0.3500 0.5167 0.8500 1.5167 2.8500
NMOS(1) 0.5333 0.7000 1.0333 1.7000 3.0333
NMOS(2) 0.9000 1.0667 1.4000 2.0667 3.4000
NMOS(4) 1.6333 1.8000 2.1333 2.8000 4.1333
NMOS(8) 3.1000 3.2667 3.6000 4.2667 5.6000
Table 6.7 Relative size of the REAL2 with different size transistors.
From the tables, it can be observed that the REAL2 implementation consumes con-
siderably less silicon area when using same size transistors. This is because the number
of transistors in the cell realisation is smaller. By combining the results from the accu-
racy simulations and the estimate of the silicon area, it can be concluded that, with the
same amount of silicon area using the REAL2, better accuracy can be obtained.
6.2.2.2 Comparison to the Measured Output of the Implemented Chips
Naturally, it is interesting to see how the simulations relate to measured data from the
implemented chips. Even if the template realisations were quite different, what both
systems had in common would be that they maintain the input level, if the input for all
the cells remained the same. With the measured data, we used the cells in the middle
of the network that were not affected by the defective border cells and established the
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standard deviation to be 4.7LSB’s after linear column-wise correction with the mean
output of 247 LSB. If the case where λ = 1 is chosen from the simulations, it is pos-
sible to calculate the standard deviation for both REAL1 and REAL2 when the PMOS
and NMOS sizes are the same as with the larger realised chip. Since the maximum
input was 200 in the simulations, the results are multiplied with 247/200. This way a
standard division of 3.29 can be obtained for REAL1 and 4.32 similarly for REAL2.
The simulated results show behaviour similar to the measured results for the REAL2
especially.
6.2.2.3 Effect on the DoG and Edge-enhancing Low-pass Filter methods
The simulation system allows us to also simulate the effect of the mismatch on the
application that was shown in Section 2.8. This is possible because, when calculating
the mismatch-affected templates with transistors of a particular size, each transistor
in the circuit was given a mismatch-affected value and the different templates were
calculated using these transistor values. This results that, in the calculations of the
templates, when considering two different λ-values, the transistors that are in use when
forming both values, affect the nal value in the same direction in the both cases, as it
would be in a real silicon implementation.
Figures 6.11(a), 6.11(b) and 6.11(c) show the simulated DoG outputs when the
used transistor sizes are NMOS(2) and PMOS(1). The used method is the same as in
Section 2.8.2.2.
(a) Ideal output of the DoG-
method when using λ-values 2
and 14
(b) Output of the DoG-method
when using REAL1 in the im-
plementation
(c) Output of the DoG-method
when using REAL2 in the im-
plementation
Figure 6.11 Processing the LEVEL image using different λ-values.
In visual comparison, the images seem to be quite similar, but if the images are
compared pixel-to-pixel, the differences become quite signicant. Tables 6.8 and 6.9
show the percentage of the pixels with values different from those in the ideal simu-
lation for all the combinations of the transistor sizes. The used λ-values were 2 and
1
4 .
As the tables show, the percentage of different pixels is quite high, even for the
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PMOS( 12 ) PMOS(1) PMOS(2) PMOS(4) PMOS(8)
NMOS( 12 ) 10.1% 10.3% 9.8% 11.2% 9.6%
NMOS(1) 9.4% 10.1% 8.0% 8.6% 7.4%
NMOS(2) 6.5% 5.7% 5.8% 5.6% 5.5%
NMOS(4) 5.7% 4.4% 4.0% 4.1% 3.8%
NMOS(8) 4.7% 3.2% 3.3% 2.9% 3.1%
Table 6.8 Percentage of pixels having different values when ideal simulation and mismatch
simulations are compared using REAL1.
PMOS( 12 ) PMOS(1) PMOS(2) PMOS(4) PMOS(8)
NMOS( 12 ) 10.1% 10.3% 10.5% 9.4% 10.7%
NMOS(1) 8.5% 8.2% 8.4% 9.6% 8.7%
NMOS(2) 6.2% 5.8% 5.4% 5.8% 5.2%
NMOS(4) 5.5% 4.2% 4.1% 3.8% 3.6%
NMOS(8) 4.0% 3.8% 3.0% 3.2% 3.5%
Table 6.9 Percentage of pixels having different values when ideal simulation and mismatch
simulations are compared using REAL2.
large transistors with the shown threshold value. Another thing, that can be seen from
the tables is that the REAL2 implementation results better performance in general than
the REAL1 version. This can be explained by the use of the same transistors with
both λ-values in REAL2 in contrast to REAL1, where the λ = 14 requires the use of
subtracting circuit and the λ = 2 is calculated without it.
However,if the obtained DoG masks are used in Edge-enhancing Low-pass Filter-
ing, as suggested in Section 2.8.2.2, and the resulting images are visually compared,
the difference is quite invisible, as Figures 6.12(a)-6.12(c) show.
(a) Ideal output of the proces-
sor when using λ-values 2 and
1
4
(b) Output of the processor
when using REAL1 in the im-
plementation
(c) Output of the processor
when using REAL2 in the im-
plementation
Figure 6.12 The results of the simulations of the Edge-enhancing Low-pass Filter algorithm.
If all the results are combined, it can be stated that by carefully optimising the
sizes of the transistors, it would be possible to design a resistive network chip with
limited amount of programmability that would be reasonable small in silicon size. The
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accuracy of the processing would be sufcient for human visual system and yet the
size of the processor would lie under 10mm2 for, for instance, CIF-size processor.
It the accuracy is required to be the original 8 bits of video standards, the proposed
systems are not suitable for implementation.
Chapter 7
Conclusions
In this thesis, the realisation of a resistive network was investigated through the theory
of CNN. The work started from the implementation of the Edge-enhancing Low-pass
Filter, presented by Stoffels, that was aimed to be used in a video compression system.
To minimise the required silicon area, the Reduced Cell-row System was developed.
To show the pros and cons of the RCS, it was rst compared to other methods of
processing an image in parts by comparing processing speeds, silicon sizes and power
consumption.
The functionality of RCS was nally tested with two separate chips that were de-
signed and manufactured using rst a 0.25µm process and then a 0.18µm process. The
both chips reached their goals despite some errors and difculties in the implemen-
tations: the rst version showed the system itself to be functional, even thought any
accuracy measurements could not be performed, and the second version showed that
large-scale implementation was feasible when considering the size of the array and
processing speed.
The larger chip had a 64× 16 low-pass array processor network with a 3× 16
network for gradient calculation. The total chip area was 2.03µm2 without the pads,
out of which the analogue processing parts covered 28% if the wiring was not taken
into account. Even with the parallel I/O the processing speed was over 4000 frames per
second; if only the internal operations are taken into account the speed was increased
to over 16000 frames per second. If these are combined with the requirements of a
normal video processing system, where the frame-rate is 30 frames per second, the
result promise, that the original goal of building an application specic processor, that
could be added to any image processor system, would be possible.
On the basis of the low-pass cell in the implemented xed-template chips, a resis-
tive network cell with a limited programmability was designed. With this cell, it is
possible to implement a network for higher-level processing tasks than just low-pass
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ltering. The simulations targeted the effect of the mismatch that was found to be cru-
cial on the previous chips. As a result, it was found that by carefully designing it would
be possible to implement also some programmability on a resistive network processor,
without losing any of the good properties of the implemented chips.
Overall, the work showed that there might still be room for analogue parallel pro-
cessors in dedicated tasks that require enormous processing power but are limited by
the silicon size and/or power consumption. These types of tasks can be found in, for
instance, image processing and pattern recognition, both of which are currently at the
centre of research.
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Figure A.1 Chip photography
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