Abstract In this paper we present an a-posteriori error estimator for the mixed formulation of a linear parabolic problem, used for designing an efficient adaptive algorithm. Our space-time discretization consists of lowest order Raviart-Thomas finite element over graded meshes and discontinuous Galerkin method with variable time step. Finally, several examples show that the proposed method is efficient and reliable.
Introduction
A-posteriori error estimates are an essential component in the design of reliable and efficient adaptive algorithms for the numerical solutions of PDEs. Mixed formulations can be suitable for certain problems, as they allow to directly approach certain solution derivatives.
In this paper we introduce an a-posteriori error estimation for the mixed formulation of a linear parabolic problem. We particularly obtain,
where u is the scalar variable and p its gradient. element discretization and variable time step discontinuous Galerkin method. The estimator E is computed in terms of problem data u 0 , f, , T , computed solutions U and P, mesh size h and time step k. Therefore, the a-posteriori estimators are computable quantities depending on the discrete solution and the data, which provide bounds of the error, and thus they are a tool for modifying meshes and time steps (adaptivity).
First we establish the a-posteriori error estimation using duality, a popular technique from linear PDEs, firstly used in the context of a-posteriori error estimation by K. Eriksson et al. [12] . Next, we summarize the keys of duality for the classical formulation of the linear parabolic problem. We consider the equation,
Being U a numerical approximation of the solution, we define the residual R,
We denote e := u − U the error function, then we can write,
and, formally multiplying by ϕ and integrating by parts over (0, T ) we get, (e(T ), ϕ(T )) = (e(0), ϕ(0))
Therefore, an error estimate follows by selecting in (1) ϕ as the solution of the backward dual problem,
and using the stability properties of ϕ in terms of , for evaluating ϕ(0) and R. The use of duality is a really useful technique for establishing error controls for linear PDEs (see [12, 13, 15] ). However it has serious constraints when there is a strong non-linear term in the equation, because in general it is hard to obtain strong stability properties for the corresponding dual problem. Anyway this technique can be used in special circumstances [9, 21] or if the non-linearity is moderate [14] .
In this paper we deal with the linear problem, but the new feature here is the development of estimations for the mixed formulation. That is, we control the error for the scalar variable and also for its gradient. As in [21] , we obtain from the residual equations the error representation formulas for u − U and p − P. The evaluation of the residual in the corresponding norms and the stability properties of the associated dual problem allow us to conclude the estimations. The scalar error bound is an extension to the mixed formulation of the results developed in [12] . For the error estimation of p − P, we use the Helmholtz decomposition in L 2 ( ; R), as in [1] and [8] for the stationary case.
The estimator obtained is used to design a time-space adaptive algorithm. Several examples show that the proposed method is efficient and reliable. The numerical experiments have been designed with the finite element toolbox ALBERTA [23],
