This article extends the slaving principle of synergetics to processes with discrete time steps. Starting point is a set of nonlinear difference equations which contain multiplicative noise and which refer to multidimensional state vectors. The system depends on a control parameter. When its value is changed beyond a critical value, an instability of the solution occurs. The stability analysis allows us to divide the system into stable and unstable modes. The original equations can be transformed to a set of difference equations for the unstable and stable modes. The extension of the slaving principle to the time-discrete case then states that all the stable modes can be explicitly expressed by the unstable modes or so-called order-parameters.
INTRODUCTION
When we look at the various scientific disciplines, quite generally speaking we can observe the following main trends:
1. Instead of describing and studying states of a system, science is more and more interested in their temporal evolution, or, in other words, in their dynamics. 2 . There is a tendency of an ever increasing mathematization of disciplines. 3 . So-called linear laws must be replaced by nonlinear laws. In most cases the dynamics of systems has been studied in the frame of evolution equations that in one way or another were modeled in analogy to basic laws of physics, which describe the temporal evolution of the state of a system, for instance of its electro-magnetic fields. In physics, space, time and (classical) variables are usually treated as continuous quantities.
When we treat realistic cases in population dynamics, economy, ecology, biology, and many other fields, the continuous approach to space and time and to the state variables becomes, however, questionable, at least in a number of cases. But even in physics it can become desirable (or necessary) to look for discrete approaches. In classical physics we are confronted with discrete maps when we think of the Poincar6 crosssection. Let us assume that we can define the trajectories in a multidimensional space whereby the trajectories develop in the course of continuous time t While in earlier times it has been quite often believed that the transition from a discrete description in either of these cases to a continuous description does not lead to qualitative differences, it is now well established that quite decisive differences in the behavior of a system may occur. The probably most famous example of this kind is the logistic equation, whose solutions show a very rich chaotic behavior depending on a single parameter value [1] , whereas the corresponding continuous case shows just one kind of simple solution. There is still another more formal reason for studying discrete systems, namely the use of digital computers. Here both time and the state variables must be described as discrete variables. The question arises whether we can reformulate hitherto known concepts and mathematical approaches so to cope with discrete variables or whether entirely new methods will be needed. This is quite obviously a vast field to be explored. In my paper I want to address the question of how the slaving principle of synergetics [2] can be transferred from the continuous to the discrete time case.
In view of the tremendous number of different systems including model systems in the different scientific disciplines and the great variety of phenomena they show, it might seem to be an idle question whether there are general basic laws or features underlying the behavior of such systems.
We are here mainly thinking of the so-called complex systems that are composed of many individual parts. Over the past decades, it has become more and more transparent that in spite of the diversity of such systems a number of general principles and laws can be found provided we focus our attention on situations in which the system's behavior changes qualitatively on a Mikhailov [3] , synergetics can be considered as a bag of model equations that can be applied to a variety of fields. Thus the strength of the synergetic approach consists in drawing analogies between quite different complex systems so that we get more and more acquainted with the behavior of such systems irrespective of their material nature. The question arises, of course, whether the research strategy of synergetics can be transferred to the case of discrete dynamics. Equations that describe the evolution of a system with discrete time steps are quite often also called maps. The study of such maps has become a modern most lively branch of mathematics but also of other disciplines.
In the following I wish to give an explicit example of how the slaving principle can be transferred to discrete noisy maps, i.e. the discrete time evolution. Thus this example may indicate how research on discrete processes may occur in the future. But to be sure, here we are standing at the beginning of an enormously wide field of research which will provide us with many surprising results.
DISCRETE NOISY MAPS
Let us consider a dynamical system described by a state vector ql, which is defined at a discrete and equidistant time sequence 1. Actually the requirement of equidistancy is not necessary; we just have to relabel the time sequence by tl. The evolution of the system from one discrete time to the next + is described by an equation of the geneal form qt+l f(qt, 1) + G(q, 1).
(1)
Here f and G are nonlinear functions of q and may depend on the index explicitly. The first part on the r.h.s, of (1) describes a deterministic process, while the second part of the right-hand side describes random events. In the second part 7 is a random vector, whose probability distribution may-but need not-depend on the index l. The first steps of our analysis are entirely analogous to those in the case where time proceeds continuously. We assume that for a control parameter a0 a solution-that is time-independent-is known ao:q . (2) Without loss of generality, we may assume qO =0. 
where V is a matrix, we can cast (4) into the form l+1 -/,
with L-V-ILV. 
we may distinguish between unstable modes u and stable modes s, respectively. In terms of these new mode amplitudes, the original equations (1) Note that dQ, dP may contain u and s also at retarded times u, so that they are functions of ut, ut-1... From our result it will transpire that we can also allow for a dependence of dQ and dP on future times, i.e., for instance, on Ut+l. Our purpose is to devise a procedure by which we can express s in a unique and well-defined fashion by u and alone. Let us therefore assume that such a replacement can be made. This allows us to establish a number of formal relations used later on. as can be checked by inserting (13) 
where m(l)_ A (u)_ T(l)_ operate as follows:
Using some little algebra, one readily establishes the following identity: The essence of (27) can be expressed as follows. (24) with (27) we may derive the following definition:
[A(t)(1 + As d/) As d/]-I dP(u,, u,-l,..., l) 
Similarly, we introduce the decompositions THE ITERATION PROCEDURE FOR THE DISCRETE CASE Taking all the above formulas together we obtain again a well-defined procedure for calculating s as a function of u and l, provided dP is prescribed as a function of u and alone, in practice, however, dP depends on s. Therefore we must devise a procedure by which we may express s by u and stepwise by an inductive process. To this end we introduce a smallness parameter 5. In general dQ and dP contain a nonsto- 
