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Abstract
An easily calculable upper bound for the inﬁnity norm of the inverse of S-strictly diagonally dominant (S-SDD) matrices,
introduced by Gao and Wang in 1992, is obtained in this paper. Applying that bound to SDD matrices, we improve theVarah bound.
We also introduce an iterative procedure for obtaining sharper bounds, accompanied with some open questions.
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1. Introduction and notation
Throughout the paper, we shall use the following notation:
N := {1, 2, . . . , n} the set of all indices,
S a non-empty proper subset of N ,
S := N\S the complement of S,
ri(A) :=
∑
j∈N\{i}
|aij | deleted ith row sum,
rSi (A) :=
∑
j∈S\{i}|aij |, part of the previous sum, which corresponds to the set S. Obviously, we have
ri(A) = rSi (A) + rSi (A).
We shall say that a matrix A is a strictly diagonally dominant (SDD) if
|aii |>ri(A) for all i ∈ N .
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If A is an SDD matrix, then
‖A−1‖∞ 1
mini∈N(|aii | − ri(A)) .
This is the Varah bound for ‖A−1‖∞ (see [1,7]).
The class ofS-SDD matrices is the class of non-singular matrices independently introduced by Gao and Wang in
1992 [4] and by Cvetkovic´ et al. in 2004 [2]. Moreover, it is the subclass of the class of H -matrices (generalized SDD
matrices).
Deﬁnition 1. Given any matrix A = [aij ] ∈ Cn×n, n2, and given any non-empty proper subset S of N, then A is an
S-SDD if{
(i) |aii |>rSi (A) for all i ∈ S,
(ii) (|aii | − rSi (A))(|ajj | − rSj (A))> rSi (A)rSj (A) for all i ∈ S, j ∈ S.
(1)
We shall say that a matrix A ∈ Cn×n, n2, is anS-SDD, if there exists a non-empty proper subset S of N such that
A is an S-SDD.
Let T (A) be the set of indices of non-SDD rows of a matrix A, i.e.,
T (A) := {i ∈ N | |aii |ri(A)}.
The following proposition is obtained in [5]:
Proposition 1. Let A ∈ Cn×n, n2, and S ∈ P(N)\{∅, N}. Then A is an S-SDD if and only if A is an S-SDD.
It seems that sets S and S play equal roles, regarding S-SDD property. The following proposition, however, shows
that it is not exactly the case [5].
Proposition 2. Let a non-SDD matrix A ∈ Cn×n, n2, be an S-SDD for some nonempty proper subset S of N. Then
either T (A) ⊆ S or T (A) ⊆ S.
2. Upper bounds for the inﬁnity norm of the inverse
Let us start with our main result.
Theorem 1. Let A = [aij ] ∈ Cn×n, n2, be an S-SDD matrix for some non-empty proper subset S of N and let
∅ ⊂ T (A) ⊆ S. Then
‖A−1‖∞ max
i∈S,j∈S
|aii | − rSi (A) + rSj (A)
(|aii | − rSi (A))(|ajj | − rSj (A)) − rSi (A)rSj (A)
. (2)
Proof. Since A is an S-SDD, it can be scaled to an SDD matrix by a positive diagonal matrix D =
diag(, . . . , ︸ ︷︷ ︸
S
, 1, . . . , 1︸ ︷︷ ︸
S
), such that
0BS1 := max
i∈S
rSi (A)
|aii | − rSi (A)
< <min
j∈S
|ajj | − rSj (A)
rSj (A)
=: BS2 1
(see [2,4,9]). In the case when rSj (A) = 0, we deﬁne (|ajj | − rSj (A))/rSj (A) to be +∞. We have that BS2 1 because
∅ ⊂ T (A) ⊆ S. Hence, ‖D‖∞ = 1. From AD = B we get that A−1 = DB−1 and
‖A−1‖∞‖D‖∞ · ‖B−1 ‖∞ = ‖B−1 ‖∞.
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Fig. 1. ∅ ⊂ T (A) ⊆ S.
By using the Varah bound for ‖B−1 ‖∞, we get
‖A−1‖∞ 1
mini∈N(|bii | − ri(B))
. (3)
Since (3) holds for every  ∈ (BS1 , BS2 ), the sharpest bound is
‖A−1‖∞ 1
sup∈(BS1 ,BS2 )(mini∈N(|b

ii | − ri(B)))
. (4)
Let’s denote i () := |bii | − ri(B), for i ∈ N . We will determine sup∈(BS1 ,BS2 ) (mini∈Ni ()) using the graphical
method of linear programming.
pi : i () = (|aii | − rSi (A)) − rSi (A),  ∈ R+, i ∈ S,
pj : j () = |ajj | − rSj (A) − rSj (A),  ∈ R+, j ∈ S.
If we present these functions in the Cartesian coordinate system, we shall get strictly increasing lines pi , i ∈ S, and
decreasing lines pj , j ∈ S, among which, at least one is strictly decreasing (the one passing through the point (BS2 , 0)),
see Fig. 1. We have that i (),j ()> 0 for  ∈ (BS1 , BS2 ).
We are especially interested in the intersection points of lines pi , i ∈ S, and pj , j ∈ S, Xij = (ij ,ij ). For every
i ∈ S, j ∈ S, ij > 0, although it does not have to be ij ∈ (BS1 , BS2 ). Obviously, sup∈(BS1 ,BS2 )(mini∈Ni ()) is always
attained for some i0j0 ∈ (BS1 , BS2 ) such that
sup∈(BS1 ,BS2 ) (mini∈N i ()) = i0j0 = mini∈S,j∈S ij . (5)
Namely, if we assume i0j0 >mini∈S,j∈S ij , we easily get a contradiction.
Let us now calculate ij for any i ∈ S, j ∈ S.
ij = i (ij ) = j (ij ),
ij (|aii | − rSi (A)) − rSi (A) = |ajj | − rSj − ij rSj (A),
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ij =
|ajj | − rSj (A) + rSi (A)
|aii | − rSi (A) + rSj (A)
,
ij =
(|aii | − rSi (A))(|ajj | − rSj (A)) − rSi (A)rSj (A)
|aii | − rSi (A) + rSj (A)
, i ∈ S, j ∈ S. (6)
Now (4) becomes
‖A−1‖∞ 1
mini∈S,j∈S ij
= max
i∈S,j∈S
1
ij
,
which is exactly (2). 
Matrix A from the previous theorem can also be scaled by D′ = diag(1, . . . , 1︸ ︷︷ ︸
S
, , . . . , ︸ ︷︷ ︸
S
),  ∈ (1/BS2 , 1/BS1 ), to an
SDD matrix. However, in that case ‖D′‖∞ =  and D′ =  · D1/, 1/ ∈ (BS1 , BS2 ), so  and  cancel, and this case
reduces to the previous one.
Remark 1. If in the previous theorem ∅ ⊂ T (A) ⊆ S, then
‖A−1‖∞ max
i∈S,j∈S
|ajj | − rSj (A) + rSi (A)
(|aii | − rSi (A))(|ajj | − rSj (A)) − rSi (A)rSj (A)
. (7)
Remark 2. If we carefully analyze the proof of the previous theorem, we can see that, for a given non-empty proper
subset S of N, the number of pairs of indices i ∈ S, j ∈ S over which we are taking maximum in (2) can be reduced.
Namely, the optimal point Xi0j0 lies on a line pi0 , i0 ∈ S, that cannot be steeper than any line pi , i ∈ S, passing through
(BS1 , 0). Similarly, this holds for pj0 , j0 ∈ S. Let us deﬁne following sets of indices, for the given S-SDD matrix A
(∅ ⊂ T (A) ⊆ S):
P :=
{
i ∈ S
∣∣∣∣∣ r
S
i (A)
|aii | − rSi (A)
= BS1
}
,
U :=
{
i ∈ S
∣∣∣∣|aii | − rSi (A) minj∈P (|ajj | − rSj (A))
}
,
Q :=
⎧⎨
⎩j ∈ S
∣∣∣∣∣∣
|ajj | − rSj (A)
rSj (A)
= BS2
⎫⎬
⎭ ,
V :=
{
j ∈ S
∣∣∣∣rSj (A) mini∈Q rSi (A)
}
.
According to what is said, (2) becomes
‖A−1‖∞ max
i∈U,j∈V
|aii | − rSi (A) + rSj (A)
(|aii | − rSi (A))(|ajj | − rSj (A)) − rSi (A)rSj (A)
.
Although SDD matrices are S-SDD for every non-empty proper subset S of N, the previous theorem cannot be applied
for every S (because T (A) = ∅, which implies 1 ∈ (BS1 , BS2 )).
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Deﬁnition 2. For the given SDD matrix A = [aij ] ∈ Cn×n, n2, set
J (A) :=
{
j ∈ N
∣∣∣∣|ajj | − rj (A) = mini∈N (|aii | − ri(A))
}
. (8)
The set J (A) is always non-empty. We have the following theorem for SDD matrices.
Theorem 2. Let A = [aij ] ∈ Cn×n, n2, be an SDD matrix and let J (A) ⊆ S ⊂ N . Then
‖A−1‖∞ max
i∈S,j∈S
|aii | − rSi (A) + rSj (A)
(|aii | − rSi (A))(|ajj | − rSj (A)) − rSi (A)rSj (A)
. (9)
Proof. As an SDD matrix A is S-SDD, it can be scaled to (another) SDD matrix by a positive diagonal matrix
D = diag(, . . . , ︸ ︷︷ ︸
S
, 1, . . . , 1︸ ︷︷ ︸
S
), such that
0BS1 := max
i∈S
rSi (A)
|aii | − rSi (A)
< 1<min
j∈S
|ajj | − rSj (A)
rSj (A)
=: BS2  + ∞.
Therefore, ‖D‖∞ = 1. From AD = B we get that A−1 = DB−1 and
‖A−1‖∞‖D‖∞ · ‖B−1 ‖∞ = ‖B−1 ‖∞.
By using the Varah bound for ‖B−1 ‖∞, we get
‖A−1‖∞ 1
mini∈N(|bii | − ri(B))
. (10)
Since (10) holds for every  ∈ (BS1 , 1], the sharpest bound is
‖A−1‖∞ 1
sup∈(BS1 ,1](mini∈N(|b

ii | − ri(B)))
. (11)
Let us denote i () := |bii | − ri(B), for i ∈ N . We will determine sup∈(BS1 ,1] (mini∈Ni ()) using the graphical
method of linear programming.
pi : i () = (|aii | − rSi (A)) − rSi (A),  ∈ R+, i ∈ S,
pj : j () = |ajj | − rSj (A) − rSj (A),  ∈ R+, j ∈ S.
If we present these functions in the Cartesian coordinate system, we shall get strictly increasing lines pi , i ∈ S, and
decreasing lines pj , j ∈ S, among which at least one is strictly decreasing (the one passing through the point (BS2 , 0)),
except in the case BS2 =+∞, when they all are horizontal (see Fig. 2). We have that i (),j ()> 0 for  ∈ (BS1 , BS2 ).
Analogous to the proof of the previous theorem, sup∈(BS1 ,BS2 )t (mini∈Ni ()) is always attained for some i0j0 ∈
(BS1 , B
S
2 ) such that
sup
∈(BS1 ,BS2 )
(
min
i∈N i ()
)
= i0j0 = min
i∈S,j∈S
ij . (12)
Let pj , j ∈ N , pass through the point Y = (1,mini∈N(|aii | − ri(A))). Then we have
|ajj | − rj (A) = |ajj | − rSj (A) − rSj (A) = j (1) = min
i∈N (|aii | − ri(A)),
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Fig. 2. J (A) ⊆ S ⊂ N .
which means that j ∈ J (A). Since J (A) ⊆ S, we have j ∈ S which means that every line pj that passes through Y is
decreasing (not compulsorily strictly). This means that i0j0 < 1. Therefore,
sup
∈(BS1 ,1]
(
min
i∈N i ()
)
= sup
∈(BS1 ,BS2 )
(
min
i∈N i ()
)
= min
i∈S,j∈S
ij . (13)
Similarly, as in the proof of the previous theorem, we have
ij =
(|aii | − rSi (A))(|ajj | − rSj (A)) − rSi (A)rSj (A)
|aii | − rSi (A) + rSj (A)
, i ∈ S, j ∈ S.
Using (13) and (11) we get
‖A−1‖∞ 1
mini∈S,j∈S ij
= max
i∈S,j∈S
1
ij
,
which is exactly (9). 
Similarly as before, scaling A by D = diag(, . . . , ︸ ︷︷ ︸
S
, 1, . . . , 1︸ ︷︷ ︸
S
), 1, gives the same bound for ‖A−1‖∞ as scaling
it by D′1/ = diag(1, . . . , 1︸ ︷︷ ︸
S
, 1/, . . . , 1/︸ ︷︷ ︸
S
), 1/1.
Remark 3. If in the previous theorem J (A) ⊆ S ⊂ N (Fig. 3), then
‖A−1‖∞ max
i∈S,j∈S
|ajj | − rSj (A) + rSi (A)
(|aii | − rSi (A))(|ajj | − rSj (A)) − rSi (A)rSj (A)
. (14)
We see that the set J (A) for SDD matrices plays the similar role as the set T (A) for non-SDD matrices, in regard to
S-SDD property (at least in terms of Theorems 1 and 2).
Remark 4. In the case when J (A) ∩ S 
= ∅ and J (A) ∩ S 
= ∅, the Varah bound for ‖A−1‖∞ cannot be improved by
scaling A with D = diag(, . . . , ︸ ︷︷ ︸
S
, 1, . . . , 1︸ ︷︷ ︸
S
),  
= 1 (see Fig. 4).
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Fig. 3. J (A) ⊆ S ⊂ N .
Fig. 4. J (A) ∩ S 
= ∅ and J (A) ∩ S 
= ∅.
Remark 5. Similar as in Remark 2, we can also reduce the number of pairs of indices i ∈ S, j ∈ S over which we are
taking maximum in (9). Let us deﬁne following sets of indices, for the given SDD matrix A (J (A) ⊆ S ⊂ N):
P :=
{
i ∈ S
∣∣∣∣∣ r
S
i (A)
|aii | − rSi (A)
= BS1
}
,
U :=
{
i ∈ S
∣∣∣∣|aii | − rSi (A) minj∈P (|ajj | − rSj (A))
}
,
Q :=
⎧⎨
⎩j ∈ S
∣∣∣∣∣∣
|ajj | − rSj (A)
rSj (A)
= BS2
⎫⎬
⎭ ,
V :=
{
j ∈ S
∣∣∣∣rSj (A) mini∈Q rSi (A)
}
.
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According to what is said, (9) becomes
‖A−1‖∞ max
i∈U,j∈V
|aii | − rSi (A) + rSj (A)
(|aii | − rSi (A))(|ajj | − rSj (A)) − rSi (A)rSj (A)
.
Let A be anS-SDD matrix such that T (A) 
= ∅. Let us deﬁne the following family of sets of indices:
S(A) := {S ∈ P(A)\{∅, N}|T (A) ⊆ S,A is an S-SDD}.
Corollary 1. Let A = [aij ] ∈ Cn×n, n2, be anS-SDD matrix such that T (A) 
= ∅. Then
‖A−1‖∞ min
S∈S(A)
⎛
⎝ max
i∈S,j∈S
|aii | − rSi (A) + rSj (A)
(|aii | − rSi (A))(|ajj | − rSj (A)) − rSi (A)rSj (A)
⎞
⎠
. (15)
Proof. Directly from Theorem 1. 
Let A be an SDD matrix such that J (A) ⊂ N . Let us deﬁne the following family of sets of indices:
F(A) := {S ∈ P(N)\{∅, N}|J (A) ⊆ S}.
Corollary 2. Let A = [aij ] ∈ Cn×n, n2, be an SDD matrix such that J (A) ⊂ N . Then
‖A−1‖∞ min
S∈F(A)
⎛
⎝ max
i∈S,j∈S
|aii | − rSi (A) + rSj (A)
(|aii | − rSi (A))(|ajj | − rSj (A)) − rSi (A)rSj (A)
⎞
⎠
. (16)
Proof. Directly from Theorem 2. 
All particular cases for the bound for ‖A−1‖∞ (A is an S-SDD) can be covered by the following
theorem.
Theorem 3. Let A = [aij ] ∈ Cn×n, n2, be an S-SDD matrix for some nonempty proper subset S of N.
Then
‖A−1‖∞ max
⎧⎨
⎩ maxi∈S,j∈S
|aii | − rSi (A) + rSj (A)
(|aii | − rSi (A))(|ajj | − rSj (A)) − rSi (A)rSj (A)
,
max
i∈S,j∈S
|ajj | − rSj (A) + rSi (A)
(|aii | − rSi (A))(|ajj | − rSj (A)) − rSi (A)rSj (A)
⎫⎬
⎭ . (17)
In each particular case, the bound (17) reduces itself to the best bound for that case, determined in previous
theorems.
Proof. Let us observe the following cases:
1. A is S-SDD (T (A) 
= ∅):
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(a) ∅ ⊂ T (A) ⊆ S,
max
i∈S,j∈S
|ajj | − rSj (A) + rSi (A)
(|aii | − rSi (A))(|ajj | − rSj (A)) − rSi (A)rSj (A)
= |aj0j0 | − r
S
j0
(A) + rSi0(A)
(|ai0i0 | − rSi0(A))(|aj0j0 | − rSj0(A)) − rSi0(A)rSj0(A)
= |aj0j0 | − r
S
j0
(A) + rSi0(A)
|ai0i0 | − rSi0(A) + rSi0(A)
· |ai0i0 | − r
S
i0
(A) + rSi0(A)
(|ai0i0 | − rSi0(A))(|aj0j0 | − rSj0(A)) − rSi0(A)rSj0(A)
= 1
′i0j0
· |ai0i0 | − r
S
i0
(A) + rSi0(A)
(|ai0i0 | − rSi0(A))(|aj0j0 | − rSj0(A)) − rSi0(A)rSj0(A)
<
|ai0i0 | − rSi0(A) + rSi0(A)
(|ai0i0 | − rSi0(A))(|aj0j0 | − rSj0(A)) − rSi0(A)rSj0(A)
 max
i∈S,j∈S
|aii | − rSi (A) + rSj (A)
(|aii | − rSi (A))(|ajj | − rSj (A)) − rSi (A)rSj (A)
.
This holds since ′i0j0 ∈ (BS1 , BS2 ) andBS1 =maxi∈S rSi (A)/(|aii |−rSi (A))1, and that is because ∅ ⊂ T (A) ⊆
S. Therefore, bound (17) reduces to (2).
(b) ∅ ⊂ T (A) ⊆ S, analogously, we have that (17) reduces to (7).
2. A is SDD:
(a) J (A) ⊆ S, similar to 1(a). Now ′i0j0 > 1 because we have the situation as in Fig. 3, hence (17) reduces to (9).(b) J (A) ⊆ S, analogously, we have that (17) reduces to (14).
(c) J (A) ∩ S 
= ∅, J (A) ∩ S 
= ∅, we have the situation as in Fig. 4,
max
i∈S,j∈S
|aii | − rSi (A) + rSj (A)
(|aii | − rSi (A))(|ajj | − rSj (A)) − rSi (A)rSj (A)
= max
i∈S,j∈S
|ajj | − rSj (A) + rSi (A)
(|aii | − rSi (A))(|ajj | − rSj (A)) − rSi (A)rSj (A)
.
Hence, bound (17) reduces to the Varah bound. 
The bound for the inﬁnity norm of the inverse of an SDD matrix A, given in the previous theorem, can be applied to
every SDD matrix. If we analyze the proof, we can conclude that the new bound is always less than the Varah bound,
except in the case when A is uniformly SDD (J (A) = N ), when it is equal to the Varah bound.
Since ‖B‖1 =‖BT‖∞ and (BT)−1 = (B−1)T for every matrix B, we can use previous theorems for bounding ‖A−1‖1
from above in the case when AT is anS-SDD matrix.
In [6], Ostrowski introduced a subclass of the class of H -matrices. A matrix A = [aij ] ∈ Cn×n, n2, is from the
Ostrowski class if
|aii ||ajj |>ri(A)rj (A),
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for every distinct i, j ∈ N . It is easy to see that for a given matrix A from the Ostrowski class, either T (A) is empty
or T (A) is singleton. In the ﬁrst case, A is an SDD and in the other, it can be showed that A is then a T (A)-SDD (i.e.,
A is from the Dashnic class [3]). In any case, the previous theorems can be applied for obtaining the upper bound for
‖A−1‖∞.
Next, we shall discuss the relation between our result and Varga’s result from 1976 [8]. Given any A ∈ Cn×n, let
M(A) = [ij ] ∈ Rn×n denote its comparison matrix, i.e.,
ii = |aii | for all i ∈ N ,
ij = −|aij | for all i, j ∈ N, i 
= j ,
and let us deﬁne the possibly empty set U(A) ⊆ Rn by
U(A) := {u> 0|M(A)u> 0 and ‖u‖∞ = 1}. (18)
Assuming that A is an H -matrix (which is equivalent to the fact that U(A) is non-empty) let us deﬁne
fA(u) := min
i∈N (M(A)u)i for any u ∈ U(A) (the closure of U(A)).
In [8], Varga improved the Varah bound, and extended it to the class of H -matrices. Namely, if A is an H -matrix, then
‖A−1‖∞ 1
maxu∈U(A)fA(u)
= 1
fA(u0)
= ‖M−1(A)‖∞, (19)
where
u0 = M
−1(A)z
‖M−1(A)z‖∞
for z = [1, 1, . . . , 1]T. (20)
Varga obtained his bound by scaling the givenH -matrixA by all positive diagonal matricesD=diag(u1, u2, . . . , un),
where u = [u1, u2, . . . , un]T ∈ U(A), while we obtained our bound by scaling the given S-SDD matrix by specially
structured positive diagonal matrices D = diag(, . . . , ︸ ︷︷ ︸
S
, 1, . . . , 1︸ ︷︷ ︸
S
), where  ∈ (0, 1]. Therefore, the Varga bound
applied to S-SDD matrices is sharper than our bound. Moreover, it is the sharpest bound that can be applied to all
matrices equimodular to a given H -matrix A. However, it is not easily calculable, unlike our bound.
If both A and AT are S-SDD matrices, we can use our upper bounds for ‖A−1‖∞ and ‖A−1‖1 for bounding the
smallest singular value of A, n = ‖A−1‖−12 , from below, in the same way Varah and Varga did (see [7,8]).
3. Numerical examples and the discussion
We shall demonstrate new bounds for ‖A−1‖∞ for a non-SDD matrix which is anS-SDD, in the following example.
Example 1. Let
A =
⎡
⎢⎢⎢⎢⎢⎣
9.2 1.3 2.1 0.5 3.3 2.5
1.6 8.5 0.3 2.7 1.1 0.6
0.3 4.3 9.8 1.2 0.5 2.1
1.7 0.9 2.5 7.8 0.3 1.4
2.9 0.1 2.1 1.3 8.8 2.1
3.1 1.5 0.2 1.6 0.7 7.6
⎤
⎥⎥⎥⎥⎥⎦ .
We have that
T (A) = {1},
S(A) = {{2, 3}, {2, 3, 4}, {3, 5, 6}, {2, 3, 4, 6}, {2, 3, 5, 6}, {3, 4, 5, 6}, {2, 3, 4, 5, 6}}.
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We also have that ‖A−1‖∞ = 0.2551. Formula (2) for each S ∈S(A) gives different bounds for ‖A−1‖∞ as shown in
the following table:
S max
i∈S,j∈S
|aii |−rSi (A)+rSj (A)
(|aii |−rSi (A))(|ajj |−rSj (A))−rSi (A)rSj (A)
{2, 3} 4.4279
{2, 3, 4} 4.8824
{3, 5, 6} 178.5714
{2, 3, 4, 6} 10.1905
{2, 3, 5, 6} 26.8627
{3, 4, 5, 6} 13.4483
{2, 3, 4, 5, 6} 9.8473
Therefore, the sharpest bound, given by (15), is
‖A−1‖∞4.4279.
It is interesting to notice how some choices for S ∈ S(A) in (2) can give drastically worse upper bound compared
to the sharpest bound, given by (15).
In the following example, we shall illustrate how new bounds improve the Varah bound for ‖A−1‖∞, when A is an
SDD matrix.
Example 2. Let
A =
⎡
⎢⎣
12.1 4 7 1
5 37 2 8
7 9 42 6
3 8 7 36
⎤
⎥⎦ .
We have that
J (A) = {1},
F(A) = {{2}, {3}, {4}, {2, 3}, {2, 4}, {3, 4}, {2, 3, 4}}.
We also have that ‖A−1‖∞ = 0.1178. By using the Varah bound for A, we get ‖A−1‖∞10. Formula (9) for each
S ∈F(A) gives different bounds for ‖A−1‖∞ as shown in the following table:
S max
i∈S,j∈S
|aii |−rSi (A)+rSj (A)
(|aii |−rSi (A))(|ajj |−rSj (A))−rSi (A)rSj (A)
{2} 0.4471
{3} 0.3398
{4} 1.713
{2, 3} 0.197
{2, 4} 0.3556
{3, 4} 0.2689
{2, 3, 4} 0.1607
Therefore, the sharpest bound, given by (16), is
‖A−1‖∞0.1607.
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If we need arbitrary improvement of the Varah bound, we should take S ∈ F(A) such that S (or S) is singleton,
because in that case we take
max
i∈S,j∈S
|aii | − rSi (A) + rSj (A)
(|aii | − rSi (A))(|ajj | − rSj (A)) − rSi (A)rSj (A)
over the least number of pairs of indices.
4. Iterative bounds for SDD and S-SDD matrices
Let A = [aij ] ∈ Cn×n, n2, be an SDD matrix and let v(A) denote the Varah bound for ‖A−1‖∞,
v(A) = 1
mini∈N(|aii | − ri(A)) .
Suppose we are given an SDD matrix A0 and we need to ﬁnd the sharpest bound for ‖A−10 ‖∞. If we apply (16) on A0,
we shall get that
min
S∈F(A0)
⎛
⎝ max
i∈S,j∈S
|a0ii | − rSi (A0) + rSj (A0)
(|a0ii | − rSi (A0))(|a0jj | − rSj (A0)) − rSi (A0)rSj (A0)
⎞
⎠
is attained for some S0 ∈F(A0). Let us now determine 0 ∈ (BS01 , 1] for which
sup
∈(BS01 ,1]
(
min
i∈N 
0
i ()
)
is attained. Let as denote A1 =A0D0, where D0 = diag(0, . . . , 0︸ ︷︷ ︸
S0
, 1, . . . , 1︸ ︷︷ ︸
S0
). That is again SDD matrix. We repeat the
same procedure on A1 and get the next SDD matrix A2 = A1D1, and so on. We get a matrix sequence
A0, A1, A2, . . . , An, . . .
(if for some k ∈ N0 it happens that Ak is uniformly SDD, i.e., J (Ak) = N , then Ak = Ak+1 = · · · = Ak+n = · · ·).
We have that
‖A−10 ‖∞‖A−11 ‖∞‖A−12 ‖∞ · · · ‖A−1n ‖∞ · · · . (21)
Let us associate the numerical sequence {v(An)}n∈N0 to the matrix sequence {An}n∈N0 . Since ‖A−1n ‖∞v(An), for
every n ∈ N0, from (21) we get that
‖A−10 ‖∞v(An), (22)
for every n ∈ N0. It can easily be shown that the sequence {v(An)}n∈N0 is monotonously decreasing i.e.,
v(A0)v(A1)v(A2) · · · v(An) · · · (23)
(it is strictly decreasing as long as it does not encounter uniformly SDD matrix Ak , when it becomes stationary).
We see that in every new iteration we get sharper bound for ‖A−10 ‖∞.
Now suppose we are given a non-SDD matrix A0, which is anS-SDD, and we need to ﬁnd the sharpest bound for
‖A−10 ‖∞. If we apply (15) on A0, we shall get that
min
S∈S(A0)
⎛
⎝ max
i∈S,j∈S
|a0ii | − rSi (A0) + rSj (A0)
(|a0ii | − rSi (A0))(|a0jj | − rSj (A0)) − rSi (A0)rSj (A0)
⎞
⎠
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is attained for some S0 ∈S(A0). Let us now determine 0 ∈ (BS01 , BS02 ) for which
sup
∈(BS01 ,B
S0
2 )
(
min
i∈N 
0
i ()
)
is attained. Let as denote A1 = A0D0, where D0 = diag(0, . . . , 0︸ ︷︷ ︸
S0
, 1, . . . , 1︸ ︷︷ ︸
S0
). We have that A1 is an SDD matrix,
therefore we can apply on it iterative procedure for SDD matrices, described above.
5. Open problems
Weshall conclude this paperwith someopenquestions related to iterative bounds for‖A−10 ‖∞. Sequence {v(An)}n∈N0
is monotonously decreasing and bounded from below by ‖A−10 ‖∞. Therefore, it is convergent and from (22) we have
that
‖A−10 ‖∞ limn→∞ v(An).
However, the limit is unknown. Is it maybe the Varga bound (19), i.e.,
lim
n→∞ v(An) = ‖M
−1(A0)‖?
The other question is whether the matrix sequence {An}n∈N0 is convergent and what is the limit in the case. Is it maybe
the optimal matrix from [8], i.e.,
lim
n→∞ An = A0 · diag(u
0
1, u
0
2, . . . , u
0
n)?
where u0 = [u01, u02, . . . , u0n]T is given by
u0 = M
−1(A0)z
‖M−1(A0)z‖∞
for z = [1, 1, . . . , 1]T.
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