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We prove a strong lower bound on the number of rounds of message exchange 
required to achieve simultaneity (i.e., action in the same round) in certain syn- 
chronous fault-tolerant distributed systems. Specifically, our bound holds for any 
randomized protocol which solves either the simultaneous agreement problem or 
the distributed tiring squad problem. It is known that any protocol that solves 
either of these problems and that is resilient to t processor faults has at least one 
execution that lasts at least I + 1 rounds. We strengthen that bound by showing 
that all normal executions of such a protocol last at least I + 1 rounds. The restric- 
tion to normal executions is a technical one that excludes certain executions in 
which a fortuitous pattern of processor faults enables early termination. The lower 
bounds proved in this paper contrast with known protocols that achieve agreement 
on a value (without simultaneity) in fewer than t + 1 rounds in some normal execu- 
tions. Our results are proved for randomized protocols, for a benign failure model 
(crash faults), and for a weak adversary. They apply a fortiori to deterministic 
protocols, more malicious failure models, and stronger adversaries. 0 1991 Academic 
Press, Inc. 
1. INTRODUCTION 
We prove a strong lower bound on the number of rounds of communica- 
tion that any randomized protocol requires to solve either the simultaneous 
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agreement problem or the distributed firing squad problem. We prove our 
lower bound for a benign fault model, the crash fault model. Thus the 
bound also holds for more malicious fault models. In the crash fault model 
a faulty processor follows its protocol correctly for some time. Then, it 
stops completely (i.e., crashes) and sends no more messages. A correct 
processor follows its protocol thoughout an execution. 
In this paper we only consider synchronous systems with reliable com- 
munication. A synchronous system is one in which communication takes 
place in a series of rounds. In each round each processor sends messages, 
receives all of the messages sent to it, and acts on the messages received. 
We only consider protocols which are designed to operate in a system of 
processors that communicate via a fully connected reliable message system. 
For some fixed t, we require that a protocol work correctly in any execu- 
tion with at most t faulty processors. The protocol may produce arbitrary 
results in any excecution with more than t faulty processors. 
For the problems that we consider it is known that any protocol that 
solves the problem has at least one execution that lasts at least t + 1 
rounds. In this paper we strengthen that bound by showing that all normal 
executions of such a protocol last at least t + 1 rounds. An execution of a 
simultaneous agreement protocol is normal if the number of processors 
that crash by the end of round r is at most r for all r E (1, . . . . t 1. For the 
distributed firing squad problem, there is a slightly different definition of a 
normal execution. We give this definition in Subsection 3.2. 
Our lower bound applies to normal executions only. We believe that this 
limitation does not diminish the importance of our result. An adversary can 
ensure that all executions of a protocol are normal by limiting the rate at 
which processors crash. Our lower bound implies that a protocol can ter- 
minate before round t + 1 only if a large number of processor crashes occur 
early in an execution. One would hope that such a pattern of failures would 
be rare in a reliable fault-tolerant distributed system. Thus, our lower 
bound removes much of the incentive to design protocols that terminate in 
fewer than t + 1 rounds. An important special case of our lower bound is 
that every failure-free execution of a correct protocol must run for at least 
t + 1 rounds. 
Our approach is to prove lower bounds for extremely weak variants of 
the simultaneous agreement problem and the distributed firing squad 
problem. These are the lazy simultaneous weak agreement problem 
(defined in Subsection 2.1 of this paper) and the lazy distributed firing 
squad problem (defined in Subsection 3.1). These weak problem variants 
seem interesting only in the context of lower bounds. For example, each 
can be solved by a protocol that does nothing. The lower bound that we 
prove for weak variants holds a fortiori for stronger variants. It is for these 
stronger variants that one might wish to design a protocol. 
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In order to illustrate a natural application of our lower bounds, we give 
informal definitions of standard variants of the simultaneous agreement 
problem and the distributed firing squad problem. The lower bounds which 
we prove hold afortiori for these problems. 
In the simultaneous agreement problem each processor begins with an 
input chosen from a fixed set I/. The objective is for all of the correct 
processors to agree on one element of V subject to the following four 
conditions. 
Correctness Conditions for the Simultaneous Agreement Problem. 
l Agreement condition: All correct processors that decide reach the 
same decision. 
l Vahdity condition: If all correct processors start the protocol with 
input v then v is the decision of all of the correct processors that decide. 
l Simultaneity condition: If any correct processor decides then all 
correct processors decide in the same round. 
l Termination condition: The probability that all correct processors 
decide by round r tends to 1 as r tends to infinity. 
In the distributed firing squad problem each processor may, at any round, 
receive a request to fire. This request comes from some unspecified source 
outside of the system of processors. We would like all of the correct pro- 
cessors to respond to this request by simultaneously firing (i.e., entering a 
distinguished state). In any protocol that solves this problem the processors 
must satisfy the following three conditions. 
Correctness Conditions for the Distributed Firing Squad Problem. 
l Validity condition: No correct processor fires unless some processor 
receives a request to fire. 
l Simultaneity condition: If any correct processor fires then all correct 
processors fire in the same round. 
l Termination condition: If any correct process-or receives a request to 
fire then the probability that all correct processors fire by round r tends to 
1 as r tends to infinity. 
In this paper we formulate deterministic protocols as a special case of 
randomized protocols. The lower bound that we prove for randomized 
protocols holds a fortiori for deterministic protocols. In the preceding two 
problem statements we gave probabilistic termination conditions. Given 
our model, these conditions suffice for both randomized and deterministic 
protocols; however, if we know that a protocol is deterministic it is 
straightforward to replace the termination condition with an equivalent, 
standard termination condition that makes no mention of probabilities. 
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For example, the equivalent termination condition for the simultaneous 
agreement problem is that all correct processors eventually decide. 
To facilitate the analysis of randomized consensus protocols, it is com- 
monly assumed that there is some measure of independence between the 
failure modes of the system and the random choices of correct processors. 
We capture this assumption by imagining that the selection of which pro- 
cessors are faulty and the behavior of the faulty processors are under the 
control of an adversary that has specified, limited powers. A formal 
description of our adversary appears in Subsection 2.2. We prove our lower 
bound for a weak adversary. This contributes to the strength of the bound. 
The consensus problems for which we obtain a strong lower bound 
require simultaneous (in the same round) action by all correct processors. 
Similar bounds seem to be impossible to obtain for consensus problems 
without a simultaneity requirement. Consider, for example, the eventual 
agreement problem, which is just the simultaneous agreement problem 
without the simultaneity requirement. There are many protocols for this 
problem that terminate in fewer than t + 1 rounds in some normal execu- 
tions; for example, the protocol of Chor and Coan (1985) has normal 
executions that terminate in 2 rounds for all t. We observe the following 
pattern: problems that require simultaneous action by the correct pro- 
cessors take at least t + 1 rounds in all normal executions, but problems 
that merely require agreement on some value have protocols that terminate 
faster in some normal executions. This is why we say that simultaneity is 
harder than agreement. 
The lower bounds of this paper hold only for problems where 
simultaneity is an absolute requirement. If we merely require simultaneity 
with high probability, then termination can be achieved in an expected 
number of rounds less than t + 1. This can be done using known 
randomized agreement protocols and a technique first suggested by 
Rabin (1983). 
We use an assortment of techniques to prove the various lower bounds 
given in this paper. For the lazy simultaneous weak agreement problem 
we use a standard technique (DeMillo, Lynch, and Merritt, 1982; Dolev, 
Reischuk, and Strong, 1990; Dolev and Strong, 1982; Dwork and 
Moses, 1990; Fischer and Lynch, 1982; Lamport and Fischer, 1982; 
Merritt, 1983; Merritt, 1984; Moses and Tuttle, 1988) to give a direct proof 
that there is no deterministic protocol that beats the bound. We then use 
a reduction to show that the bound holds for randomized protocols. 
Specifically, we show that if there is any randomized protocol that beats 
the bound, then there is a deterministic protocol that does the same. We 
prove our lower bound for the distributed firing squad problem by reducing 
the lazy simultaneous weak agreement problem to the lazy distributed firing 
squad problem. We use a different reduction from the one that Coan, 
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Dolev, Dwork, and Stockmeyer (1989) used to show a worst-case lower 
bound for the distributed tiring squad problem. They used a reduction 
suitable for showing worst-case lower bounds. We use a new reduction 
suitable for showing a lower bound on all normal executions. 
There has been a long history of work on lower bounds on the number 
of rounds required to solve various consensus problems in various fault 
models. The earliest lower bounds shown are for worst-case performance. 
Fischer and Lynch (1982) showed that, in the worst case, t + 1 rounds are 
required to solve either the simultaneous or the eventual agreement 
problem in the Byzantine fault model. The lower bound was extended to 
the authenticated Byzantine fault model by DeMillo, Lynch, and Merritt 
(1982) and by Dolev and Strong (1982) and to the failure-by-omission 
fault model by Hadzilacos (1984). It was further extended to the crash fault 
model by Lamport and Fischer (1982). By reducing the agreement problem 
to the distributed firing squad problem, Coan, Dolev, Dwork, and 
Stockmeyer (1989) showed that in the worst case t + 1 rounds are required 
to solve the distributed tiring squad problem. These bounds are tight in the 
sense that there are matching protocols that terminate in t + 1 rounds. 
Nevertheless, the bounds are weak in that they admit the possibility that 
there are many executions that terminate faster. 
Dolev, Reischuk, and Strong (1990) were the first to investigate consen- 
sus protocols that sometimes terminate in fewer than t + 1 rounds. They 
began by distinguishing between simultaneous agreement and eventual 
agreement. For both variants of the agreement problem they parameterized 
the lower bounds by f, the actual number of failures in a given execution 
of an agreement protocol. They showed that for all f~ (0, . . . . t} and for 
every protocol for simultaneous agreement there is at least one execution 
with f failures that lasts for at least t + 1 rounds. They further showed that 
for any fe (0, . . . . r> and for every protocol for eventual agreement there is 
at least one execution with f failures that lasts for at least min( f + 2, t + 1) 
rounds. Their results were for deterministic protocols only. The Dolev, 
Reischuk, and Strong lower bound is for the model with authenticated 
Byzantine faults. Their technique was extended to crash faults by Lamport 
and Fischer (1982). 
In recent work Dwork and Moses (1990) and Moses and Tuttle (1988) 
have used the theory of knowledge (Halpern and Moses, 1990), to develop 
tight bounds on the number of rounds required to solve some consensus 
problems in all (including nonnormal) executions. Each paper restricts its 
attention to deterministic protocols. For deterministic protocols, each of 
the papers subsumes the lower bounds of this paper. The work of Dwork 
and Moses characterizes the crash fault model. The work of Moses and 
Tuttle characterizes various failure-by-omission fault models. Devising tight 
bounds for the Byzantine fault model remains an open question. 
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2. LOWER BOUNDS FOR AGREEMENT 
In this section we develop a strong lower bound on the number of 
rounds that a randomized protocol requires to solve the lazy simultaneous 
weak agreement problem. We begin in Subsection 2.1 by defining this 
problem. In Subsection 2.2 we give the formal model in which this problem 
is solved. In Subsection 2.3 we review the known lower bound for deter- 
ministic protocols. Finally, in Subsection 2.4 we prove our lower bound for 
randomized protocols by showing that the existence of a randomized 
protocol that beats the bound implies the existence of a deterministic 
protocol that does the same. 
2.1. The Problem 
The lazy simultaneous weak agreement problem differs from the 
simultaneous agreement problem only in that the termination condition is 
deleted (making the problem lazy) and the validity condition is relaxed 
(making the problem weak). A protocol for this problem is run by a dis- 
tributed system of n processors, at most t of which may be faulty. Each 
processor starts the protocol with an input value u from a fixed set V of 
legal inputs. Each processor may, at some point during the execution of the 
protocol, irrevocably decide on an element of V as its answer. There are 
three conditions that the processors must satisfy. 
Correctness Conditions for the Lazy Simultaneous Weak Agreement 
Problem. 
l Agreement condition: All correct processors that decide reach the 
same decision. 
l Validity condition: If all processors are correct and start the 
protocol with input v, then v is the decision of all of the correct processors 
that decide. 
l Simultaneity condition: If any correct processor decides then all 
correct processors decide in the same round. 
2.2. The Model 
We model an agreement protocol as a synchronous system of automata. 
Throughout this paper we let n be the number of processors in the system, 
we let N= { 1, . . . . n}, and we let t < n - 2 be an upper bound on the number 
of processor faults that a protocol need tolerate. A protocol B is described 
by the following. 
l D is the set of possible outcomes from the random choice 
performed by each processor each round. 
l V is the input set. 
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l Q is the set of processor states for running (i.e., not crashed) 
processors. The state of a crashed processor is CRASHED $ Q. 
l qOE Q is the initial state in which each processor begins the 
protocol. 
0. M is the set of messages that can be sent by a running processor. 
The absence of a message (i.e., what is received from a crashed processor) 
is indicated by NULL $ hf. 
l pLptq:9+ xVxDxQ + 44, for (p, q) E N2, is the message genera- 
tion function for messages sent from running processor p to processor q. It 
is total function. (4 + denotes the set of positive integers.) The first compo- 
nent of the domain of pLp,s is the current round number. The second is the 
input to processor p. The third is the current local random choice of 
processor p. The fourth is the current state of processor p. 
l c?,: (MU {NULL))" + Q, for p E N, is the state transition function 
for processor p. It is a total function. (The prior state of processor p is 
omitted from the domain of 6, because it would be redundant. Processor p 
can send any required information in a message to itself.) 
l yp: Q + (UNDECIDED} u V, for p E N, is the decision function for 
processor p. It is a total function. In the range of y,, an element of V 
denotes a possible decision and UNDECIDED denotes the absence of a 
decision. 
Each processor starts an execution of protocol 9 in the initial state qO. 
The execution consists of a series of rounds. In each round each running 
processor makes a local random choice, sends messages to all processors, 
receives all messages sent to it this round, and makes a local state change. 
We assume ordered sending: the ith message sent by any running processor 
in any round is sent to processor i. In any execution of protocol 9 a 
correct processor behaves according to its transition rules during the entire 
execution. A faulty processor behaves according to its transition rules 
during some prefix of the execution, then it stops sending messages. The 
messages sent by a running processor depend on the current round, on its 
input, on its current local random choice, and on its current state. 
For executions we use a succinct representation which contains enough 
information to determine the behavior of every processor in every round. 
Formally, an execution of protocol 9 is a triple (C, Z, H), where C is a 
function from N x 9 + to D, where ZE V”, and where H is a function from 
N x 9 + x N to {SENT, SILENT}. In an execution E we say that C is the 
random-choice history, Z is the input vector, and H is the message history. 
For all r E X+ and for all processors p, the value of C(p, r) is the round 
r random choice of processor p. Z is the vector of inputs to all of the 
processors. For all r E Y+ and for all processors p and q, the value of 
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H(p, r, q) determines whether there is a round r message from processor p 
to processor q. If H( p, r, q) = SILENT then processor p sends no round r 
message to processor q; otherwise, processor p sends the message that is 
specified by its protocol for its current state and current random choice. If 
H(p, r, q) = SENT for all (r, q) E Y+ x N then processor p is correct; 
otherwise, processor p is faulty. 
We impose two constraints on H. First we require that there be at most 
t faulty processors. Second, we model ordered sending with crash faults by 
requiring that, for all (r, r’) E 9+ x 9+ and for all (p, q, q’) E N3, the 
following hold: if H( p, r, q) = SENT and H( p, r’, q’) = SILENT then either 
(l)r<r’ or (2)r=r’ and q<q’. If H(p,r,q)=s~N~ then we say that 
processor p is running for the qth message of round r; otherwise, we say 
that it has crashed by the qth message of round r. If a processor has 
crashed by the last message of round r, then we say that it has crashed by 
round r. 
An execution E= (C, Z, H) is normal if for all r ,< t at most r processors 
crash by round r. 
We now give an inductive definition of the round r state of processor p 
in execution E of protocol 9, which we denote state( p, r, E). Assume that 
E = (C, Z, H) where I= (i, , . . . . i, ). We define state( p, 0, E) = qO and for all 
rE,P+ we define 
state(p, r, E) = 
S,(ml, . . . . 4,) if H( p, r, n) = SENT; 
CRASHED if H(p, r, n)= SILENT, 
where 
pq.,(r, i,, C(q, r), state(q, r - 1, 0) if H(q, r, p) = SENT; 
m4= 
NULL if H(q, r, p) = SILENT. 
Correct processor p decides v in round r of execution E if 
yJstate(p, r, E)) = v and yJstate(p, r’, E)) = UNDECIDED for all r’ < r. The 
running time of an execution is the number of rounds until the last correct 
processor decides. 
When the performance of a randomized consensus protocol is analyzed, 
it is convenient to assume that the selection of which components fail and 
the behavior of the failed components are under the control of an adver- 
sary. Our lower bound is strong because we prove it for an extremely weak 
adversary. Specifically, our adversary selects the message history at the 
start of an execution without ever seeing either the inputs or the random 
choices. In contrast, a stronger adversary might be allowed to base its 
actions on the previous behavior (e.g., random choices) in an execution. 
Because it is weak, our adversary can be modeled as a message history. It 
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should be immediate that for any protocol P?‘, input vector Z, random-choice 
history C, and adversary A there is a unique execution E = (C, Z, A). 
Having defined our adversary, we can now define the expected running 
time of a fixed protocol 8. Let T be a random variable that, for a given 
execution of protocol .P, is the running time of the execution. For a fixed 
adversary A and input vector Z, let the expected value of T, taken over the 
random choices, be denoted E( T,,,). Define the expected running time for 
protocol 9 to be max,,,(E( TA,,)). 
We model deterministic protocols as a special case of randomized 
protocols. Specifically, a protocol is deterministic if IDI = 1, where D is the 
set of possible outcomes from the random choice performed by each 
processor each round. Whenever JDJ = 1 we adopt the convention that 
D = (0). We use 0 to denote the random-choice history that is 0 for all 
processors and for all rounds. 
2.3. The Lower Bound for Deterministic Protocols 
We state, without proof, a lower bound for deterministic protocols. The 
bound is a straightforward extension of a well-known result (DeMillo, 
Lynch, and Merritt, 1982; Dolev, Reischuk, and Strong, 1990; Dolev and 
Strong, 1982; Dwork and Moses, 1990; Fischer and Lynch, 1982; Lamport 
and Fischer, 1982; Merritt, 1983; Merritt, 1984; Moses and Tuttle, 1988). 
Its proof is given in Appendix A. 
THEOREM 1. Let 9 be any deterministic protocol that solves the lazy 
simultaneous weak agreement problem. In any normal execution of 9 no 
correct processor decides before round t + 1. 
2.4. The Lower Bound for Randomized Protocols 
We prove that, for any protocol 9 that solves the lazy simultaneous 
weak agreement problem and for any normal execution E of protocol S, 
no correct processor decides before round t + 1. We do this by showing 
how to transform an arbitrary protocol for the problem into a deter- 
ministic protocol for the same problem. Our transformation preserves the 
existence of normal executions that terminate in fewer than t + 1 rounds. 
We define a function c( that, given an arbitrary protocol for the lazy 
simultaneous weak agreement problem and an arbitrary random-choice 
history, produces a deterministic protocol for the lazy simultaneous weak 
agreement problem. Let protocol 9 = (D, V, Q, qo, M, p, 6, y) be an 
arbitrary lazy simultaneous weak agreement protocol and let C be an 
arbitrary random-choice history. We define a(P, C) to be the protocol 
C{O>, K Q, qo, M, P’, 4 ~1, where &Jr, ~~0, s) =~~,&r, 0, C(P, r), s) for all 
(P, q)EN*. 
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LEMMA 2. Let 9 = (D, V, Q, qo, M, p, 6, y) be any protocol that solves 
the lazy simultaneous weak agreement problem, let C be an arbitrary 
random-choice history, and let 8’= a(9, C). Let E’ = (0, (i,, . . . . i,), H) be 
any execution of protocol 9’. If E = (C, (i ,, . . . . i,), H) is an execution of 
protocol 8, then state(p, r, E’) = state(p, r, E) for all (p, r) E N x { 0, 1, . . . }. 
Proof: Suppose that 9’ = ({0}, V, Q, qo, M, p’, 6, y). The proof is by 
induction on r. 
Basis (r = 0): It is immediate that state( p, 0, E’) = q. = state( p, 0, E). 
Induction : If processor p crashes by round r in message history H then 
it is immediate that state(p, r, E’) = CRASHED = state(p, r, E). So, for the 
remainder of the proof we suppose that processor p does not crash by 
round r. Thus H(p, r, n) = SENT. 
For all (q, s) E N2, let 
mb,, = 
&Jr, i,, O(q, r), StWq, r - 1, E’)) if H(q, r, s) = SENT; 
NULL if H(q, r, s)= SILENT, 
and let 
ru&, i,, C(q, r), stateta r- 1, E)) if 
qs = 
H(q, r, s) = SENT; 
NULL if H(q, r, s)= SILENT. 
We claim that mb,, = rnqTs for all (q, s) E N2. If H(q, r, S) = SILENT then it 
is immediate that the claim is true. If H(q, r, s) = SENT then we calculate 
that 
mi,s =&Jr, i,, O(q, r), state(q, r - 1, E’)) 
= pLq,Ar, i,, C(q, r), state(q, r - 1, ~9) 
= m,,. 
Having proved the claim that mb,s = m4,s for all (q, s) E N2, we now con- 
clude the induction step by calculating that 
state(p, r, E’) = 6,(m;,,, . . . . m;,,) 
= ~,(m~,,~ . . . . m,.) 
= state(p, r, E). 1 
THEOREM 3. Let 9 be any protocol that solves the lazy simultaneous 
weak agreement problem and let C be an arbitrary random-choice history. If 
8’ = a(9, C) then protocol 9’ solves the lazy simultaneous weak agreement 
problem. 
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Proof The proof is by contradiction. Suppose that protocol 8’ does 
not solve the lazy simultaneous weak agreement problem. Then there is 
some execution E = (0, Z, H) of protocol 8’ for which some correctness 
condition is violated. By Lemma 2, the same correctness condition is 
violated in execution (C, Z, H) of protocol 8. This contradicts the assump- 
tion that protocol 9 solves the lazy simultaneous weak agreement 
problem. 1 
LEMMA 4. Let 9 be any protocol that solves the lazy simultaneous weak 
agreement problem. Let E = (C, Z, H) be any normal execution of protocol 9 
in which the correct processors decide in some round r. Zf 9’ = a(9, C) then 
E’ = (0, Z, H) is a normal execution of protocol 8’ in which the correct 
processors decide by round r. 
Proof. By assumption, execution E is normal. Executions E and E’ 
have identical message histories. Therefore, execution E’ is normal. 
Having shown that execution E’ is normal, we now show that all correct 
processors decide by round r in execution E’. By assumption, the correct 
processors decide by round r in execution E. By Lemma 2 and the fact that 
protocols B and 8’ have identical decision functions, correct processors 
decide in the same round in these two protocols. Therefore, the correct 
processors decide by round r in execution E’ of protocol 9”. 1 
THEOREM 5. Let 9 be any protocol that solves the lazy simultaneous 
weak agreement problem. Let E be any normal execution of protocol 8. The 
earliest round in which the correct processors can decide in execution E is 
round t + 1. 
Proof. The proof is by contradiction. Suppose that the correct pro- 
cessors decide before round t + 1 in execution E of protocol 8. Suppose 
E = (C, Z, H). Let 9’ = a(Y’, C). Protocol 9’ solves the lazy simultaneous 
weak agreement problem by Theorem 3. By Lemma4, there is some 
normal execution of protocol g’ in which the correct processors decide 
before round t + 1. By Theorem 1, such an execution is impossible, con- 
tradiction. 1 
It is an immediate corollary of Theorem 5 that t + 1 is a lower bound on 
the expected number of rounds required to solve the lazy simultaneous 
weak agreeement problem. 
3. LOWER BOUNDS FOR DISTRIBUTED FIRING SQUAD 
We develop a strong lower bound on the number of rounds required to 
solve the lazy distributed firing squad problem. In Subsection 3.1 we give 
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the correctness conditions for the lazy distributed firing squad problem. In 
Subsection 3.2 we give the formal model in which the lazy distributed firing 
squad problem is solved. In Subsection 3.3 we prove our lower bound on 
the number of rounds required to solve the lazy distributed firing squad 
problem. Our proof is by reducing the lazy distributed firing squad 
problem to the lazy simultaneous weak agreement problem. 
It is common (Burns and Lynch, 1987; Coan, Dolev, Dwork, and Stock- 
meyer, 1989) to assume that processors that solve the distributed firing 
squad problem have no access to a global clock. We prove our lower 
bound for a system of processors that have access to a reliable global clock 
that indicates the current round number. This more powerful model 
strengthens our lower bound. 
3.1. The Problem 
A protocol for the lazy distributed firing squad problem is run by a dis- 
tributed system of n processors, at most t of which may be faulty. Each 
processor may receive one or more request to fire during the execution of 
a protocol. Each correct processor may fire at any point during the execu- 
tion of the protocol. There are two conditions that the correct processors 
must satisfy. 
Correctness Conditions for the Lazy Distributed Firing Squad Problem. 
l Validity condition: No correct processor fires unless some processor 
receives a request to fire. 
l Simultaneity condition: If any correct processor fires then all correct 
processors fire in the same round. 
3.2. The Model 
We model a distributed firing squad protocol as a synchronous system 
of automata. We continue to follow the convention that n is the number of 
processors in the system, N= { 1, . . . . n }, and t < n - 2 is an upper bound on 
the number of processor faults that a protocol need tolerate. A protocol 9 
is described by the following. 
l D is the set of possible outcomes from the random choice 
performed by each processor each round. 
l Q is the set of processor states for running processors. The state of 
a crashed processor is CRASHED # Q. 
l qoE Q is the initial state in which each processor begins the 
protocol. 
l M is the set of messages that can be sent by a running processor. The 
absence of a message (i.e., what is received from a crashed processor) is 
indicated by NULL 4 hf. 
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l P~,,:~+x(IDLE, REQUEST}XDXQ-+M, for (p,q)~N~, is the 
message generation function for messages sent from running processor p to 
processor q. It is a total function. The first component of the domain of pP,4 
is the current round number. The second is equal to REQUEST if processor 
p receives a request in the current round and IDLE otherwise. The third is 
the current local random choice of processor p. The fourth is the current 
state of processor p. 
l 6,: (MU {NULL})" -+ Q, for p E N, is the state transition function 
for processor p. It is a total function. 
l yp: Q + {UNDECIDED, FIRE}, for p E N, is the decision function for 
processor p. It is a total function. In the range of yP a decision to fire is 
denoted FIRE and the absence of such a decision is denoted UNDECIDED. 
Each processor starts an execution of protocol 9 in the initial state qO. 
The execution consists of a series of rounds. In each round each running 
processor makes a local random choice, possibly receives a request to fire, 
sends messages to all processors, receives all message sent to it this round, 
and makes a local state change. In any execution of protocol 9 a correct pro- 
cessor behaves according to its transition rules during the entire execution. 
A faulty processor behaves according to its transition rules during some 
prefix of the execution, then it stops sending messages. The messages sent 
by a running processor depend on the current round, on the presence or 
absence of a requiest to fire, on its current random choice, and on its 
current state. 
For executions we use a succinct representation which contains enough 
information to determine the behavior of every processor in every round. 
Formally, an execution of protocol 9 is a triple (C, W, H), where C is a 
function from N x 9 + to B, where W is a function from N x 9 + to {IDLE, 
REQUEST}, and where H is a function from N x 9+ x N to (SILENT, SENT}. 
In an execution E we say that C is the random-choice history, W is the 
request history, and H is the message history. For all r E 3 + and for all pro- 
cessors p, the value of C( p, r) is the round r random choice of processor 
p. For all reY+ and for all processors p, W( p, r) = REQUEST if processor 
p receives a request to fire in round r and W(p, r) = IDLE otherwise. 
Message histories for distributed firing squad protocols are identical to 
message histories for agreement protocols as described in Subsection 2.2. 
We use the same terminology and impose the same restrictions. 
In execution E = (C, W, H), round I b 1 is quiescent if W( p, r) = IDLE for 
all (p, r) E N x ( 1, . . . . I}. For any 13 0 execution E = (C, W: H) is Z-normal 
if for all r E { 1+ 1, . . . . 1+ t } at most r - I processors crash by round r and 
either 1= 0 or round I is quiescent and no processor crashes by round 1. 
Execution E is normal if it is Z-normal for some 1. Intuitively an Z-normal 
execution consists of I rounds in which nothing interesting happens 
643’91 ‘Z-5 
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followed by a suffix execution analogous to the normal executions defined 
for agreement. 
We now give an inductive definition of the round r state of processor p 
in execution E = (C, W, H) of protocol 9, which we denote state( p, r, E). 
We define state(p, 0, E) = q. and for all r E 9 + we define 
state(p, r, El = 
$A% --A? m,> if H( p, r, FZ) = SENT; 
CRASHED if H( p, r, n) = SILENT, 
where 
m = PLq,p(rr w(q, r), c(q, r), state(q, r - 1, E)) if ff(q, r, P) = SENT; 
4 NULL if H( q, r, p) = SILENT. 
A correct processor p fires in round r of execution E if 
y,(state( p, r, E)) = FIRE and y,(state(p, r’, E)) = UNDECIDED for all r’ < r. 
We measure the running time of an execution of a randomized distributed 
firing squad protocol as the number of rounds that elapse until the last 
correct processor fires. 
Our adversary and our method of calculating the expected cost of a dis- 
tributed firing squad protocol are the obvious analogues of the adversary 
and method given for agreement protocols at the end of Subsection 2.2. We 
model deterministic distributed firing squad protocols in the same way that 
we modeled deterministic agreement protocols. 
3.3. The Lower Bound 
In this subsection we prove that all Z-normal executions of a lazy 
distributed firing squad protocol take at least I+ t + 1 rounds. We do this 
by reducing the lazy simultaneous weak agreement problem to the lazy 
distributed firing squad problem. We use a different reduction from the one 
that Coan, Dolev, Dwork, and Stockmeyer (1989) used to show worst-case 
bounds for the distributed firing squad problem. Using our new reduction, 
we prove that if there is any I-normal execution of a lazy distributed firing 
squad protocol in which the correct processors tire before round i+ t + 1 
then there is a normal execution of a lazy simultaneous weak agreement 
protocol in which all correct processors decide before round t + 1. Because 
there are no normal executions of a lazy simultaneous weak agreement 
protocol in which the correct processors decide before round t + 1 
(Theorem 5), we conclude that there are no I-normal executions of a lazy 
distributed firing squad protocol in which the correct processors decide 
before round I + t + 1. 
We begin with an informal description of our reduction. We use an 
arbitrary lazy distributed firing squad protocol 9 as a basis for con- 
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strutting a lazy simultaneous weak agreement protocol Y. Protocol S’ has 
input set { 1,2}. In protocol 8’ two copies of protocol B are run in 
parallel. One copy corresponds to input 1, and the other corresponds to 
input 2. In protocol 9’ an arbitrary processor p decides in the earliest 
round in which it would tire in either of the simulated copies of 9’. If one 
copy of B fires first then processor p decides on the value that corresponds 
to that copy. If both copies fire together then processor p decides 1. There 
are two components to each random choice made by processor p in 
protocol 9’. One component is used to provide random choices to the two 
simulated copies of 9’. The other component is used to provide requests to 
fire to the simulated copy of B that corresponds to the input to processor 
p. Processor p gives no requests to the other simulated copy of 8. A formal 
description of this reduction follows. 
We define a function p that, given an arbitrary protocol for the 
lazy distributed firing squad problem, produces a protocol for the 
lazy simultaneous weak agreement problem. Let protocol Y= 
(D, Q, qo, M, p, 6, y) be a arbitrary lazy distributed firing squad protocol. 
We define /I(,??‘) to be the protocol (D’, I/‘, Q’, qb, M’, p’, 6’, y’), which is 
given by the following. 
l D’ = {IDLE, REQUEST) x D. An element of D’ is denoted [b, c] where 
b E {IDLE, REQUEST} and where c E D. The first component of D’ is used to 
simulate requests to protocol 9 and the second is used to simulate the 
random choices made in 9’. 
l V’={1,2}. 
l Q’= Q’. An element of Q’ is denoted [ql, q2] where q1 E Q and 
where q2 E Q. 
l 4b= Ch 401. 
l h4’ = M2. An element of M’ is denoted [m, , rnZ] where m, E M and 
where m,EM. 
l &, is detined 
where wi = b if i = u and wi = IDLE otherwise. The role played by wi is to 
provide requests to the one simulated copy of protocol B that corresponds 
to the input to processor p and to block requests to the other simulated 
copy of 9. 
l Sk is defined as 
$(Cm,, 41, . . . . Cm,, m;l) = C6,h, . . . . m,), 6,(4, . . . . miJ1, 
where, in the domain of Sb, we identify NULL with [NULL, NULL]. 
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l $, is defined as 
where we follow the convention that min @ = UNDECIDED. 
We define two functions, first and second. For any lazy distributed firing 
squad protocol 9, these functions yield executions of 9 when given an 
execution of the protocol p(P). In Lemma 6 we will use these functions to 
characterize the relationship between executions of the protocol 9 and 
executions of the protocol B(S). Let 9 = (D, Q, qO, A4, p, 6, y) be any 
protocol that solves the lazy distributed firing squad problem, let 
B’= /3(Y)), and let E’= (C’, (i,, . . . . i,), H) be any execution of protocol 
$9”. Recall that C’ is a function from N x Ya+ to {IDLE, REQUEST) x D. 
Let B:Nx9+ + {IDLE, REQUEST} and C: N x Y+ + D be chosen so that 
C’ is the cross product of the two functions B and C. Thus 
C’(p,r)=[B(p,r),C(p,r)] forall (p,r)eNxY+. ForalljE{1,2} let W, 
be the request history 
if ip = j; 
otherwise. 
We define lirst(E’) = (C, W,, H) and second(E’) = (C, W,, H). 
LEMMA 6. Let 9 = (D, Q, qO, A4, p, 6, y) be any protocol that solves 
the lazy distributed firing squad problem, let 9’ =/3(g), and let 
E’=(C’, (i,, . . . . i,), H) be any execution of protocol P”. If E, =lirst(E’) 
and E, = second(E’), then for all ( p, r) E N x (0, 1, . . . } 
state( p, r, E’) 
Cstate(p, r, E,), state(p, r, WI = 
i 
ifr = 0 or H( p, r, n) = SENT; 
CRASHED otherwise. 
Proof: Suppose that 9’ = (D’, V’, Q’, qb, M’, p’, 8, y’). The proof is by 
induction on r. 
Basis (r = 0): We calculate that 
state(p, 0, E’) = Cqo, sol 
= [state( p, 0, E,), state( p, 0, E2)]. 
Induction: If processor p crashes by round r in message history H then 
it is immediate that state( p, r, E’) = CRASHED. So, for the remainder of the 
proof we suppose that processor p does not crash by round r. Thus 
H(p, r, n) = SENT. 
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For all (q, s, j) E N2 x { 1, 21, let 
if H(q, r, s) = SENT; 
m q‘s = 
&Jr, i,, C’(q, r), state(q, r - 1, E’)) 
NULL if ff(q, r, S) = SILENT, 
and let 
mi _ ~Jr, w,(q, r), C(q, r), state(q, Y - 1, Ej)) if H(q, r, S) = SENT; 
4,s - NULL if H(q, Y, S) = SILENT. 
We claim that mq,s= Cm:<,, m;,,] for all (q, S) E N2. If H(q, r, S) = SILENT 
then it is immediate that the claim is true. If H(q, r, s) = SENT then (using 
Lemma 6 and the definitions of my,*, rnh,$, mi,,, B, and C) we calculate 
that 
m y,s = &Jr, i,, c’(q, r), state(q, r - 1, E’)) 
= &Jr, i,, CWq, r), C(q, r)l, CstaWq, r - 1, E, h StWq, r - 1, E2)1) 
= CpqJr, W,(q, r), C(q, r), state(q, r - 1, El)), 
cLg.Ar, W2(q, rh Cfq, r), state(q, r - 1, &))I 
= Cm:,,, m&l. 
Having proved the claim that mq,S= [m: s, m: ,] for all (q, s) E N2, we 
now conclude the induction step by calculating that 
state(p, r, E’) = &(m,,,, . . . . m,,,) 
=&(Cmi,,, 4.J~ -., [mL.p, mi,,l1 
= [&Am:.,, .-, mi,,), ~,(mf,,, . . . . m,Z,,)l 
= CstWp, r, El), state(p, r, E2)1. I 
THEOREM 7. Let 9 = (D, Q, qo, A4, p, S, y) be any protocol that solves 
the lazy distributed firing squad problem. If 9”’ = /l(9), then the protocol 8’ 
solves the lazy simultaneous weak agreement problem. 
Proof. Suppose that 9’ = (D’, V’, Q’, qb, M’, $, 8, y’). We show that 
the agreement, simultaneity, and validity conditions are satisfied. 
Agreement and simultaneity conditions: Say that correct processor 
p decides v in round r of execution E’ of protocol 9’. Let 
E, = first(E’) and let E, = second(E’). By Lemma 6, state(q, r, E’) = 
[state(q, r, E,), state(q, r, E,)] for all correct processors q. It is immediate 
from the definition of decides that y’Jstate(p, r, E’)) = v and that 
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yb(state(p, r', E')) = UNDECIDED for all r’ E ( 1, . . . . r - 1 }. Using the defini- 
tion of y’, we observe that 
y,(state( p, r, E,))= FIRE, 
y,(state( p, r’, Ej)) = UNDECIDED for all (r’, j) E { 1, . . . . r - 1 } x { 1, 2}, 
and 
if u = 2 then y,(state( p, r, E, )) = UNDECIDED. 
By the simultaneity condition satisfied by protocol 9 we have, for all 
correct processors q 
y,(state(q, r, E")) = FIRE, 
y,(state(q, r’, &)) = UNDECIDED for all (r’, j) E { 1, . . . . r - 1 } x { 1, 2 >, 
and 
if u = 2 then y,(state(q, r, E,)) = UNDECIDED. 
Let q be any processor that is correct in execution E’. Using the definition 
of y’, we have that yk(state(q, r, E’)) = v and that yb(state(q, r’, E’)) = 
UNDECIDED for all r’ E { 1, . . . . r - 1 }. Thus any correct processor decides v in 
round r of execution E’. 
Validity condition: Say that all processors are correct and that all pro- 
cessors start execution E’ of protocol 9’ with input u. There are two cases. 
Either u = 1 or u = 2. We argue the case when o = 1. The other case is 
similar. Let El =tirst(E’) and let E, = second(E’). By Lemma 6, 
state(p, r, E’) = [state(p, r, E,), state@, r, E,)] for all p E N. By the detini- 
tion of the function second and by the choice of input in the execution E’, 
no processor ever receives a request to tire in execution E2. Thus 
y,(state(p, r, E2)) = UNDECIDED for all (p, r) E N x f +. From the definition 
of y’ we have that yb(state(p, r, E')) E (UNDECIDED, 1) for all (p, r) E 
Nx 9+. Thus the decision of all of the processors that decide is 1. 1 
LEMMA 8. Let 9 be any protocol that solves the lazy distributed firing 
squad problem. Let E = (C, W, H) be any normal execution of protocol 9 in 
which the correct processors fire in some round r. Zf 9’ = p(9) then there is 
some normal execution E’ of protocol 8’ in which the correct processors 
decide by round r. 
Proof: This proof is in two parts. First we construct the execution E’. 
Second we show that it has the desired properties. 
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Construction of the execution E’: We specify that E’= 
(C’, (1, 1, ..*, 1 ), H) where the random-choice history C’ is defined to be 
C’(p, r’)= [W(p, r’), C(p, r’)] for all (p, r’)~Nx#+. 
Verzfication that the execution E’ has the desired properties: We now 
show that execution E’ is normal and that all correct processors decide by 
round r in execution E’. 
Executions E and E’ have the same message histories. Execution E is a 
normal execution of a lazy distributed firing squad protocol. The following 
property follows from the definitions of normal executions of lazy dis- 
tributed firing squad and randomized simultaneous agreement protocols: if 
H’ is the message history of any normal execution of a lazy distributed 
tiring squad protocol then any execution of a randomized simultaneous 
agreement protocol with message history H’ is normal. Thus execution E’ 
is normal. 
Having shown that execution E’ is normal, we now show that all correct 
processors decide by round r in execution E’. For all p E N let yP be 
the decision function used by processor p in protocol 9 and let yb 
be the decision function used by processor p in protocol 9’. Note 
that E = first(E’). Let F = second(E’). By Lemma 6, state(p, T, E’) = 
[state(p, I, E), state(p, r, F)]. By assumption, the correct processors fire 
in round r in execution E. Thus, y,(state( p, r, E)) = FIRE. We have that 
yb[(state(p, r, E), state( p, r, F)]) = 1, by the definition of y’. Therefore, the 
correct processors decide by round r in execution E’ of protocol 9’. 1 
LEMMA 9. If there is a protocol B that solves the lazy distributed firing 
squad problem and that has an l-normal execution E in which all correct 
processors fire in round r, then there is a protocol 9’ that solves the lazy 
distributed firing squad problem and that has a Q-normal execution E’ in 
which all correct processors fire in round r - 1. 
Proof The protocol 9” is only slightly different from the protocol 9; it 
is constructed from 9 by having each processor p start in the state 
state( p, Z, E) rather than in the sate qO. (We overcome the technical 
obstacle that our model requires that all n processors start in the same state 
by encoding the new start states in the message generation functions of 
protocol P’.) For all r, in protocol 9’ each processor sends the messages 
that it would send in round r + 1 of protocol 9. That is, if protocol 9 uses 
the message generation function p&r, w, c, s), then protocol 8’ uses the 
message generation function &Jr, w, c, S) = pr,Jr + 1, w, c, s). No other 
change is required. 
The proof that protocol 9’ solves the lazy distributed firing squad 
problem is straightforward and is omitted. The execution E’ is constructed 
from the execution E simply by discarding the first f rounds of the random- 
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choice history, the request history, and the message history. Removing I 
quiescent rounds from the start of an I-normal execution in this way 
produces a O-normal execution. Thus execution E’ is O-normal. It is 
straightforward to show by induction on Y that state(p, Y’, E’) = 
state( p, I + Y’, E) for all (p, r’) EN x .f +. No processors fire in quiescent 
rounds of execution E by the validity condition satisfied by protocol 9. 
Thus, if the correct processors fire in round r in execution E then they fire 
in round r-1 in execution E’. 1 
THEOREM 10. Let 9 he any protocol that solves the lazy distributed 
firing squad problem. If E is any l-normal execution of protocol 9, then the 
earliest round in which the correct processors can fire in execution E is round 
I+t+l. 
ProoJ The proof is by contradiction. Suppose that the correct pro- 
cessors fire before round I + t + 1 in execution E of protocol 9. By 
Lemma 9, there is a protocol 9’ that solves the lazy distributed firing 
squad problem and that has a O-normal execution E’ in which the correct 
processors fire before round t + 1. 
Let 9” = /?(g’). Protocol 9” solves the lazy simultaneous weak agree- 
ment problem by Theorem 7. By Lemma 8, there is some normal execution 
of protocol 9” in which the correct processors decide before round t + 1. 
By Theorem 5, such an execution is impossible, contradiction. 1 
It is an immediate corollary of Theorem 10 that t + 1 is a lower bound 
on the expected number of rounds required to solve the lazy distributed 
firing squad problem. 
4. TABULATION OF KNOWN BOUNDS 
We tabulate the known upper and lower bounds on rounds for various 
consensus problems. The variables used in the tables are n, the number of 
processors; t, a bound on the number of faults; andf, the number of faults 
that actually occur. We consider the distributed firing squad problem, the 
simultaneous agreement problem, and the eventual agreement problem. 
For each problem we consider a worst-case bound, a worst-case bound 
parameterized by f, and a bound on the expected number of rounds 
required by a randomized protocol. The lower bounds are in the crash fault 
model; the upper bounds are in the Byzantine fault model. For the agree- 
ment problems, the lower bounds assume weak agreement and the upper 
bounds assume strong agreement. 
Lower bounds are given in Table 1. These bounds are for the crash fault 
model and therefore also hold for more malicious failure models. Each 
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TABLE 1 
Lower Bounds for Crash Faults 
Distributed 
tiring squad 
problem 
Simultaneous 
agreement 
problem 
Eventual 
agreement 
problem 
Worst-case rounds t+! t+l t+1 
(deterministic) Coan, Dolev, Dwork, Lamport and Lamport and 
andstockmeyer (1989) Fischer (1982) Fischer (1982) 
Worst-case rounds r+l f f l  min(f+2, f  + 1) 
parameterized by f New in this Dolev, Reischuk, Dolev, Reischuk, 
(deterministic) paper. and Strong (1990) and Strong (1990) 
Expected rounds 1+1 t+l - 
(randomized) New in this New in this No non-trivial 
paper. paper. bound is known. 
entry in the table gives a bound and a reference to the paper where the 
bound first appeared. 
Upper bounds (protocols) are given in Table 2 for comparison with the 
lower bounds. The upper bounds are all for the unauthenticated Byzantine 
fault model and therefore also work in more benign fault models. In all but 
two cases, the bounds are tight. In the case of early-stopping eventual 
agreement protocols, Moses and Waarts (1988) have a protocol that 
achieves the lower bound if the number of processors is at least 62 + 1. The 
tabulated protocol works for all n 3 3t + 1. In the case of randomized even- 
tual agreement protocols, there are many protocols that improve on the 
TABLE 2 
Upper Bounds for Unauthenticated Byzantine Faults 
Distributed Simultaneous Eventual 
tiring squad agreement agreement 
problem problem problem 
Worst-case rounds f+l t+l 1+1 
(deterministic) Burns and Lamport, Shostak, Lamport, Shostak, 
Lynch (1987) and Pease (1982) and Pease (1982) 
Worst-case rounds t+l t+l min(2f + 5,2f + 3) 
parameterized by f Burns and Lamport, Shostak, Dolev, Reischuk, 
(deterministic) Lynch (1987) and Pease (1982) and Strong (1990) 
Expected rounds t+l I+1 wrllog n) 
(randomized) Burns and Lamport, Shostak, Chor and Coan (1985) 
Lynch (1987) and Pease (1982) 
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tabulated one for more benign fault models. Protocols exist that achieve 
O(1) rounds if n is G(t*) (Ben-Or, 1985), if only crash faults occur (Chor, 
Merritt, and Shmoys, 1989), or if there is a trusted dealer (Rabin, 1983). 
There is a protocol due to Bracha (1987) that uses cryptography to ter- 
minate in O(log n) rounds. The performance of this protocol was improved 
to O(log log n) rounds by Dwork, Shmoys, and Stockmeyer (1990). 
Another protocol by Dwork, Shmoys, and Stockmeyer uses cryptography 
to terminate in 0( 1) rounds if II is O( t . log t). 
The protocol of Lamport, Shostak, and Pease (1982) is a deterministic 
simultaneous agreement protocol that always terminates in t + 1 rounds. It 
is therefore also a degenerate randomized protocol (in which processors 
ignore their random choices) that terminates in an optimal expected 
number of rounds. Each entry in the table gives a bound and a reference 
to the paper where the bound first appeared. 
APPENDIX A: LOWER BOUNDS FOR DETERMINISTIC AGREEMENT 
We prove Theorem 1, which is a lower bound on the number of rounds 
required by any deterministic protocol for the lazy simultaneous weak 
agreement problem. All executions and protocols in this appendix are 
deterministic. Our proof is in the style developed by Merritt (1984) as 
simplified by Dwork and Moses (1990). 
A.I. Directly Similar Executions and Similar Executions 
We define two useful relations on executions-direct similarity and 
similarity. Recall that t is an upper bound on the number of faulty 
processors. Let E and E’ be executions of some protocol. E is directly 
similar to E’, written E-E’, if there is some processor p such that 
state(p, t, E) = state(p, t, E’), and p is correct in E and E’. Note the special 
role played by round t : two executions are directly similar if they are 
indistinguishable to some correct processor at round I. The relation m is 
symmetric and reflexive. The relation similar, written FZ, is taken to be the 
transitive closure of the relation N. Thus, x is an equivalence relation. 
We now prove three lemmas that establish some basic properties of the 
N relation. In Lemma Al we prove that two executions are directly similar 
if they differ only in the sending of a single round t message (i.e., the 
message is sent in one execution and is not sent in the other). 
LEMMA Al. Let E= (0, I, H) and E’= (0, I, H’) be arbitrary executions. 
Let p and q be arbitrary processors. If the message histories H and H’ are 
identical except that H(p, t, q) = SENT and H’( p, t, q) = SILENT, then E - E’. 
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Proof We claim that state(s, r, E) = state(s, r, E’) for all (s, r)E N x 
(0, . . . . t> - {(p, t), (q, t)}. The proof of the claim is a straightforward 
induction on r and is omitted. 
Processor p is faulty in execution E’. In every execution there are at least 
two correct processors because n > t + 2. So, there must be some processor 
u # q that is correct in execution E’. Any processor that is correct in execu- 
tion E’ is also correct in execution E. Thus processor u is correct in execu- 
tions E and E’. By the claim, state(u, t, E) = state(u, t, E’). Thus EN E’. m 
In Lemma A2 we prove that two executions are directly similar if, for 
some r, they differ only in the sending of a single round r message to some 
processor that crashes (in both executions) before sending any round r + 1 
messages. 
LEMMA A2. Let E = (0, Z, H) and E’ = (0, Z, H’) be arbitrary executions. 
Let YES+. Let p and q be arbitrary processors. Zf H(q, r + 1, 1) = SILENT 
and if the message histories H and H’ are identical except that 
H( p, r, q) = SENT and H’( p, r, q) = SILENT, then EN E’. 
Proof We claim that state(s, r’, E) = state(s, r’, E’) for all (s, r’) E N x 
(0, . ..> - ((p, r), (q, r)>. The proof of the claim is a straightforward 
induction on r’ and is omitted. 
Processors p and q are faulty in execution E’. In every execution there 
is at least one correct processor because n > t + 2. So there must be some 
processor u that is correct in execution E’. Any processor that is correct in 
execution E’ is also correct in execution E. Thus processor u is correct in 
executions E and E’. By the claim, state(u, t, E) = state(u, t, E’). Thus 
E-E’. i 
In Lemma A3 we prove that two executions are directly similar if they 
differ only in the input to some processor that crashes before sending its 
first message. 
LEMMA A3. Let E = (0, Z, H) and E’ = (0, I’, H) be arbitrary executions, 
where Z= (i 1, . . . . i, ) and where I’ = (ii, . . . . i; ). Let p be an arbitrary pro- 
cessor. Zf i, = iJ for all q E N - { p} and if H( p, 1, 1) = SILENT, then EN E’. 
Proof We claim that state(s, r, E) = state(s, r, E’) for all (s, r)E N x 
{ 0, . . . } - (p, 0). The proof of the claim is a straightforward induction on r 
and is omitted. 
Clearly, executions E and E’ have the same set of faulty processors. In 
every execution there is at least one correct processor because n 2 t + 2. So, 
there must be some processor u that is correct in executions E and E’. By 
the claim, state(u, t, E) = state(u, t, E’). Thus E- E’. 8 
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A.2. The Lower Bound 
In this subsection we give a series of lemmas that culminate in our lower 
bound for agreement. Lemma A4 is our key lemma in which we prove that 
two normal executions are similar if they differ only in the sending of a 
single round r E { 1, . . . . t} message (i.e., the message is sent in one execution 
and not in the other) and if no processor ever crashes after sending its last 
round r message. 
LEMMA A4. Let E = (0, I, H) and E’= (0, Z, H’) be arbitrary normal 
executions. Let r 6 { 1, . . . . t }. Let p and q be arbitrary processors. If every 
processor that is faulty in message history H crashes by round r and if the 
message histories H and H’ are identical except that H( p, r, q) = SENT and 
H’( p, r, q) = SILENT, then E z E’. 
ProojI The proof is by reverse induction on r, from r = t to r = 1. 
Basis (r = t): By Lemma Al, E-E’. Thus Ez E’. 
Induction: We make the following definitions. Let 
J(s, r’, u) = 
if r’>r+ 1 ands=q; 
otherwise. 
The message history J is identical to the message history H except that in 
message history J processor q crashes after sending its last round r 
message. Let 
J’(.y, y’, u) = ‘ILENT 
if r’>r+ 1 ands=q; 
H’(s, r’, u) otherwise. 
The message history J’ is identical to the message history H’ except that 
in message history J’ processor q crashes after sending its last round r 
message. Let F= (0, Z, J) and let F’= (0, Z, J’). Observe that F and F’ are 
normal executions. (Both the fact that F and F’ are executions and the fact 
that they are normal are deduced from the following: E and E’ are normal 
executions and r + 1 < t.) Observe that every processor that is faulty in 
message history J crashes by round r + 1 and every processor that is faulty 
in message history J’ crashes by round r + 1. We now calculate 
EzF By repeated application of the induction hypothesis. 
-F’ By Lemma A2. 
%E’ By repeated application of the induction hypothesis. 1 
In Lemma A5 we use Lemmas A3 and A4 to show that two failure-free 
SIMULTANEITYISHARDERTHAN AGREEMENT 229 
normal executions are similar if they differ only in the input to one 
processor. 
LEMMA A5 Let E = (0, Z, H) and E’ = (0, I’, H) be arbitrary normal 
executions where Z= (i, , . . . . i, ) and where I’ = (ii, . . . . ii ). Let p be an 
arbitrary processor. Zf i, = id for all q E N - ( p > and if all processors are 
correct in the message history H, then E = E’. 
Proof We make the following definition. Let 
J(s, r', u) = 
SILENT if s=p; 
SENT otherwise. 
Thus, the message history .Z is identical to the message history H except 
that in message history .Z processor p sends no messages. Let F = (0, Z, J) 
and let F’ = (0, I’, J). We calculate that 
ExF By repeated application of Lemma A4. 
-F’ By Lemma A3. 
%5E’ By repeated application of Lemma A4. 1 
In Lemma A6 we use Lemmas A4 and A5 to prove the surprising result 
that all normal executions are similar. 
LEMMA A6. For all normal executions E = (0, Z, H) and E’ = (0, I’, H’) 
it is the case that E % E’. 
Proof. Let .Z(p, r, q) = SENT for all r E 4 + and for all (p, q) E N’. Let 
F= (0, Z, .Z) and let F’= (0, I’, J). We calculate that 
E c F By repeated application of Lemma A4. 
z F’ By repeated application of Lemma A5. 
z E’ By repeated application of Lemma A4. 1 
THEOREM 1. Let CY be any deterministic protocol that solves the lazy 
simultaneous weak agreement problem. In any normal execution of 9 no 
correct processor decides before round t + 1. 
Proof. The proof is by contradiction. Suppose there is a normal execu- 
tion E = (0, Z, H) of protocol 9 in which some correct processor decides in 
some round r where r < t. By the simultaneity condition satisfied by 8, all 
correct processors decide in round r. By the agreement condition satisfied 
by 9, all correct processors reach the same decision. Without loss of 
generality suppose they all decide 0. 
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Let H’(s, r’, U) = SENT for all r’ E.Y+ and for all (s, U) E IV*. Let 
E’= (0, I’, H’), where I’ is an n-element vector of ones. By the validity 
condition satisfied by protocol 9, no correct processor decides 0 in execu- 
tion E'. By Lemma A6, Ex E'. Thus there is a chain of executions 
E=ElwE2w . . . N Ej= E'. We have already shown that all of the correct 
processors in execution E = E, decide 0 in round r. For all in (2, . . . . j}, it 
follows from the definition of - and from the agreement and simultaneity 
conditions satisfied by protocol 9 that all of the correct processors in 
execution Ei decide 0 in round r. Thus all of the correct processors in E' 
decide 0 in round r, contradiction. 1 
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