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dimensional irreducible Uq(so2n+1) or Uq(so2n)-module
Ce´dric Lecouvey
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Abstract
We describe a simple algorithm for computing the canonical basis of any irreducible finite-
dimensional Uq(so2n+1) or Uq(so2n)-module.
1 Introduction
The quantum algebra Uq(g) associated to a semisimple Lie algebra g is the q-analogue introduced by
Drinfeld and Jimbo of its universal enveloping algebra U(g). Kashiwara [6] and Lusztig [14] have discov-
ered a distinguished basis of U−q (g) which projects onto a global crystal basis (Kashiwara) or canonical
basis (Lusztig) of each simple finite-dimensional Uq(g)-module. When q tends to 1 this basis yields in
particular a canonical basis of the corresponding U(g)-module.
In this article, we consider the orthogonal case g = so2n+1 and g = so2n. For each dominant weight
λ there exists a unique irreducible finite-dimensional Uq(g)-module V (λ) of highest weight λ. The aim of
this article is to describe a simple algorithm for computing the global crystal basis of V (λ) analogous to
those given in [11] and [12] respectively for the irreducible Uq(sln) and Uq(sp2n)-modules.
For type B, we denote by {ΛB1 , ...,Λ
B
n } the set of fundamentals weights of Uq(so2n+1). Set ω
B
p = Λ
B
p
for p = 1, ..., n − 1 and ωBn = 2Λ
B
n . Then V
B(λ) is isomorphic to an irreducible component of a tensor
power of the vector representation if and only if λ belongs to the subset ΩB+ of dominant weights which
can be decomposed on the basis {ωBp , p = 1, ..., n}. In particular the spin representation V
B(Λn) is not
isomorphic to an irreducible component of a tensor power of the vector representation. Every dominant
weight of Uq(so2n+1) may be written λ = Λ + λ
′ with Λ ∈ {0,ΛBn } and λ
′ ∈ ΩB+. Then our method is as
follows.
For any ωBp , we realize first V (ω
B
p ) as a subrepresentation of a Uq(so2n+1)-module W (ω
B
p ) whose basis
{vC} has a natural indexation in terms of column shaped Young tableaux. This representation W (ω
B
p )
may be regarded as a q-analogue of the p-th exterior power of the vector representation of Uq(so2n+1).
It has been inspired by a similar construction for quantized affine Lie algebras obtained by Kashiwara,
Miwa, Petersen and Yung in [9]. More precisely we have
W (ωBp ) = V (Λ
B
1 )
⊗p/NBp
where NBp =
p−2∑
i=0
V (ΛB1 )
⊗i ⊗ NB ⊗ V (ΛB1 )
⊗(p−2−i) and NB is the submodule of V (ΛB1 )
⊗2 isomorphic
to V (2ΛB1 ). This construction may be generalized to types C and D. For type C, the Uq(sp2n)-module
W (ΛCp ) is precisely that introduced in [12] by describing the action of Chevalley’s operators on a suitable
basis. By using a general algorithm due to Marsh [15], we can compute the decomposition of the canonical
basis of V (ωBp ) on the basis {vC}. Note that a q-analogueW(ω
B
p ) of the p-th exterior power of the vector
representation already exists. It has been introduced by Jing, Misra and Okado in [4]. The moduleW(ωBp )
is defined by turning N into N =N
⊕
V (0) into the definition of W (ωBp ).W(ω
B
p ) is irreducible but seems
not to allow a generalization of the algorithm described in [11] and [12].
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Next we embed V B(λ) in
WB(λ) =W (ωB1 )
⊗µ1 ⊗ · · · ⊗W (ωBn )
⊗µn if λ =
n∑
i=1
µiω
B
i ∈ Ω
B
+,
WB(λ) = V (Λ)⊗WB(λ′) otherwise.
The tensor product of the crystal bases of the modules W (ωBi ) occurring in W
B(λ) is a natural basis
{vτ} of WB(λ) indexed by combinatorial objects τ called tabloids. Then we obtain an intermediate basis
of V B(λ) fixed by the involution q 7−→ q−1 and such that the transition matrix from this basis to the
global crystal basis of V B(λ) is unitriangular. Finally we compute the expansion of the canonical basis
on the basis {vτ} via an elementary algorithm. Note that the coefficients of this expansion are integral
that is belong to Z[q, q−1].
For type D the method is essentially the same up to minor modifications due to the existence of the
two spin representations.
Notation In the sequel, we often write B andD instead ofBn andDn to simplify the notation. Moreover,
we frequently define similar objects for types B and D. When they are related to type B (respectively
D), we attach to them the label B (respectively the label D). To avoid cumbersome repetitions, we
sometimes omit the labels B and D when our statements are true for the two types.
2 Background
In this section we briefly review the basic facts that we shall need concerning the representation theory
of Uq(so2n+1) and Uq(so2n) and the notions of crystal basis and canonical basis of their representations.
The reader is referred to [1], [2], [3], [7] and [8] for more details.
2.1 The quantum enveloping algebras Uq(so2n+1) and Uq(so2n)
Given a fixed indeterminate q set
qBi =
{
q2 if i 6= n
q if i = n
, and qDi = q for any i ∈ {1, ..., n},
[m]i =
qmi − q
−m
i
qi − q
−1
i
and [m]i! = [m]i[m− 1]i · · · [1]i.
If g is one of the two algebras so2n+1 or so2n, the quantized enveloping algebras Uq(g) is the associative
algebra over Q(q) generated by ei, fi, ti, t
−1
i , i = 1, ..., n, subject to relations which depend on the coef-
ficients of the Cartan matrix of g.. Note that for any i ∈ I, the subalgebra of Uq(g) generated by ei, fi
and ti is isomorphic to Uq(sl2) the quantum enveloping algebra associated to sl2.
The representation theory of Uq(g) is closely parallel to that of g. The weight lattice P of Uq(g) is the
Z-lattice generated by the fundamentals weights Λ1, ...,Λn. Write P+ for the set of dominant weights of
Uq(g). We denote by V (λ) the irreducible finite dimensional Uq(g)-module with highest weight λ ∈ P+.
Given two Uq(g)-modules M and N , we can define a structure of Uq(g)-module onM ⊗N by putting:
ti(u ⊗ v) = tiu⊗ tiv, (1)
ei(u⊗ v) = eiu⊗ t
−1
i v + u⊗ eiv, (2)
fi(u ⊗ v) = fiu⊗ v + tiu⊗ fiv. (3)
In the sequel we need the following general lemma (see [3] p.32). Let V (l) be the irreducible Uq(sl2)-
module of dimension l + 1.
Lemma 2.1.1 Consider vr ∈ V (r) and vs ∈ V (s). Set t(vr) = qavr with a ∈ Z. Then for any integer r
one has:
f (m)(vr ⊗ vs) =
m∑
k=0
q(m−k)(a−k) f (k)(vr)⊗ f
(m−k)(vs).
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2.2 Crystal basis and crystal graph of Uq(g)-modules
The reader is referred to [3] and [8] for basic definitions on crystal bases and crystal graphs. Given (L,B)
and (L′, B′) two crystal bases of the finite-dimensional Uq(g)-modules M and M
′, (L⊗L′, B ⊗B′) with
B⊗B′ = {b⊗ b′; b ∈ B, b′ ∈ B′} is a crystal basis of M ⊗M ′. The action of e˜i and f˜i on B⊗B′ is given
by:
f˜i(u⊗ v) =
{
f˜i(u)⊗ v if ϕi(u) > εi(v)
u⊗ f˜i(v) if ϕi(u) ≤ εi(v)
(4)
and
e˜i(u⊗ v) =
{
u⊗ e˜i(v) if ϕi(u) < εi(v)
e˜i(u)⊗ v ifϕi(u) ≥ εi(v)
(5)
where εi(u) = max{k; e˜
k
i (u) 6= 0} and ϕi(u) = max{k; f˜
k
i (u) 6= 0}. For any λ ∈ P+, write B(λ) for the
crystal graph of V (λ).
2.3 The spin representations
Now we review Kashiwara-Nakashima’s description [10] of the spin representation V (ΛBn ), V (Λ
D
n ) and
V (ΛDn−1) of Uq(so2n+1) and Uq(so2n). It is based on the notion of spin columns. To avoid confusion
between these new columns and the classical columns of a tableau that we will define in 2.4, we will
follow Kashiwara-Nakashima’s convention and consider spin columns as column shape diagrams of width
1/2. Such diagrams will be called spin diagrams.
Definition 2.3.1 A spin column C of height n is a filling of a spin diagram by n letters {x1 ≺ · · · ≺ xn}
of the totally ordered set {1 ≺ · · · ≺ n ≺ n ≺ · · · ≺ 1} such that the letters are increasing from top to
bottom. The set of spin columns of length n will be denoted SPn.
To describe the two spin representations of Uq(so2n) we split SPn in two parts. Set
SP+n = {C ∈ SPn; the number of barred letters in C is even} ,
SP−n = {C ∈ SPn; the number of barred letters in C is odd} .
In [10], Kashiwara and Nakashima consider the module V (ΛBn ) as a 2
n dimension space vector of basis
B ={vC, C ∈ SPn}. They give the action of Chevalley’s operators on each vector vC. For this action the
vector vCn (with Cn the spin column containing only unbarred letters) is of highest weight. In the sequel
we only use the action of the operators fi’s:
fi(vC) =
{
vC′ with C
′ = C− {i, i+ 1}+ {i+ 1, i} if i, i+ 1 ∈ C
0 otherwise
for i = 1, ..., n− 1,
fn(vC) =
{
vC′ with C
′ = C− {n}+ {n} if n ∈ C
0 otherwise
.
Similarly the modules V (ΛDn ) and V (Λ
D
n−1) can be respectively regarded as 2
n−1 dimension spaces vector
of basis B+={vC, C ∈ SP+n } and B−={vC, C ∈ SP
−
n }. For the action defined in [10], vCn and vCn−1
(with Cn−1 the spin column containing only n as barred letter) are respectively highest weight vectors
of V (ΛDn ) and V (Λ
D
n−1). The action of the operators fi, i = 1, ..., n− 1 is the same as in V (Λ
B
n ) and we
have:
fn(vC) =
{
vC′ with C
′ = C− {n, n− 1}+ {n− 1, n} if n, n− 1 ∈ C
0 otherwise
.
Note that the actions of the ei’s and ti’s on the spin representations may be given in a similar simple
way.
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2.4 Combinatorics of crystal graphs
In this paragraph we recall Kashiwara-Nakashima’s realization of B(λ) [10]. It is based on the notion of
orthogonal tableau analogous to Young tableau for type A.
The crystal graphs of the vectors representations of Uq(so2n+1) and Uq(so2n) are respectively:
B(ΛB1 ) : 1
1
→ 2 · ·· → n− 1
n−1
→ n
n
→ 0
n
→ n
n−1
→ n− 1
n−2
→ · · · → 2
1
→ 1 (6)
and
B(ΛD1 ) : 1
1
→ 2
2
→ · · ·
n−3
→ n− 2
n−2
→
n
n
ր
n−1
ց
n− 1 n− 1
ց
n−1
ր
n
n
n−2
→ n− 2
n−3
→ · · ·
2
→ 2
1
→ 1. (7)
Set GBn =
⊕
(
l≥0
BB(Λ1))
⊗l and GDn =
⊕
(
l≥0
BD(Λ1))
⊗l. For any b ∈ Gn, let B(b) be the connected componet
of Gn containing b.
The vertices bp = 1 ⊗ 2 · · · ⊗p ∈ Gn, p = 1, ..., n, and the vertex bn = 1 ⊗ 2 · · · ⊗(n − 1) ⊗ n ∈ GDn
are highest weight vertices. Consider λ =
n∑
i=1
λiΛi a dominant weight. It is not always possible to realize
B(λ) as a sub-crystal of Gn. Indeed, in G
B
n the vertex bn is of highest weight ω
D
n = 2Λn. Hence B(λ) is
a sub-crystal of GBn only if λn is even. Then B(λ) is identified with B(b
⊗λ1
1 ⊗ · · · ⊗ b
λn/2
n ). We denote by
ΩB+ the sub-set of such dominant weights. Similarly, in G
D
n , the vertices bn, bn and bn−1 are respectively
of highest weight ωDn = 2Λn, ω
D
n = 2Λn−1 and ω
D
n−1 = Λn +Λn−1. Hence, B(λ) is a sub-crystal of G
D
n if
and only if λn and λn−1 have the same parity (i.e. λn − λn−1 = 0 mod 2). Then B(λ) is identified with
B(b⊗λ11 ⊗ · · · ⊗ b
(λn−λn−1)/2
n−1 ⊗ bn) if λn > λn−1, with B(b
⊗λ1
1 ⊗ · · · ⊗ b
(λn−1−λn)/2
n−1 ⊗ bn) if λn < λn−1 and
with B(b⊗λ11 ⊗ · · · ⊗ b
(λn−1−λn)/2
n−1 ) otherwise. We denote by Ω
D
+ the sub-set of such dominant weights. To
make the notation homogenous, we write ωBp = Λ
B
p for p = 1, ..., n− 1 and ω
D
p = Λ
D
p for p = 1, ..., n− 2.
Every dominant weight λ =
n∑
p=1
λpΛp ∈ P+ has a unique decomposition
λ = Λ+ λ′ (8)
such that λ′ ∈ Ω+ and {
Λ = ΛBn if λ ∈ P
B
+ and λn is odd
Λ = 0 if λ ∈ PB+ and λn is even
, (9)
Λ = ΛDn if λ ∈ P
D
+ , λn − λn−1 6= 0 mod 2 and λn − λn−1 > 0
Λ = 0 if λ ∈ PD+ and λn − λn−1 = 0 mod 2
Λ = ΛDn−1 if λ ∈ P
D
+ , λn − λn−1 6= 0 mod 2 and λn − λn−1 < 0
.
Now suppose λ ∈ Ω+. We write
Y Bλ for the Young diagram having λi columns of height i for i = 1, ..., n− 1 and λn/2 columns of height
n if λ ∈ ΩB+
Y Dλ for the Young diagram having λi columns of height i for i = 1, ..., n− 2, min(λn, λn−1) columns of
height n− 1 and |λn − λn−1| /2 columns of height n if λ ∈ ΩD+ .
If λ ∈ ΩD+ , Y
D
λ may not suffice to characterize the weight λ because a column diagram of length n may
be associated to ωDn or to ω
D
n . In the sequel, we need to attach to λ ∈ Ω
+ a combinatorial object Y (λ)
analogous to the Young tableau associated to a dominant weight for type A. This leads us to set:
(i) : Y B(λ) = Y Bλ if λ ∈ Ω
B
+,
(ii) : Y D(λ) = (Y Dλ ,+) if λ ∈ Ω
D
+ and λn − λn−1 > 0,
(iii) : Y D(λ) = (Y Dλ , 0) if λ ∈ Ω
D
+ and λn − λn−1 = 0, (10)
(iv) : Y D(λ) = (Y Dλ ,−) if λ ∈ Ω
D
+ and λn − λn−1 < 0.
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Given Y D(λ) = (Y Dλ , ε) with ε ∈ {+, 0,−} it is easy to recover λ. When ε ∈ {+, 0} (resp. ε = −), we
have λ =
n∑
i=1
µiωi (resp. λ =
n−1∑
i=1
µiωi + µnωn) where µi is the number of columns of height i in Y
D
λ .
Let us consider the ordered alphabets related to the crystal graphs (6) and (7)
Bn = {1 ≺ · · · ≺ n ≺ 0 ≺ n ≺ · · · ≺ 1} and
Dn = {1 ≺ · · · ≺ n− 1 ≺
n
n
≺ n− 1 ≺ · · · ≺ 1}.
Note that Dn is only partially ordered: n and n are not comparable. We say that the letters of {1, ..., n}
and {1, ..., n} are respectively unbarred and barred. We set 0 = 0 and for any letter x, x = x. Write B∗n
and D∗n for the free monoids on Bn and Dn. Then we identify each vertex x1 ⊗ · · · ⊗ xl of Gn with the
corresponding word x1 · · · xl of B∗n or D
∗
n.
A column of type B is a Young diagram
C =
x1
·
·
xl
of column shape filled by letters of Bn such that C increases from top to bottom and 0 is the unique
letter of Bn that may appear more than once.
A column of type D is a Young diagram C of column shape filled by letters of Dn such that xi+1 
 xi
for i = 1, ..., l − 1. Note that the letters n and n are the unique letters that may appear more than once
in C and if they do, these letters are different in two adjacent boxes. The height h(C) of the column C
is the number of its letters. The word obtained by reading the letters of C from top to bottom is called
the reading of C and denoted by w(C). Write CB(n, p) (resp. CD(n, p)) for the set of columns of height
p on Bn (resp. on Dn).
Consider λ′ ∈ ΩB. A tabloid of type B and shape Y (λ′) is as a filling τ ′ of the Young diagram Yλ′ by
letters of Bn. Now consider λ′ ∈ ΩD. A tabloid of type D and shape Y (λ′) is as a filling τ ′ of the Young
diagram Yλ′ by letters of Dn. A tabloid τ
′ of shape λ′ can be regarded as the juxtaposition τ ′ = C1 · · ·Cr
of its columns. The reading of τ ′ is w(τ) = w(Cr) · · · w(C1) ∈ Gn.
Let λ = λ′ + Λ ∈ P+ − Ω+ be as in (8). A tabloid of shape Y (λ) is a diagram obtained by adding a spin
column C in front of a tabloid of shape Y (λ′). The reading of the tabloid τ = CC1 · · · Cr of shape Y (λ)
is w(τ) = Cw(Cr) · · · w(C1) ∈ Gn. For any dominant weight λ ∈ PB+ (resp. P
D
+ ), we denote by T
B(n, λ)
(resp. TD(n, λ)) the set of tabloids of shape Y (λ).
Definition 2.4.1 (Kashiwara-Nakashima)
• Let λ ∈ PB+ . An orthogonal tableau of type B and shape Y (λ) is a tabloid T such that w(T ) ∈ B(λ).
• Let λ ∈ PD+ . An orthogonal tableau of type D and shape Y (λ) is a tabloid T such that w(T ) ∈ B(λ).
We will denote by OTB(n, λ) and OTD(n, λ) the sets of orthogonal tableaux respectively of type B
and D and shape Y (λ). An orthogonal tableau containing only one column is called an admissible
column. Set CaB(n, p) = OTB(n, ωBp ) for p ∈ {1, ..., n}, Ca
D(n, p) = OTD(n, ωDp ) for p ∈ {1, ..., n− 1},
CaD+(n, n) = OT
D(n, ωDn ) and Ca
D
−(n, n) = OT
D(n, ωDn ). A tabloid T = C1 · · · Cr of shape Y (λ) with
λ ∈ Ω+ is an orthogonal tableau if and only if the tabloids of two columns CiCi+1, i = 1, ..., r − 1 are
orthogonal tableaux [10]. This is equivalent to say that its columns are admissible, its rows increase from
left to right for  and T does not contain certain configurations which depend on its type.
Remark: A column C is admissible if and only if it can be duplicated in a pair (lC, rC) of columns
which do not contain any pair of letters (z, z) following a certain process described in [13]. This give
an alternative combinatoric caracterization of the orthogonal tableaux. The tabloid T = C1 · · · Cr is an
orthogonal tableau if and only if its columns can be duplicated and the tabloid spl(T ) = lC1rC1 · · ·lCrrCr
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is an orthogonal tableau. The advantage of this presentation is that most of the forbidden configurations
listed in [10] can not appear in the duplicated form spl(T ). In particulary, T is an orthogonal tableau of
type B if and only if the rows of spl(T ) increase from left to right for  .
Consider λ ∈ P+ − Ω+ and CT a tabloid of shape Y (λ). Write CC for the admissible column of height n
containing the letters of C. Then CT is an orthogonal tableau if and only if CCT is an orthogonal tableau.
2.5 Canonical basis of a Uq(g)-module
In the sequel we identify B(λ) to {w(T ); T ∈ OT(n, λ)}. Denote by F 7→ F the involution of Uq(g)
defined as the ring automorphism satisfying
q = q−1, ti = t
−1
i , ei = ei, fi = fi for i = 1, ..., n.
By writing each vector v of V (λ) in the form v = Fvλ where F ∈ Uq(g), we obtain an involution of V (λ)
defined by
v = Fvλ.
Let U−Q be the subalgebra of Uq(g) generated over Q[q, q
−1] by the f
(k)
i and set VQ(λ) = U
−
Q vλ. We can
now state:
Theorem 2.5.1 (Kashiwara) There exists a unique Q[q, q−1]-basis {G(T ); T ∈ OT(n, λ)} of VQ(λ) such
that:
G(T ) ≡ w(T ) mod qL(λ), (11)
G(T ) = G(T ). (12)
Note that G(T ) ∈ VQ(λ)∩L(λ). The basis {G(T );T ∈ OT(n, λ)} is called the lower global (or canonical)
basis of V (λ), and our aim is to calculate it.
2.6 Marsh’s algorithm
Now we review Marsh’s algorithm [15] for computing the global basis of V (ωp). Let w(C) ∈ B(ωp). The
letter x ∈ w(C) is movable in w(C) for i if e˜i(x) 6= 0 and is not a letter of w(C). We define a path in
B(ωp) joining w(C) to bωp .
If w(C) 6= bωp , let z be the leftmost movable letter of w(C). When C is of type B, let i1 be the unique
i ∈ {1, ..., n} such that e˜i(z) 6= 0. When C is of type D we define i1 as follows:
when z = n− 1, i1 = n− 1,
when z = n, i1 =
{
n− 1 if wn−1(C) = (nn)r(n− 1)
n otherwise
,
when z = n, i1 =
{
n if wn(C) = (nn)
r(n− 1)
n− 1 otherwise
,
i1 the unique i such that e˜i(z) 6= 0 in the other cases.
Note that the admissibility of C and the definition of z imply that the letters n and n do not belong to C
when z = n− 1.Marsh has proved that i1 is always such that e˜i1(w(C)) 6= 0. Set p1 = εi1(w(C)) ∈ {1, 2}.
Let C1 be the admissible column of reading e˜
p1
i1
(w(C)). Then we compute similarly C2 from C1 and
write w(C2) = e˜
p2
i2
w(C1). Finally, after a finite number of steps, we will reach bωp and we will get
w(bωp) = e˜
pr
ir
· · · e˜p1i1 w(C), hence w(C) = f˜
p1
i1
· · · f˜prir bωp .
In fact f˜p1i1 , ..., f˜
pr
ir
are chosen to verify:
f
(p1)
i1
· · · f
(pr)
ir
vΛp = f˜
p1
i1
· · · f˜prir vΛp . (13)
where for any integer m, e
(m)
i = e
m
i /[m]i! and f
(m)
i = f
m
i /[m]i!. This implies
Theorem 2.6.1 (Marsh) For any admissible column C
G(C) = f
(p1)
i1
· · · f
(pr)
ir
vωp ,
where the integers i1, ..., ir and p1, ..., pr are determined by the algorithm above.
6
3 Wedge products of the vector representation
In this section we introduce a q-analogue W (ωp) of the p-th wedge product of the vector representation
of Uq(g). It has been inspired by a similar construction for quantized affine Lie algebras obtained by
Kashiwara, Miwa, Petersen and Yung in [9]. When q → 1 in W (ωp), we do not recover the classical
notion of the p-th wedge product. In particular W (ωp) is not irreducible. We are going to see that it
contains an irreducible component isomorphic to V (ωp).
The vector representation V (ΛB1 ) of Uq(so2n+1) is the vector space of basis {vx, x ∈ Bn} where
ti(vx) = q
<wt(x),αi>
i for i = 1, ..., n,{
en(vn) = v0, en(v0) = (q + q
−1)vn and en(vx) = 0 if x /∈ {0, n}
fn(vn) = v0, fn(v0) = (q + q
−1)vn and en(vx) = 0 if x /∈ {0, n}
and the action of ei, fi, i = 1, ..., n− 1 is determined by that of e˜i, f˜i on the crystal B(ΛB1 ), that is{
fi(vx) = vy if f˜i(x) = y, fi(vx) = 0 otherwise
ei(vx) = vy if e˜i(x) = y, ei(vx) = 0 otherwise
. (14)
Note that, with our definition of the action of fn on v0, we have f
(2)
n (vn) = vn.
The vector representation V (ΛD1 ) of Uq(so2n+1) is the space vector of basis {vx, x ∈ Dn} where the action
of ei, fi and ti , i = 1, ..., n is given by ti(vx) = q
<wt(x),αi>
i and (14).
3.1 The representations W (ωBp ) and W (ω
D
p )
We start with the decomposition of the square tensor product of V (Λ1)
V (Λ1)
⊗2 ∼=M
⊕
N
⊕
V (0) (15)
where N ∼= V (2Λ1) the submodule generated by v1 ⊗ v1, V (0) is the trivial representation and
M =

V (ωB2 ) for type B and n = 2
V (ωD2 )
⊕
V (ωD2 ) for type D and n = 2
V (ωD2 ) for type D and n = 3
V (Λ2) otherwise
.
We set
W (ωBp ) = V (Λ
B
1 )
⊗p/NBp and W (ω
D
p ) = V (Λ
D
1 )
⊗p/NDp (16)
where
Np =
p−2∑
i=0
V (Λ1)
⊗i ⊗N ⊗ V (Λ1)
⊗(p−2−i).
The representations W (ωBp ) and W (ω
D
p ) are respectively called the p-th q-wedge power of V (Λ
B
1 ) and
V (ΛD1 ). Let Ψp be the canonical projection V (Λ1)
⊗p → W (ωp). Denote by vx1 ∧ · · · ∧ vxp the image of
the vector vx1 ⊗ · · · ⊗ vxp by Ψp.
Proposition 3.1.1
In W (ωB2 ) we have the relations
1. vx ∧ vx = 0 for x 6= 0,
2. vy ∧ vx = −q2vx ∧ vy for x 6= y and x ≺ y,
3. vi ∧ vi = −q
4vi ∧ vi + (1 − q
4)
n−i∑
k=1
(−1)kq2kvi+k ∧ vi+k + (−1)
n−i+1q2(n−i)+1v0 ∧ v0 for i = 1, ..., n.
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In W (ωD2 ) we have the relations
1. vx ∧ vx = 0,
2. vy ∧ vx = −qvx ∧ vy for x 6= y and x ≺ y,
3. vi ∧ vi = −q
2vi ∧ vi+(1− q
2)
n−i−1∑
k=1
(−q)kvi+k ∧ vi+k+(−q)
n−i(vn ∧ vn+ vn∧ vn) for i = 1, ..., n− 1.
Proof. Using (1), (2) and (3) we obtain that the following vectors belong to NB :
vx ⊗ vx with x ∈ Bn − {0},
vn ⊗ vn + q4vn ⊗ vn + qv0 ⊗ v0,
vy ⊗ vx + q2vx ⊗ vy with x, y ∈ Bn such that x ≺ y and x 6= y,
vk ⊗ vk + q
2vk+1 ⊗ vk+1 + q
2vk+1 ⊗ vk+1 + q
4vk ⊗ vk with k ∈ {1, ..., n− 1}.
For example vi+1⊗vi+1 = f
(2)
i (vi ⊗ vi) for i = 1, ..., n−1, f
(2)
n (vn ⊗ vn) = vn⊗vn+q4vn⊗vn+qv0⊗v0,
f
(4)
n (vn ⊗ vn) = vn ⊗ vn and vi ⊗ vi = f
(2)
i
(
vi+1 ⊗ vi+1
)
for i = 1, ..., n− 1.
Hence the relations
(i) : vx ∧ vx = 0 with x ∈ Bn − {0},
(ii) : vn ∧ vn + q4vn ∧ vn + qv0 ∧ v0 = 0,
(iii) : vy ∧ vx + q2vx ∧ vy = 0 with x ∈ Bn such that x 6= y and x ≺ y,
(iv) : vk ∧ vk + q
2vk+1 ∧ vk+1 + q
2vk+1 ∧ vk+1 + q
4vk ∧ vk = 0 with k ∈ {1, ..., n− 1},
are true in W (ωB2 ). Then Relation 3 in W (ω
B
2 ) may be obtained by a straightforward induction from
relations (iii) and (iv) below.
To obtain the relations 1, 2 and 3 in W (ωD2 ), we consider similarly the vectors
vx ⊗ vx with x ∈ Dn,
vy ⊗ vx + qvx ⊗ vy with x, y ∈ Dn such that x ≺ y and x 6= y,
vk ⊗ vk + qvk+1 ⊗ vk+1 + qvk+1 ⊗ vk+1 + q
2vk ⊗ vk with k ∈ {1, ..., n− 1},
that belong to ND.
For any column C of reading w = c1 · · · cp where the ci’s are letters, we set vC = vc1 ∧ · · · ∧ vcp . Then
each vector Ψp(vx1 ⊗ · · · ⊗ vxp) = vx1 ∧ · · · ∧ vxp can be decomposed into a linear combination of vectors
vC by applying from left to right a sequence of relations given in the above proposition.
Lemma 3.1.2 The vectors of {vC , C ∈ C(n, p)} form a basis of W (ωp).
Proof. We only sketch the proof for type B. The arguments are essentially the same for type D.
Each vector of W (ωBp ) can be decomposed into a linear combination of vectors vC . Hence dim(W (ω
B
p )) ≤
card(C(n, p)). For any integer k such that 0 ≤ k ≤ p/2, there is
(
2n+1
p−2k
)
columns of type B containing 2k
or 2k + 1 letters 0. So card(C(n, p)) =
∑
0≤k≤p/2
(
2n+1
p−2k
)
and dim(W (ωBp )) ≤
∑
0≤k≤p/2
(
2n+1
p−2k
)
.
Accordingly to (15) there exists in V (Λ1)
⊗2 a highest weight vector v∅ of weight 0. For any integer k
such that 0 ≤ k ≤ p/2, set
uk = v1 ⊗ · · · ⊗ vp−2k ⊗ v
⊗k
∅
⊂ V (Λ1)
⊗p.
Then Ψp(uk) is of highest weight ω
B
p−2k (with ω
B
0 = 0 if p = 2k) in W (ω
D
p ). So for any integer k such
that 0 ≤ k ≤ p/2, W (ωBp ) contains at least an irreducible component isomorphic to V (ω
B
p−2k). Hence
dim(W (ωBp )) ≥
∑
0≤k≤p/2
(
2n+1
p−2k
)
since dim(V (ωBp−2k)) =
(
2n+1
p−2k
)
. Finally dim(W (ωBp )) = card(C(n, p)) and
{vC , C ∈ C(n, p)} is a basis of W (ωBp ). Note that we have the decomposition
W (ωp) ∼=
⊕
0≤k≤p/2
V (ωp−2k).
The coordinates of a vector vx1 ∧ · · · ∧ vxp on the basis {vC , C ∈ C(n, p)} are all in Z[q] since it is
true for the coefficients appearing in the relations of Proposition 3.1.1.
Consider the A-lattice Lp =
⊕
C∈C(n,p)
AvC of W (ωp) and denote by pip the projection Lp → Lp/qLp. We
identify pip(vC) with the word w(C).
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Lemma 3.1.3 (Lp, Bp = {w(C), C ∈ C(n, p)}) is a crystal basis of W (ωp).
Proof. Note first that Lp =
⊕
µ∈P
Lµ and Bp = ∪
µ∈P
Bµ. For any word w = x1 · · · xp of length p set
vw = vx1 ⊗ · · · ⊗ vxp . Consider Lp =
⊕
w
Avw where the sum runs over the set of words of length p. Then
(Lp,Bp = {w ∈ Gn, l(w) = p}) is a crystal basis of V (Λ1)⊗p because it is the p-th tensor power of the
crystal basis of V (Λ1).
One has Ψp(Lp) = Lp. Indeed, in the decomposition of Ψp(vx1 ⊗ · · · ⊗ vxp) = vx1 ∧ · · · ∧ vxp on the
basis {vC , C ∈ C(n, p)} the coefficients are all in Z[q] ⊂ A. For any v ∈ Lp
f˜i(Ψp(v)) = Ψp(f˜i(v)) and e˜i(Ψp(v)) = Ψp(e˜i(v))
because Np is a sub-module of V (Λ1)
⊗p so is stable under the action of Kashiwara’s operators. This
implies that e˜iLp ⊂ Lp and f˜iLp ⊂ Lp for i = 1, ..., n. It is clear that Bp is a Q-basis of Lp/qLp.
The action of Kashiwara’s operators on Bp is obtained by restriction of the action of these operators on
Bp. We deduce from (4) and (5) that the image of a column word containing p letters by any f˜i or e˜i,
i = 1, ..., n is zero or a column word containing p letters. So e˜iB ⊂ B ∪ {0}, f˜iB ⊂ B ∪ {0}. Moreover for
any b1, b2 ∈ Bp and i ∈ {1, ..., n}, e˜ib1 = b2 ⇐⇒ b1 = f˜ib2. This proves that (Lp, Bp) is a crystal basis of
W (ωp) (see Definition 4.1 of [8]).
For any p = 1, ..., n, the vector vωBp = v1 ∧ · · · ∧ vp is of highest weight ω
B
p in W (ω
B
p ). Similarly the
vector vωDp = v1∧·· ·∧vp is of highest weight ω
D
p inW (ω
D
p ) and the vector vωDn = v1∧·· ·∧vn is of highest
weight ωDn in W (ω
D
n ). For p = 1, ..., n, we identify V (ωp) with the sub-module of W (ωp) generated by
vωp and V (ω
D
n ) with the sub-module of W (ω
D
n ) generated by vωDn .
Remark:
1. Set NB = NB
⊕
V (0) and ND = ND
⊕
V (0). If we replace NB and ND by NB and ND in the
definition of W (ωBp ) and W (ω
D
p ), we obtain W(ω
B
p ) and W(ω
D
p ) the q-analogue of the p-th wedge
power introduced in [4]. The representations W(ωBp ) and W(ω
D
p ) are irreducible and when q → 1,
we recover the classical notion of the p-th wedge product of the vector representation. Moreover the
relations of Proposition 3.1.1 together with the relation v1 ∧ v1 = −v1 ∧ v1 are verified in W(ω
B
p )
and W(ωDp ). It is possible to show that every vector vx1 ∧ · · · ∧ vxp decomposes on the basis {vC ,
C ∈ Ca(n, p)}. But this time the coefficients appearing during this decomposition may not be in
Z[q]. For example when n = 2 the column
1
1¯
is not admissible and one has in W(ωp)
v1 ∧ v1 = q
2v2 ∧ v2 +
q3
q4 − 1
v0 ∧ v0 for type B, (17)
v1 ∧ v1 =
q
1− q2
(v2 ∧ v2 + v2 ∧ v2) for type D. (18)
Thus the modulesW(ωp) are certainly less convenient than the W (ωp) for calculating the canonical
basis, because the analog of Lemma 4.2.1 below does not hold for W(ωp). See remarks below.
2. It is possible to define for any p = 1, ..., n the p-th q-wedge product W (ΛCp ) of the vector represen-
tation of Uq(sp2n) in a similar way. The representation W (Λ
C
p ) contains an irreducible component
isomorphic to the fundamental representation V (ΛCp ) and has a natural basis indexed by the columns
of type C (which are the columns of type B filled only by letters of Bn − {0}) and height p. This
moduleW (ΛDp ) is in fact that used in [12]. There exists in V (Λ
C
p ) relations analogous to those given
in Proposition 3.1.1. They are obtained from the relations holding in V (ωBp ) by setting v0 ∧ v0 = 0.
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3.2 Action of the Chevalley’s generators fi and ti on W (ωp).
In the sequel we will need of a combinatorial description of the action of the Chevalley generators fi and
ti, i = 1, ..., n on the basis {vC , C ∈ C(n, p)}. The action of ti, i = 1, ..., n is given by
tivC = q
<hi,vC>
i vC . (19)
Given a column C, we write wi(C) for the column word obtained by reading only the letters of C that
occur in
{i, i+ 1, i, i+ 1} if i = 1, ..., n− 1,
{n, 0, n} if i = n and C is of type B,
{n− 1, n, n− 1, n} if i = n and C is of type D.
If the vector vY occur in the decomposition of fi(vC) on the basis {vX , X ∈ C(n, p)}, the words w(C)
and w(Y ) can only differ by letters of wi(C) and wi(Y ). Hence Y is characterized by wi(Y ) and the
letters of C which are not in wi(C).
To obtain the action of the operators fi, it suffices to use (3) and the relations obtained in Proposition
3.1.1.
3.2.1 Action of the fi’s on W (ω
B
p )
Consider a column C of type B. Suppose first i ∈ {1, ..., n− 1}. One has
fi(vC) =

q−1i vX with wi(X) = (i+ 1)i if wi(C) = (i + 1)(i+ 1)
vX with wi(X) = (i+ 1)i if wi(C) = ii
vX1 + qivX2 with
{
wi(X1) = (i+ 1)(i+ 1)
wi(X2) = ii
if wi(X) = i(i+ 1)
vX with w(X) = f˜i(w(C)) if ϕi(w(C)) = 1 and wi(C) 6= (i+ 1)(i + 1)
0 otherwise.
. (20)
If i = n, set En = {n, 0, n}. One has
fn(vC) =

(1−(−q2)r)
q vX with wn(X) = 0
r−1n if wn(C) = 0
r and r ≥ 1
vX1 + q(1 − (−q
2)r)vX2 with
{
wn(X1) = 0
r+1
wn(X2) = n0
r−1n
if wn(C) = n0
r and r ≥ 1
vX with wn(X) = 0 if wn(X) = n
vX with wn(X) = 0
r+1n if wn(C) = n0
rn and r ≥ 0
0 otherwise
. (21)
where for any p ∈ N, 0p means 0 repeated p times.
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3.2.2 Action of the fi’s on W (ω
D
p )
When i 6= n − 1, n, the action of fi on vC is given by (20) for any column C of type D. For i = n − 1,
we obtain
fn−1(vC) =

−q2r−1vX with wn−1(X) = n(nn)r−1(n− 1) if wn−1(C) = (nn)r and r ≥ 1
vX1 − q
2rvX2 with
{
wn−1(X1) = n(nn)
r
wn−1(X2) = (n− 1)n(nn)r−1(n− 1)
if wn−1(C) = (n− 1)(nn)r and r ≥ 1
vX1 + q
2rvX2 with
{
wn−1(X1) = (nn)
r(n− 1)
wn−1(X2) = (nn)
r(n− 1)
if wn−1(C) = (nn)
rn and r ≥ 1
vX1 + qvX2 + q
2r+1vX3 with

wn−1(X1) = (nn)
r+1
wn−1(X2) = (n− 1) (nn)r(n− 1)
wn−1(X3) = (n− 1) (nn)r(n− 1)
if wn−1(C) = (n− 1)(nn)rn and r ≥ 1
vX1 + qvX2 with
{
wn−1(X1) = nn
wn−1(X2) = (n− 1) (n− 1)
if wn−1(C) = (n− 1)n
vX with w(X) = f˜n−1(w(C)) if ϕn−1(w(C)) = 1 and wn−1(C) do not contain a factor nn
0 otherwise
(22)
where for any p ∈ N, (nn)p and (nn)p are respectively the words obtained by repeating p times the factors
nn and nn.
Given any column C of type D, we denote by Cn←→n the column obtained by permuting the letters n
and n in C. The action of fn on vC may be obtained from that of fn−1 by using the involution of W (ω
D
p )
defined by
Φ : vC 7−→ vCn←→n.
We have
fn(vC) = Φfn−1Φ(vC). (23)
Remark: If we use the module W(ωp) instead of W (ωp), the coefficients of the decomposition of fi(vC)
on the basis {vC , C ∈ Ca(n, p)} are not necessary in Z[q]. For example when n = 2 one has by (17) and
(18)
f1
(
1
2¯
)
=
2
2¯
+ q2
1
1¯
= (1 + q2)
2
2¯
+
q5
q4 − 1
0
0
for type B (24)
and
f1
(
1
2¯
)
=
2
2¯
+ q
1
1¯
=
1
1− q2
2
2¯
+
q2
1− q2
2¯
2
for type D (25)
where we have written for short C in place of vC .
4 Computation of the canonical basis of V (λ)
4.1 Global basis of V (ωp)
We can use Marsh’s algorithm to compute the expansion of the global basis of V (ωp) considered as a
sub-module of W (ωp) on the basis {vC , C ∈ Ca(n, p)}.
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Example 4.1.1 Suppose n = 4 and consider the admissible column C =
0
0
0
0
of type B. Then G(C) =
f4f3f2f1f4f3f2f4f3f4vω3 and we obtain:
G(C) =
0
0
0
0
+ q(1 + q6)
4
0
0
4¯
+ q(1− q4)
3
0
0
3¯
+ q(1 + q2)
2
0
0
2¯
+ q2(1 + q2)(1− q4)
3
4
4¯
3¯
+ q2(1 + q2)2
2
4
4¯
2¯
where we have written for short C in place of vC .
Note that the columns X and the coefficients dX ∈ Z[q] such that G(C) =
∑
X∈C(n,p)
dX(q)vX are in general
more complex as in the symplectic case [12] and it seens to be impossible to describe them in a simple
combinatoric way.
4.2 The representation W (λ)
To make our notation homogeneous write for the spin representationsW (ΛBn ) = V (Λ
B
n ),W (Λ
D
n ) = V (Λ
D
n )
and W (ΛDn−1) = V (Λ
D
n−1).
Consider λ ∈ P+ a dominant weight and write λ = Λ+λ′ accordingly to (9). Since λ′ ∈ Ω+, there exists
(µ1, ..., µn) ∈ Nn such that λ′ =
n∑
p=1
µpωp. Then we set
W (λ′) =W (ω1)
⊗µ1 ⊗ · · · ⊗W (ωn)
⊗µn . (26)
The natural basis of W (λ′) consists of the tensor products vCr ⊗ · · · ⊗ vC1 of basis vectors vC of the
previous section appearing in (26). It is naturally indexed by the tabloids of shape Y (λ) by setting
vτ = vCr ⊗ · · · ⊗ vC1 .
When λ 6= λ′ we set
W (λ) =W (Λ)⊗W (λ′).
The natural basis of W (λ) consists of the vectors vC ⊗ v
′
τ where τ
′ is a tabloid of shape Y (λ′). It is
naturally indexed by the tabloids of shape Y (λ) by setting vτ = vC ⊗ vτ ′ .
Let Lλ be the A-submodule of W (λ) generated by the vectors vτ , τ ∈ T(n, λ). We identify the image
of the vector vτ by the projection piλ : Lλ → Lλ/qLλ with the word w(τ). The pair (Lλ, Bλ = {w(τ) | τ ∈
T(n, λ)}) is then a crystal basis of W (λ). Indeed by Lemma 3.1.3, it is the tensor product of the crystal
bases of the representations W (ωp) or W (Λ) occurring in W (λ). Set{
vλ = v
⊗µ1
ω1 ⊗ · · · ⊗ v
⊗µp
ωp if λ ∈ Ω
+
vλ = vΛ ⊗ vλ′ otherwise
.
We identify V (λ) with the submodule ofW (λ) generated by vλ. Then, with the above notations, vλ = vTλ
where Tλ is the orthogonal tableau of shape Y (λ) whose k-th row is filled by letters k for k = 1, ..., n− 1
and n-th row by letters n except for λ ∈ ΩD+ and Y (λ) = (Yλ,−) when it is filled by letters n. By Theorem
4.2 of [8], we know that
B(λ) = {f˜a1i1 · · · f˜
ar
ir
w(Tλ); i1, ..., ir = 1, ..., n; a1, ..., ar > 0} − {0}.
The actions of e˜i and f˜i, i = 1, ..., n on each w(τ) ∈ Bλ are identical to those obtained by considering
w(τ) as a vertex of Gn or Gn since it is true on each Bp. Hence, Definition 2.4.1, B(λ) = {w(T );
T ∈ OT(n, λ)}. For each vector G(T ) of the canonical basis of V (λ) we will have:
G(T ) ≡ vT mod qLλ.
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The aim of this section is to describe an algorithm computing the decomposition of the canonical basis
{G(T );T ∈ OT(n, λ)} onto the basis {vτ ; τ ∈ T(n, λ)} of W (λ).
In the sequel we will need a total order on the readings of the tabloids. Let w1 = x1 · · · xl and
w2 = y1 · · · yl be two distinct vertices of Gn with the same length and k the lowest integer such that
xk 6= yk. When w1 and w2 are words of B∗n, we write w1 E
B w2 if xk  yk in Bn and w1 ⊲B w2 otherwise
that is, EBis the lexicographic order on B∗n. When w1 and w2 are words of D
∗
n, we write w1 E
D w2 if
xk  yk in Bn (indeed Dn is not totally ordered but the letters of Dn are letters of Bn). We can extend
the order E to vertices of Gn by setting w1C1 E w2C2 ⇐⇒ w1w(CC1) E w1w(CC2). We endow the set
T(n, λ) with the total order:
τ1 E τ2 ⇐⇒ w(τ1) E w(τ2).
In fact E is a lexicographic order defined on the readings of the tabloids of T(n, λ) such that{
x E f˜i(x) for any letter x with ϕi(x) 6= 0
C E f˜i(C) for any spin column C with ϕi(C) 6= 0
.
We are going to compute the canonical basis {G(T );T ∈ OT(n, λ)} in two steps. First we obtain an
intermediate basis {A(T );T ∈ OT(n, λ)} which is fixed by the involution (condition (12)). When
T = C is an admissible column, A(C) is the output of Marsh’s algorithm. This implies that A(C) = G(C).
In the general case, we have to correct A(T ) in order to verify condition (11). This second step is easy
because we can prove that the transition matrix from {A(T );T ∈ OT(n, λ)} to {G(T );T ∈ OT(n, λ)} is
unitriangular once the orthogonal tableaux and the tabloids are ordered by E.
We start with a general Lemma analogous to Lemma 4.1 of [12].
Lemma 4.2.1 Let v ∈ V (λ) be a vector of the type
v = f
(r1)
i1
· · · f
(rs)
is
vλ (27)
where (i1, ..., is) and (r1, ..., rs) are two sequences of integers. Then the coordinates of v on the basis
{vτ ; τ ∈ T(n, λ)} belong to Z[q, q−1].
Proof. It suffices to prove that for any tabloid τ = C1 · · ·Cs, any i = 1, ..., n and any integer m, the
coordinates of f
(m)
i vτ on the basis {vτ ; τ ∈ T(n, λ)} belong to Z[q, q
−1]. We proceed by induction on s.
If s = 1, the result follows from the description of the action of the Chevalley generators on the vectors
vC given in 3.2. Set τ
′ = C1 · · · Cs−1. Then vτ = vCs ⊗ vτ ′ . By Lemma 2.1.1, we have
f
(m)
i (vCs ⊗ vτ ′) =
m∑
k=0
q
(m−k)(a−k)
i f
(k)(vCs)⊗ f
(m−k)(vτ ′)
where ti(vCs) = q
a
i vCs . By induction the coordinates of f
(k)(vCs) and f
(m−k)(vτ ′) respectively on the
bases {vC ;C ∈ C(n, p)} and {vτ ; τ ∈ T(n, λ)} belong to Z[q, q−1]. So it is true for f
(m)
i (vτ ).
Note that this lemma is false if we use W(ωp) instead of W (ωp) since
∑
C∈Ca(n,p)
Z[q, q−1]vC is not
stabilized by the fi’s.
4.3 The basis A(T )
The basis {A(T )} will be a monomial basis, that is, a basis of the form
A(T ) = f
(r1)
i1
· · · f
(rm)
im
vλ. (28)
By Lemma 4.2.1, the coordinates of A(T ) on the basis {vτ} of W (λ) belongs to Z[q, q−1]. To find the
two sequences of integers (i1, ..., im) and (r1, ..., rm) associated to T , we proceed as follows.
Suppose first λ ∈ Ω+ and consider T = C1 · · · Cs 6= Tλ ∈ OT(n, λ). Let Ck be the rightmost column of
T such that w(Ck) is not a highest weight vertex. We define i1 ∈ {1, ..., n} from Ck as we have done in
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2.6. If k = 1 we set l = 1. If k > 1 and fi1vCk 6= 0 or e˜i1(w(Ck−1)) = 0 we set l = k. Otherwise let l be
the lowest integer l < k satisfying the two conditions{
(i) : fi1vCj = 0 for j = l + 1, ..., k
(ii) : e˜i1(w(Cj)) 6= 0 for j = l, ..., k
. (29)
Set εi1,j = εi1((w(Cj)) for j = l, ..., k and r1 =
k∑
j=l
εi1j . Write T1 for the tabloid obtained by changing in
T each column Cj , j = l, ..., k into the column of reading e˜
εi1,j
i1
(w(Cj)).
Now suppose λ /∈ Ω+ and consider T = CC1 · · · Cs 6= Tλ ∈ OT(n, λ). Write T ′ = C1 · · · Cs. If T ′ is of
highest weight, we have G(T ) = vT . Indeed the vectors vτ appearing in the decomposition of G(T ) on
the basis {vτ , τ ∈ T(n, λ)} have the same weight µ than T and T is then the unique tabloid of shape λ
and weight µ. So we can suppose that T ′ is not of highest weight and define k, l, i1, r
′
1 and T
′
1 from T
′
as we have done in the case λ ∈ Ω+. Finally we set
T1 = (e˜i1C)T
′
1 and r1 = r
′
1 + 1 if l = 1, fi1(vCl) = 0 and εi1(C) = 1,
T1 = CT
′
1 and r1 = r
′
1 otherwise.
Lemma 4.3.1 T1 ∈ OT(n, λ).
Proof. Suppose first that λ ∈ Ω+. Set T1 = D1 · · ·Ds. Then by construction of T1, we have Di = Ci
for i /∈ {l, ..., k}. The columns Ci with i = k + 1, ..., s are of highest weight. One has w(Dk · · · Ds) =
e˜
εi1,k
i1
(w(Ck · · ·Cs)) by (5) because εi1,k = εi1w(Ck · · ·Cs) and ϕi1w(Cj) = 0 for j = k+1, ..., s (otherwise
we would have e˜i1(w(Ck)) = 0 since the letters 1, ..., i1 would occur in Ck). So Dk · · ·Ds is an orthogonal
tableau.
If l = 1, w(D1 · · · Dk) = e˜
r1
i1
(w(C1 · · · Ck)) since ϕi1(w(Cj)) = 0 for j = 2, ..., k. So D1 · · · Dk is an
orthogonal tableau. The lemma is true since Dk · · ·Ds is also an orthogonal tableau. If l > 1, we have
either fi1vCl 6= 0 and e˜i1(w(Cl)) 6= 0 or e˜i1(w(Cl−1)) = 0.
When fi1vCl 6= 0, by considering the configurations given in 3.2 for fi1vCl 6= 0 and e˜i1(w(Cl)) 6= 0, we
see that εi1,l = 1 and ϕi1w(Dl) = 2. More precisely one has:
wi1(Dl) =
{
i1i1 + 1 if i1 = 1, ..., n− 1
n0r if i1 = n
when Dl is of type B (30)
wi1(Dl) =

i1i1 + 1 if i1 = 1, ..., n− 2
(n− 1)(nn)rn if i1 = n− 1
(n− 1)(nn)rn if i1 = n
when Dl is of type D (31)
In all cases, a simple computation from Definition 3.1.5 of [13] shows that lCl = lDl (see Remark following
Definition 2.4.1). Hence rCl−1lDl is an orthogonal tableau.
When e˜i1(w(Cl−1)) = 0, we have e˜
εii,l
i1
(w(Cl)w(Cl−1)) = w(Dl)w(Cl−1) by (5). So Cl−1Dl is an orthogonal
tableau.
Finally we obtain that D1 · · · Dl = C1 · · · Cl−1Dl is an orthogonal tableau. Moreover w(Dl · · · Dk) =
e˜r1i1w((Cl · · · Ck)) because ϕi1w(Cj) = 0 for j = l + 1, ..., k so is the reading of an orthogonal tableau.
Hence T1 is an orthogonal tableau since Dk · · ·Ds is an orthogonal tableau.
Now suppose that λ /∈ Ω+. Set T1 = DD1 · · ·Ds.We know by the arguments above that T ′1 = D1 · · ·Ds
is an orthogonal tableau. So it suffices to prove that DD1 is an orthogonal tableau. If l > 1, D = C
and D1 = C1. Now suppose l = 1. If fi1(vC1) = 0 and εi1(C) = 1 then w(DD1) = e˜
εi1,l+1
i1
w(CC1)
is the reading of an orthogonal tableau. If fi1(vC1) = 0 and εi1(C) = 0 then w(DD1) = e˜
εi1,1
i1
w(CC1)
is the reading of an orthogonal tableau. Finally if fi1(vC1) 6= 0 we have seen that lC1 = lD1. Hence
w(DD1) = w(CD1) is again the reading of an orthogonal tableau.
Remark 4.3.2 For j = l, ..., k, e˜i1(w(Dj)) = 0 and f˜i1(w(Dj)) 6= 0. By considering the configurations
that can occur in Dj, this implies that ei1(vDj ) = 0 and f
(εi1,j)
i1
vDj = vCj for j = l + 1, ..., k.
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Once the tableau T1 defined, we do the same with T1 getting a new orthogonal tableau T2 and a
new integer i2. And so on until the tableau Ts obtained is equal to Tλ. Notice that we can not write
w(T1) = e˜
r1
i1
w(T ) in general, that is, our algorithm does not provide a path in the crystal graph B(λ)
joining the vertex w(T ) to the vertex of highest weight w(Tλ).
Example 4.3.3 For T =
2 2 3
0 3¯
0
of type B and n = 3, we obtain successively
2 2 2
0 3¯
0
,
1 1 1
0 3¯
0
,
1 1 1
3 3
0
,
1 1 1
2 2
0
and
1 1 1
2 2
3
.
A(T ) = f2f
(3)
1 f
(3)
3 f
(2)
2 f3Tλ.
Proposition 4.3.4 The expansion of A(T ) on the basis {vτ ; τ ∈ T(n, λ)} of W (λ) is of the form
A(T ) =
∑
τ
ατ,T (q)vτ
where the coefficients ατ,T (q) satisfy:
(i): ατ,T (q) 6= 0 only if τ and T have the same weight,
(ii): ατ,T (q) ∈ Z[q, q−1] and αT,T (q) = 1,
(iii): ατ,T (q) 6= 0 only if τ E T.
Proof. (of Proposition 4.3.4)
We only sketch the proof for λ ∈ Ω+. When λ /∈ Ω+ the arguments are essentially the same up to
minor modifications due to the spin column contained in the tabloids of shape λ. Consider a tabloid
τ ∈ T(n, λ) with λ ∈ Ω+ and i ∈ {1, ...n}. We call “i-substitution in τ” the substitution of any letter
a ∈ τ such that ϕi(a) 6= 0 by the letter f˜i(a) preserving the structure of tabloid.
(i) is a straightforward consequence of the definition of A(T ). By Lemma 4.2.1, we know that ατ,T (q) ∈
Z[q, q−1]. The proposition will be proved by induction if we show that (ii) and (iii) hold for T as soon
as they hold for T1 with A(T ) = f
(r1)
i1
A(T1) (the notations are those of Lemma 4.3.1). If the vector vτ
occurs in A(T ), the tabloid τ is obtained from a tabloid τ1 labelling a vector vτ1 occurring in A(T1) after
r1 i1-substitutions in τ1.
When τ1 = T1 and τ = T, the definition of T1 implies that w(T ) is obtained from w(T1) by executing
the r1 leftmost possible i1-substitutions in w(T1). Hence vT appears in f
(r1)
i1
vT1 with a non zero coefficient.
Now suppose that there exists τ1 6= T1 such that vτ1 appears in A(T1) and vT appears in f
(r1)
i1
vτ1 . Write
w(T ) = z1 · · · zr, w(T1) = y1 · · · yr and w(τ1) = x1 · · · xr. Let w be the factor of the words w(τ1) and
w(T1) of maximal length such that there exist two words u, u
′ and two letters xq 6= yq satisfying:
w(τ1) = wxqu and w(T1) = wyqu
′. (32)
We must have xq ⊳ yq because τ1 ⊳ T1. The letter xq is necessarily modified when T is obtained from
τ1. Otherwise we have xq ∈ w(T ). But w(T ) can also be computed from w(T1). So the letter of w(T )
occurring at the same place than the letter yq in w(T1) is D yq: it can not be xq. This implies that
xq = e˜i1(yq).
Write τ1 = E1 · · · Es where Ej is a column for j = 1, ..., s. Suppose that xq appear in the p-th column
Ep of τ1. Then yq ∈ Dp and zq = yq ∈ Cp (the notations are those of Lemma 4.3.1, that is T = C1 · · ·Cs
and T1 = D1 · · ·Ds).
Suppose Cp 6= Dp. Then w(Dp) is obtained by applying e˜
ε
i1 with ε = εi1(w(Cp)) to w(Cp). Hence Cp
contains at least a letter zh which is changed into yh = e˜i1(zh) to obtain Dp. Necessarily h 6= q because
zq = yq ∈ Dp. So Cp contain the two letters zq = yq and zh. Then the diagram obtained by changing
in Cp zq and zh into e˜i1(zq) = xq and e˜i1(zh) = yh is the column of reading e˜
2
i1
w(Cp). Hence ε = 2 and
w(Dp) = e˜
2
i1
w(Cp) by definition of Dp. It means that yq /∈ Dp and we obtain a contradiction. We have
proved that Cp = Dp.
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The column Cp is not of highest weight because it contains the movable letter yq. So p ≤ k (see (29)). This
implies that p < l because Cp is not modified when we obtain T1 from T. Hence w(T ) is obtained from
w(T1) after r1 i1-substitutions occurring in w. We derive a contradiction because in this case there are
r1 +1 i1-substitutions when T is obtained from τ1. We have proved that vT can only appear in f
(r1)
i1
vT1 .
The vector vT can only appear when f
(r1)
i1
is applied to vDk ⊗ · · · ⊗ vDl in vT1 .We have ei1(vDj ) = 0 (see
Remark 4.3.2) and fi1(vCj ) = 0 for j = l+ 1, ..., k. Set α = ϕi1(w(Dl+1 · · ·Dk)), vD = vDk ⊗ · · · ⊗ vDl+1
and vC = vCk ⊗ · · · ⊗ vCl+1 . Lemma 2.1.1 and an immediate induction shows that f
(α)
i1
vD = vC . By using
one more time this lemma we have
f (r1)(vD ⊗ vDl) =
r1∑
m=0
q(r1−m)(α−m) f (m)(vD)⊗ f
(r1−m)(vDl).
In this sum the vector vC ⊗ vCl only appear for m = α because vD must be changed into vC . Hence the
coefficient of vC ⊗ f (r1−α)(vDl) = vC ⊗ vCl in the above sum is 1. So the coefficient of vT in f
(r1)
i1
vT1 is
equal to 1 which proves (ii) since the coefficient of vT1 in A(T1) is 1.
Consider vτ appearing in A(T ) and suppose that the tabloid τ is obtained from the tabloid τ1 such
that vτ1 appears in A(T1) after r1 i1-substitutions in τ1. Let τ
′ be the tabloid obtained by executing
in w(τ1) the r1 leftmost possible i1-substitutions. We are going to prove that τ
′ E T which implies the
proposition because τ E τ ′. If τ1 = T1 then τ
′ = T . So we can suppose τ1 6= T1 and decompose the
words w(τ1), w(T1) as in (32) with xq ⊳ yq. If τ
′ D T, there is a i1-substitution executed in w when τ
′
is obtained from τ1 which is not executed when T is obtained from T1. Denote by a the letter concerned
by this substitution. We can write w = w1aw2 where w1 and w2 are words and
w(τ1) = w1aw2xqu and w(T1) = w1aw2yqu
′.
Then when we compute T from T1, the r1 i1-substitutions occur in w1 since w(T ) is obtained from w(T1)
by executing the r1 leftmost possible i1-substitutions in w(T1). This contradicts the definition of τ
′. So
(iii) is true.
It follows from (iii) that the vectors A(T ) are linearly independent in V (λ). This implies that
{A(T );T ∈ OT(n, λ)} is a Q[q]-basis of V (λ). Indeed by Definition 2.4.1, dimV (λ) = card(OT(n, λ)).
As a consequence of (28), we obtain A(T ) = A(T ). Note that, by definition of Marsh’s algorithm, the
bases {A(T )} and {G(T )} coincide when λ = ωi, i = 1, ..., n.
4.4 From A(T ) to G(T )
Let us write
G(T ) =
∑
τ∈TB(n,λ)
dBτ,T (q) vτ when T is of type B,
G(T ) =
∑
τ∈TD(n,λ)
dDτ,T (q) vτ when T is of type D.
We are going to describe a simple algorithm for computing the rectangular matrix of coefficients
D = [dτ,T (q)], τ ∈ T(n, λ), T ∈ OT(n, λ).
Lemma 4.4.1 The coefficients dτ,T (q) belong to Q[q]. Moreover dτ,T (0) = 0 if τ 6= T and dT,T = 1.
Proof. Recall that {G(T )} is a basis of VQ(λ) = U
−
Q vλ. This implies that the vectors of this
basis are Q[q, q−1]-linear combinations of vectors of the type considered in Lemma 4.2.1. In particular
dτ,T ∈ Q[q, q−1]. By condition (11), dτ,T (q) must be regular at q = 0 hence dτ,T (q) belongs to Q[q].
Moreover
dτ,T (q) ≡
{
0 mod q if τ 6= T
1 mod q otherwise
.
So the Lemma is true.
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Let us write
G(T ) =
∑
S∈OTB(n,λ)
βBS,T (q)A(S) when T is of type B (33)
G(T ) =
∑
S∈OTD(n,λ)
βDS,T (q)A(S) when T is of type D
the expansion of the basis {G(T )} on the basis {A(T )}. We have the following lemma analogous to
Lemma 4.3 of [11]:
Lemma 4.4.2 The coefficients βS,T (q) of (33) satisfy:
(i): βS,T (q) = βS,T (q
−1),
(ii): βS,T (q) = 0 unless S E T,
(iii): βT,T (q) = 1.
Proof. See proof of Lemma 4.3 in [11].
Let Tλ = T
(1) ⊳ T (2) ⊳ · · · ⊳ T (t) be the sequence of tableaux of OT(n, λ) ordered in increasing
order. We have G(Tλ) = A(Tλ), i.e. G(T
(1)) = A(T (1)). By the previous lemma, the transition matrix
M from {A(T )} to {G(T )} is upper unitriangular once the two bases are ordered with E. Since {G(T )}
is a Q[q, q−1] basis of VQ(λ) and A(T ) ∈ VQ(λ), the entries of M are in Q[q, q−1]. Suppose by induction
that we have computed the expansion on the basis {vτ ; τ ∈ T(n, λ)} of the vectors
G(T (1)), ..., G(T (i))
and that this expansion verifies dτ,T (p)(q) = 0 if τ ⊲ T
(p) for p = 1, ..., i. The inverse matrix M−1 is also
upper unitriangular with entries in Q[q, q−1]. So we can write:
G(T (i+1)) = A(T (i+1))− γi(q)G(T
(i))− · · · − γ1(q)G(T
(1)). (34)
It follows from condition (12) and Proposition 4.3.4 that γm(q) = γm(q
−1) for m = 1, ..., i. By Lemma
4.4.1, the coordinate dT (i),T (i+1)(q) of G(T
(i+1)) on the vector vT (i) belongs to Q[q], dT (i),T (i+1)(0) = 0
and the coordinate dT (i),T (i)(q) of G(T
(i)) on the vector vT (i) is equal to 1. Moreover vT (i) can only occur
in A(T (i+1))− γi(q)G(T (i)). If
αT (i),T (i+1)(q) =
s∑
j=−r
ajq
j ∈ Z[q, q−1]
then we will have
γi(q) =
0∑
j=−r
ajq
j +
r∑
j=1
a−jq
j ∈ Z[q, q−1].
Next if the coefficient of vT (i−1) in A(T
(i+1))− γi(q)G(T (i)) is equal to
k∑
j=−l
bjq
j
using similar arguments we obtain
γi−1(q) =
0∑
j=−l
bjq
j +
l∑
j=1
b−jq
j ,
and so on. So we have computed the expansion of G(T (i+1)) on the basis {vτ} and this expansion verifies
dτ,T (i+1)(q) = 0 if τ ⊲ T
(i+1). Finally notice that γs(q) ∈ Z[q, q−1] by Proposition 4.3.4.
Theorem 4.4.3 Let T ∈ OT(n, λ). Then G(T ) =
∑
dτ,T (q)vτ where the coefficients dτ,T (q) verify:
(i): dτ,T (q) ∈ Z[q],
(ii): dT,T (q) = 1 and dτ,T (0) = 0 for τ 6= T,
(iii): dτ,T (q) 6= 0 only if τ and T have the same weight, and τ E T .
Remark: If we use W(ωp) instead of W (ωp), the Lemma 4.4.1 is false. So we can not use a similar
triangular algorithm to compute {G(T )} from {A(T )}.
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5 Example
All the vectors occurring in our calculations are weight vectors. So we can use our algorithm to compute
the canonical basis of a single weight space. We give below the matrix obtained for the 10-dimension
weight space of the Uq(so7)-module V (3, 2, 1) (i.e. λ = Λ1 + Λ2 + 2Λ3) corresponding to the weight
(0, 2,−1). Its columns and rows are respectively labelled by the orthogonal tableaux Ti, i = 1, ..., 10 and
by the tabloids of weight (0, 2,−1) ordered from left to right and top to bottom in increasing order for
E. The orthogonal tableaux (which are tabloids) appear in the labelling of the rows of the matrix. We
have written them with bold font.
In this example we have, G(Ti) = A(Ti) for i ∈ {1, 2, 5, 6, 7, 9, 10}, G(T3) = A(T3) − A(T2), G(T4) =
A(T4)−
(
q +
1
q
)
A(T2) and G(T8) = A(T8)−A(T5).
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.222
03¯
2¯
122
01¯
3¯
223
03¯
3¯
220
33¯
3¯
220
03¯
3¯
120
21¯
3¯
223¯
30
3¯
223¯
33¯
0
123¯
2¯1¯
0
121¯
20
3¯
121¯
23¯
0
221
3¯0
1¯
q8 . . . . . . . . . .
221
03¯
1¯
q6 q8 . . . . . . . . .
221
01¯
3¯
. q6 . . . . . . . . .
012
3¯2
1¯
. . . q8 . . . . . . .
212
3¯0
1¯
q6 . . q6 . . q8 . . . .
212
03¯
1¯
q4 q6 . . . . q6 . . q8 .
212
01¯
3¯
. q4 . . . . . . . q6 .
122
3¯0
1¯
q4 . . . . . q6 . q8 . .
222
3¯0
2¯
q2 . . q8 + q6 q9 + q7 . q4 . q6 . .
022
00
3¯
. . . q5 q6 . . . . . .
122
03¯
1¯
q2 q4 . q6 . q8 q4 . q6 q6 .
222
03¯
2¯
1 q2 q8 q6 + q4 q7 + q5 q6 q2 . q4 q4 .
322
03¯
3¯
. . q6 q4 q5 − q9 . . . . . .
022
03¯
0
. . . . q4 . . . . . .
222
02¯
3¯
. q2 q4 . . q6 . . . q4 .
122
01¯
3¯
. 1 . . . q4 . . . q2 .
232
03¯
3¯
. . q2 q6 + q4 q7 + q5 q4 . . q8 + q6 . .
202
00
3¯
. . . q3 q4 . . . q5 . .
102
23¯
1¯
. . . q4 . q6 . . . . .
202
33¯
3¯
. . . q2 q5 + q3 q4 . . q6 + q4 . .
202
03¯
0
. . . . q2 . . . q3 . .
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.222
03¯
2¯
122
01¯
3¯
223
03¯
3¯
220
33¯
3¯
220
03¯
3¯
120
21¯
3¯
223¯
30
3¯
223¯
33¯
0
123¯
2¯1¯
0
121¯
20
3¯
121¯
23¯
0
102
21¯
3¯
. . . . . q2 . . q4 . .
13¯2
21¯
0
. . . . . . . . q2 . .
223
03¯
3¯
. . 1 q4 + q2 q5 + q3 q2 q6 q8 q6 + q4 q4 .
210
3¯2
1¯
. . . q4 . . q6 . . . .
220
00
3¯
. . . . q2 . q3 q5 q3 . .
120
23¯
1¯
. . . q2 . q4 q4 . q6 q6 q8
220
33¯
3¯
. . . 1 q3 + q q2 q2 q6 + q4 2q4 + q2 q4 q6
220
03¯
0
. . . . 1 . . q3 q . .
120
21¯
3¯
. . . . . 1 . . q2 q2 q4
213¯
02
1¯
. . . . . . q4 . . q6 .
223¯
03
3¯
. . . . . . q2 q4 . q4 .
123¯
20
1¯
. . . . . . q2 . q4 q4 q6
223¯
30
3¯
. . . . . . 1 q4 + q2 q2 q2 q4
223¯
00
0
. . . . . . . q . . .
223¯
33¯
0
. . . . . . . 1 q2 . q4
123¯
21¯
0
. . . . . . . . 1 . q2
211¯
02
3¯
. . . . . . . . . q2 .
121¯
20
3¯
. . . . . . . . . 1 q2
121¯
23¯
0
. . . . . . . . . . 1
References
[1] V. Chari, A. Presley, A guide to quantum groups, Cambridge University Press 1994.
[2] J. Hong, S. J. Kang, Introduction to quantum groups and crystals bases, A.M.S 2002, GSM/12.
[3] J. C. Jantzen, Lectures on quantum groups, Graduate Studies in Math. 6, A.M.S 1995
[4] N. Jing, K. C. Misra, M. Okado, q-Wedge modules for quantized enveloping algebras of classical
type, Journal of Algebra, 230 (2000), 518-539.
20
[5] M. Kashiwara, Crystallizing the q-analogue of universal enveloping algebra, Commun. Math. Phys,
133 (1990), 249-260.
[6] M. Kashiwara, On crystal bases of the q-analogue of universal enveloping algebras, Duke Math. J,
63 (1991), 465-516.
[7] M. Kashiwara, Crystallization of quantized universal enveloping algebras, Sugaku Expositiones, 7
(1994), 99-115
[8] M. Kashiwara, On crystal bases, Canadian Mathematical Society, Conference Proceedings, 16
(1995), 155-197.
[9] M. Kashiwara, T. Miwa. J-U. H. Petersen, C. M. Yung, Perfect crystals and q-deformed
Fock spaces, Selecta Mathematica, 2 (1996), 415-499.
[10] M. Kashiwara, T. Nakashima, Crystal graphs for representations of the q-analogue of classical
Lie algebras, Journal of Algebra, 165 (1994), 295-345.
[11] B. Leclerc, P. Toffin, A simple algorithm for computing the global crystal basis of an irreducible
Uq(sln)-module, Int. J. Algebra Computation, 10 (2000), 191-208.
[12] C. Lecouvey, An algorithm for computing the global basis of an Uq(sp2n)-module, Advances in
Applied Math. (to appear).
[13] C. Lecouvey, Schensted-type correspondences and plactic monoids for types Bn and Dn, Journal
of Combinatoric Algebra (to appear).
[14] G. Lusztig, Quivers, perverse sheaves, and quantized enveloping algebras, J. Am. Math. Soc, 4
(1991), 365-421.
[15] R. Marsh, Algorithms to obtain the canonical basis in some fundamental modules of quantum groups,
Journal of Algebra 196, 831-860 (1996).
21
