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ITERATED RESIDUES AND MULTIPLE BERNOULLI
POLYNOMIALS
ANDRA´S SZENES
1. Introduction
In this paper we consider the following problem: let A be a central hy-
perplane arrangement over Z; equivalently, let V be an n-dimensional real
vector space and Γ ⊂ V a lattice of rank n. We will always assume that the
∩A = {0} and that the lines dual to the hyperplanes in A span V ∗. Denote
by Λ the lattice in V ∗ dual to Γ over Z. The integrality condition says that
each hyperplane H in the arrangement is the zero set of some linear form
xH ∈ Λ. We will call a real hyperplane arrangement (HPA) with this extra
structure integral (IHPA). Of course, up to isomorphism we always have
Z
n = Λ ⊂ V = Rn.
Some more notation: Let U = V \ ∪A be the complement of the arrange-
ment and ΓA = U ∩Γ. To avoid factors of 2π
√−1 in the formulas, introduce
j = j/(2π
√−1). We call a function on V A-rational if it is rational and its
poles are contained in ∪A; similarly an A-meromorphic function is a mero-
morphic function defined in a neighborhood of 0 ∈ V with poles contained
in ∪A. Denote these classes of functions by RA and MA.
For any A-rational function f , we are interested in calculating the follow-
ing sums:
Bf,A =
∑
j∈ΓA
f(j).(1.1)
An example of such a sum is
S(a, b, c) =
∑ 1
manb(m+ n)c
, m, n ∈ Z; m,n,m+ n 6= 0,
where a, b, c are positive integers.
More generally we will consider the Fourier series:
Bf,A(t) =
∑
j∈ΓA
exp〈t, j〉f(j),(1.2)
where t ∈ V ∗.
We will omit A from the notation whenever it does not cause confusion.
The infinite sum Bf,A(t) makes sense as a distribution. For now, we assume
The research was supported by the Alfred Sloan Foundation and the Mittag-Leffler
Institute.
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that these sums converge absolutely, thus Bf,A(t) is a continuous function
of t, although eventually we will consider all functions f ∈ RA.
A few basic properties: clearly, Bf (t) is Λ-periodic in t and Bf (0) = Bf .
We will show that that V ∗ has a chamber decomposition such that Bf (t)
restricts to a polynomial inside each chamber. Because of the periodicity, this
decomposition comes from one of T = V ∗/Λ. These polynomials are natural
generalizations of the classical Bernoulli polynomials, which correspond to
the one-dimensional case (see §2). When f has rational coefficients, these
polynomials will have rational coefficients as well. Following Zagier [16] we
named them multiple Bernoulli polynomials (MBP).
Now we describe the shape of the result in general terms. The main goal is
to give residue formulas, a certain type of generating series, for these MBPs.
The singular locus of the MBPs are given by the Λ-translates of the dual
arrangement A∗ in V ∗ formed by the one-dimensional faces of A. Thus for
every f ∈ RA and every chamber ∆ of Λ+A∗ we have to find a polynomial
B∆f (t) such that B
∆
f (t) = Bf (t), whenever t ∈ ∆.
The type of residues which appear naturally in our approach are the
iterated residues defined in §3. One of the features of our formula is that it
is independent of f , i.e. for any integral arrangement A and chamber ∆, we
construct a local residue form ω∆(A) such that whenever t ∈ ∆ we have
B∆f (t) = 〈ω∆(A), f exp(t)〉.
The precise definition of the pairing 〈, 〉 is given in (3.2). One can think of
the collection ω = {ω∆(A)} as of a fundamental class of the IHPA A.
The motivation for considering such sums came from the work of Witten
on the intersection ring and volume of the moduli spaces of G-bundles on
Riemann surfaces [15, 9], where G is a compact connected Lie group; the
arrangement is given by the coroot hyperplanes in the dual of the Cartan
subalgebra of G; the lattice Γ is the weight lattice of the group. Some details
are given in §5.
The existence of such ω in the Lie group case mentioned above was conjec-
tured in [13, Conjecture 4.2] in a weaker form. We will discuss the relevance
of this statement to the topology of the moduli spaces in a separate paper.
The sketch of the proof of this conjecture was given in [13] for G = SU(3),
with the claim that the case of SU(n) is analogous. This result was later
used and extended in the works of Jeffrey and Kirwan [7] (see also [10]).
The Verlinde-type deformation of these formulas (cf. [13] for a detailed
explanation) will be given in a future publication.
Naturally, besides the above, an explicit construction of ω is also useful
since it gives a simple, efficient calculus for the numbers Bf . A different
approach to the calculation of these numbers was given earlier by Zagier
[16]. While the formulas in [16] are not as compact as ours, there the multi-
plicative structure of these numbers and even certain modular deformations
of them are considered.
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The contents of the paper: In §2 we describe the classical theory in terms
of our general setup, in §3 we introduce our version of iterated residues – a
very special case of the standard notions such as the Grothendieck residue
and Parshin’s residue and show how it relates to the theory of hyperplane
arrangements. We give a new interpretation of the broken circuit bases
along the way. In §4 we prove the main theorem while in §5 we give some
applications and calculations; we work out the most important example of
the braid arrangements.
Acknowledgments. The first version of this paper (hep-th/9707114)
was completed during my stay at the Mittag-Leffler Institute in the Spring
of 1997. I am most grateful to Lev Rozansky and Kefeng Liu whose helpful
comments and interest made this work possible. I would like to thank Victor
Batyrev, Hiroaki Terao, Alexandr Varchenko, Michel Vergne and Andrei
Zelevinski for their suggestions and encouragement. Eva Maria Feichtner
provided me with some important references.
2. Classical Bernoulli polynomials
The classical Bernoulli polynomials can be defined using the setup of the
introduction as follows: let V = R, Γ = Z; there is one “hyperplane” – {0},
ΓA = Z\{0}.
By abuse of notation (we replace x−k by k in the subscript of B) we have
Bk(t) =
∑
n∈ΓA
exp(nt)
nk
.(2.1)
This function is defined by a Fourier series, therefore, it is periodic with
period 1. Properties:
1. From the Fourier series it is clear that Bk(t) is k−2 times differentiable.
2. ddtBk(t) = Bk−1(t).
3. B0(t) = δZ(t) − 1, where δZ(t) is the sum of delta-functions at all
integers.
4.
∫ 1
0 Bk(t) dt = 0, by inspecting the Fourier series.
5. It follows from Properties 1–4 that Bk restricts to a polynomial of
degree exactly k on each interval (m,m + 1), which will be denoted
by Bmk . These polynomials are defined recursively and have rational
coefficients.
The polynomials B0k(t) are the Bernoulli polynomials up to a sign and a
factor of k!.
2.1. Residue formulas. The main goal of this paper is to obtain residue
formulas for Bk(t) and its generalizations. The basic technical tool is
Lemma 2.1. Let f be a rational function of degree ≤ −2 on C and let P
be the set of its poles. Then for each t, 0 ≤ t < 1,∑
n∈Z\P
exp(nt)f(n) =
∑
p∈P
Res
x=p
exp(tx) td(x)f(x),(2.2)
4 ANDRA´S SZENES
where
td(x) =
dx
1− exp(x) .
Proof. Apply the Residue Theorem to a circle of radius πL for odd integer
L and let L→∞.
This immediately gives us a residue formula for the Bernoulli polynomials:
denoting by {t} the fractional part of t
B0k(t) = Res
x=0
exp({t}x) td(x)x−k,(2.3)
at least for k ≥ 2.
Note that for any k the series Bk(t) can be interpreted as a distribution.
Then by differentiating Bk(t) considered as a distribution, we can extend
(2.3):
Lemma 2.2. For arbitrary integer k the distribution Bk(t) is a polynomial
function in each interval (m,m+ 1), m ∈ Z. For a non-integral t we have
Bmk (t) = Res
x=0
ωmx−k,
where ωm = exp(−mx) td(x).
Note that B1(t) is a discontinuous function and B
0
1(t) = 1/2 − t, while
B0(t) is a distribution and B
m
0 (t) = −1 for all m. For k < 0 always Bmk = 0.
3. Iterated Residues and Hyperplane Arrangements
3.1. Residue Forms. In this section, let A be a complex HPA in an n-
dimensional complex vector space VC with complement UC. Consider a
linearly independent ordered n-tuple S = (H1,H2, . . . ,Hn) of hyperplanes
in A. We define a linear operation on A-meromorphic functions IResS :
MA → C as follows. First note that there is a well defined notion of “the
constant term at 0” of a meromorphic function f on a complex line (1-
dimensional complex vector space), which we will denote by Res·z=0 g. This
is simply the degree 0 coefficient in the Laurent expansion of f . Take an
element g ∈ RA and consider the family of lines parallel to ∩ni=2Hi. Each of
these lines is a complex line with 0 on H1 and the restriction of g onto them
has a well-defined constant term. Thus we obtain a new function Res·H1 g
on H1. This procedure can be repeated with H2, replacing VC by H1, g by
Res·H1 g and Hi by by H1∩Hi. Iterating this n times, we arrive at a number
IRes
S
g =
·
Res
Hn
. . .
·
Res
H2
·
Res
H1
g.
We call this operation an iterated residue. A few important points:
Remark 3.1. 1. Usually taking a residue is applied to differential forms
not instead of Res to mark the difference, but it may have been more
proper to call this operation “constant term” rather than residue.
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2. The operation IResS is a degree 0 operation with respect to the C
∗
action on VC.
3. A more practical method of computation of iterated residues is given
in §5.
4. The operation IResS g depends on the order of the hyperplanes!
5. The notation Res·H1 g above is inconsistent since this operation actually
depends on the other Hi-s as well. There is one case, however, when
this is not so: when g is regular along H, then Res·H1 g = g|H1, the
restriction of g onto H1.
Now we explain how this operation is related to the standard calculus of
homology and cohomology of the complement of HPAs [12, 14]. Let Akind
be the set of ordered linearly independent k-tuples of elements of A and let
ZA
k
ind be the free Z-module generated by A
k
ind. Any map m : A
k
ind → A to
an Abelian group A extends to a map m : ZAkind → A denoted by the same
letter. Denote by Ω∗
A
the graded algebra of local meromorphic differential
forms on VC with poles along ∪A.
Consider an ordered k-tuple of hyperplanes S = (H1, . . . ,Hk) ∈ Akind, and
assume that Hi is represented by a form xi and let αi = d log xi, i = 1, . . . , k.
Denote by µ(S) the differential form α1 ∧ · · · ∧ αk. Then µ is a map from a
ZA
k
ind to Ω
k
A
, and it clearly induces a map µ∧ from the kth exterior product
of ZA to differential k-forms. All these forms are integral and closed and the
fundamental statement in the theory is that µ factors through a surjective
map b to Hk(UC,Z).
The story is summarized in the commutative diagram below. The maps
b∧, µ∧ and q are algebra homomorphisms.
Ω∗A
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
µ
✕ ❑❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
µ∧H∗(UC,Z)
q
∪
✻
 
 
 
 
 
b
✒ ■❅
❅
❅
❅
❅
b∧
ZA
∗
ind
∧ ✲ ∧∗ZA
To simplify the notation we will not put an index on the maps marking the
degree.
Remark 3.2. The subalgebra of differential forms generated by logarithmic
formsOS∗ = µ(ZA∗ind) is naturally isomorphic to H
∗(UC,Z). This algebra is
called the Orlik-Solomon algebra of A and it can be defined combinatorially
in a more general framework. We cannot do justice to the subject here and
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refer the reader to the monograph [12] and the original works of Arnold [1],
Brieskorn [3], Orlik and Solomon [11] and Bjo¨rner [2].
There is an interesting picture related to the homology of the complement
as well. Denote by FLkA the set of partial k-flags (sequences of subspaces of
codimensions 1, . . . , k) of A and again consider an element S ∈ Akind as above.
Then we can associate to S an element fl(S) = (H1,H1 ∩H2, . . . ,∩ki=1Hi)
One can also associate to S a k-cycle represented by a k-torus as follows
(cf p. 159 in [14]): fix a set of positive εi, i = 1, . . . , n such that 0 < ε1 ≪
ε2 ≪ · · · ≪ εn and and let (H1, . . . ,Hk,Hk+1, . . . ,Hn) be a completion of S
to an independent n-tuple. Then the homotopy class of the torus
{|xi| = εi, i = 1, . . . , k, xi = εi, i = k + 1, . . . , n}
in UC is well-defined, and its orientation is fixed by the complex structure.
The homology of this torus, Z(S), only depends on fl(S).
Hk(UC,Z)
 
 
 
 
 
Z
✒ ■❅
❅
❅
❅
❅
Zfl
ZA
k
ind
fl ✲ FLkA
(3.1)
One can give explicit generators for the kernels of the maps b∧ and Zfl
(cf. Proposition 3.4 and [14])
By tensoring the maps in the above diagrams we obtain
ΩkA⊗Hk(UC,Z)
 
 
 
 
 
IR = µ⊗ Z
✒ ■❅
❅
❅
❅
❅
q ⊗ id = q
ZA
k
ind
b⊗ Z ✲ Hk(UC,Z)⊗Hk(UC,Z)
We introduce the notation IR for the iterated residue map µ⊗Z, and use
the same symbol q for the map q ⊗ id.
The connection of IR with iterated residues can be seen as follows: let
k = n and define a pairing between Hn(UC,Z)⊗ ΩnA and MerA by
〈C ⊗ η, g〉 =
∫
C
gη,(3.2)
where C ∈ Hn(UC,Z) and η ∈ ΩnA. Note that it is essential that we restrict
to k = n here, because only in this case is gη necessarily a closed form.
Then we have
Proposition 3.1. Let S ∈ Anind and g ∈ MerA. Then
IRes
S
g = 〈IR(S), g〉.
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Proof: The proof easily follows from Cauchy’s theorem. The residue
integrals which appear in calculating the pairing give exactly the same result
as the procedure in the definition of the iterated residues.
Remark 3.3. The last diagram suggests an interesting application of this
formalism. Since Hk(UC,Z) and Hk(UC,Z) are naturally dual to each other,
there is a canonical diagonal element diagk ∈ Hk(UC,Z)⊗Hk(UC,Z). Thus
there is an invariantly defined notion of the “constant term” of any f ∈MerA
defined by the formula
〈q(diagn), f〉.
This will be more exciting if we show that this is an iterated residue, i.e.
that diagn ∈ im(b⊗Z). This is indeed the case as we will prove in the next
paragraph (cf. Proposition 3.6).
We make a much stronger conjecture:
Conjecture 3.2. The map b ⊗ Z : ZAnind −→ Hn(UC,Z) ⊗ Hn(UC,Z) is
surjective.
3.2. Broken circuit bases. Here we recall some of the basics of the theory
of HPAs and broken circuit bases of Orlik-Solomon algebras (cf.[12]). We
show how “non-commutative” broken circuit bases fit naturally into the
picture of the previous paragraph.
A circuit C is a minimally dependent subset of A, i.e. C is dependent but
C\{H} is independent for any H ∈ C. The kernel of the map µ∧ : ∧ZA∗ →
Ω∗
A
can be described using circuits as follows: Assume that the elements of
a circuit C are linearly ordered and denote by C[i] ∈ A|C|−1ind the ordered set
obtained by omitting the ith element of C.
Proposition 3.3 ([12]). Every ordered circuit C gives rise to an element
rel(C) ∈ ker b given by
rel(C) =
|C|∑
i=1
(−1)iC[i].(3.3)
Proof. We give a proof of this statement here, as it will be needed later.
Recall that b takes the k-tuple (H1, . . . ,Hk) to the form α1∧· · ·∧αk. Since
αi = d log(xi) depends on xi only up to a scalar multiple, and using that C is
a circuit, we can assume that the relation among the elements of C is given
by
∑
xi = 0. Then for 1 ≤ s, t ≤ k we have ∧i 6=s dxi = (−1)s−t ∧i 6=t dxi,
and thus µ(rel(C)) reduces to k∑
i=1
∏
j 6=i
x−1j
 ∧k−1i=1 dxi.
This clearly vanishes since the coefficient reduces to
∑
xi after multiplication
by
∏
xi.
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Proposition 3.4 ([12]). The kernel of µ∧ is given by the ideal in
∧
ZA
∗
generated by the elements {∧(rel(C))| Cis a circuit}.
See [12] for the proof.
There is a way to construct a basis of the Orlik-Solomon algebra by
“breaking” the relations given by the circuits. Denote by |A| the number of
elements in A, and by |A| the set of integers from 1 to |A|. Then one can
represent an ordering σ of the elements of A by a bijection σ : A→ |A|. Be-
low, we define special subsets BCBσ ⊂ Akind for every ordering σ and every
k. To simplify the notation, we will regard elements S ∈ Akind as functions
S : {1, . . . , k} → A, but, when it does not cause confusion, we will use the
notation H ∈ S to say that H is one of the hyperplanes in S.
Definition 3.1. BCBkσ consists of those elements of A
k
ind ordered according
to σ which do not contain “broken circuits”:
(3.4) BCBkσ = {S ∈ Akind|σ(S(i)) < σ((S(i+ 1)), 1 ≤ i < k and
for anyH /∈ S {H} ∪ {G ∈ S|σ(G) > σ(H)} is independent}
Note that our definition is somewhat differs from the standard one in that
we we retain the ordering among the elements of the BCB.
Using BCBs one can construct bases of the Orlik-Solomon algebra:
Proposition 3.5 ([12]Theorem 3.43). For any ordering σ, the set µ(BCBkσ)
is a Z-basis of OSk and, equivalently, b(BCBkσ) is a basis of H
k(UC,Z).
Our “non-commutative” version of broken circuit bases has a stronger
property. This is the statement mentioned in Remark 3.3.
Proposition 3.6. For every ordering σ introduce the element
Dkσ =
∑
S∈BCBσ
S ∈ ZAkind, (1 ≤ k ≤ n).
Then
(b⊗ Z)(Dkσ) = diagk.
Proof. Let S,Q ∈ Akind, and for a permutation τ ∈ Sk denote by Sτ the
n-tuple in Akind with the same elements as S, but permuted by τ . Then [14,
§4]
〈b(S), Z(Q)〉 =
{
0, if fl(Sτ ) 6= fl(Q) for any τ ∈ Sk
(−1)parity(τ), if fl(Sτ ) = fl(Q),
where 〈, 〉 is the pairing between cohomology and homology. In particular,
clearly 〈b(S), Z(S)〉 = 1 for all S ∈ Akind.
Combining this observation with the previous proposition, the statement
reduces to showing that there are no S,Q ∈ BCBσ and τ ∈ Sk such that
fl(Sτ ) = fl(Q).(3.5)
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Indeed, assume that such S,Q, τ exist. First, by the assumption we have
Sτ (k) = Q(k); denote this element by H. Next, again because of (3.5) the
triple Sτ (k − 1), Q(k − 1),H must be linearly dependent. Now if σ(Sτ (k −
1)) < σ(Q(k − 1)), then this contradicts Q ∈ BCBσ, while σ(Sτ (k − 1)) >
σ(Q(k − 1)) contradicts S ∈ BCBσ. Thus the only possibility is Sτ (k −
1) = Q(k − 1). Continuing inductively we can show that Sτ (j) = Q(j) for
j = 1, . . . , k, which implies S = Q.
Corollary 3.7. The set Z(BCBkσ) is a basis of Hk(UC,Z).
Remark 3.4. Compare this result with Lemmas 2.10-11 in [4].
Let us give a name to the property introduced in Proposition 3.6:
Definition 3.2. A set DBk ⊂ Akind is a diagonal basis in degree k if∑
S∈DBk
(b⊗ Z)(S) = diagk.
Proposition 3.6 shows that any ordering σ gives rise to a diagonal basis
BCBkσ for k = 1, . . . , n. In §5 we will see an example of a diagonal basis
which does not come from a BCB.
Note that Proposition 3.6 also shows, that Dkσ = D
k
σ′ mod ker(b ⊗ Z)
for any two orderings σ and σ′. This formally gives us |A|! − 1 relations in
ker(IR) ⊂ ZAkind for each k.
We make the following
Conjecture 3.8. The kernel of IR is generated by the relations Dkσ ∼ Dkσ′
for all k.
Now, we check how BCBs behave under the standard deletion-contraction
in A. What follows is parallel to the arguments in [12].
We take advantage of the usual technique of a triple, basic in the theory
of HPAs [12, Chapter 3]. For H ∈ A, the corresponding triple consists of A,
A\H and A|H, the arrangement induced on H by intersections with other
elements of A. Thus there is a natural surjection π : A\H → A|H.
Pick an element H ∈ A and fix an ordering σ : A → |A|, compatible with
H in the following sense:
1. H is last, i.e. σ(H) = |A| and
2. ifH1∩H = H3∩H and σ(H1) < σ(H2) < σ(H3), thenH1∩H = H2∩H.
The ordering σ induces an obvious ordering σ\H on A\H, and in view of
the second property also an ordering σ|H on A|H. via the lift Denote by
lσ the lift A|H → A\H which takes an element H ′ ∈ A|H to the element
H ′′ ∈ A\H which satisfies π(H ′′) = H ′ and has the least σ-value.
Proposition 3.9.
BCBkσ(A) = BCB
k
σ\H(A\H) ∪ lσ(BCBk−1σ|H (A|H)) ∗H;
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In words: the BCB of A is the BCB of A\H plus the set of elements of Akind
obtained by appending H to the end of the lifts of the BCB of A|H.
Proof. The proof is a straightforward check of the definitions based on the
following fact from linear algebra: a set of hyperlanes H1, . . . ,Hk,H ∈ A is
linearly independent if and only if the hyperplanes H1 ∩H, . . . ,Hk ∩H in
H are linearly independent.
4. Integral arrangements and the main result
Let A be an integral arrangement. In this section, we describe a defor-
mation of the constructions of the previous section, which uses the extra
structure of integrality. Note that most constructions will work for k = n
only.
We retain the notation of §1 and introduce some more: A∗ is the dual ar-
rangement in V ∗, consisting of the hyperplanes dual to the one-dimensional
faces of A; ∆ will stand for an open chamber in the decomposition of V ∗
generated by all lattice translates of these dual hyperplanes, i.e. by Λ+∪A∗.
We will call a point t ∈ V ∗ in the complement of Λ+∪A∗ regular, and denote
by ∆(t) the chamber which contains t.
Our goal is to find a residue form ω∆ ∈ ΩnA ⊗ Hn(UC,Z) such that for
every regular t ∈ ∆ and f ∈ RA we have
Bf (t) = 〈ω∆, exp(t)f〉.
Here we think of t ∈ V ∗ as linear function on V .
As a first step, we construct a new map µˆ∆ : A
n
ind → ΩnA as follows. Let
S ∈ Anind, and choose an ordered set of forms ~x = (x1, . . . , xn), so that xi ∈ Λ
and xi defines S(i). Let ✷(~x) be the unit cube
{z ∈ V ∗| z =
∑
λixi, 0 ≤ λi < 1},
and denote by vol(~x) the volume of this cube with respect to Λ. Then define
µˆ∆(S) =
1
vol(~x)
∧ni=1 td(xi)
∑
y∈Λ∩(✷(~x)−t)
exp(y),(4.1)
where t is a point in ∆; the form td(x) was defined in Lemma 2.1. Note that
the sum in the definition contains vol(~x) terms. The definition is justified
by the following
Proposition 4.1. The form µˆ∆(S) is independent of the representative
forms xi and only depends on S and ∆.
Example: Consider the one-dimensional case and let t ∈ (0, 1). Then we
have
dx
1− exp(x) =
1 + exp(x)
2
d2x
1− exp(2x) =
exp(−x) d(−x)
1− exp(−x) .
To place this statement in the correct framework, it is convenient to intro-
duce the analogs of the spaces of rational functions and logarithmic differ-
entials in the integral case.
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Definition 4.1. Let E(Λ) be the ring over C generated by {exp(x)|x ∈ Λ},
the coordinate ring of the torus V/Γ. Let ÔS(A) the graded E(Λ)-subalgebra
of Ω∗
A
generated by the forms td(x), for x ∈ Λ, defining some hyperplane
in A. A related object is the E(Λ)-algebra RˆA generated by the functions
(1 − exp(x))−1 for the same set of x ∈ Λ. There is an extension of graded
algebras hˆ : ÔS(A) → OS(A) taking td(x) to d log(x) and exp(x) ∈ E(Λ)
to 1 ∈ C.
Proof of Proposition 4.1. For any subset U ⊂ V ∗ define the function
χ(U) =
∑
y∈U∩Λ exp(y) which will be called the character of U . Also, denote
by dΛ~x the volume form on V
∗ induced by Λ and oriented according to ~x.
The proof is based on the following geometric interpretation of (4.1):
µˆ∆(S) = χ(−t+Cone(~x)) dΛ~x,(4.2)
where Cone(~x) is the closed cone generated by the xi-s and the equality
means that in the LHS the denominators are expanded according to
(1− u)−1 =
∑
ui.
The following is a central technical statement. It shows that the relations
in the algebra RˆA reflect the geometry of the cones in the lattice Λ.
Lemma 4.2. Define P (x) ∈ RˆA by
P (x) =
∏
x∈x
1
1− exp(x)
for a linearly independent subset x ⊂ Λ. Let xβ, β ∈ a be a finite collection
of linearly independent subsets of Λ and xβ ∈ Λ, β ∈ a such that the disjoint
union
⋃
(xβ+Cone(xβ)) is invariant with respect to some translation y ∈ Λ.
Then the following relation holds in RˆA:∑
β∈a
exp(xβ)P (xβ) = 0.(4.3)
Proof. The character χ (
⋃
(xβ +Cone(xβ))) is exactly the LHS of (4.3).
Thus the lemma follows from the fact that the character of a translation
invariant set is a distribution with support in codimension 1.
Now we can complete the proof of the Proposition. The ambiguity in the
definition (4.1) of µˆ∆(S) arises because one can multiply an xi by an integer.
The definition given in (4.2) is more invariant, since it does not change if
we multiply some xi by a positive integer. It does change if some xi changes
sign, however the difference between the two formulas will be a volume form
with a coefficient which is the character of an xi-invariant set. Thus by the
Lemma the two definitions coincide.
The Lemma can be also used to prove the following deformation of the
circuit relations. Recall the notation of Proposition 3.3.
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Proposition 4.3. For any ordered circuit C, one has
|C|∑
i=1
(−1)iµˆ∆(C[i]) = 0(4.4)
Proof. The proof is modeled on the corresponding proof of the circuit rela-
tion (Proposition 3.3) described in the previous paragraph. Indeed, using
Proposition 4.1 we can again assume that the linear dependence among the
xi-s is of the form
∑n+1
i=1 xi = 0 by taking if necessary, suitable integer mul-
tiples of the defining forms. Then the expression in (4.4) simply reduces
to the sum of characters of the n + 1 cones generated by the the xi-s with
vertex at −t. The union of these cones is the the whole of V ∗. Now the
proposition follows from Lemma 4.2.
This Proposition is of key importance for us. Combined with Proposi-
tion 3.4 it shows that µˆ∆, just as µ, factors through b, thus there is a map
qˆ∆ : H
n(UC,Z) −→ ΩnA such that µˆ∆ = qˆ∆ ◦ b. The following diagram
summarizes the situation. The map s∆ is a splitting of the extension hˆ.
ΩnA
✛
⊃ OS
n
 
 
 
 
 
µ
✒
 
 
 
 
 ✒
ZA
n
ind
b✲ Hn(UC,Z)
q
∪
✻
❅
❅
❅
❅
❅
µˆ∆
❘
❅
❅
❅
❅
❅❘
ΩnA
qˆ∆
❄
∩
✛
⊃ ÔS
n
hˆ
✻
s∆
❄
Remark 4.1. Our deformed embedding of the top piece of the Orlik-Solomon
algebra into differential forms seems to be a trigonometric deformation of
the constructions in §5 of [5].
Now we can extend the constructions of the previous section as follows.
Again, tensor this diagram with diagram (3.1), use the symbol qˆ∆ for qˆ∆⊗id,
and introduce the notation ÎR∆ = µˆ∆⊗Z. For every chamber ∆, we obtain
special elements
qˆ∆(diag
n) ∈ ΩnA⊗Hn(UC,Z),
which can be represented by an “iterated residue“
qˆ∆(diag
n) =
∑
S∈DBn
ÎR∆(S),(4.5)
where DBn is any diagonal basis.
Theorem 4.4. Let f ∈ RA and t ∈ V ∗ regular element.
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1. For f ∈ RA the distribution Bf defined by the Fourier series (1.2) is a
polynomial function inside every chamber ∆ ∈ V ∗ of Λ+ ∪A∗.
2. For t ∈ ∆ we have the following three formulas for the the multiple
Bernoulli polynomials:
Bf (t) = 〈qˆ∆(diagn), exp(t)f〉,(A)
Bf (t) =
∑
S∈DBn
〈ÎR∆(S), exp(t)f〉,(B)
Bf (t) =
∑
S∈DBn
IRes
S
1
vol(~x)
n∏
i=1
Todd(xi)
 ∑
y∈Λ∩(✷(~x)−t)
exp(y)
 exp(t)f,
(C)
where ~x = (x1, . . . , xn) is a sequence of forms representing S, DB
n is
any diagonal basis in degree n and
Todd(x) =
x
1− exp(x)
Proof. First note that the formulas (A) and (B) are equivalent in view of
(4.5) and formula (C) follows from formula (B) by Proposition 3.1 and the
definition of µ∆ in (4.1).
We will prove the first part of the theorem and formula (B) by induction
on the number of hyperplanes |A|.
The starting step of the induction will be the case when A is elementary,
i.e. |A| = n. In this case Anind consists of one element and there is a
single iterated residue. For n = 1 formula (B) reduces to Lemma 2.2. For
n > 1, pick some representative forms ~x = (x1, . . . , xn) and denote by Λ~x
the sublattice of Λ they generate. Without loss of generality we can assume
that f =
∏n
k=1 x
−λi
i . If Λ~x = Λ then the infinite sum defining Bf is simply
a product of the one-dimensional sums, thus Bf (t) =
∏n
k=1Bλi(ti), where
the function Bk was defined in (2.1) and ti are the components of t in the
basis ~x. The iterated residues also split into a product of one-dimensional
residues: for example, for the basic chamber ∆ = {x| 0 < xi < 1}
(4.6) 〈ÎR∆(H1, . . . ,Hn), exp(t)
n∏
k=1
x−λii 〉
=
n∏
k=1
·
Res
Hi
xi
1− expxi exp({ti}xi)x
−λi
i .
Clearly, both formula (B) and part 1 hold.
For the general case Λ~x 6= Λ, note that if we ignore the correction factor
1
vol(~x)
∑
y∈Λ∩(✷(~x)−t)
exp(y)
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in (4.1) for the moment, we obtain the formula for the product Bernoulli
polynomial Bf,~x(t), corresponding to the lattice Γ~x, which is dual to Λ~x,
and, naturally, contains Γ. A simple computation shows that
Bf (t) =
1
vol(~x)
∑
y∈Λ/Λ~x
Bf (t+ y).(4.7)
This uses the fact that the sum of the characters of a finite group G (in our
case Γ~x/Γ) is the function on the group with support at the identity and
value |G|. It is easy to see then that (4.7) exactly gives rise to the above
correction factor in the iterated residue formulas.
Now consider an arbitrary n dimensional arrangement A such that |A| >
n. According to our inductive hypothesis, we can assume that the theorem
holds for all arrangements with fewer hyperplanes than |A|.
To proceed, we recall an important fact: the partial fraction decomposi-
tion in several dimensions. A weak version of the decomposition theorem is
sufficient for us (cf. [6, Theorem 5.2]).
Lemma 4.5. The subset of those elements of RA which are singular along
at most n hyperplanes, span RA.
According to this Lemma, we can always assume for the purpose of prov-
ing the Theorem that f ∈ RA is singular along at most n hyperplanes. Since
A is not elementary, we can pick a hyperplane H ∈ A, along which f is regu-
lar. Let rH be the restriction map from V
∗ to H∗. Then for f ∈ RA regular
along H by the definition of Bf we have the key equality:
Bf,A(t) = Bf,A\H −Bf |H,A|H(rH(t)),(4.8)
where f |H is the restriction of f onto H. Note that that the theorem is
assumed to hold for A|H and A\H via our inductive hypothesis. Note that
we Then (4.8) immediately implies Part 1 of the theorem since, according to
the inductive assumption, all the walls which can appear as singularities of
Bf,A\H and Bf |H,A|H(r(t)), have the form λ+ Hˇ for some Hˇ ∈ A∗. To prove
formula (B), we compare (4.8) with Proposition 3.9. Choose an ordering σ
compatible with H (see the definition before Proposition 3.9). Then
(4.9)
∑
S∈BCBnσ(A)
〈ÎR∆(S), exp(t)f〉 =
∑
S∈BCBn
σ\H
(A\H)
〈ÎR∆(S), exp(t)f〉+
∑
S∈BCBn−1
σ|H
(A|H)∗H
〈ÎR∆(S), exp(t)f〉.
Since the chamber structure of A\H is coarser than that of A, every chamber
∆ of A defines a chamber ∆\H of A\H. Similarly, a chamber r(∆) of the
arrangement A|H is defined. Then the first term on the RHS of (4.9) is
equal to
Bf,A\H =
∑
S∈BCBn
σ\H(A\H)
〈ÎR∆\H(S), exp(t)f〉,
ITERATED RESIDUES AND MULTIPLE BERNOULLI POLYNOMIALS 15
by the inductive hypothesis. For the second term note that by the last point
of Remark 3.1 we have
·
Res
H
Todd(xH) exp(t)f = − exp(rH(t)) f |H
Similarly, taking the correction factor into consideration one obtains that
the second term on the RHS of (4.9) is equal to
−
∑
S∈BCBn
σ\H
(A\H)
〈ÎRrH (∆)(S), exp(rH(t)) f |H〉.
This expression is exactly Bf |H,A|H(r(t)) by the inductive hypothesis. Thus
we have shown that formula (B) is compatible with (4.8) and this completes
the proof.
5. Calculations, applications
5.1. A more practical formula. Formula (C) in Theorem 4.4 is easy to
implement in actual computations. The best way to do this is to perform
a change of variables, so that each element of the diagonal basis DBn is
transformed into the standard coordinate planes in Cn.
Let ~z = (z1, . . . , zn) be the sequence of standard coordinates on C
n, and
let g be a meromorphic function. Then as in §3 define
IRes
~z
g =
·
Res
zn=0
. . .
·
Res
z1=0
g.
Introduce
Todd(~z) =
n∏
i=1
zi
1− exp(zi) .
If we perform the substitution {xi = zi, i = 1, . . . , n} in each term of
formula (C), then the function f transforms into some function f~x on C
n,
t becomes a vector t~x and the set (✷(~x) − t) ∩ Λ transforms into a set λ~x
of vol(~x) vectors with rational coefficients. Then (C) can be rewritten as
follows:
Bf (t) =
∑
S∈DBn
1
vol(~x)
IRes
~z
Todd(~z)
f~x(z) exp(t~x · z) ∑
y∈λ~x
exp(y · z)
 ,
(5.1)
where the a · b stands for scalar product in Cn. As S runs through DBn,
the part IRes~z Todd(~z) remains unchanged in this formula, while the part
in square brackets changes according to a set of linear transformations.
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5.2. Example: the Lie arrangements. We mentioned in the introduc-
tion, that our interest in this problem stems from an attempt to understand
the formulas of Witten for the volumes of parabolic moduli spaces of prin-
cipal G-bundles over Riemann surfaces. Denote the genus of the surface by
g and consider the case of one puncture. Then the relevant parameters of
the problem are g, the genus, and a conjugacy class t˜ ∈ G/AdG.
The volume formulas can be described as follows. Fix a Cartan subalgebra
of the Lie algebra of G, denote the set of roots by δ, the set of positive roots
by δ+ and let (, ) be the basic invariant bilinear form. Let AG be the integral
arrangement with V the dual of the Cartan subalgebra, Γ the weight lattice;
the arrangement is the set of hyperplanes perpendicular to the root vectors
in V . Consider the AG-rational function
W (γ) =
∏
α∈∆+
(α, γ)−1.
Up to a ρ-shift and a constant this function gives the dimension of the
irreducible representation of G of highest weight γ, when γ is a dominant
weight. Note that W is Weyl-anti symmetric. According to [15, 9] the
volume of the [g, t˜]-moduli space (up to some normalization) is given by
Vol(g, t˜) = BW 2g−1(t),
where t is a dominant representative of t˜. A detailed study of this formula
will be given elsewhere.
5.3. The SU(n) arrangement. Again let {zi} be the standard coordinates
on Cn+1. The arrangement Dn is defined as follows: V is the hyperplane∑
zi = 0 in C
n+1, Γ = V ∩ Zn+1 and the hyperplanes Hij are given by the
forms xij = zi− zj . This arrangement is the Lie arrangement corresponding
to the group SU(n) ; in particular, it has a Weyl-symmetry with respect to
the symmetric group Sn+1.
There are several natural orderings on this arrangement, but there is a
special diagonal basis BBn ⊂ Anind with some beautiful properties which is
not a BCB. To every τ ∈ Sn we can associate an element Bτ ∈ Anind given
by
Bτ = (Hτ(1)τ(2), . . . ,Hτ(n−1)τ(n),Hτ(n)(n+1)).
ThenBBn = {Bτ | τ ∈ Sn}. It is easy to check that BBn is indeed a diagonal
basis. It comes with a canonically associated set of representative forms
~xτ = (xτ(1)τ(2), . . . , xτ(n−1)τ(n), xτ(n)(n+1)).
The existence of such a basis was pointed out in [6] and goes back to a
construction of Lidskii [8].
The most important property of BBn is that the group Sn, embedded
into the Weyl group Sn+1, acts on it transitively. Since this action also
preserves the lattice, it is easy to see that the substitutions in (5.1) are
simply implemented by the natural action of Sn on the expression in square
brackets. Also, since vol(~xτ ) = 1, the sum in the square brackets will consist
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of only one term. If we assume that f is Weyl-symmetric and that the series
(1.2) defining Bf (t) is absolutely convergent, then we obtain particularly
simple formulas. For example, we have
Bf (0) = n!〈ÎR∆(Be), f〉.
where Be is the element of Anind corresponding to the trivial permutation,
and ∆ is any chamber which has 0 as a vertex. With a natural choice of a
chamber the formula expands into
(5.2) Bf (0) = n! IRes
~x
Todd(~x)f =
n!
·
Res
xn
. . .
·
Res
x1
(
n∏
k=1
xk
1− exp(xk)
)
f(x1, . . . , xn).
If we insert the t-dependence, the formula becomes more complicated:
Bf (t) = 〈ÎR∆(Be), f
∑
τ∈Sn−1
exp({tτ})〉,(5.3)
where {tτ} denotes the Λ-translate of tτ which lies in the unit cube, defined
by the n-tuple ~xe. For special values of t this formula simplifies. It reduces
to
Bf (c) = n!〈ÎR∆(Be), f exp(c)〉,(5.4)
for c = γ(1, 1, . . . , 1,−n), for 0 < γ < 1/n, and for
c =
(
k
n+ 1
, . . . ,
k
n+ 1
,
k − n− 1
n+ 1
, . . . ,
k − n− 1
n+ 1
)
, 1 ≤ k ≤ n.
Formula (5.2) was first published in [13] in a slightly different form. It was
later used and extended by other authors [7, 10], and we have incorporated
some of their improvements.
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