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In this paper we give some results on the spectral decomposition of a connected 
incidence matrix A which is a coefficient matrix of a circularization network flow 
problem with m + n + 2 nodes and (m + 1 )(n + 1) arcs, and investigate relations 
between eigenvalues and the eigenvalues of the matrices AA’ and MM? It has 
been shown that some results obtained by the author (J. Math. Anal. Appl. 154, 
1991, 13-21.) for the matrix M can be also applied to the matrix A, and then the 
problem can be solved in terms of eigenvectors of MM’, where MT is the transpose 
of M. (c7 1991 Academic Press. Inc. 
1. INTRODUCTION 
An incidence matrix is a matrix that has only two nonzero entries which 
are 1 and - 1 in each column of the matrix and has no zero rows. An 
incidence matrix is said to be a connected incidence matrix if it has only 
one connected component [ 1,2, 5, 7, S]. Every subdeterminant of an 
incidence matrix is of value f 1 or 0. This is called the totally unimodular 
property [S, 7, 8, 121. 
In this study we shall be concerned with incidence matrix A of a cir- 
cularization network [S, S] which is a special case of a minimal cost flow 
problem with m + n + 2 nodes and (m + l)(n + 1) arcs. Note that each 
source is a node and each destination is a node [S, 73. 
Let us assume that the problem has m sources and n destinations. Also 
included are two additional nodes, a supersource So and a supersink Do. 
Let S be a set of sources and D be a set of sinks. 
Now let 
G=(S,,S,D,D,;SoxS,SxD,DxD,,uOO). (1.1) 
Such a network is called a circularization network where uoo is an arc from 
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D, to So, and S x D is a Cartesian product of the sets S and D. This 
problem can be formulated as a linear programming with 
Min(cTz 1 AZ = 0, z > 0}, (1.2) z 
where 
. . . . . 
A= 
[ 
1, 
-1, 
. . . . . . . 
0 
0 0 ! -1,: 1 
zT=[ a’ f f ; bT : k 1, 
(1.3) 
(1.4) 
lxm lxmn lxn 1x1 
cT=[ 0’ ; dT ; OT ; 0 1, (1.5) 
lxm lxmn lxn 1x1 
and Z, is the m x m unit matrix, 1, is the 1 x m vector whose entries are 
1 and 0 is the Kronecker product [9]. 
The (m+n+2)x(m+l)(n+l) matrix of rank p(A)=m+n+l, given 
in (1.3) is called a connected incidence matrix of G which is a special case 
of a minimal cost flow problem from So to Do. In this paper we shall give 
some results on the spectral decomposition of the matrix A, and investigate 
the relations between eigenvalues and eigenvectors of the matrices AAT and 
MMT, where l”OZh A/f= [ 1 . . . . ) (m <a). (1.6) InO 1, 
Note that the (m + n) x mn matrix A4 is a particular submatrix of A. It 
has been shown that some results obtained in [3] for the matrix M can be 
also applied to the matrix A, and then the problem (1.2) can be solved in 
terms of eigenvectors of MMT, where MT is the transpose of M. 
2. PRELIMINARIES 
First we state a main theorem without proof which appears in 
[l, 3, 4, 6, 10, 11, 131. 
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THEOREM 2.1. An?> m x n mutrix A, of’ rank p( A ) = r, cun he \i$ritten us 
I 
A = c a/E,, (2.1 1 i-1 
where G I 3 ~~ 3 . . > Us > 0 are the sing&r values of A, i.e., positive square 
roots of the positive eigenvalues of A *A, and AA*, and the matrices 
E, = u;vf, i = 1, 2, . . . . i (2.2) 
satisfy 
Ei E;” = 0, EFE, = 0, 1 <i#j<r 
E,E:Ei= E,, V, 
(2.3) 
and where 
AA*ui = afu,, A*u, = crivi, Vi. (2.4) 
As shown by Theorem 2.1, the spectral representation (2.1) of A is just 
a way of rewriting its singular value decomposition. The matrices E, 
defined above are partial isometries [ 1, 3, 111. Then 
(2.5) 
and 
E,? = E,*, (2.6) 
where ( )* denotes the conjugate transpose and ( )’ is the Moore-Penrose 
inverse of a matrix. 
For the treatment of the connected incidence matrix we also need the 
following theorems. Note that [l, 3, 6, 10, 11, 131 
AA+ = i uiu;, A +A = i viv:. (2.7) 
r=l r=, 
THEOREM 2.2. Let A be an m x n connected incidence matrix, then 
I-AA+ =LE, (2.8 1 
m 
where E is the matrix whose elements are all equal to 1. 
Proof: See Boullion and Ode11 [2]. 
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THEOREM 2.3, Let A be an m x n connected incidence matrix, then the 
rank qf A is m-l. 
Proof. See Boullion and Ode11 [2]. 
3. THE SPECTRAL DECOMPOSITION OF THE 
CONNECTED INCIDENCE MATRIX 
In this section we shall derive the spectral decomposition of the matrix 
A given in (1.3) and then find out the relation between eigenvectors and 
eigenvalues of the matrices AAT and MM’, where A4 is defined in (1.6). 
Using the matrices A and AT, we compute the matrices AAT and ATA as 
and 
r m+l; -1, : 0 : -1 
L -1 ; 0 ; -1, ; n+l 
’ Im+Jm : -l,QI, : 0 : -1; 
.Il~~~~.~~~:~~~~:~~:~::O:. 
.‘....“.‘. . ’ 
0 : -r,gr, i r, + J,, : - 1; 
. . . . . . . . . ..-..................................... 
-1, t 0 !-l,f2 
(3.1) 
-1, (3.2) 
where J is an m x n matrix whose all entries are 1. 
The characteristic equations of the matrices AAT and AT,4 defined in 
(3.1) and (3.2) are obtained as 
det(AAT - AZ) = n(m + n + 2 - n)(n + 1 - J.)“(m + 1 -1)” = 0 
and 
(3.3) 
det(ATA - RZ) = A”“‘(m + n + 2 - l)(n + I - n)“(m + 1 - n)n = 0. (3.4) 
Let 
uT=[a.XT;yT;p] (3.5) 
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be eigenvectors corresponding to nonzero eigenvalues of AA’, where x is 
an m x 1 vector, y is an II x 1 vector, and x and /3 are scalars. Then we 
observe that the equation (AA’ - tl)u = 0 can always be written as 
(m-t 1 -r,)@- l,,,X--==o (3.6 
lT,CI+(n+ 1 -i.)x-Jy=O (3.7 
-J:+(m+ 1 -%)y- lij?=O (3.8 
-!Y- l,y+(n+ 1 -E,)B==O. (3.9 
Postmultiplying (3.7) and (3.8) by 1, and I,, respectively, we get (3.10) 
and (3.11). 
mcr=(n+ 1 -i) 1,x-ml,,y (3.10) 
nB= -nl,x+(m+l-j.)l,y. (3.11) 
If we compute 1,x and 1,y from (3.6) and (3.9) and put these values to 
(3.10) and (3.11), we have 
(m-t 1 -;I)&-(m+ l)/I=O 
-(n+ l)a+(n+ 1 -/?)/I=O. 
(3.12) 
Hence we obtain 
(m+l-i)(n+l-A)-(m+l)(n+l)=O. (3.13) 
There are four cases to be considered: (i) 2” = 0, (ii) E. = m + n + 2, 
(iii) A = M + 1, and (iv) A = m + 1. It is useful to characterize these four cases 
as follows. 
LEMMA 3.1. (i) cx=j?#O gi=O, 
(ii) p= -(n+ l)cr/(m+l), cl#O ifi=m+n+2, 
(iii) cr=fi=O ifA=n+ 1, 
(iv) cc=fi=O ifA=m+ 1. 
Proof: Using (3.12) and (3,13), it can be easily proved. 
From (3.7) and (3.8) we get that 
[(m+l-A)(n+l-).)I,-nJ,]x=[(m+l-J.)cr+nfi] 1: 
[(m+l-i~)(n+l-i)Z,-mJ,]y=[(n+l-ll,)~+mcr]l~. 
(3.14) 
Equation (3.14) can be solved for x and y corresponding to eigenvalues 0, 
m+n+2, n+ 1, and m+l. 
THE SPECTRALDECOMPOSITION 471 
COROLLARY 3.1. Let the eigenvectors defined in (3.5) be 
uT=[a .x; .y; ./I], i=l,2,...,m+n+l (3.15) 
then, the vectors ui corresponding to eigenvalues 0 and m + n + 2 are 
Jmxi = mxi, J,~i=nyi (3.16) 
and the vectors corresponding to eigenvalues m and n are 
Jmxi=O, J”Yi=O, (3.17) 
where xi are m x 1 vectors and yi are n x 1 vectors. 
Proof Using Lemma 3.1 and Eq. (3.14) it can be easily proved. 
For A. = m + n + 2, (3.14) can be also expressed as 
[(m+l)(n+l)Z,-nJ,]x=&m+n+l)lL 
[(m+ l)(n+ l)Z,-mJ,]y=cr(m+n+ 1) 1:. 
(3.18) 
From (3.18) it is seen that 
x=/0; and y=a1;. (3.19) 
and thus 
cd 1,y and 
n 
p’t 1,x. (3.20) 
COROLLARY 3.2. The eigenvectors ui defined in (3.15) corresponding to 
eigenvalues m + n + 2, n + 1, and m + 1, in turn, are 
(3.21) 
u~=[O~x~~OTfO], i= 2, 3, . . . . m + 1 (3.22) 
and 
UT = [O ; OT 1 y; ; 01, i = m + 2, . . . . m + n + 1. (3.23) 
Proof Using Theorem 2.1, Lemma 3.1, and Corollary 3.1 we can easily 
prove it. 
Since m=(l/n) l,y, and fl=(l/m)l,x,, the vector u, can be also 
written as 
u: = 
1 
1 l,y, ; x; i y; ; 
n 
-lmX, . 
.m 1 (3.24) 
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Let us now consider the matrices 
x= [x2, . ..> x,,,+ , 1 
and 
y= LY ,,r+2, ..‘. Y ml + t1 + I 1 
Using (2.7), (2.8), (3.22), (3.23), and (3.24) we obtain the following results: 
x,x~+xx’-=z - 
1 
m m+n+2 Jm 
and 
y,y;+ YY’=Z,- 
1 
J 
m+n+2 ” 
(3.25) 
(3.26) 
COROLLARY 3.3. If X= [x2 ,..., x,,,,] and Y= [Y~+~ ,..., Y*+~+,] 
then 
XXTx, = 0 and YYTy , = 0, 
where the vectors x, and y, are defined in (3.24)). 
ProojI To prove Corollary 3.3, we can use the equations defined in 
(2.2), (2.3), and (2.4). Then, we have 
ETE, = 0, i=2, . . . . m+ 1, 
ETE, = 0, i = m + 2, . . . . m + n + 1, 
where 
i = 2, . . . . m + 1, and 
. 0 : 0 ;o:o * 
. . . . . . . 
-x,x; 1,0x,x; 0 f 0 
.___,... 
D. 
. . . . . . . . . . . . . . . 
0 0 Olb 
. . . . . . . . . 
0 : 0 toto. 
(3.27) 
(3.28) 
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i=m+2, . . . . m+n+l, and where 
E, =uIv;. 
From (2.27) and (2.28), we obtain 
XjXTXl = 0, i = 2, . . . . m + 1, (3.29) 
Y;YTY, =o, i=m+2,...,m+n+ 1. (3.30) 
This completes the proof. 
COROLLARY 3.4. Let xi and yi be vectors defined in (3.15). Then 
(xiy;)3 = x,x; (3.31) 
(YiYT13=YiY: ’ 
i= 1,2, . . . . m+n+ 1. 
(3.32) 
Proof Since the matrices Ei described in Corollary 3.3 are partial 
isometries, E,ETE, = Ei. Using E,E’E, = E;, we get (3.31) and (3.32) and 
the corollary is proved. 
COROLLARY 3.5. Let the eigenvector u0 corresponding to eigenvalue 0 of 
AAT be 
u;=[ct 1x; ;y:, $1. (3.33) 
Then 
l;Qx,=y,ol;. (3.34) 
Proof Applying Lemma 3.1(i) and using (2.4) we get the result 
immediately. 
We now consider the eigenvectors v, corresponding to eigenvalues 0 of 
ATA. Then 
Av, = 0, i = m + n + 2, . . . . (m + 1 )(n + 1). (3.35) 
Thus the vector z defined in (1.2) can be stated in terms of the vectors vi 
as 
z = C Yivi, i=m+n+2, . . . . (m+ l)(n+ l), (3.36) 
where the y, are arbitrary. 
Note that the vectors vi given in (3.35) are the solutions of the equation 
AZ = 0. From (1.3) and (1.4) we obtain the equation 
My=g, (3.37) 
474 HAMZA BULL’T 
where 
1 II 0 I,,, 
M= 
I 1; I,, 0 1 ,>I 
g’= [a’ f bT]. 
Then we have the following result. 
COROLLARY 3.6. The problem given in ( 1.2) is equivalent to the problem 
Min {d’yIMy=g,y>O}. 
Y 
(3.38) 
Algebraic characterizations of the singular value decomposition on the 
matrix A4 were investigated in [3]. It has been shown that the problem 
given in (3.38) can be solved in terms of eigenvectors of the matrix ii4MT, 
where MT is the transpose of M. 
In this paper we show that the characteristic equations, eigenvalues, 
eigenvectors of the matrices AAT and MM+ defined above have common 
algebraic characterizations. As we mentioned in the Introduction some 
results on the spectral decomposition of the matrix A given in (1.3) are also 
satisfied for the matrix M which arises as a submatrix of A. By applying 
these relations to the problem (3.38), an equivalent formulation of the 
results, which was originally established in [3], is obtained. 
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