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Abstract
We study optimal finite dimensional approximations of the generally infinite-dimensional
Fokker-Planck-Kolmogorov (FPK) equation, finding the curve in a given finite-dimensional
family that best approximates the exact solution evolution. For a first local approxima-
tion we assign a manifold structure to the family and a metric. We then project the
vector field of the partial differential equation (PDE) onto the tangent space of the cho-
sen family, thus obtaining an ordinary differential equation for the family parameter. A
second global approximation will be based on projecting directly the exact solution from
its infinite dimensional space to the chosen family using the nonlinear metric projection.
This will result in matching expectations with respect to the exact and approximating
densities for particular functions associated with the chosen family, but this will require
knowledge of the exact solution of FPK. A first way around this is a localized version of
the metric projection based on the assumed density approximation. While the localization
will remove global optimality, we will show that the somewhat arbitrary assumed den-
sity approximation is equivalent to the mathematically rigorous vector field projection.
More interestingly we study the case where the approximating family is defined based on
a number of eigenfunctions of the exact equation. In this case we show that the local
vector field projection provides also the globally optimal approximation in metric projec-
tion, and for some families this coincides with a Galerkin method. We study exponential
and mixture families, and the metrics for the vector field projection are respectively the
Hellinger-Fisher-Rao and the direct L2 distances. For the metric projection we use re-
spectively relative entropy and L2 direct distance. In the eigenfunctions case we derive
the exact maximum likelihood density for FPK. Our results are based on the differential
geometric approach to statistics and systems theory, and applications include filtering.
Keywords. Finite dimensional families of probability distributions, exponential families,
Fisher-Rao information metric, Hellinger distance, vector field projection, assumed density
approximation, Kullback Leibler information, relative entropy, Fokker-Plack equation, Kol-
mogorov forward equation, locally optimal finite dimensional approximation, globally optimal
finite dimensional approximation, maximum likelihood estimator, Galerkin method, eigenfunc-
tions, expectation to canonical parameters.
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1 Introduction
Problems in systems theory, especially filtering and control, may have solutions that are ex-
pressed as evolutions of probability distributions. Approximating the evolution of a probability
density function with an evolution in a parametric family is an important approximation prob-
lem. If one is working in a setting where a probability density pt(x) at the point x for every
time t ≥ 0 evolves in time as a curve t 7→ pt on an infinite dimensional space, it may be
important to have a sound methodology to find the best approximation of the curve t 7→ pt in
a finite dimensional parametrized family of densities, say {p(·, θ), θ ∈ Θ ⊂ Rn}. This way the
approximated density p(x, θt) will be a natural approximation of the full density pt(x) and it
will be much more manageable given the dimensionality reduction from infinite to a finite n.
If one has an evolution equation for pt, say a partial differential equation (PDE) or a Stochas-
tic PDE, as happens for example in the filtering problem with the Fokker-Planck-Kolmogorov
(discrete time observations) or Kushner-Stratonovich / Zakai (continuous time observations)
equations, then it becomes very important to approximate such (S)PDE with an equation for
θt, which will be a (stochastic) differential equation in the finite dimensional space Rn. In-
deed, any implementation of an equation on a machine needs to be finite dimensional, so that
finding optimal finite dimensional approximations t 7→ θt of the original infinite-dimensional
solution t 7→ pt is of great practical importance. For the filtering problem this has been ad-
dressed in the work initially sketched in Hanzon (1987) [22] and fully developed in Brigo et
al (1998,1999)[15, 16], where a general method for deriving finite dimensional approximations
of the optimal filter stochastic PDE in a chosen exponential family has been given. In this
paper we focus on the simpler Fokker-Planck-Kolmogorov (FPK) equation. We still have a
strong link with the filtering problem, since under discrete time observations the FPK equation
constitutes the prediction step between observations and is still a fundamental part of the fil-
tering algorithm, see for example [24]. Applications of finite dimensional approximations of the
FPK equation are by no means limited to the filtering problem. Examples of possible applica-
tions include, beside signal processing, stochastic- (local-) volatility modeling in quantitative
finance, the anisotropic heat equation in physics, and quantum theory evolution equations, see
the related discussion and references in [18]. In order to make sense of the notion of “best”
or “optimal” approximation, we need to have a measure of how close an approximation will
be to the exact solution, and aim to find the closest. Mathematically, this takes the form of a
metric or possibly a divergence in the space of all possible probability densities p. This way we
will have a notion of distance of p(·, θt) from pt, a distance we may wish to minimize in some
sense to find the best possible approximation. “Optimality” can be imposed either in a local
sense, or more strongly in a global sense. Local optimality means that whenever we evolve
away locally from the finite dimensional family {p(·, θ), θ ∈ Θ} following the “vector field” of
the original infinite dimensional (S)PDE, resulting in a “dpt|pt=p(·,θt)” that points out of the
(tangent space of the) family, we will find the vector dp(·, θt) staying in the (tangent space of
the) family that is closest to dpt, and follow dp(·, θt) rather than the full infinite-dimensional
evolution. This is only local optimality since we approximate a vector departing from our fam-
ily with a vector staying in our family, but we don’t approximate directly the solution, which
leaves the family immediately. The main technique used for this local optimality will be, not
surprisingly, the linear projection (on the tangent space), and the metric we will use in the
space of densities will be mostly the L2 metric on square root of densities
√
p, the Hellinger
distance dH(p1, p2)
2 =
∫
(
√
p1(x)−
√
p2(x))
2dx, or alternatively the L2 distance taken directly
on densities p themselves dD(p1, p2)
2 =
∫
(p1(x) − p2(x))2dx, assuming these are square inte-
grable. We will refer shortly to the projection on the tangent space as to “tangent” or “linear
projection”.
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Global optimality will clearly be stronger than local optimality. For global optimality
we wish to find for every time t the density p(·, θt) in the finite dimensional family that is
closest to the true solution pt in a metric or divergence defined in the infinite dimensional
space where pt evolves. When the approximation p(·, θt) evolves in an exponential family
p(x, θ) = exp (θ1c1(x) + θ2c2(x) + . . .+ θncn(x)− ψ(θ)) we will find the globally optimal ap-
proximation by minimizing the relative entropy or Kullback Leibler information with respect
to θ, K(pt, p(·, θ)) =
∫
ln(pt(x)/p(x, θ))pt(x)dx, rather than the Hellinger distance, because
this turns out to be much easier when the family p(·, θ) is an exponential family. This is a
sort of metric projection of pt onto the chosen family p(·, θ) in relative entropy (not exactly a
metric projection because relative entropy is a divergence and not a metric). We will refer to
this projection as to the “metric projection”. This projection is nonlinear in general, although
its linearization leads precisely to the tangent projection. When applied to our problem, this
metric projection approach will give us a “moment matching” characterization of the maximum
likelihood exponential density, or of the globally optimal approximation. The two are the same
because the maximum likelihood density results indeed from minimization of relative entropy.
We will show that the globally optimal or maximum likelihood exponential family density ap-
proximating pt will be the one sharing the expectations of the chosen family sufficient statistics
with pt.
These expectations provide another parameterization of the exponential family, alterna-
tive to the canonical parameters θ. The expectation parameters η are readily computed
given the θ via their definition, which is ηi(θ) =
∫
ci(x)p(x, θ)dx = ∂θiψ. In this paper
we introduce an algebraic relation and algorithm to invert this transformation and obtain
the θ given the η in the scalar state space case with monomials sufficient statistics p(x, θ) =
exp (θ1x+ θ2x
2 + . . . θnx
n − ψ(θ)), summarizing earlier results in Brigo et al (1996, 1998) [17,
14].
A localized version of the globally optimal projection, based on the assumed density ap-
proximation and on the expectation parameters η, will turn out to be identical to the local
“vector field” dH optimality above, and this is explained by the fact that relative entropy and
the Hellinger distance coincide at the lowest order of approximation.
For the assumed density approximation in filtering we refer to [27], [29] for the approximation
with Gaussian densities, and [16] for the more general approximation with exponential families.
The equivalence between the Hellinger projection and the assumed density approximation we
present here for the FPK equation and exponential families is a special case of the equivalence
for the filtering stochastic partial differential equation presented in [16]. In the earlier reference
[23] this equivalence had been established for the Gaussian family.
Summarizing the above results in a nutshell, given an exponential family,
globally optimal approximation via metric projection in relative entropy
=
maximum likelihood estimation
=
moment matching for sufficient statistics
and
localized version of globally optimal approx via assumed density approximation
=
locally optimal approximation
=
D. Brigo, G. Pistone. Optimal approximation of the Fokker-Planck-Kolmogorov eq. 5
tangent (vector field) projection in Hellinger/Fisher-Rao metric.
Still, even with these equivalence results proven, finding the fully optimal global approxi-
mation is hard. Solving the optimal problem is in general impossible without knowing the true
density pt. However, we will state a theorem where for special exponential families p(·, θ) the
local and globally optimal approximations coincide and can be computed without knowing the
true infinite-dimensional solution pt. This special case is the main result of the paper and will
be based on an exponential family built on the eigenfunctions of the operator associated with
the original infinite dimensional equation for the full curve t 7→ pt. In a nutshell:
sufficient statistics chosen among eigenfunctions of FPK equation operator
⇓
the locally optimal projection is also globally optimal and provides maximum likelihood
estimator.
A second new series of results of the paper is that we will also show analogous statements
to hold for simple mixture families: in that case, to find a globally optimal approximation, our
metric projection will be based on minimizing the L2 direct distance dD between pt and p(·, θ).
We will show that this also corresponds to an adjusted moment matching condition, and that
a localized version of it based on the assumed density approximation is also equivalent to the
tangent “vector-field” projection of the locally optimal approximation in dD direct metric. We
also recover equivalence of the two with Galerkin type methods. Equivalent to the Galerkin
method was shown more generally for the filtering SPDE in [6].
This can be briefly summarized as follows: given a simple mixture family,
globally optimal approximation via metric projection in L2 direct distance dD
=
moment matching for mixture components
and
localized version of globally optimal approx via assumed density approximation
=
locally optimal approximation
=
tangent (vector field) projection in L2 direct metric
=
Galerkin method.
Finally, also for the mixture/dD case we will show that in the special case where the mixture
components are chosen among the FPK operator eigenfunctions, we obtain that the locally
optimal tangent projection coincides with the globally optimal metric projection and that local
and global optimality coincide. Again in a nutshell:
mixture components chosen among eigenfunctions of FPK equation operator
⇓
the locally optimal projection is also globally optimal and provides the metric projection.
D. Brigo, G. Pistone. Optimal approximation of the Fokker-Planck-Kolmogorov eq. 6
Local optimality - tangent projection
Hellinger, dH direct, dDExp. Families (EF(c)) Simple Mix. (SM(qˆ))
EF-ADA SM-ADA
E[c] matchingRelative entropy E[q] matching Direct dD
Global optimality - metric projection
localization localization
Figure 1: Summary of the different approximations we will introduce in this paper, their
optimality and their relationship. If the functions c and qˆ are chosen among the eigenfunctions
of the given FPK equation, then the locally optimal approximations are also globally optimal.
For further references and a detailed literature review see the proceedings paper [18], where
the maximum likelihood eigenfunctions result for the exponential families case is presented
under the different statistical manifolds geometry of Pistone and Sempi [35], based on Orlicz
spaces and charts, rather than on the minimal L2 structure we use here. For general approaches
that combine the L2 geometry used here and the Orlicz-based geometry with applications to
filtering see for example [31, 32, 33]. Notice however that our earlier proceedings paper [18]
does not provide conditions for the existence of the solution of the original equation in the
given function space, contrary to our existence result for the L2 structure here, but uses the L2
case itself to proceed, so that the present paper presents the only fully rigorous and consistent
analysis on the eigenfunctions maximum-likelihood theorem, see the L2 existence discussion
in Section 3.4 in particular. This is based again on the Hellinger distance. Moreover, this
paper deals with the direct distance case as well, which was absent in the proceedings paper.
More generally, measures in the space of probability distributions have been used effectively
also in sampling high dimensional and strongly correlated systems, see for example the work
on Hamiltonian and Langevin Monte Carlo sampling in [21]. We conclude this introduction by
mentioning that part of this paper appeared previously as a preprint in [19]. Finally, Figure 1
summarizes the relationship we’ll show in the paper between different approximation methods.
2 Statistical manifolds
For a full summary see [16]. We consider parametric families of probability densities, {p(·, θ), θ ∈
Θ} with Θ convex open set in Rn. The set of square roots of such densities is a subset of L2
that we may view as a finite dimensional manifold. In general the L2 distance between square
roots of densities leads to the Hellinger distance. A curve in such a manifold is given by
t 7→ √p(·, θ(t)). Differentiating with respect to t we obtain that all tangent vectors at θ
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are in the space span
{
∂
√
p(·,θ)
∂θi
, i = 1, . . . , n
}
. We can use the L2 inner product 〈·, ·〉 to in-
troduce an inner product on the tangent space and a metric. Recall that for f, h ∈ L2 we
have 〈f, h〉 = ∫ f(x)h(x)dx and recall the related L2 norm ‖f‖2 = (∫ f(x)2dx)1/2. Define
gi,j(θ)/4 =
〈
∂
√
p(·,θ)
∂θi
,
∂
√
p(·,θ)
∂θj
〉
. This is, up to the factor 4, the familiar Fisher-Rao information
matrix. If we have a L2 vector v, we can project it via the dH tangent or linear orthogonal
projection
Πgθ[v] =
n∑
i=1
[
n∑
j=1
4gij(θ) 〈v, 1
2
√
p(·, θ)
∂p(·, θ)
∂θj
〉] 1
2
√
p(·, θ)
∂p(·, θ)
∂θi
(1)
where upper indices denote the inverse matrix. A different possibility is a geometry that
does not use the square root. This would be done most generally using a duality argument
involving L1 and L∞, but here we will assume that all densities are square integrable, so that
all p’s we deal with are in L2. Then we can mimic the above structure but without square
roots. The curve is t 7→ p(·, θ(t)), the tangent space is span
{
∂p(·,θ)
∂θi
, i = 1, . . . , n
}
. Define
γi,j(θ) =
〈
∂p(·,θ)
∂θi
, ∂p(·,θ)
∂θj
〉
. This leads to what we called dD tangent or linear projection in [6],
Πγθ [v] =
n∑
i=1
[
n∑
j=1
γij(θ) 〈v, ∂p(·, θ)
∂θj
〉] ∂p(·, θ)
∂θi
. There is another way of measuring how close
two densities are. Consider the Kullback–Leibler information or relative entropy between two
densities p and q: K(p, q) :=
∫
log p(x)
q(x)
p(x) dx. This is not a metric, since it is not symmetric
and it does not satisfy the triangular inequality. It is a classic result that the Fisher metric
and the Kullback–Leibler information coincide infinitesimally. Indeed, by Taylor expansion it
is easy to show that
K(p(·, θ), p(·, θ + dθ)) =
n∑
i,j=1
gij(θ) dθi dθj +O(|dθ|3) . (2)
3 Locally optimal approximations to FPK
In this section we study locally optimal approximations to the FPK equation solution on a
family {p(·, θ), θ ∈ Θ}. Our main tool will be projection on the tangent space of the family.
3.1 General tangent linear (vector-field) projection of FPK
We first summarize the key results for tangent projection in Hellinger distance g on exponential
families and for tangent projection in direct metric γ on mixture families. For a full account see
[16] for the Hellinger case and [6] for the direct metric case. Consider a stochastic differential
equation on a probability space (Ω,F , (Ft)t,P) taking values in RN ,
dXt = f(Xt, t)dt+ σ(Xt, t)dWt, X0, a(x, t) = σ(x, t)σ
′(x, t)
where the prime index denotes transposition. Let us start from the FPK equation for the prob-
ability density pt(x) = p(x, t) of the solution Xt of our SDE. Examples of possible applications
of approximating the FPK equation and its stochastic PDE extensions are given in [18], and
include signal processing, stochastic- (local-) volatility modeling in quantitative finance, the
anisotropic heat equation in physics, and quantum theory evolution equations.
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For our SDE the FPK equation reads
∂p(x, t)
∂t
= L∗t p(x, t), L∗tp = −
N∑
i=1
∂
∂xi
[fi(·, t) p] + 1
2
N∑
i,j=1
∂2
∂xi∂xj
[aij(·, t) p].
Even if the state space of the underlying diffusion X is finite dimensional, in many cases the
FPK equation for the density of X is infinite dimensional (see for example [20] and references
therein for FPK equations on infinite dimensional state space). We may need finite dimensional
approximations. We can project this parabolic PDE according to either the L2 direct metric
(inducing the metric γ(θ)) or, by deriving the analogous equation for
√
pt,
∂
√
p
∂t
= 1√
p
L∗t p,
according to the Hellinger metric (inducing g(θ)). The respective tangent linear projections
d
dt
p(·, θ(t)) = Πγθ(t) [L∗t p(·, θ)] ,
d
dt
√
p(·, θ(t)) = Πgθ(t)
[
1√
p(·, θ)L
∗
t p(·, θ)
]
(3)
transform the PDE into a finite dimensional ODE for θ via the chain rule:
d
dt
ρ(p(·, θt)) =
n∑
j=1
∂ρ(p(·, θ))
∂θj
θ˙j(t), ρ(p) = p or ρ(p) =
√
p.
The basic idea is illustrated in Figure 2.
For brevity we write, for suitable functions ϕ, Eθ[ϕ] :=
∫
ϕ(x)p(x, θ)dx. The tangent
projections in direct and Hellinger metric respectively yield, after an integration by parts using
the fact that L∗ is the formal adjoint of L:
θ˙it =
n∑
j=1
γij(θt) Eθt
[
L
(
∂p(·, θt)
∂θj
)]
, θ˙it =
n∑
j=1
gij(θt) Eθt
[
L
(
∂ log p(·, θt)
∂θj
)]
(4)
both equations starting at θi0.
Remark 3.1 (Square roots and deformed logarithms) Given the important role played
by square roots in defining the Hellinger distance, one might have expected square roots to show
up in the projected equation, namely in the second equation in (4). We emphasized the logarithm
because this is particularly natural in view of our application to exponential families, but the
square roots are still there. Indeed, an alternative and equivalent representation of the second
equation in (4) would be
θ˙it =
n∑
j=1
4 gij(θt)
∫ ( L∗tp(·, θt)
2
√
p(x, θt)
∂
√
p(x, θ)
∂θj
)
dx
Expressing the partial derivatives of square roots via the chain rule and integrating by parts
gives immediately the second equation in (4). Finally, while here we use the two maps p 7→ √p
and p 7→ p, one might use different maps in the spirit of the theory of deformed logarithms, see
[30], see also [31, 32, 33].
3.2 Exponential families and expectation-to-canonical formula
We now choose specific families to carry out the tangent projection. In particular, we project on
the exponential family using the Hellinger distance and on the mixture family using the direct
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Figure 2: Vector field (tangent linear) projection of the FPK Equation on the manifold SM(qˆ)
in direct metric. We start from an initial condition p0 in the manifold. p0, p1, p2 describes
the exact solution in L2, whereas p0, p(·, θ1), p(·, θ2) describes the evolution resulting from the
projected vector field.
distance. The exponential families we consider are EF(c), whose generic density is defined as
p(x, θ) := exp[θ′c(x) − ψ(θ)]. The functions c are the sufficient statistics of the family, the
parameters θ ∈ Θ ⊂ Rn are the canonical parameters of the family. The quantity ψ(θ) is a
normalizing constant needed for the density to integrate to one. Exponential families work well
with the Hellinger/Fisher Rao choice because the tangent space has a simple structure: square
roots do not complicate issues thanks to the exponential structure. A number of further results
can be found or immediately derived from Amari [2] (Chapter 4) or Barndorff-Nielsen [10]
(Theorem 8.1). Indeed, the Fisher matrix has a simple structure: ∂2θi,θjψ(θ) = gij(θ). The
structure of the projection Πg is simple for exponential families. Finally, alternative coordinates,
expectation parameters, defined via η(θ) = Eθ[c] = ∇ψ = (∂θiψ(θ))i are available, with the two
coordinate systems η and θ being bi-orthogonal. Notice further that
∂θiηj(θ) = gi,j(θ), dη(θ) = g(θ)dθ. (5)
We further have Eθ{cicj} = ∂2ijψ(θ) + ∂iψ(θ)∂jψ(θ) and more generally
Eθ{ci1 · · · cik} = exp[−ψ(θ)]
∂k exp[ψ(θ)]
∂θi1 · · · ∂θik
.
To have a well-behaving matrix g and good properties for the map θ 7→ ψ(θ) one typically
requires that the sufficient statistics (ci)i in the exponential family are linearly independent.
Consider now a special case for the family EF(c). More specifically, we take the exponential
polynomial manifold EP(n) := {p(·, θ) : θ ∈ Θ ⊂ Rn}, with m an even positive integer and
with a linear combination of the monomials x, x2, . . . , xn in the exponent:
p(x, θ) = exp{θ1x+ ...+ θnxn − ψ(θ)}, θn < 0. (6)
In the PhD dissertation of Brigo (1996) [17] (lemma 3.3.3), later partly published in Brigo and
Hanzon (1998) [14], the following result is introduced.
Theorem 3.2 (Expectation-canonical parameters algebraic relation for EP(n)) For the
family EP(n) with n even positive integer, characterized by ci(x) = x
i, i = 1, · · · , n, θn < 0,
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the following recursion formula holds, with η0(θ) := 1. For any nonnegative integer i
ηn+i(θ) := Eθ{xn+i} (7)
= − 1
nθn
[
(i+ 1) θ1 2θ2 · · · (n− 1)θn−1
]

ηi(θ)
ηi+1(θ)
ηi+2(θ)
...
ηi+n−1(θ)
 .
Moreover, the entries of the Fisher information matrix satisfy
gij(θ) = ηi+j(θ)− ηi(θ) ηj(θ) . (8)
Consequently, by defining the matrix M(η) as follows:
Mi,j(η) := ηi+j, i, j = 1, 2, . . . , n (9)
it is easy to verify that (7) and the related lemma imply the following formula:
θ1
2θ2
...
nθn
 = −M(η)−1

2η1
3η2
...
(n+ 1)ηn
 . (10)
From this last equation it follows that we can recover algebraically the canonical parameters θ
from the knowledge of the moments η1, . . . , η2n up to order 2n.
Proof : The recursion formula (7) is obtained via integration by parts:∫ +∞
−∞ x
i p(x, θ) dx
= [x
i+1
i+1
p(x, θ)]+∞−∞ −
∫ +∞
−∞
xi+1
i+1
[θ1 + 2θ2 x+ · · ·+ nθn xn−1] p(x, θ) dx
= 0− 1
i+ 1
Ep(·,θ){θ1 xi+1 + 2θ2 xi+2 + · · ·+ nθn xi+n} ,
from which the formula and the other results follow easily. 
The above results for EP(n) solve the problem of recovering the density and the canoni-
cal parameters θ from knowledge of the expectation parameters η. The opposite direction is
straightforward: from (6) it is clear that the canonical parameters θ permit to express the
densities of EP (n) explicitly.
For a study of such procedure, in a slightly different context, and for a comparison with
several alternatives, including a Newton method, see Borwein and Huang (1995) [12]. Further
investigations into this so called polynomial moment problem are called for. Better insight
into the geometry of the manifolds EP (n) is likely to be helpful, especially to understand the
behaviour of the various algorithms at the boundary of the manifold where θn is close to zero.
This concludes our summary of exponential families results.
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3.3 Simple mixture families
In dealing with exponential families, we used the Hellinger metric dH since this resulted in
a number of good properties summarized in the previous section. For the direct metric dD,
instead, it may be more interesting to project on simple mixture families. We define a simple
mixture family as follows. Given n + 1 fixed squared integrable probability densities qˆ =
[q1, q2, . . . , qn+1]
′, define θˆ(θ) := [θ1, θ2, . . . , θn, 1 − θ1 − θ2 − . . . − θn]′ for all θ ∈ Rn, and set
q = [q1, q2, . . . , qn]
′. The simple mixture family (on the simplex) is defined as
SM(qˆ) := {p(·, θ) = θˆ(θ)′qˆ(·), θ ∈ Θ ⊂ Rn}, (11)
Θ open subset of {θ ∈ Rn : θi ∈ [0, 1] for all i and 0 <
n∑
i=1
θi < 1}.
If we consider the L2 based dD distance with metric γ(θ), the metric γ(θ) itself and the
related projection become very simple and do not depend on the point θ. For example, ∂p(·,θ)
∂θi
=
qi− qn+1, γi,j = 〈qi− qn+1, qj − qn+1〉. Accordingly, the tangent space at p(·, θ) does not depend
on θ and is given by span{q1 − qn+1, q2 − qn+1, · · · , qn − qn+1}.
We now introduce expectation parameters for the simple mixture family SM(qˆ). Define
m(θ) = Eθ[q − qn+11]
where 1 is a vector with m components equal to 1. The reason for subtracting qn+1 will be
clear when we consider the metric projection later. A quick calculation shows that
m(θ) = γθ + β, βi = Eqn+1 [qi − qn+1], i = 1, . . . , n. (12)
Note that neither γ nor β depend on θ, so that
dm(θ) = γ dθ. (13)
This is the simple mixture counterpart of the exponential families relationship (5).
Since m is an alternative parameterization for the mixture family, we will denote the simple
mixture density characterized by m with p(·;m).
3.4 Vector-field tangent projection on mixture & exponential fami-
lies
Starting from the simple mixture family with the direct metric, we now specialize our tangent-
space projection equations to (SM(qˆ), dD). The first Eq. (4) specializes to
θ˙it =
n∑
j=1
γij
n+1∑
k=1
θˆk(t)
∫
(L (qj(x)− qm+1(x))) (qk(x)− qm+1(x))dx, θi0 , (14)
which is a linear equation, see [6] for the more general case of the filtering problem SPDE. The
quantity θi0 in the right hand side denotes the given initial condition. See also [18] for more
details, and in particular see [36] for mixture and exponential models in Orlicz spaces. See also
Ahmed [3], Chapter 14, Sections 14.3 and 14.4 for a summary of the Galerkin method for the
Zakai equation, of which FPK is a special case, and see also [4].
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For the derivation of Eq. (14) to make sense we need to ensure that we are indeed projecting
a L2 vector field from the related FPK equation. This is ensured if we require that L∗tp(·, θ)
can be tangent-linearly projected via Πγ as an L2 vector for p(·, θ) ∈SM(qˆ).
sup
t≥0
‖L∗tp(·, θ)‖2 <∞ for all θ ∈ Θ. (15)
Given that L∗tp(·, θ) = θˆ′L∗t qˆ (where L∗t is meant to be applied component-wise when applied
to vectors), it is enough to ensure that each L∗t qi can be projected via the L2 inner product.
By inspection of L∗t qi we can formulate the following
Proposition 3.3 (Sufficient conditions for the direct L2 structure to apply to the mixture case).
Sufficient conditions guaranteeing the L2 condition (15) in SM(qˆ) are the following: ft and
its first derivatives, at and its first and second derivatives, and qˆ with their first and second
derivatives have at most polynomial growth, and densities qˆ together with their first and second
derivatives integrate any polynomial.
An immediate example of simple mixtures satisfying the above polynomial and integrability
conditions are Gaussian mixtures.
Moving to exponential families, we will project in Hellinger distance/Fisher-Rao metric,
as hinted above. The tangent linear projection of the FPK equation in Fisher metric has
been introduced first in [13]. For the second Eq. in (3) to hold we need to ensure that
(L∗tp(·, θ))/
√
p(·, θ) is indeed an L2 vector for all t and θ. This holds in turn if the condition
sup
t≥0
Eθ
[∣∣∣∣L∗tp(·, θ)p(·, θ)
∣∣∣∣2
]
<∞ for all θ ∈ Θ (16)
holds. Again by inspection, we have the following
Proposition 3.4 (Sufficient conditions for the Hellinger L2 structure to apply). Sufficient
conditions guaranteeing condition (16) in EF(c) are the following: ft and its first derivatives,
at and its first and second derivatives, and c with its first and second derivatives have at most
polynomial growth, and densities in EF(c) integrate any polynomial.
See also [16] for a proof and a detailed discussion, including conditions under which all vector
fields are well defined and the tangent projection is well defined, see in particular Theorem 5.4
in [16] in the special case h = 0.
Assumption. From now on, we assume sufficient conditions above for (15) (17)
in the mixture case and for (16) in the exponential case hold. For example,
we might assume conditions given in Propositions 3.3 or 3.4 to hold.
Again for brevity, we write Eη[ϕ] :=
∫
ϕ(x)p(x; η(θ))dx. When projecting on EF(c) the
second Eq. (4) specializes into
θ˙it =
m∑
j=1
gij(θt) Eθt [Lci] , θi0 , or η˙it = Eηt [Lci] , ηi0 (18)
where the second equation has been obtained from the first by recalling that dη(θ) = g(θ)dθ.
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We know that the tangent-linear orthogonal projection is giving us the locally optimal
approximation for the chosen metric. A natural question when projecting is how good the
projection is locally or, in other terms, how well does the chosen finite dimensional family
approximate the infinite dimensional evolution locally? Indeed, one would like to have a measure
for how far the projected evolution is, locally, from the original one. We now define a local
projection residual as the L2 norm of the FPK infinite dimensional vector field minus its finite-
dimensional orthogonal projection. Define the vector field minus its tangent projection and the
related norm as
εt(θ) :=
L∗tp(·, θ)
2
√
p(·, θ) − Π
g
θ
[
L∗tp(·, θ)
2
√
p(·, θ)
]
, R2t := ‖εt(θ)‖22
The projection residual Rt can be computed jointly with the projected equation evolution (18)
to have a local measure of the goodness of the approximation involved in the projection.
Monitoring the projection residual and its peaks can be helpful in tracking the local pro-
jection method performance, see also [16] for examples of L2-based projection residuals in the
more complex case of the Kushner-Stratonovich equations of nonlinear filtering. However, the
projection residual only allows for a local approximation error numerical analysis. To illustrate
this, assume for a moment that time is discrete 1, 2, 3, . . . and consider again Figure 2. To make
the point, we are artificially separating tangent projection and propagation and the local and
global errors. This is not completely precise but allows us to make an important point on our
method. If we start from the manifold with a p0 = p(·, θ0) ∈ EF(c) (omitting square roots in
the notation and with upper indices denoting time), the FPK vector field driven by L∗ will
move us out of the manifold as the L2 vector related to L∗p0 will not be tangent to EF(c). We
then project this L2 vector on the tangent space of EF(c) and follow it, obtaining a new p(·, θ1)
in the manifold. Now we continue, again the FPK vector field driven by L∗p(·, θ1) would bring
us out of EF(c), and to avoid this we project it onto the tangent space and follow the projected
vector, obtaining p(·, θ2). The crucial point here is that this second step was done starting
from an approximate point p(·, θ1) rather than from the true FPK density p1. This means that,
besides the local projection error measured by Rt, we have a second error coming from the fact
that we start the projection from the wrong point. If we leave the global approximation error
analysis aside for a minute, the big advantage of the above method is that it does not require
us to know the true solution of the FPK equation to be implemented. Indeed, Equation (18)
works perfectly well without knowing the true solution pt.
4 Globally optimal approximation to FPK
We now investigate whether it is possible to say something on the globally optimal approxima-
tion of the solution of the FPK equation on a family {p(·, θ), θ ∈ Θ}. This will turn out to be
related to a form of moments matching, or matching of expectations. In trying to find related
results, we will find a local approximation based on a localized version of the globally optimal
approximation via the assumed density approximation, and we will find also a tractable case
for the global approximation based on the FPK diffusion operator eigenfunctions.
4.1 Metric projection
Now, to study the global error, we introduce a second projection method. We call this method
“metric projection”, since here we will project directly the L2 densities or their square roots onto
SM(qˆ) or EF(c), rather than projecting these densities evolutions. In particular, we will make
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no use of tangent spaces. In geometry this is called indeed “metric projection”, as opposed to
the tangent space linear projection we used so far. This is illustrated in Figure 3.
Figure 3: Metric projection of the FPK Equation on the manifold SM(qˆ) in direct metric. We
start from an initial condition p0 in the manifold. p0, p1, p2 describes the exact solution in L
2,
whereas p0, p(·, θ1), p(·, θ2) describes the evolution resulting from the metric projection. Notice
the difference with Figure 2, where we project vectors rather than minimizing the distance from
the manifold.
Metric projection will require us to know the true solution, so as an approximation method
it will be pointless. However, it will help us with the global error analysis, and a modification
of the method based on the assumed density approximation will allow us to find an algorithm
for a local approximation that does not require the true solution.
4.2 Metric projection on exponential families in relative entropy
The metric projection method for exponential families works as follows. Starting again from
the manifold with a p0 = p(·, θ0) ∈ EF(c), the FPK vector field driven by L∗ will move us out of
the manifold; we follow this vector field and reach p1. To go back to EF(c) we project p1 onto
the exponential family by minimizing the relative entropy, or Kullback Leibler information of
p1 with respect to EF(c), finding the orthogonal projection of p1 on the chosen manifold. It
is well known that the orthogonal projection in relative entropy is obtained by matching the
sufficient statistics expectations of the true density. Namely, the projection is the particular
exponential density p(·; η1) ∈ EF (c) with c-expectations η1 = η˜1 where η˜1 = Ep1 [c] are the
c-expectations of the density p1 to be approximated. See for example Kagan et al. (1973) [26],
Theorem 13.2.1, or [14] for a quick proof and an application to filtering in discrete time. For
convenience, we briefly prove the theorem below.
Theorem 4.1 (Moment matching & entropy minimization for exponential families)
Suppose we are given the exponential family EF(c) and a L1 probability density p outside EF(c).
Suppose the matrix g(θ) for EF(c) is positive definite. Then the minimization problem
min
θ∈Θ
K(p, p(·, θ))
that consists in finding the density in p(·; η) ∈ EF (c) that is closest, in relative entropy, to p
has a unique solution characterized by the “moment matching” or “c-expectations matching”
conditions
ηi = η˜i where η˜i = Ep[ci], ηi = Eθ[ci] for i = 1, . . . , n.
In other words, the EF(c) density that is closest to p in relative entropy is the density in EF(c)
that shares the c-expectations (or c-moments) with p.
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The proof is immediate. Write
K(p, p(·, θ)) =
∫
(ln p(x)− θ′c(x) + ψ(θ))p(x)dx
and note that the gradient with respect to θ reads
∂K(p, p(·, θ))
∂θi
=
∫
(−ci(x) + ∂θiψ(θ))p(x)dx = −Ep[ci] + ηi(θ)
where we used the basic property of exponential families introduced above, namely ∂θiψ = ηi =
Eθ[ci]. A necessary condition for minimality is given by setting the gradient to zero. This yields
Ep[ci] = ηi(θ
∗) for i = 1, . . . , n.
To check that the condition is also sufficient we need to show that the Hessian is positive
definite. Compute
∂2K(p, p(·, θ))
∂θi∂θj
=
∫
(∂2θi,θjψ(θ))p(x)dx = ∂
2
θi,θj
ψ(θ) = gi,j(θ)
again by the basic properties of exponential families we saw above. Since we are assuming g to
be positive definite, this concludes the proof. 
As we hinted above, we know that EF(c), besides θ, admits another important coordinate
system, the expectation parameters η. If one defines η(θ) = Ep(θ)[c] as above, then dη(θ) =
g(θ)dθ where g is the Fisher metric, as we have seen earlier. Thus, we can take the η1 above
coming from the true density p1 and look for the exponential density p(·; η1) sharing these
c-expectations. This will be the closest in relative entropy to the true p1 in EF(c). We then
continue moving forward in time, iterating this algorithm.
The advantage of this method compared to the previous vector field based one is that we
find at every time the best possible approximation (“maximum likelihood”) of the true solution
in EF(c). The disadvantage is that in order to compute the projection at every time, such as
for example η1 = Ep1 [c], we need to know the exact solution p1 at that time. However, it turns
out that we can get back an algorithm that does not depend on the exact solution if we invoke
the assumed density approximation.
4.3 Back to local: assumed density approximation for exponential
families
This works as follows. Differentiate both sides of η˜t = Ept [c] to obtain
d
dt
η˜t =
d
dt
∫
c(x)pt(x)dx =
∫
c(x)
∂pt(x)
∂t
dx =
∫
c(x)L∗tpt(x)dx = Ept [Lc]
so that
d
dt
η˜t = Ept [Lc]. (19)
This last equation is not a closed equation, since pt in the right hand side is not characterized
by η˜t. Thus, to be solved this equation should be coupled with the original FPK equation for
pt and we would still be in infinite dimension. However, at this point we can close the equation
by invoking the assumed density approximation (ADA). Implement the following replacements
in Equation (19).
ADA: in Eq. (19) η˜t → ηt (left hand side), pt → p(·; ηt) (right hand side).
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We obtain
η˙t = Eηt [Lc]. (20)
This is now a finite dimensional ODE for the expectation parameters. It does not require the
true solution to be implemented but the arbitrary replacement implies that we have compro-
mised global optimality. However, perhaps surprisingly, we still have local optimality in the
same sense as we had with the tangent space projection. Indeed, this last equation is the same
as our earlier vector field based projected equation (18). This result had been proven for non-
linear filtering in [16]. Intuitively, the result is related to the fact that the Fisher-Rao metric
and relative entropy are infinitesimally equivalent, see Eq (2).
Theorem 4.2 (In EF(c) Hellinger-Fisher-Rao tangent projection = ADA) Assumption
(17) in force. Closing the evolution equation for the relative entropy point projection of the FPK
solution onto EF(c) by forcing an exponential density on the right hand side is equivalent to
the locally optimal Hellinger approximation based on the vector field tangent linear projection
in Fisher metric.
4.4 Global optimality for exponential families: ML & L eigenfunc-
tions
We can now attempt an analysis of the error between the best possible projection η˜t and the
vector field based (or equivalently assumed density approximation based) projection η. To do
this, write t := η˜t − ηt, expressing the difference between the best possible approximation
and the vector field tangent projection / assumed density one, in expectation coordinates.
Differentiating we see easily that ˙t = (Ept [Lc]− Ep(ηt)[Lc]). Now suppose that the c statistics
in EF(c) are chosen among the eigenfunctions of the operator L, so that Lc = −Λc, where Λ
is a n × n diagonal matrix with the eigenvalues corresponding to the chosen eigenfunctions.
Substituting, we obtain
˙t = −Λ(Ept [c]− Ep(ηt)[c]) or ˙t = −Λt ⇒ t = exp(−Λt)0
so that if we start from the manifold (0 = 0) the error is always zero, meaning that the vector
field tangent projection gives us the best possible Maximum Likelihood (ML) approximation.
If we don’t start from the manifold, ie if p0 is outside EF(c), then the difference between the
vector field approach and the best possible approximation dies out exponentially fast in time
provided we have negative eigenvalues for the chosen eigenfunctions. This leads to the following
Theorem 4.3 (Global optimality/ML for FPK & Fisher-Rao projection.) Consider the
Fokker-Planck-Kolmogorov equation and an exponential family EF(c). Assumption (17) in
force. The vector field tangent linear projection approach leading to the locally optimal approx-
imation (18) in Hellinger distance in EF(c) provides also the global optimal approximation of
the Fokker-Planck-Kolmogorov equation solution in relative entropy in the family EF(c), pro-
vided that the sufficient statistics c are chosen among the eigenfunctions of the adjoint operator
L of the original Fokker-Planck-Kolmogorov equation, and provided that EF(c) is an exponen-
tial family when using such eigenfunctions. In other words, under such conditions the Fisher
Rao vector field projected equation (18) provides the exact maximum likelihood density for the
solution of the Fokker-Planck-Kolmogorov equation in the related exponential family.
Before briefly discussing the eigenfunctions result, we consider an analogous setting and
derivation for mixture families
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4.5 Metric projection on mixture families in L2 direct distance
We begin by deriving the metric projection. Our result is the analogous of Theorem 4.1 for
mixture families and direct metric.
Theorem 4.4 (Moment matching & L2 distance minimization for simple mixtures)
Suppose we are given the simple mixture family SM(qˆ) and a L2 probability density p outside
SM(qˆ). Suppose the matrix γ for the family SM(qˆ) is positive definite. Then the minimization
problem
min
θ∈Θ
‖p− p(·, θ)‖2
that consists in finding the density in SM(qˆ) that is closest in L2 direct distance dD to p has a
unique solution characterized by the “qi − qn+1 moment or expectation matching” conditions
m˜ = m
where
m˜ = Ep [q − 1qn+1] and m = Eθ [q − 1qn+1] = γθ + β, β = Eqn+1 [q − qn+11],
provided that the solution θ∗ = γ−1(m− β) ∈ Θ.
The proof of the theorem is immediate and similar to the the proof given in Theorem 4.1. One
minimizes ∫
(p(x)− θˆ′(θ)qˆ(x))2dx
by taking partial derivatives with respect to θ’s and setting them to zero. The Hessian matrix
is γ and is by assumption positive definite.
Similarly to what we have seen for exponential families, we point out that the metric projec-
tion solution m is difficult to obtain. Compared to the vector field tangent projection method,
the advantage is again that we find at every time the best possible approximation of the true
solution in SM(qˆ). The disadvantage is that in order to compute the metric projection at every
time, such as for example m1 = Ep1 [q − qm+11], we need to know the exact solution p1 at that
time. However, also in this case it turns out that we can get back an algorithm that does not
depend on the exact solution if we invoke the assumed density approximation.
4.6 Back to local: assumed density approximation for mixture fam-
ilies
This works as follows. The metric projection of the FPK equation in dD metric on SM(qˆ) is
defined by
m˜t = Ept [q − qn+11].
Differentiate both sides to obtain
d
dt
m˜t =
d
dt
∫
[q(x)− qn+1(x)1]pt(x)dx =
∫
[q(x)− qn+1(x)1](L∗tpt)(x)dx =
=
∫
(L(q − qn+11))(x)pt(x)dx
where we substituted the FPK equation and we used integration by parts. We have obtained
d
dt
m˜t = Ept [L(q − qn+11)] . (21)
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This equation is not very helpful as an approximation, since we need to know the exact pt to
compute the right hand side. However, we can apply the ADA in this case too.
ADA: in Eq. (21) m˜t → mt (left hand side), pt → p(·;mt) (right hand side).
We obtain
m˙t = Emt [L(q − qn+11)]. (22)
This is a finite dimensional ODE for the expectation parameters. Also in the mixture case,
perhaps surprisingly, we still have local optimality in the same sense as we had with the tangent
space projection. Indeed, this last equation is the same as our earlier vector field based projected
equation (14), as one notices immediately by applying dm(θ) = γ dθ. Intuitively, the result is
related to the fact that we are using the same dD metric both in the vector field projection and
in the metric projection.
Theorem 4.5 (In SM(qˆ) we have dD tangent projection = ADA) Assumption (17) in
force. Closing the evolution equation for the dD metric projection of the Fokker-Planck-Kolmogorov
solution onto SM(qˆ) by forcing a mixture density on the right hand side is equivalent to the lo-
cally optimal dD approximation based on the vector field tangent linear projection in L
2 metric.
4.7 Global optimality for mixture families: L eigenfunctions and
Galerkin methods
We can now attempt an analysis of the error between the best possible projection m˜t and the
vector field based (or equivalently assumed density approximation based) projection mt. To do
this, write εt := m˜t − mt, expressing the difference between the best possible approximation
and the vector field tangent projection / assumed density one, in expectation coordinates.
Differentiating we see easily that ε˙t = (Ept [L(q − qn+11)] − Emt [L(q − qn+11)). Now suppose
that the qi − qn+1 mixture components of SM(qˆ) are chosen among the eigenfunctions of the
operator L, so that L(q − qn+11) = −Λ(q − qn+11), where Λ is a n × n diagonal matrix with
the eigenvalues corresponding to the chosen eigenfunctions. Substituing, we obtain
˙t = −Λ(Ept [q − qn+11]− Emt [q − qn+11]) or ˙t = −Λt ⇒ t = exp(−Λt)0
so that, as in the exponential case, if we start from the manifold (0 = 0) the error is always
zero, meaning that the vector field tangent projection gives us the best possible dD metric
projection approximation. If we don’t start from the manifold, ie if p0 is outside SM(qˆ), then
the difference between the vector field approach and the best possible approximation dies out
exponentially fast in time provided we have negative eigenvalues for the chosen eigenfunctions.
This leads to the following
Theorem 4.6 (Global optimality for FPK & dD tangent projection) Consider the Fokker-
Planck-Kolmogorov equation and a simple mixture family SM(qˆ). Assumption (15) in force.
The vector field tangent linear projection approach leading to the locally optimal approximation
(14) in dD direct L
2 metric in SM(qˆ) provides also the global optimal approximation of the FPK
equation solution in dD in the same family, provided that the mixture components q− qn+11 are
chosen among the eigenfunctions of the adjoint operator L of the original FPK equation, and
provided that SM(qˆ) is a simple mixture family when using such eigenfunctions.
Finally, in [6] we have shown that the vector field projection of the filtering SPDE in direct
metric on simple mixtures is equivalent to a Galerkin method with basis functions given by the
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mixture components. Given that the FPK equation is a special case of the filtering equation,
we can immediately derive the analogous result.
The Galerkin approximation is derived by approximating the exact solution pt of the FPK
equation with a linear combination of basis functions φi(x), namely
p˜t(x) :=
∑`
i=1
ci(t)φi(x). (23)
The idea is that the φi can be extended to indices `+ 1, `+ 2, . . . ,+∞ to form a basis of L2.
Now rewrite the FPK equation in weak form, using test functions:
〈−∂tpt + L∗t pt , ξ〉 = 0
for all smooth L2 test functions ξ such that the inner product exists.
We replace this equation with the equation
〈−∂tp˜t + L∗t p˜t, φj〉 = 0, j = 1, . . . , `.
By substituting Equation (23) in this last equation, using the linearity of the inner product in
each argument and by using integration by parts we obtain easily an equation for the coefficients
c, namely
∑`
i=1
〈φi, φj〉c˙i =
∑`
i=1
〈φi,Lφj〉ci (24)
We see immediately by inspection that this equation coincides with the vector field projection
(14) of the FPK equation if we take
` = n+ 1, ci = θi and φi = qi − qn+1 for i = 1, . . . , n, and cn+1 = 1, φn+1 = qn+1.
We have thus proven the following
Theorem 4.7 For simple mixture families SM(qˆ), the dD vector field projection approximation
(14) coincides with a Galerkin method (24) where the basis functions are the mixture compo-
nents q.
5 Conclusions and further work
We presented several methods to approximate the infinite dimensional solution of the Fokker-
Planck-Kolmogorov equation with a finite dimensional probability distribution. The approx-
imations we proposed are either locally or globally optimal, and consist of the vector field
projection approximation and of the metric projection approximation. The two turn out to be
related in a way that is similar to how the tangent space projection is related to the metric pro-
jection in general. Indeed, as the tangent projection is a linearization for small distances of the
metric projection, so the vector field projection turns out to be equivalent to a localization of
the metric projection based on the assumed density approximation. After exploring this setting
for exponential and mixture families and further clarifying their relationship with maximum
likelihood and Galerkin methods, we found a special case where one can implement the globally
optimal approximation and this turns out to coincide with the vector field projection. This
special case is based on the eigenfunctions of the original equation. In this case one obtains the
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exact maximum likelihood density. The choice of the specific exponential or mixture family,
and the choice or availability of suitable eigenfunctions in particular is not always straightfor-
ward and requires further work. In this paper we focused on clarifying the relationship between
different methods and on deriving the eigenfunctions result. For an initial discussion on eigen-
functions of the FPK equation see [34] and [28] for the case of the Fokker-Planck-Kolmogorov
equation for a linear SDE. For example, in the one dimensional case N = 1 where the dif-
fusion is on a bounded domain [`, r] with reflecting boundaries and strictly positive diffusion
coefficient σ then the spectrum of the operator L is discrete, there is a stationary density and
eigenfunctions can be expressed with respect to this stationary density, that could be taken as
background measure, see [18]. For the case N > 1 special types of FPK equations allow for a
specific eigenfunctions/eigenvalue analysis, see again [34]. Further research is needed to explore
the eigenfunctions approach in connection with maximum likelihood. In particular, the present
paper might have some links with the variational approach to the Fokker-Planck-Kolmogorov
equation started in [25] and continued for example in [5], and with estimation of discretely
observed diffusion [11], where eigenfunctions play an important role. We will explore such
links in future work. As a side note, we included in this paper a result showing an algebraic
algorithm to calculate the canonical parameters θ from the expectation parameters η, which
may be needed for implementing Equation (22) in cases where one does not use eigenfunctions
for c and resorts to monomial sufficient statistics. It may be worth trying to find closed form
solutions or approximations to move from expectation to canonical parameters for more general
choices of the sufficient statistics c.
Further important generalizations one may study are the local and global projections of
Stochastic PDEs that extend the FPK PDE, for example in the filtering problem. In this case
one has to manage carefully the stochastic part of the PDE. The SPDE is sensitive to the
choice of stochastic calculus and the presence of noise, which cannot be differentiated, may
compromise the local optimality of the projection, which cannot be assumed to hold pathwise a
priori. In [15], [16] and [6] a Stratonovich version of the infinite dimensional SPDE is considered
and projected, but without any rigorous proof of local optimality. One then needs notions of
optimality for SPDE that take into account the rough nature of the noise. This has been
addressed for SDEs in [8] where optimal ways to project potentially high dimensional SDEs on
low dimensional submanifolds have been derived, leading to two new projection methods, the
Ito-vector and Ito-jet projections. Such methods have been formally extrapolated and briefly
applied to the filtering SPDE in [8] and [9], and are based on the jet bundle interpretation of
Ito SDE’s on manifolds [7]. In future work we will study rigorously the lift of the Ito vector and
Ito jet projection to the infinite dimensional case of the filtering problem, based on replacing
the high dimensional SDE to be projected with the infinite dimensional SPDE.
Finally, one further potential application to filtering with continuous time observations is
the following. Find particular systems for which the observation functions are among a set of
eigenfunction of the state equation operator and where the optimal filter SPDE is approximated
on a finite dimensional family based on said set of eigenfunctions. In this case, with exponential
families and Hellinger distance the projection of the rough observations-driven part of the SPDE
can be exact, see [16] for the case of exponential families. We could try to extend this result to
simple mixtures and also combine it with the optimality in the projection of the drift part of
the SPDE coming from generalizing the eigenfunctions result for the FPK equation, to see if we
can obtain particularly good finite dimensional filters in this setting. We might also explore the
relationship between the discrete time observation case and the continuous time observations
case, to see if the limit of the former can lead to the latter. This could be interesting also in
cases where the state equation parameters are to be estimated and are not known [37], as we
find often in social sciences applications.
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