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STABILITY OF HOLOMORPHIC FOLIATIONS WITH SPLIT
TANGENT SHEAF
FERNANDO CUKIERMAN AND JORGE VITO´RIO PEREIRA
Abstract. We show that the set of singular holomorphic foliations on projec-
tive spaces with split tangent sheaf and good singular set is open in the space of
holomorphic foliations. We also give a cohomological criterion for the rigidity
of holomorphic foliations induced by group actions and prove the existence of
rigid codimension one foliations of degree n− 1 on Pn for every n ≥ 3.
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1. Introduction and Statement of Results
Our main object of study in this article is the geometry of the spaces of singular
holomorphic distributions and singular holomorphic foliations on complex projec-
tive spaces.
Loosely speaking, a codimension q singular holomorphic distribution on Pn is
a holomorphic field of (n − q)-planes on the complement of a Zariski closed set of
codimension at least two. When this plane field is involutive we have a singular
holomorphic foliation. The most basic projective invariant that one can attach to
a distribution or to a foliation is its degree. The degree is defined as the degree of
the tangency of the distribution or foliation with a generic Pq linearly embedded in
Pn.
In this work we will denote by Dq(n, d) and Fq(n, d) the spaces of distributions
and of foliations on Pn of codimension q and degree d. These spaces turn out to
be quasi-projective varieties and we will give new information about the irreducible
components of Fq(n, d) and Dq(n, d) for arbitrary n ≥ 3 and 1 ≤ q ≤ n− 1.
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2Precise definitions of the relevant concepts will be given latter in the Introduc-
tion. Before that we would like to recall some known results and share our main
motivation with the reader.
1.1. Known Results. The systematic study of the irreducible components of
F1(n, d) seems to have been initiated by Jouanolou in [14] where the irreducible
components of F1(n, 0) and F1(n, 1) where classified for all n ≥ 3. The classifica-
tion of the irreducible components of F1(n, 2) was achieved by Cerveau and Lins
Neto in [7]. Besides the classification in low degrees, a few infinite families of irre-
ducible components of the space of codimension one foliations on projective spaces
are known:
(a) rational [11]; (b) logarithmic [2];
(c) linear pull-back [4]; (d) generic pull-back [8];
(e) associated to the affine Lie algebra [3].
Unlike the codimension one case, where there is a growing literature, we are
aware of just one result about the irreducible components of Fq(n, d) when q ≥ 2:
the classification of the irreducible components of Fq(n, 0) given in [6, Proposition
3.1]. We point out that for d ≥ 0 and q ≥ 2 no irreducible components of Fq(n, d)
were known so far. Althought [16, Theorem A] solves a similar problem for degree
one codimension q foliations on Cn, i.e., codimension q foliations on Cn induced by
linear q-forms.
1.2. Motivation: Foliations induced by Group Actions. The key question
behind the developments here presented was motivated by a conjecture of Cerveau
and Deserti made in the recent monograph [6]. There, after classifying the codimen-
sion one foliations of degree 3 on P4 induced by Lie subalgebras of aut(P4) ∼= sl(5,C),
they conjecture that one of these foliations, more precisely the one that admits(
z0z
3
4 − (2z1z3 + z22)z24 + 2z2z23z4 −
(
z43
2
))3
(
z1z24 − z2z3z4 + z
3
3
3
)4
as rational first integral is rigid, that is, there exists an irreducible component of
F1(4, 3) whose generic element is projectively equivalent to the one induced by
the levels of the rational function above (cf. introduction of loc.cit.). With this
conjecture in mind we were naturally lead to the following:
Question 1. Under which conditions a Lie subalgebra g of sl(n + 1,C) induces a
rigid foliation of Pn?
If we assume that F is a foliation induced by a subalgebra g ⊂ aut(Pn) ∼=
sl(n+ 1,C) and that the integration of g induces an action which is locally free on
the complement of an algebraic subvariety Σ ⊂ Pn of codimension at least two then
the tangent sheaf of F is trivial. Thus, at least on this case, we see that Question
1 is strictly related to
Question 2. Under which conditions a deformation of a foliation F with trivial
tangent sheaf still has trivial tangent sheaf?
After a careful study of the myriad of examples presented in [6] we realized that
good candidates for sufficient conditions for codimension q foliations in Question 2
3are:
(1.1)
{
codim sing(dω) ≥ 3 when q = 1
codim sing(ω) ≥ 3 when q ≥ 2
where ω is a homogeneous q-form defining F .
At this point, in order to keep the prose intelligible, it is clear that we need to
be more precise about some basic notions.
1.3. Basic Definitions. A singular holomorphic distribution D of dimension
p on a projective space Pn is a rational section of Gp(TP
n), where Gp(TP
n) is
the Grassmann bundle of p-planes in TPn. The distribution D can also be dually
presented as a rational section of Gq(T
∗Pn), where q is the codimension of D, i.e.,
p+ q = n.
If we consider the standard embedding of Gq(T
∗Pn) in P(Ωq
Pn
) then the rational
section defining D can be interpreted as the projectivization of the image of a
rational q-form ω. If (ω)0 is the divisorial part of the zero scheme of ω, (ω)∞ is the
divisor of poles of ω and we set
L = OPn
(
(ω)∞ − (ω)0
)
then the rational section defining D is the projectivization of the image of some
ω ∈ H0(Pn,Ωq
Pn
⊗ L) with zero (or singular) set of codimension at least two.
The singular set of D, denoted by sing(D), is the zero set of the twisted q-
form ω. Notice that by definition sing(D) has always codimension at least two.
The degree of D, denoted by deg(D), is by definition the degree of the zero locus
of i∗ω, where i : Pq → Pn is a linear embedding of a generic q-plane. Since
Ωq
Pq
= OPq(−q − 1) it follows at once that L = OPn(deg(D) + q + 1).
If ω ∈ H0(Pn,Ωq
Pn
⊗ L) and q > 1 then in general the projectivization of the
graph of ω is not contained in Gq(T
∗Pn). It will be the case (cf. for instance
[12, 16]) if, and only if, ω satisfies (pointwise) the Plu¨cker conditions.
It is well known that the vector space H0(Pn,Ωq
Pn
⊗L) can be canonically identi-
fied with the vector space of q-forms on Cn+1 with homogeneous coefficients of de-
gree d+1 whose contraction with the radial (or Euler) vector field R =
∑n
i=0 xi
∂
∂xi
is identically zero, cf. [14]. Taking advantage of this identification the Plu¨cker
equations can be written on Cn+1 as
(1.2) (ivω) ∧ ω = 0 for every v ∈
q−1∧
C
n+1.
When ω ∈ H0(Pn,Ωq
Pn
(d+ q + 1) satisfies (1.2) then the kernel of the morphism
of sheaves
TPn −→ Ωq−1
Pn
(d+ q + 1)
v 7→ ivω
defined by contraction with ω has generic rank q and is a sheaf called the tangent
sheaf of D, denoted in this work by TD. Alternatively one could define a codi-
mension q distribution on Pn as a rank n − q saturated subsheaf of TPn, where
saturated means that the corresponding cokernel is torsion-free. Both definitions
turn out to be equivalent and for our purposes the definition in terms of twisted
differential forms satisfying Plu¨cker equations will be more manageable.
4A codimension q singular holomorphic foliation F on Pn is a codimension
q distribution F with tangent sheaf closed under Lie bracket, i.e., [TF ,TF ] ⊂
TF . If ω ∈ H0(Pn,Ωq
Pn
⊗ L) is a q-form defining F then ω satisfies (1.2) and the
involutiveness of TF is equivalent to, cf. [16, proposition 1.2.2],
(1.3) (ivω) ∧ dω = 0 for every v ∈
q−1∧
C
n+1.
Of course ω and dω on the formula above are homogeneous differential forms on
Cn+1.
We will denote Dq(n, d) (resp. Fq(n, d)) the quasi-projective subvariety of
PH0(Pn,Ωq
Pn
(d+ q+ 1)) whose points parametrize the degree d and codimension q
distributions (resp. foliations) on Pn, i.e.,
Dq(n, d) = {[ω] | ω satisfies (1.2) and codim sing(ω) ≥ 2} ;
Fq(n, d) = {[ω] | ω satisfies (1.2), (1.3) and codim sing(ω) ≥ 2}.
In words: Dq(n, d) (resp. Fq(n, d)) is the space of codimension q singular holo-
morphic distributions (resp. foliations) of degree d on Pn.
1.4. Main Results. Our first main result says that the conditions (1.1) are indeed
sufficient for the stability of trivial tangent sheaf for codimension one foliations. In
fact we are able to settle the more general:
Theorem 1. Let n ≥ 3, d ≥ 0 be integers and F = [ω] ∈ F1(n, d) be a singular
holomorphic foliation on Pn. If codim sing(dω) ≥ 3 and
TF ∼=
n−1⊕
i=1
OPn(ei), ei ∈ Z,
then there exists a Zariski-open neighborhood U ⊂ F1(n, d) of F such that TF ′ ∼=
⊕n−1i=1 OPn(ei) for every F ′ ∈ U .
In dimension 3 a variant of the above Theorem appears as the first step of the
proof of [3, Theorem 1]. There the argumentation is based on the deformation
theory of holomorphic vector bundles and a detailed understanding of germs of
integrable 1-forms ω on C3 such that dω has an isolated singularity. Unfortunately
such a detailed understanding is not available in higher dimensions or codimensions.
Our proof, based on infinitesimal techniques, is completely different and works
uniformly in all dimensions.
Our method also works for codimension q distributions when q ≥ 2, and yields
the following result.
Theorem 2. Let n ≥ 4, q ≥ 2, d ≥ 0 be integers and D ∈ Dq(n, d) be a singular
holomorphic distribution on Pn. If codim sing(D) ≥ 3 and
TD ∼=
n−q⊕
i=1
OPn(ei), ei ∈ Z ,
then there exists a Zariski-open neighborhood U ⊂ Dq(n, d) of D such that TD′ ∼=
⊕n−qi=1 OPn(ei) for every D′ ∈ U .
5In §5 we present two immediate consequences of Theorems 1 and 2. The first
one is a generalization of a well-known result of Camacho and Lins Neto about
the linear pull-back of foliations. The second one is a generalization of a result of
Calvo-Andrade, Cerveau, Lins Neto and Giraldo about the stability of foliations
associated to affine Lie algebras.
Combining Theorems 1 and 2 with Richardson’s results about the rigidity of
subalgebras of Lie algebras we are able to give an answer to Question 1. It comes
in the form of our third main result.
Theorem 3. Let F be a codimension q foliation on Pn induced by a Lie subalgebra
g ⊂ sl(n + 1,C) whose corresponding action is locally free outside a codimension
2 analytic subset of Pn. Suppose that F satisfies the hypothesis of Theorem 1 (for
q = 1) or Theorem 2 (for q ≥ 2). If H1 (g, sl(n+ 1,C)/g) = 0 then F is rigid,
i.e., the closure of the orbit of such foliation under the automorphism group of Pn
is an irreducible component of Fq(n, n− q).
On the one hand, Theorem 3 together with well-known vanishing results for
the cohomology of semi-simple Lie algebras yields a handful of new rigid foliations
of codimension at least two on projective spaces. On the other hand these general
vanishing results are ineffective in the codimension one case: we prove in proposition
6.5 that all codimension one foliations induced by generically locally free actions of
semi-simple groups are not rigid. Albeit we are able to prove that for every n ≥ 3
there exists a codimension one rigid foliation on Pn of degree n − 1 induced by a
meta-abelian subalgebra of aut(Pn).
Theorem 4. For every n ≥ 3 the codimension one foliation on Pn induced by the
Lie subalgebra of aut(Pn) generated by
X =
n∑
i=0
(n− 2i)zi ∂z
∂zi
and Yk =
n−k∑
i=0
zi+k
∂z
∂zi
, k = 1 . . . n− 2
is rigid.
We point out that when n = 3 the rigidity of the foliation in Theorem 4 was
established in [7]. For n = 4 the Theorem gives a positive answer to the Cerveau-
Deserti conjecture mentioned in §1.2.
We also found two other examples of rigid codimension one foliations induced
by group actions: one in P6 and the other in P7, cf. Table 1 below. In contrast
with the Lie algebras presented in Theorem 4 for these examples the first derived
algebras are not abelian but just nilpotent.
1.5. New Irreducible Components. Throughout the text the reader will find
several new irreducible components of the spaces of foliations. We summarize in
the table below all the rigid foliations associated to Lie subalgebras of aut(Pn) that
appear in this work.
All the omitted Lie brackets that can’t be deduced by anti-symmetry from the
specified ones are understood to be zero. We emphasize that Corollary 5.1 implies
that the foliations obtained from the ones in the Table by a generic linear pull-back
are also rigid.
Besides the rigid foliations and associated irreducible components of Fq(n, d)
presented above we found an infinite family of irreducible components whose generic
6q n degree Lie Algebra Reference
q ≥ 1 2 + q 2 aff(C) Ex. 6.8
q ≥ 2 3 + q 3 sl(2,C) Ex. 6.6
q ≥ 2 n≫ 0 n− q semi-simple Ex. 6.7
1 n ≥ 3 n− 1 < X, Y1, . . . , Yn−2 > satisfying [X, Yi] =
−2iYi
Thm 4
1 6 5 < X, Y1, . . . , Y4 > satisfying [X, Yi] =
−2iYi, [Y1, Yj ] = Yj+1
Prop. 6.9
1 7 6 < X, Y1, . . . , Y5 > satisfying [X, Yi] =
−2iYi, [Y1, Yj ] = Yj+1, [Y2, Y3] = −
5
2
Y5
Prop. 6.9
Table 1. Rigid Foliations in Fq(n, d)
element is the linear pull-back of foliations by curves (cf. Example 5.2) and an
infinite family of irreducible components whose generic element is a foliation induced
by an abelian action (cf. Example 6.2). Both families generalize to arbitrary
codimension previously known examples of codimension one.
2. Preliminaries
2.1. Calculus on Cn+1. For vector fields X,Y on Cn+1 we recall that the interior
product and Lie derivative satisfy the following useful relations
(2.1) [LX , iY ] = i[X,Y ]; [LX , LY ] = L[X,Y ]; LXΩ = div(X)Ω;
where Ω denotes the euclidean volume form in Cn+1, i.e., Ω = dx0 ∧ · · · ∧ dxn. For
instance they imply that
(2.2) div([X,Y ]) = X(div(Y ))− Y (div(X)) .
If ω denotes a degree d homogeneous p-form, i.e. the coefficients of ω are homo-
geneous polynomials of degree d, then
LRω = (d+ p)ω .
In particular if ω is annihilated by the radial vector field then
(2.3) iRdω = (d+ p)ω .
If X is a degree d homogeneous vector field then
[X,R] = (1− d)X .
The next lemma is a kind of dual version of formula (2.3) for integrable distri-
butions and will be used in the proof of Theorem 1.
Lemma 2.1. Let X1, . . . , Xq be homogeneous polynomial vector fields on C
n+1
such that the (n − q)-form η = iX1 · · · iXq iRΩ is integrable and has singular set of
codimension ≥ 2. Then there exist homogeneous polynomial vector fields X˜1, . . . , X˜q
such that
(1) η = i eX1 · · · i eXq iRΩ ;
(2) dη = (−1)q
(
n+ 1− q +
∑
i
deg(Xi)
)
i eX1 · · · i eXqΩ ;
7(3) deg(Xi) = deg(X˜i) for every i .
Proof. Let Xq+1 = R. Since η is integrable,
[Xi, Xj ] =
q+1∑
l=1
alijXl
for some rational functions alij . Under our hypothesis the rational functions a
l
ij are
regular everywhere, i.e., homogeneous polynomials. In fact
[Xi, Xj] ∧X1 · · · ∧ X̂l ∧ · · · ∧Xq ∧R = ±alijX1 · · · ∧Xl ∧ · · · ∧Xq ∧R ,
and since, by hypothesis, the zero set of X1 · · · ∧Xl ∧ · · · ∧Xq ∧ R does not have
divisorial components alij is a polynomial.
The identities (2.1) imply that
dη = (LX1 − iX1d) iX2 · · · iXq iRΩ
=
(
i[X1,X2] − iX2LX1 − iX1diX2
)
iX3 · · · iXq iRΩ .
Using similar manipulations we can proceed by induction on q to deduce that dη is
equal to
(−1)q
(
n+ 1− q +
∑
i
deg(Xi)
)
iX1 · · · iXqΩ+
∑
i
λiiX1 · · · îXi · · · iXq iR Ω ,
where the λi are homogeneous polynomials of degree deg(Xi)− 1. If we set
X˜i = Xi +
λiR
(−1)q (n+ 1− q +∑i deg(Xi))
then the lemma follows. 
2.2. The Tangent Sheaf of Foliations. Let F be a holomorphic foliation on Pn,
n ≥ 3, induced by a twisted q-form ω. As in the Introduction the tangent sheaf
of F , denoted by TF , is the coherent subsheaf of TPn generated by the germs of
vector fields annihilating ω.
In general TF is not locally free. For instance, let F be the codimension one
foliation of C3 induced by df , where f : C3 → C is the function f(x, y, z) =
x2 + y2 + z2. Clearly TF is a locally free subsheaf of TC3 outside the origin of C3
since at these points f is a local submersion. Nevertheless, at the origin of C3, TF
is not locally free.
More generally, for codimension one foliations if TF is locally free in a neigh-
borhood U of a point p then the singular scheme of F on U is defined by the
(n − 1)-minors of a n × (n − 1) matrix. In particular it is either empty or has
codimension 2.
We say that the tangent sheaf of F splits if
TF =
n−q⊕
i=1
OPn(ei),
for some integers ei. Note that the inclusion of TF in TPn induces sections Xi ∈
H0(Pn, TPn(−ei)) for i = 1 . . . n− q. It follows from the Euler sequence that these
sections are defined by homogeneous vector fields of degree 1 − ei ≥ 0 on Cn+1,
8which we still denote by Xi. The foliation F is induced by the homogeneous q-form
on Cn+1
ω = iX1 · · · iXn−q iRΩ .
2.3. The singular set of dω and Kupka Singularities. Another key hypothesis
for our results for codimension one foliations is that codim sing(dω) ≥ 3. We will
now explain the geometrical meaning of this hypothesis.
If ω0 is a germ of integrable holomorphic q-form on (C
n, 0) such that ω0(0) = 0
then 0 is called a Kupka singularity of ω0 if dω0(0) 6= 0. The local structure
of codimension one foliations in a neighborhood of Kupka singularities is fairly
simple: the germ of foliation is the pull-back of a germ of foliation on (C2, 0), cf.
[16, proposition 1.3.1] and references therewithin. As a side remark we point out
that the result proved in loc. cit. also holds for integrable q-forms ω: if dω(0) 6= 0
then the germ of codimension q foliation induced by ω is the pull-back of a germ
of foliation on (Cq+1, 0).
If u ∈ On0 is a unit then d(uω0) = du ∧ ω0 + udω0. Thus the singular set of dω0
is in principle distinct from the singular set of d(uω0), i.e., it is not an invariant of
F0, the foliation induced by ω0. Although
B(F0) = sing(ω0) ∩ sing(dω0) = sing(uω0) ∩ sing(d(uω0)) ,
is a invariant of F0 which we will call the non-Kupka singular set of F0.
It is easy to verify that for ω homogeneous 1-form on Cn+1 inducing a foliation
F of Pn that
B(F) = sing(dω) .
In other words our hypothesis is on the codimension of the non-Kupka singular set
of F .
3. Division Lemmata
Lemma 3.1. Let X1, . . . , Xn−1 be holomorphic vector fields on Cn+1 and Θ ∈
Ω2(Cn+1) be the 2-form given by Θ = iX1 · · · iXn−1Ω. Suppose that codim sing(Θ) ≥
3. If η ∈ Ω2(Cn+1) is such that
Θ ∧ η = 0
then there exist holomorphic vector fields X˜1, . . . , X˜n−1 such that
η =
n−1∑
i=1
iX1 · · · iXi−1 i eXiiXi+1 · · · iXn−1Ω.
Proof. This follows from the dual version of the main result in [19]; see also [15,
Proposition (1.1) with q = 3]. 
This Lemma is the case q = 2 of Lemma 3.2 below (notice that when q = 2 the
Plu¨cker relations below are Θ ∧Θ = 0 and the tangent space of the Grassmannian
is given by Θ ∧ η = 0).
Lemma 3.2. Let X1, . . . , Xn+1−q be holomorphic vector fields on Cn+1 and
Θ ∈ Ωq(Cn+1) be the q-form given by Θ = iX1 · · · iXn+1−qΩ. Suppose that
codim sing(Θ) ≥ 3. If η ∈ Ωq(Cn+1) is such that
iv(η) ∧Θ+ iv(Θ) ∧ η = 0
9for all v ∈ ∧q−1T (Cn+1), then there exist holomorphic vector fields X˜1, . . . , X˜n+1−q
such that
η =
n+1−q∑
i=1
iX1 · · · iXi−1i eXi iXi+1 · · · iXn+1−qΩ.
Proof. Denote V = Cn+1 and G = Grass(V, q) the Grassmannian of linear sub-
spaces of V of codimension q (i. e. dimension n+ 1− q). The Plu¨cker embedding
℘ : G→ P
q∧
(V ∗)
gives an isomorphism ofG with the subvariety of decomposable q-linear forms. It is
well known (see for example [12]) that a q-linear form θ ∈ ∧q(V ∗) is decomposable
if and only if
(ivθ) ∧ θ = 0
for every v ∈ ∧q−1V . It is also known that these equations, the well known Plu¨cker
quadrics, generate the ideal of ℘(G). Therefore, the tangent space of ℘(G) at a
point θ may be described as the set of q-linear forms η such that
(ivη) ∧ θ + (ivθ) ∧ η = 0
for every v ∈ ∧q−1V .
Let us consider the standard q-multilinear map
µ : (V ∗)q →
q∧
(V ∗)
defined by µ(u1, . . . , uq) = u1 ∧ · · · ∧ uq.
If (V ∗)q0 = (V
∗)q − µ−1(0) is the open set consisting of linearly independent
vectors then G is the quotient of (V ∗)q0 by the general linear group GL(V ) and the
Plu¨cker embedding is the quotient map (i. e. projectivization) of µ. Hence the
tangent space of ℘(G) at a point θ = µ(u1, . . . , uq) coincides with the image of the
derivative of µ at u = (u1, . . . , uq), which is given by
dµ(u).(u˜) =
q∑
i=1
u1 ∧ · · · ∧ ui−1 ∧ u˜i ∧ ui+1 ∧ · · · ∧ uq
for u˜ = (u˜1, . . . , u˜q) ∈ (V ∗)q.
Contraction with Ω = dx0 ∧ · · · ∧ dxn induces an isomorphism ∧n+1−q(V ) ∼=
∧q(V ∗). Therefore ℘(G) is also the projective image of the multilinear map
ν : (V )n+1−q →
q∧
(V ∗)
defined by ν(v1, . . . , vn+1−q) = iv1 · · · ivn+1−qΩ. Hence, the tangent space of ℘(G)
at a point θ has a third description as the image of the derivative of ν
dν(v).(v˜) =
n+1−q∑
i=1
iv1 · · · ivi−1 ieviivi+1 · · · ivn+1−qΩ
for v = (v1, . . . , vn+1−q) ∈ V n+1−q0 and v˜ = (v˜1, . . . , v˜n+1−q) ∈ V n+1−q.
Returning to the statement that we are proving, let us remark that a differential
q-form in Cn+1 may be considered as a map Cn+1 → ∧q(Cn+1)∗. Our hypothesis
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about Θ implies that Θ(x) is decomposable for all x ∈ Cn+1 and then Θ induces a
regular map
Θ¯ : U → G
where U = Cn+1 − sing(Θ)
The hypothesis on η means that η(x) belongs to the tangent space to G at Θ¯(x)
for all x ∈ U . By the last characterization of the tangent space of G, there exists an
open cover U = ∪αUα and holomorphic vector fields X˜α1 , . . . , X˜αn+1−q on Uα such
that
η|Uα =
n+1−q∑
i=1
iX1 · · · iXi−1 i eXα
i
iXi+1 · · · iXn+1−qΩ.
In Uα ∩ Uβ we have
0 = η|Uα − η|Uβ =
n+1−q∑
i=1
iX1 · · · iXi−1i( eXα
i
− eXβ
i
)iXi+1 · · · iXn+1−qΩ.
Then, for each j = 1, . . . , n+ 1− q
iXj (η|Uα − η|Uβ ) = ±i( eXα
j
− eXβ
j
)Θ = 0
Therefore X˜αj − X˜βj is a linear combination of X1, . . . , Xn+1−q with holomorphic
coefficients. If X denotes the matrix with columns X1, . . . , Xn+1−q (and similar
notation for X˜α), then there exists a matrix Aαβ with coefficients holomorphic
functions in Uα ∩ Uβ such that
X˜α − X˜β = AαβX
The collection {Aαβ}αβ is a 1-cocycle and defines an element of
H1
(
U,O(n+1)(n+1)
Cn+1
)
= H1
(
U,OCn+1
)(n+1)(n+1)
.
The hypothesis codim sing(Θ) ≥ 3 implies that H1(U,OCn+1) = 0 (see [13, pg.
133]). Hence, after a refinement of the open cover, we may write Aαβ = Aα − Aβ
where Aα is a holomorphic matrix in Uα. Then
X˜α −AαX = X˜β −AβX
in Uα∩Uβ and hence the columns of these matrices define the required holomorphic
vector fields in U . To conclude we apply Hartog’s extension Theorem to extend
these vector fields to Cn. 
Remark 3.3. If the vector fields X1, . . . , Xn+1−q are homogeneous we can take
the vector fields X˜1, . . . , X˜n+1−q homogeneous and satisfying deg(X˜i) = deg(Xi)
for all i = 1 . . . n+ 1 − q. In fact, if we replace X˜i by its homogeneous component
of degree deg(Xi) then we still have that
η =
n+1−q∑
i=1
iX1 · · · iXi−1 iX˜iiXi+1 · · · iXn+1−qΩ.
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4. Foliations with Split Tangent Sheaf
In this section we will prove Theorems 1 and 2.
Proof of Theorem 1. Let ω ∈ H0(Pn,Ω1
Pn
(d + 2)) be a saturated integrable
twisted 1-form on Pn and F the induced foliation. If TF splits then there exists a
collection X1, X2, . . . , Xn−1, R of homogeneous vector fields in involution such that
ω = iX1 · · · iXn−1iRΩ .
Using lemma 2.1 we can also assume that
dω = λ · iX1 · · · iXn−1Ω ,
for some λ ∈ C∗.
If Tω = TωF1(n, d) denotes the Zariski tangent space of the scheme F1(n, d) at
the point ω then η ∈ TωF1(n, d) if, and only if,
(ω + ǫη) ∧ (dω + ǫdη) = 0 mod ǫ2 .
It follows that η ∈ Tω if, and only if, ω∧dη+ η∧dω = 0. Note that ω∧dη+ η∧dω
is annihilated by the radial vector field. Then from (2.3) we conclude that
ω ∧ dη + η ∧ dω = 0 ⇐⇒ dω ∧ dη = 0 .
Thus we can apply Lemma 3.1 to dη and assure the existence of a collection
X˜1, . . . , X˜n−1 of homogeneous vector fields such that
dη =
n−1∑
i=1
iX1 · · · iXi−1 i eXiiXi+1 · · · iXn−1Ω
Since iRη = 0 it follows from (2.3) that
η =
n−1∑
i=1
iX1 · · · iXi−1 i eXi iXi+1 · · · iXn−1 iRΩ .
Let di = deg(Xi) = deg(X˜i) and denote by X(di) the C-vector space of degree di
homogeneous polynomial vector fields on Cn+1. Consider the alternate multi-linear
map
Ψ :
n−1⊕
i=1
X(di) −→ H0(Pn,Ω1Pn(d+ 2))
(Y1, . . . , Yn−1) 7→ iY1 · · · iYn−1iRΩ .
The derivative of Ψ at Y = (Y1, . . . , Yn−1) is
dΨ(Y )(Z1, . . . , Zn−1) =
n−1∑
i=1
iY1 · · · iYi−1iZiiYi+1 · · · iYn−1iRΩ .
It is now clear that the every η ∈ TωF1(n, d) is contained in the image of
dΨ(X1, . . . , Xn−1). This is sufficient to assure that the image of Ψ contains an
open neighborhood of ω in F1(n, d). 
We will see in the proof of Proposition 6.5 that the hypothesis on the singular
set of dω is indeed necessary.
The proof of Theorem 2 is analogous to the proof of Theorem 1; we highlight
the unique difference.
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Proof of Theorem 2. If Tω = TωDq(n, d) stands for the Zariski tangent space of
the scheme Dq(n, d) at the point ω then η ∈ TωDq(n, d) if, and only if, iv(η)∧Θ+
iv(Θ) ∧ η = 0 for all v ∈ ∧q−1T (Cn+1). Now we apply the division lemma 3.2 and
conclude as in the proof of Theorem 1. 
5. Two Applications
5.1. Linear Pull-backs. Our first application is a generalization of a well-known
result by Camacho and Lins Neto which says that the pull-back of generic degree d
foliations of P2 under generic linear projections form an irreducible component of
F1(n, d) for every n ≥ 3, see [4]. More precisely we prove the
Corollary 5.1. Let C be an irreducible component of Fq(n, d). If the generic ele-
ment of C satisfies the hypothesis of Theorem 1 (for q = 1) or Theorem 2 (for q ≥ 2)
then for every integer m ≥ 1 there exists an irreducible component of Fq(n+m, d)
such that the generic element is the pull-back under a generic linear projection of
a generic element of C.
Proof. Let G ∈ Fq(n, d) be a foliation whose tangent sheaf splits, i.e.,
TG =
n−q⊕
j=1
OPn(ej) .
Suppose also that G is induced by a 1-form ω with codim sing(dω) ≥ 3 when q = 1
or codim sing(ω) ≥ 3 when q ≥ 2. If F ∈ Fq(n+m, d) is the pull-back of G under
a generic linear projection π : Pn+m 99K Pn then
TF = (
n−q⊕
j=1
OPn+q(ej))⊕OPn+q(1)q.
Moreover the codimensions of the singular set of ω, resp. dω, and π∗ω, resp. π∗dω,
are the same. From Theorems 1 and 2 it is sufficient to prove that every foliation
F ′ ∈ Fq(n+m, d) with TF ′ = TF is the pull-back of a foliation G′ ∈ Fq(n, d) under
a linear projection.
From the splitting type of F ′ we see that it is induced by an i-form ω′ that may
be written as
ω′ = iX1 · · · iXn−q iZ1 · · · iZq iRΩ ,
where the Xj are homogeneous vector fields of degree 1−ej and the Zj are constant
vector fields. In suitable coordinate system (z0, . . . , zn+m) of C
n+m+1 we can write
Zj =
∂
∂zn+j
. It follows that the fibers of the linear projection π′(z0, . . . , zn+m) =
(z0, . . . , zn) are everywhere tangent to the leaves of F ′. In particular the leaves of
F ′ are dense open sets of cones over the center of projection. Thus there exists
G′ ∈ Fq(n, d) such that F ′ = π′∗G′. For more details the reader may consult [9,
lemma 2.2]. 
As an immediate corollary we obtain irreducible components of Fq(n, d) for ar-
bitrary q ≥ 1, n ≥ q + 2 and d ≥ 0.
Example 5.2. The pull-back to Pn under linear projections of degree d foliations
by curves on Pq+1 fill out irreducible components of Fq(n, d).
Among these irreducible components the only ones that have appeared before in
the literature are the ones with q = 1 or d = 0.
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5.2. Foliations associated to Affine Lie Algebras. Foliations induced by repre-
sentations of the affine Lie algebra in one variable into the Lie algebra of polynomial
vector fields on Cn, n ≥ 4, with homogeneous generators with the usual hypothesis
on the singular set also fill out components of Fq(n, d). More precisely, we prove
the
Corollary 1. Let F be a codimension q foliation of P2+q given by a q-form ω =
iXiY iRΩ where Ω is the euclidean volume form on C
3+q and X,Y are homogeneous
vector fields of degree 1 and e ≥ 2 satisfying the relation
[X,Y ] = Y .
If codim sing(dω) ≥ 3 (for q = 1) or codim sing(ω) ≥ 3 (for q ≥ 2) then any
foliation F ′ sufficiently close to F is induced by a q-form ω′ = iX′ iY ′ iRΩ where
X ′, Y ′ are homogeneous vector fields of degree 1 and e satisfying
[X ′, Y ′] = Y ′.
Proof. Let ω′ be an integrable q-form sufficiently close to ω. It follows from The-
orem 1 (when q = 1) and Theorem 2 (when q ≥ 2) that there exist homogeneous
vector fields X ′ and Y ′ such that ω′ = iX′iY ′iRΩ.
From the integrability of ω′ one deduces that
[X ′, Y ′] = aX ′ + λY + bR ,
for suitable λ ∈ C and a, b ∈ Se−1. Here Se−1 denotes the space of homogeneous
polynomials of degree e − 1. Notice that since we can take X ′ and Y ′ sufficiently
close to X and Y and similarly λ sufficiently close to 1. Moreover, after replacing
X ′ by λ−1X ′, we can assume that λ = 1.
Since, for arbitrary µ ∈ C,
iX′iY ′ iRΩ = iX′+µRiY ′ iRΩ
we can suppose that the linear map
T : Se−1 → Se−1
f 7→ X ′(f)− f
is invertible.
If we set X ′′ = X ′ and Y ′′ = Y ′ − T−1(a)X ′ − T−1(b)R then
[X ′′, Y ′′] = aX ′ + Y ′ + bR−X ′(T−1(a))X ′ −X ′(T−1(b))R
= (a−X ′(T−1(a))X ′ + Y ′ + (b−X ′(T−1(b))R
= Y ′′ .
Notice that iX′′ iY ′′ iRΩ = iX′iY ′ iRΩ to conclude the proof of the corollary. 
When q = 1 the result below appeared in a slightly different form in [3]. For q ≥ 2
it is new. Using the corollary above it is possible to obtain irreducible components
of Fq(q + 2, d), for every q, d, adapting the constructions presented in [3].
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6. Foliations induced by Group Actions
To recall the basic definitions on foliations induced by group actions, let g ⊂
sl(n+1,C) be a Lie subalgebra of dimension n−q. Since H0(Pn, TPn) = sl(n+1,C)
is the Lie algebra of Aut(Pn) = PSL(n + 1,C), we may view
∧n−q
g as a one-
dimensional linear subspace of
∧n−q
H0(Pn, TPn).
By duality we obtain a twisted integrable q-form
ω(g) ∈ H0(Pn,Ωq
Pn
(n+ 1)).
When ω(g) 6= 0, the leaves of the foliation F(g) induced by ω(g) are tangent to the
orbits of exp(g), the connected (but not necessarily closed) subgroup of Aut(Pn)
with Lie algebra g. Moreover the action of exp(g) on Pn is locally free outside
sing(ω(g)). Notice that
deg(ω(g)) = n− q = dim(g)
When ω(g) 6= 0 and its singular set has no divisorial components then, clearly,
TF(g) = g⊗ OPn . In particular, as an immediate consequence of Theorems 1 and
2 we obtain the
Corollary 6.1. Let g ⊂ sl(n + 1,C) be a Lie subalgebra of dimension n − q such
that ω(g) 6= 0. If ω(g) satisfies the hypothesis of Theorem 1 (for q = 1) or Theorem
2 (for q ≥ 2) then for every foliation F ′ sufficiently close to F(g) there exists a Lie
subalgebra g′ ⊂ sl(n+ 1,C) such that F ′ = F(g′).
Corollary 6.1 provides a way to translate results from the representation theory
of Lie algebras to results about foliations. Let us consider a simple example.
Example 6.2 (Diagonal algebras). Let g be a Lie subalgebra of sl(n + 1,C) of
dimension n − q such that every g ∈ g has all eigenvalues with multiplicity one.
In particular, by an elementary classical result on Lie algebras, g is diagonal in
a suitable system of coordinates. Moreover from the choice of g this property is
clearly stable: every g′ with generators sufficiently close to the generators of g is
also diagonalizable.
If we identify sl(n+1,C) with the Lie algebra of linear homogeneous vector fields
on Cn+1 with zero divergence then we can write
g = < X1, . . . , Xn−q >
where
Xi =
n∑
j=0
λijzj
∂
∂zj
for suitable complex numbers λij . Consequently, we can associate to g the L-
foliation F(g) ∈ Fq(n, n− q) induced by the q-form
ω(g) = iX1 · · · iXn−q iRΩ .
When q = 1 a straightforward computation shows that
dω(g) = ±iX1 · · · iXn−1Ω.
In particular the singular set of dω(g) is the union of the sets {zi = zj = zk = 0}
where i, j, k are pairwise distinct integers in {0, . . . , n} and hence it has codimension
3. For q ≥ 2 the singular set of ω(g) is defined by similar conditions and has
codimension q.
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We can apply Corollary 6.1 to conclude the existence of irreducible components
of Fq(n, n − q) associated to the diagonal algebras. When q = 1 these are the
well-known logarithmic components on Pn with poles in n+ 1 hyperplanes, cf. [6,
Corollary 1.19]. Of course we can use Corollary 5.1 to obtain the known result
that logarithmic 1-forms with poles on r ≤ n+1 hyperplanes fill out an irreducible
component. 
Another immediate consequence of Theorems 1 and 2 is the Theorem 3.
Theorem 6.3 (Theorem 3 of the Introduction). Let F be a codimension q fo-
liation on Pn induced by a Lie subalgebra g ⊂ sl(n + 1,C) whose corresponding
action is locally free outside a codimension 2 analytic subset of Pn. Suppose that
F satisfies the hypothesis of Theorem 1 (for q = 1) or Theorem 2 (for q ≥ 2).
If H1 (g, sl(n+ 1,C)/g) = 0 then F is rigid, i.e., the closure of the orbit of
such foliation under the automorphism group of Pn is an irreducible component of
Fq(n, n− q).
Proof. The main result of [18] says that a subalgebra g ⊂ sl(n + 1,C) for which
H1(g, sl(n + 1,C)/g) = 0 is rigid. The Theorem follows at once combining this
result with Corollary 6.1 combined with [18]. 
6.1. Foliations induced by Semi-Simple Lie Groups. We now turn our at-
tention to foliations associated to semi-simple Lie subalgebras of sl(n+ 1,C).
Corollary 6.4. Let g ⊂ sl(n + 1,C) be a semisimple Lie subalgebra of dimension
n− q, q ≥ 2, such that ω(g) is non-zero. If ω(g) satisfies the hypothesis of Theorem
2 then F(g) is rigid.
Proof. If g is semisimple then for any finite dimensional g-module M one has
H1 (g, V ) = 0, see [1, Ex. 1.b., Chapter I, paragraph 6, page 102 ]. Taking
M = sl(n+ 1,C)/g, the result follows from Theorem 3. 
The reader may wonder why we have not stated the Corollary 6.4 for codimension
one foliations since the proof works also in this case. The reason is very simple: the
hypothesis of Theorem 1 are never satisfied. More precisely we have the
Proposition 6.5. If g ⊂ sl(n+ 1,C) is a semisimple Lie subalgebra of dimension
n− 1 such that ω(g) 6= 0 then codim sing(d(ω(g)) ≤ 2.
Proof. It follows from [6, Thm 1.22] that F(g) admits a rational integral F : Pn 99K
P1. From Stein’s factorization Theorem we can assume that the generic fiber of F
is irreducible and that such F is unique up to right composition with elements in
Aut(P1). The argument used to prove the above mentioned result shows that every
fiber of F is irreducible. The point is that for every X ∈ g and every F(g)-invariant
hypersurface {P = 0}
X(P ) = 0 .
Otherwise it would exist a non-trivial morphism of Lie algebras µX : g → C, cf.
loc. cit. for more details. If one of the fibers of F admits a prime decomposition
of the form Pn11 · · ·Pnll with l ≥ 2 then
X
(
P
deg(P2)
1
P
deg(P1)
2
)
= 0 ,
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contradicting the unicity of F .
We recall that a classical Theorem of Halphen says that a pencil on Pn with
irreducible generic element has at most two multiple elements, cf. [17]. Since every
fiber of F is irreducible it follows that F has at most two non-reduced fibers. In
particular, after composing with an automorphism of P1, we can assume that F is
of the form
F =
Gdeg(H)
Hdeg(G)
and every fiber of F distinct from F−1(0) and F−1(∞) is reduced and irreducible.
It follows that ω(g) is a complex multiple of the 1-form
deg(H)HdG− deg(G)GdH .
Notice that deg(H) + deg(G) − 2 = deg(F(g)) = n − 1. If we take H ′ and G′
homogeneous polynomials, arbitrarily close to H and G respectively, that cut out
smooth hypersurfaces intersecting transversely on Pn then it follows from [10] that
the 1-forms deg(H ′)H ′dG′ − deg(G′)G′dH ′ do have isolated singularities. In par-
ticular the tangent sheaf of the induced foliations is not locally free. It follows from
Theorem 1 that codim sing(d(ω(g)) ≤ 2. 
The next example shows that in the case of higher codimension we do have
foliations satisfying the hypothesis of Corollary 6.4.
Example 6.6 (Exceptional component of Fq(q+3, 3)). If q ≥ 2 then there exists an
irreducible component of Fq(q + 3, 3) such that the generic element is conjugate by
an automorphism of Pq+3 to the foliation induced by the natural action of PSL(2,C)
on Symq+3P1 ∼= Pq+3.
Proof. For each natural number r = q + 3 let us consider the action of PSL(2,C)
on the projective space PSr(C2)∗ = Pr of binary forms of degree r. Let Fr be the
three-dimensional foliation on Pr induced by this action.
A positive divisor D on P1 has finite stabilizer if, and only if, its support con-
tains at least three points. Hence, the singular set of Fr is the union of the two-
dimensional varieties Sm = {mp + (r −m)q, p, q ∈ P1} for 0 ≤ m ≤ r/2. Hence,
it follows from Corollary 6.4 that for r ≥ 5, equivalently q ≥ 2, the foliation Fr is
rigid. 
The example above is in fact a particular case of the more general
Example 6.7. Let G = SL(n,C) and consider the natural action on the m-th
symmetric power V = Sm(Cn). More generally, let G be a classical simple Lie
group of dimension d and let V be a finite direct sum of irreducible representations,
for instance, symmetric or alternating powers of the standard representation. In
most of these cases the hypothesis above on stabilizers is satisfied and hence one
obtains irreducible components of Fn−d(n, d) corresponding to these rigid foliations.
Proof. The hypothesis on the stabilizers implies that ω(g) satisfies the hypothesis
of Theorem 2. Hence the statement follows from Corollary 6.4. 
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6.2. An Infinite Family of Rigid Foliations. Since the core of Theorem 4 proof
consists in stablishing the vanishing of a certain cohomology group we will briefly
recall the definition of Lie algebra cohomology thinking on reader’s ease.
If g is a Lie algebra and M is a g-module then the cohomology groups H∗(g,M)
are defined as the cohomology of the complex (C∗(g,M), d) in which the n-cochains
f ∈ Cn(g,M) are multilinear antisymmetric maps
f : g× . . .× g︸ ︷︷ ︸
n times
−→M
and the coboundary is given by
df(v0, . . . , vn) =
n∑
i=0
(−1)i[vi, f(v0, . . . , vˆi, . . . , vn)]+
+
∑
i<j
(−1)i+jf([vi, vj ], v0, . . . , vˆi, . . . , vˆj , . . . , vn).
Proof of Theorem 4. We are considering the foliation F ∈ F1(n, n− 1), n ≥ 3,
induced by the subalgebra g ⊂ sl(n+ 1,C) generated by
X =
n∑
i=0
(n− 2i)zi ∂z
∂zi
,
Yk =
n−k∑
i=0
zi+k
∂z
∂zi
, k = 1, . . . , n− 2 .
Notice that
[X,Yi] = −2iYi , when i = 1, . . . , n− 2, and [Yi, Yj ] = 0 for arbitrary i, j.
Using (2.1) of §2.1 to compute dω like in lemma 2.1 we verify that
dω = (−1)n−2iZiY1 · · · iYn−2Ω ,
where Ω = dz0 ∧ · · · ∧ dzn and Z = (n+ 1)X − (n− 1)(n− 2)R.
The singular locus of dω is thus defined by the vanishing of the (n− 1)× (n− 1)
minors of the (n− 1)× (n+ 1) matrix
λ0z0 λ1z1 · · · λn−1zn−3 λn−2zn−2 λn−1zn−1 λnzn
z1 z2 · · · zn−2 zn−1 zn 0
z2 z3 · · · zn−1 zn 0 0
...
... . . .
...
...
...
...
zn−2 zn−1 · · · 0 0 0 0
 ,
where λi = (n+ 1)(n− 2i)− (n− 1)(n− 2).
Observe that λn, λn−1 and λn−2 are all different from zero when n ≥ 3. Thus
omitting the first two columns of the matrix above we see that zn−1n appears in
the ideal generated by the (n − 1) × (n − 1) minors. Therefore, set theoretically,
sing(dω) ⊂ {zn = 0}. If we set zn = 0 and omit the first and the last column
we see that sing(dω) ⊂ {zn = 0} ∩ {zn−1 = 0}. Analogously after omitting the
last two columns and setting zn = zn−1 = 0 we conclude that sing(dω) ⊂ {zn =
0} ∩ {zn−1 = 0} ∩ {zn−2 = 0} for every n ≥ 3. In particular codim sing(dω) ≥ 3
when n ≥ 3.
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We have just verified that to prove the rigidity of F we can apply Theorem 3 once
we know that H1(g,M) = 0 whereM is the g-module sl(n+1,C)/g. The remaining
part of the proof will be devoted to establish the vanishing of this cohomology group.
Observe that ad(X) :M →M is semi-simple and that
M =
n⊕
i=−n
M2i
where Mi is the ad(X)-eigenspace corresponding to the eigenvalue i.
Let f ∈ C1(g,M) be a cocycle, i.e., df = 0. We can assume that f(X) ∈ M0.
Indeed, if f(X) /∈ M0 then we have just to replace f by f − dv for a suitable
v ∈ C0(g,M).
Remark that df(X,Y1) = 0 implies
(6.1) [X, f(Y1)] = −2f(Y1) + [Y1, f(X)] .
If we write
f(Y1) =
∑
i
vi , where vi ∈Mi,
then (6.1) can be rewritten as{
ad(X)(vi) + 2vi = 0 when i 6= −2,
ad(X)(v−2) + 2v−2 = ad(Y1)(f(X)) .
It is now clear that
[Y1, f(X)] = 0 and f(Y1) ∈M−2 .
Since ad(Y1) maps M0 isomorphically to M−2 we can assume that f(X) =
f(Y1) = 0. As before we have just to replace f by f−dv for a suitable v ∈ C0(g,M).
Since f(X) = 0 the identity df(X,Yi) = 0 holds and consequently f(Yi) ∈M−2i
for all i ∈ {2, . . . , n− 2}.
Let now F : g → sl(n+ 1,C) be a a linear map lifting f : g →M such that the
image of F is contained in a vector subspace M of sl(n+ 1,C) satisfying
ad(X)(M) ⊂M and sl(n+ 1,C) =M ⊕ g .
The existence of M follows at once from the fact that ad(X) : sl(n + 1,C) →
sl(n+ 1,C) is semi-simple.
If we set F (Yk) = Bk, k = 2, . . . , n− 2, then f(Yk) ∈M−2k implies that
Bk =
n−k∑
i=0
b
(k)
i zi+k
∂
∂zi
, ∀k ∈ {2, . . . , n− 2}.
We claim that Bn−2 = 0. In fact df(Y1, Yn−2) = 0 implies that
[Y1, Bn−2] =
1∑
i
(
b
(n−2)
i − b(n−2)i+1
)
zi+n−1
∂
∂zi
= 0 mod g .
Thus Bn−2 must be a complex multiple of Yn−2. Since Yn−2 /∈M the claim follows.
To conclude the proof of the Theorem we will show that Bk = 0 for every
k ∈ {2, . . . , n− 2}. Clearly it suffices to settle that
(a) If Bn−k = 0 then Bk = 0;
(b) If Bk = 0 then Bn−(k+1) = 0.
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To prove that (a) holds first observe that df(Y1, Yk) = 0 implies that there exists
λk ∈ C such that [Y1, Bk] = λkYk+1. In more explicit terms
n−(k+1)∑
i=0
(
b
(k)
i − b(k)i+1
)
zi+k+1
∂
∂zi
= λkYk+1 .
Thus the sequence {b(k)i }n−ki=0 is an arithmetic progression with step −λk.
Since Bn−k = 0 and df(Yk, Yn−k) = 0 then [Yn−k, Bk] = b
(k)
0 − b(k)n−kzn ∂∂z0 = 0.
Therefore λk = 0 and consequently Bk is a complex multiple of Yk. Since Yk /∈ M
we conclude that Bk = 0. Assertion (a) follows.
To prove (b) we will proceed similarly. On the one hand df(Y1, Yn−k+1) = 0
implies that the sequence {b(n−(k+1))i }ki=0 is an arithmetic progression with step
−λk+1. On the other hand Bk = 0 implies that df(Yk, Yn−(k+1) = [Yk, Bn−(k+1)] =
0. Since
[Yk, Bn−(k+1)] =
1∑
i=0
(
b
(n−(k+1))
i − b(n−(k+1))i+k
)
zi+n−1
∂
∂zi
we obtain that λn−(k+1) = 0 and that Bn−(k+1) is a complex multiple of Yn−(k+1).
Since Yn−(k+1) /∈M the assertion (b) follows and so does the Theorem. 
6.3. Two other Rigid Foliations. The reader will notice that with minor mod-
ifications the proof of Theorem 4 also shows that the Lie subalgebras g(n, r) ⊂
sl(n+ 1,C) generated by
X =
n∑
i=0
(n− 2i)zi ∂z
∂zi
,
Yk =
n−k∑
i=0
zi+k
∂z
∂zi
, k = 1 . . .n− r ,
satisfy H1(g(n, r), sl(n+1,C)/g(n, r)) = 0 for every r ∈ {2, . . . , n−1}. The rigidity
of the corresponding foliations will follows from Theorem 3 once we verify that the
singular set has codimension at least 3. When the algebra above has dimension two
(r = n− 1) we are in a particularly interesting situation described in the example
below.
Example 6.8 (Exceptional component of Fq(q + 2, 2)). If q ≥ 2 then there exists
an irreducible component of Fq(q + 2, 2) such that the generic element is conjugate
by an automorphism of Pq+2 to the foliation induced by the natural action of Aff(C)
on Symq+2P1 ∼= Pq+2.
Proof. Let q ≥ 2 and Fq be the foliation of Symq+2P1 ∼= P(C[x, y]q+2) ∼= Pq+2
induced by the natural action of the following subgroup of PSL(2,C) ∼= Aut(P1):{(
a b
0 a−1
) ∣∣∣ a ∈ C∗, b ∈ C} .
A positive divisor D on P1 has finite stabilizer if, and only if, its support contains
at least two points of P1 − {∞} = {[x : y] ∈ P1|y 6= 0}. Therefore the generic orbit
has dimension two and the singular set of Fq is the union of the one-dimensional
varieties
Cm = {(q −m)∞+mp ; p ∈ P1} for 0 ≤ m ≤ q .
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Observe that Cq is the Veronese curve of degree of q in P
q and Cm is a Veronese
curve of degree m in the osculating Pm to Cq at the point ∞. In particular the
singular set of Fq has codimension at least 3.
To verify the rigidity of Fr we first give explicit expressions for the vector fields
on Pr inducing Fr. Since
((1 + ǫ)x)i((1 + ǫ)−1y)j = xiyj + ǫ(i− j)xiyj mod ǫ2
(x+ ǫ)iyj = xiyj + ǫixi−1yj+1 mod ǫ2
it follows that on the basis < zi = x
q−iyi > of Cq[x, y] the tangent sheaf of Fq is
generated by the vector fields
X =
q+2∑
i=0
(q + 2− 2i)zi ∂
∂zi
and Y =
q+1∑
i=0
(k − i)zi+1 ∂
∂zi
.
After a change of coordinates of the form (z0, . . . , zq+2) 7→ (λ0z0, . . . , λq+2zq+2),
where (λ0, . . . , λq+2) ∈ Cq+3, we can assume that
X =
q+2∑
i=0
(k − 2i)zi ∂
∂zi
and Y =
q+1∑
i=0
zi+1
∂
∂zi
.
Thus the corresponding algebra is isomorphic to g(q + 2, q + 1) and the rigidity
follows from Theorem 3. 
We can thus interpret the foliations obtained in Theorem 4 as extensions of the
foliations on Pn = SymnP1 induced by the natural action of Aff(C). Here, by an
extension of a foliation F we mean a foliation G such that TF ⊂ TG. Since the
codimension one foliations in question are rigid it is therefore natural to wonder if
these extensions are unique. Below we present some examples in dimensions 6 and
7 showing that this is not the case. As we will see they also correspond to rigid
foliations.
To construct the examples we will takeX,Y1, Yn−2 ∈ sl(n+1,C) as in Theorem 4
and will look for Y2, Y3, . . . , Yn−3 ∈ sl(n+1,C) such that for every k ∈ {2, . . . , n−3}
the following relations holds:
(6.2) (a) ad(X)(Yk) = −2kYk and (b) ad(Y1)(Yk) = −Yk+1.
From (6.2.a) it follows that Yk must be of the form
Yk =
n−k∑
i=0
b
(k)
i zi+k
∂
∂zi
for some b
(k)
i ∈ C.
The relations (6.2.b) imply that b
(k)
i+1 = b
(k+1)
i + b
(k)
i for every i ∈ {0, . . . , n− k− 1}
and k ∈ {2, . . . , n− 3}. It is then an amusing exercise to deduce that
(6.3) b
(n−k)
i =
k−2∑
l=0
(
i
l
)
b
(n−k+l)
0 ∀k ∈ {3, . . . , n− 2} .
The equations quoted in (6.2) together with Jacobi’s relation implies that [Yi, Yj ]
is an eigenvector of ad(X) with eigenvalue −2(i+ j). Thus if the vector subspace
of sl(n+ 1,C) spanned by X,Y1, . . . , Yn−2 is a Lie subalgebra then Yi also satisfies
the relations
[Yn−k, Yk] = 0 and [Yn−k−1, Yk] = 0 .
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Now notice that
(6.4)
{
[Yn−k, Yk] = 0 =⇒ b(n−k)i+k b(k)i − b(n−k)i b(k)i+n−k = 0,
[Yn−k, Yk−1] = 0 =⇒ b(n−k)i+k−1b(k−1)i − b(n−k)i b(k−1)i+n−k = 0 .
The solutions of the system defined through the equations (6.3, 6.4) are com-
pletely determined by the values of b
(k)
0 where k ranges from 2 to n − 3. For
n ∈ {5, 6, 7, 8} we carried out in detail the calculations. We summarize below the
results:
n = 5. There are no solutions.
n = 6. There is only one solution. Namely
(
b
(2)
0 , b
(3)
0
)
=
(
9
8 ,− 32
)
. This solution
corresponds indeed to a Lie algebra since [Y2, Y3] = 0 thanks to (6.4). We
will denote the corresponding subalgebra by g6.
n = 7. There is only one solution. Namely(
b
(2)
0 , b
(3)
0 , b
(4)
0
)
=
(√
3
2
, 1−
√
3,
−3 +√3
2
)
The only bracket whose vanishing is not imposed by (6.4) is [Y2, Y3]. It
turns out that
[Y2, Y3] =
5
2
Y5.
We will denote the corresponding subalgebra by g7.
n = 8. Here we have two possibilities for
(
b
(2)
0 , b
(3)
0 , b
(4)
0 , b
(5)
0
)
. Namely(
45+15
√
265
256 ,
−15+5
√
265
64 ,
35−
√
265
32 ,− 32
)
and (0, 0,−1, 0).
In both cases we have that [Y2, Y3] is not a complex multiple of Y5. Thus
they do not correspond to Lie subalgebras.
Proposition 6.9. The foliations Fk = F(gk) ∈ F1(k, k − 1), k = 6, 7, are rigid.
Proof. Arguing as in the proof of Theorem 4 we can verify that
codim sing(dω(gk)) ≥ 3 for k = 6, 7. Instead of computing the relevant co-
homology groups we will prove the rigidity of F6 and F7 by a more elementary
argument.
Corollary 6.1 implies that every foliation F = [ω] sufficiently close to Fk is
induced by a g ⊂ sl(k+1,C). Moreover we can also assume that codim sing(dω) ≥ 3.
Notice that hk = [gk, gk] has codimension one in gk. By semi-continuity it follows
that h = [g, g] has either codimension one or zero in g. Since codim sing(dω) ≥ 3 it
follows from Proposition 6.5 that h has indeed codimension one in g.
Let X ′ ∈ g − h be sufficiently close to X ∈ gk. Since ad(X) : hk → hk is semi-
simple we distinct eigenvalues the same holds for ad(X ′) : h → h. Thus there exists
Z1 ∈ h such that [X ′, Z1] is a multiple of Z1 and Z1 is a deformation of Y1. It follows
from Example 6.8 that after a change of coordinates we suppose that X ′ = X and
Z1 = Y1. In particular the eigenvalues of ad(X
′) : h → h are integers and by
continuity they are equal to −2,−4,−6,−8 for k = 6 and −2,−4,−6,−8,−10 for
k = 7. Let Z1, Z2, . . . , Zk−2 ∈ hk be the corresponding eigenvectors.
Now from Jacobi’s identity we deduce that
[X, [Zi, Zj ]] = −2(i+ j)Zi+j =⇒ [Z1, Zj ] = λjZj+1, j = 2, . . . , k − 2 .
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Consequently after replacing Yj by a complex multiple for j = 2, . . . , k − 2 we can
assume that Zk−2 = Yk−2 and that [Z1, Zj ] = Zj+1 for j = 2, . . . , k − 3. The
proposition follows from the calculations made before its statement. 
If g ⊂ sl(n+1,C) is a rigid Lie subalgebra then, in general, we cannot guarantee
that H1 (g, sl(n+ 1,C)/g) = 0 . The point is that it may happen that the variety
of Lie subalgebras is non-reduced at g. This does not happen in the examples that
we studied and we are not aware of any concrete example. Although R. Carles
constructed several examples of rigid Lie algebras (of dimension at least 9) where
the variety of Lie algebras is non-reduced, see for instance [5] and references there
within. Thus it its natural to expect that the Fq(n, d) are non-reduced in general.
It would be interesting to construct examples of irrreducible components which are
everywhere non-reduced.
Another intriguing fact is that up to now all the known irreducible components
of Fq(n, d) are unirational varieties. It would be interesting to know if this is a
general fact or if it is just a testimony of our limited knowledge about the irreducible
components of the space of holomorphic foliations on projective spaces.
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