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Abstract
Two bipartite graphs G1 = (V1 = S1 _[T1; E1) and G2 = (V2 = S2 _[T2; E2) in which there are
no isolated points and in which the cardinalities of the ‘upper’ sets are equal, that is, jS1j =
jS2j = n (say), are said to be matching-equivalent if and only if the number of r-matchings
(i.e., the number of ways in which r disjoint edges can be chosen) is the same for each of
the graphs G1 and G2 for each r; 16r6n. We show that the number of bipartite graphs that
are matching-equivalent to Kn; n, the complete bipartite graph of order (n; n) is 2n−1 subject to
an inclusion condition on the sets of neighbors vertices of the ‘upper set’. The proof involves
adding an arbitrary number of vertices to the ‘lower’ set which are neighbors to all the vertices
in the upper set and then analyzing the ‘modied’ rook polynomial that is specially dened for
the purpose of the proof. c© 1999 Elsevier Science B.V. All rights reserved.
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This note has its origin in the following problem.
Problem 1. In town X , there are n girls gi; 16i6n; and n boys bi; 16i6n; and
each girl knows each boy. In town Y , there are n girls gi; 16i6n; and 2n − 1 boys
bi; 16i62n−1; and the girl gi; 16i6n; knows the boys bj; 16j62i−1; and no others.
For 16r6n; let X (r); respectively Y (r), denote the number of dierent ways in which
r girls from town X , respectively town Y , can dance with r boys from their own town,
forming r pairs, each girl with a boy she knows. Prove that X (r)=Y (r); for 16r6n:
Before we solve this problem and consider it in a wider context, let us state the
problem in the graph-theoretic language.
In what follows, all our graphs will be bipartite graphs with no isolated vertices. If
G= (V = S _[T; E) is a bipartite graph then its vertex V is the disjoint union of S (the
‘upper set’) and T (the ‘lower set’) and E is a set of edges joining vertices in S to
those in T .
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Problem 2. Let G1 = (V1 = S1 _[T1; E1) and G2 = (V2 = S2 _[T2; E2) be two bipartite
graphs such that in G1; S1 = fg1; : : : ; gng; T1 = fb1; : : : ; bng; and G1=Kn;n (i.e. G1 is
isomorphic as a graph to Kn;n; the complete bipartite graph of order (n; n)); and in
G2; S2 = f g1; : : : ; gng; T2 = f b1; : : : ; b2n−1g and the vertex gi; 16i6n is joined to the
2i − 1 vertices, bj; 16j62i − 1 and to no others. Show that for each r; 16r6n; the
number of r-matchings in G1 is the same as the number of r-matchings in G2. (An
r-matching in a bipartite graph G is a collection of r disjoint edges, i.e., r edges no
two of which have a common vertex.)
It is easily seen that Problems 1 and 2 are equivalent. For n = 3, let us pictorially
represent the situation in both the problems:
Problem 1
Boys
Girls
g1
g2
g3

b1 b2 b3
  
  
  
Town X
Boys
Girls
g1
g2
g3

b1 b2 b3 b4 b5

  
    
Town Y
The relationship of ‘knowing’ is represented by a thick dot in Problem 1. It is easily
calculated that
X (1) = Y (1) = 9;
X (2) = Y (2) = 18;
X (3) = Y (3) = 6;
thus verifying the conclusion in Problem 1 for the case n= 3.
Problem 2
We easily check that the numbers of 1-matchings, 2-matchings and 3-matchings in
each graph are 9, 18, 6, respectively.
We now present a solution of Problem 1. We rst write X (r) = X (n; r) and Y (r) =
Y (n; r) for obvious reasons. It is seen that X (n; r)=
( n
r

n(n−1) : : : (n−r+1)=( nr

(n)r ,
where (n)r stands for n(n− 1) : : : (n− r + 1), for we can choose r girls out of n girls
in
( n
r

ways and associate them with r boys in n(n−1) : : : (n− r+1)=(n)r ways in a
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one-to-one fashion because each girl knows each boy in town X . We get a recurrence
relation for Y (n; r) as follows:
We consider two cases.
Case (i): We count r-pairs in which girl gn is not involved. That is, we pair r girls
among g1; : : : ; gn−1 with r boys among those they know and this number is Y (n−1; r).
Case (ii): Next we count r-pairs in which girl gn is involved. We rst choose (r−1)
girls among g1; : : : ; gn−1 and pair them with (r−1) boys they know. This can be done
in Y (n−1; r−1) ways. Since the girl gn knows all the (2n−1) boys, we are left with
(2n− 1)− (r − 1) = 2n− r boys still not paired. Therefore, we can pair girl gn with
a boy in (2n− r) ways. Thus in this case the count is (2n− r)Y (n− 1; r − 1). Hence
Y (n; r) = Y (n− 1; r) + (2n− r)Y (n− 1; r − 1):
Now that we have an explicit formula for X (n; r) and a recurrence relation for Y (n; r),
it is easy to show that X (n; r) = Y (n; r); for 16r6n: We only have to check that
X (n; r) also satises a similar recurrence relation, namely,
X (n; r) = X (n− 1; r) + (2n− r)X (n− 1; r − 1)
and that X (n; r) and Y (n; r) agree initially. In fact both these steps are checked without
much eort. As for initial conditions, we have
X (1; 1) = Y (1; 1) = 1 and X (2; 1) = Y (2; 1) = 4; X (2; 2) = Y (2; 2) = 2:
We may ask ourselves if there is only one town Y (one bipartite graph G2) with the
same number of r-pair dances (r-matchings) as in town X (as in G1), for 16r6n: Are
there any others? The surprising answer is Yes. There are in fact 2n−1 towns which
include the above two towns X and Y .
For example, for n= 3, there are 23−1 = 4 towns. Besides the two described above,
the following two are the others satisfying the same property.
Boys
Girls
g01
g02
g03

b01 b
0
2 b
0
3 b
0
4

   
   
Town Z
Boys
Girls
g001
g002
g003

b001 b
00
2 b
00
3 b
00
4 b
00
5
 
 
    
Town W
For these towns we have
Z(1) =W (1) = 9; Z(2) =W (2) = 18; Z(3) =W (3) = 6:
Our object is to show that there are 2n−1− 1 more bipartite graphs having the same
number of r-matchings as G1 for 16r6n: Including G1 itself there are 2n−1 bipar-
tite graphs that are ‘matching-equivalent’ to one another, in the sense that they have
the same number of r-matchings for 16r6n: This number, namely, 2n−1 is also ex-
act under certain inclusion conditions. First we dene ‘matching-equivalent’ bipartite
graphs.
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Denition 3. Two bipartite graphs G=(S _[T; E) and G0 =(S0 _[T0; E0) with no isolated
vertices and jSj= jS0j=n are said to be ‘matching-equivalent’ if and only if they have
the same number of r-matchings for all integers r; 16r6n:
Theorem 4. Let G=(S _[T; E) be a bipartite graph with S=fg1; g2; : : : ; gng and NiT
be the set of neighbors of the vertex gi; 16i6n: Let the N 0i s satisfy the condition
N1   Nn. The number of bipartite graphs G which are matching-equivalent to
the bipartite graph Kn;n is 2n−1. For each such graph the number of r-matchings is( n
r

(n)r ; for 16r6n:
Although Problem 1 is already in literature (for example, see [3, p. 211]), the author
believes that the result contained in Theorem 4 is new.
We need a preliminary lemma and the denition of a modied version of the Rook
Polynomial. A basic reference for Rook Polynomials is [3]. Another reference is [1].
Lemma 5. The permutations (a1; a2; : : : ; an) of (1; 2; : : : ; n) satisfying the condition
a1 + 16a2 + 26a3 + 36   6an + n are precisely those that are obtained by re-
versing blocks of consecutive integers (of size 1 or more) of the natural permutation
(1; 2; 3; : : : ; n) in their own places and these are 2n−1 in number (e.g.; for n = 3; the
permutations satisfying the condition are 123; 213; 132; 321 and they are 4 in number).
Proof. The proof is by induction on n: Clearly for n=1, the lemma is true. Let n>2
and the statement be true for permutations of length upto n − 1. If in an admissible
permutation n occurs in the end, then we obtain 2n−2 permutations of the said type by
induction. If n does not occur in the end, then n has to be followed only by n− 1 and
again treating (n; n − 1) as single object we obtain another set of 2n−2 permutations
of the said type. Hence there are precisely 2n−2 + 2n−2 = 2n−1 permutations of the
required kind and they are obtained as described in the lemma, for if r is followed by
a smaller number, it has to be r − 1.
Next we dene a variant of the rook polynomial for a bipartite graph as follows:
Denition 6. Let AG = [aij]nm be the (0; 1) matrix corresponding to a bipartite graph
G=(S _[T; E) with jSj=n; jT j=m and aij=1 if the ith vertex in S is joined to the jth
vertex in T and aij = 0 otherwise (i.e., our thick dots are replaced by 1’s and blank
spaces by 0’s). Let AG(r) be the number of ways of choosing r 1’s in matrix AG with
no two of the 1’s in a row or column of AG. Dene AG(0) = 1: Then we dene the
modied rook polynomial R(AG; x) by
R(AG; x) = AG(n) + AG(n− 1)  x + AG(n− 2)  x(x − 1) +   
+AG(n− r)  x (x − 1)(x − 2) : : : (x − r + 1) +   
+AG(0)  x(x − 1)(x − 2) : : : (x − n+ 1);
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i.e., R(AG; x)=
Pn
r=0 AG(n− r)(x)r ; where (x)r:=x(x−1)(x−2) : : : (x− r+1); 16r6n;
and (x)0:=1:
This denition is also a natural one for the following reason:
Suppose we add a set X of x new vertices to the set T (the lower set) and join
each of them to each vertex in S to get a new bipartite graph G(X )=(S _[(T [X ); EX ):
What will be the corresponding matrix AG(X )? We simply adjoin at left an nx matrix
Jnx whose entries are all 1’s to AG to get AG(X ).
We see that the number of n-matchings in G(X ) is simply our modied rook
polynomial for G, namely
R(AG; x) =
nX
r=0
AG(n− r)(x)r
for if we choose r 1’s no two in a row or column in the portion AG of the above matrix,
the remaining (n− r) 1’s are chosen in precisely x(x−1)(x−2) : : : (x−n+ r+1) ways
from the remaining (n− r) rows. Thus n 1’s can be chosen in AG(X ) in AG(r) (x)n−r
ways. But r can range from 0 to n. Hence, we have the required number of n-matchings
in G(X ) as
Pn
r=0 AG(r)(x)n−r = R(AG; x) as claimed.
An interesting, although unrelated application, is the following:
Proposition 7. If in AG=[aij]nn; aij=1; for i>j; and aij=0; otherwise; then AG(r)=
S(n + 1; n + 1 − r); 06r6n; where the S(n; k) are the Stirling numbers of second
kind. Here the corresponding bipartite graph has the property jNij= i; 16i6n:
For, if we add a row of 0’s at the top to the matrix AG and then if we adjoin the
matrix J(n+1)x of all 1’s to the above at left as usual, we see that the number of
(n + 1)-matchings is xn+1, because of the nature of 1’s in the entire matrix (we can
choose any one of the x 1’s in the rst row, any of the eligible x 1’s in the second
row, and so on). But this is also equal to
Pn+1
r=0 AG(r)(x)n+1−r . Thus,
xn+1 =
n+1X
r=0
AG(r)(x)n+1−r :
This relation is true for every positive integer x and therefore it is a polynomial identity.
But we know that xn+1 =
Pn+1
r=1 S(n+1; r)(x)r : Observing that AG(n+1)=0; however,
we have
xn+1 =
n+1X
r=1
AG(n+ 1− r)(x)r :
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Now comparing the coecients, we get AG(n+1− r)= S(n+1; r) or AG(r)= S(n+1;
n+ 1− r); 16r6n+ 1; as desired.
For an alternative solution, the interested reader is referred to [2, Ch. 4, Problem 31,
p. 34 and p. 244] or [3, p. 212].
It is this ‘adjoining Jnx’ trick that we are going to employ to prove our Theorem 4.
Proof of Theorem 4. First we prove that there are 2n−1 dierent bipartite graphs of
the required type. Consider a permutation of the type described in Lemma 5, say
= (a1; a2; : : : ; an); satisfying
a16a2 + 16a3 + 26   6an + n− 1:
Construct a bipartite graph G()=(S _[T; E); where S=fg1; : : : ; gng and T =fb1; b2; : : : ;
ban+n−1g; and Ni=fb1; b2; : : : ; bai+i−1g; 16i6n: The N 0i s dene the adjacency relations
because gi is joined to each vertex in Ni. If AG() is the adjacency matrix for G(),
then by adjoining Jnx; we see that the number of n-matchings is
(x + a1)(x + a2 + 1− 1)(x + a3 + 2− 2) : : : (x + an + n− 1− (n− 1))
=(x + a1)(x + a2) : : : (x + an) = (x + 1)(x + 2) : : : (x + n):
But this is also equal to
Pn
r=0 AG()(r)(x)(n−r). Therefore,
Pn
r=0 AG()(r)  (x)n−r =
(x + 1)(x + 2) : : : (x + n).
As the right-hand side of this equation is independent of , we see that every graph
so constructed has the same number of r-matchings, for 16r6n, and the number of
the r-matchings is in fact
( n
r

(n)r ; 16r6n:
Conversely, subject to the condition N1N2   Nn; if jNij=ri, then by adjoining
Jnx we have the number of n-matchings as (x + r1)(x + r2 − 1) : : : (x + rn − n + 1),
since r16r26   6rn. But this must coincide with
nX
r=0
n
r

(n)r(x)n−r = (x + 1)(x + 2) : : : (x + n):
Hence (r1; r2 − 1; r3 − 2; : : : ; rn − (n − 1)) must be a permutation of 1; 2; : : : ; n, say,
(a1; : : : ; an). So ri = ai + (i − 1); 16i6n: But r16r26   6rn, and therefore we
have a16a2 + 16a3 + 26   6an + (n − 1); and Lemma 5 applies. Thus there are
exactly 2n−1 bipartite graphs which are matching-equivalent to Kn; n: This completes
the proof.
In general, if jNij= k+2i−1; 16i6n; and NiNi+1; 16i6n−1; where k is some
non-negative integer, then
AG(r) = (n+ k)r
n
r

; 16r6n:
This is of course proved using the same adjoining trick as before.
Remark. The two bipartite graphs which are given in Problem 2 correspond to two
‘extreme’ cases. One corresponds to the natural permutation (1; 2; 3; : : : ; n) and the
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other to its inverse permutation (n; : : : ; 3; 2; 1). Problem 1 was shortlisted in the 38th
International Mathematical Olympiad, Argentina. The author obtained the generalization
after the submission of the problem.
The author wishes to thank the referees for their useful suggestions. The author
also thanks the Department of Mathematics, Indian Institute of Science, Bangalore for
providing necessary facilities, and Basudeb Datta of the same department for useful
conversations.
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