This paper contributes with some asymptotic results to the spectral analysis of functional time series. Specifically, the convergence to zero, in the Hilbert-Schmidt operator norm, of the functional bias associated with the periodogram operator is obtained. The uniform convergence to zero of its eigenvalues then follows. The convergence to zero of its eigenvectors is also proved in a Hilbert space norm. Central and non-central limit results are formulated to derive the respective asymptotic probability distributions of the functional discrete Fourier transform (fDFT), and of the periodogram operator, in a Gaussian setting. Parameter estimation, based on the periodogram operator, is addressed. The strong-consistency of the formulated estimator is derived. The conditions assumed cover since the short-range (SRD) to the long-range (LRD) dependence Gaussian scenarios. Particularly, the memory parameter in LRD functional sequences can be estimated, as illustrated for the semiparametric family of fractional functional time series models introduced here.
Introduction
A huge literature has been developed in the last few decades on functional time series models. Special attention has been paid to stationary short-range dependent functional time series models. In this context, most of the works derive probabilistic and statistical tools for mixing sequences (see, e.g., [3] ; [10] ), and adopt a martingale or m-dependent approach, in the linear and nonlinear sequence framework (see [4] ; [5] ; [16] ; [17] ; [29] , among others). Particularly, under non structural assumptions, the weak dependence is usually quantified by L p -m-approximability (see, e.g., [15] ; [16] and [17] , for an overview). The asymptotic properties of weighted averaged periodogram based estimators of the spectral density operator are obtained in [25] , under cumulant-type mixing conditions. See also [26] where a harmonic principal component analysis approach is adopted.
A probabilistic study of long-range dependence linear processes with values in a separable Hilbert space is presented in [8] , where the asymptotic probability distribution of the partial sums of the series, and the partial sums process is investigated. The convergence (respectively divergence) of the series of operator norms of the bounded linear operator sequence, involved in the definition of a linear functional process, plays a crucial role in relation to the dependence range of the series. Namely, a convergent operator norm series means short-range dependence, and the usual normalizing factor T −1/2 , with T being the functional sample size, leads to the Gaussian limit distribution in the Hilbert space considered. The case where the sequence diverges corresponds to the LRD case. Different models of bounded linear operator sequences have been considered in the literature (see, e.g., [27] ; [28] ). In [22] , estimation methods, and asymptotic theory for functional time series with LRD are also introduced, under a multidimensional long-memory parameter framework. The asymptotic normal distribution of the temporal sum of the projected curve process into different finite-dimensional subspaces, where different memory parameters characterize the corresponding strong dependence structures is proved. The conditions assumed are satisfied, in particular, by a functional version of fractionally integrated autoregressive moving averages processes. After estimation of the long-run covariance function, a consistent estimator of the dominant memory parameter is derived.
To the best of our knowledge several problems remain open in the spectral analysis of functional time series. Particularly, only a few contributions can be found in the spectral analysis of LRD functional time series, as reflected before. The present paper contributes to this field. Specifically, in the non-Gaussian case, key results on the convergence to zero of the bias kernel associated with the periodogram operator, in the Hilbert-Schmidt operator norm, as well as of its eigenelements (eigenvalues and eigenvectors) are derived, beyond the cumulant-type mixing conditions, assumed, for example, in [26] . Under a Gaussian scenario, these results are applied to derive the limit probability distribution of the fDFT, and of the periodogram operator (see Theorem 2.2 in [26] , for the weak-dependent case). Parameter estimation is addressed, in terms of a suitable spectral functional, involving the periodogram operator. The strong-consistency of the formulated estimator is proved. The setting of conditions assumed covers since the SRD to the LRD frameworks (see, e.g., [8] and [28] , for the LRD case). A fractional functional time series model approach is introduced in this paper to represent LRD. As an example, two semiparametric families of linear functional time series models, whose square root covariance operator norm displays a heavy tail behavior in time are analyzed. In both cases, the frequency-varying supremum norm of the square root of the eigenvalues of the spectral density operator presents an asymptotic local behavior (at zero frequency) equivalent to the Linnik probability density. Specifically, in the first example, the tails of the characteristic function of the Linnik probability density function models the temporal slow decay of the operator norm of the integral operator factorizing the covariance operator, while, in the second example, the Mittag Leffler function models such a heavy tail behavior in time.
All the results derived here are of special interest in the periodogrambased parameter estimation of log-normal stochastic volatility models, in a functional time series framework, with either long-range dependence (LRD), intermediate range dependence (IRD), or short-range dependence (SRD). See, e.g., [6] , where long-range dependence in daily volatility curve models is found. Particularly, as given here, a functional version of the Gauss-Whittle minimum contrast estimator can be computed from the periodogram operator. Note that, a functional version of the Ibragimov contrast estimation methodology has been formulated in [32] , in the context of spatial Cox processes in Hilbert spaces. See also, in the real-valued process framework, the closely related papers [1] ; [2] ; [11] ; [12] ; [13] ; [18] ; [20] ; [31] , among others.
In the following, (Ω, A, P ) denotes the basic probability space. Without loss of generality, we will consider H = L 2 ([0, 1], R) , the separable Hilbert space of real-valued square integrable functions on the interval [0, 1], and H = L 2 ([0, 1], C) , the Hilbert space of complex-valued square-integrable functions on the interval [0, 1].
The convergence to zero of the periodogram bias operator
Let us consider {X t , t ∈ Z} to be a strictly stationary functional time series with values in H, such that
In the subsequent development, assume that µ = H 0 and that, for each t ∈ Z,
, is continuous. Hence, the following pointwise equality holds, for each t ∈ Z, and for every h ∈ H,
The assumptions required for the introduction of the spectral density kernel, and the spectral density operator are now considered (see, e.g., [25] ).
Assumption I(p) t∈Z r t p < ∞, p = 2 (the norm of square integrable functions on [0, 1] × [0, 1]), or p = ∞ (the supremum norm on [0, 1] × [0, 1]).
Under Assumption I(p), for any ω ∈ [−π, π], consider
with convergence in · p norm. We refer to f ω (·, ·) as the spectral density kernel at frequency ω ∈ [−π, π]. Furthermore, f ω (·, ·) is uniformly bounded and continuous in ω with respect to · p norm. To introduce the spectral density operator, as a self-adjoint, nonnegative definite, trace operator, the following assumption is also formulated on the integral covariance operator R t with kernel r t .
Assumption II t∈Z R t 1 < ∞, with · 1 denoting the nuclear operator norm on H.
Under Assumption II, for every ω ∈ [−π, π],
Operator F ω defines the spectral density operator at frequency ω ∈ [−π, π].
Remark 1 From equations (3) (see also equation (100) in the Appendix),
for ω ∈ [−π, π],
where, as before, R t 1 denotes the nuclear operator norm of R t on H, and F ω 1 represents the nuclear operator norm of F ω on H. Also, from equation (100) in the Appendix, for a given orthonormal basis
for certain positive constant M, in view of Assumption II (see equation (106) in Appendix A.2). Here, · S( H) denotes the Hilbert-Schmidt operator norm on H, and R 2 t 1 and R t 1 the nuclear operator norms on H of
, for k ≥ 1. Under Assumption I(p), for ω ∈ [−π, π], F ω is an integral operator, given by
The fDFT, based on the functional observations {X t , t = 1, . . . , T }, is defined as
Hence, X (T ) ω is 2π-periodic and Hermitian with respect to ω ∈ [−π, π].
ω ] as a self-adjoint, nonnegative definite, trace operator on H, for ω ∈ [−π, π] (see [19] ). Thus, P X π] , and the fDFT defines a mapping from [−π, π] into H, almost surely (a.s.).
For each ω ∈ [−π, π], operators F ω and F (T ) ω then admit the following spectral decompositions:
where {λ k (F ω ), k ≥ 1} and {λ k (F Since operators F ω and F (T ) ω are self-adjoint, their eigenvalues are in R, for ω ∈ [−π, π]. Note that, for a compact self-adjoint integral operator K on H, with kernel κ, and eigevalues {λ k (K), k ≥ 1} and eigenvectors {ψ k , k ≥ 1},
as M → ∞, for every h ∈ H.
For each ω ∈ [−π, π], the periodogram operator p
ω , admitting the following representation, in the orthonormal basis of complex exponentials of L 2 ([−π, π]),
for h, g ∈ H. Here, we have considered u = t − s, and applied the stationarity of X = {X t , t ∈ Z}. Thus, (T −|u|) T r u (·, ·), |u| < T constitutes the system of kernel Fourier coefficients of operator F
Let us denote by F T the Féjer kernel, defined as
Applying Fourier inversion formula in equation (9), from equation (10), for every g, h ∈ H,
where, as before, f ξ (·, ·) denotes the spectral density kernel, defining the spectral density integral operator F ξ , for every ξ ∈ [−π, π].
Remark 3 Note that, applying triangle inequality, for ω ∈ [−π, π],
is a Hilbert-Schmidt operator, admitting a diagonal singular value decomposition, in terms of a right {ψ R ω,k,T , k ≥ 1} and a left {ψ L ω,k,T , k ≥ 1} orthonormal eigenfunction systems in H, for each ω ∈ [−π, π], and T ≥ 2. Hence,
Proposition 1 Under Assumptions I(p)-II, for ω ∈ [−π, π],
The proof is given in Appendix A.2.
The following corollary (see Lemma 4.2 in [4] ) will be applied in Theorems 1 and 2 below.
Corollary 1 Under the conditions of Proposition 1, denoting by · L( H) the bounded linear operator norm on H, for ω ∈ [−π, π], as T → ∞,
Proposition 1 leads to the uniform convergence to zero of the bias operator eigenvalues (see Corollary 1). The following lemma derives the convergence to zero in H-norm of the bias operator eigenvectors. and F ω , respectively, as given in (7) . Assume that, for each ω ∈ [−π, π], the eigenspace associated with φ ω,k is one-dimensional, and λ k (F ω ) > 0, for every k ≥ 1. Then,
where
introduced in (13) . Here, for ω ∈ [−π, π],
and, for each k ≥ 1 and
then, for every k ≥ 1,
and, from reverse triangle inequality,
where δ k,l denotes the Kronecker delta function.
The proof can be found in Appendix A.3.
Remark 4
The one-dimensionality assumption of the eigenspaces of the spectral density operator can be relaxed to consider multidimensional eigenspaces by redefining the quantities α k , k ≥ 1, as the quantities c k , k ≥ 1, appearing in Lemma 4.4 in [4] .
Limit distribution of the fDFT and periodogran operator
This section focuses on the Gaussian functional time series framework. Specifically, Theorem 1 provides a Central Limit result, where the asymptotic Gaussian probability distribution of the fDFT is derived. A Non-Central Limit result is obtained in Theorem 2, defining the asymptotic probability distribution of the periodogram operator. Let I 1 (·) be the single Wiener-It o stochastic integral, with respect to a real-valued Wiener measure dW s , given by
(see, e.g., Definition 4.2 and Remark 4.3 in [24] ).
From Lemma 4 in Appendix A.1, Remark 2, and equation (7), for every ω ∈ [−π, π], the fDFT X (T ) ω in (6) admits the following series representation in law:
for a given orthonormal basis
ω,k , k ≥ 1} being the systems of eigenvalues and eigenvectors of F (T ) ω , respectively. Here, I 1 (ϕ k ) denotes the single Wiener-It o stochastic integral introduced in (20) . Under the umbrella of Lemma 4 in Appendix A.1, weaker conditions than the usual cumulant mixing conditions assumed (see, e.g., [25] ) are considered in the derivation of Theorem 1, applying Corollary 1, and Lemma 1. Particularly, the Gaussian short-and long-range dependence scenarios are allowed.
Under the conditions of Proposition 1 and Lemma 1, for each ω ∈ [−π, π],
where X ω is a zero-mean Gaussian random element in H, with autocovariance operator F ω , admitting the following series expansion in law:
with {I 1 (ϕ k ), k ≥ 1} being the sequence of standard Gaussian random variables involved in the series expansion (21) , and, as before,
Proof.
From equations (21)- (22), applying Parseval identity in terms of an orthonormal basis {ψ p , p ≥ 1} of H, and the isometry property of Wiener-It o stochastic integral (see (20) ),
From Corollary 1,
in view of the uniform convergence to zero in equation (14). Furthermore, applying Cauchy-Schwarz inequality in H, for T ≥ T 0 ,
for some positive constant M(T 0 ), not depending on k, in view of Corollary 1. Note that
From equations (25)-(26), applying Dominated Convergence Theorem, Corollary 1, and Lemma 1 (see equation (19)), we obtain
From equations (23)- (27) , as T → ∞,
Therefore, for every ω ∈ [−π, π],
Under the conditions of Proposition 1, and Lemma 1, for each ω ∈ [−π, π],
where X ω satisfies (22) , as given in Theorem 1.
Proof. For every ω ∈ [−π, π], from equations (21)- (22),
Applying Parseval identity from an orthonormal basis {ψ p , p ≥ 1} of H,
In the computation of lim T →∞ S 3 (T ), from Corollary 1, and Cauchy-
Thus, applying Dominated Convergence Theorem, Corollary 1 and Lemma 1 (see equation (19)),
Regarding lim T →∞ S 4 (T ), from Cauchy-Schwarz inequality in H, and Corollary 1, for T ≥ T 0 ,
for some positive constant K 2 (T 0 ), not depending on
Thus, from equations (33)-(34), applying Dominated Convergence Theorem, Corollary 1 and Lemma 1 (see equation (19)),
In a similar way, the limits of S i (T ), i = 5, 6, 7, 8, as T → ∞, are computed, applying Dominated Convergence Theorem, from Corollary 1 and Lemma 1 (see equation (19)). Specifically,
From equations (31), (32), (35), and (36), equation (30) converges to zero, when T → ∞. Hence,
4 Functional spectral factorization and parameter estimation
This section is devoted to the spectral analysis of linear curve time series models, generated by the convolution of a parametric family of kernels with a generalized curve Gaussian white noise process. Their parameter estimation, based on the periodogram operator, is addressed in Section 4.1, proving the strong-consistency of the formulated estimator.
Definition 1 We say that process {ε t , t ∈ Z} defines a Generalized Curve Gaussian White Noise (CGCGWN) with values in a complex-valued (respectively, real-valued (RGCGWN)) separable Hilbert space (H, ·, · H ) if, for every t ∈ Z, and g ∈ H, ε t (g) ∼ N (0, g 2 H ), and
where δ t−s = 0, for t = s, and δ t−s = 1, for t = s.
Let now introduce
and {ǫ s , s ∈ Z} being RGCGWN with values in H. Thus, for every h, g ∈ H,
Kernel q is such that, for
and
Thus, for every h ∈ H,
with ε ω being CGCGWN with values in H. Note that, from equation (44), under Assumption II,
From (44)-(45), for a given orthonormal basis {ψ k , k ≥ 1} of H, the following identities hold:
From (47), the functional spectral factorization (44) allows the definition of X ω , introduced in (45), as a zero-mean Gaussian element in H, whose covariance operator is the spectral density operator F ω (see Lemma 3(i)). Thus, X ω follows the limit distribution in Theorem 1.
Parameter estimation from the periodogram operator
Let
be a parametric family of spectral density operators, with Θ being compact, satisfying the following conditions: (C1) For θ, θ ′ ∈ Θ, with θ = θ ′ , the set {ω ∈ [−π, π]; F ω,θ = F ω,θ ′ } has positive Lebesgue measure. Hence, different θ values correspond to different functional dependence structures.
(C2) For every k ≥ 1, and θ ∈ Θ, π −π log (F ω,θ (ϕ k )(ϕ k )) dω > −∞. Thus, the series {X t (ϕ k ), t ∈ Z} admits a backward expansion, as given in (39).
(C3) For every k ≥ 1, and θ ∈ Θ,
which means that the one-step prediction variance σ 2 k of the series
The following identity holds:
where θ 0 denotes the true parameter value, and we have assumed that Θ is such that, for every θ ∈ Θ, 2πF ω,θ (ϕ k )(ϕ k ) > 0, for ω ∈ [−π, π], and k ≥ 1.
< ∞, for every θ ∈ Θ.
(C6) The Cesaro sum of the Fourier series of
Under (C1)-(C6), we consider the following estimator
See [33] for the real-valued case. The next lemma is applied in the derivation of Theorem 3.
Lemma 2
Under Assumption II, if R t = R |t| , for every t ∈ Z, the following inequality holds: For
where M > 0 is such that u∈Z R u 2 1 ≤ M u∈Z R u 1 . Here, · 1 and · S(H) respectively denote the nuclear and the Hilbert-Schmidt operator norms on H.
From equations (39)-(41), for a given orthonormal basis {ϕ k , k ≥ 1} of H, applying Parseval identity in H,
for certain M > 0, in view of Assumption II (see equation (106) in the Appendix A.2). Particularly, we have applied that R u admits a singular value decomposition, given by 
and Parseval identity and Cauchy-Schwarz inequality in S(H),
From equations (53)-(55), since
From Lemma 2, and the stationarity of {X t , t ∈ Z}, for any n ≥ 1, 
Hence,
in the S(H) norm.
Theorem 3 Under Assumptions I(p)-II, and conditions (C1)-(C6), as well as the conditions in Lemma 2, the following limit holds:
where θ T has been introduced in equations (50)-(51), and θ 0 denotes the true parameter value.
Proof. Given an orthonormal basis {ϕ k , k ≥ 1} of H, for k, l ≥ 1,
with, for |t| < T,
From equations (58) and (61), for each t such that |t| < T, k,l≥1
Under condition (C6), as M → ∞,
uniformly in k ≥ 1, and θ ∈ Θ. Thus, the uniform convergence, in k ≥ 1, ω ∈ [−π, π], and θ ∈ Θ, of
Here, as before, F M denotes the Féjer kernel (see equation (10)).
Denote by ω t = 2πt T ; − T 2 < t ≤ T 2 , with T being the functional sample size. For M sufficiently large, and for every k ≥ 1, applying Parserval identity in L 2 ([−π, π]),
where C(u ± T, k, l) = 0, if u = 0, C(u ± T, k, l) = C(T − u, k, l), for u > 0, and C(u ± T, k, l) = C(T + u, k, l), for u < 0. In a similar way to Lemma 2, applying Corollary 2.3 in [4] , with γ = 1, and c = v∈Z R v 1 , for u and j fixed,
From equation (66),
since, from (1), X j H < ∞, a.s., in view of Lemma 3. The coefficient C(u ± T, k, l) involves at most M terms of the form X j (ϕ k )X j+T −u (ϕ l )/T, u > 0, j > 0. From equation (67), for u and j fixed, X j (ϕ k )X j+T −u (ϕ l )/T → a.s 0, as T → ∞, uniformly in k, l ≥ 1. Thus, C(u ± T, k, l) converges a.s. to zero, as T → ∞, uniformly in k, l ≥ 1, for u > 0. In a similar way, C(u ± T, k, l) = C(T + u, k, l) also converges a.s. to zero, as T → ∞, uniformly in k, l ≥ 1, for u < 0.
Furthermore, under condition (C5),
Finally, from (62),
From equations (67)-(69), as T → ∞, equation (65) converges a.s. to zero, uniformly in k ≥ 1. Hence,
(70)
Under conditions (C5)-(C6), applying triangle inequality,
where ε(M) → 0, as M → ∞, under condition (C6). For M fixed, sufficiently large, as T → ∞, from (62),
and, from (65)-(70), S 2 (T, M) → a.s 0. Hereafter, considering M → ∞, in S 1 and S 3 , we obtain the a.s. convergence to zero of (71), in view of condition (C6) (see equations (63)-(64)). Hence,
From condition (C4),
for each k ≥ 1, otherwise,
F ω,θ (ϕ k )(ϕ k ) defines the spectrum of a stationary process with unit one-step prediction variance, under condition (C3). But
F ω,θ (ϕ k )(ϕ k ) dω is the variance of such a process, which must be larger than the one-step prediction variance, unless the spectrum is constant for every k ≥ 1, which is not the case because of condition (C1).
Regarding the strong-consistency of θ T , if, as T → ∞, θ T does not converge a.s. to θ 0 , there exists a subsequent θ Tm converging to θ ′ = θ 0 , such that θ ′ ∈ Θ. From (72), considering η > 0,
From equation (73), for η sufficiently small,
On the other hand, for every θ ∈ Θ,
in view of (49) in condition (C4), leading to a contradiction. Therefore, θ ′ = θ 0 = lim T →∞ θ T , a.s., as we wanted to prove.
Fractional Gaussian functional time series models
In this section, we consider strongly dependent functional sequences, whose spectral density operator F ω,θ = Q ⋆ −ω,θ Q ω,θ is such that
where L is a function of slowly variation at zero frequency, and operator Q ω,θ has kernel q ω,θ introduced in (42). Indeed, since F ω,θ = Q ⋆ −ω,θ Q ω,θ , with Q ω,θ being a Hilbert-Schmidt operator,
From equations (77)-(78), the formulated semiparametric LRD model can be characterized, in terms of the asymptotic behavior of the supremum norm of λ k (F ω,θ ), k ≥ 1 , as |ω| → 0. Some examples of zero-mean Gaussian functional sequences, with heavy-tail covariance operator norm in time are introduced in Sections 5.1 and 5.2. Specifically, in Section 5.1, the ω-dependent square root of the eigenvalues of the spectral density operator F ω displays an equivalent local asymptotic behavior at ω = 0 to the Linnik probability density function. In Section 5.2, the square root of the eigenvalues of the covariance operator R u displays an equivalent asymptotic behavior in time (|u| → ∞) to the Mittag Leffler function.
Linnik-probability-density-type zero-frequency behavior
Consider, in equation (39), q u,β (σ, τ ) such that, as |u| → ∞,
for β ∈ (1/2, 1), where = L(H) in (79) means that the integral operator Q u,β with kernel q u,β has operator norm (in L(H)) displaying the same asymptotic behavior as the norm of the integral operator with kernel k≥1 1 1+λ −β k |u| β ϕ k ⊗ ϕ k , as |u| → ∞. Here, {ϕ k , k ≥ 1} denotes an orthonormal basis of H, and {λ k , k ≥ 1} is such that k≥1 λ k < ∞, and λ k > 0, for every k ≥ 1. Hence, Q u,β satisfying (79) is such that the sum u∈Z Q u,β L(H) is not finite. Therefore, process {X t , t ∈ Z} displays LRD (see, e.g., [8] ; [22] ; [27] ; [28] , where alternative LRD functional time series models can be found).
For β > 1/2, Assumption II holds, i.e.,
where, as before,
From Corollary 3.10 in [23] (see also Theorem 1 in [21] , based on the previous results derived in [34] ), as |ω| → 0,
Thus, α(β) = 1 − β in equation (77), with β ∈ (1/2, 1) defining the memory parameter in the introduced model family. From (80), for β > 1/2, the conditions in Lemma 2 hold, and
provides an estimator of the true parameter value β 0 ∈ (1/2, 1), based on the periodogram operator, with σ 0 T (β) satisfying (72), and B ǫ (0) = {ω ∈ [−π, π]; |ω| ≤ ǫ} , ǫ → 0. Note that σ 0 T (β) can also be reformulated in terms of the convolution with a suitable spectral kernel concentrated at zero frequency. But this aspect constitutes the subject of a subsequent paper.
Regarding the strong-consistency of β T , Conditions (C1)-(C2) and (C4)-(C6) hold for the spectral density operator F ω = 1 Bǫ(0) (ω)F ω (see, e.g., Theorem 1 in [21] ; [34] , and equations (2.1)-(2.5) in [23] with n = ν = 1, and α = β, and the results derived in [23] , on analytic and asymptotic properties of multivariate generalized Linnik's probability densities,). Condition (C3) follows under suitable normalization of the diagonal projections of the spectral density kernel, on an ǫ-neighborhood of the zero frequency.
Mittag-Leffler-function-type heavy tail behavior
Let now consider the semiparametric family of integral operators {Q u,β , u ∈ Z, β ∈ (1/2, 1)}, whose associated kernel family {q u,β , u ∈ Z, β ∈ (1/2, 1)} is such that
where {λ k , k ≥ 1} and {ϕ k , k ≥ 1} are defined as in equation (79). Here, E β is the Mittag-Leffler function, which is given by:
where Γ(·) denotes, as usual, the Gamma function. For β = 1, the Mittag-Leffler function becomes the exponential. It is well-known that, for x ∈ R + , lim x→∞ E β (−x) = 0, with E β (0) = 1, β ∈ (0, 1] (see, e.g., [9] ; [14] , for a more detailed description of this entire function and its properties).
The following uniform two-sided estimate holds over x ∈ R + , for every β ∈ (0, 1),
with optimal constants (see [30] , Theorem 4). Thus, as |u| → ∞,
leading to the following asymptotic temporal behavior
From (86), for β > 1/2, Assumption II is satisfied since
but u∈Z Q u,β L(H) is not finite. Also, from equation (86), for every k ≥ 1, as |ω| → 0,
where, for k ≥ 1, γ k (β) is a positive constant depending on β, according to (86). Thus, we obtain an equivalent zero-frequency asymptotic behavior to equation (81), and we can proceed in a similar way to Section 5.1.
Final comments
From Lemma 3(ii), for every ω ∈ [−π, π], we can consider the Reproducing Kernel Hilbert Spaces (RKHSs) associated with the random elements X (T ) ω and X ω . Particularly, an isometry mapping I 1 between the closed subspace in L 2 (Ω, A, P ) generated by the random variables { X 
(90)
In the same way, we can consider the isometry I 2 between the closed subspace in L 2 (Ω, A, P ) generated by the random variables { X ω (φ ω,k ), k ≥ 1}, and the functions in the space √ F ω (L 2 ([0, 1], C)) , the RKHS of X ω . Specifically, I 2 X ω (h) = √ F ω (h), for every h ∈ H, and
for ω ∈ [−π, π], where X ω has the limit Gaussian distribution derived in Theorem 1.
Let us now define
where · H( X ω,θ )= √ F ω,θ (L 2 ([0,1],C)) denotes the RKHS norm associated with the random element X ω,θ , defining the limit distribution of X (T ) ω , under θ (see Theorem 1). The introduction and asymptotic analysis of alternative parameter estimation techniques, based on the functional statistics σ T (θ), involving the integrated, in [−π, π], square norm of the fDFT X (T ) ω in the RKHS of the limit random variable X ω,θ will be addressed, in a subsequent paper.
A Auxiliary results and analytical proofs
This section contains some auxiliary lemmas, and the proofs of Proposition 1 and Lemma 1, whose derivations mainly involve Fourier and Functional Analytical tools.
Lemma 4 Let X be a zero-mean Gaussian random element in H with autocovariance operator R X . Given an orthonormal basis {ϕ k , k ≥ 1} of H,
where → L means convergence in law. Here, {λ k (R X ), k ≥ 1} and {φ k , k ≥ 1} are the systems of eigenvalues and orthonormal eigenfunctions of R X , respectively. For every k ≥ 1, I 1 (ϕ k ) denotes the single Wiener-It o stochastic integral introduced in (20) .
Proof. The autocovariance operator R X is nonnegative, self-adjoint, and belongs to the trace class. Hence, its admits the following diagonal spectral series representation:
There exists a unique measure N R X on B( H) such that
(see, e.g., Chapter 1 in [7] ). Also, applying isometry property of Wiener-It o stochastic integral (see (20) ), the zero-mean Gausian random element Y M in H, defined as
has covariance operator given by, for each h ∈ H, 
and, as M → ∞,
for every h ∈ H, as we wanted to prove.
A.2 Proof of Proposition 1
For a given orthonormal basis {ψ k , k ≥ 1} of H, compute
Note that, for every k ≥ 1, F ω F ω (ψ k )(ψ k ) ∈ L 1 ([−π, π]), since F 2 ω is self-adjoint and nonnegative definite trace operator on H. Hence,
where we have applied Jensen's inequality, and Parseval identity in terms of an orthonormal basis {χ l , l ≥ 1} of H. Cauchy-Schwarz inequality for the inner product ·, · Fω , and Parseval identity in the space L 2 ([−π, π]) are then considered. Finally, to obtain the last inequality in (99), triangle inequality, Cauchy-Schwarz inequality in ℓ 2 , and Parseval identity in H, lead to the following inequalities and identities: 
with {2Re(χ k ), k ≥ 1} and {2Im(χ k ), k ≥ 1} being orthonormal bases of H, and Re(χ k ) and Im(χ k ) respectively denoting the real and imaginary parts of function χ k , k ≥ 1. Here, as before, {γ k (R u ), k ≥ 1} , ϕ L u,k , k ≥ 1 , and ϕ R u,k , k ≥ 1 are the systems of singular values, and left and right orthonormal eigenvectors of R u , respectively, for every u ∈ Z.
In the next equation, Cauchy-Schwarz inequality in H is first applied. From equations (10) and (99), Young convolution inequality in L 1 ([−π, π]) is then considered. The rest of steps follow in a similar way to equations (99)-(100). Specifically, for each k ≥ 1,
In a similar way, applying Cauchy-Schwarz inequality in H, Young con-volution and Jensen's inequalities,
where the last inequality is obtained following similar steps to equations (100)-(101). In a similar way to (102),
We know that
From equation (101),
since, in a similar way to (100), k≥1 |R u (ψ k )(ψ k )| ≤ R u 1 , and, under Assumption II,
for some positive constant M. From equation (102), applying Cauchy-Schwarz inequality in ℓ 2 , and inequality k≥1 |R u (ψ k )(ψ k )| ≤ R u 1 (see equation (100)
for some positive constant M, as given in (106), under Assumption II. From equations (103) and (107), 
Applying again Parseval identity, keeping in mind (110), we obtain
