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PREDICTIVE SETS
NISHANT CHANDGOTIA AND BENJAMIN WEISS
Dedicated to our dear friend and colleague Manfred Denker on his diamond jubilee.
Abstract. A set P ⊂ N is called predictive if for any zero entropy finite-valued stationary process (Xi)i∈Z,
X0 is measurable with respect to (X−i)i∈P . We know that N is a predictive set. In this paper we give
sufficient conditions and necessary ones for a set to be predictive. We also discuss linear predictivity,
predictivity among Gaussian processes and relate these to Riesz sets which arise in harmonic analysis.
1. Introduction
A deterministic stationary stochastic process {Xn}n∈Z is a process for which X0 is a measurable
function of the past {X−n}n∈N. If the process is finite-valued as well then this is equivalent to it
having zero entropy. If a process has zero entropy so does the process formed by sampling along an
arithmetic progression and so H(X0 | X−nk;n ∈ N) = 0 for all positive integers k. In other words,
X0 is a measurable function of {X−kn}n∈N for all k ∈ N. This motivates the following definition.
Definition. A subset P ⊂ N is predictive if for all finite-valued zero entropy stationary processes
{Xn}n∈Z we have that
H(X0 | X−p; p ∈ P ) = 0.
The aim of this note is to explore Predict, the set of all predictive sets. While we have not found
a characterisation of predictive sets, we have found some necessary conditions and some sufficient
ones. There are many open questions which we have been unable to answer and are interspersed
throughout our discussion.
Here are some of the main results that we found.
Sufficient conditions: If (X,B, µ, T ) is a probability preserving transformation and U ⊂ X is a
set of positive measure then {n ∈ N : µ(U ∩ T−n(U)) > 0} is called the return-time set for U .
Return-time sets are predictive.
Necessary conditions: A predictive set has bounded gaps. This follows from a stronger statement
that it must intersect non-trivially all SIPs (symmetric infinite parallelepipeds). These are sets of
the form
{
∑
i
ǫipi : ǫi ∈ {−1, 0, 1}}
where {pi}i∈N is a sequence of natural numbers.
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We will also discuss linear prediction, which means that X0 is in the closed linear space spanned
by {X−n : n ∈ N} where the closure is taken in the L
2-norm. This of course is tied to the theory
of Gaussian processes which will also play a key role in some of the proofs.
Almost all of the results that we have found can be readily extended to stationary random fields
indexed by Zd with an appropriate notion of the past.
Note that the fact that P is a predictive set doesn’t mean that given X−p; p ∈ P we know the
entire future Xi; i ≥ 0 as is the case for P = N. For this we define a stronger property: Totally
predictive sets.
Definition. A set P ⊂ N is totally predictive if for all zero entropy stationary processes {Xn}n∈Z
and q ∈ Z we have that
H(Xq | X−p; p ∈ P ) = 0.
We prove that if P is predictive then for all singular probability measures µ on the circle we
must have that µˆ(p) 6= 0 for some p ∈ P . We also show that if P is totally predictive then for all
singular complex-valued measures µ on the circle we must have that µˆ(p) 6= 0 for some p ∈ P . Such
sets are very closely related to Riesz sets which we define next.
Definition. A set Q ⊂ Z is a Riesz set if all measures µ on the circle satisfying µˆ(q) = 0 for
q ∈ Z \Q are absolutely continuous.
These sets were defined by Yves Meyer in [28] and extensively studied over the years. While we
could not prove an implication either way, we find that the techniques developed to prove that a
set Q ⊂ Z is Riesz help us prove that the set N \ Q is totally predictive for many examples. As
a partial result in this direction we show that if N \ Q is totally predictive and open in the Bohr
topology restricted to N (defined later in Section 6) then Q ∪ (Z \ N) is a Riesz set.
The paper is structured in the following way. The notation used in the paper is given in Section
2. In Section 3 we prove that return-time sets are predictive and describe many of its consequences.
In Section 4 we give necessary conditions for a set to be predictive, namely that it should be an
SIP⋆. In Section 5 we talk about linear prediction and some consequences for Gaussian processes.
In Section 6 we study totally predictive sets and relate them to Riesz sets. In Section 7 we give
several examples of totally predictive sets. In Section 8 we show that there are totally predictive
sets which are not return-time sets and remark about the total predictivity of the complements of
certain very sparse sets. Finally in Section 9 we discuss predictivity for Zd actions.
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2. Notation
In this note a process will always mean a finite-valued (unless otherwise mentioned) stationary
process. N will denote the natural numbers {1, 2, . . .} and Z will denote the integers.
For a process (Xi)i∈Z and P ⊂ Z, let XP denote the complete sigma-algebra generated by the
collection of random variables (Xi)i∈P . Abusing notation we will also use XZ to denote the process
itself. The entropy of a process can be computed by the formula
h(XZ) := H(X0 |XN).
This motivates the following definition.
Definition. A set P ⊂ N is predictive if for all zero entropy processes, XZ, X0 is measurable with
respect to XP .
Though one ought to talk about prediction using the past, for notational convenience we will
“predict using the future” keeping in mind that (Xi)i∈Z is a zero entropy process if and only if
(X−i)i∈Z is as well.
The formula for the entropy of a process implies that N is a predictive set. Since restricting a
zero entropy process to multiples of a natural number k yields a zero entropy process, kN is also a
predictive set. However it is not difficult to see that for natural numbers r which are not a multiple
of k, kN+ r is not predictive. Let ζ0, ζ1, . . . , ζk−1 be independent random variables with ζi taking
the value −1 or 1 with probability 1/2 each. Let Z be the uniform random variable on {1, 2, . . . , k}
independent of ζi for 0 ≤ i ≤ k − 1. Now consider the process XZ given by
Xkn+r := (Z ⊕ r)ζr for all n ∈ Z and r ∈ {0, 1, . . . , k − 1}
where Z ⊕ r := s for s ∈ {1, 2, . . . , k} for which Z + r ≡ s mod k. We have that for r which is not
a multiple of k, H(X0 | XkN+r) = log(2) even though XZ is a zero entropy process.
Remark 1. In a similar fashion, one can prove that for all k ∈ N, P is predictive if and only kP is
also predictive. Suppose P is predictive. Given a zero entropy process XZ we know that XkZ also
has zero entropy. Applying the predictivity of P to this new process we have that H(X0 | XkP ) = 0.
Now suppose that kP is predictive and XZ is a given zero entropy process whose state space does
not contain 0. Let W be an independent uniform random variable on {0, 1, 2, . . . , k− 1} and let YZ
be the zero entropy process given by Yi+kn := Xn1W (i) for all n ∈ Z and 0 ≤ i ≤ k−1. Since kP is
predictive, H(Y0 | YkP ) = 0. ThusH(Y0 | YkP ,W = 0) = 0. ButH(Y0 | YkP ,W = 0) = H(X0 |XP ).
Hence P is predictive.
Remark 2. Predictive sets form a family, meaning that if P is predictive and P ⊂ Q ⊂ N then Q is
also predictive: Clearly H(X0 | XQ) ≤ H(X0 | XP ) and hence if the latter is zero then the former
is zero as well.
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Remark 3. For most of the paper we will focus on finite-valued processes. One of the reasons is
that for infinite-valued processes the correspondence between zero entropy and predictivity of N
does not exist.
Indeed take any process XZ with state space {0, 1} and let {j1, j2, . . .} be an enumeration of Z.
The process YZ with state space [0, 1] given by Yi :=
∑
k
1
3k
Xi+jk is isomorphic to XZ and XZ is
measurable with respect to Y1 and hence Y0 is measurable with respect to YN.
3. Predictivity of return-time sets
We will assume through out that X is a Polish space. A set A ⊂ N is a return-time set if there
exists a probability preserving transformation (ppt) (X,µ, T ) and a set U ⊂ X;µ(U) > 0 such that
A = N(U,U) := {n ∈ N : µ(U ∩ T−n(U)) > 0}.
One of the main results of this section is that return-time sets are predictive. We will need the
following notation: Given a set Q ⊂ N let
Qn := Q ∩ {1, 2, . . . , n}.
The upper density of Q is defined as
lim sup
n→∞
|Qn|
n
.
Theorem 1. Let Q be a set with positive upper density. Then (Q−Q) ∩ N is predictive.
Proof. Let Q ⊂ N be a set of positive upper density. Then we have that
1
n
H(XQn) ≤
1
n
H(XNn)
proving that 1nH(XQn) converges to zero as n tends to infinity. Since the set Q has positive upper
density there exists an increasing sequence of natural numbers nk such that
lim
k→∞
|Qnk |
nk
> 0 and hence
1
|Qnk |
H(XQnk ) =
nk
|Qnk |
1
nk
H(XQnk )
converges to zero as k → ∞. Write Qnk := {q1, q2, . . . , qmk} where (as follows) mk = |Qnk | and
q1 < q2 < . . . < qmk . By the chain-rule and the stationarity of the process we get that
H(XQnk ) =
mk∑
i=1
H(Xqi | Xqi+1 ,Xqi+2 , . . . ,Xqmk )
=
mk∑
i=1
H(X0 | Xqi+1−qi ,Xqi+2−qi , . . . ,Xqmk−qi)
≥ mkH(X0 | X(Q−Q)∩N)
Thus
1
|Qnk |
H(XQnk ) ≥ H(X0 | X(Q−Q)∩N).
Since the left hand side converges to zero we get that (Q−Q) ∩ N is a predictive set. 
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Now we are ready to prove that return-time sets are predictive.
Corollary 1. Return-time sets are predictive.
In the following proof, we will need the shift map σ : {0, 1}Z → {0, 1}Z given by (σ(x))i := xi+1.
In addition we will denote by
[1] := {x ∈ {0, 1}Z : x0 = 1},
the cylinder set of elements of the shift space with 1 at the origin.
Proof. We know from Theorem 1 that the difference set of a set of positive upper density is pre-
dictive. So it is sufficient to prove that every return-time set P contains (Q −Q) ∩ N for a set Q
of positive upper density.
Let P be a return-time set. Then there exists a ppt (X,µ, T ) and U ⊂ X;µ(U) > 0 such that
N(U,U) = P . Consider the map φ : (X,T )→ ({0, 1}Z, σ) given by
φ(x)i = 1U (T
i(x)).
Let ν be the push-forward of the measure µ and let Y ⊂ {0, 1}Z be the topological support of ν. It
follows that N(U,U) = N([1], [1]). By the Birkhoff ergodic theorem there exists y ∈ Y such that
lim
n→∞
1
n
n−1∑
i=0
1[1](T
i(y)) > 0.
Thus the set Q = {i ∈ N : yi = 1} has positive density. On the other hand since y is in the
support of µ we have that if yi = yj = 1 for some i, j ∈ N then ν(T
−|i−j|([1]) ∩ [1]) > 0. Hence we
get that
(Q−Q) ∩ N ⊂ N([1], [1]) = N(U,U).
This completes the proof. 
Remark 4. In Proposition 17 we construct a (totally) predictive set which does not contain any
return-time set.
Remark 5. The proof of Theorem 1 can be broken up into two parts. In the first part we showed
that if a set Q has positive upper density c > 0 then
lim inf
1
|Qn|
H(XQn) ≤
1
c
h(XZ)
and in the second part we used the chain-rule for entropy to show that
h(X0 | X(Q−Q)∩N) ≤ lim inf
1
|Qn|
H(XQn).
These inequalities hold for all processes and not just zero entropy ones. Thus we have in fact that
if P is a return-time set then there exists a constant c > 0 such that
H(X0 | XP ) ≤
1
c
h(XZ)
for all processes XZ.
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Question 1. Suppose P is a predictive set. Does there exists c > 0 such that for all processes XZ,
H(X0 | XP ) ≤ c h(XZ)?
Remark 6. Given a set Q ⊂ N the sequence entropy along Q is calculated by
h(XQ) := lim sup
n→∞
1
|Qn|
H(XQn).
In [23] Krug and Newton showed that there is a constant K(Q) ∈ [0,∞] such that h(XQ) =
K(Q)h(XZ) where 0.∞ = 0 and ∞.0 is undefined. In view of Remark 5 if K(Q) < ∞ then
(Q − Q) ∩ N is predictive. However it is not difficult to see that any such set must contain a
return-time set and thus this does not give us any additional information. On the other hand if a
process has discrete spectrum then h(XQ) = 0 for all infinite sets Q ⊂ N [24]. This implies that for
any infinite set Q, (Q−Q) ∩ N is predictive for processes with discrete spectrum.
Question 2. The ergodic decomposition shows that the family generated by return-time sets is the
same as that generated by return-time sets for ergodic ppts. Is it the same as the return-time sets
for zero entropy ppts?
By a construction of Krˇ´ızˇ [25] we know that there are return-time sets which do not contain the
return-time sets for ppts with discrete spectrum (see also [27]). The motivation for this question
comes from the following proposition.
Proposition 1. If P is predictive and Q is a return-time set of a zero entropy process then P ∩Q
is predictive.
Proof. Let P be a predictive set, (Y, C, µ, T ) be a zero entropy ppt and U ⊂ Y have positive
measure. We will prove that P ∩N(U,U) is still predictive. Let XZ(ω) be a zero entropy process
on the probability space (Ω,B, ν) and assume that 0 is not in its state space. We now consider the
zero entropy process WZ defined on (Y × Ω, C × B, µ× ν) and given by
Wi(y, ω) := Xi(ω)1U (T
i(y)).
Since P is predictive,
H(X01U (y) | Xi1U (T
i(y)); i ∈ P ) = 0
and thus
H(X0 | Xi1U (T
i(y)); i ∈ P, y ∈ U) = 0.
From this it follows that
H(X0 | Xi; i ∈ P ∩N(U,U), (1U (T
i(y)))i∈P , y ∈ U) = 0.
The distribution of y and hence the distribution of T i(y) is independent of XZ. Thus
H(X0 | XP∩N(U,U)) = 0
proving that P ∩N(U,U) is predictive. 
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This motivates a further question (see also Question 8).
Question 3. Do predictive sets form a filter, that is, if P and Q are predictive then is P ∩ Q
predictive as well?
Notice that return-time sets do form a filter. Given a dynamical system (X,T ), an open set U
and a point x ∈ X the visit-time sets N(x,U) are given by
N(x,U) := {n ∈ N : T n(x) ∈ U}.
Corollary 2. Let P be a predictive set and (G,Rα) be a compact group rotation by α ∈ G. For
open sets U ⊂ G and x ∈ U , P ∩N(x,U) is predictive.
Proof. In view of Proposition 1 it is enough to prove that N(x,U) contains a return-time set of a
zero entropy ppt. Consider rotation by α on a group G, U an open set containing the identity e.
Choose a symmetric open neighbourhood V of e (meaning V = V −1) such that V.V ⊂ U . V is a
positive measure set for the Haar measure µ on G and
N(V, V ) = {n ∈ N : µ(αnV ∩ V ) > 0} = {n ∈ N : αnV ∩ V 6= ∅}.
A simple algebraic manipulation using the fact that V is symmetric gives us that
N(V, V ) ⊂ N(e, V.V ) ⊂ N(e, U).
Since compact group rotations have zero entropy this proves that P ∩ N(e, U) is predictive. The
corollary now follows from the additional observation that for any x ∈ G and open sets W ⊂ G;x ∈
W , we have that N(x,W ) = N(e, x−1(W )) and x−1(W ) is an open set containing the identity. 
We will write T := R/Z to denote the circle. In view of this corollary it is natural to ask about
visit-times for distal systems. Consider for instance the distal system: T : T2 → T2 given by
T (x, y) := (x+ α, y + 2x+ α). The forward orbit of the origin (0, 0) is (nα, n2α)n∈N.
Question 4. Let α ∈ T be irrational and ǫ > 0. Is the set {n ∈ N : |n2α| < ǫ} predictive?
Now moving in a different direction let us see why return-time sets don’t just predict X0 but
also Xn for a set of times n ∈ Z which have bounded gaps.
Proposition 2. Let P be a return-time set. Then the set
{n ∈ Z : P + n contains a return-time set}
has bounded gaps.
Proof. Let (X,µ, T ) be a ppt and U ⊂ X be a set with positive measure. Let us first see that if
n ∈ N(U,U) then both n + N(U,U) and −n + N(U,U) contain a return-time set: Consider the
transformation
(X × Z/2nZ, µ× µH , T
′)
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where µH is the uniform measure on Z/2nZ and
T ′(x, y) := (T (x), y + 1 mod 2n).
Let V := (U ∩ T−n(U))× {0}. If r ∈ N(V, V ) then r ≥ 2n and
µ(U ∩ T−n(U) ∩ T−r(U) ∩ T−n−r(U)) > 0
which implies that both µ(U∩T−n−r(U)) and µ(U∩T−r+n) are positive. ThusN(V, V ) is contained
in both −n+N(U,U) and n+N(U,U).
We are left to prove that the set N(U,U) has bounded gaps. This is easy to see from the Poincare´
recurrence theorem: Let W := ∪n≥0T
−n(U) be the set swept by U . Choose r ∈ N large enough
such that µ(W \ (∪rn=0T
−n(U))) < µ(U)/2. Since T is a ppt we have that
µ(W \ (∪r+kn=kT
−n(U))) < µ(U)/2
for all k ∈ N.
But if {n ∈ N : µ(U ∩T−n(U)) > 0} has a gap of length t then µ(U) < µ(W )−µ(∪t−1n=0T
−n(U))
proving that t ≤ r. Thus the set N(U,U) has bounded gaps. 
Corollary 3. Let P be a return-time set. Then the set
{n ∈ Z : (P + n) ∩ N is predictive}
has bounded gaps.
Proof. By Proposition 2 the set
{n ∈ Z : P + n contains a return-time set}
has bounded gaps. For such n ∈ Z, since there are return-time sets Q ⊂ P + n it follows from
Proposition 1 that (P + n) ∩ N is predictive. 
The following question arises naturally.
Question 5. Let P be a predictive set. Does the set
{n ∈ Z : (P + n) ∩ N is predictive}
have bounded gaps?
As a final suggestion which one may pursue, we consider positive definite sequences: A positive
definite sequence is a sequence an;n ∈ Z of complex numbers such that for all sequences bn and
natural numbers N ,
N∑
n,m=1
an−mbnbm ≥ 0.
It is not difficult to see that for a ppt (X,µ, T ) and a set A ⊂ X of positive measure, the sequence
µ(A ∩ T−n(A));n ∈ N is a positive definite sequence and the return-time set is just the support
of the sequence in the natural numbers. Herglotz [31, Page 90] proved that an;n ∈ Z is positive
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definite if and only if there is a finite non-negative measure µ on the circle T such that its Fourier
coefficients
an = µˆ(n) =
∫
T
e−2πintdµ(t).
The following question arises naturally.
Question 6. Fix ǫ > 0 and a real valued positive definite sequence an;n ∈ Z. Is the set
{n ∈ N : an > −ǫ}
predictive?
Remark 7. Given a ppt (X,µ, T ) and A ⊂ X of positive measure and the positive-definite sequence
an := µ(A ∩ T
−n(A)) − µ(A)2 we are just asking whether the set
{n ∈ N : µ(A ∩ T−n(A)) > µ(A)2 − ǫ}
is predictive. Khintchine’s theorem [31, Page 22] shows that the set has bounded gaps.
Remark 8. We cannot take ǫ = 0 in this question: Let µ be the Lebesgue measure supported on
[−1/4, 1/4] ⊂ T. The sequence
an :=
∫
T
e2πinxdµ(x) =
1
πn
sin(πn/2).
is positive definite but its support is the set of odd numbers which is not predictive.
While we do not know the answer to Question 6 we will indicate a result in favour of these sets
being predictive in Proposition 7. However we cannot hope to use Corollary 1 to answer Question
6 since a construction by Forrest shows that these sets need not contain return-time sets [12] (see
also [27]).
4. Predictive sets are SIP⋆
In the last section we gave sufficient condition for a set to be predictive. In this section, we will
investigate necessary conditions for predictivity. We will show that predictive sets have bounded
gaps.
To prove this we will show something stronger which we now describe. Given a sequence of
natural numbers si; i ∈ N we denote by
SIP+(s1, s2, . . .) := {
∑
i∈N
ǫisi : ǫi = 0, 1,−1} ∩ N,
the symmetric infinite dimensional parallelepiped set (SIP) generated by it.
A SIP⋆ set is a subset of the natural numbers which intersects every SIP set non-trivially.
Theorem 2. Predictive sets are SIP⋆.
Remark 9. Infinite dimensional parallelepiped sets or IP sets are like SIP sets except that ǫi are
either 0 or 1. We will show in Theorem 6 that predictive sets need not be IP⋆, that is, the
complement of IP sets can be predictive.
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It is well-known that SIP⋆ sets have bounded gaps. Thus if we prove this theorem we will have
proved that predictive sets have bounded gaps. We give a proof of this corollary for completeness.
Corollary 4. Predictive sets have bounded gaps.
Given a finite sequence of natural numbers s1, s2, . . . , sn we write
SIP+(s1, s2, . . . , sn) := {
n∑
i=1
ǫisi : ǫi = 0, 1,−1} ∩ N.
Proof. Let N ⊂ N be a set with unbounded gaps. We will construct an SIP set contained in N \N .
Since predictive sets are SIP⋆, this will complete the proof.
Choose s1 ∈ N \N and fix S1 := {s1}. Since N does not have bounded gaps, N \N has infinitely
many intervals of length greater than 2s1. Thus there exists s2 > s1 such that s2, s2− s1, s2+ s1 ∈
N \N and hence S2 := SIP
+(s1, s2) ⊂ N \N . Again, there exists s3 > s1 + s2 such that
{s3}, s3 − S2, s3 + S2 ⊂ N \N
giving us that S3 := SIP
+(s1, s2, s3) ⊂ N \ N . Continuing in this manner we get a sequence of
natural numbers si; i ∈ N such that SIP
+(s1, s2, . . .) ⊂ N \N . 
To prove Theorem 2 it will be simpler to pass onto infinite-valued stationary processes. We
will make the assumption that our processes take values in a separable Borel space R. Note that
now by the entropy of a process XZ we mean the Kolmogorov entropy of the measure preserving
transformation defined by the process. This entropy is defined to be the supremum of the average
Shannon entropy of the finite-valued processes Xα
Z
that are obtained by composing XZ with finite-
valued measurable mappings π : R→ Cα with Cα being a finite set. This can be finite even if the
Shannon entropy of X0 is infinite. For example consider the constant process XZ with state space
N for any probability measure on N with infinite Shannon entropy.
Proposition 3. P is a predictive set if and only if for all zero entropy stationary processes (possibly
infinite-valued) XZ, X0 is measurable with respect to XP .
Proof. Let P be a predictive set and XZ be a zero entropy stationary process taking values in the
separable Borel space R. Let Bi; i ∈ N be a sequence of partitions which together generate the
sigma algebra of R. Consider the factor πi : R
Z → (Bi)
Z given by (πi(XZ))n := B if Xn ∈ B ∈ Bi.
But πi(XZ) is a finite-valued zero entropy process. Thus (πi(XZ))0 is measurable with respect to
(πi(XZ))P and hence with respect to XP . Since Bi; i ∈ N together generate the sigma algebra of R
we have that X0 is measurable with respect to XP . 
We will now need to recall some properties of Gaussian processes for our purposes. A Gaussian
process is a complex-valued stationary process XZ such that Xn,Xn+1, . . . ,Xm are jointly Gaussian
for all n < m. We shall assume throughout that Xn are zero mean for all n ∈ Z. Since jointly
distributed Gaussian random variables are determined by their covariance, Gaussian processes are
determined by their autocorrelation sequence: E(X0Xn);n ∈ N and thereby the corresponding
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spectral measure µ on T for which the Fourier coefficients are given by
µˆ(n) = E(X0Xn).
In the same vein every finite non-negative measure µ on T uniquely determines a Gaussian process
with spectral measure µ. Thus the properties of the Gaussian process can be determined by its
spectral measure and vice versa. We state few properties of Gaussian processes XZ:
(1) A Gaussian process is ergodic if and only if the spectral measure is continuous if and only
if it is weak mixing. [7, Page 191]
(2) A Gaussian process has zero entropy if and only if the spectral measure is singular. [8].
(3) E(X0 | XN) = X0 if and only if the spectral measure does not have an integrable log-density
or is singular. This follows from the well-known theorems of Szego¨ [35] and Verblunsky [37]
(also [3, Theorem 3] and [34, Chapter 2]). We will revisit this theorem later in Section 5.
The proof of Theorem 2 will follow from the following stronger proposition.
Proposition 4. Let S be an SIP set. Then there exist a zero entropy weakly mixing Gaussian
process XZ such that X0 is independent of XN\S.
Remark 10. In Section 2 we constructed a zero entropy process where XkN+r is independent of X0
for r /∈ kZ but the process was not weak mixing. This construction will give an example which is
weak mixing.
Proof. Fix a sequence of natural numbers si; i ∈ N. Consider a sequence of mutually disjoint sets
of indices In such that
rn :=
∑
i∈In
si
satisfies rn+1 > 3rn. Clearly SIP
+(r1, r2, . . .) ⊂ SIP
+(s1, s2, . . .).
Let µl denote the Lebesgue measure on T. The Riesz product fn : T→ [0,∞) is given by
fn(x) :=
n∏
m=1
(1 + cos(2πrmx)).
The corresponding probability measures with densities fn converge weak-star to a singular con-
tinuous probability measure µ on T [41, Pages 208-211]. Further, the Fourier coefficients of fn
are supported on SIP+(r1, r2, . . . , rn). Therefore the Fourier coefficients of µ are supported on
SIP+(r1, r2, . . .).
Let XZ be the Gaussian process with spectral measure µ. Then XZ is weak mixing, has zero
entropy and further
E(X0Xn) =
∫
T
e−2πinxdµ(x)
is non-zero if and only if n ∈ SIP+(r1, r2, . . .). Thus we have that X0 is independent of Xn if and
only if n /∈ SIP+(r1, r2, . . .). 
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Proof of Theorem 2. Let P be a predictive set and Q be an SIP. By Proposition 4 there exists a
zero entropy Gaussian process XZ such that X0 is independent of XN\Q. By Proposition 3 we have
that X0 is measurable with respect to XP . Thus P ∩Q 6= ∅. 
Remark 11. The use of Proposition 3 above can be circumvented. More directly, let YZ be the
process given by Yi := sign(Xi). The process YZ is a zero entropy weakly mixing two-valued
process for which Y0 is independent of YN\Q. Thus if P and Q are disjoint then P is not predictive
even for two-valued processes.
Question 7. Are all SIP⋆ sets predictive?
In [1] Glasner and Akin constructed two SIP⋆ sets which do not intersect each other. In fact
they showed that for any irrational α ∈ T and 0 < ǫ < 1/2, the set {n : nα ∈ (0, ǫ)} is SIP⋆. For
the reader’s convenience, we outline their proof.
Given an infinite sequence of natural numbers si; i ∈ N there exist a strictly increasing sequence
ri; i ∈ N such that
SIP+(r1, r2, ...) ⊂ SIP
+(s1, s2, ...).
By compactness of T there exists i < j < j′ < k such that rk − rj′ > rj − ri,
(rj − ri)α ∈ (−ǫ, ǫ) and |(rk − rj′)α| < |(rj − ri)α|.
Now if neither (rk− rj′)α nor (rj − ri)α are elements of (0, ǫ) then they must be elements of (−ǫ, 0)
and it follows that ((rk − rj′)− (rj − ri))α ∈ (0, ǫ). This shows that {n : nα ∈ (0, ǫ)} is SIP
⋆.
Question 8. Let α ∈ T be irrational and 1/2 > ǫ > 0. Is the set {n : nα ∈ (0, ǫ)} predictive?
Answering this question either way will have interesting consequences. If the answer is an
affirmative then this would show that predictive sets don’t form a filter answering Question 3. If
the answer is negative it would give us an example of an SIP⋆ set which is not predictive answering
Question 7.
Let Predict denote the set of predictive sets and
Predict
∗ := {Q ⊂ N : Q ∩ P 6= ∅ for all P ∈ Predict}.
Question 9. Let Q ∈ Predict∗. Does there exists a zero entropy process XZ such that X0 is
independent of Xi for i ∈ N \Q?
To arrive at the necessary conditions for a set to be predictive we studied weak mixing Gaussian
processes. This naturally gives rise to the following questions.
Question 10. (1) Is it true that P is predictive if and only if for all zero entropy Gaussian
processes XZ, X0 is measurable with respect to XP ?
(2) Suppose P ⊂ N is such that for all ergodic/weak mixing zero entropy processes XZ, X0 is
measurable with respect to XP . Is P a predictive set?
12
A topological dynamical system (X,T ) is called minimal if the only closed invariant subsets of
X are the empty set and the entire set X. If G is a compact group and α ∈ G then the rotation
(G,Rα) is minimal if and only if the set {α
n : n ∈ N} is dense. As a consequence of Corollary
2 we have that if x ∈ U ⊂ G where U is an open set then N(x,U) is a predictive set. Further by
Corollary 4 we have that any predictive set must has bounded gaps. It is easy to see that if (X,T )
is a minimal system, U ⊂ X and x ∈ X where U is an open set then the set N(x,U) has bounded
gaps. It is now a natural question whether all such visit times N(x,U) are predictive. We will now
use the fact that predictive sets are SIP⋆ to see that this is not true.
Proposition 5. There exists a minimal system (X,T ), open set U ⊂ X and x ∈ U such that
N(x,U) is not a predictive set.
A set A ⊂ Z is called small if orbit closure of the characteristic function 1A ∈ {0, 1}
Z contains a
unique minimal subshift {0}Z. Equivalently, a set A ⊂ Z is small if and only if for all n ∈ N the
set
{i : [i, i+ n] ∩ S = ∅}
has bounded gaps. We will need the following result of Glasner and Weiss [16] (see also [15, Section
10] for a new proof which extends to all countable groups).
Proposition 6. If a set A ⊂ Z is small then there exists a minimal subshift X ⊂ {0, 1}Z such that
for all C ⊂ A, there exists x ∈ X such that x|A = 1C .
The converse is also true and has been proved in [16].
Proof of Proposition 5. Since predictive sets are SIP⋆ it is sufficient to find an SIP S ⊂ N and a
point x ∈ {0, 1}Z contained in a minimal shift such that x0 = 1 and xi = 0 for all i ∈ S. This
would imply that N(x, [1]) is disjoint from S and imply that it is not predictive. By the previous
proposition (Proposition 6) it is sufficient to find an SIP S ⊂ N such that S ∪ {0} is small.
Let si = 5
i for i ∈ N. Then S := SIP+(s1, s2, . . .) is small: Numbers in S are contained in those
whose base 5 expansion consists of 0, 1, 3 and 4. Thus for all n ∈ N we have that
{i ∈ Z : [i, i+ n] ∩ S = ∅}
cannot have a gap bigger than n+ 5m+1 where m is the least number such that n < 5m. 
It is still an interesting question whether the visit times of specific minimal systems are predictive.
Question 11. Let (xi)i∈N∪{0} = 1, 0, 0, 1, 0, 1, 1, 0, . . . be the Thue-Morse sequence. Is {i ∈ N : xi =
1} predictive?
We end this section with some indication why we think the answer to Question 6 is an affirmative.
Given a set A ⊂ N, we denote its difference set by
∆(A) := {|a− b| : a, b are distinct elements of A}.
A ∆r-set is a difference set of a set A where |A| = r. A set Q ⊂ N is called ∆
⋆
r if for all ∆r-sets A,
A ∩Q 6= ∅.
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Remark 12. To illustrate the definition let us consider small values of r.
(1) ∆2-sets are precisely all the singletons of N and consequently N is the only ∆
⋆
2-set.
(2) Suppose x < y < z are natural numbers. If we set a := y − x and b = z − y, we see that
∆({x, y, z}) = {a, b, a + b}. One can quickly deduce that ∆3-sets are precisely all the sets
of the type {a, b, a+ b} for some a, b ∈ N. Thus ∆⋆3-sets are precisely those sets P for which
if a, b ∈ N \ P then a + b ∈ P , that is, sets P for which (N \ P ) + (N \ P ) is disjoint from
(N \ P ).
(3) In a similar fashion as above, we can deduce that ∆4-sets are precisely the sets of the form
{a, b, c, a + b, b+ c, a+ b+ c}
for a, b, c ∈ N. Since a = (a+ b+ c) − (b + c) = (a+ b)− b, if P ⊂ N is such that there do
not exist x < y ≤ z < w ∈ N \ P such that y − x = w − z then P is a ∆⋆4. In particular, if
N \ P = {ni : i ∈ N} where ni is a strictly increasing sequence for which ni+1 − ni is also
strictly increasing then P is ∆⋆4.
Since SIP sets contain difference sets of all sizes we have that ∆⋆r-sets are SIP
⋆. Thus ∆⋆r-sets
have bounded gaps. The following proposition is well-known [2, Page 4].
Proposition 7. Fix ǫ > 0 and a real valued positive definite sequence an;n ∈ Z. The set
{n ∈ N : an > −ǫ}
is ∆⋆r for some r ∈ N. In particular, it has bounded gaps.
This shows evidence that the set {n ∈ N : an > −ǫ} is a predictive set. We had raised this
issue earlier in Question 6. We will use the following fact to prove the proposition.
Lemma 1. Let ǫ > 0 and H be a Hilbert space with inner product 〈·, ·〉. If v1, v2, . . . , vr ∈ H are
unit vectors such that for all distinct i, j, 〈vi, vj〉 ≤ −ǫ then r ≤ 1 + 1/ǫ.
We prove this for the sake of completeness.
Proof. Let V := v1 + v2 + . . .+ vr. Then we have
0 ≤ 〈V, V 〉 =
r∑
i=1
〈vi, vi〉+
∑
i 6=j
〈vi, vj〉 ≤ r − (r
2 − r)ǫ.
Thus r ≤ 1 + 1/ǫ. 
Proof of Proposition 7. Let H be a Hilbert space with inner product 〈·, ·〉, U be a unitary operator
and v ∈ H such that an := 〈U
nv, v〉. Let A := {i1, i2, . . . , ir} ⊂ N where r is an integer such that
r > 1 + 〈v,v〉ǫ . It follows from Lemma 1 that there must be 1 ≤ j < k ≤ r such that
〈Ukv, U jv〉 > −ǫ.
It follows that ak−j = 〈U
k−jv, v〉 > −ǫ. 
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5. Linear predictivity
In this section we will talk about a much stronger form of prediction: Let (Ω,B, ν) be a probability
space and X,Yi ∈ L
2(Ω); i ∈ N be complex-valued random variables. We will say that X can be
linearly predicted using YN if X is in the closed Hilbert space generated by YN. If H(X | YN) = 0
we will say that X can be predicted using YN.
We now recall Szego¨’s [35] and Verblunsky’s theorem [37] (abbreviated as S-V theorem from here
on). For a proof in the form that we state the results do consider [18, Page 122] and [19]. In the
following let µl denote the Lebesgue measure on T.
Theorem 3. (1) Let µ be an absolutely continuous probability measure on T with density f .
Then
exp(
∫
T
log(f)dµl) = inf
p
∫
T
|1 + p|2dµ
where p ranges over polynomials
∑n
j=1 aje
2πijx where n ∈ N and aj ∈ C. The left hand side
is taken to be zero when log(f) is not integrable.
(2) If µ is a singular probability measure on T then
inf
p
∫
T
|1 + p|2dµ = 0
where p ranges over the same set of polynomials as above.
Let us see how this relates to linear predictivity. Let (Y, µ, S) be a probability preserving trans-
formation and g ∈ L2(Y ) and spectral measure µg. Let H be the closed linear span of T
i(g); i ∈ N.
We know that
‖1 +
n∑
j=1
aje
2πij‖L2(µg) = ‖g +
n∑
j=1
ajT
j(g)‖L2(µ).
Thus S-V theorem implies that g belongs to H if and only if either µg is singular or it has a
non-integrable log density.
In particular if (Y, µ, S) has zero entropy and has a Lebesgue component in its spectrum, it would
give an example of a process XZ for which X0 can be predicted by XN but not linearly. Starting
with constructions by Newton and Parry in [29] several such examples have been constructed. We
will mention one which is particularly easy to check and is based on the example by Flaminio which
is k-fold independent, mixing but has zero entropy [11].
Example. Let µ denote the Lebesgue measure on T2 and T : T2 → T2 be given by T (x, y) := (x+
y, y). The ergodic components of (T2, µ, T ) are isomorphic to rotations of the circle and hence the
ppt has zero entropy. Let XZ on (T
2, µ) be the process given by Xi(x, y) := 21[0,1/2]×T(T
i(x, y))−1.
Then E(XiXj) = 1i=j for i 6= j. Since the Xi’s take two values 1 and −1 and have mean-zero, it
follows that the process is 2-fold independent. In fact (T2, µ, T ) has countable Lebesgue spectrum in
the ortho-complement of the space of invariant functions: Let fn,k(x, y) := e
2πi(nx+ky) for n, k ∈ Z.
Then the collection
T r(fn,k) = fn,k+nr; r ∈ Z, n ∈ Z \ {0}, k ∈ {1, 2, . . . , |n|}
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forms an orthonormal basis in the ortho-complement of space of invariant functions.
This gives us an example where X0 can be predicted using XN but cannot be predicted linearly.
Though this example is not ergodic, by a slight modification (as in [11]) one can construct an ergodic
example: The transformation involved is a skew product over an irrational rotation by α ∈ T denoted
by S : T2 → T2 given by S(x, y) := (x + y, y + α) while the process YZ on (T
2, µ, S) is given by
Yi(x, y) := 2 1[0,1/2]×T(T
i(x, y))− 1.
Mixing examples can be constructed using horocycle flows [26, 24], factors of Gaussian processes
[29] or following Flaminio’s example [11].
Before going further into linear prediction we will first recall some aspects of Gaussian processes.
Proposition 8. Let XZ be a Gaussian process and P ⊂ Z. Then E(X0 | XP ) is in the closed linear
span of Xi; i ∈ P . Thus X0 can be predicted by XP if and only if it can be predicted linearly.
Proof. Let XZ be a Gaussian process on the probability space (Ω,B, µ). Let H ⊂ L
2(Ω) be the
Hilbert space generated by Xi; i ∈ P and consider the decomposition X0 = X
′
0+X
′′
0 where X
′
0 ∈ H
and X ′′0 ∈ H
⊥. Then (X ′0,XP ) and (X
′′
0 ,XP ) are also jointly Gaussian. On the other hand,
orthogonality is the same as independence for Gaussian random variables. Thus
E(X ′′0 | XP ) = E(X
′′
0 ) = 0
and thus
E(X0 | XP ) = E(X
′
0 | XP ) + E(X
′′
0 | XP ) = X
′
0 ∈ H.
Now if X0 can be predicted by XP then
X0 = E(X0 | XP ) ∈ H
implying that X0 can be predicted linearly. The converse is obvious. 
Look at [38] to see how a generalisation of such a property can characterise ergodic Gaussian
processes. We can use this to prove linear predictivity in processes with singular spectral measure.
Proposition 9. Let XZ be a real-valued (possibly infinite-valued) process on the probability space
(Ω,B, µ) such that X0 ∈ L
2(µ). If it has singular spectral measure and P is a predictive set then
XP can linearly predict X0.
Proof. Enumerate P := {p1, p2, . . .} Let µ be the spectral measure for XZ. Let YZ be a Gaussian
process with the same spectral measure µ. Since µ is singular, YZ has zero entropy and Y0 can be
predicted (Proposition 3) and hence linearly predicted (Proposition 8) by YP . This implies that
inf
q
‖1 + q‖L2(µ) = 0
where q ranges over polynomials
∑n
j=1 aje
2πipj . But since µ is the spectral measure for XZ we have
that
inf
q
‖X0 + q‖ = 0
where q ranges over sums of the form
∑n
j=1 ajXpj . Thus XP can linearly predict X0. 
16
The same proof does not go through when the spectral measure has a density whose logarithm is
non-integrable. Though we can apply S-V theorem and conclude that X0 can be linearly predicted
by XN, we cannot apply our results on predictive sets on the Gaussian process with the same
spectral measure because it has infinite entropy. The following question arises.
Question 12. Let P be a predictive set and XZ be a zero entropy real-valued process on the proba-
bility space (Ω,B, µ) such that X0 ∈ L
2(µ) and its spectral measure has a density whose logarithm
is not integrable. Does this imply that X0 can be linearly predicted by XP for predictive sets P?
To further exemplify the issue we use the following proposition which involves a Gaussian process
with infinite entropy.
Proposition 10. For all k ∈ N there exists a Gaussian process XZ for which X0 can be linearly
predicted by XN but cannot be predicted by XkN.
Proof. Consider the measure µ on T given by the Lebesgue measure supported on [−1/2k, 1/2k]
and let XZ be the corresponding Gaussian process. By S-V theorem we know that X0 can be
linearly predicted by XN. However
E(X0Xn) =
∫
T
e−2πintdµ(t)
is 0 if n is a multiple of k. This shows that X0 is independent of XkN. 
Question 13. Let P ⊂ N be a set such that if for a Gaussian process E(X0 | XN) = X0 then
E(X0 | XP ) = X0. Is N \ P necessarily finite?
As a remark, we leave with a proposition which we expand on further in the next section. In the
following and later given a measure µ and a set H ⊂ L2(µ) we will denote by H the closure of H
in the L2 metric and by Span(H) we will denote the linear span of H.
Proposition 11. Let P be a predictive set. Then for any singular finite non-negative measure µ,
1 ∈ Span{e2πipx : p ∈ P}.
Thus there exists p ∈ P such that µˆ(p) 6= 0.
Proof. Let XZ be the Gaussian process with spectral measure µ and zero mean. Since µ is singular
we have that XZ has zero entropy. By Proposition 8, X0 is in the closed linear span of Xp; p ∈ P .
Since µ is the spectral measure for XZ
inf
q′
‖1 + q′‖L2(µ) = inf
q
‖X0 + q‖ = 0
where q′ ranges over polynomials
∑k
j=1 aje
2πipjx, q ranges over sums of the form
∑k
j=1 ajXpj and
pj ∈ P for 1 ≤ j ≤ k. Thus
1 ∈ Span{e2πipx : p ∈ P}
and µˆ(p) 6= 0 for some p ∈ P . 
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6. Totally Predictive Sets and Riesz Sets
Up until now we were involved in prediction of a single random variable X0. In this section we will
be interested in totally predictive sets; sets which can predict the entire future. Furthermore once
we predict the entire future, reversing time, we can fill in the past and recover the entire process.
The subject becomes more intriguing because of its connections with Riesz sets and parallels in
constructions of totally predictive and Riesz sets. Let us begin with a few definitions.
Definition. A set P ⊂ N is totally predictive if for all zero entropy processes, XZ, Xn is measurable
with respect to XP for all n ∈ Z.
Clearly N is a totally predictive set: Given that X0 is measurable with respect to XN, X−1 is
measurable with respect to XN∪{0} and so on; it follows automatically that X−1,X−2, . . . are also
measurable with respect to XN. We begin by expanding further on Proposition 11 and making
a connection between totally predictive sets and harmonic analysis. From here onwards, by a
measure we mean a finite complex-valued measure on the circle. Given a measure µ, by Hahn-
Jordan decomposition theorem we can write
µ = µ+real − µ
−
real + i(µ
+
imag − µ
−
imag)
where µ+real, µ
−
real and µ
+
imag, µ
−
imag are uniquely defined pairs of mutually singular non-negative
finite measures. The absolute value of µ is denote by
|µ| := µ+real + µ
−
real + µ
+
imag + µ
−
imag.
It follows that there exists a measurable function f : T→ R such that dµ = fd|µ| and there exists
constants c, C > 0 such that c < |f | < C. This implies that µ is singular with respect to the
Lebesgue measure if and only if |µ| is as well and f ∈ L2(|µ|).
Proposition 12. Let P ⊂ N be a totally predictive. Then for any finite singular measure µ on the
circle
L2(|µ|) = Span{e2πipx : p ∈ P}.
Further there exists p ∈ P such that µˆ(p) 6= 0 for some p ∈ P .
Proof. Let µ be a singular measure on the circle, dµ = fd|µ| and XZ be the Gaussian process with
spectral measure |µ|. Since |µ| is singular we have that XZ has zero entropy and Xn is in the closed
linear span of Xp; p ∈ P for all n ∈ Z and
inf
q′
‖e2πinx + q′‖L2(|µ|) = inf
q
‖Xn + q‖ = 0
where q′ ranges over polynomials
∑k
j=1 aje
2πipjx, q ranges over sums of the form
∑k
j=1 ajXpj and
pj ∈ P for 1 ≤ j ≤ k. Thus
f ∈ L2(|µ|) = Span{e2πinx : n ∈ Z} = Span{e2πipx : p ∈ P} and
µˆ(p) =
∫
T
e−2πipxdµ =
∫
T
e−2πipxfd|µ| 6= 0
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for some p ∈ P . 
Given a finite measure µ on the circle we write the support of the Fourier coefficients of µ by
Supp(µˆ) := {n ∈ Z : µˆ(n) 6= 0}.
Rephrasing Proposition 12 we get the following corollary.
Corollary 5. If P is totally predictive and µ is a finite measure such that Supp(µˆ) ⊂ Z \ P then
µ is not singular.
Remark 13. The assumption that P is a predictive set can be weakened, at least, formally. It
is sufficient for the conclusion of Proposition 12 that P is totally predictive for all zero entropy
Gaussian processes. However we do not know if there are sets P which are totally predictive for all
zero entropy Gaussian processes but not for all zero entropy processes.
Keeping the conclusions of Corollary 5 in mind, let us recall the following definition introduced
by Meyer [28].
Definition. A Riesz set is a set Q ⊂ Z such that all measures µ, satisfying Supp(µˆ) ⊂ Q, are
absolutely continuous.
The following questions immediately arise.
Question 14. If P ⊂ N is totally predictive then is the set Z \ P a Riesz set? If Q ⊂ N is a set
whose closure in the Bohr topology is a Riesz set then is the set N \Q a totally predictive set?
We give a partial answer. For this we will need to introduce the Bohr topology : This is the
topology induced on Z from the Bohr compactification of Z. This in-turn is the Pontryagin dual of
T endowed with the discrete topology. In more concrete terms, it is the topology on Z generated
by a basis consisting of sets Q ⊂ Z of the following type: There exists α ∈ Td and an open set
U ⊂ Td such that
Q = {i ∈ Z : iα ∈ U}.
It follows that the restriction of the topology to N is generated by the visit-times of toral rotations.
Theorem 4. Let P be a totally predictive set which is open in the restriction of the Bohr topology
to N. Then Z \ P is a Riesz set.
Given a finite measure µ on the circle we denote its singular component by µs. To prove the
proposition we will need the following facts: Firstly we identify the support of the Fourier coefficients
of the singular components of finite measures.
Proposition 13. ([28, Theorem 5]) If µ is a finite measure on T then Supp(µˆs) is contained in
the Bohr closure of Supp(µˆ).
The second fact that we need is that the union of a Riesz set which is closed and a Riesz set is
still a Riesz set.
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Proposition 14. ([28, Theorem 2]) Let P,Q ⊂ Z be Riesz sets and P be closed in the Bohr
topology. Then P ∪Q is a Riesz set.
Finally we will recall a famous theorem of Frigyes and Marcel Riesz which inspired the study of
Riesz sets. A short proof can be found in [30].
Theorem 5. The set Z \ N is a Riesz set.
We remark that the terminology of Riesz set was introduced much later by Meyer in [28].
Proof of Theorem 4. Let µ be a finite measure on T such that Supp(µˆ) ⊂ Z \P . From Proposition
13 it follows that Supp(µˆs) is contained in the closure of Z \ P . Since P is open in the restriction
of the Bohr topology to N it follows that
Supp(µˆs) ⊂ Z \ P.
Since P is totally predictive by Corollary 5 we have that µs = 0. Thus µ is absolutely continuous
and the closure of N \ P is a Riesz set. It follows thus from Theorem 5 and Proposition 14 that
(N \ P ) ∪ (Z \ N) = Z \ P is a Riesz set. 
While we do not know the answer to Question 14 we have many examples of sets which are both
Riesz and complements of totally predictive sets.
We will mention a few of them.
A lacunary set Λ ⊂ N with a constant ρ > 1 is a set Λ = {λ1, λ2, λ3, . . . , } such that
λi+1
λi
> ρ.
In [33, Page 226], Rudin proved that the union of lacunary sets and Z \ N are Riesz sets (the
terminology was introduced later by Meyer).
Given a sequence of integers ni we write
IP(n1, n2, . . .) :=
{∑
i=N
ǫini where ǫi ∈ {0, 1}
}
.
In [28], Meyer proved that Q ∪ (−N) are Riesz where Q are the sets:
(1) Finite union of lacunary sets (simplifying Rudin’s argument from [33]).
(2) {n2 : n ∈ N}.
(3) The set of prime numbers.
(4) Sets Q ⊂ N for which there exist sequences of natural numbers lk, nk where nk is an increas-
ing sequence, nk − lk →∞ and Q \ ∪t∈N[tnk, tnk + lk] is finite for all k ∈ N.
(5) IP(n1, n2, . . .) where ni ∈ N is a sequence such that
ni+1
ni
∈ N is greater than or equal to 3.
We will prove that the complement of these sets are totally predictive using essentially the same
ideas as in [28]. Our ideas also imply that for these sets Q there exists a finite set S such that
Z \ (Q ∪ S) is open in the Bohr topology. It follows from Theorem 4 that they are Riesz sets. For
more examples of Riesz sets we encourage the reader to look in [17].
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7. Some Examples of Totally Predictive Sets
7.1. The union of finitely many lacunary sets. We begin by studying the union of lacunary
sets. The following argument is based on one by Katznelson [21, Section 1.2].
Proposition 15. Let Λ be a finite union of lacunary sets. Then N \ Λ is totally predictive.
In the following we will denote the identity of the group Td by 0.
Proof. Observe that if Λ is a finite union of lacunary sets then so is k+Λ for all k ∈ N (possibly for
different constants). Thus it is sufficient to prove that the complement of a finite union of lacunary
sets is predictive.
To see this notice that it will be sufficient to prove that there exists d ∈ N, α ∈ Td and a
neighbourhood U ⊂ Td containing 0 such that N(0, U) ⊂ N \ Λ. By Corollary 2 this would imply
that N \ Λ is predictive. It was in fact proved in [32, 9] and also in [21] that d can be taken to be
1 for a lacunary set and the Hausdorff dimension of such α is 1 but for our purposes this weaker
(and simpler) result is sufficient.
Let us assume for now that Λ is a lacunary set with a constant ρ > 4 and d = 1. Let
Ai := {α ∈ T : λiα /∈ (−1/4, 1/4)}.
Each Ai is a union of closed intervals of length 1/2λi centred at (2k+1)/2λi for k = 0, 1, . . . , λi−1.
Since 2/λi+1 < 1/2λi we get that each interval in Ai contains at least two λi+1-roots of unity and
at least one interval from Ai+1. Thus ∩Ai is non-empty and α ∈ ∩iAi satisfies the conclusion of
the theorem.
Now let Λ be a finite union of lacunary sets with constants ρ1, ρ2, . . . , ρn. Take d large enough
such that ρdi > 4 for all 1 ≤ i ≤ n. Arranging elements of each lacunary set in increasing order
λ1, λ2, . . ., the sets {λi+kd : k ∈ N} are lacunary with constant greater than 4. Thus we can write
Λ as a union of lacunary sets ∪ndi=1Λi such that each Λi is lacunary with constant greater than 4.
For each 1 ≤ i ≤ nd there exists αi ∈ T such that λαi /∈ (−1/4, 1/4) for all λ ∈ Λi. Therefore if
α = (α1, α2, . . . , αnd) then
λα /∈ (−1/4, 1/4)nd
for all λ ∈ Λ and
N(0, (−1/4, 1/4)nd) ⊂ N \ Λ.
This completes the proof. 
We can now extract from the proof above its main principle.
Proposition 16. Let R ⊂ Z and P ⊂ N be sets satisfying the following.
(1) All zero entropy processes XZ are measurable with respect to XR.
(2) For all r ∈ R there exists a predictive set P (r) ⊂ N such that r + P (r) ⊂ P .
Then P is totally predictive.
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Proof. Let XZ be a zero entropy process. Since P (r) is predictive for all r ∈ R we have that Xr is
measurable with respect to Xr+P (r). Thus XR, and hence, XZ is measurable with respect to XP .
Thus P is totally predictive. 
Since kN is a predictive set for all k ∈ N we get the following corollary. We will use it repeatedly
in our constructions.
Corollary 6. Let R ⊂ Z and P ⊂ N be sets satisfying the following.
(1) All zero entropy processes XZ are measurable with respect to XR.
(2) For all r ∈ R there exists ar ∈ Z \ {0} such that r + Nar ⊂ P .
Then P is totally predictive.
7.2. Some totally predictive sets.
Theorem 6. The set N \Qi is totally predictive for the following sets Qi; i = 1, 2, 3, 4:
(1) The set of perfect squares, Q1 := {n
2 : n ∈ N}.
(2) Q2 is the set of prime numbers.
(3) Sets Q3 ⊂ N for which there exist an increasing sequence nk and a sequence lk such that ,
nk − lk →∞ and Q3 \ ∪t∈N[tnk, tnk + lk] is finite for all k ∈ N.
(4) Q4 := IP(n1, n2, . . .) where ni ∈ N is a sequence such that
ni+1
ni
∈ N is greater than or equal
to 3.
Proof. Fix t ∈ N. Since R = {t, t+1, . . .} is predictive we have that XZ is measurable with respect
to X−R for all zero entropy processes XZ. By Corollary 6 it is sufficient to show that for all r ∈ −R
there exists er ∈ N such that −r + erN ⊂ N \Qi to prove that N \Qi is a totally predictive set.
Let ar := 3r
2 for all r ∈ N. We will prove that −r + arN ⊂ N \Q1. Suppose not. Then there is
k ∈ N such that −r+ 3r2k = r(3rk− 1) is a perfect square. Since r and 3rk− 1 are prime to each
other we have that 3rk − 1 is also a perfect square but this is impossible because it is −1 modulo
3. Thus N \Q1 is totally predictive.
Let br := 3r for all r ≥ 2. Then we have that −r + k3r = r(3k − 1) is never a prime number.
Thus we have for r ≥ 2, −r + brN ⊂ N \Q2 and N \Q2 is totally predictive.
Fix r ∈ N. Choose k ∈ N such that nk − lk > r. Now for all t ∈ N we have that
lk + nkt < −r + nk(t+ 1) < nk(t+ 1).
Since Q3 \ ∪t∈N[tnk, tnk + lk] is finite there exists t
′ ∈ N such that for all t ≥ t′, −r + tnk /∈ Q3.
Let cr = t
′nk. Then we have that −r + crN ⊂ N \Q3 showing that N \Q3 is totally predictive.
To prove that N \Q4 is totally predictive, it is sufficient to prove that there exists a sequence of
natural numbers lk such that nk − lk → ∞ and Q4 \ ∪t∈N[tnk, tnk + lk] is finite for all k ∈ N. Let
lk = n1 + n2 + . . . nk−1.
(1) Clearly
nk − lk > nk −
k−1∑
i=1
1
3i
nk >
1
2
nk →∞
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as k →∞.
(2) Since ni|ni+1 for all i ∈ N, if t ∈ Q4 and t > n1 + n2 + . . . + nk−1 then t = rnk + s where
r ∈ N and 0 ≤ s ≤ n1 + n2 + . . .+ nk−1. Thus we have that
Q4 \ ∪t∈N[tnk, tnk + lk] ⊂ {1, 2, . . . , n1 + n2 + . . . + nk−1}
is a finite set.
This completes the proof. 
8. The Squares and Other Sparse Sequences
Corollary 1 states that return-time sets are predictive. The converse fails dramatically.
Proposition 17. There are totally predictive sets which do not contain a return-time set.
To prove this we need to consider the dual of return-times sets and recall related results: A set
N ⊂ N is called a Poincare´ set (also called first return sets) if it intersects every return-time set.
It is well-known that the following sets are Poincare´ sets [13, Page 72]:
(1) p(N) where p is an integer polynomial which has a root modulo m for every m.
(2) (M −M) ∩ N where M is an infinite set.
Following the method outlined in [13, Pages 70-72] we arrive at a well-known converse to the
fact that the first example is a Poincare´ set. 1
Theorem 7. Let p be a polynomial such that p(N) ⊂ N. Then p(N) is a Poincare´ set if and only
if p has a root modulo m for all m ∈ N.
Thus {nk;n ∈ N} is a Poincare´ set for all k ∈ N. This condition on integer polynomials goes
back at least to [20]; polynomials satisfying this condition are called intersective. It is obvious that
polynomials with an integer root are intersective but there are polynomials which do not have integer
roots and are still intersective: For instance, consider the polynomial (x2 − 13)(x2 − 17)(x2 − 221)
[4, Page 3]. However it is well-known that irreducible polynomials (of degree greater than 1) are
not intersective [6, 14].
Proof of Proposition 17. By Theorem 6, we know that N \ {n2 : n ∈ N} is totally predictive. By
Theorem 7 the set {n2 : n ∈ N} is a Poincare´ set and intersects every return-time set. Thus
N \ {n2 : n ∈ N} is a totally predictive set which does not contain a return-time set. 
Remark 14. Infinite difference sets are also Poincare´ sets. We could have proved Proposition 17 by
finding an infinite difference set whose complement is totally predictive. We have in fact already
demonstrated such a set. For instance the complement of ∆(1, 1 + 3, 1 + 3 + 32, . . .) is totally
predictive. This follows from Theorem 6 since
N \ IP (1, 3, 32, . . .) ⊂ N \∆(1, 1 + 3, 1 + 3 + 32, . . .).
1There are some minor typos in [13, Pages 70-72]; the condition that the polynomial p has a root in N should be replaced by
the condition that p has a root modulo m for all m ∈ N.
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Remark 15. To prove that N \ {n2 : n ∈ N} is totally predictive, we constructed for every n ∈ N
a return-time set in Pn such that −n + Pn ⊂ N \ {n
2 : n ∈ N}. The following question arises
naturally.
Question 15. Let Ni; i ∈ N ∪ {0} be a sequence of return-time sets. Enumerate the elements of N0
in the increasing order:
N0 := {n1, n2, . . . , }.
Does the set ∪i∈N(ni +Ni) necessarily contain a return-time set?
In general one may pursue the method of obtaining new predictive sets from some given pre-
dictive sets as mentioned in Proposition 16. However this method has some limitations: Repeated
applications of Proposition 16 can’t be used to prove that the set N \ {n3 : n ∈ N} is predictive.
Question 16. Are ∆⋆r-sets always totally predictive? In particular (see Remark 12) suppose ni is a
strictly increasing sequence such that ni+1−ni is also strictly increasing. Is the set N\{ni : i ∈ N}
totally predictive? Is the set {ni : i ∈ N} ∪ (Z \ N) a Riesz set? We emphasise that we do not
know this even for ni = i
k where k ≥ 3 is odd (for even integers it follows from Theorems 6 and
4).
There are a few partial results for this question. In [39], Wallen gave a short and ingenious proof
of the fact that if µ is a measure such that Supp(µˆ) ∩ N ⊂ {ni : i ∈ N} where ni is a sequence as
above then µ ⋆ µ is absolutely continuous.
For the case when ni = i
k for odd k ≥ 3 we prove a partial result in the following proposition
and its corollary using a suggestion by Elon Lindenstrauss.
Proposition 18. Let Q ⊂ N be a non-empty set such N \Q is ∆⋆3. Then there does not exists a
singular probability measure on T such that Supp(µˆ) ⊂ Q ∪ (−Q) ∪ {0}.
For a subset Q ⊂ N recall the notation
Qn := Q ∩ {1, 2, . . . , n}.
Proof. Let µ be a probability measure on T such that Supp(µˆ) ⊂ Q ∪ (−Q) ∪ {0}. Let c be
a trigonometric polynomial c(t) :=
∑
j∈Q aje
2πijt (where the sequence aj is eventually zero). It
follows from the Cauchy-Schwarz inequality that
|
∑
j∈Q
aj µˆ(j)|
2 = | < 1, c > |2 ≤ ‖1‖2L2(µ)‖c‖
2
L2(µ) ≤
∑
j,j′∈Q
ajaj′µˆ(j
′ − j).
By Remark 12 we know that Q+Q is disjoint from Q. It follows that the right hand side is equal
to
∑
j∈Q |aj |
2. Applying the inequality thus obtained to the polynomial c(t) :=
∑
j∈Qn
µˆ(j)e2πijt
we get that ∑
s∈Qn
|µˆ(s)|2 ≤ 1
for all n ∈ N. This proves that µ is not singular with respect to Lebesgue. 
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Corollary 7. Let k ≥ 2 and Q := {nk : n ∈ N}. Then there does not exists a singular probability
measure on T such that Supp(µ) ⊂ Q ∪ (−Q) ∪ {0}.
Proof. For even integers k this result follows from Theorem 6 and Proposition 11. For odd k, it
follows from Fermat’s last theorem [40, 36] that Q − Q is disjoint from Q. Thus by Proposition
18 there does not exists a singular probability measure on T such that the support of its Fourier
coefficients are contained in Q ∪ (−Q) ∪ {0}. 
9. Predictive sets for Zd-actions
In this section we will see how our principal results extend to Zd actions. Since the proofs are
essentially the same we will not repeat the details but just indicate where the key differences lie.
First let us establish some notation.
For us random fields will mean translation-invariant random fields with finite state space (unless
otherwise mentioned). To begin we will first recall a formula for entropy of Zd actions. Fix d ≥ 1.
We will use 0 to denote the origin in Zd. A total invariant order < on Zd is a total order such that
if i < j then i+ k < j + k for all k ∈ Zd. Fix a total invariant order on Zd. For a given vector i we
write
i(−) := {j ∈ Zd : j < i}
to denote the set of elements less that i.
For a random field (Xi)i∈Zd and P ⊂ Z
d, let XP denote the collection of random variables
(Xi)i∈P . Abusing notation we will also use XZd to denote the random field itself. The entropy of
the random field is given by the formula
h(XZd) := H(X0 | X0(−)).
This was established for the lexicographic ordering in [22] but goes through without changes for
any total invariant order. It is not difficult to see that total invariant orders on Zd are determined
by cones C ⊂ Zd \ {0} for which C, −C and {0} form a partition of Zd. Here C is the set of
elements less that 0, −C is the set of elements which are greater than 0 and invariance determines
all other relations.
Thus if the random field XZd has zero entropy then H(X0 | X0(−)) = 0. A set P ⊂ 0
(−) is called
Z
d-predictive if for all zero entropy random fields XZd , H(X0 | XP ) = 0. We now prove that the
restriction of a Zd-predictive set to a subgroup is a predictive set for that subgroup.
Proposition 19. Let P be Zd-predictive and φ : Zd
′
→ Zd be an injective group homomorphism.
Then φ−1(P ) is Zd
′
-predictive (with an appropriate invariant total order).
Proof. Let X ′
Zd
′ be a zero entropy random field. Let Xi
Zd
′ ; i ∈ Zd/φ(Zd
′
) be independent copies
of the process X ′
Zd
′ and ψ : Zd → Zd
′
be a group homomorphism such that ψ ◦ φ is the identity
map. Given i ∈ Zd, denote by i ∈ Zd/φ(Zd
′
) the image under the quotient map. Now consider the
process XZd given by
Xi := X
i
ψ(i).
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Take the total invariant order on Zd
′
where i <
Zd
′ j if and only if φ(i) <Zd φ(j). Let us denote
by 0d and 0d′ the origin in Z
d and Zd
′
respectively. It follows that φ−1(0d
(−)) = 0
(−)
d′ .
Since Xφ(Zd′ ) is independent of XZd\φ(Zd′ ) we have
H(X0d | X0d(−)) = H(X0d | X0d(−)∩φ(Zd′ )) = H(X
′
0d′
| X ′
φ−1(0d
(−))
) = H(X ′0d′ | X
′
0d′
(−)) = 0.
This proves that XZd is a zero entropy process. In a similar vein we have that
0 = H(X0d | XP ) = H(X0d | XP∩φ(Zd′ )) = H(X
′
0d′
| X ′φ−1(P )).
Thus φ−1(P ) is Zd
′
-predictive. 
Given a Zd probability preserving action (Y, µ, T ) and U ⊂ Y such that µ(U) > 0, we write
NZd(U,U) := {i ∈ 0
(−) : µ(T i(U) ∩ U) > 0}.
Such a set is called a Zd-return-time set. Similarly given i1, i2, . . . ∈ Zd \ {0}, we write
SIP−(i1, i2, . . .) := {
∑
k∈N
ǫkik : ǫi = 0, 1,−1} ∩ 0
(−).
Such sets are called SIP sets. A set P ⊂ 0(−) is called SIP⋆ if it intersects every SIP set.
The facts stated below follow as in the case for Z-actions.
(1) Zd-return-time sets
(a) Zd-return-time sets are predictive.
(b) If P is a Zd-predictive set and Q is a Zd-return-time set of a zero entropy system then
P ∩Q is also Zd-predictive.
(c) Let P be a Zd-predictive set, Y a compact group and T : Zd × Y → Y act on Y by
rotations. If x ∈ U ⊂ Y and U is open then
P ∩ {i ∈ Zd : T i(x) ∈ U}
is Zd-predictive.
(d) If P is a Zd-predictive set then Zd\(P ∪(−P )) cannot contain the support of the Fourier
coefficients of a singular probability measure on Td.
(2) SIPs
(a) Zd-predictive sets are SIP⋆.
(b) Zd-predictive sets have bounded gaps.
(c) Given any SIP set P ⊂ Zd, there exists a weak mixing zero entropy Zd-Gaussian random
field for which X0 is independent of Xi for all i /∈ P .
(3) Linear predictivity
(a) If XZd is a Z
d-Gaussian random field and P ⊂ Zd. Then E(X0 | XP ) = X0 if and only
if X0 belongs to the linear span of XP . In other words, XP can predict X0 if and only
if XP can linearly predict X0.
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(b) LetXZd be a real-valued (possibly infinite-valued) process on a probability space (Ω,B, µ)
such that X0 ∈ L
2(µ). If the spectral measure of XZd is singular and P is a predictive
set then XP can linearly predict X0.
To prove that Zd-return-time sets are Zd-predictive exactly the same ideas apply. To prove that
Z
d-predictive sets are SIP⋆ and linear predictivity we will need to use the theory of Zd-Gaussian
random fields.
A Zd-Gaussian random field is a complex valued stationary processXZd such thatXi1 ,Xi2 , . . . ,Xim
is jointly Gaussian for all distinct i1, i2, . . . , im ∈ Z
d. We shall assume throughout that Xi have
mean zero for all i ∈ Zd. Since jointly distributed Gaussian random variables are determined
by their covariance, Zd-Gaussian random fields are determined by their autocorrelation sequence:
E(X0Xj); j ∈ Z
d and thereby the corresponding spectral measure µ on Td for which∫
Td
e2πi<j,x>dµ(x) = E(X0Xj)
where< ·, · > is the usual inner product. Further every finite measure µ on Td uniquely determines a
Z
d-Gaussian random field with spectral measure µ. We now mention some facts about Zd-Gaussian
random fields XZd which we need to prove the facts stated above.
(1) A Zd-Gaussian random field is ergodic if and only if the spectral measure is continuous if
and only if it is weak mixing (the proofs follow the same strategy as in [7, Pages 191 and
368]).
(2) A Zd-Gaussian random field has zero entropy if and only if the spectral measure is singular
[8, Theorem 2.1]. The proof for the direction that we need (if the spectral measure is singular
then the Zd-Gaussian random field has zero entropy) can also be found in [10, page 3].
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