A critical component of any video transmission system is an objective metric for evaluating the quality of the video signal as it is seen by the end-user. In packet-based communication systems, such as a wireless channel or the Internet, the quality of the received signal is affected by both signal compression and packet losses. Due to the probabilistic nature of the channel, the distortion in the reconstructed signal is a random variable. In addition, the quality of the reconstructed signal depends on the error concealment strategy. A common approach is to use the expected mean squared error of the end-to-end distortion as the performance metric. It can be shown that this approach leads to unpredictable perceptual artifacts. A better approach is to account for both the mean and the variance of the end-to-end distortion. We explore the perceptual benefits of this approach. By accounting for the variance of the distortion, the difference between the transmitted and the reconstructed signal can be decreased without a significant increase in the expected value of the distortion. Our experimental results indicate that for low to moderate probability of loss, the proposed approach offers significant advantages over strictly minimizing the expected distortion. We demonstrate that controlling the variance of the distortion limits perceptually annoying artifacts such as persistent errors.
INTRODUCTION
Network-based video applications have dramatically increased in popularity in recent years. One of the major challenges in supporting these applications is that packet delivery is not guaranteed in transmission systems, such as wireless channels and the Internet. Thus, from the point-of-view of the transmitter, the distortion at the receiver is a random variable that depends on the probability of packet loss in the channel. To illustrate this point, consider the two reconstructed frames shown in Fig. 1 . These frames correspond to what would be seen at the receiver given two different channel loss realizations 1 . Clearly, the distortion at the receiver depends on which packets are lost. Thus, to efficiently encode and transmit a video sequence, the metric used to evaluate the end-to-end distortion, D tot , must account for the probabilistic nature of the channel. 1 Note that the same probability of packet loss is used in both simulations.
SYSTEM MODEL
We begin by providing a high-level overview of a packet-based video transmission system. Figure 2 highlights some of the major conceptual components in such a system. The original video signal is first compressed by the video encoder.
Compression reduces the number of bits used to describe the video sequence by exploiting both temporal and spatial redundancy. The encoded video will be transmitted over a communication channel that is lossy by nature. Therefore, the video sequence must be encoded in an error resilient way that minimizes the effects of losses on the decoded video quality. A recent review of resilient video coding techniques can be found in [4] . In this paper, we focus on one of the most widely utilized video coding techniques, Block-based Motion Compensated (BMC) video coding (e.g., H.263 and MPEG-4). In this approach, each frame is divided into macroblocks (MBs) that can either be independently encoded (Intra coded) or predictively coded from a reference MB in a previous frame (Inter coded). For Inter coding, a motion vector (MV) specifies the location of the reference MB in the reference frame. Hence the name "motion compensated" video coding. Temporal prediction offers increased coding efficiency over Intra coding but is susceptible to error propagation. Transform coding followed by quantization and entropy coding complete the BMC coding process. Let S denote the source coding parameters, such as the coding mode and quantization step-size for all the MBs in a frame (or group of frames). The selection of S affects the source bit rate as well as the end-to-end distortion.
The encoded video sequence is then transmitted over a communication channel. This typically involves packetizing the video stream and passing the packets through the appropriate protocol layers (e.g., RTP/UDP/IP). In Fig. 2 , this functionality is implemented in the transmitter block. We take a high level view of this block in order to emphasize similarities between a wide range of applications, such as wireless and Internet-based video transmission. Let N represent the set of network parameters that can be controlled at the transmitter. This set of parameters depends on the application. For example, in wireless communications, the transmission power and rate can be adapted; in a Differentiated Services (DiffServ) network, the priority (or QoS) assigned to each packet can be considered a network parameter. In most communication systems, some form of channel state information (CSI) is available at the sender, such as an estimate of the fading level in a wireless channel or the congestion over a route in the Internet. Based on the channel state information θ and the choice of network parameters N, the transmitter is able to estimate channel characteristics, such as the probability of packet loss ρ. We indicate this relationship as ρ = f (N,θ) , where the function f can be determined analytically or from empirical data.
At the receiver, the demodulated bit stream is processed by the channel decoder, which performs error detection and/or correction. Corrupt packets can either be passed onto the video decoder or discarded. Here, we assume that only error free information is passed to the video decoder and that corrupt packets are considered lost. This is motivated by the fact that in Internet-based communications, the probability of packet corruption is very low compared to the probability of packet loss caused by congestion in the network. Similarly, in wireless communications, the probability of an error being undetected is far smaller than the likelihood of a packet being lost due to a deep fade in the channel.
The video decoder is responsible for reconstructing the video sequence for display at the receiver. Because some encoded information may have been lost, e.g., due to buffer overflow at a router, the video decoder must conceal any lost information. The commonality among all error concealment strategies is that they exploit redundancy in the received video sequence to conceal lost information. One popular concealment strategy, which we employ in our experimental results, is to use temporal replacement based on the motion information of neighboring macro-blocks. A comprehensive review of error concealment techniques can be found in [5] .
The controller block in Fig. 2 indicates the component of the video transmission system responsible for adapting the source coding parameters S and the network parameters N based on knowledge of the concealment strategy, the source content and any available CSI. The selection of S and N affects the end-to-end distortion D tot , the end-to-end delay T tot , and the total cost C tot for delivering the video sequence to the end-user. We will use D tot (S,N), C tot (S,N), and T tot (S,N) to explicitly indicate these dependencies. Distortion is caused by both source coding artifacts and channel errors, and will be discussed in greater detail in Sect. 3. The cost C tot is a measure of the limited resources consumed in transmitting the video sequence, and will be discussed more in Sect. 4. The end-to-end delay T tot is the time between when a video frame is captured at the transmitter and when it is displayed at the receiver. T tot depends in part on the number of bits used to encode the sequence, the transmission rate and any scheduling decisions made by the transmitter.
END-TO-END DISTORTION METRICS
A critical component in any video communication system is a metric for evaluating the quality of the received video signal. Recently, there has been considerable research in the area of distortion characterization and estimation for packet-based video transmission systems. Here, we highlight two general classes of distortion metrics. The first class consists of methods that measure video quality by the expected distortion in the received sequence. The second consists of metrics whose aim is to produce more smooth quality by accounting for several sources of distortion variation.
In this section we present a framework for characterizing the distortion between the original video and the reconstructed sequence at the receiver. This framework is based on knowledge of how the original sequence is encoded, the probability of packet loss in the channel, and the concealment strategy used by the decoder. Since a pixel is the smallest information symbol in a digital video sequence, we use per-pixel accurate expressions to characterize the endto-end distortion.
Consider a single pixel in the video sequence. For the system described in Sect. 2, we assume the encoded information for each pixel is contained in only one packet and that each packet is either received correctly or lost. In this case, the distortion between the original and reconstructed value for the ith pixel of the kth packet in the nth frame is a random variable with the following distribution
where ρ n,k is the probability that the kth packet is lost,
is the distortion if the packet is received correctly, and
is the distortion if the packet is lost. If the pixel is predictively encoded, then
is a random variable due to random losses in previous frames. On the other hand, if the pixel is independently encoded (Intra coded), then
is deterministic. The distortion if a packet is lost depends on the concealment strategy used at the decoder. If prediction is used in the concealment strategy, e.g., temporal concealment, then
is also a random variable.
Expected distortion metrics
The expected value of the end-to-end distortion for a given pixel can be written as
where E [•] indicates the expected value taken with respect to the probability of loss. The average expected distortion for the kth packet in the nth frame is defined as
, where I k is the number of pixels in the kth packet. Similarly, the average expected distortion for the nth frame and for the sequence are simply
, respectively, where M is the number of frames in the sequence.
Work on resilient video coding and transmission for packet lossy networks has primarily focused on minimizing the average expected distortion for a frame (or group of frames) [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , [27] . In these approaches the end-to-end distortion is defined as
The average expected distortion is somewhat of a natural measure of the end-to-end distortion because it accounts for the source coding distortion as well as the expected channel induced distortion. As discussed in the following sections, the drawback of defining the end-to-end video quality as n D , is that it does not capture undesirable perceptual artifacts such as large variations in quality. Several methods have been proposed for calculating the average expected distortion. The most straightforward approach is to simulate several packet loss patterns at the encoder and to average the resulting distortions [7] . Although this approach produces a better estimate of the expected distortion as the number of simulations increases, the drawback is that the computational complexity and storage requirements can quickly become impractical.
Methods for accurately calculating the expected distortion have recently been proposed [8] , [9] , [10] . The main contribution of these approaches is that they show that under certain conditions, it is possible to accurately compute the expected distortion with finite storage and computational complexity by using per-pixel accurate recursive calculations. In [8] , Hind's method is based on recursively calculating the distribution of the reconstructed value for each pixel in a frame. A recursively accurate method for calculating the expected mean absolute difference is presented in [10] . In [9] , Zhang et al. develop a powerful algorithm called ROPE, which efficiently calculates the expected mean squared error by recursively computing only the first and second moment of each pixel in a frame. In many advanced video coding schemes, e.g., H.26L and MPEG-4, non-integer motion compensation, deblocking filters, and complex concealment strategies introduce cross-correlation between pixels that make ROPE less precise. Recently there has been work on approximating these cross-correlation terms in order to extend ROPE to more sophisticated coding schemes [11] , [12] .
Model-based distortion estimation methods have also been proposed and are useful when the computational complexity and storage capacity are limited. In [13] , the authors present a recursive distortion estimation algorithm, which only differs slightly from ROPE in that they approximate the distortion due to concealment. In order to estimate the expected distortion, a likely subset of the possible loss patterns is considered in [14] . In [15] , He et al. develop a model for estimating both source and channel distortion based on the Intra refresh rate and the percentage of zeros among the quantized transform coefficients. Another popular metric for calculating the expected distortion is to consider the reduction in distortion given that a packet and all the packets it depends on are received, as in [16] . This approach works well when the dependencies between packets are clearly defined, e.g., in progressive and scalable coding, but does not explicitly take into account error propagation due to concealment.
Variance-aware distortion metrics
In video coding and transmission there are many sources of quality variation. We review several variance-aware distortion metrics whose aim is to reduce these variations in order to smooth out the quality of the received video sequence. Reducing the spatial variation in quality across a frame has been considered in order to prevent having some regions of a frame with good quality and others with relatively poor quality. In [17] and [18] , one attempt at producing more even quality was to minimize the maximum distortion within a frame, as opposed to the average distortion, i.e., ]
Controlling temporal variations in quality has also been considered. Rate-control, i.e., assigning bandwidth (bits) to the different frames in a sequence, is related to this type of variation [19] . By allocating more bandwidth during periods of high activity and less to frames with little motion, a rate-control scheme can reduce the overall distortion within a specified time window. Similarly, approaches such as [18] , [20] , have looked at the benefits of limiting large temporal variations in distortion across a group of frames.
In video transmission applications, a third source of quality variation is the variance in distortion caused by channel errors. The remainder of this paper addresses this source of quality variation. While the expected distortion (averaged over all possible loss realizations) may be reasonable, the quality at the receiver may vary greatly based on which packets are lost. Therefore, to determine the likelihood that the actual distortion seen by the end-user is near the expected distortion, one must look at the variance of the distortion.
The variance of the distortion for a given pixel is by definition equal to
. By substituting (1) into the previous equation and rearranging terms, we can express ] [ 
This means that if a pixel is difficult to conceal, i.e.,
>> , its distortion varies greatly depending on whether the packet is received or lost. 
Similarly, the average standard deviation in distortion for the nth frame and for the sequence are
It is important to note that the average variance in distortion per pixel is not equal to the variance of the average distortion for a frame, i.e.,
The expression on the right hand side is more difficult to compute since it requires calculating the cross-correlation between the distortion of all the pixels in the frame. In addition, the problem of optimally encoding and transmitting a video frame based on the variance in quality, as done in Sect. IV, becomes infeasible if the
is used. Another motivation for using
is that it captures local variations in quality better than the variance of the average distortion.
Recursive calculations based on the Mean Squared Error
The expressions for the mean (2) and variance (3) of the end-to-end distortion derived in the previous sections hold for a wide range of distortion metrics. In our experimental results, we consider the case where distortion is defined as the squared error between the original pixel value x and the reconstructed pixel value at the receiver x , i.e., D=( 
In certain cases, optimal distortion estimation methods, such as ROPE [9] and [8] can be used to accurately and recursively calculate the necessary reconstructed pixel moments. In other cases, such as non-integer pixel motion compensation, models may be needed to estimate the expected distortion. Developing efficient models for estimating the variance of the end-to-end distortion is an area requiring future research.
VARIANCE-AWARE RESOURCE ALLOCATION
Our goal is to control both the source-coding and transmission parameters (S, N) in order to minimize the end-to-end distortion while using a limited amount of transmission cost and delay. We can formally write this optimization as In the previous sections, we discussed the need to account for both the mean and the variance of the end-to-end distortion when evaluating video quality. One way to do this is by defining the distortion for a given frame in (5) as the weighted sum of the expected distortion plus the standard deviation in distortion, i.e., D are consistent. By using (6) as the objective in the optimization problem (5) and solving for different values of α, we can observe the trade-off between minimizing the expected value and the variance of the distortion. For example, in Fig. 3 , we plot the mean and the standard deviation in distortion versus α for frame 43 of the "foreman" test sequence. As shown in Fig. 3 , increasing α reduces the standard deviation at the cost of increased expected distortion, as expected. When α = 0, we obtain a special case of the general formulation in which the objective is to strictly minimize the expected distortion per frame, as in [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . As shown in Fig. 3 , it is possible to significantly reduce n σ while only slightly increasing n D . This observation motivates the following alternative variance-aware formulation. By adjusting α, we can control the value of both the mean and the variance of the distortion. Let n D min be the minimum expected distortion for the frame (i.e., the solution to (5) with α=0). We modify (5) 
where ∆ d ≥ 1 represents the maximum increase in expected distortion we are willing to tolerate in order to decrease the variance of the distortion. Note that the formulation in (7) is equivalent to minimizing the variance given an expected distortion constraint. In Sect. 6, we show that for a small increase in expected distortion, the standard deviation of the distortion can be reduced significantly.
To the best of our knowledge, the formulations in (5) and (7) are the first to account for both the mean and the variance of the end-to-end distortion. We refer to formulations of this type as a "Variance-Aware per-Pixel Optimal Resource-allocation" (VAPOR) techniques. The formulation in (5) is less complex than (7) in that α is fixed. The drawback is that it may not be very intuitive how to set α, and the same α may not be desirable for every frame. This problem is addressed in (7) because α is optimally set based on a specified tolerable increase in expected distortion.
SOLUTION APPROACH
In order to solve (5) 
By appropriately choosing λ 1 and λ 2 , the solution to (5) can be obtained within a convex-hull approximation by solving (8) [21] , [22] . Various methods, such as cutting-plane or sub-gradient methods, can be used to search for λ 1 and λ 2 [23] . In our experimental results, we use an efficient method developed in [24] that exploits the structure of the problem in (5) .
For each choice of λ 1 and λ 2 , we can solve (8) using DP. The concealment strategy used at the receiver may introduce dependencies between packets. For example, temporal concealment based on the motion vectors of neighboring packets causes the distortion for a given packet to depend on how its neighboring packet(s) are encoded as well as their probability of loss. DP can be used to efficiently find the optimal source coding and network parameters for each packet in the frame when the dependencies between packets are limited, e.g., to a small neighborhood. For more details please see [22] , [21] , and [3] . To solve (7), we can iteratively adjust α and solve (5) 
EXPERIMENTAL RESULTS
The basic ideas developed throughout this paper are relevant to a wide range of applications. In this section, we focus on one example, i.e., real-time wireless video communications. Extensive experimental results highlight the potential benefits of accounting for both the expected value and the variance of the distortion when allocating limited resources in packet-based video transmission systems. As a comparison to the proposed VAPOR approach, we consider a more traditional approach whose goal is to minimize the expected distortion per frame, as in [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . We refer to this scheme as the Minimum Expected Distortion (MED) approach. As mentioned in Sect. 4, the MED approach is a special case of (5) in which α = 0. In Sect. 6.2., we consider the problem of optimal source coding, i.e., we assume that the probability of packet loss can not be controlled. In Sect. 6.3., we present results suggesting that VAPOR offers improved perceptual quality by reducing error propagation.
Experimental setup
An H.263+ codec is used to encode the video sequences using a limited number of quantization step sizes for "Intra" and "Inter" MBs. In addition, integer pixel motion compensation is used in order to ensure accurate distortion estimation at the transmitter [9] . As in [3] , we consider the case where each packet contains a single MB, i.e., each MB is independently decodable. This packetization scheme has low coding efficiency but high resiliency to channel errors. Similarly, we consider a relatively simple concealment strategy in which the concealment motion vector (MV) for a lost MB is defined as the MV of the MB to the left of the lost MB. If the lost MB is on the left edge of the frame, or if the MB to the left is also lost, then the concealment MV is set to zero. We consider a real-time application with an allowable transmission delay of one frame duration. Therefore, a sequence coded at 30 frames per second (fps) has a delay constraint T 0 = 33 msec. At 15 fps, T 0 = 66 msec. In all the experiments, the "generalized skip mode", introduced in [3] , enables the transmitter to intentionally not transmit certain packets if their concealment at the decoder results in adequate quality.
We use the channel model from [3] , where each packet is sent over a narrow-band slowly fading channel with additive white Gaussian noise. We model the probability of packet loss ρ in the capacity versus outage framework introduced in [25] . For this channel model . We consider transmission rates ranging from R = 150Kbps to 300Kbps. These values are similar to the ones being proposed for next generation wireless standards [26] . It is important to note that the experimental setup is chosen to illustrate the concepts introduced in this paper and can be easily adapted based on the application and system requirements.
(a) (b) vs. probability of error for the "silent" sequence.
Error resilient source coding
In this section, we consider the problem of optimal source coding, i.e., the probability of packet loss is fixed. We focus on how adapting the source coding parameters, such as the prediction mode and quantizer, affects the end-to-end distortion.
Consider the "foreman" test sequence coded at 30 fps and transmitted over a 150 Kbps channel with probability of packet loss ρ = 0.01. In Fig. 4 σ . The motivation behind this experiment is to study how α affects the statistical properties of the end-to-end distortion for the sequence. As shown in Fig. 4 , seq σ decreases as α increases. This is intuitively satisfying since a larger α means that more weight is placed on reducing the variance in distortion when allocation resources in (5) . Surprisingly though, the expected distortion for the sequence seq D does not necessarily increase as α increases, as shown in Fig. 4 . Recall that the optimization is carried out on a per frame basis and therefore ignores the effects of the current optimization on future frames. Therefore, although setting α = 0 results in the lowest n D for a single frame (as shown in Fig. 3) , it is not guaranteed that seq D is minimized by myopically minimizing the expected distortion per frame. This result is due to inter-frame dependencies. Reducing the variance in the current frame may lead to a more reliable prediction for the next frame, which in turn may reduce the overall expected distortion for the sequence.
Recently there has been work on prescient video coding, i.e., accounting for the affects on future frames when encoding the current frame [27] . The drawback of this work is that a certain number of frames must be captured before the optimization can begin, thus increasing delay. In addition, the reduction in overall distortion gained from optimizing over a group of frames is reported to be relatively small in [27] . Our results suggest that by reducing the variance of the distortion for the current frame we can achieve similar reductions in seq D without the added delay or optimization complexity.
Next we consider the formulation in (7) where α is adapted per frame based on a tolerable increase in expected distortion ∆ d . Here we set ∆ d = 1.05 (i.e., a 5% increase). In this experiment, we use the "silent" test sequence coded at 30 fps with R = 150 Kbps and ρ = 0.01. For these settings, the average value of α is 0.64. In Fig. 5 The value of α affects how much of the end-to-end distortion is due to source coding and how much is caused by channel errors. This is primarily a function of mode selection. For each value of α in (5), Fig. 6 shows the average number of MB's per frame that are coded as Intra (IMB's), Inter (PMB's), or are intentionally not transmitted (generalized skip). As α increases, the number of IMB's increases, as shown in Fig. 6 . Because IMB's have lower coding efficiency than PMB's, the source coding distortion increases. On the other hand, increasing the number of IMB's reduces the distortion caused by error propagation. This trade-off will be discussed next.
Error Propagation
As in Sect. 6.2, we focus here on resilient source coding, i.e., mode and quantizer selection given a fixed probability of packet loss in the channel. We consider the "silent" sequence encoded at 30 fps and sent over a 150 Kbps channel. The objective in this section is to analyze how sensitive the MED and VAPOR approaches are to error propagation.
Let us define a pixel to be in error if its reconstructed value at the decoder differs from that at the encoder. At the receiver, we can track the temporal propagation of each error in order to identify error propagation paths. Each propagation path has a root, i.e., the origin of the error path, and a length, i.e., the number of pixel in error due to the initial root error. Note that only pixels that are lost and which start a new error path are defined to be root errors. In other words, a lost pixel which propagates a previous error is not considered to be a root error.
The average number of root errors per frame is a function of the probability of packet loss ρ. Since the probability of loss is fixed, both the MED and VAPOR approaches have roughly the same number of root errors per frame. As expected, the average number of roots per frame increases as ρ increases, for both approaches.
In Fig. 7 , we plot the average length of error propagation per root as a function of ρ. The results are obtained by averaging over 50 channel loss simulations. As shown, the average number of pixel errors caused by an initial root error is significantly smaller for the VAPOR approach than the MED approach. This is especially true at lower probabilities of loss. When the probability of loss is low, the expression for the expected distortion (2) is dominated by the expected distortion if the packet is received ] [
. In addition, the reference frame at the decoder is more likely to be correctly reconstructed, and hence source coding distortion becomes the primary component of ] [
. Therefore, as channel conditions improve, an approach whose goal is to minimize the expected distortion will use more Inter coding in order to reduce the distortion due to compression (as shown in Fig. 6 ). The side affect of increased Inter coding is susceptibility to prolonged error propagation. This is why the average length of error propagation drastically increases for the MED approach as the probability of loss decreases, as seen in Fig. 7 . At low probability of loss, the expression for the variance in distortion (3) (5) or (7), uses more Intra coding than a MED approach in order to reduce the variance in quality if a packet is received, as shown in Fig. 6 . Perceptually, the increased number of Intra MBs results in faster termination of error propagation.
In Fig. 8 , we compare a series of reconstructed frames at the decoder for the MED and VAPOR approaches. Note that these images are for a single channel loss realization and that the same MB's are lost in both schemes. As shown, both approaches suffer a loss in frame 109 where the woman's hand goes across her chin. The difference between the two approaches is that in frame 110, the VAPOR approach Intra refreshes this region while the MED approach does not. Thus, this error persists till frame 123 in the MED approach while it has been quickly removed by VAPOR. It is important to note that no feedback is used in either approach and that the difference in mode selection is purely due to estimates of the mean and variance of the end-to-end distortion.
From a communications point of view, transmitting information at the lowest possible probability of error is desirable. The point of the above discussion is that at this desirable operating point, an approach whose goal is to minimize the expected distortion may become susceptible to prolonged error propagation. A variance-aware approach on the other hand helps prevents prolonged error propagation because it accounts for the variability in quality caused by error propagation. As shown in Fig. 7 , VAPOR reduces error propagation even at higher probabilities of packet loss. Thus, we argue that to be more resilient to error propagation, source coding techniques should account for both the mean and the variance of the distortion. 
CONCLUSION
This paper identifies the variance of the end-to-end distortion as an important quantity for characterizing video quality in packet lossy networks. A major contribution is the added flexibility and capability to control both the expected value and the variance of the distortion. Understanding human sensitivity to the different spatio-temporal artifacts caused by source and channel distortion is an area that requires significant research. This understanding will help determine the perceptual importance of the mean and the variance of the end-to-end distortion in video communication systems.
