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ABSTRACT
Global (i.e. sky-averaged) 21 cm signal experiments can measure the evolution of the universe
from the Cosmic Dawn to the Epoch of Reionization. These measurements are challenged by
the presence of bright foreground emission that can be separated from the cosmological signal
if its spectrum is smooth. This assumption fails in the case of single polarization antennas
as they measure linearly polarized foreground emission - which is inevitably Faraday rotated
through the interstellar medium. We investigate the impact of Galactic polarized foregrounds
on the extraction of the global 21 cm signal through realistic sky and dipole simulations
both in a low frequency band from 50 to 100 MHz, where a 21 cm absorption profile is
expected, and in a higher frequency band (100 − 200 MHz). We find that the presence of a
polarized contaminant with complex frequency structure can bias the amplitude and the shape
of the reconstructed signal parameters in both bands. We investigate if polarized foregrounds
can explain the unexpected 21 cm Cosmic Dawn signal recently reported by the EDGES
collaboration. We find that unaccounted polarized foreground contamination can produce an
enhanced and distorted 21 cm absorption trough similar to the anomalous profile reported by
Bowman et al. (2018), and whose amplitude is in mild tension with the assumed input Gaussian
profile (at ∼ 1.5σ level). Moreover, we note that, under the hypothesis of contamination from
polarized foreground, the amplitude of the reconstructed EDGES signal can be overestimated
by around 30%, mitigating the requirement for an explanation based on exotic physics.
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1 INTRODUCTION
The 21 cm background arising from the spin-flip transition of neu-
tral Hydrogen in the intergalactic medium is considered the most
promising observable for the Cosmic Dawn and the subsequent
Epoch of Reionization (EoR; e.g., Pritchard & Loeb 2010). The
21 cm signal is observable as a contrast against the Cosmic Mi-
crowave Background (CMB) temperature (Furlanetto et al. 2006).
As soon as the first galaxies begin to appear, they produce Ly-α pho-
tons that couple the excitation temperature of the 21 cm line (spin
temperature) to gas kinetic temperature through the Wouthuysen-
Field effect (WF, Wouthuysen 1952; Field 1958). As the gravita-
tional collapse progresses, the spin temperature becomes eventually
completely coupled to the gas temperature and drivenwell above the
CMB temperature as consequence of the gas heating - most likely
by an X-ray background (e.g., Venkatesan et al. 2001; Pritchard
& Furlanetto 2007; Mesinger et al. 2013). Observations of 21 cm
? E-mail: marta.spinelli@inaf.it
fluctuations from this era of interplay between the Ly-α coupling
and the X-ray heating will require sensitivities only achievable with
the Hydrogen Epoch of Reionization Array (DeBoer et al. 2017)
and the upcoming Square Kilometre Array (Koopmans et al. 2015).
The measurement of the global - i.e. sky averaged - 21 cm signal
can be, conversely, achieved by a single dipole antenna observing
for a few tens to a few hundreds of hours (e.g., Shaver et al. 1999;
Bernardi et al. 2015; Harker et al. 2016). The 21 cm global signal at
the Cosmic Dawn is expected to be a few hundred mK absorption
trough depending on the offset between the WF coupling and the
X-ray heating epochs (Pritchard & Loeb 2010). It is sensitive to
the formation of the first luminous structures in the universe (e.g.,
Furlanetto et al. 2006; Mirocha 2014; Mesinger et al. 2016), as
well as the thermal history of the intergalactic medium (Pritchard
& Furlanetto 2007; Mesinger et al. 2013).
At z . 10 − 15, the sustained galaxy formation produces an
ultraviolet radiation background that eventually extinguishes the
neutral Hydrogen, and therefore the 21 cm signal. The 21 cm sig-
© 2019 The Authors
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nal therefore traces the evolution of the average neutral fraction,
essentially timing cosmic reionization.
The Experiment to Detect the Global Epoch-of-Reionization
Signatures (EDGES) team has recently reported the detection of a
21 cm absorption profile, centered at 78 MHz, with a 19 MHzwidth
and an amplitude of 520 mK (Bowman et al. 2018a). This result is
more than a factor two stronger than standard theoretical predictions
and has triggered exotic explanations like interaction with dark
matter (e.g., Barkana 2018; Fraser et al. 2018) or Axion-Induced
Cooling (e.g., Houston et al. 2018) and a debate on a possible low-
frequency excess radio background (e.g., Ewall-Wice et al. 2018;
Feng&Holder 2018; Sharma 2018). The unexpected EDGES result
is awaiting for independent confirmation from the other ongoing
global signal experiments. These experiments include the Large
aperture Experiment to detect the Dark Ages (LEDA; Price et al.
(2018)) that constrained at 95% level the amplitude (> −890 mK)
and the 1σ width (> 6.5 MHz) for a Gaussian model for the trough
(Bernardi et al. 2016); the “Sonda Cosmologica de las Islas para la
Deteccion de Hidrogeno Neutro (SCI-HI; Voytek et al. 2014) that
reported a 1 K rms residual in the range 60−88 MHz; the upgraded
Shaped Antenna measurement of the background RAdio Spectrum
(SARAS 3) that has already provided constraints in the 6 < z < 10
range (Singh et al. 2017, 2018), the Probing Radio Intensity at high-
Z from Marion (PRIZM) experiment (Philip et al. 2019), and the
future Dark Ages Radio Explorer (DARE; Mirocha et al. 2015) is
planning to measure the 21 cm global signal. This would also allow
to avoid not only terrestrial radio frequency interference, but also
ionospheric corruption and solar radio emissions.
The key challenge to measure the 21 cm signal is the subtrac-
tion of the bright foreground emission and the consequent control
of systematic effects. In presence of smooth-spectrum foregrounds,
simulations show that the 21 cm signal can generally be extracted
(Nhan et al. 2017; Sathyanarayana Rao et al. 2017; Singh et al. 2017,
2018; Tauscher et al. 2018), particularly using Bayesian techniques
(e.g., Harker et al. 2012; Bernardi et al. 2015, 2016; Monsalve
et al. 2017, 2018, 2019). This strategy has been employed by Bow-
man et al. (2018a) too, although their unusual findings have drawn
the attention to their foreground modelling and separation method.
Hills et al. (2018) have, for example, re-examined the EDGES data
and questioned their detection pointing out that the extracted fore-
ground model parameters are unphysical. The re-analysis by Singh
&Subrahmanyan (2019), enforcing amaximally smooth foreground
model, also found evidence for a different 21 cm signal, substantially
more in agreement with the standard predictions.
In this work, we investigate the effect that Galactic polarized
foreground emission has on the measurement of the 21 cm signal.
Polarized foreground that are Faraday rotated through the inter-
stellar medium can leak into total intensity because of imperfect
calibration and can, therefore, violate the assumption of smooth
spectrum foregrounds. This effect is an active subject of study for
interferometric observations (e.g., Jelić et al. 2010; Bernardi et al.
2010; Moore et al. 2013; Martinot et al. 2018) but the case of global
signal experiments has received very little attention so far (Switzer
& Liu 2014), in particular after the reported detection of the 21 cm
signal from the Cosmic Dawn.
The paper is organized as follow: in section 2 we describe the
contamination from polarized foregrounds in observations carried
out with single dipole antennas and outline the details of our simu-
lations, in section 3 we describe the extraction of the 21 cm global
signal from the simulated spectra and we conclude in section 4.
2 SIMULATIONS OF GLOBAL SIGNAL OBSERVATIONS
An individual antenna provides a measurement of the beam-
averaged sky brightness temperature T(rˆ0, ν, t) at the time t and
direction rˆ0 (e.g., Bernardi et al. 2015):
T(rˆ0, ν, t) =
∫
Ω
A(rˆ ′, ν)Tsky(rˆ ′, ν, t) d rˆ ′∫
Ω
A(rˆ ′, ν) d rˆ ′ + TN (ν, t) (1)
where Tsky is the sky brightness temperature, A the antenna gain
pattern and TN the instrumental noise. As the sky drifts over the
dipole, the sky brightness changes with time whereas the dipole
pattern does not.
A single-polarization antenna inevitably measures polarized
emission from the sky. If we call s the intrinsic sky brightness
distribution towards a line of sight rˆ at the frequency ν in terms
of the usual Stokes parameters s = (I,Q,U,V)T , the brightness
observed by two orthogonal receptors e = (Exx, Exy, Eyx, Eyy)T
can be written as (e.g., Ord et al. 2010; Nunhokee et al. 2017):
e(rˆ, ν) = [J(rˆ, ν) ⊗ J∗(rˆ, ν)] S s(rˆ, ν), (2)
where J is the 2×2 Jones matrix representing the polarized receptor
response (i.e., the polarized dipole gain pattern), ⊗ is the outer
product operator, ∗ denotes the complex conjugate and S is the
matrix that relates the Stokes parameters to the orthogonal x − y
linear feed frame:
S = 1
2
©­­­«
1 1 0 0
0 0 1 i
0 0 1 −i
1 −1 0 0
ª®®®¬ .
The matrix A(rˆ, ν) ≡ [J(rˆ, ν) ⊗ J∗(rˆ, ν)]S can be seen as a mixing
matrix between the intrinsic and the observed Stokes parameters
(e.g., Nunhokee et al. 2017). A single polarization antenna is de-
scribed by a Jones matrix of the form:
J =
(
Jx 0
0 0
)
,
and equation 2 leads to:
Exx(rˆ, ν) = 12 J
2
x (rˆ, ν)
[
I(rˆ, ν, t) +Q(rˆ, ν, t)] . (3)
Similarly, the orthogonal polarization would be:
Eyy(rˆ, ν) = 12 J
2
y (rˆ, ν)
[
I(rˆ, ν, t) −Q(rˆ, ν, t)] . (4)
By renaming Ax,y ≡ 12 J2x,y , equation 1 can be re-written explicitly
for both polarizations:
Txx(rˆ0, ν, t) =
∫
Ω
Exx(rˆ ′, ν)d rˆ ′∫
Ω
Ax(rˆ ′, ν)d rˆ ′
= Tf (rˆ0, ν, t) + TQ(rˆ0, ν, t) + T21(ν)
Tyy(rˆ0, ν, t) =
∫
Ω
Eyy(rˆ ′, ν)d rˆ ′∫
Ω
Ay(rˆ ′, ν)d rˆ ′
= Tf (rˆ0, ν, t) − TQ(rˆ0, ν, t) + T21(ν) (5)
whereTf andTQ are the foreground contribution from intensity and
polarization, respectively (examined in section 2.3 and 2.4) and T21
is the contribution to the sky brightness coming from the pristine
21 cm signal that we will discuss further in section 2.2. Note that
we have here neglected the contribution from 21 cm fluctuations as
it essentially averages out over large sky areas.
Our goal is to simulate an observed spectrum T¯xx,yy obtained
by averaging Txx,yy over the observing time - i.e. the data product
MNRAS 000, 1–9 (2019)
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of a global signal experiment:
T¯xx(ν) = 1Nm
∑
Txx(t, ν) = T¯f (ν) + T¯Q(ν) + T21(ν)
T¯yy(ν) = 1Nm
∑
Tyy(t, ν) = T¯f (ν) − T¯Q(ν) + T21(ν), (6)
where Nm is the number of measurements over the observation
duration.
We consider a dipole located at the Murchison Radio-
astronomy Observatory in Western Australia, where EDGES is
located, and that observes the 0h < LST < 8h hour range with
a one minute cadence. We assume that the noise TN is given by the
radiometer equation: it is uncorrelated in frequency and time, and,
for each frequency channel, follows a Gaussian distribution with
standard deviation
σNxx,yy(ν) =
T¯xx,yy(ν)√
∆t∆ν
, (7)
where we consider a ∆ν = 1 MHz channel width and a ∆t =
400 hours of total integration time. Like EDGES, we consider two
separate bands, one covering the low frequency (LF) 50−100 MHz
range, and the second covering the higher frequency (HF) 100 −
200 MHz range.
2.1 Antenna beam model
We used the analytic beam model of the Long Wavelength Array
dipole (Taylor et al. 2012; Ellingson et al. 2013; Bernardi et al.
2015) in the LF band:
A(θ, φ, ν) =
√
[pE (θ, ν) cos φ]2 + [pH (θ, ν) sin φ]2,
where E and H are the two orthogonal polarizations of the dipole
and
pi(ν, θ) =
[
1 −
(
θ
pi/2
)αi (ν)]
(cos θ)βi (ν) + γi(ν)
(
θ
pi/2
)
(cos θ)δi (ν)
(8)
where i = E,H. For the coefficient [αi, βi, γi, δi] we use the
values tabulated in Dowell (2011) and interpolate them in the
50 − 90 MHz range. The values of the coefficients are then extrap-
olated to 100 MHz with a 3rd-order polynomial. Figure 1 displays
the beam model for the E-W (xx) orientation at LST = 2h, at 50
and 100 MHz respectively. For modelling the N-S (yy) orientation
we switch the E and H terms.
In the absence of a publicly available beam model in the HF
band, we directly scale our 100 MHz model linearly with frequency
up to 200 MHz.
2.2 Global signal model
The evolution of 21 cm global signal can be computed from physi-
cal model parameters via numerical or semi-analytical simulations
(e.g., Mirocha 2014; Mirocha et al. 2015; Cohen et al. 2016, 2017;
Mirocha et al. 2017), however, analytic expressions are useful ap-
proximation to be used in the evaluation of likelihood functions. In
the LF band, the Cosmic Dawn signal has often been modelled as
a Gaussian absorption profile (Bernardi et al. 2015; Presley et al.
2015; Bernardi et al. 2016; Monsalve et al. 2017):
TLF21,G(ν) = A21e
− (ν−ν21)2
2σ221 , (9)
5.6e-08 1
5.6e-08 1
5.6e-08 1
Figure 1. E-W (xx) dipole beammodel at 50 MHz for LST = 2h (top panel)
and LST = 8h (middle panel). The bottom panel shows instead the 100 MHz
beam again for LST = 2h.
where A21, ν21 and σ21 are the amplitude, peak position and stan-
dard deviation of the 21 cm trough, respectively. We consider this
our fiducial model for the LF band. We also include the case of a
flattened Gaussian profile adopted in the EDGES analysis (Bowman
et al. 2018a):
TLF21, f G(ν) = A21
(
1 − e−τeB
1 − e−τ
)
, (10)
where
B =
4(ν − ν21)2
w2
log
[
−1
τ
log
(
1 + e−τ
2
)]
. (11)
The free parameters here are the amplitude A21, the central fre-
quency ν21, the full-width at half-maximum w and the flattening
MNRAS 000, 1–9 (2019)
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Figure 2. Our fiducial Gaussian input model (dot-dashed red line) and
the flattened Gaussian model best-fit of the EDGES data (Bowman et al.
2018a, solid red line), compared with the global signal profiles obtained
with SimFast21 (Santos et al. 2010) varying the physical input parameters
(solid grey lines).
factor τ. Theoretical simulations that include standard physics pre-
dict a wide range of different global 21 cm signals (see, fore ex-
ample, figure 2). The largest theoretical unknown is related to the
nature of the first luminous sources (e.g., Furlanetto et al. 2006;
Mirocha 2014) and the efficiency of the IGM heating (Pritchard &
Furlanetto 2007; Fialkov & Loeb 2013; Mesinger et al. 2013; Co-
hen et al. 2017). As shown in figure 2, not even models that predict
the brightest absorption profiles are a close match to the EDGES
result. Our fiducial model in the HF band is an hyperbolic tangent, a
widely used parameterization of the global signal during EoR (e.g.,
Pritchard & Loeb 2010; Monsalve et al. 2017):
THF21 (z) = a21xHI (z)
√
1 + z
10
(12)
where a21 = 28 mK (Madau et al. 1997; Furlanetto et al. 2006) and
xHI(z) = 12
[
tanh
(
z − zr
∆z
)
+ 1
]
. (13)
The free parameters are here the redshift zr at which xHI = 0.5 and
the reionization duration, ∆z = (dxHI/dz)−1 |xHI=0.5.
2.3 Total intensity foreground model
A total intensity all-sky map could be used to evaluate the observed
foreground spectrum T¯f via equation 5 and 6 as it was done, for
example, in Bernardi et al. (2015). Rather than repeating a similar
simulation, we directly calculated the total intensity foreground
spectrum averaged over the duration of the observations, i.e. the left
hand side of equation 6.
TheGalactic foreground spectrumhas often beenmodelled as a
N th-order log-polynomial (e.g., Bowman & Rogers 2010; Pritchard
& Loeb 2010; Harker et al. 2012; Bernardi et al. 2015; Presley et al.
2015; Bernardi et al. 2016):
log10 T¯f (ν) =
N∑
n=1
pn−1
[
log10
ν
ν0
] (n−1)
(14)
with ν0 = 60 MHz. In earlier works, the foreground spectrum was
modelled with few frequency components (e.g., Pritchard & Loeb
Table 1. Coefficients of the Galactic synchrotron spectrum model (from
Bernardi et al. 2015).
log10 (p0/K) p1 p2 p3 p4
3.58 -2.60 0.01 0.06 0.25
Figure 3. Example of a simulated StokesQ map at 80 MHz after the dipole
beam pattern is applied.
2010), but more recent simulations suggest that, due to the coupling
between the antenna beam pattern and the sky brightness, N should
likely take higher values (Harker et al. 2012; Bernardi et al. 2015,
2016; Mozdzen et al. 2016). Here we used the best fit coefficients
derived from simulations in (Bernardi et al. 2015), with a N = 4 log-
polynomial (see Table 1), a case similar to the analysis in Bowman
et al. (2018a).
2.4 Polarized foreground model
We use the simulations in Spinelli et al. (2018, hereafter S18) to
produce Stokes Q and U full sky maps in the 50-200 MHz range
with 1 MHz frequency resolution. The S18 full sky simulations are
based on the interferometric observations that sample up to degree
angular scales (Bernardi et al. 2013) that were extrapolated up to
tens of degrees scales, relevant for global signal observations. They
are constructed from rotation measure synthesis data that measure
the polarized intensity as a function of Faraday depth φ (Burn 1966;
Brentjens & de Bruyn 2005). Figure 3 displays an example of a
Stokes Q map observed through the dipole beam (equation 5). We
generate two sets of polarized foreground spectra T¯Q(ν):
(i) one that uses S18 simulations with the full range of φ values
from the data. We will refer to this simulation as the “all φ" case;
(ii) a second one where high values of the Faraday depth φ (φ >
5 rad/m2) are excluded from the S18 simulations. The motivation
behind this choice is to create a more realistic model in the LF
band. Observations indicate that Galactic polarized emission has a
more local origin with decreasing frequency (e.g., Haverkorn et al.
2004; Bernardi et al. 2009; Lenc et al. 2016) and, therefore, very
little emission at high Faraday depth values. We will refer to this
simulation as the “low φ" case (i.e. φ < 5 rad/m2).
The combination of the integrated effect of the beam and the com-
plex Faraday structure result in spectra like the one shown in figure 4,
where two representative realizations of both sets of simulations for
both the LF and HF band are displayed. In the LF band, the “all
MNRAS 000, 1–9 (2019)
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φ" simulation leads to a considerable more complex spectral struc-
ture and higher contamination with respect to the “low φ" case -
as expected. The oscillatory behaviour becomes smoother in the
HF band for both cases but, although there are fewer peaks, the
contamination is more prominent for the “low φ" case.
We calculated the rms of T¯Q(ν) for every realization and plot
its distribution in figure 5. In the LF band, the average rms con-
tamination is ∼ 250 mK for the “all φ" case, with an extended tail
at high values. The average contamination is smaller in the other
case, peaking around ∼ 150 mK. The situation is opposite in the HF
band, where the “all φ" simulation has an average rms contamina-
tion smaller than ∼ 100 mKwhereas the “low φ" case spans a much
broader range of values with an extended tail up to ∼ 400 mK. It
is worth noticing that the estimated rms contamination is generally
higher or comparable with the expected 21 cm signal, although our
simulations likely represent a worst case scenario as they do not ac-
count for time of frequency dependent depolarization effects. Time
variable electron density and variations of themagnetic fields across
the field of view both depolarize the signal when integrated over
long observations. Simulations by Martinot et al. (2018) estimated
the depolarization to be a factor of four or more when averaging
over days and over a ∼ 10◦ sky patch. The effect can be even more
pronounced for global signal observations. Frequency dependent
polarization arises when emitting clouds are Faraday thick, i.e. syn-
chrotron emission and Faraday rotation are co-located within the
cloud (Burn 1966; Tribble 1992). Its magnitude depends upon the
detailed physics of the interstellar medium and therefore it is fairly
uncertain.We note, however, that polarized fluctuations at 350MHz
are of the order of a few Kelvin that, extrapolated at 150 MHz with
a fiducial spectral index β = −2.6 would lead to polarized signals
at the level of a few tens of Kelvin. Polarized fluctuations remain
at the 10 − 20 K level in the 150 − 200 MHz range (e.g., Bernardi
et al. 2013; Lenc et al. 2016), implying that part of the emission
happens in Faraday thick regions and it is Faraday depolarized at
low frequencies. In order to empirically account for these effects,
we also considered a more optimistic case where the magnitude of
the polarized spectrum is reduced to a 10% of the current simulation
value. This choice is in qualitative agreement with the magnitude
of the residual rms in the Bowman et al. (2018a) observations.
The final product of our simulations is a sky spectrum T¯(ν) that
is the sum of four different components: a 21 cm signal T21(ν) as
described in section 2.2; a total intensity foreground spectrum that
follows a N th-order log polynomial (see section 2.3); a polarized
foreground spectrum T¯Q(ν) (section 2.4) and a noise realization
drawn from a Gaussian distribution (equation 7). The next section
describes the extraction of the 21 cm signal from the simulated
spectra.
3 SIGNAL EXTRACTION
In order to extract the global 21 cm signal from the simulated
spectra we use the hibayes code (Bernardi et al. 2016; Zwart et al.
2016), a fully Bayesian framework where the posterior probability
distribution is explored through the multinest sampler (Feroz &
Hobson 2008; Feroz et al. 2009) using an MPI-enabled python
wrapper (Buchner et al. 2014). The likelihood Li of the simulated
spectra can be written as:
L(T¯(νi)|θ) = 1√
2piσ2
N
(νi)
exp
(
−(T¯(νi) − Tm(νi, θ))
2
2σ2
N
(νi)
)
, (15)
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Figure 4. Top panel: simulated polarized foreground spectra T¯Q (ν) (equa-
tion 1) integrated over the LST range. Light and dark green solid lines
correspond to two different realizations of the “all φ" simulations. The ver-
tical dashed line divides the LF band from the HF one. Bottom panel: same
as the top panel but with light and dark red lines corresponding to two
different realizations of the “low φ" (i.e. φ < 5 rad m−2) simulations.
where θ is the vector of model parameters, σN is the noise standard
deviation (equation 7) and Tm(νi, θ) is the model spectrum. We
impose uniform prior on the signal parameters assuming the signal
is present within the observed band. For the HF band this translates
into a limit for the middle point of reionization i.e. 6 < zr < 13 and
for the reionization duration i.e. 0 < ∆z < 13. In the LF band we
set the priors to be 40 < ν21 < 100 MHz, 0 < σ21 < 50 MHz and,
solely to reduce the computational load, −1 < A21 < 0 K. We use
uniform priors for all the foreground parameters but for the pn=0
case where we use a flat logarithmic prior.
As a test case similar to the simulations carried out in Harker
et al. (2012) and Bernardi et al. (2016), we show in figure 6, the
recovery of the global21 cmsignal in theHFband (equation 12)with
zr = 7.68 and ∆z = 1.50, in agreement with Planck Collaboration
XIII (2016) and in the analysis by Monsalve et al. (2017).
We then add the simulated polarized spectrum to the total
intensity one. We simulate both equation 3 and 4, i.e. both the xx
and yy polarization.We extract the 21 cm signal from three different
simulated cases:
• the 21 cm signal in the LF band is a flattened-Gaussian with
A21 = −520mK, ν21 = 78.3MHz,w = 20.7MHzand the flattening
parameter τ = 7, i.e. the EDGES best fit model (Bowman et al.
MNRAS 000, 1–9 (2019)
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Figure 5. Top panel: distribution of the polarized spectrum rms calculated
in the LF band from 100 realizations for both the “all φ" (in green) and the
“low φ" (i.e. φ < 5 rad/m2) simulations (in red). Bottom panel: same as the
top panel but for the HF band.
2018a). The model spectrum used in the likelihood function is
Tm = T¯f + TLF21, f G .
We generated 50 different realizations of the polarized foreground
spectra and reconstruct T21(ν) from the best fit parameters of the
posterior distribution for each of them. We discard the cases where
our reconstructed signal is localized at high frequency (> 90 MHz)
as the presence of an absorption signal in theEDGESHigh-Band has
been excluded at & 2σ (Monsalve et al. 2017). After this selection,
we are left with ∼ 80% of the total number of simulations. The
mean and variance of the reconstructed 21 cm profiles are computed
separately for the xx and yy polarizations and displayed as a shaded
region in figure 7.
Due to the unmodelled polarized component, the residual spectra
obtained after subtracting the best fitmodel, have relatively high rms
values, at the 90− 150 mK level. In the “all φ" case, the presence of
an unmodelled polarized foreground introduces a bias in both the
amplitude and the width of the reconstructed signal. In the “low φ"
case the bias is mainly in the amplitude although the reconstructed
flattening parameter is often different between the two polarization
cases. Figure 7 shows that the reconstructed amplitude is up to
∼ 40% different than the input signal, at 1σ confidence level.
• the 21 cm signal in the LF band is a Gaussian with A21 =
−150 mK, ν21 = 78.3 MHz and σ21 = 5 MHz, i.e. the fiducial
signal expected from standard theoretical models (e.g., Pritchard
& Loeb 2010; Mirocha et al. 2015). We first model this signal
using a flattened Gaussian shape in order to test whether or not the
unusual shape reported by Bowman et al. (2018b) can be due to the
contamination from polarized foregrounds, i.e. Tm = T¯f + TLF21, f G .
We find that the polarized contamination is significant and, in
many realizations, prevents the convergence within the prior range
or leads to reconstructed profiles with a high frequency trough that
are, again, discarded from the analysis. Note that we retain a recon-
structed profile if these criteria are satisfied by both polarizations. In
the “all-φ" case, we discard almost all realizations, concluding that
the level of contamination of the simulation is too high for this sce-
nario. On the contrary, using the “low φ" simulations, it is possible
to select a meaningful sub-sample of realizations. Indeed, in this
case, we retain the reconstructed profile in both polarizations for
∼ 30% of the cases (figure 8). As discussed in Section 2.4, we also
consider a more optimistic case with a magnitude of the polarized
spectrum reduced to a 10% value of the current simulations. Even
at this reduced level of contamination, the reconstruction remains
biased in a way similar to what is shown in figure 8.
We eventually extract the 21 cm signal using a Gaussian model
Tm = T¯f +TLF21,G , i.e. the same functional form used for the simula-
tion input. The magnitude of the polarized contamination prevents
the extraction of the 21 cm signal in virtually all the simulated cases.
We find, instead, convergence for all cases when the contamination
is reduced to the 10% level (figure 9). The effect of the polarized
leakage is, again, a bias similar to the one in figure 7;
• the 21 cm signal is the fiducial HF band model (section 2.2).
The contamination derived from our simulations is significantly
higher than the 21 cm signal, preventing the convergence of the
extraction algorithm to a physically meaningful solution for ∆z,
the reionization duration. When we consider the case of a 10%
contamination we find that the extraction is possible, although the
recovered signal is noticeably biased (figure 10). As already noticed
in section 2.4, the bias is stronger in the “low φ" case (up to 10%),
where ∆z systematically tends to lower values. The bias is still
present in the “all φ" case, but less pronounced.
4 DISCUSSION AND CONCLUSIONS
In this paper we have studied the impact of polarized foregrounds
on the measurement of the 21 cm global signal. We simulated real-
istic observations taken with a zenith-pointing dipole, spanning an
8 hour range with a 1 minute cadence. Simulations include the all-
sky polarized foreground template maps from Spinelli et al. (2018)
and a realistic dipole beam in order to generate polarized spectra.
We also include a different polarized template where the contami-
nation is reduced to low Faraday depth values, i.e. φ < 5 rad/m2. We
simulate two antenna orientations (xx and yy) separately, using the
corresponding beam models. We also consider a more optimistic
case where the amplitude is 10% of the template maps in order
to empirically account for depolarization effects not included in
the Spinelli et al. (2018) model. Total intensity foregrounds are di-
rectly modelled through their spectra, as a 4th-order log-polynomial
function.
We included three different 21 cm global signal models: a
fiducial EoR tanh model in the 100 − 200 MHz (HF) range, a
fiducial Gaussian and a flattened Gaussian (Bowman et al. 2018a)
absorption profile in the 50 − 100 MHz range (LF). We performed
a Bayesian extraction of the global 21 cm signal from the simulated
spectra.
We draw a few main conclusions from our work. We find
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Figure 6. Marginalized two dimensional posterior distributions of the global 21 cm signal in the HF band and only the total intensity foreground parameters,
without including any contamination from polarized foregrounds. Contours are shown at 1σ and 2σ respectively, whereas the red crosses indicate the input
parameter values. The agreement shows that the reconstruction is unbiased in the case of smooth foregrounds.
that, generally, the contamination from our polarized foreground
model has a magnitude and frequency behaviour that prevents the
extraction of the 21 cm fiducial signal both in the HF and LF bands.
In order to detect the signal, the contamination needs to be fainter:
at the ∼ 10% magnitude level, the extraction of the 21 cm signal in
both bands is possible, but is significantly biased. In the HF band,
the middle point of reionization is biased up to the 10% level and
the duration of reionization is poorly recovered, underestimated by
a factor up to 10. In the LF band, the bias affects the amplitude of
the fiducial Cosmic Dawn Gaussian signal at the 20% level.
The contamination from polarization leakage can be mitigated
by the subtraction of the two orthogonal polarizations observed by
a dual polarization antenna. Asymmetries in the beam pattern as
well as errors in the relative calibration of the two polarizations can
still, however, introduce polarization contamination at some level.
By reducing the magnitude of the polarized signal to the 10% level,
we mimic this case too and show that the contamination may not be
negligible even in dual polarization observations, in particular for
the fiducial EoR model. For example, Monsalve et al. (2017) find a
periodic residual signal at the 30 mK level that could be consistent
with polarization contamination.
In the light of the detection of the Cosmic Dawn signal re-
ported by Bowman et al. (2018a), we include their flattened Gaus-
sian absorption model in our simulations. We test a case where the
simulation input is the fiducial Cosmic Dawn Gaussian absorption
that we, however, model as a flattened Gaussian profile in the ex-
traction. We find that in this case the signal extraction is possible
even at the level of polarized intensity predicted by our simulations,
if we consider the “low φ" (i.e. φ < 5 rad/m2) realizations. We find
that the polarization contamination tends to introduce a bias in the
recovered 21 cm signal, increasing both its amplitude and width for
both polarization orientations, leading to a profile similar to what
Bowman et al. (2018a) observed. Due to themodeling uncertainties,
the bias evidence remains statistically weak, i.e. in tension with the
input fiducial Gaussian signal only at the ∼ 1.5σ level.
In order to exclude the contamination from polarized fore-
grounds, Bowman et al. (2018a) carried out two measurements
where the dipole antenna was rotated by 90◦. The best fit signal was
consistent in both cases, with a 10 − 20% difference in amplitude
(see Figure 2 in Bowman et al. 2018a). We find that the difference
between the 21 cm signal extracted from xx and yy polarization
orientations is at a similar level in our simulated cases. This result
indicates that measurements with a rotated antenna do not neces-
sarily exclude the polarized contamination and implies that the use
of a dual polarization antenna would not automatically remove the
problem of polarized foregrounds.
We also simulate the case with a flattened Gaussian profile as
both simulation input and model in the extraction. We find that the
signal extraction is possible in the 80% of runs for both the “all
φ" and the “low φ" (i.e. φ < 5 rad/m2) cases, as the input 21 cm
signal is brighter than the polarized foreground. The amplitude of
the extracted 21 cm profile, however, has an amplitude bias at the
∼ 20 − 30% level that changes with the polarization orientation
which is, again, qualitatively comparable with the difference shown
by Bowman et al. (2018a) when the two polarizations are rotated by
90◦. A polarized contamination, enhancing the reconstructed signal,
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Figure 7. The black dotted-dashed line in both panels is the input signal:
the best fit flattened Gaussian from Bowman et al. (2018a). Top panel:
reconstructed T21, f G signal in the case of the “all φ" simulations, in the
LF, from the Bayesian analysis described in the text. The solid (dashed)
green line shows one of the the reconstructedT21, f G signals for the xx (yy)
polarization The green (grey) shaded area is the 1σ region around the mean
for the xx (yy) polarization (see text for details). Bottom panel: same but
for the “low φ" (i.e. φ < 5 rad m−2) simulations. The red (grey) shaded area
is the 1σ region around the mean for the xx (yy) polarization and the solid
(dashed) red line shows one of the the reconstructed signal for both xx (yy)
case.
could mitigate the need to explain the anomalously high amplitude
in term of exotic physics.
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Figure 8. Reconstructed T21, f G signal. Note that the input signal is the
fiducial Gaussian model (black dotted-dashed). The solid (dashed) red line
shows one of the reconstructed T21, f G signals for the xx (yy) polarization.
The red (grey) shaded area is the 1σ region around the mean for the xx (yy)
polarization (see text for details). For comparison we also show the EDGES
best fit (dotted line).
50 60 70 80 90 100
ν (MHz)
−300
−250
−200
−150
−100
−50
0
T
21
(m
K
)
φ < 5 rad/m2
27 23 19 17 15 13
z
Figure 9. The black dotted-dashed line is the Gaussian fiducial input signal
in the LF band. We show here reconstructed T21,G signal considering the
“low φ" (i.e. φ < 5 rad/m2) case with signal magnitude reduced to the 10%
of the reference simulation - see text for details. The red (grey) shaded area
is the 1σ region around the mean for the xx (yy) polarization. The solid
(dashed) red line shows one of the the reconstructedT21,G signal for the xx
(yy) polarization.
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