Abstract-At present, several papers discuss the accuracy and precision of terrestrial laser scanners (TLSs), but the research continues to focus on the behavior of the TLSs. The purpose of this paper is to propose a method to evaluate the uncertainty of a TLS (FARO Photon 80). A rigid and transportable aluminum structure with 28 black-and-white targets was designed for this purpose. The structure was scanned 12 times at several distances from 2 to 70 m, and the x, y, and z coordinates of the center of the targets were automatically identified. Data were analyzed by means of circular and spherical statistics using R modules programmed in our research group. Analysis reveals that 3-D spatial distribution has a stratified pattern in the Z-axis. Regardless of the scanner status, these results indicate that these analyses should be performed periodically because they can have an impact on some studies. The proposed methodology is robust and simple and can be performed with free software such as the R modules used in this work.
I. INTRODUCTION
T ERRESTRIAL laser scanners (TLSs) have become a common instrument for acquiring 3-D data in a wide range of applications, such as cultural heritage [11] , deformation analysis [7] , [27] , forestry [19] , [12] , soils [18] , [29] , covers [16] , natural hazards [21] , and geomorphology [1] . Therefore, it is necessary to ensure the quality of the data in order to gain the confidence of the users. The error sources and the accuracy of the range of the measurement of the TLS have been analyzed in depth in the literature [4] , [14] . Some papers analyze the accuracy of any specific instrument [15] . Other works deal with the comparison between different TLSs [22] , although this is difficult because of varying constructions and characteristics among scanners. Different methods of TLS calibration have been studied [2] , [8] , [13] . A common method used to check the accuracy of a TLS is to measure the coordinates of several control points with a TLS and a total station and, then, to analyze the results [22] . Some properties of the TLS, such as the eccentricity of the scan center or the angle of incidence [26] or brightness measurements [10] , have been studied in detail. Moreover, Gottwald [9] has proposed a field procedure for testing a TLS as a contribution to a future ISO standard (ISO 17123). Presently, some works are proposing selfcalibration techniques to assess systematic errors [23] .
The measure of the absolute accuracy is a difficult problem because of the need to obtain a set of control data with very high accuracy. A complementary option is to estimate the repeatability [3] , i.e., the correspondence between various measures taken under the same conditions and expressed as uncertainty. We can expect to obtain confidence limits in the 3-D space for the absolute coordinates measured at different distances.
The aim of this paper is to propose a methodological approach for the analysis of the uncertainty of measurements of a TLS in terms of repeatability.
II. OBJECTIVES
The general objective is to explore the repeatability of scanner measures analyzing the differences between the scanned coordinates of a set of targets. Coordinates will be treated as vectors from the centroid of the whole data set to each individual measure. It is expected that high repeatability generates very small vectors and low repeatability generates large vectors with dispersion that may be isotropic, in the case of random error, or anisotropic, pointing in this case to a bias or systematic error.
III. MATERIAL

A. Scanner
The experiment presented in this paper was conducted with a FARO Photon 80 laser scanner. The distance measurement of this TLS is based on phase difference techniques. The scanner emits an amplitude-modulated laser beam and compares the phase between the outgoing and returning signals. The instrument has a vertical field of view (FOV) of 320
• and a horizontal FOV of 360
• , and it operates with an infrared (IR) laser beam of 785 nm. The range is 0.6-76 m in moderate ambient lighting, the nominal distance error is ±2 mm at 25 m, and the angular resolution is ±0.009
• in both the vertical and horizontal directions. Angular limits can be defined, and scan resolutions are selectable between full resolution and 1/16 of the full resolution. The scanner has been tested, inspected, and compensated in compliance with FARO working standards on November 17, 2008 , and the data were obtained in May 2010. 
B. Targets
Testing has been performed measuring a set of 28 blackand-white targets mounted over a 1500 mm × 1500 mm and 11.6-kg aluminum structure (Fig. 1 ). The 100 mm × 100 mm targets were printed on paper with a laser printer, as the TLS manufacturer recommended, mounted on a flat support which is 6 mm thick, and glued to the structure. The structure allows us to increase the number of targets and to change the surface of the targets for future studies.
C. Software
Point data were acquired and processed by the FARO Record and FARO Scene software. Statistical analyses (circular and spherical statistics) were performed by means of the free R packages VecStatGraphs2D [24] and VecStatGraphs3D [25] . These packages are designed and written in our research group as an aid to analysis of magnitudes with the modulus and azimuth. R is a free software environment for statistical computing and graphics (http://www.r-project.org/).
IV. METHODS
A. Scan Capture
Measurements were made in an indoor corridor protected from direct sunlight. Temperature remained constant around 20
• C throughout the scanning time. First, several tests were taken for fitting the FOV, and at the same time, the TLS was allowed to acclimate to the room temperature [30] . The scanner was placed at 1.50-m height, so the laser beam is perpendicular to the central target of the first row of the aluminum structure.
Twelve scan replicates at the highest resolution were collected at the following distances: 2, 5, 10, 15, 20, 30, 40, 50, 60, and 70 m. This procedure allowed the attainment of a set of 120 scanned scenes (12 replicates and 10 distances) in which we need to locate the central point of the 28 targets. After the scans were taken, we had scenes with 336 targets for each distance (12 replicates with 28 targets each). The collected data were exported in an ASCII format file. Each file contained n rows (n is equal to the number of scanned points) and six columns. Columns 1 and 2 define the column and row of the scanned point in the scanned view, columns 3, 4, and 5 define the x, y, and z coordinates in the scanner system, and the last column is the reflectance value.
B. Automatic Target Recognition
To compare between scan replicates, it is necessary to extract the coordinates of the central point of the targets. An automatic recognition procedure was used to ensure objectivity and to avoid bias that can occur in a manual procedure. The first stage of the process is to delete data that are not associated with the targets, as being too far or too close to the scanner. Because all the points have 3-D spatial coordinates, points within a suitable range of distances were selected, and the rest are deleted, i.e., only the points between 19.8 and 20.2 m for the 20-m scanning distance were preserved.
The second stage is to recognize and collect the (x, y, z) coordinates of the center of the targets. Usually, the automatic target identification is a process carried out by the TLS software, although several methods for this purpose have been presented [28] . A specific automatic correlation routine based on a moving window that calculates the Pearson coefficient of correlation between a "target" matrix (a square pattern with values of zero or one, simulating the reflectance of black and white points) and the reflectance values in the scan scene was written. The size of the window was adapted to the real dimensions of the targets in the scene at each distance, from 51 × 51 pixels (2 m) to 7 × 7 pixels (70 m). The moving window generates a matrix of correlation coefficients with local maxima representing the best matching between the "target" matrix and the real targets, pointing to the needed coordinates.
The result is a list of coordinates of candidate points used to identify the target centers. To avoid spurious maxima, coordinate positions were tested automatically to detect impossible locations (real targets are disposed in a reticular pattern) and delete them. At the end of this procedure, we obtained a set of coordinates for each target at each distance. Not all targets were recognized. That is, the central target of the first row is usually incorrect due to excessive brightness because it is perpendicular to the laser beam and the black squares do not have enough absorption (see Section VI).
C. Data Analysis
Analysis of the scan dispersion was carried out for each distance. All the targets are analyzed together, calculating individual displacements or differences regarding the mean coordinates or centroid of the set. This difference defines an error vector because we consider the initial node to be at the centroid of each group (mean coordinates) and the end node to be at every scanned coordinate [20] . Because we cannot use any measure as a "true" location and compute absolute errors, we use centroids as references that allow the analysis of repeatability or measure dispersion.
We computed 3-D vectors traced from the centroid to single measures, which are defined for three components, i.e., the module and two angles, using the scanner mirror as the origin of the coordinates. The modulus can be used as an estimator of the "raw" dispersion magnitude without any angular consideration, and the azimuth analysis provides information about the dispersion isotropy and the potential existence of angular biases.
We use linear statistics to analyze the modules as scalar magnitudes. The analysis of the angles is performed by means of spherical statistics in 3-D [5] , [17] . Results of all the replicates are grouped for each distance value between the scanner and the targets, and the results are presented as a function of each distance.
V. RESULTS
The analysis of statistics and graphics revealed some problems that must be taken into account.
The first problem is that not all the targets have been detected with the automatic pattern recognition. We analyzed the data and found that the scanner is not always placed in the exact point of origin in a set of sequential scans. This is a serious problem that we have not found in the literature. Failure detection occurs because the routine calculates the correlations within a reasonable distance interval; when this problem occurs, the targets are scanned outside this range and are not detected. We will discuss this problem later.
The second problem is that two targets in the margins of the structure have been systematically wrongly identified, generating large errors that must be identified and filtered. Fig. 2 shows an example. The statistics and graphics were calculated after filtering these spurious data.
After filtering bad data, we analyzed both linear and angular components of the vectors. The analysis of the modulus reflects the magnitude of the uncertainty without angular considerations. First, we tested the normality of the modulus distribution by means of the Kolmogorov-Smirnov test. The results show that the hypothesis of normality can be rejected with P < 0.05 for all the scans with the exceptions of the scans at 30 m (P = 0.11) and 60 m (P = 0.16). Consequently, we used the median and the 5% and 95% percentiles instead of the mean and standard deviation to define the uncertainty values as a function of scan distance. Fig. 3 shows that uncertainty increases with distance. The second test analyzes the angular isotropy of the errors using longitude and colatitude angles without consideration of the magnitude. The Rayleigh test was applied to the spherical data [6] , and the results suggest that we cannot reject the hypothesis of spherical uniform distribution for all the distances because the values are small enough that χ 2 (3; 0.05) = 7.81. At this point, we have spherical uniform vector distributions, but their moduli are not Gaussian. To try to understand this, we analyzed the distribution by means of 3-D interactive graphics provided by the R module VecStatGraphs3D (see Section III-C). The graphics reveal that the 3-D spatial distribution has a nonuniform pattern, as shown in Fig. 4 (50-m  scan) . This figure shows the density of the vector end nodes and reveals a stratified pattern in the Z-axis direction. Fig. 5 shows the same vectors projected over the three planes. Patterns are evident in the XZ and Y Z planes, but patterns do not appear in the XY plane. We do not know the origin of this pattern, but it may be related to errors and discretization in the range measurements (see Section VI). 
VI. DISCUSSIONS AND CONCLUSIONS
Repeatability analysis of a TLS is necessary in some circumstances to ensure the reliability of the measures, most notably in the study of temporal changes in geomorphology. In this paper, we show that the repeatability analysis can be performed using free software without a sophisticated staging. The results revealed some problems that must be taken into account in the scanning workflow. Errors in placement of the scanner when starting the scanning process can have significant consequences in the studies of temporal changes. Subsequent tests allowed us to verify that this error occurs with low but significant frequency (four times in 30 measures). Unfortunately, we did not have other scanners to verify the repeatability of this error or to suggest that our TLS is affected by internal errors. The scanner will be sent in for calibration in the near future, which will allow us to confirm or reject the possibility of internal errors.
Mismatched target identifications create a different problem. The TLS manufacturer recommends that the targets should be printed on paper with a laser printer, but we verified that the contrast between black and white squares is poor in terms of IR reflectance (a mean difference of about 16%). The most suitable material must ensure the maximum contrast, and the paper targets are not compliant with this property. We emphasize that the mismatched target identification can have undesirable effects for any TLS job. Despite this problem, the targets are recognized because the algorithm is robust and tolerates the low contrast. However, TLS manufacturers and users should perform more research on easily accessible highly absorbent and reflecting IR materials.
The "stratification" of coordinates in the Z-axis is probably related to the angular resolution of the scanner. However, the mean distance between data "strata" at 50 m is 3.7 mm, whereas the expected value for the nominal ±0.009
• angular resolution is almost exactly twice that: 7.8 mm. Conversely, the "strata" effect is undetectable in the XY plane, where angular resolution does not seem to take effect. The origin of this effect is unknown for us, but it may be related to errors and discretization in the range measurements.
Finally, Fig. 3 shows median uncertainty values as a function of the distance. It is easily confirmed that the confidence interval for 25 m is ±1.5 mm, and the uncertainty due to repeatability is in the range of 1-4 mm. The results in Fig. 3 are not perfectly aligned, particularly at distances of 5 and 20 m; however, the figure shows clearly that the uncertainty increases with the distance as global trend. The cause of the irregularities remains unknown. To clarify, it would be desirable to have data from other instruments.
Because the TLS manufacturer provides a nominal distance error of ±2 mm at 25 m, the uncertainty can be combined with the value of the absolute error. We believe that both data, i.e., error and repeatability uncertainty, should be part of the basic documentation of the TLS.
