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A SCALE-CRITICAL TRAPPED SURFACE FORMATION CRITERION:
A NEW PROOF VIA SIGNATURE FOR DECAY RATES
XINLIANG AN
Abstract. We provide a simple, self-contained proof of a trapped surface formation theorem that
sharpens the previous results both of Christodoulou and An-Luk. Our argument is based on a systematic
extension of the scale-critical arguments in An-Luk, to connect Christodoulou’s short-pulse method
and Klainerman-Rodnianski’s signature counting argument to the peeling properties previously used in
small-data results such as Klainerman-Nicolo. This in particular allows us to avoid elliptic estimates
and geometric renormalizations, and gives us our new technical simplifications.
1. Introduction
1.1. Background. In this paper, we study the evolution of Einstein vacuum equations
Ricµν = 0 (1.1)
for a (3+1) dimensional Lorentzian manifold (M, g).
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We will introduce coordinates u and u in (M, g) through a double null foliation1. With coordinates
u, u, characteristic initial data will be prescribed along incoming null hypersurface H0, where u = 0, and
outgoing null hypersurface Hu∞ , where u = u∞.
If the characteristic initial data are small enough, by Christodoulou-Klainerman’s monumental work
[11] we have completeness of all forward geodesics, which implies that no singularity would form in the
light gray region above. On the other hand, if the initial data are large, in their domain of influence (gray
region above) a geometric object, trapped surface2, may form dynamically. In 1965, Penrose proved the
celebrated incompleteness theorem:
Theorem 1.1. (Penrose [29])
For spacetime (M, g) containing a non-compact Cauchy hypersurface and g satisfying (1.1), if M
contains a compact trapped surface, then it is future causally geodesically incomplete.
Therefore, in this setting, proving singularity formation in general relativity is transferred into deriving
trapped surface formation. And it is crucial to design initial data prescribed along H0 and Hu∞ . In order
to form a trapped surface, according to stability of Minkowski, the initial data picked cannot be small.
Moreover we cannot prescribe spherically symmetric data along both H0 and Hu∞ either. This is due
to a classic theorem of Birkhoff: spherically symmetric Einstein vacuum spacetimes must be either (flat)
Date: January 13, 2020.
1The detailed construction of double null foliation will be explained in Section 2.1.
2A 2-surface is called a trapped surface if its area element is infinitesimally decreasing along both families of null geodesics
emanating from the surface
1
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Minkowskian3 4 or (static) Schwarzschild5 metrics. Hence, large and non-spherically symmetric initial
data are required. At the same time, solving (1.1) with large initial data is really hard. For general
large data problem, for the evolution of Einstein vacuum equations, we only have local existence result.
However, forming a trapped surface at a later time requires a mathematical result beyond local existence.
These render the problem of trapped surface formation to be a really hard one. And it was open for a
long time.
In 2008, Christodoulou solved this long-standing open problem with a 587-page monumental work [10].
He designed an open set of large initial data, which have a special structure, called short pulse ansatz. In
particular, this ansatz allows one to consider a hierarchy of large and small quantities, parametrized by a
small parameter δ. For initial data these quantities behave differently, being of various sizes in term of δ.
And their sizes form a hierarchy. But for each quantity, surprisingly, its size is almost preserved by the
nonlinear evolution. Therefore, once this hierarchy is designed for initial data, it remains for later time.
With this philosophy, despite being a large data problem, a long time global existence theorem can be
established. Moreover, these initial conditions indeed lead to trapped-surface formation in the future of
the characteristic initial data prescribed along H0 and Hu∞ .
Einstein vacuum equations are a nonlinear hyperbolic system, containing many unknowns. Christodoulou
controlled all of them term by term. Later, two systematical approaches by Klainerman-Rodnianski [21]
and An [1] were provided to simplify Christodoulou’s main result in [10]. In [21], an index s1 called sig-
nature for short pulse is introduced. With this index, Klainerman and Rodnianski systematically tracked
the δ-weights used in the estimates. And they gave a simplified and shorter proof of δ-hierarchy’s almost
preserving in a finite region. In [10], besides δ-weights, Christodoulou also employed weights related
to decay and prove his main theorem that a trapped surface could form dynamically with initial data
prescribed arbitrary dispersed at past null infinity. In [1], An introduced a new index s2 called signature
for decay rates. With the help of this new index, An extended Klainerman and Rodnianski’s result [21]
from a finite region to an infinite region and re-proved Christodoulou’s main theorem in [10] with around
120 pages. The proof in [1] is still quite long because of:
• Obstruction I: Even with the systematical approach as in [21], there are still a few anomalous
terms in δ-weights. To deal with δ-anomaly, it takes some pages. Moreover, the δ-anomaly would
be more severe when using more angular derivatives. Hence in [21] Klainerman and Rodnianski
tried to use the least amount of angular derivatives and they didn’t use angular derives with
order higher than 2.
• Obstruction II: In [1], An wanted to re-prove the main result in [10] with the same amount of
angular derivatives used in Christodoulou’s proof. In both [10] and [1], two angular derivatives
of curvature components are employed. For energy estimates with such limited angular derives,
to avoid losing of derivatives we have to go through an additional technical-and-difficult section
elliptic estimates for the third derivatives of Ricci coefficients. This also prolongs the proof.
In this paper, we find new ways to avoid both obstructions:
1.2. New Ingredients.
(1) In Einstein vacuum spacetimes, peeling ties conformal compactification and plays an important
role in small data problems (see [16] and reference therein). In this paper, via systematically
capturing peeling properties with signature for decay rates s2, we find that peeling would also be
vital for problems in large data regime.
(2) In all preceding works, a colored region on the left in the below is considered, where δ is a small
positive parameter and all a priori estimates are established with δ and |u| weights. For example,
for geometric quantities χˆ, ρ (to be defined in Section 1.5) we have
‖χˆ‖L∞(Su,u) ≤
δ−
1
2
|u|
in [10, 21], and ‖ρ‖L∞(Su,u) ≤
δa
|u|3
in [5].
3Metric of Minkowskian spacetime in spherical coordinates: gM = −dt
2 + dr2 + r2(dθ2 + sin θ2dφ2).
4Metric of Minkowskian spacetime in stereographic coordinates: gM = −dt
2+ dr2+ 4r
4
(r2+θ21+θ
2
2)
2 (dθ
2
1 + dθ
2
2). In Section
8, we will do a scaling argument in stereographic coordinates.
5Metric of Schwarzschild spacetime: gS = −(1−
2M
r
)dt2 +(1 − 2M
r
)−1dr2 + r2(dθ2 +sin θ2dφ2). Here M is a constant.
In gS all metric components are independent of t, Schwarzschild spacetime is static, i.e. not changing with t.
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In this paper, with a large positive universal number a, we consider a different spacetime region
(the colored region on the right). And for the characteristic initial data, we construct a new
hierarchy based on geometric peeling properties: we design new weighted norms, and the weights
are only depending on index s2 (signature for decay rates), which was introduced by An in [1].
Since we don’t use parameter δ, we don’t need the index s1 (signature for short-pulse) any more.
With these new norms and new approach, we can avoid all the δ-anomaly. (This overcomes
Obstruction I.)
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(3) In this paper, we also employ and generalize a direct method introduced in [14] and used in [1]
and other papers for deriving energy estimates. The direct method is based on pairing second
Bianchi equationsD[ιRντ ]ϕλ = 0, putting suitable weight for each equation, and doing integration
by parts to cancel the borderline terms.6 This approach works well even for higher order energy
estimates for Einstein vacuum equations, since potential borderline terms are cancelled and there
is no new type of borderline term popping up. In this paper, we adopt and generalize this method
and give a systematical approach for deriving energy estimates with angular derivatives of any
(high) order. This enables us to use Sobolev’s inequality directly. We avoid all technical and long
calculations for elliptic estimates. (This overcomes Obstruction II.)
Remark 1. In [4] we are extending the method and result of this paper to the Einstein-Maxwell
system. And there we notice that, even for Einstein-Maxwell system, the additional elliptic-
estimate part cannot be avoided. The simplification of avoiding elliptic estimates in this paper
is because of the special Ricci-flat structures of Einstein vacuum equations.
(4) In both [21] and [1], the following Ho¨lder’s inequality in scale invariant norms is crucial.
‖φ1 · φ2‖L2sc(Su,u) ≤
δ
1
2
|u|
‖φ1‖L∞sc(S)‖φ2‖L2sc(Su,u).
This inequality tells us if all terms are normal (their scale invariant norms are of size 1), the
nonlinear terms are lower order compared with linear terms. Hence, in the proof we only need to
track the linear terms and few anomalous terms, which reduces the workload significantly. For
|u| ≥ 1, the smallness gained in above inequality is coming from δ being sufficient small.
While for here, when rewriting Ho¨lder’s inequality in the new scale invariant norms, we have (see
2.20)
‖φ1 · φ2‖L2sc(Su,u) ≤
1
|u|
‖φ1‖L∞sc(S)‖φ2‖L2sc(Su,u). (1.2)
For |u| ≥ a/4 and a being sufficiently large, the smallness gained in (1.2) is coming from |u|
weight. In another word, in the new spacetime region, the peeling property (encoded in scale
invariant norms through the signature for decay rates s2) provides the crucial gain of smallness.
And signature s2 captures the information of geometric peeling properties in a systematical way.
Putting all the ingredients together, in Section 2-Section 7 we obtain a very direct and short
(self-contained) proof, showing that a trapped surface (S−a/4,1) could form in evolution.The new
6The classic approach to deriving energy estimates with Bel-Robinson tensors as in [10] and [21] is avoid, since for higher
order energy estimates there are many more terms (including borderline terms) from deformation tensors would appear.
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ansatz and hierarchies designed in this paper are interesting extensions of the established short-
pulse method.
(5) The results above are also related to a scale-critical theorem near the center. In Section 8
we observe a new coordinate transformation (rescaling). Under this rescaling, we establish a
correspondence between the following two regions:
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We can translate mathematical results in one picture (left) into the other (right). Since all the
estimates derived in Section 2-Section 7 are uniform for u∞, in the right picture we could keep δ
and let u∞ → −∞, which gives a scale-critical trapped surface formation criterion from past null
infinity. Here S−δa/4, δ is a tiny trapped surface formed with radius δa. This is the (sharp) scale
critical extension of Christodoulou’s monumental work [10]. If we let a = δ−1, we then recover
Christodoulou’s main theorem in [10].
(6) In [5], there are three parameters {a, b, δ} satisfying 1 ≪ b ≤ a
1
2 ≤ δ−
1
2 . With renormalization
techniques, in [5] An and Luk derived results scale-critical for δ and also sharp for a. If we let
b = a
1
2 , in Section 8.3 we will see that by using signature s2 (peeling property), the new approach
in this paper would not only systematically sharpen a priori estimates obtained by An-Luk in [5],
but also it avoids the technical geometric renormalizations in [5] completely. This paper serves as
a more intrinsic and more concise reproof and extension of [5] (assuming b = a
1
2 ).
For a note on the development of this direction, by designing and employing a different hierar-
chy, in [5] An and Luk improved [10] and proved the first scale-critical result for Einstein vacuum
equations. With the same small parameter δ, with relatively larger initial data Christodoulou
formed a trapped surface of radius 1; while with much smaller initial data An and Luk formed a
trapped surface of radius δa, where a is a universal large constant like 1000.7 An and Luk want to
form a tiny trapped surface with radius δa, hence they have to deal with the region very close to
the center. In this region all the geometric quantities have growth rates. To bounded these growth
rates, they employed weighted estimates as well as several crucial geometric renormalizations.
Since [5] is scale critical, one can keep a as a universal constant and let δ → 0. Hence a series
of trapped surfaces (with radius shrinking to 0) are obtained. In [2], An further explored this
idea. Together with an elliptic approach to identify the boundary, An showed that a whole black
hole region could emerge dynamically from just a “point” O in the spacetime. For an open set
of initial data, this boundary (apparent horizon) is proved to be smooth and spacelike except at
O. The second law of black hole mechanics is further verified and a conjecture of Ashtekar was
proved in [2].
(7) Since An-Luk only dealed with finite spacetime regions in [5], the main result (Theorem 1.4) in
this paper could also be viewed as an extension of [5]. (There is another way to extend An-Luk
[5] by doing a rescaling. In Section 9 we outline that approach and make the comparison.)
In summary, the approach in this paper synthesizes new ideas outlined above and captures the geo-
metric structures of Einstein vacuum equations in a systematical way via signature for decay rates s2.
7Letting a = δ−1, in a finite region they recover Christodoulou’s main result of [10].
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The intrinsic8 peeling property plays a crucial role! Now the new proof of trapped surface formation is
self-contained and is less than 50 pages. It simplifies and extends Christodoulou’s monumental work [10]
to a (sharp) scale-critical result. It gives another proof, a systematical improvement and an extension of
one of the main conclusions in [5] by An-Luk. It also has a few very interesting applications [3].
1.3. Other Related Results. Besides the results described above, many other improvement or exten-
sions of [10] have also been achieved.
In [10], Christodoulou required both a homogenous upper and a homogenous lower bound for his short-
pulse initial data. The upper bound ensures the semi-global existence of Einstein vacuum equations up to
the region, where a trapped surface is about to emerge. The homogenous lower bound is used to confirm
trapped-surface formation. With the same initial data upper bound as in [10], in [17] Klainerman, Luk
and Rodnianski relaxed the lower bound requirement vastly. They replaced inf by sup and obtained a
remarkable anisotropic result.
For Einstein vacuum equations, interested readers are also referred to [12, 22, 24, 28, 31] and references
therein. For Einstein equations coupled with matter, Yu [32, 33] extended the result of [21] and obtained
similar results for Einstein-Maxwell system with signature for short-pulse. In a recent paper [23] by Li
and Liu, they studied Einstein-scalar field system and an almost scale-critical trapped surface formation
criterion is achieved.
Next, we start to explain the physical intuition behind trapped surface formation.
1.4. Heuristic Argument. We consider a spacetime region foliated by incoming and outgoing null
hypersurfaces, i.e. Hu and Hu, respectively. Here Hu and Hu are level sets of two optical functions,
which satisfy
gµν∂µu∂νu = 0, and g
µν∂µu∂νu = 0.
For the colored region, we have u∞ ≤ u ≤ −a/4 < 0 and 0 ≤ u ≤ 1. Here each point (Su,u = Hu ∩Hu)
in the Penrose’s diagram is corresponding to a 2-sphere.
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Let e3 and e4 be null vectors and be tangent to
each Hu and Hu, respectively. Moreover, we require
g(e3, e4) = −2. These {e3, e4} are called a null pair.
On each Su,u, we also define {eA, eB}A,B=1,2 an
arbitrary tangent frame on it.
We then define null second fundamental forms χAB,
χ
AB
associated with Su,u:
χAB := g(DeAe4, eB), χAB := g(DeAe3, eB).
We further decompose χAB and χAB into trace part trχ, trχ and traceless part χˆAB, χˆAB:
χAB =
1
2
trχ · γAB + χˆAB, χAB =
1
2
trχ · γAB + χˆAB,
where γAB is the induced metric on Su,u.
A trapped surface is a 2-sphere, of which both null expansions are negative, i.e.
trχ < 0 and trχ < 0 hold pointwisely on Su,u.
We will prescribe Minkowkian data along H0, i.e. each Su,0 is a standard 2-sphere embedded in
Minkowski spacetime with radius |u|. For Minkowskian data, we have
trχ(u, 0) =
2
|u|
, trχ(u, 0) = −
2
|u|
.
8It comes from spacetime conformal compactification. See [16].
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It is easy to show that trχ is always negative: for initial data along Hu∞ , we have trχ(u∞, u) =
−2/|u∞|+ l.o.t.
9 < 0. Moreover trχ is decreasing along e3 direction
∇3trχ = −
1
2
(trχ)2 − |χˆ|2 + l.o.t.,
this implies trχ < 0 in the whole colored region.
For χ, from Ric44 = 0, we have two transport equations:
∇4trχ+
1
2
(trχ)2 = −|χˆ|2 + l.o.t., (1.3)
and
∇3χˆ+
1
2
trχχˆ = l.o.t.. (1.4)
Using ∇4trχ ≤ −|χˆ|
2, we have
trχ(u, u) ≤ trχ(u, 0)−
∫ u
0
|χˆ|2(u, u′)du′ =
2
|u|
−
∫ u
0
|χˆ|2(u, u′)du′.
With the derived fact trχ = −2/|u|+ l.o.t., (1.4) would imply
|u|2|χˆ|2(u, u) = |u∞|
2|χˆ|2(u∞, u) + l.o.t.
These imply that along H−a/4
trχ(−
1
4
a, u) ≤trχ(−
1
4
a, 0)−
∫ u
0
|χˆ|2(−
1
4
a, u′)du′ + l.o.t.
=
2
| 14a|
−
|u∞|
2
| 14a|
2
∫ u
0
|χˆ|2(u∞, u
′)du′ + l.o.t.
(1.5)
If we choose χˆ(u∞, u) along Hu∞ such that
‖χˆ‖L∞(Su∞,u) ≈
a
1
2
|u∞|
, and |u∞|
2
∫ 1
0
|χˆ|2(u∞, u
′)du′ ≥ a. (1.6)
Then from (1.5) we arrive at
trχ(−
1
4
a, 1) ≤
2
| 14a|
−
|u∞|
2
| 14a|
2
∫ 1
0
|χˆ|2(u∞, u
′)du′ + l.o.t. <
8
a
−
16
a
+ l.o.t. < 0.
Hence, S−a/4,1 is a trapped surface.
Remark 2. In the argument above, choosing χˆ which satisfies (1.6) is crucial. We make the following
choice
|χˆ|(u∞, u) ≈ a
1
2 /|u∞|, (1.7)
which will provide a new hierarchy (in terms of a and u) for all geometric components.
At the same time, to rigorously verify this heuristic argument, we need to overcome two main difficul-
ties:
(1) We need to make sure that all lower order terms listed above are truly negligible compared with
main terms. Since Einstein vacuum equations are a coupled system of many geometric quantities,
this requires detailed understandings of nonlinear interaction of all geometric quantities.
(2) We need to prove a global-existence theorem in the large data regime. The physical intuition
behind is that focusing of gravitational waves leads to trapped-surface formation. With arbitrary
dispersed data at past null infinity, we need to ensure that the gravitational radiation can go
sufficiently far inside from past null infinity. From PDE point of view, this means to establish a
global existence result for Einstein vacuum equations (1.1) with no symmetric assumption. This
will be a large data problem for an energy super-critical hyperbolic system.
In the below we outline an approach, which overcomes these two difficulties.
9In this article, we use l.o.t. to mean lower order terms.
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1.5. Geometric Quantities and Signature for Decay Rates. In our dynamical spacetime, different
curvature components and Ricci coefficients would behave distinguishingly. We hence decompose them
with respect to a null frame e3, e4 and a frame e1, e2 tangent to the 2-sphere Su,u.
Denote the indices A,B to be 1, 2. With frames {e3, e4, eA, eB}, we define the (null) curvature com-
ponents:
αAB = R(eA, e4, eB, e4), αAB = R(eA, e3, eB, e3),
βA =
1
2
R(eA, e4, e3, e4), βA =
1
2
R(eA, e3, e3, e4),
ρ =
1
4
R(e4, e3, e4, e3), σ =
1
4
∗R(e4, e3, e4, e3).
(1.8)
Here ∗R is the Hodge dual of R.
Denote DA := DeA . We define Ricci coefficients:
χAB = g(DAe4, eB), χAB = g(DAe3, eB),
ηA = −
1
2
g(D3eA, e4), ηA = −
1
2
g(D4eA, e3),
ω = −
1
4
g(D4e3, e4), ω = −
1
4
g(D3e4, e3),
ζA =
1
2
g(DAe4, e3),
(1.9)
We further decompose χ and χ into trace and traceless part. Denote χˆAB and χˆAB are the traceless part
of χAB and χAB respectively.
To capture the information of their behaviours, to each φ ∈ {α, β, ρ, σ, β, α, χ, χ, ζ, η, η, ω, ω} we assign
a number called signatures s2(φ) to it. The rule is the following:
s2(φ) := 0 ·N4(φ) + 0.5 ·NA(φ) + 1 ·N3(φ)− 1. (1.10)
Here N4(φ) is the number of times e4 appears in the definition of φ. Similarly we define N3(φ) and NA(φ)
where A = 1, 2.
For example, in the definition for η
A
= − 12g(D4eA, e3), we have one e4, one eA and one e3. Hence
N4(ηA) = 1, NA(ηA) = 1, N3(ηA) = 1.
According to (1.10), η
A
has signature
s2(ηA) = 0 · 1 + 0.5 · 1 + 1 · 1− 1 = 0.5.
Similarly, for χAB = g(DAe4, eB) we have
N4(χAB) = 1, NA(χAB) = 2, N3(χAB) = 0.
Hence (1.10) implies
s2(χAB) = 0 · 1 + 0.5 · 2 + 1 · 0− 1 = 0.
Gather these signatures, we have the signature table:
α β ρ σ β α χ ω ζ η η trχ χˆ ω
s2 0 0.5 1 1 1.5 2 0 0 0.5 0.5 0.5 1 1 1
Based on signature s2(φ), we then define scale invariant norms :
‖φ‖L∞sc(Su,u) :=a
−s2(φ)|u|2s2(φ)+1‖φ‖L∞(Su,u),
‖φ‖L2sc(Su,u) :=a
−s2(φ)|u|2s2(φ)‖φ‖L2(Su,u).
(1.11)
Remark 3. A main reason for using scale invariant norms is that for most geometric quantities φ, we
will show that ‖φ‖L∞sc(Su,u) and ‖φ‖L2sc(Su,u) are of size 1. Later we call these φ normal terms. Through
the definitions in (1.11), the a-weights and u-weights are naturally built in the norms. Furthermore, one
important identity holds for nonlinear interactions. From the definition of signature10, we have
s2(φ1 · φ2) = s2(φ1) + s2(φ2).
With it, we could rewrite Ho¨lder’s inequality in scale invariant norms and obtain
10More details will be provided in Section 2.5.
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‖φ1 · φ2‖L2sc(Su,u) ≤
1
|u|
‖φ1‖L∞sc(Su,u)‖φ2‖L2sc(Su,u).
In the spacetime region studied, we have 1/|u| ≤ 1/a
1
2 ≪ 1. Since a is a large universal number, the
above inequality tells us, if all the terms are normal, then the nonlinear interactions can be treated as
lower order terms. Therefore, only rare anomalous terms are left for further analysis.
Remark 4. Using signature s2 will also help a lot in deriving (higher order) energy estimates, which are
the core of the global existence result.
1.6. Main Results. In Sections 3-6 we will first derive
Theorem 1.2. (An Existence Result near Past Null Infinity)
H u
∞
(u
=
u∞
)
H−
a
4
H
1 (u
=
1)H
0 (u
=
0)
e 4
e
3
Given I(0), there exists a sufficiently large a0 = a0(I
(0)). For
0 < a0 < a, with initial data:
•
∑
i≤10,k≤3 a
− 12 ‖∇k4(|u∞|∇)
iχˆ0‖L∞(Su∞,u) ≤ I
(0)
along u = u∞,
• Minkowskian initial data along u = 0,
Einstein vacuum equations (1.1) admit a unique smooth solution
in the colored region:
u∞ ≤ u ≤ −a/4, 0 ≤ u ≤ 1.
We then verify the heuristic argument with estimates derived in Sections 3-6. In Section 7, we prove
Theorem 1.3. (Formation of Trapped Surfaces)
H u
∞
(u
=
u∞
)
H−
a
4
H
1 (u
=
1)H
0 (u
=
0)
e 4
e
3
Given I(0), there exists a sufficiently large a0 = a0(I
(0)). For
0 < a0 < a, solving Einstein vacuum equations (1.1) with initial
data:
•
∑
i≤10,k≤3 a
− 12 ‖∇k4(|u∞|∇)
iχˆ0‖L∞(Su∞,u) ≤ I
(0)
along u = u∞,
• Minkowskian initial data along u = 0,
•
∫ 1
0
|u∞|
2|χˆ0|
2(u∞, u
′)du′ ≥ a for every direction
along u = u∞,
we have that S−a/4,1 is a trapped surface.
In Section 8, we will describe a new coordinate transformation. With it we convert above results into
our main conclusion
Theorem 1.4. (A Scale-Critical Trapped Surface Formation Criterion from Past Null Infinity)
H u
∞
(u
=
u∞
)
H −
δ
a
4
H
δ (u
=
δ)H
0 (u
=
0)
e 4
e
3
Given I(0), for fixed δ there exists a sufficiently large a0 = a0(I
(0), δ).
For 0 < a0 < a, solving Einstein vacuum equations (1.1) with initial
data:
•
∑
i≤10,k≤3 a
− 12 ‖(δ∇4)
k(|u∞|∇)
iχˆ0‖L∞(Su∞,u) ≤ I
(0)
along u = u∞,
• Minkowskian initial data along u = 0,
•
∫ δ
0 |u∞|
2|χˆ0|
2(u∞, u
′)du′ ≥ δa for every direction
along u = u∞,
we have that S−δa/4,δ is a trapped surface.
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Remark 5. Theorem 1.4 is an extension of An-Luk [5] to allow characteristic initial data prescribed
at very far away (at u = u∞). At the same time, Theorem 1.4 could also be viewed as a scale-critical
extension of Christodoulou [10].
In Theorem 1.4, if we further choose a = 4c · δ−1, where 0 < c ≤ 1 being of size 1, we then have
Corollary 1.5. (Recovery of Christodoulou’s monumental work [10])
H u
∞
(u
=
u∞
)
H−
c
H
δ (u
=
δ)H
0 (u
=
0)
e 4
e
3
Given I(0) and constant c (where 0 < c ≤ 1 being of size 1), there
exists a sufficiently small δ0 = δ0(I
(0), c). For 0 < δ < δ0 ≪ c,
solving Einstein vacuum equations (1.1) with initial data:
•
∑
i≤10,k≤3 δ
1
2 ‖(δ∇4)
k(|u∞|∇)
iχˆ0‖L∞(Su∞,u) ≤ I
(0)
along u = u∞,
• Minkowskian initial data along u = 0,
•
∫ δ
0
|u∞|
2|χˆ0|
2(u∞, u
′)du′ ≥ 4c for every direction
along u = u∞,
we have that S−c,δ is a trapped surface.
Note: we could also obtain a priori bounds that are in line with [10] by Christodoulou.
2. Setting, Equations and Notations
2.1. Double Null Foliation. We construct a double null foliation in a neighborhood of Su∞,0 as follows:
H u
∞
(u
=
u∞
)
H
1 (u
=
1)
H
0 (u
=
0)
H u
L
′
L
′
L ′
L ′
Starting from a point p on 2-sphere Su∞,0, in 2-
dimensional T⊥p Su∞,0, we could find two future-directed
vectors L′p, L
′
p such that
g(L′p, L
′
p) = 0, g(L
′
p, L
′
p) = 0, g(L
′
p, L
′
p) = −2.
a
Based on p and along L′p direction, a unique geodesic lp is
sent out. We extend L′ along lp such that DL′L
′ = 0. We
then have lp is null. This is because g(L
′
p, L
′
p) = 0 and
L′(g(L′, L′)) = 2g(DL′L
′, L′) = 0.
We hence have g(L′, L′) = 0 along lp. Gathering all the
{lp} together, we then have an outgoing null hypersurface
called Hu∞ . Similarly, we obtain the incoming null
hypersurface H0 emitting from Su∞,0.
Note that, by above construction, for each point q on
Hu∞ or H0, in TqHu∞ or TqH0, there is the preferred
null vector L′q or L
′
q associated with q.
a {L′p, L
′
p} are uniquely determined up to a scaling factor λ > 0:
{L′p, L
′
p} → {λL
′
p, λ
−1L′p}.
We define function Ω to be 1 on Su∞,0 and extend Ω as a continuous function along Hu∞ and H0.
11
We consider vector fields
L = Ω2L′ along Hu∞ , and L = Ω
2L′ along H0,
and define functions
u on Hu∞ satisfying Lu = 1 and u = 0 on Su∞,0,
u on H0 satisfying Lu = 1 and u = u∞ on Su∞,0.
Let Su∞,u′ be the embedded 2-surface on Hu∞ , such that u = u
′. Similarly, define Su′,0 to be the
embedded 2-surface on H0, such that u = u
′.
11For a general double null foliation, we have the gauge freedom of choosing how to extend Ω along Hu∞ and H0. In
this paper, we extend Ω ≡ 1 on both Hu∞ and H0.
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At each point q on 2-surface Su∞,u′ , we already have the preferred outgoing null vector L
′
q tangent to
Hu∞ . Hence, at q we can also fix a unique incoming null vector L
′
q via requiring
g(L′q, L
′
q) = 0 and g(L
′
q, L
′
q) = −2Ω
−2|q.
There exists a unique geodesic lq emitting from q with direction L
′. We then extend L′ along lq through
DL′L
′ = 0. Gathering all the {lq} for q ∈ Su∞,u′ , we have constructed the incoming null hypersurface
Hu′ emitting from Su∞,u′ . Similarly, from Su′,0 we also construct the outgoing null hypersurface Hu′ .
We further define 2-sphere Su′,u′ := Hu′ ∩Hu′ .
At each point p of Su′,u′ , we define positive-valued function Ω via
g(L′p, L
′
p) =: −2Ω
−2|p. (2.1)
Note L′p is well-defined on Hu′ , along an outgoing null geodesic l passing through p; L
′
p is also well-defined
on Hu′ , along an incoming null geodesic l crossing p.
These 3-dimensional incoming null hypersurfaces {Hu′}0≤u′≤1 and outgoing null hypersurfaces {Hu′}u∞≤u′≤−a/4
together with their intersections Su′,u′ = Hu′ ∩Hu′ give us the so called double null foliation.
On Su,u, by (2.1) we have g(L
′, L′) = −2Ω−2. Thus, g(ΩL′,ΩL′) = −2. Throughout this paper we
will work with the normalized null pair (e3, e4):
e3 := ΩL
′, e4 := ΩL
′, and g(e3, e4) = −2.
Moreover, for the characteristic initial data, we choose the following gauge:
Ω ≡ 1 on Hu∞ and H0.
Remark 6. Functions u and u defined above also satisfy the eikonal equations
gµν∂µu∂νu = 0, g
µν∂µu∂νu = 0.
And it is straight forward to check
L′µ = −2gµν∂νu, L
′µ = −2gµν∂νu, Lu = 1, Lu = 1.
Here L := Ω2L′, L := Ω2L′ are also called equivariant vector fields.
2.2. The Coordinate System. We will use a coordinate system (u, u, θ1, θ2). Here u and u are defined
above. To get (θ1, θ2) for each point on Su,u, we follow the approach in Chapter 1 of [10]: we first define
a coordinate system (θ1, θ2) on Su∞,0. Since Su∞,0 is the standard 2-sphere in Minkowskian spacetime,
here we use the coordinates of stereographic projection. Then we extend this coordinate system to H0
by requiring
L/ Lθ
A = 0 on H0.
12
Here L/ L is the restriction of the Lie derivative to TSu,u. In another word, given a point p on Su∞,0,
assuming lp is the incoming null geodesics on H0 emitting from p, then all the points along lp have
the same angular coordinate (θ1, θ2). We further extend this coordinate system from H0 to the whole
spacetime under requirement
L/ Lθ
A = 0,
i.e. all the points along the same outgoing null geodesics (along L) on Hu have the same angular
coordinate. We hence have established a coordinate system in a neighborhood of Su∞,0. With this
coordinate system, we can rewrite e3 and e4 as
e3 = Ω
−1
(
∂
∂u
+ dA
∂
∂θA
)
, e4 = Ω
−1 ∂
∂u
.
And the Lorentzian metric g takes the form
g = −2Ω2(du⊗ du + du⊗ du) + γAB(dθ
A − dAdu)⊗ (dθB − dBdu). (2.2)
We require dA to satisfy dA = 0 on H0.
12On H0, we have Ω = 1 and L/Lθ
A = ∂
∂u
θA.
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2.3. Equations. We then decompose curvature components and Ricci coefficients with respect to null
frames e3, e4 and frames e1, e2 tangent to the 2-sphere Su,u. Denote the indices A,B to be 1, 2. With
frame {e3, e4, eA, eB}, we define null curvature components:
αAB = R(eA, e4, eB, e4), αAB = R(eA, e3, eB, e3),
βA =
1
2
R(eA, e4, e3, e4), βA =
1
2
R(eA, e3, e3, e4),
ρ =
1
4
R(e4, e3, e4, e3), σ =
1
4
∗R(e4, e3, e4, e3).
(2.3)
Here ∗R stands for the Hodge dual of R. Denote DA := DeA . We define Ricci coefficients:
χAB = g(DAe4, eB), χAB = g(DAe3, eB),
ηA = −
1
2
g(D3eA, e4), ηA = −
1
2
g(D4eA, e3),
ω = −
1
4
g(D4e3, e4), ω = −
1
4
g(D3e4, e3),
ζA =
1
2
g(DAe4, e3).
(2.4)
Let γAB be the induced metric on Su,u, we further decompose χ, χ into
χAB =
1
2
trχ · γAB + χˆAB, χAB =
1
2
trχ · γAB + χˆAB.
Here χˆAB and χˆAB are the corresponding traceless parts.
Denote ∇ to be the induced covariant derivative operator on Su,u. And let ∇3 and ∇4 to be the
projections of covariant derivatives D3 and D4 to Su,u. By the definitions of Ricci coefficients, one can
verify:
ω = −
1
2
∇4(logΩ), ω = −
1
2
∇3(log Ω),
ηA = ζA +∇A(log Ω), ηA = −ζA +∇A(logΩ).
(2.5)
We then define several different contractions between tensors. Let
(φ(1)⊗̂φ(2))AB := φ
(1)
A φ
(2)
B + φ
(1)
B φ
(2)
A − γAB(φ
(1) · φ(2)) for one forms φ
(1)
A , φ
(2)
A ,
(φ(1) ∧ φ(2))AB := ǫ/
AB(γ−1)CDφ
(1)
ACφ
(2)
BD for symmetric 2-tensors φ
(1)
AB, φ
(2)
AB.
Here ǫ/ is the volume form associated to the metric γ. For simplicity, we employ φ(1) · φ(2) to represent
an arbitrary contraction of the tensor product of φ(1) and φ(2) with respect to the metric γ. We also use
div , curl and tr operators. For totally symmetric tensors, define these operators by
(div φ)A1...Ar := ∇
BφBA1...Ar ,
(curl φ)A1...Ar := ǫ/
BC∇BφCA1...Ar ,
(trφ)A1...Ar−1 := (γ
−1)BCφBCA1...Ar−1.
We also define by ∗ for 1-forms and symmetric 2-tensors respectively as follows (note that on 1-forms this
is the Hodge dual on Su,u):
∗φA := γACǫ/
CBφB ,
∗φAB := γBDǫ/
DCφAC .
And define the operator ∇⊗̂ on a 1-form φA by
(∇⊗̂φ)AB := ∇AφB +∇BφA − γABdiv φ.
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We are ready to state the transport equations for curvature components and Ricci coefficients. Rewrite
the second Bianchi equations D[ιRντ ]ϕλ = 0 with null frames, we arrive at
∇3α+
1
2
trχα = ∇⊗̂β + 4ωα− 3(χˆρ+∗ χˆσ) + (ζ + 4η)⊗̂β,
∇4β + 2trχβ = div α− 2ωβ + ηα,
∇3β + trχβ = ∇ρ+ 2ωβ +
∗ ∇σ + 2χˆ · β + 3(ηρ+∗ ησ),
∇4σ +
3
2
trχσ = −div ∗β +
1
2
χˆ ·∗ α− ζ ·∗ β − 2η ·∗ β,
∇3σ +
3
2
trχσ = −div ∗β +
1
2
χˆ ·∗ α− ζ ·∗ β − 2η ·∗ β,
∇4ρ+
3
2
trχρ = div β −
1
2
χˆ · α+ ζ · β + 2η · β,
∇3ρ+
3
2
trχρ = −div β −
1
2
χˆ · α+ ζ · β − 2η · β,
∇4β + trχβ = −∇ρ+
∗ ∇σ + 2ωβ + 2χˆ · β − 3(ηρ−∗ ησ),
∇3β + 2trχβ = −div α− 2ωβ + η · α,
∇4α+
1
2
trχα = −∇⊗̂β + 4ωα− 3(χˆρ−∗ χˆσ) + (ζ − 4η)⊗̂β.
(2.6)
Here ∗ denotes the Hodge dual on Su,u. The above transport equations for curvature are called null
Bianchi equations.
We then rewrite Ricµν = 0 with null frames. For χ and χ we have
∇4trχ+
1
2
(trχ)2 = −|χˆ|2 − 2ωtrχ,
∇4χˆ+ trχχˆ = −2ωχˆ− α,
∇3trχ+
1
2
(trχ)2 = −2ωtrχ− |χˆ|2,
∇3χˆ+ trχ χˆ = −2ωχˆ− α,
∇4trχ+
1
2
trχtrχ = 2ωtrχ+ 2ρ− χˆ · χˆ+ 2div η + 2|η|2,
∇4χˆ+
1
2
trχχˆ = ∇⊗̂η + 2ωχˆ−
1
2
trχχˆ+ η⊗̂η,
∇3trχ+
1
2
trχtrχ = 2ωtrχ+ 2ρ− χˆ · χˆ+ 2div η + 2|η|2,
∇3χˆ+
1
2
trχχˆ = ∇⊗̂η + 2ωχˆ−
1
2
trχχˆ+ η⊗̂η.
(2.7)
For the remaining Ricci coefficients, we have
∇4η = −χ · (η − η)− β,
∇3η = −χ · (η − η) + β,
∇4ω = 2ωω +
3
4
|η − η|2 −
1
4
(η − η) · (η + η)−
1
8
|η + η|2 +
1
2
ρ,
∇3ω = 2ωω +
3
4
|η − η|2 +
1
4
(η − η) · (η + η)−
1
8
|η + η|2 +
1
2
ρ.
(2.8)
These above transport equations for Ricci coefficients are call null structure equations.
Remark 7. In this article, we will also need another form of equation ∇4trχ
∇4(trχ+
2
|u|
) +
1
2
trχ(trχ+
2
|u|
)
=
1
|u|
trχ−
4
|u|
ω + 2ω(trχ+
2
|u|
) + 2ρ− χˆ · χˆ+ 2div η + 2|η|2
=
1
2
(trχ+
2
|u|
)trχ−
1
2
trχtrχ+ 2trχω + 2ρ− χˆ · χˆ+ 2div η + 2|η|2,
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and another form of ∇3trχ
∇3(trχ+
2
|u|
) + trχ(trχ+
2
|u|
) =
2
|u|2
(Ω−1 − 1) +
1
2
(trχ+
2
|u|
)(trχ+
2
|u|
)− 2ωtrχ− |χˆ|2. (2.9)
When embedding Su,u into 4-dimensional spacetime, we have Gauss-Codazzi equations and in null
frames we have
div χˆ =
1
2
∇trχ−
1
2
(η − η) · (χˆ−
1
2
trχ · γ)− β,
div χˆ =
1
2
∇trχ+
1
2
(η − η) · (χˆ−
1
2
trχ · γ) + β,
curl η = −curl η = σ +
1
2
χˆ ∧ χˆ,
K = −ρ+
1
2
χˆ · χˆ−
1
4
trχtrχ.
(2.10)
Here K is Gaussian curvature of spheres Su,u.
2.4. Integration. Let U be a coordinate patch on Su,u. Denote pU to be the corresponding partition of
unity. For a function φ, we define its integration on Su,u, Hu and Hu via∫
Su,u
φ :=
∑
U
∫ ∞
−∞
∫ ∞
−∞
φ · pU ·
√
det γ dθ1dθ2, (2.11)
∫
H
(0,u)
u
φ :=
∑
U
∫ u
0
∫ ∞
−∞
∫ ∞
−∞
φ · 2pU · Ω ·
√
det γ dθ1dθ2du′,
∫
H
(u∞,u)
u
φ :=
∑
U
∫ u
u∞
∫ ∞
−∞
∫ ∞
−∞
φ · 2pU · Ω ·
√
det γ dθ1dθ2du′.
Let Du,u be the region u∞ ≤ u
′ ≤ u, 0 ≤ u′ ≤ u. We define the integration of φ in Du,u as∫
Du,u
φ :=
∑
U
∫ u
u∞
∫ u
0
∫ ∞
−∞
∫ ∞
−∞
φ · pU · Ω
2 ·
√
− det g dθ1dθ2du′du′.
We further define the Lp (1 ≤ p <∞) norms for an arbitrary tensorfield φ:
||φ||pLp(Su,u) :=
∫
Su,u
< φ, φ >p/2γ ,
||φ||pLp(Hu) :=
∫
Hu
< φ, φ >p/2γ ,
||φ||pLp(Hu)
:=
∫
Hu
< φ, φ >p/2γ .
When p =∞, we define the L∞ norm by
||φ||L∞(Su,u) := sup
θ∈Su,u
< φ, φ >1/2γ (θ).
We also employ mixed-type norms in this paper:
||φ||L2uL∞u Lp(Su,u) :=
(∫ 1
0
( sup
u∞≤u≤−
a
4
||φ||Lp(Su,u′))
2du′
) 1
2
,
||φ||L2uL∞u Lp(Su,u) :=
(∫ − a4
u∞
( sup
0≤u≤1
||φ||Lp(Su′,u))
2du′
) 1
2
.
Remark 8. In this paper the following Minkowski’s inequality will be used frequently:
||φ||L∞u L2uLp(Su,u) ≤ ||φ||L2uL∞u Lp(Su,u).
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2.5. Definition of Signatures. As explained in heuristics, we want to prescribe χˆ such that
|χˆ|(u∞, u) ≈
a
1
2
|u∞|
along Hu∞ .
Following the same procedures explained in details in Chapter 2 of [10], we obtain the following estimates
on Hu∞ :
|α| .
a
1
2
|u∞|
, |β| .
a
1
2
|u∞|2
, |ρ| .
a
|u∞|3
,
|σ| .
a
|u∞|3
, |β| .
a
|u∞|4
, |α| .
a
3
2
|u∞|5
,
|ω| .
1
|u∞|
, |trχ| .
1
|u∞|
, |η| .
a
1
2
|u∞|2
, |η| .
a
1
2
|u∞|2
,
|trχ−
2
u∞
| .
a
|u∞|3
.
1
|u∞|2
, |ω| .
a
|u∞|3
, |χˆ| .
a
1
2
|u∞|2
.
(2.12)
Note that near Su∞,0 all geometric quantities have decay rates and they obey peeling property (see [16]).
In PDE estimates, it will be hard to track these |u| and a weights term by term. We hope to design a
“scale invariant norm -L∞sc(Su,u)” with |u| and a weights built in, such that for most geometric quantities
φ, we have
‖φ‖L∞sc(Su,u) . 1.
To achieve this, first we need to find some connections between the definitions of various geometric
quantities in (2.3), (2.4) and the |u∞|-weights, a-weights listed above.
By relaxing the above estimate for β and α
from |β| .
a
|u∞|4
to |β| .
a
3
2
|u∞|4
,
from |α| .
a
3
2
|u∞|5
to |α| .
a2
|u∞|5
,
(2.13)
and keeping the other estimates for now, we find a systematical way to define L∞sc(Su,u).
We first introduce signature for decay rates : to φ ∈ {α, β, ρ, σ,K, β, α, χ, χ, ζ, η, η, ω, ω, γ}, we assign
signatures s2(φ) according to the rule:
s2(φ) := 0 ·N4(φ) +
1
2
·Na(φ) + 1 ·N3(φ) − 1.
N4(φ) is the number of times e4 appears in the definition of φ. Similarly we define N3(φ) and Na(φ)
where a = 1, 2. Following the definition, we then have the signature table
α β ρ σ K β α χ ω ζ η η trχ χˆ ω γ
s2 0 0.5 1 1 1 1.5 2 0 0 0.5 0.5 0.5 1 1 1 0
Remark 9. With above definition, we also have
s2(∇4φ) = s2(φ), s2(∇φ) = s2(φ) +
1
2
, s2(∇3φ) = s2(φ) + 1. (2.14)
2.6. Scale Invariant Norms. For any horizontal tensor-field φ with signature s2(φ), we further define
scale invariant norms on Su,u:
‖φ‖L∞sc(Su,u) :=a
−s2(φ)|u|2s2(φ)+1‖φ‖L∞(Su,u),
‖φ‖L2sc(Su,u) :=a
−s2(φ)|u|2s2(φ)‖φ‖L2(Su,u),
‖φ‖L1sc(Su,u) :=a
−s2(φ)|u|2s2(φ)−1‖φ‖L1(Su,u).
(2.15)
For convenience, along H
(0,u)
u and H
(u∞,u)
u we also define scale invariant norms along null hypersurfaces
‖φ‖2
L2sc(H
(0,u)
u )
:=
∫ u
0
‖φ‖2L2sc(Su,u′)du
′,
‖φ‖2
L2sc(H
(u∞,u)
u )
:=
∫ u
u∞
a
|u′|2
‖φ‖2L2sc(Su′,u)du
′.
(2.16)
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Remark 10. Let φ ∈ {β, ρ, σ, β, α, trχ, trχ+ 2|u| , η, η, ω, ω}. After relaxing estimates for β, α as in (2.13),
along Hu∞ , (2.12) could be rewritten in scale invariant norms
1
a
1
2
‖χˆ‖L∞sc(Su∞,u) +
a
1
2
|u∞|
‖χˆ‖L∞sc(Su∞,u) +
a
|u∞|2
‖trχ‖L∞sc(Su∞,u)
+
1
a
1
2
‖α‖L∞sc(Su∞,u) + ‖φ‖L∞sc(Su∞,u) ≤ 1.
(2.17)
For most geometric terms, their scale invariant norms are of size 1. But for χˆ and α it requires an
additional smallness 1/a
1
2 , for χˆ it requires an additional smallness a
1
2 /|u∞| and for trχ it requires an
additional smallness a/|u∞|
2. We hence call χˆ, χˆ, trχ, α anomalous terms.
2.7. Conservation of Signatures. A key property of signature s2 is that the induced metric γab on
Su,u satisfies s2(γab) = 0. This ensures signature conservation:
s2(φ1 · φ2) = s2(φ1) + s2(φ2). (2.18)
For example, we have one of the null structure equations
∇3ω = 2ωω +
3
4
|η − η|2 +
1
4
(η − η) · (η + η)−
1
8
|η + η|2 +
1
2
ρ. (2.19)
From signature table and (2.14), it can be read that all the nonlinear terms and linear terms have the
same signature s2, that is 1:
s2(ωω) = s2(ω) + s2(ω) = 0 + 1 = 1, s2(η · η) = s2(η) + s2(η) =
1
2
+
1
2
= 1,
s2(η · η) = s2(η) + s2(η) =
1
2
+
1
2
= 1, s2(η · η) = s2(η) + s2(η) =
1
2
+
1
2
= 1,
s2(∇3ω) = s2(ω) + 1 = 0 + 1 = 1, s2(ρ) = 1.
This delightful fact is true not only for the equation of ∇3ω, but also true for all null structure equations,
null Bianchi equations and constrain equations 13. When using scale invariant norms, this key feature
enables us to treat all the terms on the right hand side of (2.19) as one term, since they share the same
signature s2.
Moreover, when using scale invariant norms to rewrite Ho¨lder’s inequalities, we get
2.8. Ho¨lder’s Inequality in Scale Invariant Norms.
‖φ1 · φ2‖L2sc(Su,u) ≤
1
|u|
‖φ1‖L∞sc(S)‖φ2‖L2sc(Su,u),
‖φ1 · φ2‖L1sc(Su,u) ≤
1
|u|
‖φ1‖L∞sc(Su,u)‖φ2‖L1sc(Su,u),
‖φ1 · φ2‖L1sc(Su,u) ≤
1
|u|
‖φ1‖L2sc(Su,u)‖φ2‖L2sc(Su,u).
(2.20)
Note in the region of study we have 1/|u| ≤ 4/a << 1. This means if all terms are normal, the nonlinear
terms in (2.19) or in other equations could be treated as lower order terms. This will simply the proof a
lot.
2.9. Norms. Here we define norms, which will be used throughout the paper.
Let
ψ˜ ∈ {ω, trχ, η, η, ω}, Ψ˜ ∈ {β, ρ, σ, β, α}, Ψ˜′ ∈ {ρ, σ, β, α}. (2.21)
We also denote t˜rχ := trχ+ 2|u| .
For 0 ≤ i ≤ 6, we define
Oi,∞(u, u) :=
1
a
1
2
‖(a
1
2∇)iχˆ‖L∞sc(Su,u) + ‖(a
1
2∇)iψ˜‖L∞sc(Su,u) +
a
1
2
|u|
‖(a
1
2∇)iχˆ‖L∞sc(Su,u)
+
a
|u|2
‖(a
1
2∇)itrχ‖L∞sc(Su,u) +
a
|u|
‖(a
1
2∇)it˜rχ‖L∞sc(Su,u),
(2.22)
Ri,∞(u, u) :=
1
a
1
2
‖(a
1
2∇)iα‖L∞sc(Su,u) + ‖(a
1
2∇)iΨ˜‖L∞sc(Su,u). (2.23)
13That’s because (1.1) is a geometric PDE system and it respects some natural scalings.
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For 0 ≤ i ≤ 10, we define
Oi,2(u, u) :=
1
a
1
2
‖(a
1
2∇)iχˆ‖L2sc(Su,u) + ‖(a
1
2∇)iψ˜‖L2sc(Su,u) +
a
1
2
|u|
‖(a
1
2∇)iχˆ‖L2sc(Su,u)
+
a
|u|2
‖(a
1
2∇)itrχ‖L2sc(Su,u) +
a
|u|
‖(a
1
2∇)i t˜rχ‖L2sc(Su,u).
(2.24)
For 0 ≤ i ≤ 9, we define
Ri,2(u, u) :=
1
a
1
2
‖(a
1
2∇)iα‖L2sc(Su,u) + ‖(a
1
2∇)iΨ˜‖L2sc(Su,u). (2.25)
For 0 ≤ i ≤ 10, we define
Ri(u, u) :=
1
a
1
2
‖(a
1
2∇)iα‖
L2sc(H
(0,u)
u )
+ ‖(a
1
2∇)iΨ˜‖
L2sc(H
(0,u)
u )
, (2.26)
Ri(u, u) :=
1
a
1
2
‖(a
1
2∇)iβ‖
L2sc(H
(u∞,u)
u )
+ ‖(a
1
2∇)iΨ˜′‖
L2sc(H
(u∞,u)
u )
. (2.27)
We then set Oi,∞, Oi,2, Ri,∞, Ri,2, Ri, Ri to be the supremum over u, u in our spacetime region of
Oi,∞(u, u),Oi,2(u, u),Ri,∞(u, u),Ri,2(u, u),Ri(u, u),Ri(u, u), respectively. Finally, we define O,R:
O :=
∑
i≤6
(Oi,∞ +Ri,∞) +
∑
i≤9
(Oi,2 +Ri,2),
R :=
∑
i≤10
Ri +Ri.
And let O(0),R(0),R(0) be the corresponding norms of the initial hypersurfaces Hu∞ and H0.
Lastly, we define the initial data quantity
I(0) := sup
0≤u≤1
I(0)(u),
where
I(0)(u) :=
|u∞|
a
1
2
‖χˆ0‖L∞(Su∞,u) +
∑
0≤k≤10,
∑
0≤m≤20
1
a
1
2
‖(|u∞|∇)
m(∇4)
kχˆ0‖L2(Su∞,u).
Here χˆ0 denotes χˆ along H
(0,u)
u∞ .
2.10. Notation. We collect the notations that are employed for convenience throughout the article:
• We denote supu,u to be the supremum over all values of u, u, where u∞ ≤ u ≤ −
a
4 and 0 ≤ u ≤ 1.
• If A and B are two quantities, we often use A . B meaning that there exists a constant C > 0,
which is independent of a, such that A ≤ CB. Whenever there is no danger of confusion, we
substitute ≤ for ..
• For equations involving many terms, the coefficients on the left are kept precise. Whenever there
is no danger of confusion, the coefficients on the right are allowed to vary up to a nonzero constant.
• We will employ ( , ) to denote sum of all terms, which have one of the components in the bracket.
For instance, the notation φ1(φ2, φ3) means the sum of all terms in the form of φ1φ2 or φ1φ3.
• Denote D to be the spacetime region {(u, u) | u∞ ≤ u ≤ −a/4, 0 ≤ u ≤ 1}.
• For integers i1 ≥ 0 and i2 ≥ 1, sometimes we use ∇
i1ψi2 to express a product of i2 terms:
∇i1ψi2 = ∇j1ψ · ∇j2ψ · · · ∇ji2ψ, where j1, j2, ..., ji2 ∈ N and i1 = j1 + j2 + ...+ ji2 .
Here we assume that ji2 is the largest number.
3. The Preliminary Estimates
3.1. An Approach of Bootstrap. In this article, we will employ a bootstrap argument to derive
uniform upper bounds of O,R,R for nonlinear Einstein vacuum equations. Along Hu∞ and H0, by
analysing characteristic initial data we have
O(0) +R(0) +R(0) . I(0). (3.1)
Here we have I(0) . 1. Our goal is to show that in D = {(u, u) |u∞ ≤ u ≤ −a/4, 0 ≤ u ≤ 1} we have
O(u, u) +R(u, u) +R(u, u) . I(0) + (I(0))2 + 1. (3.2)
A SCALE-CRITICAL TRAPPED SURFACE FORMATION CRITERION 17
Once these uniform bounds are obtained, by characteristic-initial-data local existence result14, the so-
lutions can always be extended a bit towards the future direction of u. Hence, uniform estimate (3.2)
for u∞ ≤ u ≤ −a/4 implies global existence of Einstein vacuum equations in D = {(u, u) |u∞ ≤ u ≤
−a/4, 0 ≤ u ≤ 1}.
To derive the uniform bound (3.2), we make bootstrap assumptions
O(u, u) ≤ O, R(u, u) +R(u, u) ≤ R. (3.3)
Here O and R are large numbers, such that
I(0) + (I(0))2 + 1≪ O, I(0) + (I(0))2 + 1≪ R, but (O +R)20 ≤ a
1
16 .
We also define Υ = {u | u∞ ≤ u ≤ −a/4 and (3.3) hold for every 0 ≤ u ≤ 1}. First, we hope to prove
Υ = [u∞,−a/4]. At u = u∞, we have (3.1). By continuity of solutions (via local existence), for small
ǫ > 0 it holds for u∞ ≤ u ≤ u∞ + ǫ
O(0) . I(0) ≪ O, R(0) +R(0) . I(0) ≪ R,
O(u, u) . 2 I(0) ≪ O, R(u, u) +R(u, u) . 2 I(0) ≪ R.
This implies [u∞, u∞ + ǫ] ⊆ Υ and Υ is not empty. Since Υ ⊆ [u∞,−a/4], if we are able to prove that
Υ is a set being both open and closed, then we prove Υ = [u∞,−a/4]. Closeness follows from uniform
estimates and continuity of solutions in u variable, which doesn’t rise a challenge. Efforts are dedicated
to verifying that Υ is open.
The main parts of this paper are to show that for any u ∈ Υ we have 15
O(u, u) . I(0)+R(u, u)+R(u, u)+1+
C1
a
1
8
·(O+R)20, R(u, u)+R(u, u) . I(0)+(I(0))2+1+
C2
a
1
8
·(O+R)20.
Here C1 and C2 are integers independent of a and basically count how many terms popping up in the
estimates. By employing (O +R)20 ≤ a
1
16 and further requiring a to be sufficiently large, we obtain
R(u, u) +R(u, u) . I(0) + (I(0))2 + 1 +
C2
a
1
8
· a
1
16 . I(0) + (I(0))2 + 1,
O(u, u) . I(0) +R(u, u) +R(u, u) + 1 +
C1
a
1
8
· a
1
16 . I(0) + (I(0))2 + 1.
(3.4)
These are improvements of the upper bounds in bootstrap assumptions (3.3):
O(u, u) ≤ O, R(u, u) +R(u, u) ≤ R,
where I(0)+(I(0))2+1≪ O, I(0)+(I(0))2+1≪ R. By continuity of solutions via local existence, Υ could
be extended a bit towards larger u. This implies Υ being open. Together with Υ being closed and non-
empty, we have Υ = [u∞,−a/4]. Thus, for the whole region D = {(u, u) |u∞ ≤ u ≤ −a/4, 0 ≤ u ≤ 1},
estimates in (3.3) hold. They imply (3.4) and bounds in (3.2):
O(u, u) +R(u, u) +R(u, u) . I(0) + (I(0))2 + 1 in D.
3.2. Estimates for Metric Components. We derive bound for Ω first:
Proposition 3.1. Under the assumptions of Theorem 1.2 and bootstrap assumption (3.3), we have
‖Ω− 1‖L∞(Su,u) .
O
|u|
.
Proof. Consider the equation
ω = −
1
2
∇4 logΩ =
1
2
Ω∇4Ω
−1 =
1
2
∂
∂u
Ω−1. (3.5)
We integrate respect to du. On H0 we have Ω
−1 = 1 and this leads to
||Ω−1 − 1||L∞(Su,u) .
∫ u
0
||ω||L∞(Su,u′)du
′ .
O
|u|
. (3.6)
Here we have used the bootstrap assumption (3.3):
‖ω‖L∞sc(Su,u) ≤ O⇔ ‖ω‖L∞(Su,u) ≤
O
|u|
.
14See full details in Chapter 16 of [10] or [25] or Section 10 of [12] for a beautiful exposition.
15See Remark 14.
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Finally, notice that
‖Ω− 1‖L∞(Su,u) ≤ ‖Ω‖L∞(Su,u)‖Ω
−1 − 1‖L∞(Su,u) . (1 +
O
|u|
)−1 ·
O
|u|
.
O
|u|
.
We then move to control induced metric γ on Su,u:
Proposition 3.2. Under the assumptions of Theorem 1.2 and the bootstrap assumptions (3.3), for metric
γ on Su,u we have
c′ ≤ det γ ≤ C′.
Here C′ and c′ are constants depending only on initial data. Moreover, in D
|γAB|, |(γ
−1)AB| ≤ C′.
Proof. We employ the first variation formula L/ Lγ = 2Ωχ. In coordinates, it states
∂
∂u
γAB = 2ΩχAB. (3.7)
This implies
∂
∂u
log(det γ) = 2Ωtrχ.
Let γ0(u, u, θ
1, θ2) = γ(u, 0, θ1, θ2). Then with |2Ωtrχ| ≤ O/|u| it follows
det γ
det γ0
= e
∫
u
0
2Ωtrχdu′ ≤ e
O
a .
Via Taylor expansion, this implies
| det γ − det(γ0)| ≤ det(γ0)|1− e
O
a | .
O
a
, (3.8)
which gives lower and upper bound for det γ. For γ, denote Λ to be the greater eigenvalue. We have
Λ ≤ sup
A,B=1,2
γAB,∑
A,B=1,2
|χAB| ≤ Λ||χ||L∞(Su,u),
|γAB − (γ0)AB| ≤
∫ u
0
|χAB|du
′ ≤ Λ
a
1
2
|u|
O .
O
a
1
2
.
We hence bound |γAB| from above. We further bound |(γ
−1)AB| from above by using the upper bound
for |γAB| and the lower bound for det γ.
For metric γ, we will also need the following
Proposition 3.3. We continue to work under the assumptions of Theorem 1.2 and the bootstrap
assumptions (3.3). Fix a point (u, θ1, θ2) on the initial hypersurface H0. Along the outgoing null
geodesics emitting from (u, θ1, θ2), denote Λ(u) and λ(u) to be the larger and smaller eigenvalue of
γ−1(u, u = 0, θ1, θ2)γ(u, u, θ1, θ2). Then we have
|Λ(u)− 1|+ |λ(u)− 1| ≤
1
a
1
2
.
Proof. Define ν(u) :=
√
Λ(u)
λ(u) . Following the derivation of (5.93) in [10], by (3.7) we can derive
ν(u) ≤ 1 +
∫ u
0
|Ωχˆ(u′)|γν(u
′)du′.
Via Gro¨nwall’s inequality, this implies
|ν(u)| . 1 and |ν(u)− 1| ≤
a
1
2 ·O
|u|2
≤
O
a
3
2
≤
1
a
. (3.9)
The desired estimate follows from (3.8) and (3.9).
The above two propositions also imply
Proposition 3.4. Under the assumptions of Theorem 1.2 and the bootstrap assumptions (3.3), in D we
have
sup
u
|Area(Su,u)−Area(Su,0)| ≤
O
1
2
a
1
2
|u|2.
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Proof. This follows from definition in (2.11) and estimate in (3.8).
3.3. Estimates for Transport Equations. In latter sections, we will employ following propositions
for transport equations:
Proposition 3.5. Under the assumptions of Theorem 1.2 and the bootstrap assumptions (3.3), for an
Su,u tangent tensor φ of arbitrary rank, we have
||φ||L2(Su,u) . ||φ||L2(Su,u′) +
∫ u
u′
||∇4φ||L2(Su,u′′ )du
′′, (3.10)
||φ||L2(Su,u) . ||φ||L2(Su′,u) +
∫ u
u′
||∇3φ||L2(Su′′,u)du
′′. (3.11)
Proof. Here we first prove (3.10). For a scalar function f , by variation of area formula, we have
d
du
∫
Su,u
f =
∫
Su,u
(
df
du
+Ωtrχf
)
=
∫
Su,u
Ω (e4(f) + trχf) .
Taking f = |φ|2γ , using Cauchy-Schwarz inequality on the sphere and L
∞ bounds for Ω and trχ, we obtain
2‖φ‖L2(Su,u) ·
d
du
‖φ‖L2(Su,u) . ‖φ‖L2(Su,u) · ‖∇4φ‖L2(Su,u) +
O
|u|
‖φ‖2L2(Su,u).
This implies
d
du
‖φ‖L2(Su,u) . ‖∇4φ‖L2(Su,u) +
O
|u|
‖φ‖L2(Su,u).
And (3.10) can be concluded by applying Gro¨nwall’s inequality for u variable.
Inequality (3.11) could be proved in a similar fashion. For a scalar function f , we arrive at
L
∫
Su,u
f =
∫
Su,u
(
Lf +Ωtrχf
)
=
∫
Su,u
Ω
(
e3(f) + trχf
)
.
Taking f = |φ|2γ , using Cauchy-Schwarz inequality on the sphere and the fact Ω > 0, trχ < 0, we obtain
2‖φ‖L2(Su,u) · L‖φ‖L2(Su,u) . ‖φ‖L2(Su,u) · ‖∇3φ‖L2(Su,u).
This implies L‖φ‖L2(Su,u) . ‖∇3φ‖L2(Su,u) and (3.11) follows.
We then rewrite the above inequalities in scale invariant norms:
Proposition 3.6. For an Su,u tangent tensor φ of arbitrary rank, we have
‖φ‖L2sc(Su,u) . ‖φ‖L2sc(Su,0) +
∫ u
0
‖∇4φ‖L2sc(Su,u′ )du
′,
‖φ‖L2sc(Su,u) . ‖φ‖L2sc(Su∞,u) +
∫ u
u∞
a
|u′|2
‖∇3φ‖L2sc(Su′,u)du
′.
For ∇3 equations, sometimes we need more precise estimates to deal with borderline terms. Typically,
a borderline term contains trχ. Thus, the coefficients in front of trχ play an important role.
Proposition 3.7. We work under the assumptions of Theorem 1.2 and bootstrap assumptions (3.3).
Let φ and F be Su,u-tangent tensor fields of rank k satisfying the following transport equation:
∇3φA1...Ak + λ0trχφA1...Ak = FA1...Ak .
Denoting λ1 = 2(λ0 −
1
2 ), for φ we have
|u|λ1‖φ‖L2(Su,u) . |u∞|
λ1‖φ‖L2(Su∞,u) +
∫ u
u∞
|u′|λ1‖F‖L2(Su′,u)du
′.
Proof. We use variation of area formula for equivariant vector L 16 and a scalar function f :
L
∫
Su,u
f =
∫
Su,u
(
Lf +Ωtrχf
)
=
∫
Su,u
Ω
(
e3(f) + trχf
)
.
16Recall L = Ωe3.
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With this identity, we obtain
L(
∫
Su,u
|u|2λ1 |φ|2)
=
∫
Su,u
Ω
(
− 2λ1|u|
2λ1−1(e3u)|φ|
2 + 2|u|2λ1 < φ,∇3φ > +trχ|u|
2λ1 |φ|2
)
=
∫
Su,u
Ω
(
2|u|2λ1 < φ,∇3φ+ λ0trχφ >
)
+
∫
Su,u
Ω|u|2λ1
(
−
2λ1(e3u)
|u|
+ (1 − 2λ0)trχ
)
|φ|2.
(3.12)
Observe that we have
−
2λ1(e3u)
|u|
+ (1− 2λ0)trχ
=−
2λ1Ω
−1
|u|
+ (1− 2λ0)trχ
=−
2λ1(Ω
−1 − 1)
|u|
+ (1 − 2λ0)(trχ+
2
|u|
)−
2λ1 + 2− 4λ0
|u|
.
O
|u|2
.
(3.13)
For the last inequality, we employ (3.6), bootstrap assumption ‖trχ + 2|u|‖L∞(Su,u) ≤
O
|u|2 and λ1 =
2(λ0 − 1/2).
Using Cauchy-Schwarz for the first term and applying Gro¨nwall’s inequality for the second term, we
obtain
|u|λ1‖φ‖L2(Su,u)
.e
O‖u−2‖L1u
(
|u∞|
λ1‖φ‖L2(Su∞,u) +
∫ u
u∞
|u′|λ1‖F‖L2(Su′,u)du
′
)
.|u∞|
λ1‖φ‖L2(Su∞,u) +
∫ u
u∞
|u′|λ1‖F‖L2(Su′,u)du
′.
In the last step, we use O‖u−2‖L1u . O/a ≤ 1.
3.4. Sobolev Embedding. With the derived estimates for metric γ, we follow [10] to obtain a bound
on the isoperimetric constant for a 2-sphere S
I(S) = sup
U⊂S
∂U∈C1
min{Area(U),Area(U c)}
(Perimeter(∂U))2
.
Proposition 3.8. Under the assumptions of Theorem 1.2 and the bootstrap assumption (3.3), the
isoperimetric constant obeys an upper bound
I(Su,u) ≤
1
π
,
where u∞ ≤ u ≤ −a/4 and 0 ≤ u ≤ 1.
Proof. Fix u. For Uu ⊂ Su,u, we denote U0 ⊂ Su,0 to be the backward image of Uu under the
diffeomorphism generated by the equivariant vector L. Using Proposition 3.2, Proposition 3.3 and their
proof, we obtain
Perimeter(∂Uu)
Perimeter(∂U0)
≥
√
inf
Su,0
λ(u)
and
Area(Uu)
Area(U0)
≤ sup
Su,0
det(γu)
det(γ0)
,
Area(U cu)
Area(U c0 )
≤ sup
Su,0
det(γu)
det(γ0)
.
The conclusion then follows from the fact that I(Su,0) =
1
2pi and the bounds in Proposition 3.2 and
Proposition 3.3.
We will use an L2−L∞ Sobolev embedding inequality in this article. In order to derive it, we will use
two propositions quoted directly from [10]:
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Proposition 3.9 ([10], Lemma 5.1). For any Riemannian 2-manifold (S, γ), it holds
(Area(S))−
1
p ‖φ‖Lp(S) ≤ Cp
√
max{I(S), 1}
(
‖∇φ‖L2(S) +
(
Area(S)
)− 12 ‖φ‖L2(S))
for 2 < p <∞ and for any tensor field φ.
Proposition 3.10 ([10], Lemma 5.2). For any Riemannian 2-manifold (S, γ), we have
‖φ‖L∞(S) ≤ Cp
√
max{I(S), 1}(Area(S))
1
2−
1
p
(
‖∇φ‖Lp(S) +
(
Area(S)
)− 12 ‖φ‖Lp(S))
for p > 2 and for any tensor field φ.
Note by Proposition 3.4, we have Area(Su,u) ∼ |u|
2. Combining Propositions 3.8, 3.9 and 3.10, we
have
Proposition 3.11. Under the assumptions of Theorem 1.2 and the bootstrap assumption (3.3), it holds
‖φ‖L∞(Su,u) .
∑
i≤2
‖ui−1∇iφ‖L2(Su,u) + ‖φ‖L2(Su,u). (3.14)
Written in scale invariant norms:
‖φ‖L∞sc(Su,u) .
∑
i≤2
‖(a
1
2∇)iφ‖L2sc(Su,u) + ‖φ‖L2sc(Su,u). (3.15)
3.5. Commutation Formula. We move to derive general commutation formulae. We first list the
following formula from [15]:
Proposition 3.12. For a scalar function f , it holds
[∇4,∇]f =
1
2
(η + η)∇4f − χ · ∇f,
[∇3,∇]f =
1
2
(η + η)∇3f − χ · ∇f.
Proposition 3.13. For a 1-form Ub tangent to Su,u, we have
[∇4,∇a]Ub = −χac∇cUb + ǫac
∗βbUc +
1
2
(ηa + ηa)∇4Ub − χacηbUc + χabη · U,
[∇3,∇a]Ub = −χac∇cUb + ǫac
∗β
b
Uc +
1
2
(ηa + ηa)∇3Ub − χacηbUc + χabη · U.
Proposition 3.14. For a 2-form Vbc tangent to Su,u, we have
[∇4,∇a]Vbc =
1
2
(ηa + ηa)∇4Vbc − ηbVdcχad − ηcVbdχad − ǫbd
∗βaVdc − ǫcd
∗βcVbd
+ χacVbdηd + χabVdcηd − χad∇dVbc,
[∇3,∇a]Vbc =
1
2
(ηa + ηa)∇3Vbc − ηbVdcχad − ηcVbdχad + ǫbd
∗β
a
Vdc + ǫcd
∗β
c
Vbd
+ χ
ac
Vbdηd + χabVdcηd − χad∇dVbc.
Remark 11. In this article, we require i1, i2, ..., in ≥ 0.
Applying Proposition 3.13 and Proposition 3.14 through a mathematical induction, we then give the
below general formulas (see also [5, 27]):
Proposition 3.15. Assume ∇4φ = F0. Let ∇4∇
iφ = Fi. Then we have
Fi =
∑
i1+i2+i3=i
∇i1(η + η)i2∇i3F0 +
∑
i1+i2+i3+i4=i−1
∇i1 (η + η)i2∇i3β∇i4φ
+
∑
i1+i2+i3+i4=i
∇i1(η + η)i2∇i3χ∇i4
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Similarly, assume ∇3φ = G0. Let ∇3∇
iφ = Gi. We get
Gi+
i
2
trχ∇iφ =
∑
i1+i2+i3=i
∇i1 (η + η)i2∇i3G0
+
∑
i1+i2+i3+i4=i−1
∇i1(η + η)i2∇i3β∇i4φ
+
∑
i1+i2+i3+i4=i
∇i1(η + η)i2∇i3(χˆ, t˜rχ)∇i4φ
+
∑
i1+i2+i3+i4=i−1
∇i1(η + η)i2+1∇i3trχ∇i4φ.
Finally, by replacing β, β via Codazzi equations:
β = −div χˆ+
1
2
∇trχ−
1
2
(η − η) · (χˆ−
1
2
trχ),
β = div χˆ−
1
2
∇trχ−
1
2
(η − η) · (χˆ−
1
2
trχ),
and substituting η, η, trχ, trχ+ 2|u| with ψ, we arrive at
Proposition 3.16. Suppose ∇4φ = F0. Let ∇4∇
iφ = Fi. Then
Fi =
∑
i1+i2+i3=i
∇i1ψi2∇i3F0 +
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3(ψ, χˆ)∇i4φ.
Similarly, suppose ∇3φ = G0. Let ∇3∇
iφ = Gi. Then
Gi+
i
2
trχ∇iφ =
∑
i1+i2+i3=i
∇i1ψi2∇i3G0
+
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3 (ψ, χˆ, t˜rχ)∇i4φ
+
∑
i1+i2+i3+i4=i−1
∇i1ψi2+1∇i3 trχ∇i4φ.
4. L2(Su,u) estimates for Ricci coefficients
We start from several useful estimates. Denote
ψ ∈ {
χˆ
a
1
2
, trχ, ω, η, η, ζ, ω,
a
|u|
t˜rχ,
a
1
2
|u|
χˆ,
a
|u|2
trχ}, and Ψ ∈ {
α
a
1
2
, β, ρ, σ, β, α}. (4.1)
Proposition 4.1. Under the assumption of Theorem 1.2 and bootstrap assumption (3.3), we have∑
i1+i2≤9
‖(a
1
2 )i1+i2∇i1ψi2‖L2sc(Su,u) ≤ |u|, (4.2)∑
i1+i2≤9
‖(a
1
2 )i1+i2∇i1ψi2+1‖L2sc(Su,u) ≤ O, (4.3)
∑
i1+i2≤9
‖(a
1
2 )i1+i2∇i1ψi2+2‖L2sc(Su,u) ≤
O2
|u|
, (4.4)
∑
i1+i2≤9
‖(a
1
2 )i1+i2∇i1ψi2+3‖L2sc(Su,u) ≤
O3
|u|2
, (4.5)
∑
i1+i2+i3≤9
‖(a
1
2 )i1+i2+i3∇i1ψi2∇i3Ψ‖L2sc(Su,u) ≤ O, (4.6)
∑
i1+i2+i3≤9
‖(a
1
2 )i1+i2+i3+1∇i1ψi2+1∇i3Ψ‖L2sc(Su,u) ≤
a
1
2
|u|
·O2, (4.7)
∑
i1+i2+i3≤9
‖(a
1
2 )i1+i2+i3+2∇i1ψi2+2∇i3Ψ‖L2sc(Su,u) ≤
a
|u|2
·O3. (4.8)
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Proof. We will prove (4.2) first. For i2 = 0, (4.2) is true because naturally we could let s2(1) = 0 and
‖1‖L2sc(Su,u) = |u|.
For i2 ≥ 1, we could rewrite ∇
i1ψi2 as a product of i2-terms
∇i1ψi2 = ∇j1ψ · ∇j2ψ · · · ∇ji2ψ, where i1 = j1 + j2 + ...+ ji2 ,
and assume that ji2 is the largest number. We then rewrite
(a
1
2 )i1+i2∇i1ψi2 = ai2 · (a
1
2∇)ji2ψ · Πk=i2−1k=1 (a
1
2∇)jkψ.
We bound (a
1
2∇)ji2ψ in L2sc(Su,u) norm and bound other terms in L
∞
sc(Su,u) norms. By employing (2.20)
for i2 − 1 times, we obtain
1
|u|
·
∑
i1+i2≤9
‖(a
1
2 )i1+i2∇i1ψi2‖L2sc(Su,u)
≤
1
|u|
·
∑
i1+i2≤9
(a
1
2 )i2
|u|i2−1
‖(a
1
2∇)ji2ψ‖L2sc(Su,u)Π
k=i2−1
k=1 ‖(a
1
2∇)jkψ‖L∞sc(Su,u),
≤
(a
1
2 )i2 · Oi2
|u|i2
≤ 1.
We prove (4.3) in the same fashion. If i2 = 0, (4.3) is true according to the definition of O. For i2 ≥ 1,
assume i1 = j1 + j2 + ...+ ji2+1. And assume ji2+1 is the largest. It follows∑
i1+i2≤9
‖(a
1
2 )i1+i2∇i1ψi2+1‖L2sc(Su,u)
≤
∑
i1+i2≤9
(a
1
2 )i2
|u|i2
‖(a
1
2∇)ji2+1ψ‖L2sc(Su,u)Π
k=i2
k=1 ‖(a
1
2∇)jkψ‖L∞sc(Su,u),
≤
(a
1
2 )i2 · Oi2+1
|u|i2
≤ O.
For (4.4), we use (2.20), (4.3) and derive
|u| ·
∑
i1+i2≤9
‖(a
1
2 )i1+i2∇i1ψi2+2‖L2sc(Su,u)
≤|u| ·
1
|u|
·
∑
i1+i2≤9
‖(a
1
2∇)i3ψ‖L∞sc(Su,u)‖(a
1
2 )i2+i4∇i4ψi2+1‖L2sc(Su,u), where i3 + i4 = i1
≤O · O = O2.
With the same approach, for (4.5), we use (2.20), (4.4) and obtain
|u|2 ·
∑
i1+i2≤9
‖(a
1
2 )i1+i2∇i1ψi2+3‖L2sc(Su,u)
≤|u|2 ·
1
|u|
·
∑
i1+i2≤9
‖(a
1
2∇)i3ψ‖L∞sc(Su,u)‖(a
1
2 )i2+i4∇i4ψi2+2‖L2sc(Su,u), where i3 + i4 = i1
≤|u| · O ·
O2
|u|
≤ O3.
We then move to (4.6). If i3 ≤ 7, we bound (a
1
2∇)i3Ψ with L∞sc(Su,u) norm; otherwise we bound (a
1
2∇)i3Ψ
with L2sc(Su,u) norm. As before assume i1 = j1 + j2 + ...+ ji2 . With (2.20) and (4.2) we obtain∑
i1+i2+i3≤9
‖(a
1
2 )i1+i2+i3∇i1ψi2∇i3Ψ‖L2sc(Su,u)
≤
1
|u|
·
∑
i1+i2+i3≤9
‖(a
1
2 )i1+i2∇i1ψi2‖L2sc(Su,u)‖(a
1
2∇)i3Ψ‖L∞sc(Su,u)
+
∑
i1+i2+i3≤9
(a
1
2 )i2
|u|i2
Πk=i2k=1 ‖(a
1
2∇)jkψ‖L∞sc(Su,u) · ‖(a
1
2∇)i3Ψ‖L2sc(Su,u),
≤O.
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Similarly, for (4.7) we decompose i1 = j1 + j2 + ...+ ji2 and derive∑
i1+i2+i3≤9
‖(a
1
2 )i1+i2+i3+1∇i1ψi2+1∇i3Ψ‖L2sc(Su,u)
≤
1
|u|
·
∑
i1+i2+i3≤9
‖(a
1
2 )i1+i2+1∇i1ψi2+1‖L2sc(Su,u)‖(a
1
2∇)i3Ψ‖L∞sc(Su,u)
+
(a
1
2 )i2+1
|u|i2+1
∑
i1+i2+i3≤9
Πk=i2+1k=1 ‖(a
1
2∇)jkψ‖L∞sc(Su,u) · ‖(a
1
2∇)i3Ψ‖L2sc(Su,u),
≤
a
1
2
|u|
· O2.
Finally, we prove (4.8). We use (2.20) once and reduce it to (4.7).
∑
i1+i2+i3≤9
‖(a
1
2 )i1+i2+i3+2∇i1ψi2+2∇i3Ψ‖L2sc(Su,u)
≤
∑
i1+i2+i3≤9
i4+i5=i1
a
1
2
|u|
‖(a
1
2∇)i4ψ‖L∞sc(Su,u) · ‖(a
1
2 )i2+i3+i5+1∇i5ψi2+1∇i3Ψ‖L2sc(Su,u)
≤
a
1
2
|u|
· O ·
a
1
2
|u|
· O2 =
a
|u|2
·O3.
(4.9)
We are now ready to estimate Ricci coefficients and we start from ω
Proposition 4.2. Under the assumptions of Theorem 1.2 and the bootstrap assumptions (3.3), we have∑
i≤10
‖(a
1
2∇)iω‖L2sc(Su,u) .
a
1
2
|u|
1
2
(
R[ρ] + 1
)
.
Proof. We use the following schematic null structure equation for ω:
∇3ω =
1
2
ρ+ ψψ.
Commuting it with angular derivative for i times, we have
∇3∇
iω +
i
2
trχ∇iω
=∇iρ+
∑
i1+i2+i3+1=i
∇i1ψi2+1∇i3ρ+
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3(ψ, χˆ, t˜rχ)∇i4ψ
+
∑
i1+i2+i3+i4=i−1
∇i1ψi2+1∇i3trχ∇i4ψ.
Denote the above equality as
∇3∇
iω +
i
2
trχ∇iω = G.
Applying Proposition 3.7, it holds
|u|i−1‖∇iω‖L2(Su,u) ≤|u∞|
i−1‖∇iω‖L2(Su∞,u) +
∫ u
u∞
|u′|i−1‖G‖L2(Su′,u)du
′.
Times |u| on both sides and using |u| ≤ |u′|, |u| ≤ |u∞| we have
|u|i‖∇iω‖L2(Su,u) ≤|u∞|
i‖∇iω‖L2(Su∞,u) +
∫ u
u∞
|u′|i‖G‖L2(Su′,u)du
′. (4.10)
From signature table and property (2.14), we have
s2(∇
iω) = s2(ω) + i ·
1
2
= 0 +
i
2
=
i
2
.
By conversation of signatures in each equation and property (2.14), it holds
s2(G) = s2(∇3∇
iω) = s2(∇
iω) + 1 =
i
2
+ 1.
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Using the definition of L2sc(Su,u) norms
‖φ‖L2sc(Su,u) := a
−s2(φ)|u|2s2(φ)‖φ‖L2(Su,u),
we have
‖∇iω‖L2sc(Su,u) = a
− i2 |u|i‖∇iω‖L2(Su,u), ‖G‖L2sc(Su,u) = a
− i2−1|u|i+2‖G‖L2(Su,u).
That is equivalent to
|u|i‖∇iω‖L2(Su,u) = ‖(a
1
2∇)iω‖L2sc(Su,u), |u|
i‖G‖L2(Su,u) =
a
|u|2
‖(a
1
2 )iG‖L2sc(Su,u).
We then rewrite (4.10) in L2sc(Su,u) norms
‖(a
1
2∇)iω‖L2sc(Su,u) ≤‖(a
1
2∇)iω‖L2sc(Su∞,u) +
∫ u
u∞
a
|u′|2
‖(a
1
2∇)iρ‖L2sc(Su′,u)du
′
+
∫ u
u∞
a
|u′|2
‖
∑
i1+i2+i3+1=i
(a
1
2 )i∇i1ψi2+1∇i3ρ‖L2sc(Su′,u)du
′
+
∫ u
u∞
a
|u′|2
‖
∑
i1+i2+i3+i4=i
(a
1
2 )i∇i1ψi2∇i3(ψ, χˆ, t˜rχ)∇i4ψ‖L2sc(Su′,u)du
′
+
∫ u
u∞
a
|u′|2
‖
∑
i1+i2+i3+i4=i−1
(a
1
2 )i∇i1ψi2+1∇i3 trχ∇i4ψ‖L2sc(Su′,u)du
′.
For the first term, since we prescribe Ω|u=u∞ = 1, note by
ω = −
1
2
∇4(log Ω), we have ‖(a
1
2∇)iω‖L2sc(Su∞,u) = 0.
For the two terms involving ρ, we have∫ u
u∞
a
|u′|2
‖(a
1
2∇)iρ‖L2sc(Su′,u)du
′ +
∫ u
u∞
a
|u′|2
‖
∑
i1+i2+i3+1=i
(a
1
2 )i∇i1ψi2+1∇i3ρ‖L2sc(Su′,u)du
′
≤
(∫ u
u∞
a
|u′|2
‖(a
1
2∇)iρ‖2L2sc(Su′,u)du
′
) 1
2
(∫ u
u∞
a
|u′|2
du′
) 1
2
+
∫ u
u∞
a
|u′|2
·
a
1
2
|u′|
·O2 du′
=‖(a
1
2∇)iρ‖
L2sc(H
(u∞,u)
u )
·
a
1
2
|u|
1
2
+
a
3
2
|u|2
O2
≤R[ρ] ·
a
1
2
|u|
1
2
+
a
3
2
|u|2
O2 ≤
a
1
2
|u|
1
2
(
R[ρ] + 1
)
.
where Ho¨lder’s inequality and (4.7) are used in the first inequality; the definition in (2.16) is used in the
identity; (2.27) is employed in the second inequality.
For the last two terms, we have∫ u
u∞
a
|u′|2
‖
∑
i1+i2+i3+i4=i
(a
1
2 )i∇i1ψi2∇i3(ψ, χˆ, t˜rχ)∇i4ψ‖L2sc(Su′,u)du
′
≤
∫ u
u∞
a
1
2
|u′|
‖
∑
i1+i2+i3+i4=i
(a
1
2 )i∇i1ψi2∇i3(
a
1
2
|u′|
ψ,
a
1
2
|u′|
χˆ,
a
1
2
|u′|
t˜rχ)∇i4ψ‖L2sc(Su′,u)du
′
≤
∫ u
u∞
a
1
2
|u′|
·
O2
|u′|
du′ ≤
a
1
2
|u|
O2 ≤
a
1
2
|u|
1
2
,
where we use a
1
2 /|u| ≤ 1/a
1
2 and (4.4) in the second inequality. And∫ u
u∞
a
|u′|2
‖
∑
i1+i2+i3+i4=i−1
(a
1
2 )i∇i1ψi2+1∇i3trχ∇i4ψ‖L2sc(Su′,u)du
′
≤
∫ u
u∞
a
1
2 ‖
∑
i1+i2+i3+i4=i−1
(a
1
2 )i−1∇i1ψi2+1∇i3 (
a
|u′|2
trχ)∇i4ψ‖L2sc(Su′,u)du
′
≤
∫ u
u∞
a
1
2 ·
O3
|u′|2
du′ ≤
a
1
2
|u|
·O3 ≤
a
1
2
|u|
1
2
.
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Here we appeal to (4.5) for the second inequality. Gather all the estimates and let a to be sufficient large,
we then derive ∑
i≤10
‖(a
1
2∇)iω‖L2sc(Su,u) .
a
1
2
|u|
1
2
(
R[ρ] + 1
)
.
We then move to estimate χˆ.
Proposition 4.3. Under the assumptions of Theorem 1.2 and the bootstrap assumptions (3.3), we have∑
i≤10
a
1
2
|u|
‖(a
1
2∇)iχˆ‖L2sc(Su,u) . 1.
Proof. We use the null structure equation
∇3χˆ+ trχ χˆ = α+ ψ · χˆ.
Commuting this equation with i angular derivatives, by Proposition 3.16 we have
∇3∇
iχˆ+
i+ 2
2
trχ∇iχˆ
=∇iα+
∑
i1+i2+i3=i−1
∇i1ψi2+1∇i3α+
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3 (ψ, χˆ, t˜rχ)∇i4 χˆ
+
∑
i1+i2+i3+i4=i−1
∇i1ψi2+1∇i3trχ∇i4 χˆ.
Rewrite the above equation as
∇3∇
iχˆ+
i+ 2
2
trχ∇iχˆ = F.
Applying Proposition 3.7, we have
|u|i+1‖∇iχˆ‖L2(Su,u) ≤|u∞|
i+1‖∇iχˆ‖L2(Su∞,u) +
∫ u
u∞
|u′|i+1‖F‖L2(Su′,u)du
′. (4.11)
By signature consideration, we have
s2(∇
iχˆ) = s2(χˆ) + i ·
1
2
=
i
2
+ 1, s2(F ) = s2(∇3∇
iχ) =
i
2
+ 2.
Using the definition of L2sc(Su,u) norms
‖φ‖L2sc(Su,u) := a
−s2(φ)|u|2s2(φ)‖φ‖L2(Su,u),
we have
‖∇iχˆ‖L2sc(Su,u) = a
− i2−1|u|i+2‖∇iχˆ‖L2(Su,u), ‖F‖L2sc(Su,u) = a
− i2−2|u|i+4‖F‖L2(Su,u),
which are equivalent to
|u|i+1‖∇iχˆ‖L2(Su,u) =
a
|u|
‖(a
1
2∇)iχˆ‖L2sc(Su,u), |u|
i+1‖F‖L2(Su,u) =
a2
|u|3
‖(a
1
2 )iF‖L2sc(Su,u).
Rewrite (4.11) in L2sc(Su,u) norms, it follows
a
|u|
‖(a
1
2∇)iχˆ‖L2sc(Su,u) ≤
a
|u∞|
‖(a
1
2∇)iχˆ‖L2sc(Su∞,u) +
∫ u
u∞
a2
|u′|3
‖(a
1
2 )iF‖L2sc(Su′,u)du
′.
Multiplying a−
1
2 on both sides, with the expression of F we have
a
1
2
|u|
‖(a
1
2∇)iχˆ‖L2sc(Su,u) ≤
a
1
2
|u∞|
‖(a
1
2∇)iχˆ‖L2sc(Su∞,u) +
∫ u
u∞
a
3
2
|u′|3
‖(a
1
2∇)iα‖L2sc(Su′,u)du
′
+
∫ u
u∞
a
3
2
|u′|3
‖
∑
i1+i2+i3=i−1
(a
1
2 )i∇i1ψi2+1∇i3α‖L2sc(Su′,u)du
′
+
∫ u
u∞
a
3
2
|u′|3
‖
∑
i1+i2+i3+i4=i
(a
1
2 )i∇i1ψi2∇i3(ψ, χˆ, t˜rχ)∇i4 χˆ‖L2sc(Su′,u)du
′
+
∫ u
u∞
a
3
2
|u′|3
‖
∑
i1+i2+i3+i4=i−1
(a
1
2 )i∇i1ψi2+1∇i3trχ∇i4 χˆ‖L2sc(Su′,u)du
′.
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For initial data, we have
a
1
2
|u∞|
‖(a
1
2∇)iχˆ‖L2sc(Su∞,u) ≤ I
(0)(u) . 1.
For α terms, we have∫ u
u∞
a
3
2
|u′|3
‖(a
1
2∇)iα‖L2sc(Su′,u)du
′ ≤
(∫ u
u∞
a
|u′|2
‖(a
1
2∇)iα‖2L2sc(Su′,u)du
′
) 1
2
(∫ u
u∞
a2
|u′|4
du′
) 1
2
≤‖(a
1
2∇)iα‖
L2sc(H
(u∞,u)
u )
·
a
|u|
3
2
≤
R
a
1
2
≤ 1.
And by (4.7) ∫ u
u∞
a
3
2
|u′|3
‖
∑
i1+i2+i3=i−1
(a
1
2 )i∇i1ψi2+1∇i3α‖L2sc(Su′,u)du
′
≤
∫ u
u∞
a
3
2
|u′|3
·
a
1
2
|u′|
·O2 du′
≤
a2
|u|3
·O2 ≤
O2
a
≤ 1.
We then move to∫ u
u∞
a
3
2
|u′|3
‖
∑
i1+i2+i3+i4=i
(a
1
2 )i∇i1ψi2∇i3(ψ, χˆ, t˜rχ)∇i4 χˆ‖L2sc(Su′,u)du
′
≤
∫ u
u∞
a
1
2
|u′|
‖
∑
i1+i2+i3+i4=i
(a
1
2 )i∇i1ψi2∇i3(
a
1
2
|u′|
ψ,
a
1
2
|u′|
χˆ,
a
1
2
|u′|
t˜rχ)∇i4(
a
1
2
|u′|
χˆ)‖L2sc(Su′,u)du
′
≤
∫ u
u∞
a
1
2
|u′|
·
O2
|u′|
du′ ≤
a
1
2
|u|
O2 ≤
O2
a
1
2
≤ 1,
where we use (4.4) in the second inequality.
We then deal with the last term∫ u
u∞
a
3
2
|u′|3
‖
∑
i1+i2+i3+i4=i−1
(a
1
2 )i∇i1ψi2+1∇i3trχ∇i4 χˆ‖L2sc(Su′,u)du
′
≤
∫ u
u∞
a
1
2 ‖
∑
i1+i2+i3+i4=i−1
(a
1
2 )i−1∇i1ψi2+1∇i3(
a
|u′|2
trχ)∇i4(
a
1
2
|u′|
χˆ)‖L2sc(Su′,u)du
′
≤
∫ u
u∞
a
1
2 ·
O3
|u′|2
du′ ≤
a
1
2
|u|
·O3 ≤
O3
a
1
2
≤ 1.
Here we appeal to (4.5) for the second inequality. Gathering all the estimates, and letting a to be
sufficiently large we have obtained ∑
i≤10
a
1
2
|u|
‖(a
1
2∇)iχˆ‖L2sc(Su,u) . 1.
Next, we deal with χˆ.
Proposition 4.4. Under the assumptions of Theorem 1.2 and the bootstrap assumptions (3.3), we have∑
i≤10
1
a
1
2
‖(a
1
2∇)iχˆ‖L2sc(Su,u) . R[α] + 1.
Proof. We employ the null structure equation
∇4χˆ = α+ ψ · χˆ.
Commuting this equation with i angular derivatives, by Proposition 3.16 we have
∇4∇
iχˆ =∇iα+
∑
i1+i2+i3=i−1
∇i1ψi2+1∇i3α+
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3(ψ, χˆ)∇i4 χˆ.
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Applying Proposition 3.6 and multiplying (a
1
2 )i−1 on both sides of equation, we have
1
a
1
2
‖(a
1
2∇)iχˆ‖L2sc(Su,u)
≤
1
a
1
2
∫ u
0
‖(a
1
2∇)iα‖L2sc(Su,u′ )du
′ +
∑
i1+i2+i3=i−1
∫ u
0
1
a
1
2
‖(a
1
2 )i∇i1ψi2+1∇i3α‖L2sc(Su,u′)du
′
+
∑
i1+i2+i3+i4=i
∫ u
0
1
a
1
2
‖(a
1
2 )i∇i1ψi2∇i3(ψ, χˆ)∇i4 χˆ‖L2sc(Su,u′ )du
′
≤
1
a
1
2
(∫ u
0
‖(a
1
2∇)iα‖2L2sc(Su,u′)du
′
) 1
2
(∫ u
0
1 du′
) 1
2
+
∑
i1+i2+i3=i−1
∫ u
0
‖(a
1
2 )i∇i1ψi2+1∇i3(
α
a
1
2
)‖L2sc(Su,u′ )du
′
+
∑
i1+i2+i3+i4=i
∫ u
0
a
1
2 ‖(a
1
2 )i∇i1ψi2∇i3(
ψ
a
1
2
,
χˆ
a
1
2
)∇i4 (
χˆ
a
1
2
)‖L2sc(Su,u′ )du
′
≤
1
a
1
2
‖(a
1
2∇)iα‖
L2sc(H
(0,u)
u )
+
a
1
2
|u|
·O2 + a
1
2 ·
O2
|u|
≤R[α] +
O2
a
1
2
≤ R[α] + 1,
where we use (4.7) and (4.4) in the third inequality.
In the same fashion, we derive estimate for ω.
Proposition 4.5. Under the assumptions of Theorem 1.2 and the bootstrap assumptions (3.3), we have∑
i≤10
‖(a
1
2∇)iω‖L2sc(Su,u) . R[ρ] + 1.
Proof. We have the schematic null structure equation
∇4ω = ρ+ ψ · ψ.
Commuting this equation with i angular derivatives, by Proposition 3.16 we have
∇4∇
iω =∇iρ+
∑
i1+i2+i3=i−1
∇i1ψi2+1∇i3ρ+
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3(ψ, χˆ)∇i4ψ
Applying Proposition 3.6 and multiplying (a
1
2 )i on both sides of equation, we have
‖(a
1
2∇)iω‖L2sc(Su,u)
≤
∫ u
0
‖(a
1
2∇)iρ‖L2sc(Su,u′ )du
′ +
∑
i1+i2+i3=i−1
∫ u
0
‖(a
1
2 )i∇i1ψi2+1∇i3ρ‖L2sc(Su,u′ )du
′
+
∑
i1+i2+i3+i4=i
∫ u
0
‖(a
1
2 )i∇i1ψi2∇i3(ψ, χˆ)∇i4ψ‖L2sc(Su,u′ )du
′
≤
(∫ u
0
‖(a
1
2∇)iρ‖2L2sc(Su,u′)du
′
) 1
2
(∫ u
0
1 du′
) 1
2
+
∑
i1+i2+i3=i−1
∫ u
0
‖(a
1
2 )i∇i1ψi2+1∇i3ρ‖L2sc(Su,u′ )du
′
+
∑
i1+i2+i3+i4=i
∫ u
0
a
1
2 ‖(a
1
2 )i∇i1ψi2∇i3(
ψ
a
1
2
,
χˆ
a
1
2
)∇i4ψ‖L2sc(Su,u′ )du
′
≤‖(a
1
2∇)iρ‖
L2sc(H
(0,u)
u )
+
a
1
2
|u|
·O2 + a
1
2 ·
O2
|u|
≤ R[ρ] + 1.
We use (4.7) and (4.4) in the third inequality.
Similarly, for η we have
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Proposition 4.6. Under the assumptions of Theorem 1.2 and the bootstrap assumptions (3.3), we have∑
i≤10
‖(a
1
2∇)iη‖L2sc(Su,u) . R[β] + 1.
Proof. We have the schematic null structure equation
∇4η = β + ψ · χˆ.
Commuting this equation with i angular derivatives, by Proposition 3.16 we have
∇4∇
iη =∇iβ +
∑
i1+i2+i3=i−1
∇i1ψi2+1∇i3β +
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3ψ∇i4 χˆ
Applying Proposition 3.6 and multiplying (a
1
2 )i on both sides of equation, we have
‖(a
1
2∇)iη‖L2sc(Su,u)
≤
∫ u
0
‖(a
1
2∇)iβ‖L2sc(Su,u′ )du
′ +
∑
i1+i2+i3=i−1
∫ u
0
‖(a
1
2 )i∇i1ψi2+1∇i3β‖L2sc(Su,u′)du
′
+
∑
i1+i2+i3+i4=i
∫ u
0
a
1
2 ‖(a
1
2 )i∇i1ψi2∇i3ψ∇i4(
ψ
a
1
2
,
χˆ
a
1
2
)‖L2sc(Su,u′ )du
′
≤‖(a
1
2∇)iβ‖
L2sc(H
(0,u)
u )
+
a
1
2
|u|
·O2 + a
1
2 ·
O2
|u|
≤ R[β] + 1.
In the third inequality, (4.7) and (4.4) are used.
We move to estimate trχ
Proposition 4.7. Under the assumptions of Theorem 1.2 and the bootstrap assumptions (3.3), we have∑
i≤10
‖(a
1
2∇)itrχ‖L2sc(Su,u) . (R[α] + 1)
2.
Proof. From (2.9), we have the schematic null structure equation:
∇4trχ = χˆ · χˆ+ ψ · ψ.
Commuting this equation with i angular derivatives, by Proposition 3.16 we have
∇4∇
itrχ =
∑
i1+i2=i
∇i1 χˆ∇i2 χˆ+
∑
i1+i2+i3+i4+1=i
∇i1ψi2+1∇i3 χˆ∇i4(ψ, χˆ)
+
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3ψ∇i4ψ.
Applying Proposition 3.6 and multiplying (a
1
2 )i on both sides of equation, we calculate as above
‖(a
1
2∇)itrχ‖L2sc(Su,u)
≤
∑
i1+i2=i
∫ u
0
a‖(a
1
2 )i∇i1 (
χˆ
a
1
2
)∇i2 (
χˆ
a
1
2
)‖L2sc(Su,u′ )du
′
+
∑
i1+i2+i3+i4+1=i
∫ u
0
a‖(a
1
2 )i∇i1ψi2+1∇i3(
χˆ
a
1
2
)∇i4(
ψ
a
1
2
,
χˆ
a
1
2
)‖L2sc(Su,u′ )du
′
+
∑
i1+i2+i3+i4=i
∫ u
0
‖(a
1
2 )i∇i1ψi2∇i3ψ∇i4ψ‖L2sc(Su,u′)du
′.
≤
a
|u|
O[χˆ] · O[χˆ] +
a
|u|2
O3 +
1
|u|
O2
≤O[χˆ] ·O[χˆ] + 1 ≤ (R[α] + 1)2.
For the last inequality, we use Proposition 4.4.
We derive estimates for trχ.
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Proposition 4.8. Under the assumptions of Theorem 1.2 and the bootstrap assumptions (3.3), we have
∑
i≤10
a
|u|
‖(a
1
2∇)i(trχ+
2
|u|
)‖L2sc(Su,u) . R[ρ] +R[ρ] + 1,
∑
i≤10
a
|u|2
‖(a
1
2∇)itrχ‖L2sc(Su,u) . 1.
Proof. From (2.9), we have the schematic null structure equation:
∇3 t˜rχ+ trχt˜rχ =
2
|u|2
(Ω−1 − 1) + t˜rχt˜rχ+ ψtrχ− |χˆ|2.
Commuting this equation with i angular derivatives, by Proposition 3.16 we have
∇3∇
it˜rχ+
i+ 2
2
trχ∇it˜rχ =
∑
i1+i2+i3=i
∇i1ψi2∇i3
(
2
|u|2
(Ω−1 − 1) + t˜rχt˜rχ+ ψtrχ− |χˆ|2
)
+
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3(ψ, χˆ, t˜rχ)∇i4 t˜rχ+
∑
i1+i2+i3+i4=i−1
∇i1ψi2+1∇i3trχ∇i4 t˜rχ.
Denote the RHS of above equation to be F˜ . As proceeded in Proposition 4.3, applying Proposition 3.7
and rewriting everything in scale invariant norms, we arrive at
a
|u|
‖(a
1
2∇)it˜rχ‖L2sc(Su,u) ≤
a
|u∞|
‖(a
1
2∇)it˜rχ‖L2sc(Su∞,u) +
∫ u
u∞
a2
|u′|3
‖(a
1
2 )iF˜‖L2sc(Su′,u)du
′
=
a
|u∞|
‖(a
1
2∇)it˜rχ‖L2sc(Su∞,u) + I1 + I2 + I3 + I4,
where
a
|u∞|
‖(a
1
2∇)it˜rχ‖L2sc(Su∞,u) ≤ I0 . 1,
I1 =
∫ u
u∞
a2
|u′|3
‖(a
1
2 )i
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3(ψ, t˜rχ, χˆ)∇i4(ψ, t˜rχ, χˆ)‖L2sc(Su′,u)du
′
=
∫ u
u∞
a
|u′|
‖(a
1
2 )i
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3 (
a
1
2
|u′|
ψ,
a
1
2
|u′|
t˜rχ,
a
1
2
|u′|
χˆ)∇i4 (
a
1
2
|u′|
ψ,
a
1
2
|u′|
t˜rχ,
a
1
2
|u′|
χˆ)‖L2sc(Su′,u)du
′
≤
∫ u
u∞
a
|u′|
·
1
|u′|
·
(
O2[χˆ] + 1
)
du′ (by Proposition 4.4 and letting a to be sufficiently large)
.O2[χˆ] + 1 . 1 (by Proposition 4.3),
I2 =
∫ u
u∞
a2
|u′|3
‖(a
1
2 )i
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3ω∇i4trχ‖L2sc(Su′,u)du
′
=
∫ u
u∞
a
|u′|2
‖(a
1
2 )i
∑
i1+i2+i3+i4+1=i
∇i1ψi2∇i3ω∇i4+1(
a
|u′|
t˜rχ)‖L2sc(Su′,u)du
′
+
∫ u
u∞
a
|u′|
‖(a
1
2 )i
∑
i1+i2+i3=i
∇i1ψi2∇i3ω · (
a
|u′|2
trχ)‖L2sc(Su′,u)du
′
≤
∫ u
u∞
a
|u′|
·
1
|u′|
·
(
O[ω] + 1
)
du′ (by Proposition 4.4 and letting a to be sufficiently large)
.O[ω] + 1 . R[ρ] + 1 (by Proposition 4.5),
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I3 =
∫ u
u∞
a2
|u′|3
‖(a
1
2 )i
∑
i1+i2+i3=i
∇i1ψi2∇i3(
Ω−1 − 1
|u′|2
)‖L2sc(Su′,u)du
′
=
∫ u
u∞
|u′|i+1‖
∑
i1+i2+i3=i
∇i1ψi2∇i3(
Ω−1 − 1
|u′|2
)‖L2(Su′,u)du
′ (in standard norms)
=
∫ u
u∞
|u′|i+1‖
∑
i1+i2+i3=i
∇i1ψi2∇i3(
Ω−1 − 1
|u′|2
)‖L2(Su′,u)du
′ (Using
∂
∂u
Ω−1 = 2ω ⇔ ∇4Ω
−1 = 2Ω−1ω)
=
∫ u
u∞
|u′|i+1‖
∑
i1+i2+i3=i
∇i1ψi2∇i3 [
1
|u′|2
·
∫ u
0
2ω(u′, u′, θ1, θ2)du′]‖L2(Su′,u)du
′
=
∫ u
u∞
|u′|i+1‖
∑
i1+i2+i3=i
∇i1ψi2 [
1
|u′|2
·
∫ u
0
2∇i3ω(u′, u′, θ1, θ2)du′]‖L2(Su′,u)du
′
≤|u′|i+1‖
∑
i1+i2+i3=i
1
|u′|i1+i2
·
1
|u′|2
·
1
|u′|i3
·
a
1
2
|u′|
1
2
·
(
R[ρ] + 1
)
du′(by Proposition 4.2)
≤
∫ u
u∞
a
1
2
|u′|
3
2
(
R[ρ] + 1
)
du′ . R[ρ] + 1,
I4 =
∫ u
u∞
a2
|u′|3
‖(a
1
2 )i
∑
i1+i2+i3=i−1
∇i1ψi2+1 · trχ · ∇i3 t˜rχ‖L2sc(Su′,u)du
′
=
∫ u
u∞
a
1
2 ‖(a
1
2 )i−1
∑
i1+i2+i3=i−1
∇i1ψi2+1 ·
a
|u′|2
trχ · ∇i3 (
a
|u′|
t˜rχ)‖L2sc(Su′,u)du
′
≤
∫ u
u∞
a
1
2 ·
O3
|u′|2
du′ ≤ 1 (by Proposition 4.5).
In summary, we have obtained∑
i≤10
a
|u|
‖(a
1
2∇)i(trχ+
2
|u|
)‖L2sc(Su,u) . R[ρ] +R[ρ] + 1.
This implies ∑
i≤10
a
|u|2
‖(a
1
2∇)itrχ‖L2sc(Su,u) . 1.
We move to the last term η.
Proposition 4.9. Under the assumptions of Theorem 1.2 and the bootstrap assumptions (3.3), we have∑
i≤10
‖(a
1
2∇)iη‖L2sc(Su,u) . R[β] +R[β] + 1.
Proof. We use the following schematic null structure equation for ω:
∇3η +
1
2
trχη = β + trχη + χˆ · ψ.
Commuting it with angular derivative for i times, we have
∇3∇
iη +
i+ 1
2
trχ∇iη
=∇iβ +
∑
i1+i2+i3+1=i
∇i1ψi2+1∇i3β + trχ∇iη +
∑
i1+i2+1=i
∇i1+1trχ∇i2(η, η)
+
∑
i1+i2+i3+i4+1=i
∇i1ψi2+1∇i3ψ∇i4 trχ+
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3ψ∇i4(χˆ, t˜rχ).
Denote the above equality as
∇3∇
iη +
i+ 1
2
trχ∇iη = G.
Applying Proposition 3.7, it holds
|u|i‖∇iη‖L2(Su,u) ≤|u∞|
i‖∇iη‖L2(Su∞,u) +
∫ u
u∞
|u′|i‖G‖L2(Su′,u)du
′.
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Times a−
1
2 on both sides and using |u| ≤ |u′|, |u| ≤ |u∞| we have
a−
1
2 |u|i‖∇iη‖L2(Su,u) ≤a
− 12 |u∞|
i‖∇iη‖L2(Su∞,u) + a
− 12
∫ u
u∞
|u′|i‖G‖L2(Su′,u)du
′. (4.12)
From signature table and property (2.14), we have
s2(∇
iη) = s2(η) + i ·
1
2
=
1
2
+
i
2
=
i+ 1
2
.
By conversation of signatures in each equation and property (2.14), it holds
s2(G) = s2(∇3∇
iη) = s2(∇
iη) + 1 =
i+ 3
2
.
Using the definition of L2sc(Su,u) norms
‖φ‖L2sc(Su,u) := a
−s2(φ)|u|2s2(φ)‖φ‖L2(Su,u),
we have
‖∇iη‖L2sc(Su,u) = a
− i+12 |u|i+1‖∇iη‖L2(Su,u), ‖G‖L2sc(Su,u) = a
− i+32 |u|i+3‖G‖L2(Su,u).
That is equivalent to
a−
1
2 |u|i‖∇iη‖L2(Su,u) =
1
|u|
‖(a
1
2∇)iη‖L2sc(Su,u), a
− 12 |u|i‖G‖L2(Su,u) =
a
|u|3
‖(a
1
2 )iG‖L2sc(Su,u).
We then rewrite (4.12) in L2sc(Su,u) norms
1
|u|
‖(a
1
2∇)iη‖L2sc(Su,u) ≤
1
|u∞|
‖(a
1
2∇)iη‖L2sc(Su∞,u) +
∫ u
u∞
a
|u′|3
‖(a
1
2∇)iβ‖L2sc(Su′,u)du
′
+
∫ u
u∞
a
|u′|3
‖
∑
i1+i2+i3+1=i
(a
1
2 )i∇i1ψi2+1∇i3β‖L2sc(Su′,u)du
′
+
∫ u
u∞
a
|u′|3
‖trχ(a
1
2∇)iη‖L2sc(Su′,u)du
′
+
∫ u
u∞
a
|u′|3
‖
∑
i1+i2+1=i
(a
1
2∇)i1+1trχ(a
1
2∇)i2η‖L2sc(Su′,u)du
′
+
∫ u
u∞
a
|u′|3
‖
∑
i1+i2+i3+i4+1=i
(a
1
2 )i∇i1ψi2+1∇i3ψ∇i4trχ‖L2sc(Su′,u)du
′
+
∫ u
u∞
a
|u′|3
‖
∑
i1+i2+i3+i4=i
(a
1
2 )i∇i1ψi2∇i3ψ∇i4(χˆ, t˜rχ)‖L2sc(Su′,u)du
′.
For the first term, we have
1
|u∞|
‖(a
1
2∇)iη‖L2sc(Su∞,u) ≤
I(0)(u)
|u∞|
.
1
|u∞|
.
For the terms involving β, we have∫ u
u∞
a
|u′|3
‖(a
1
2∇)iβ‖L2sc(Su′,u)du
′ +
∫ u
u∞
a
|u′|3
‖
∑
i1+i2+i3+1=i
(a
1
2 )i∇i1ψi2+1∇i3β‖L2sc(Su′,u)du
′
≤
(∫ u
u∞
a
|u′|2
‖(a
1
2∇)iβ‖2L2sc(Su′,u)du
′
) 1
2
(∫ u
u∞
a
|u′|4
du′
) 1
2
+
∫ u
u∞
a
|u′|3
·
a
1
2
|u′|
·O2 du′
=‖(a
1
2∇)iβ‖
L2sc(H
(u∞,u)
u )
·
a
1
2
|u|
3
2
+
a
3
2
|u|3
O2
≤R[β] ·
a
1
2
|u|
3
2
+
a
3
2
|u|3
O2 ≤
R[β]
|u|
+
O2
a
1
2 |u|
≤
R[β] + 1
|u|
.
Here we employ (4.7), (2.16) and (2.27).
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For next two terms, we use (2.20), bootstrap assumption (3.3) and Proposition 4.6 to obtain∫ u
u∞
a
|u′|3
‖trχ(a
1
2∇)iη‖L2sc(Su′,u)du
′ +
∫ u
u∞
a
|u′|3
‖
∑
i1+i2+1=i
(a
1
2∇)i1+1trχ(a
1
2∇)i2η‖L2sc(Su′,u)du
′
≤
∫ u
u∞
1
|u′|2
·
a
|u′|2
‖trχ‖L∞sc(Su′,u)‖(a
1
2∇)iη‖L2sc(Su′,u)du
′
+
∫ u
u∞
1
|u′|2
‖
∑
i1+i2+1=i
(a
1
2∇)i1+1
(
a
|u′|
(trχ+
2
|u′|
)
)
(a
1
2∇)i2η‖L2sc(Su′,u)du
′
≤
O[η]
|u|
+
∫ u
u∞
O2
|u′|3
du′ ≤
R[β] + 1
|u|
+
O2
|u|2
≤
R[β] + 1
|u|
.
As calculated above, for the sixth term we have∫ u
u∞
a
|u′|3
‖
∑
i1+i2+i3+i4+1=i
(a
1
2 )i∇i1ψi2+1∇i3ψ∇i4trχ‖L2sc(Su′,u)du
′
=
∫ u
u∞
a
1
2
|u′|
‖
∑
i1+i2+i3+i4+1=i
(a
1
2 )i−1∇i1ψi2+1∇i3ψ∇i4 (
a
|u′|2
trχ)‖L2sc(Su′,u)du
′
≤
∫ u
u∞
a
1
2
|u′|
·
O3
|u′|2
du′ ≤
a
1
2 · O3
|u|2
≤
1
|u|
.
And for the last term, with (4.4) we have∫ u
u∞
a
|u′|3
‖
∑
i1+i2+i3+i4=i
(a
1
2 )i∇i1ψi2∇i3ψ∇i4 (χˆ, t˜rχ)‖L2sc(Su′,u)du
′
=
∫ u
u∞
a
1
2
|u′|2
‖
∑
i1+i2+i3+i4=i
(a
1
2 )i∇i1ψi2∇i3ψ∇i4 (
a
1
2
|u′|
χˆ,
a
1
2
|u′|
t˜rχ)‖L2sc(Su′,u)du
′
≤
∫ u
u∞
a
1
2
|u′|2
·
O2
|u′|
du′ ≤
a
1
2 · O2
|u|2
≤
1
a
1
2
·
O2
|u|
≤
1
|u|
.
Combining all the estimates derived, we have
1
|u|
‖(a
1
2∇)iη‖L2sc(Su,u) ≤
1
|u∞|
+
R[β] +R[β] + 1
|u|
.
Multiplying |u| on both sides, we obtain
‖(a
1
2∇)iη‖L2sc(Su,u) . 1 +R[β] +R[β].
5. L2(Su,u) ESTIMATE FOR CURVATURE
For i ≤ 9, we have
Proposition 5.1. Under the assumptions of Theorem 1.2 and the bootstrap assumptions (3.3), we have∑
i≤9
1
a
1
2
‖(a
1
2∇)iα‖L2sc(Su,u) . R[β] + 1.
Proof. We have systematical null Bianchi equation:
∇3α+
1
2
trχα = ∇β + ψα+ (ψ, χˆ)Ψ.
Commuting it with angular derivative for i times, we have
∇3∇
iα+
i+ 1
2
trχ∇iα
=∇i+1β +
∑
i1+i2+i3+1=i
∇i1ψi2+1∇i3+1β +
∑
i1+i2+1=i
∇i1+1trχ∇i2α+
∑
i1+i2=i
∇i1 χˆ∇i2α
+
∑
i1+i2+i3+i4+1=i
∇i1ψi2+1∇i3(ψ, trχ, χˆ)∇i4α+
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3(ψ, χˆ)∇i4Ψ.
Denote the above equality as
∇3∇
iα+
i+ 1
2
trχ∇iα = G.
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Applying Proposition 3.7, it holds
|u|i‖∇iα‖L2(Su,u) ≤|u∞|
i‖∇iα‖L2(Su∞,u) +
∫ u
u∞
|u′|i‖G‖L2(Su′,u)du
′.
Multiplying a−
1
2 on both sides, we have
a−
1
2 |u|i‖∇iα‖L2(Su,u) ≤a
− 12 |u∞|
i‖∇iα‖L2(Su∞,u) +
∫ u
u∞
a−
1
2 |u′|i‖G‖L2(Su′,u)du
′. (5.1)
From signature table and property (2.14), we have
s2(∇
iα) = s2(α) + i ·
1
2
= 0 +
i
2
=
i
2
.
By conversation of signature in each equation and property (2.14), it holds
s2(G) = s2(∇3∇
iα) = s2(∇
iα) + 1 =
i+ 2
2
.
Using the definition of L2sc(Su,u) norms
‖φ‖L2sc(Su,u) := a
−s2(φ)|u|2s2(φ)‖φ‖L2(Su,u),
we have
‖∇iα‖L2sc(Su,u) = a
− i2 |u|i‖∇iα‖L2(Su,u), ‖G‖L2sc(Su,u) = a
− i+22 |u|i+2‖G‖L2(Su,u).
That is equivalent to
a−
1
2 |u|i‖∇iα‖L2(Su,u) = a
− 12 ‖(a
1
2∇)iα‖L2sc(Su,u), a
− 12 |u|i‖G‖L2(Su,u) =
a
1
2
|u|2
‖(a
1
2 )iG‖L2sc(Su,u).
We then rewrite (5.1) in L2sc(Su,u) norms
a−
1
2 ‖(a
1
2∇)iα‖L2sc(Su,u)
≤a−
1
2 ‖(a
1
2∇)iα‖L2sc(Su∞,u) +
∫ u
u∞
a
1
2
|u′|2
‖(a
1
2∇)i+1β‖L2sc(Su′,u)du
′
+
∫ u
u∞
a
1
2
|u′|2
‖
∑
i1+i2+i3+1=i
(a
1
2 )i∇i1ψi2+1∇i3+1β‖L2sc(Su′,u)du
′
+
∫ u
u∞
a
1
2
|u′|2
‖
∑
i1+i2+1=i
(a
1
2 )i∇i1+1trχ∇i2α‖L2sc(Su′,u)du
′
+
∫ u
u∞
a
1
2
|u′|2
‖
∑
i1+i2=i
(a
1
2 )i∇i1 χˆ∇i2α‖L2sc(Su′,u)du
′
+
∫ u
u∞
a
1
2
|u′|2
‖
∑
i1+i2+i3+i4+1=i
(a
1
2 )i∇i1ψi2+1∇i3(ψ, trχ, χˆ)∇i4α‖L2sc(Su′,u)du
′
+
∫ u
u∞
a
1
2
|u′|2
‖
∑
i1+i2+i3+i4=i
(a
1
2 )i∇i1ψi2∇i3(ψ, χˆ)∇i4Ψ‖L2sc(Su′,u)du
′.
For the first term, we have
a−
1
2 ‖(a
1
2∇)iα‖L2sc(Su∞,u) ≤ I
(0)(u) . 1.
A SCALE-CRITICAL TRAPPED SURFACE FORMATION CRITERION 35
For the terms involving β, we have∫ u
u∞
a
1
2
|u′|2
‖(a
1
2∇)i+1β‖L2sc(Su′,u)du
′
+
∫ u
u∞
1
|u′|2
‖
∑
i1+i2+i3+1=i
(a
1
2 )i+1∇i1ψi2+1∇i3+1β‖L2sc(Su′,u)du
′
≤
(∫ u
u∞
a
|u′|2
‖(a
1
2∇)i+1β‖2L2sc(Su′,u)du
′
) 1
2
(∫ u
u∞
1
|u′|2
du′
) 1
2
+
∫ u
u∞
1
|u′|2
·
a
1
2
|u′|
· O2 du′
≤‖(a
1
2∇)i+1β‖
L2sc(H
(u∞,u)
u )
·
1
|u|
1
2
+
a
1
2
|u|2
O2
≤a−
1
2 ‖(a
1
2∇)i+1β‖
L2sc(H
(u∞,u)
u )
·
a
1
2
|u|
1
2
+
a
1
2
|u|2
O2
≤a−
1
2 ‖(a
1
2∇)i+1β‖
L2sc(H
(u∞,u)
u )
+ 1 ≤ R[β] + 1,
where we employ (4.7), (2.16) and (2.27).
For the next two terms, we use (4.7) and obtain∫ u
u∞
a
1
2
|u′|2
‖
∑
i1+i2+1=i
(a
1
2 )i∇i1+1trχ∇i2α‖L2sc(Su′,u)du
′
+
∫ u
u∞
a
1
2
|u′|2
‖
∑
i1+i2=i
(a
1
2 )i∇i1 χˆ∇i2α‖L2sc(Su′,u)du
′
≤
∫ u
u∞
a−
1
2
|u′|
‖
∑
i1+i2+1=i
(a
1
2 )i+1∇i1+1
(
a
|u′|
(trχ+
2
|u′|
)
)
∇i2(
α
a
1
2
)‖L2sc(Su′,u)du
′
+
∫ u
u∞
1
|u′|
‖
∑
i1+i2=i
(a
1
2 )i+1∇i1(
a
1
2
|u′|
χˆ)∇i2 (
α
a
1
2
)‖L2sc(Su′,u)du
′
≤
∫ u
u∞
a−
1
2
|u′|
·
a
1
2
|u′|
O2 du′ +
∫ u
u∞
1
|u′|
·
a
1
2
|u′|
O2 du′
≤
O2
|u|
+
a
1
2 ·O2
|u|
≤ 1.
For the last two terms, we have∫ u
u∞
a
1
2
|u′|2
‖
∑
i1+i2+i3+i4+1=i
(a
1
2 )i∇i1ψi2+1∇i3(ψ, trχ, χˆ)∇i4α‖L2sc(Su′,u)du
′
+
∫ u
u∞
a
1
2
|u′|2
‖
∑
i1+i2+i3+i4=i
(a
1
2 )i∇i1ψi2∇i3 (ψ, χˆ)∇i4Ψ‖L2sc(Su′,u)du
′
≤
∫ u
u∞
a−
1
2 ‖
∑
i1+i2+i3+i4+1=i
(a
1
2 )i+1∇i1ψi2+1∇i3(
a
|u′|2
ψ,
a
|u′|2
trχ,
a
|u′|2
χˆ)∇i4 (
α
a
1
2
)‖L2sc(Su′,u)du
′
+
∫ u
u∞
a
1
2
|u′|2
‖
∑
i1+i2+i3+i4=i
(a
1
2 )i+1∇i1ψi2∇i3(
ψ
a
1
2
,
χˆ
a
1
2
)∇i4Ψ‖L2sc(Su′,u)du
′
≤
∫ u
u∞
a−
1
2
a
|u|2
O3 du′ +
∫ u
u∞
a
1
2
|u′|2
·
a
1
2
|u′|
O2 du′
≤
a
1
2 · O2
|u|
+
a ·O2
|u|2
≤ 1.
Gathering all the estimates, for sufficiently large a we have showed that∑
i≤9
1
a
1
2
‖(a
1
2∇)iα‖L2sc(Su,u) . R[β] + 1.
Let Ψ ∈ {β, ρ, σ, β, α}, we proceed to prove
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Proposition 5.2. Under the assumptions of Theorem 1.2 and the bootstrap assumptions (3.3), we have∑
i≤9
‖(a
1
2∇)iΨ‖L2sc(Su,u) . R[α] +R[β] + 1.
Proof. For Ψ ∈ {β, ρ, σ, β, α}, we have the systematical null Bianchi equations:
∇4Ψ = ∇Ψ+∇α+ (χˆ, ψ)(Ψ, α).
By Proposition 3.16, we commute this equations with i angular derivatives
∇4∇
iΨ =∇i+1Ψ+∇i+1α+
∑
i1+i2+i3+1=i
∇i1ψi2+1∇i3+1(Ψ, α)
+
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3(ψ, χˆ)∇i4Ψ +
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3(ψ, χˆ)∇i4 (Ψ, α).
Applying Proposition 3.6 and multiplying (a
1
2 )i on both sides, we have
‖(a
1
2∇)iΨ‖L2sc(Su,u)
≤
∫ u
0
‖(a
1
2 )i∇i+1Ψ‖L2sc(Su,u′ )du
′ +
∫ u
0
‖(a
1
2 )i∇i+1α‖L2sc(Su,u′)du
′
+
∑
i1+i2+i3+1=i
∫ u
0
‖(a
1
2 )i∇i1ψi2+1∇i3+1(Ψ, α)‖L2sc(Su,u′ )du
′
+
∑
i1+i2+i3+i4=i
∫ u
0
‖(a
1
2 )i∇i1ψi2∇i3(ψ, χˆ)∇i4Ψ‖L2sc(Su,u′)du
′
+
∑
i1+i2+i3+i4=i
∫ u
0
‖(a
1
2 )i∇i1ψi2∇i3(ψ, χˆ)∇i4(Ψ, α)‖L2sc(Su,u′)du
′
≤a−
1
2
∫ u
0
‖(a
1
2 )i+1∇i+1Ψ‖L2sc(Su,u′ )du
′ + a−
1
2
∫ u
0
‖(a
1
2 )i+1∇i+1α‖L2sc(Su,u′)du
′
+
∑
i1+i2+i3+1=i
∫ u
0
‖(a
1
2 )i+1∇i1ψi2+1∇i3+1(
Ψ
a
1
2
,
α
a
1
2
)‖L2sc(Su,u′)du
′
+
∑
i1+i2+i3+i4=i
∫ u
0
‖(a
1
2 )i+1∇i1ψi2∇i3(
ψ
a
1
2
,
χˆ
a
1
2
)∇i4Ψ‖L2sc(Su,u′ )du
′
+
∑
i1+i2+i3+i4+1=i
∫ u
0
a−
1
2 |u|‖(a
1
2 )i+1∇i1ψi2+1∇i3(
a
1
2
|u|
ψ,
a
1
2
|u|
χˆ)∇i4(
Ψ
a
1
2
,
α
a
1
2
)‖L2sc(Su,u′ )du
′
+
∑
i1+i2=i
∫ u
0
a−
1
2 |u|‖(a
1
2 )i+1∇i1(
a
1
2
|u|
ψ,
a
1
2
|u|
χˆ)∇i2(
Ψ
a
1
2
,
α
a
1
2
)‖L2sc(Su,u′)du
′
≤a−
1
2
(∫ u
0
‖(a
1
2 )i+1∇i+1Ψ‖2L2sc(Su,u′ )du
′
) 1
2
+ a−
1
2
(∫ u
0
‖(a
1
2 )i+1∇i+1α‖2L2sc(Su,u′ )du
′
) 1
2
+
a
1
2
|u|
O2 + a−
1
2 |u|
a
|u|2
O3 + a−
1
2 |u|
a
1
2
|u|
(O[χˆ] ·O[α] + 1)
≤a−
1
2 ‖(a
1
2∇)i+1Ψ‖
L2sc(H
(0,u)
u )
+ a−
1
2 ‖(a
1
2∇)i+1α‖
L2sc(H
(0,u)
u )
+O[χˆ] ·O[α] + 1
≤R[α] +O[χˆ] · O[α] + 1 . R[α] +O[α] + 1 . R[α] +R[β] + 1,
where we use (4.7), (4.8), Proposition 4.3 and Proposition 5.1.
6. ENERGY ESTIMATE
In this section with scale invariant norms we will derive energy estimates for curvature components
and their angular derivatives. Our goal is to show that
R+R . I(0) + (I(0))2 + 1. (6.1)
Together with the estimates derived in previous sections, we hence improve all the bootstrap assumptions
in (3.3). And Theorem 1.2 is therefore established.
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6.1. Integration by Parts Formula. We first state and prove several useful formula. For Du,u =
(u∞, u)× (0, u) by direct computations, we have
Proposition 6.1. Suppose φ1 and φ2 are r tensorfields, then∫
Du,u
φ1∇4φ2 +
∫
Du,u
φ2∇4φ1
=
∫
H
(u∞,u)
u
φ1φ2 −
∫
H
(u∞,u)
0
φ1φ2 +
∫
Du,u
(2ω − trχ)φ1φ2.
Proposition 6.2. Suppose we have an r tensorfield (1)φ and an r − 1 tensorfield (2)φ, then∫
Du,u
(1)φA1A2...Ar∇Ar
(2)φA1...Ar−1 +
∫
Du,u
∇Ar (1)φA1A2...Ar
(2)φA1...Ar−1
=−
∫
Du,u
(η + η)(1)φ(2)φ.
We will also need the following analogue of Proposition 6.1 with u weights incorporated.
Proposition 6.3. Suppose φ is an r tensorfield and let λ1 = 2(λ0 −
1
2 ). Then
2
∫
Du,u
|u′|2λ1φ(∇3 + λ0trχ)φ
=
∫
H
(0,u)
u
|u|2λ1 |φ|2 −
∫
H
(0,u)
u∞
|u∞|
2λ1 |φ|2 +
∫
Du,u
|u′|2λ1f |φ|2,
where f obeys bound
|f | .
O
|u|2
.
Proof. Slightly modifying (3.12), we have
d
du
(
∫
Su,u
|u|2λ1Ω|φ|2) = L
(∫
Su,u
|u|2λ1Ω|φ|2
)
=
∫
Su,u
Ω2
(
2|u|2λ1 < φ,∇3φ+ λ0trχφ >
)
+
∫
Su,u
Ω2
(
|u|2λ1(−
2λ1(e3u)
|u|
+ (1− 2λ0)trχ− 2ω)|φ|
2
)
.
Here we use L = Ωe3 =
∂
∂u + b
A ∂
∂θA . By (3.13) and bootstrap assumption 3.3, we have
| −
2λ1(e3u)
|u|
+ (1 − 2λ0)trχ− 2ω| .
O
|u|2
.
The proposition then follows via integrating with respect to du du and applying the fundamental theorem
of calculus in u.
Remark 12. Observe that for (Ψ1,Ψ2) ∈ {(α, β),
(
β, (ρ, σ)
)
,
(
(ρ, σ), β
)
, (β, α)}, we can rewrite null
Bianchi equations into the systematic forms:
∇3Ψ1 +
(
1
2
+ s2(Ψ1)
)
trχΨ1 −DΨ2 = (ψ, χˆ)Ψ, (6.2)
∇4Ψ2 −D
∗Ψ1 = ψΨ+ χˆ(Ψ, α), (6.3)
where Ψ ∈ {β, ρ, σ, β, α}. Here we denote D to be a differential operator on Su,u, and D
∗ is the L2(Su,u)
adjoint operator of D. We further commute (6.2) and (6.3) with angular derivative ∇ for i times and get
∇3∇
iΨ1 +
(1 + i
2
+ s2(Ψ1)
)
trχ∇iΨ1 −D∇
iΨ2 = P, (6.4)
∇4∇
iΨ2 −D
∗∇iΨ = 1 +Q. (6.5)
The forms of P and Q will be specified later. Check signature s2, we have
s2(∇
iΨ1) =
i
2
+ s2(Ψ1), s2(∇
iΨ2) =
i+ 1
2
+ s2(Ψ1)
s2(P ) = s2(∇3∇
iΨ1) =
i+ 2
2
+ s2(Ψ1), s2(Q) = s2(D
∗∇iΨ1) =
i+ 1
2
+ s2(Ψ1).
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Remark 13. The Hodge structure will play a crucial role: for pair (Ψ1,Ψ2) or pair (∇
iΨ1,∇
iΨ2), the
angular derivative operator D and its L2 adjoint operator D∗ form a Hodge system. Through Proposition
6.2, we have ∫
Su,u
Ψ1DΨ2 +Ψ2D
∗Ψ1 = −
∫
Su,u
(η + η)Ψ1Ψ2,∫
Su,u
∇iΨ1D∇
iΨ2 +∇
iΨ2D
∗∇iΨ1 = −
∫
Su,u
(η + η)∇iΨ1∇
iΨ2.
(6.6)
We now move forward and apply Proposition 6.3 for ∇iΨ1. With
λ0 =
1 + i
2
+ s2(Ψ1), λ1 := 2λ0 − 1 = i+ 2s2(Ψ1), we get
2
∫
Du,u
|u′|2i+4s2(Ψ1)∇iΨ1
(
∇3 +
(1 + i
2
+ s2(Ψ1)
)
trχ
)
∇iΨ1
=
∫
H
(0,u)
u
|u|2i+4s2(Ψ1)|∇iΨ1|
2 −
∫
H
(0,u)
u∞
|u∞|
2i+4s2(Ψ1)|∇iΨ1|
2 +
∫
Du,u
|u′|2i+4s2(Ψ1)f |∇iΨ1|
2,
(6.7)
where |f | ≤ O/|u′|2.
We also use Proposition 6.1 with substitution φ1 = φ2 = |u|
i+2s2(Ψ1)∇iΨ2
2
∫
Du,u
|u′|2i+4s2(Ψ1)∇iΨ2∇4∇
iΨ2
=
∫
H
(u∞,u)
u
|u′|2i+4s2(Ψ1)|∇iΨ2|
2 −
∫
H
(u∞,u)
0
|u′|2i+4s2(Ψ1)|∇iΨ2|
2
+
∫
Du,u
|u′|2i+4s2(Ψ1)(2ω − trχ)|∇iΨ2|
2.
(6.8)
Add (6.7) and (6.8), we hence obtain
2
∫
Du,u
|u′|2i+4s2(Ψ1)∇iΨ1
(
∇3 +
(1 + i
2
+ s2(Ψ1)
)
trχ
)
∇iΨ1
+ 2
∫
Du,u
|u′|2i+4s2(Ψ1)∇iΨ2∇4∇
iΨ2
=
∫
H
(0,u)
u
|u|2i+4s2(Ψ1)|∇iΨ1|
2 −
∫
H
(0,u)
u∞
|u∞|
2i+4s2(Ψ1)|∇iΨ1|
2 +
∫
Du,u
|u′|2i+4s2(Ψ1)f |∇iΨ1|
2
+
∫
H
(u∞,u)
u
|u′|2i+4s2(Ψ1)|∇iΨ2|
2 −
∫
H
(u∞,u)
0
|u′|2i+4s2(Ψ1)|∇iΨ2|
2
+
∫
Du,u
|u′|2i+4s2(Ψ1)(2ω − trχ)|∇iΨ2|
2.
Apply (6.4) and (6.5). Wtih the help of (6.6), we then arrive at∫
H
(0,u)
u
|u|2i+4s2(Ψ1)|∇iΨ1|
2 +
∫
H
(u∞,u)
u
|u′|2i+4s2(Ψ1)|∇iΨ2|
2
=
∫
H
(0,u)
u∞
|u∞|
2i+4s2(Ψ1)|∇iΨ1|
2 +
∫
H
(u∞,u)
0
|u′|2i+4s2(Ψ1)|∇iΨ2|
2
+ 2
∫
Du,u
|u′|2i+4s2(Ψ1)∇iΨ1 · P + 2
∫
Du,u
|u′|2i+4s2(Ψ1)∇iΨ2 ·Q
− 2
∫
Du,u
|u′|2i+4s2(Ψ1)(η + η)∇iΨ1∇
iΨ2
+
∫
Du,u
|u′|2i+4s2(Ψ1)f |∇iΨ1|
2 +
∫
Du,u
|u′|2i+4s2(Ψ1)(2ω − trχ)|∇iΨ2|
2.
Using |(η + η)∇iΨ1∇
iΨ2| ≤ |η + η|(∇
iΨ1)
2 + |η + η|(∇iΨ2)
2, and the fact
|η + η| ≤ a
1
2O/|u′|2, |f | ≤ O/|u′|2, |2ω − trχ| ≤ O/|u′|,
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by applying Gro¨nwall’s inequality twice (one for du, one for du), we obtain∫
H
(0,u)
u
|u|2i+4s2(Ψ1)|∇iΨ1|
2 +
∫
H
(u∞,u)
u
|u′|2i+4s2(Ψ1)|∇iΨ2|
2
.
∫
H
(0,u)
u∞
|u∞|
2i+4s2(Ψ1)|∇iΨ1|
2 +
∫
H
(u∞,u)
0
|u′|2i+4s2(Ψ1)|∇iΨ2|
2
+ 2
∫
Du,u
|u′|2i+4s2(Ψ1)∇iΨ1 · P + 2
∫
Du,u
|u′|2i+4s2(Ψ1)∇iΨ2 ·Q.
Multiply a−i−2s2(Ψ1) on both sides∫
H
(0,u)
u
a−i−2s2(Ψ1)|u|2i+4s2(Ψ1)|∇iΨ1|
2 +
∫
H
(u∞,u)
u
a−i−2s2(Ψ1)|u′|2i+4s2(Ψ1)|∇iΨ2|
2
.
∫
H
(0,u)
u∞
a−i−2s2(Ψ1)|u∞|
2i+4s2(Ψ1)|∇iΨ1|
2 +
∫
H
(u∞,u)
0
a−i−2s2(Ψ1)|u′|2i+4s2(Ψ1)|∇iΨ2|
2
+ 2
∫
Du,u
a−i−2s2(Ψ1)|u′|2i+4s2(Ψ1)∇iΨ1 · P + 2
∫
Du,u
a−i−2s2(Ψ1)|u′|2i+4s2(Ψ1)∇iΨ2 ·Q.
(6.9)
With signature identities
s2(∇
iΨ1) =
i
2
+ s2(Ψ1), s2(∇
iΨ2) =
i+ 1
2
+ s2(Ψ1)
s2(P ) = s2(∇3∇
iΨ1) =
i+ 2
2
+ s2(Ψ1), s2(Q) = s2(D
∗∇iΨ1) =
i+ 1
2
+ s2(Ψ1),
and definitions
‖φ‖L2sc(Su,u) = a
−s2(φ)|u|2s2(φ)‖φ‖L2(Su,u),
‖φ‖L1sc(Su,u) = a
−s2(φ)|u|2s2(φ)−1‖φ‖L1(Su,u),
we rewrite (6.9) as∫
H
(0,u)
u
‖∇iΨ1‖
2
L2sc(Su,u)
+
∫
H
(u∞,u)
u
a
|u′|2
‖∇iΨ2‖
2
L2sc(Su′,u)
.
∫
H
(0,u)
u∞
‖∇iΨ1‖
2
L2sc(Su∞,u)
+
∫
H
(u∞,u)
0
a
|u∞|2
‖∇iΨ2‖
2
L2sc(Su∞,u)
+ 2
∫
Du,u
a
|u′|
‖∇iΨ1 · P‖L1sc(Su′,u′ ) + 2
∫
Du,u
a
|u′|
‖∇iΨ2 ·Q‖L1sc(Su′,u′ ).
Recall the definition in (2.16)
‖φ‖2
L2sc(H
(0,u)
u )
:=
∫ u
0
‖φ‖2L2sc(Su,u′)du
′,
‖φ‖2
L2sc(H
(u∞,u)
u )
:=
∫ u
u∞
a
|u′|2
‖φ‖2L2sc(Su′,u)du
′,
we therefore arrive at
Proposition 6.4. Under the assumptions of Theorem 1.2 and the bootstrap assumptions (3.3), assume
pair (∇iΨ1,∇
iΨ2) satisfying
∇3∇
iΨ1 +
(1 + i
2
+ s2(Ψ1)
)
trχ∇iΨ1 −D∇
iΨ2 = P,
∇4∇
iΨ2 −D
∗∇iΨ1 = Q,
where D∗ is the L2 adjoint operator of D, then it follows∫
H
(0,u)
u
‖∇iΨ1‖
2
L2sc(Su,u)
+
∫
H
(u∞,u)
u
a
|u′|2
‖∇iΨ2‖
2
L2sc(Su′,u)
.
∫
H
(0,u)
u∞
‖∇iΨ1‖
2
L2sc(Su∞,u)
+
∫
H
(u∞,u)
0
a
|u∞|2
‖∇iΨ2‖
2
L2sc(Su∞,u)
+
∫
Du,u
a
|u′|
‖∇iΨ1 · P‖L1sc(Su′,u′ ) +
∫
Du,u
a
|u′|
‖∇iΨ2 ·Q‖L1sc(Su′,u′ ).
(6.10)
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6.2. Energy Estimate in Scale Invariant Norms. We are now ready to prove
R+R . I(0) + (I(0))2 + 1.
Let’s start with the pair (α, β).
Proposition 6.5. Under the assumptions of Theorem 1.2 and the bootstrap assumptions (3.3), we have
1
a
1
2
‖(a
1
2∇)iα‖2
L2sc(H
(0,u)
u )
+
1
a
1
2
‖(a
1
2∇)iβ‖2
L2sc(H
(u∞,u)
u )
≤
1
a
1
2
‖(a
1
2∇)iα‖2
L2sc(H
(0,u)
u∞ )
+
1
a
1
2
‖(a
1
2∇)iβ‖2
L2sc(H
(u∞,u)
0 )
+
1
a
1
3
.
Proof. For pair (Ψ1,Ψ2) = (α, β) we have
∇4β −D
∗α = ψ(β, α),
∇3α+
1
2
trχα−Dβ = (ψ, χˆ)(Ψ, β, α).
Commuting the above equations with ∇ for i times, we get
∇3∇
iα+
1 + i
2
trχ∇iα−D∇iβ
=
∑
i1+i2+i3=i
∇i1ψi2+1∇i3β +
∑
i1+i2+i3=i
∇i1ψi2∇i3
(
(ψ, χˆ)(Ψ, β, α)
)
+
∑
i1+i2+i3+i4+1=i
∇i1ψi2+1∇i3(χˆ, trχ)∇i4α+
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3 (ψ, χˆ, t˜rχ)∇i4α
=
∑
i1+i2+i3+i4+1=i
∇i1ψi2+1∇i3(χˆ, trχ)∇i4α+
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3(ψ, χˆ, χˆ, t˜rχ)∇i4(Ψ, β, α)
=F1.
And
∇4∇
iβ −D∗∇iα
=
∑
i1+i2+i3=i
∇i1ψi2+1∇i3β +
∑
i1+i2+i3=i
∇i1ψi2∇i3
(
ψ(β, α)
)
+
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3(ψ, χˆ)∇i4β
=
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3(ψ, χˆ)∇i4 (β, α)
=G1.
Applying Proposition 6.1 to Proposition 6.3, it follows
‖(a
1
2∇)iα‖2
L2sc(H
(0,u)
u )
+ ‖(a
1
2∇)iβ‖2
L2sc(H
(u∞,u)
u )
≤‖(a
1
2∇)iα‖2
L2sc(H
(0,u)
u∞ )
+ ‖(a
1
2∇)iβ‖2
L2sc(H
(u∞,u)
0 )
+N1 +M1.
where
N1 =
∫ u
0
∫ u
u∞
a
|u′|
‖(a
1
2 )iF1 · (a
1
2∇)iα‖L1sc(Su′,u′)du
′du′,
M1 =
∫ u
0
∫ u
u∞
a
|u′|
‖(a
1
2 )iG1 · (a
1
2∇)iβ‖L1sc(Su′,u′)du
′du′,
A SCALE-CRITICAL TRAPPED SURFACE FORMATION CRITERION 41
By Ho¨lder’s inequalities in scale invariant norms, we have
N1 =
∫ u
0
∫ u
u∞
a
|u′|
‖(a
1
2 )iF1 · (a
1
2∇)iα‖L1sc(Su′,u′)du
′du′,
≤
∫ u
0
∫ u
u∞
a
|u′|2
‖(a
1
2 )iF1‖L2sc(Su′,u′)‖(a
1
2∇)iα‖L2sc(Su′,u′ )du
′du′
≤
∫ u
u∞
a
|u′|2
(∫ u
0
‖(a
1
2 )iF1‖
2
L2sc(Su′,u′)
du′
) 1
2
‖(a
1
2∇)iα‖
L2sc(H
(0,u)
u′
)
du′.
≤
∫ u
u∞
a
|u′|2
(∫ u
0
‖(a
1
2 )iF1‖
2
L2sc(Su′,u′)
du′
) 1
2
du′ · sup
u′
‖(a
1
2∇)iα‖
L2sc(H
(0,u)
u′
)
,
where
F1 =
∑
i1+i2+i3+i4+1=i
∇i1ψi2+1∇i3(χˆ, trχ)∇i4α
+
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3(ψ, χˆ, χˆ, t˜rχ)∇i4(Ψ, β, α).
Denote
H1 :=
∫ u
0
‖(a
1
2 )iF1‖
2
L2sc(Su′,u′ )
du′.
We further have
H1 =
∫ u
0
‖(a
1
2 )iF1‖
2
L2sc(Su′,u′)
du′
≤
∫ u
0
a−1‖
a
1
2
|u′|
ψ,
a
1
2
|u′|
χˆ,
a
1
2
|u′|
χˆ,
a
1
2
|u′|
t˜rχ‖2L∞sc(Su′,u′ )‖(a
1
2∇)i(Ψ, β, α)‖2L2sc(Su′,u′ )du
′
+
∑
i1+i2+i3+i4+1=i
∫ u
0
|u′|4
a2
‖(a
1
2 )i+1∇i1ψi2+1∇i3(
a
|u′|2
χˆ,
a
|u′|2
trχ)∇i4 (a−
1
2α)‖2L2sc(Su′,u′ )du
′
+
∑
i1+i2+i3+i4=i
i4≤i−1
∫ u
0
|u′|2
a
‖(a
1
2 )i+1∇i1ψi2∇i3
( a 12
|u′|
ψ,
a
1
2
|u′|
χˆ,
a
1
2
|u′|
χˆ,
a
1
2
|u′|
t˜rχ
)
×∇i4(a−
1
2Ψ, a−
1
2 β, a−
1
2α)‖2L2sc(Su′,u′ )du
′
≤
∫ u
0
‖(a
1
2∇)i(a−
1
2Ψ, a−
1
2β, a−
1
2α)‖2L2sc(Su′,u′ )du
′ ·
(
O2[χˆ] +O2[χˆ]
)
+
∫ u
0
|u′|4
a2
a2
|u′|4
du′ · O6 +
∫ u
0
|u′|2
a
a
|u′|2
·O4
≤R2[α] ·
(
O2[χˆ] +O2[χˆ]
)
+O6 +O4.
Therefore, for N1 we have
N1 . (R[α] ·O[χˆ] +R[α] · O[χˆ] +O
3 +O2) · sup
u′
‖(a
1
2∇)iα‖
L2sc(H
(0,u)
u′
)
.
We treate M1 in a similar way.
M1 =
∫ u
0
∫ u
u∞
a
|u′|
‖(a
1
2 )iG1 · (a
1
2∇)iβ‖L1sc(Su′,u′)du
′du′
≤
∫ u
0
∫ u
u∞
a
|u′|2
‖(a
1
2 )iG1‖L2sc(Su′,u′ )‖(a
1
2∇)iβ‖L2sc(Su′,u′)du
′du′
≤
∫ u
0
(∫ u
u∞
a
|u′|2
‖(a
1
2 )iG1‖
2
L2sc(Su′,u′)
du′
) 1
2
(∫ u
u∞
a
|u′|2
‖(a
1
2∇)iβ‖2L2sc(Su′,u′ )du
′
) 1
2
du′
≤
∫ u
0
(∫ u
u∞
a
|u′|2
‖(a
1
2 )iG1‖
2
L2sc(Su′,u′)
du′
) 1
2
‖(a
1
2∇)iβ‖
L2sc(H
(u∞,u)
u′
)
du′
≤
(∫ u
0
∫ u
u∞
a
|u′|2
‖(a
1
2 )iG1‖
2
L2sc(Su′,u′ )
du′du′
) 1
2
· ‖(a
1
2∇)iβ‖
L2sc(H
(u∞,u)
u′
)
,
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where
G1 =
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3(ψ, χˆ)∇i4 (β, α).
Let
J1 :=
∫ u
0
∫ u
u∞
a
|u′|2
‖(a
1
2 )iG1‖
2
L2sc(Su′,u)
du′du′.
Then, by (4.7)
J1 ≤
∫ u
0
∫ u
u∞
a
|u′|2
‖(a
1
2 )i(ψ, χˆ)∇i(β, α)‖2L2sc(Su′,u)du
′du′
+
∫ u
0
∫ u
u∞
a
|u′|2
‖(a
1
2 )i
∑
i1+i2+i3+i4=i
i4≤i−1
∇i1ψi2∇i3(ψ, χˆ)∇i4 (β, α)‖2L2sc(Su′,u)du
′du′
≤
∫ u
0
∫ u
u∞
a
|u′|4
‖ψ, χˆ‖2L∞sc(Su′,u)‖(a
1
2 )i∇i(β, α)‖2L2sc(Su′,u)du
′du′
+
∫ u
0
∫ u
u∞
a2
|u′|2
‖(a
1
2 )i+1
∑
i1+i2+i3+i4=i
i4≤i−1
∇i1ψi2∇i3(a−
1
2ψ, a−
1
2 χˆ)∇i4(a−
1
2 β, a−
1
2α)‖2L2sc(Su′,u)du
′du′
≤
∫ u
0
∫ u
u∞
a2
|u′|4
‖a−
1
2ψ, a−
1
2 χˆ‖2L∞sc(Su′,u)‖(a
1
2 )i∇i(β, α)‖2L2sc(Su′,u)du
′du′
+
∫ u
0
∫ u
u∞
a2
|u′|2
‖(a
1
2 )i+1
∑
i1+i2+i3+i4=i
i4≤i−1
∇i1ψi2∇i3(a−
1
2ψ, a−
1
2 χˆ)∇i4(a−
1
2 β, a−
1
2α)‖2L2sc(Su′,u)du
′du′
≤O2 · sup
u′
∫ u
0
‖(a
1
2 )i∇i(β, α)‖2L2sc(Su′,u)du
′ ·
∫ u
u∞
a2
|u′|4
du′ +
∫ u
u∞
a3
|u′|4
du′ · O4
≤a−1 sup
u′
‖(a
1
2∇)i(β, α)‖2
L2sc(H
(0,u)
u′
)
· O2 +O4 ≤ R2 ·O2 +O4.
Hence,
M1 ≤
(∫ u
0
∫ u
u∞
a
|u′|2
‖(a
1
2 )iG‖2L2sc(Su′,u′ )du
′du′
) 1
2
· ‖(a
1
2∇)iβ‖
L2sc(H
(u∞,u)
u′
)
≤(R ·O +O2) · ‖(a
1
2∇)iβ‖
L2sc(H
(u∞,u)
u′
)
Combining all the above estimates together, we obtain
‖(a
1
2∇)iα‖2
L2sc(H
(0,u)
u )
+ ‖(a
1
2∇)iβ‖2
L2sc(H
(u∞,u)
u )
≤‖(a
1
2∇)iα‖2
L2sc(H
(0,u)
u∞ )
+ ‖(a
1
2∇)iβ‖2
L2sc(H
(u∞,u)
0 )
+N1 +M1
≤‖(a
1
2∇)iα‖2
L2sc(H
(0,u)
u∞ )
+ ‖(a
1
2∇)iβ‖2
L2sc(H
(u∞,u)
0 )
+ (R ·O +O3 +O2) · sup
u′
‖(a
1
2∇)iα‖
L2sc(H
(0,u)
u′
)
+ a
1
2 (R · O +O2) · a−
1
2 ‖(a
1
2∇)iβ‖
L2sc(H
(u∞,u)
u′
)
.
A SCALE-CRITICAL TRAPPED SURFACE FORMATION CRITERION 43
Hence, for sufficiently large a, we have
a−1‖(a
1
2∇)iα‖2
L2sc(H
(0,u)
u )
+ a−1‖(a
1
2∇)iβ‖2
L2sc(H
(u∞,u)
u )
≤a−1‖(a
1
2∇)iα‖2
L2sc(H
(0,u)
u∞ )
+ a−1‖(a
1
2∇)iβ‖2
L2sc(H
(u∞,u)
0 )
+ a−
1
2 (R ·O +O3 +O2) · sup
u′
a−
1
2 ‖(a
1
2∇)iα‖
L2sc(H
(0,u)
u′
)
+ a−
1
2 (R ·O +O2) · a−
1
2 ‖(a
1
2∇)iβ‖
L2sc(H
(u∞,u)
u′
)
≤a−1‖(a
1
2∇)iα‖2
L2sc(H
(0,u)
u∞ )
+ a−1‖(a
1
2∇)iβ‖2
L2sc(H
(u∞,u)
0 )
+ a−
1
2 (R ·O +O3 +O2) · R+ a−
1
2 (R ·O +O2) ·R
≤a−1‖(a
1
2∇)iα‖2
L2sc(H
(0,u)
u∞ )
+ a−1‖(a
1
2∇)iβ‖2
L2sc(H
(u∞,u)
0 )
+
1
a
1
3
.
This further implies
R2[α] +R2[β] ≤ R20[α] +R
2
0[β] +
1
a
1
4
and (6.11)
R[α] +R[β] ≤ 2R0[α] + 2R0[β] +
1
a
1
8
. (6.12)
We next derive estimates for other pairs.
Proposition 6.6. Under the assumptions of Theorem 1.2 and the bootstrap assumptions (3.3), we have
‖(a
1
2∇)iβ‖2
L2sc(H
(0,u)
u )
+ ‖(a
1
2∇)iρ‖2
L2sc(H
(0,u)
u )
+ ‖(a
1
2∇)iσ‖2
L2sc(H
(0,u)
u )
+ ‖(a
1
2∇)iβ‖2
L2sc(H
(0,u)
u )
. I(0) + (I(0))2 + 1,
‖(a
1
2∇)iρ‖2
L2sc(H
(u∞,u)
u )
+ ‖(a
1
2∇)iσ‖2
L2sc(H
(u∞,u)
u )
+ ‖(a
1
2∇)iβ‖2
L2sc(H
(u∞,u)
u )
+ ‖(a
1
2∇)iα‖2
L2sc(H
(u∞,u)
u )
. I(0) + (I(0))2 + 1.
Proof. For (Ψ1,Ψ2) ∈ {
(
β, (ρ, σ)
)
,
(
(ρ, σ), β
)
, (β, α)} and Ψ ∈ {β, ρ, σ, β, α}, we have the systematic
null Bianchi equations:
∇3Ψ1 +
(
1
2
+ s2(Ψ1)
)
trχΨ1 −DΨ2 = (ψ, χˆ)Ψ,
∇4Ψ2 −D
∗Ψ1 = ψΨ+ χˆ(Ψ, α).
Commuting these equations with ∇ for i times, we have
∇3∇
iΨ1 +
(
1 + i
2
+ s2(Ψ1)
)
trχ∇iΨ1 −D∇
iΨ2
=
∑
i1+i2+i3+1=i
∇i1ψi2+1∇i3∇Ψ+
∑
i1+i2+i3=i
∇i1ψi2∇i3
(
(ψ, χˆ)Ψ
)
+
∑
i1+i2+i3+i4+1=i
∇i1ψi2+1∇i3(χˆ, trχ)∇i4Ψ+
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3(ψ, χˆ, t˜rχ)∇i4Ψ
=
∑
i1+i2+i3+i4+1=i
∇i1ψi2+1∇i3(χˆ, trχ)∇i4Ψ+
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3(ψ, χˆ, χˆ, t˜rχ)∇i4Ψ
=F2.
And
∇4∇
iΨ2 −D
∗∇iΨ1
=
∑
i1+i2+i3+1=i
∇i1ψi2+1∇i3∇Ψ+
∑
i1+i2+i3=i
∇i1ψi2∇i3
(
ψΨ+ χˆ(Ψ, α)
)
+
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3(ψ, χˆ)∇i4Ψ
=
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3(ψ, χˆ, χˆ)∇i4 (Ψ, α)
=G2.
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Applying Proposition 6.1 and Proposition 6.2, we have
‖(a
1
2∇)iΨ1‖
2
L2sc(H
(0,u)
u )
+ ‖(a
1
2∇)iΨ2‖
2
L2sc(H
(u∞,u)
u )
≤‖(a
1
2∇)iΨ1‖
2
L2sc(H
(0,u)
u∞ )
+ ‖(a
1
2∇)iΨ2‖
2
L2sc(H
(u∞,u)
0 )
+N2 +M2.
(6.13)
Here
N2 =
∫ u
0
∫ u
u∞
a
|u′|
‖(a
1
2 )iF2 · (a
1
2∇)iΨ1‖L1sc(Su′,u′)du
′du′,
M2 =
∫ u
0
∫ u
u∞
a
|u′|
‖(a
1
2 )iG2 · (a
1
2∇)iΨ2‖L1sc(Su′,u′)du
′du′.
Employing (2.20) and bootstrap assumption (3.3), we hence have
N2 =
∫ u
0
∫ u
u∞
a
|u′|
‖(a
1
2 )iF2 · (a
1
2∇)iΨ‖L1sc(Su′,u′ )du
′du′,
≤
∫ u
0
∫ u
u∞
a
|u′|2
‖(a
1
2 )iF2‖L2sc(Su′,u′)‖(a
1
2∇)iΨ‖L2sc(Su′,u′ )du
′du′
≤
∫ u
u∞
a
|u′|2
(∫ u
0
‖(a
1
2 )iF2‖
2
L2sc(Su′,u′)
du′
) 1
2
‖(a
1
2∇)iΨ‖
L2sc(H
(0,u)
u′
)
du′.
≤
∫ u
u∞
a
|u′|2
sup
u′
‖(a
1
2 )iF2‖L2sc(Su′,u′ ) · sup
u
‖(a
1
2∇)iΨ‖
L2sc(H
(0,u)
u′
)
du′
≤
∫ u
u∞
a
|u′|2
sup
u′
‖(a
1
2 )iF2‖L2sc(Su′,u′ )du
′ · R,
where R is bootstrap constant for curvature estimates. And recall F2 is of the form:
F2 =
∑
i1+i2+i3+i4+1=i
∇i1ψi2+1∇i3(χˆ, trχ)∇i4Ψ+
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3(ψ, χˆ, χˆ, t˜rχ)∇i4Ψ
Thus, by using (2.20), (4.7), (4.8) and letting a to be sufficiently large, we have
N2 ≤
∫ u
u∞
a
|u′|2
sup
u′
‖(a
1
2 )iF‖L2sc(Su′,u′ )du
′ · R
≤
∫ u
u∞
a
1
2
|u′|2
sup
u′
‖
a
1
2
|u′|
ψ,
a
1
2
|u′|
χˆ,
a
1
2
|u′|
χˆ,
a
1
2
|u′|
t˜rχ‖L∞sc(Su′,u′)‖(a
1
2∇)iΨ‖L2sc(Su′,u′ )du
′ ·R
+
∑
i1+i2+i3+i4+1=i
∫ u
u∞
a−
1
2 sup
u′
‖(a
1
2 )i+1∇i1ψi2+1∇i3(
a
|u′|2
χˆ,
a
|u′|2
trχ)∇i4Ψ‖L2sc(Su′,u′)du
′ ·R
+
∑
i1+i2+i3+i4=i
i4≤i−1
∫ u
u∞
1
|u′|
sup
u′
‖(a
1
2 )i+1∇i1ψi2∇i3
( a 12
|u′|
ψ,
a
1
2
|u′|
χˆ,
a
1
2
|u′|
χˆ,
a
1
2
|u′|
t˜rχ
)
∇i4Ψ‖L2sc(Su′,u′ )du
′ ·R
≤ sup
u′
(∫ u
u∞
1
|u′|2
du′
) 1
2
· O · sup
u′
(∫ u
u∞
a
|u′|2
‖(a
1
2∇)iΨ‖2L2sc(Su′,u′ )du
′
) 1
2
·R
+ a−
1
2
∫ u
u∞
a
|u′|2
du′ · O3 · R+
∫ u
u∞
a
1
2
|u′|2
·O2 · du′ · R.
≤
1
|u|
1
2
·O · R · R+ a−
1
2 ·
a
|u|
·O3 ·R+
a
1
2
|u|
·O2 ·R ≤
1
a
1
3
.
(6.14)
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We then treat M2 in the same fashion. By (2.20) and Ho¨lder’s inequality, we obtain
M2 =
∫ u
0
∫ u
u∞
a
|u′|
‖(a
1
2 )iG2 · (a
1
2∇)iΨ‖L1sc(Su′,u′ )du
′du′
≤
∫ u
0
∫ u
u∞
a
|u′|2
‖(a
1
2 )iG2‖L2sc(Su′,u′ )‖(a
1
2∇)iΨ‖L2sc(Su′,u′ )du
′du′
≤
∫ u
0
(∫ u
u∞
a
|u′|2
‖(a
1
2 )iG2‖
2
L2sc(Su′,u′ )
du′
) 1
2
(∫ u
u∞
a
|u′|2
‖(a
1
2∇)iΨ‖2L2sc(Su′,u′)du
′
) 1
2
du′
≤
(∫ u
0
∫ u
u∞
a
|u′|2
‖(a
1
2 )iG2‖
2
L2sc(Su′,u′ )
du′du′
) 1
2
· ‖(a
1
2∇)iΨ‖
L2sc(H
(u∞,u)
u′
)
,
where
G2 =
∑
i1+i2+i3+i4=i
∇i1ψi2∇i3(ψ, χˆ, χˆ)∇i4(Ψ, α).
Denote
J2 :=
∫ u
0
∫ u
u∞
a
|u′|2
‖(a
1
2 )iG2‖
2
L2sc(Su′,u)
du′du′.
Then by (2.20), (4.4), (4.5), Proposition 5.1, Proposition 6.5 and letting a to be sufficiently large, we
have
J2 ≤
∫ u
0
∫ u
u∞
a
|u′|2
‖(a
1
2 )i(ψ, χˆ, χˆ)∇i(Ψ, α)‖2L2sc(Su′,u)du
′du′
+
∫ u
0
∫ u
u∞
a
|u′|2
‖(a
1
2 )i
∑
i1+i2+i3+i4=i
i4≤i−1
∇i1ψi2∇i3(ψ, χˆ, χˆ)∇i4 (Ψ, α)‖2L2sc(Su′,u)du
′du′
≤
∫ u
0
∫ u
u∞
a
|u′|4
‖ψ, χˆ, χˆ‖2L∞sc(Su′,u)‖(a
1
2 )i∇i(Ψ, α)‖2L2sc(Su′,u)du
′du′
+
∫ u
0
∫ u
u∞
‖(a
1
2 )i+1
∑
i1+i2+i3+i4=i
i4≤i−1
∇i1ψi2∇i3(
a
1
2
|u′|
ψ,
a
1
2
|u′|
χˆ,
a
1
2
|u′|
χˆ)∇i4(a−
1
2Ψ, a−
1
2α)‖2L2sc(Su′,u)du
′du′
≤
∫ u
0
∫ u
u∞
a−1‖
a
1
2
|u′|
ψ,
a
1
2
|u′|
χˆ,
a
1
2
|u′|
χˆ‖2L∞sc(Su′,u)
a
|u′|2
‖(a
1
2 )i∇iΨ‖2L2sc(Su′,u)du
′du′
+
∫ u
0
∫ u
u∞
‖
a
1
2
|u′|
ψ,
a
1
2
|u′|
χˆ,
a
1
2
|u′|
χˆ‖2L∞sc(Su′,u)
a
|u′|2
‖(a
1
2 )i∇i(a−
1
2α)‖2L2sc(Su′,u)du
′du′
+
∫ u
0
∫ u
u∞
(
a
|u′|2
O2[χˆ]O2[α] +
a−
1
2 · a · O4
|u′|2
)
du′du′
≤
∫ u
0
a−1 sup
u′
(
‖
a
1
2
|u′|
ψ,
a
1
2
|u′|
χˆ,
a
1
2
|u′|
χˆ‖2L∞sc(Su′,u)
)(∫ u
u∞
a
|u′|2
‖(a
1
2 )i∇iΨ‖2L2sc(Su′,u)du
′
)
du′
+
∫ u
u∞
sup
u′
(
‖
a
1
2
|u′|
ψ,
a
1
2
|u′|
χˆ,
a
1
2
|u′|
χˆ‖2L∞sc(Su′,u)
)
a
|u′|2
(∫ u
0
‖(a
1
2 )i∇i(a−
1
2α)‖2L2sc(Su′,u)du
′
)
du′
+
a
|u|
(
O2[χˆ] +O2[χˆ] + 1
)
O2[α] +
a
1
2
|u|
· O4
≤a−1 ·O2 · R2 +
(
O2[χˆ] +O2[χˆ] + 1
)
·
(
R2[β] +
1
a
)
+
a
|u|
(
O2[χˆ] +O2[χˆ] + 1
)
·
(
R2[α] +O2[α]
)
+
a
1
2
|u|
·O4
.
1
a
1
3
+ (1 +R2[α]) · (R2[β] +R2[α] + 1),
where we use O[χˆ] . 1, O[χˆ] . R[α] + 1 and O[α] . R[β] + 1. This implies
M2 ≤ J
1
2
2 ‖(a
1
2∇)iΨ‖
L2sc(H
(u∞,u)
u )
≤ J2 +
1
4
‖(a
1
2∇)iΨ‖2
L2sc(H
(u∞,u)
u )
.
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From (6.14), we have N2 ≤ 1/a
1
3 . Together with (6.13), we have
‖(a
1
2∇)iΨ1‖
2
L2sc(H
(0,u)
u )
+ ‖(a
1
2∇)iΨ2‖
2
L2sc(H
(u∞,u)
u )
≤‖(a
1
2∇)iΨ1‖
2
L2sc(H
(0,u)
u∞ )
+ ‖(a
1
2∇)iΨ2‖
2
L2sc(H
(u∞,u)
0 )
+N2 +M2
≤‖(a
1
2∇)iΨ1‖
2
L2sc(H
(0,u)
u∞ )
+ ‖(a
1
2∇)iΨ2‖
2
L2sc(H
(u∞,u)
0 )
+
1
a
1
3
+ J2 +
1
4
· ‖(a
1
2∇)iΨ‖2
L2sc(H
(u∞,u)
u )
.
The last term 1/4‖(a
1
2∇)iΨ‖2
L2sc(H
(u∞,u)
u )
could be absorbed by the left. Recall
J2 .
1
a
1
3
+ (1 +R2[α]) · (R2[β] +R2[α] + 1).
We hence derive
R2[β] +R2[ρ] +R2[σ] +R2[β] +R2[ρ] +R2[σ] +R2[β] +R2[α]
.R20[β] +R
2
0[ρ] +R
2
0[σ] +R
2
0[β] +R
2
0[ρ] +R
2
0[σ] +R
2
0[β] +R
2
0[α]
+
(
1 +R20[α] +R
2
0[β]
)2
+
1
a
1
4
. (I(0))2 + (I(0))4 + 1 +
1
a
1
4
,
where we use (6.11) in the last step. This implies
R[β] +R[ρ] +R[σ] +R[β] +R[ρ] +R[σ] +R[β] +R[α] . I(0) + (I(0))2 + 1. (6.15)
Recall (6.12)
R[α] +R[β] ≤ 2R0[α] + 2R0[β] +
1
a
1
8
.
These together conclude
R(u, u) +R(u, u) . I(0) + (I(0))2 + 1. (6.16)
By estimates in Section 4 and Section 5, we have
O(u, u) . R(u, u) +R(u, u) + 1.
Hence, with (6.16) we also deduce
O(u, u) . I(0) + (I(0))2 + 1. (6.17)
Remark 14. Conclusions in (6.16) and (6.17) are improvements of bootstrap assumption (3.3):
O(u, u) ≤ O, R(u, u) +R(u, u) ≤ R, where O and R are large numbers satisfying
I(0) + (I(0))2 + 1≪ O, I(0) + (I(0))2 + 1≪ R, (O +R)20 ≤ a
1
16 .
And these improvements prove openness in the bootstrap argument.
7. FORMATION OF TRAPPED SURFACES
In this section, we will prove
H u
∞
(u
=
u∞
)
H−
a/
4 H
1 (u
=
1)H
0 (u
=
0)
e 4
e 4 e
3e
3
Theorem 1.3
Given I(0), there exists a sufficiently large a0 = a0(I
(0)). For
0 < a0 < a, for Einstein vacuum equations with initial data:
•
∑
i≤10,k≤3 a
− 12 ‖∇k4(|u∞|∇)
iχˆ0‖L∞(Su∞,u) ≤ I
(0)
along u = u∞,
• Minkowskian initial data along u = 0,
•
∫ 1
0 |u∞|
2|χˆ0|
2(u∞, u
′)du′ ≥ a for every direction
along u = u∞,
we have that S−a/4,1 is a trapped surface.
Proof. We first derive pointwise estimates for |χˆ|2γ . Fix (θ
1, θ2) ∈ S2. We consider the following null
structure equation
∇3χˆ+
1
2
trχχˆ− 2ωχˆ = ∇⊗̂η −
1
2
trχχˆ+ η⊗̂η.
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We contract this 2-tensor with another 2-tensor χˆ and get
1
2
∇3|χˆ|
2
γ +
1
2
trχ|χˆ|2γ − 2ω|χˆ|
2
γ = χˆ(∇⊗̂η −
1
2
trχχˆ+ η⊗̂η). (7.1)
Employing the fact ω = − 12∇3(logΩ) = −
1
2Ω
−1∇3Ω, we rewrite (7.1) as
∇3(Ω
2|χˆ|2γ) + Ω
2trχ|χˆ|2γ = 2Ω
2χˆ(∇⊗̂η −
1
2
trχχˆ+ η⊗̂η).
Using ∇3 =
1
Ω(
∂
∂u + b
A ∂
∂θA ), we rewrite the above equation as
∂
∂u
(Ω2|χˆ|2γ) + Ωtrχ · Ω
2|χˆ|2γ =2Ω
3χˆ(∇⊗̂η −
1
2
trχχˆ+ η⊗̂η)− bA
∂
∂θA
(Ω2|χˆ|2γ).
Substitute Ωtrχ with
Ωtrχ = Ω(trχ+
2
|u|
)− Ω
2
|u|
= Ω(trχ+
2
|u|
)− (Ω− 1)
2
|u|
−
2
|u|
we have
∂
∂u
(Ω2|χˆ|2γ)−
2
|u|
Ω2|χˆ|2γ =2Ω
3χˆ(∇⊗̂η −
1
2
trχχˆ+ η⊗̂η)− bA
∂
∂θA
(Ω2|χˆ|2γ)
− Ω(trχ+
2
|u|
)(Ω2|χˆ|2γ) + (Ω− 1) ·
2
|u|
· (Ω2|χˆ|2γ).
This gives
∂
∂u
(
u2Ω2|χˆ|2γ
)
=2 · |u|2 · Ω3χˆ(∇⊗̂η −
1
2
trχχˆ+ η⊗̂η)− |u|2 · bA
∂
∂θA
(Ω2|χˆ|2γ)
− |u|2 · Ω(trχ+
2
|u|
)(Ω2|χˆ|2γ) + |u|
2 · (Ω− 1) ·
2
|u|
· (Ω2|χˆ|2γ).
(7.2)
For bA, we have equation
∂bA
∂u
= −4Ω2ζA,
which is from
[L,L] =
∂bA
∂u
∂
∂θA
.
Applying the identity ζA =
1
2ηA −
1
2ηA, Propositions 3.1, derived estimates of η, η, it holds in Du,u
‖bA‖L∞(Su,u) ≤
a
1
2
|u|2
.
For the right hand side of (7.2), we have
‖2 · |u|2 · Ω3χˆ(∇⊗̂η −
1
2
trχχˆ+ η⊗̂η)‖L∞(Su,u) ≤ |u|
2 ·
a
1
2
|u|
· (
a
1
2
|u|3
+
a
|u|4
) ≤
a
|u|2
,
‖|u|2 · bA
∂
∂θA
(Ω2|χˆ|2γ)‖L∞(Su,u) ≤ |u|
2 ·
a
1
2
|u|2
·
a
|u|2
≤
a
3
2
|u|2
,
‖ − |u|2 · Ω(trχ+
2
|u|
)(Ω2|χˆ|2γ)‖L∞(Su,u) ≤ |u|
2 ·
1
|u|2
·
a
|u|2
≤
a
|u|2
,
‖|u|2 · (Ω− 1) ·
2
|u|
· (Ω2|χˆ|2γ)‖L∞(Su,u) ≤ |u|
2 ·
1
|u|
·
2
|u|
·
a
|u|2
≤
a
|u|2
.
In summary, for (7.2) we have
∂
∂u
(
u2Ω2|χˆ|2γ
)
=M, and |M | .
a
3
2
|u|2
≪
a
7
4
|u|2
,
which implies
−
a
7
4
|u|
+
a
7
4
|u∞|
≤ |u|2Ω2|χˆ|2γ(u, u, θ
1, θ2)− |u∞|
2Ω2|χˆ|2γ(u∞, u, θ
1, θ2).
Recall Ω(u∞, u, θ
1, θ2) = 1. We hence have
|u|2Ω2|χˆ|2γ(u, u, θ
1, θ2) ≥ |u∞|
2|χˆ|2γ(u∞, u, θ
1, θ2)−
a
7
4
|u|
.
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Together with the assumption in Theorem 1.3, we further have for u∞ ≤ u ≤ −a/4∫ 1
0
|u|2Ω2|χˆ|2γ(u, u
′, θ1, θ2)du′ ≥
∫ 1
0
|u∞|
2|χˆ|2γ(u∞, u
′, θ1, θ2)du′ −
a
7
4
|u|
≥ a−
a
7
4
|u|
≥ a−
4a
7
4
a
≥
7a
8
.
Pick u = −a/4. With the fact ‖Ω− 1‖L∞(Su,u) . 1/a, for sufficiently large a, we hence have
(−
a
4
)2
∫ 1
0
|χˆ|2γ(−
a
4
, u′, θ1, θ2)du′ ≥
6
7
·
∫ 1
0
(−
a
4
)2Ω2|χˆ|2γ(−
a
4
, u′, θ1, θ2)du′
≥
6
7
·
7a
8
=
3a
4
.
This implies ∫ 1
0
|χˆ|2γ(−
a
4
, u′, θ1, θ2)du′ ≥
3a
4
·
16
a2
=
12
a
(7.3)
Now we consider the other null structure equation
∇4trχ+
1
2
(trχ)2 = −|χˆ|2γ − 2ωtrχ.
Using ω = − 12∇4(log Ω), we have
∇4trχ+
1
2
(trχ)2 =− |χˆ|2 − 2ωtrχ
=− |χˆ|2γ +∇4(logΩ)trχ = −|χˆ|
2
γ +
1
Ω
∇4Ω · trχ.
Hence,
∇4(Ω
−1trχ) =− Ω−2∇4Ω · trχ+Ω
−1∇4trχ
=Ω−1(∇4trχ− Ω
−1 · ∇4Ω · trχ) = Ω
−1
(
−
1
2
(trχ)2 − |χˆ|2γ
)
.
With the fact e4 = Ω
−1 ∂
∂u , we have
∂
∂u
(Ω−1trχ) =−
1
2
(trχ)2 − |χˆ|2γ . (7.4)
For every (θ1, θ2) ∈ S2, along H0 we have
(Ω−1trχ)(−
a
4
, 0, θ1, θ2) = 1−1 ·
2
a/4
=
8
a
.
We then integrate (7.4). Using (7.3) we obtain
(Ω−1trχ)(−
a
4
, 1, θ1, θ2)
≤(Ω−1trχ)(−
a
4
, 0, θ1, θ2)−
∫ 1
0
|χˆ|2γ(−
a
4
, u′, θ1, θ2)du′
≤
8
a
−
12
a
< 0.
Recall in Du,u the following estimate holds
‖trχ+
2
|u|
‖L∞(Su,u) ≤
1
|u|2
.
In particular, this implies
trχ(−
a
4
, 1, θ1, θ2) < 0 for every(θ1, θ2) ∈ S2.
Therefore, we conclude that S− a
4
,1 is a trapped surface.
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8. A Scaling Argument and a connection to [An-Luk]
In this article, we use coordinate system (u, u, θ1, θ2) based on double null foliations, where (θ1, θ2)
are stereographic coordinates on S2. In these coordinates, we study spacetime region
u∞ ≤ u ≤ −
a
4
, 0 ≤ u ≤ 1.
The Lorentzian metric g satisfies ansatz
g = −2Ω2(du⊗ du + du⊗ du) + γAB(dθ
A − dAdu)⊗ (dθB − dBdu).
In the below, by exploring a rescaling, we will find an interesting connection between the results above
and the results in [5] proved by An-Luk.
8.1. A Spacetime Rescaling. We introduce a new coordinate system (u′, u′, θ1
′
, θ2
′
), where
u′ = δu, u′ = δu, θ1
′
= δθ1, θ2
′
= δθ2. (8.1)
Note that coordinates (θ1, θ2) on Su,u are set up through stereographic projection. Assume (x1, x2, x3)
satisfying x21 + x
2
2 + x
2
3 = a
2 and lying on the upper hemisphere of S−a,0 (with radius a). It then has
stereographic projection (ζ1, ζ2) = (
ax1
a+x3
, ax2a+x3 ). Scale down the length by a factor δ, we then have
x′1 = δx1, x
′
2 = δx2, x
′
3 = δx3, (x
′
1)
2 + (x′2)
2 + (x′2)
2 = δ2a2 and (x′1, x
′
2, x
′
3) has stereographic projection
(ζ′1, ζ
′
2) = (
δax′1
δa+ x′3
,
δax′2
δa+ x′3
) = (
δa · δx1
δa+ δx3
,
δa · δx2
δa+ δx3
) = (
δax1
a+ x3
,
δax2
a+ x3
) = (δζ1, δζ2).
Therefore, the rescaled coordinates (θ1
′
, θ2
′
) = (δθ1, δθ2) on Su′,u′ make perfect sense since 2-sphere
Su′,u′ = Sδu,δu is scaled down from Su,u by a factor δ.
We then rewrite Theorem 1.2 and Theorem 1.3 in coordinate system (u′, u′, θ1
′
, θ2
′
):
H
′
δu
∞
(u
′ =
δu
∞
)
H
′
−
δa
/4 H ′
1 (u ′
=
δ)
H ′
0 (u ′
=
0)
With an open set of characteristic initial data (corresponding
to the initial data in Theorem 1.2 and Theorem 1.3),
• Einstein vacuum equations (1.1) admit a unique
smooth solution in the colored region:
δ · u∞ ≤ u
′ ≤ −δ · a/4, 0 ≤ u′ ≤ δ.
• S′−δa/4, δ := {u
′ = −δa/4} ∩ {u′ = δ} is a trapped
surface.
The above conclusion is very similar to the main theorem in
[5]. In the following, we will verify that this conclusion is
indeed an extension of [5]. In particular, we will show that
all the rescaled Ricci coefficients Γ′ and rescaled curvature
components R′ would obey the same apriori estimates as in
[5].
Under the rescaling (8.1), it follows
g′(u′, u′, θ1
′
, θ2
′
) = δ2 · g(u, u, θ1, θ2).
In (u′, u′, θ1
′
, θ2
′
) coordinates, we let
g′(u′, u′, θ1, θ2) = −2Ω′
2
(du′ ⊗ du′ + du′ ⊗ du′) + γ′A′B′(dθ
A′ − dA
′
du′)⊗ (dθB
′
− dB
′
du′).
Compare with
g(u, u, θ1, θ2) = −2Ω2(du⊗ du+ du⊗ du) + γAB(dθ
A − dAdu)⊗ (dθB − dBdu).
Here we have
du′ = δ · du, du′ = δ · du, dθA
′
= δ · dθA for A = 1, 2,
Ω′
2
(u′, u′, θ1
′
, θ2
′
) = Ω2(u, u, θ1, θ2), γ′A′B′(u
′, u′, θ1
′
, θ2
′
) = γAB(u, u, θ
1, θ2),
dA
′
(u′, u′, θ1
′
, θ2
′
) = dA(u, u, θ1, θ2),
e′3(u
′, u′, θ1
′
, θ2
′
) = Ω′
−1
(
∂
∂u′
+ dA
′ ∂
∂u′
) = δ−1Ω−1(
∂
∂u
+ dA
∂
∂u
) = δ−1 · e3(u, u, θ
1, θ2),
e′4(u
′, u′, θ1
′
, θ2
′
) = Ω′
−1 ∂
∂u′
= δ−1Ω−1
∂
∂u
= δ−1 · e4(u, u, θ
1, θ2), (8.2)
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e′A(u
′, u′, θ1
′
, θ2
′
) = δ−1 · eA(u, u, θ
1, θ2), for A = 1, 2. (8.3)
8.2. Rescaled Geometric Quantities. As usual, with frame {e′3, e
′
4, e
′
A, e
′
B}, we define
χ′A′B′ = g
′(D′A′e
′
4, e
′
B), χ
′
A′B′
= g′(D′A′e
′
3, e
′
B),
η′A′ = −
1
2
g′(D′3′e
′
A, e
′
4), η
′
A′
= −
1
2
g′(D′4′e
′
A, e
′
3),
ω′ = −
1
4
g′(D′4′e
′
3, e
′
4), ω
′ = −
1
4
g′(D′3′e
′
4, e
′
3),
ζ′A′ =
1
2
g′(D′A′e
′
4, e
′
3).
With γ′A′B′ being the induced metric on S
′
u,u, we further decompose χ
′, χ′ into
χ′A′B′ =
1
2
trχ′ · γ′A′B′ + χˆ
′
A′B′ , χ
′
A′B′
=
1
2
trχ′ · γ′A′B′ + χˆ
′
A′B′
.
Here D′e′µe
′
ν := Γ
′λ
µ′ν′e
′
λ and Γ
′λ
µ′ν′ :=
1
2
g′λ
′κ′(
∂g′κ′µ′
∂x′ν
+
∂g′κ′ν′
∂x′µ
−
∂g′µ′ν′
∂x′κ
).
Remark 15. Note by rescaling
g′ = δ2 · g, and g′−1 = δ−2 · g−1, (8.4)
we then have
Γ′λ
′
µ′ν′ :=
1
2
g′λ
′κ′(
∂g′κ′µ′
∂x′ν
+
∂g′κ′ν′
∂x′µ
−
∂g′µ′ν′
∂x′κ
) =
1
2
gλ
′κ′(
∂gκ′µ′
∂x′ν
+
∂gκ′ν′
∂x′µ
−
∂gµ′ν′
∂x′κ
) = Γλ
′
µ′ν′ , (8.5)
which implies
D′e′µe
′
ν = Γ
′λ
µ′ν′e
′
λ = Γ
λ
µ′ν′e
′
λ = De′µe
′
ν . (8.6)
We are ready to prove
Proposition 8.1. For Γ ∈ {χˆ, trχ, χˆ, trχ, η, η, ζ, ω, ω} written in two different coordinates (u′, u′, θ1
′
, θ2
′
)
and (u, u, θ1, θ2), it holds that
Γ′(u′, u′, θ1
′
, θ2
′
) = δ−1 · Γ(u, u, θ1, θ2).
Proof. We first calculate χ′A′B′(u
′, u′, θ1
′
, θ2
′
). With definition of χ′ in the first step, (8.6) in the
second step, (8.4) in the third step, (8.2) and (8.3) in the fourth step, we have
χ′A′B′(u
′, u′, θ1
′
, θ2
′
) = g′(D′e′
A
e′4, e
′
B)
=g′(De′
A
e′4, e
′
B) = δ
2 · g(De′
A
e′4, e
′
B)
=δ2 · δ−1 · δ−1 · δ−1g(DeAe4, eB) = δ
−1 · χAB(u, u, θ
1, θ2).
In the same fashion, we conclude
χ′
A′B′
(u′, u′, θ1
′
, θ2
′
) = δ−1 · χ
AB
(u, u, θ1, θ2), ζ′A′B′(u
′, u′, θ1
′
, θ2
′
) = δ−1 · ζAB(u, u, θ
1, θ2),
η′A′(u
′, u′, θ1
′
, θ2
′
) = δ−1 · ηA(u, u, θ
1, θ2), η′
A′
(u′, u′, θ1
′
, θ2
′
) = δ−1 · η
A
(u, u, θ1, θ2),
ω′(u′, u′, θ1
′
, θ2
′
) = δ−1 · ω(u, u, θ1, θ2), ω′(u′, u′, θ1
′
, θ2
′
) = δ−1 · ω(u, u, θ1, θ2).
We then focus on trχ′ and χˆ′A′B′ . As calculated above, we have
trχ′(u′, u′, θ1
′
, θ2
′
)
=g′A
′B′g′(D′A′e
′
4, e
′
B) = g
′A′B′g′(DA′e
′
4, e
′
B) = g
A′B′g(DA′e
′
4, e
′
B)
=δ−1gABg(DAe4, eB) = δ
−1 · trχ(u, u, θ1, θ2), and
χˆ′A′B′(u
′, u′, θ1
′
, θ2
′
)
=χ′A′B′(u
′, u′, θ1
′
, θ2
′
)−
1
2
trχ′(u′, u′, θ1
′
, θ2
′
) · γ′A′B′(u
′, u′, θ1
′
, θ2
′
)
=χ′A′B′(u
′, u′, θ1
′
, θ2
′
)−
1
2
trχ′(u′, u′, θ1
′
, θ2
′
) · δ2 · δ−1 · δ−1 · γAB(u, u, θ
1, θ2)
=δ−1 · χAB(u, u, θ
1, θ2)−
1
2
· δ−1 · trχ(u, u, θ1, θ2) · γAB(u, u, θ
1, θ2)
=δ−1 · χˆAB(u, u, θ
1, θ2).
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Similarly, it also holds
trχ′(u′, u′, θ1
′
, θ2
′
) = δ−1 · trχ(u, u, θ1, θ2), χˆ′
A′B′
(u′, u′, θ1
′
, θ2
′
) = δ−1 · χˆ(u, u, θ1, θ2).
We then conclude this proposition.
For curvature components, we further have
Proposition 8.2. For Ψ ∈ {α, β, ρ, σ, β, α} written in coordinates (u′, u′, θ1
′
, θ2
′
) and (u, u, θ1, θ2), the
following identity is true
Ψ′(u′, u′, θ1
′
, θ2
′
) = δ−2 ·Ψ(u, u, θ1, θ2).
Proof. We first write Riemann curvature in (u′, u′, θ1
′
, θ2
′
) coordinate.
R′lijk = ∂iΓ
′l
jk − ∂jΓ
′l
ik + Γ
′p
jkΓ
′l
ip − Γ
′p
ikΓ
′l
ip
With the help of (8.5), we obtain
R′lijk =∂iΓ
′l
jk − ∂jΓ
′l
ik + Γ
′p
jkΓ
′l
ip − Γ
′p
ikΓ
′l
ip
=∂iΓ
l
jk − ∂jΓ
l
ik + Γ
p
jkΓ
l
ip − Γ
p
ikΓ
′l
ip = R
l
ijk.
This implies
R′ijkl = R
′m
ijkg
′
ml = R
m
ijk · δ
2 · gml = δ
2 ·Rijkl .
Therefore, we obtain
a′A′B′(u
′, u′, θ1
′
, θ2
′
) :=R′(e′A, e
′
4, e
′
B, e
′
4) = δ
2 ·R(e′A, e
′
4, e
′
B, e
′
4)
=δ2 · δ−4 ·R(eA, e4, eB, e4) = δ
−2 · αAB(u, u, θ
1, θ2).
In the same manner, we have
β′A′(u
′, u′, θ1
′
, θ2
′
) = δ−2 · βA(u, u, θ
1, θ2), ρ′(u′, u′, θ1
′
, θ2
′
) = δ−2 · ρ(u, u, θ1, θ2),
σ′A′(u
′, u′, θ1
′
, θ2
′
) = δ−2 · σ(u, u, θ1, θ2), β′
A′
(u′, u′, θ1
′
, θ2
′
) = δ−2 · β
A
(u, u, θ1, θ2),
α′A′B′(u
′, u′, θ1
′
, θ2
′
) = δ−2 · αAB(u, u, θ
1, θ2).
These conclude the proposition.
8.3. Rescaled Uniform Bounds. Applying Proposition 8.1 and Proposition 8.2, next we establish the
connection to [5]. Take χˆ as an example. Applying Proposition 8.1, estimates derived for Oi,∞[χˆ] and
u′ = δu, we have
|χˆ′A′B′(u
′, u′, θ1
′
, θ2
′
)| = δ−1 · |χˆAB(u, u, θ
1, θ2)| ≤ δ−1 ·
a
1
2
|u|
=
a
1
2
δ|u|
=
a
1
2
|u′|
.
In the same fashion, we have
|χˆ′
A′B′
(u′, u′, θ1
′
, θ2
′
)| = δ−1 · |χˆ
AB
(u, u, θ1, θ2)| ≤ δ−1 ·
a
1
2
|u|2
=
δa
1
2
δ2|u|2
=
δa
1
2
|u′|2
,
|trχ′(u′, u′, θ1
′
, θ2
′
)| = δ−1 · |trχ(u, u, θ1, θ2)| ≤ δ−1 ·
1
|u|
=
1
δ|u|
=
1
|u′|
,
|η′A′(u
′, u′, θ1
′
, θ2
′
)| = δ−1 · |ηA(u, u, θ
1, θ2)| ≤ δ−1 ·
a
1
2
|u|2
=
δa
1
2
δ2|u|2
=
δa
1
2
|u′|2
,
|η′
A′
(u′, u′, θ1
′
, θ2
′
)| = δ−1 · |η
A
(u, u, θ1, θ2)| ≤ δ−1 ·
a
1
2
|u|2
=
δa
1
2
δ2|u|2
=
δa
1
2
|u′|2
,
|ω′(u′, u′, θ1
′
, θ2
′
)| = δ−1 · |ω(u, u, θ1, θ2)| ≤ δ−1 ·
1
|u|
=
1
δ|u|
=
1
|u′|
,
|ω′(u′, u′, θ1
′
, θ2
′
)| = δ−1 · |ω(u, u, θ1, θ2)| ≤ δ−1 ·
a
|u|3
=
δ2a
δ3|u|3
=
δ2a
|u′|3
≤
δa
1
2
|u′|2
,
|trχ′(u′, u′, θ1
′
, θ2
′
) +
2
|u′|
| = δ−1 · |trχ(u, u, θ1, θ2) +
2
|u|
| ≤ δ−1 ·
a
|u|3
=
δ2a
δ3|u|3
=
δ2a
|u′|3
≤
δa
1
2
|u′|2
.
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For the estimates of ω′ and trχ′, we use |u′| ≥ δa
1
2 . In the same manner, by Proposition 8.2 and with
the help that |u′| ≥ δa/4 we have
|β′A′(u
′, u′, θ1
′
, θ2
′
)| = δ−2 · |βA(u, u, θ
1, θ2)| ≤ δ−2 ·
a
1
2
|u|2
=
a
1
2
δ2|u|2
=
a
1
2
|u′|2
,
|ρ′(u′, u′, θ1
′
, θ2
′
)| = δ−2 · |ρ(u, u, θ1, θ2)| ≤ δ−2 ·
a
|u|3
=
δa
δ3|u|3
=
δa
|u′|3
,
|σ′(u′, u′, θ1
′
, θ2
′
)| = δ−2 · |σ(u, u, θ1, θ2)| ≤ δ−2 ·
a
|u|3
=
δa
δ3|u|3
=
δa
|u′|3
,
|β′
A′
(u′, u′, θ1
′
, θ2
′
)| = δ−2 · |β
A
(u, u, θ1, θ2)| ≤ δ−2 ·
a
3
2
|u|4
=
δ2a
3
2
δ4|u|4
=
δ2a
3
2
|u′|4
≤
δa
1
2
|u′|3
,
|α′A′B′(u
′, u′, θ1
′
, θ2
′
)| = δ−2 · |αAB(u, u, θ
1, θ2)| ≤ δ−2 ·
a2
|u|5
=
δ3a2
δ5|u|5
=
δ3a2
|u′|5
, (8.7)
|α′A′B′(u
′, u′, θ1
′
, θ2
′
)| = δ−2 · |αAB(u, u, θ
1, θ2)| ≤ δ−2 ·
a
1
2
|u|
=
δ−1a
1
2
δ|u|
=
δ−1a
1
2
|u′|
. (8.8)
Remark 16. By above rescaling argument, we hence transfer the bounds derived in preceding sections
into new bounds, holding in the spacetime region
δa ≤ |u′| ≤ δ|u∞|, 0 ≤ u
′ ≤ δ.
If we focus on the region
δa ≤ |u′| ≤ 1, 0 ≤ u′ ≤ δ,
these bounds encode peeling properties, and they systematically sharpen the a priori bounds in [5]:
• For {ω′, trχ′ + 2|u′| , β
′}, we improve their estimates in [5]. For comparison, the terms boxed are
the estimates obtained in [5].
• For {α′, α′}, their estimates are avoid in [5] by several geometric renormalizations. But for here
we have estimates for α′ and α, and they respect peeling properties.
In summary, in [5] we have 1≪ b ≤ a
1
2 ≤ δ−
1
2 . If we focus on the scenario 1≪ b = a
1
2 ≤ δ−
1
2 , compared
with [5] the new approach in this paper completely avoids geometric renormalizations and still gives a
systematical improvement encoding intrinsic17 peeling properties.
Remark 17. Since the estimates obtained above are uniform for |u∞|, we could keep δ and let |u∞| →
+∞. This extends [5] and establish an existence result from pass null infinity.
By repeating the arguments as in Section 7, we hence obtain one of the main conclusions in [5] by An-Luk
on formation of a small trapped surface:
H u
∞
(u
=
u∞
)
H −
δ
a
4
H
δ (u
=
δ)H
0 (u
=
0)
e 4
e
3
Theorem 1.4 We solve Einstein vacuum equations. Given I(0),
for a fixed δ there exists a sufficiently large a0 = a0(I
(0), δ). For
0 < a0 < a, with initial data:
•
∑
i≤10,k≤3 a
− 12 ‖(δ∇4)
k(|u∞|∇)
iχˆ0‖L∞(Su∞,u) ≤ I
(0)
along u = u∞,
• Minkowskian initial data along u = 0,
•
∫ δ
0 |u∞|
2|χˆ0|
2(u∞, u
′)du′ ≥ δa for every direction
along u = u∞,
we have that S−δa/4,δ is a trapped surface.
If we further choose a = 4c · δ−1, where 0 < c ≤ 1 being of size 1, we then obtain Corollary 1.5.
17From conformal compactification.
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9. Rescale from [5] and Comparison
Since the results in [5] by An and Luk are scaling-critical, first choosing δ = 1/|u∞| and then scaling
up the length by a factor |u∞|, we could change the main conclusion in [5] into a conclusion similar to
Theorem 1.3. The full strength of the proof in [5] ensures all the constants in the inequalities of [5] are
independent of δ; hence the constants in the new result after scaling up would be independent of |u∞|.
This is similar to the proof of Theorem 1.3. In the below, we will demonstrate this approach and make
the comparsion.
Fix |u∞| to be a large positive constant. And set δ = 1/|u∞|. By applying the main conclusion in [5],
we have
H−
1
(u
=
−
1)
H
−
a
4|
u∞
|
H
1|u
∞
| (u
=
1|u
∞
| )H
0 (u
=
0)
e 4
e
3
Proposition 9.1. We solve Einstein vacuum equations. Given
I(0) > 0, for a fixed 1/|u∞| there exists a sufficiently large a0 =
a0(I
(0), 1/|u∞|). For 0 < a0 < a, with initial data:
•
∑
i≤10,k≤3 a
− 12 ‖( 1|u∞|∇4)
k∇iχˆ0‖L∞(S−1,u) ≤ I
(0)
along u = −1,
• Minkowskian initial data along u = 0,
•
∫ 1
|u∞|
0 |χˆ0|
2(−1, u′)du′ ≥ a|u∞| for every direction
along u = −1,
we have that S −a
4|u∞|
, 1
|u∞|
is a trapped surface.
Note: In [5], in the proof of Proposition 9.1 we only use the largeness
of a and hence all the constants in the inequalities are independent
of |u∞|.
By applying [5] we also derive the following bounds
|χˆAB(u, u, θ
1, θ2)| ≤ a
1
2 /|u|, |ω(u, u, θ1, θ2)| ≤ a
1
2 /|u|, |trχ(u, u, θ1, θ2)| ≤ 1/|u|,
|χˆ
AB
(u, u, θ1, θ2)| ≤ a
1
2 /|u∞u
2|, |ηA(u, u, θ
1, θ2)| ≤ a
1
2 /|u∞u
2|, |η
A
(u, u, θ1, θ2)| ≤ a
1
2 /|u∞u
2|,
|ω(u, u, θ1, θ2)| ≤ a
1
2 /|u∞u
2|, |trχ(u, u, θ1, θ2) +
2
|u|
| ≤ a
1
2 /|u∞u
2|,
|βA(u, u, θ
1, θ2)| ≤ a
1
2 /|u2|, |ρ(u, u, θ1, θ2)| ≤ a/|u∞u
3|,
|σ(u, u, θ1, θ2)| ≤ a/|u∞u
3|, |β
A
(u, u, θ1, θ2)| ≤ a
1
2 /|u∞u
3|.
(9.1)
We then rescale the length from small scale to large scale:
Set u′ = |u∞|u, u
′ = |u∞|u, θ
1′ = |u∞|θ
1, θ2
′
= |u∞|θ
2.
We have the rescaled result:
H
′
u∞
(u
′ =
u∞
)
H
′
−
a/
4 H ′
1 (u ′
=
1)H ′
0 (u ′
=
0)
e 4
e 4
e
3
e
3
Proposition 9.2. Given I(0), there exists a sufficiently large a0 =
a0(I
(0)). For 0 < a0 < a, for Einstein vacuum equations with
initial data:
•
∑
i≤10,k≤3 a
− 12 ‖∇k4(|u∞|∇
′)iχˆ0‖L∞(Su∞,u′ ) ≤ I
(0)
along u′ = u∞,
• Minkowskian initial data along u′ = 0,
•
∫ 1
0 |u∞|
2|χˆ0|
2(u∞, u
′′)du′′ ≥ a for every direction
along u′ = u∞,
we have that S′−a/4,1 is a trapped surface.
Note: The statements in Proposition 9.2 are the same as in Theo-
rem 1.3. In the below, we will explain that the derived bounds by
these two approaches would be slightly different.
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Proceed the same as in Section 8, via 9.1, for ψ′ ∈ {χˆ′A′B′ , ω
′} we have
|ψ′(u′, u′, θ1
′
, θ2
′
)| = |u∞|
−1 · |ψ(u, u, θ1, θ2)| ≤ |u∞|
−1 ·
a
1
2
|u|
=
a
1
2
|u∞u|
=
a
1
2
|u′|
.
Similarly, for ψ ∈ {χˆ′
A′B′
, η′A′ , η
′
A′
, ω′, trχ′ + 2|u′|}, we have
|ψ′(u′, u′, θ1
′
, θ2
′
)| = |u∞|
−1 · |ψ(u, u, θ1, θ2)| ≤ |u∞|
−1 ·
a
1
2
|u∞u2|
=
a
1
2
|u∞|2|u|2
=
a
1
2
|u′|2
.
And
|trχ′(u′, u′, θ1
′
, θ2
′
)| = |u∞|
−1 · |trχ(u, u, θ1, θ2)| ≤ |u∞|
−1 ·
1
|u|
=
1
|u∞u|
=
1
|u′|
.
For curvature components, with the same method as in Section 8, via 9.1 we obtain
|β′A′(u
′, u′, θ1
′
, θ2
′
)| = |u∞|
−2 · |βA(u, u, θ
1, θ2)| ≤ |u∞|
−2 ·
a
1
2
|u|2
=
a
1
2
|u∞u|2
=
a
1
2
|u′|2
,
|ρ′(u′, u′, θ1
′
, θ2
′
)| = |u∞|
−2 · |ρ(u, u, θ1, θ2)| ≤ |u∞|
−2 ·
a
|u∞u3|
=
a
|u∞u|3
=
a
|u′|3
,
|σ′(u′, u′, θ1
′
, θ2
′
)| = |u∞|
−2 · |σ(u, u, θ1, θ2)| ≤ |u∞|
−2 ·
a
|u∞u3|
=
a
|u∞u|3
=
a
|u′|3
,
|β′
A′
(u′, u′, θ1
′
, θ2
′
)| = |u∞|
−2 · |β
A
(u, u, θ1, θ2)| ≤ |u∞|
−2 ·
a
1
2
|u∞u3|
=
a
1
2
|u∞u|3
=
a
1
2
|u′|3
.
Note that these estimates are slight different from the estimates we obtained in previous sections. We
don’t have the proved peeling property and the a-weights are quite different.
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