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Abstract
In this work, an existence theorem for the nonlinear quadratic two-point boundary value problems of functional differential
equations is proved using a nonlinear alternative of Leray–Schauder type involving the product of two operators in Banach algebras.
An example is also given to illustrate the abstract results presented here.
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1. Introduction
Given a closed and bounded interval J = [a, b], a < b, in R, the set of real numbers, consider the nonlinear
two-point functional boundary value problem (for short FBVP) of the second-order functional ordinary differential
equations
−
(
x(t)
f (t, x(µ(t)))
)′′
= g(t, x(σ (t))) a.e. t ∈ J,
x(a) = 0 = x ′(b),
 (1.1)
where f : J × R→ R \ {0}, g : J × R→ R and µ, σ : J → J .
By a solution of the above FBVP we mean a function x ∈ AC1(J,R) such that
(i) the function t 7→ x(t)f (t,x(µ(t))) is continuous and its first derivative exists and is absolutely continuous on J , and
(ii) x satisfies the equations in (1.1),
where AC1(J,R) is the space of all continuous real-valued functions on J = [a, b] whose first derivatives exist and
are absolutely continuous on J .
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The main idea is to write the FBVP (1.1) as an equivalent operator equation x = Ax Bx and prove that it has a
solution in AC1(J,R), where A and B are operators defined on a suitable Banach algebra.
The FBVP (1.1) has not been studied in the literature earlier, so the results of this work are new to the theory of
differential equations in Banach algebras. The special cases of the FBVP (1.1) have already been discussed in the
literature by several authors as regards various aspects of the solutions (see Dhage [3] and the references therein). For
example, if f (t, x) = 1, whenever (t, x) ∈ J × R and σ(t) = t for all t ∈ J , then the FBPV (1.1) reduces to
−x ′′(t) = g(t, x(t)) a.e. t ∈ J,
x(a) = 0 = x ′(b).
}
(1.2)
There is an abundant literature on the BVP (1.2) as regards various aspects of the solutions (see Bailey et al. [1],
Bernfield and Lakshmikantham [2] and Henderson [6]). Unlike the case for BVP (1.2), physical situations in which
BVP (1.1) occurs are not known to us so far and therefore its importance in applications is yet to be investigated.
However, the problem under study is new to the literature and so are the existence results to the theory of nonlinear
two-point boundary value problems of ordinary differential equations. This is the main motivation for the study of
FBVP (1.1) in the present work. The rest of this work is organized as follows. Section 2 deals with the existence
theorem for FBVP (1.1) under certain general Lipschitz and Carathe´odory conditions. Finally, an illustrative example
is given in Section 3 at the end of the work.
2. Existence results
Let C(J,R) be the space of all continuous real-valued functions on the interval J = [a, b]. We equip the space X
with the norm
‖x‖ = sup
t∈J
|x(t)|. (2.1)
Clearly C(J,R) is a complete normed linear space with respect to this supremum norm.
Lemma 2.1. (C(J,R), ‖ · ‖) is a Banach algebra with respect to the multiplication composition “ · ” defined by
(x · y)(t) = x(t)y(t), t ∈ J .
We denote by L1(J,R) the space of all Lebesgue integrable functions on J with the norm
‖x‖L1 =
∫ b
a
|x(t)|dt. (2.2)
We employ a nonlinear alternative of Leray–Schauder type recently proved by Dhage [4] for proving the main
existence result of this work. Before stating this useful result, we give some preliminary definitions that will be
used in the sequel.
Let X be a Banach algebra with norm ‖·‖. A mapping A : X → X is calledD-Lipschitz if there exists a continuous
nondecreasing function ψ : R+ → R+ satisfying
‖Ax − Ay‖ ≤ ψ(‖x − y‖) (2.3)
for all x, y ∈ X with ψ(0) = 0. In the special case when ψ(r) = αr (α > 0), A is called a Lipschitz with a Lipschitz
constant α. In particular, if α < 1, A is called a contraction with a contraction constant α. Further, if ψ(r) < r
for all r > 0, then A is called a nonlinear D-contraction on X . Sometimes we call the function ψ a D-function for
convenience.
An operator T : X → X is called compact if T (S) is a compact subset of X for any S ⊂ X . Similarly T : X → X
is called totally bounded if T maps a bounded subset of X into the relatively compact subset of X . Finally T : X → X
is called completely continuous operator if it is a continuous and totally bounded operator on X . It is clear that every
compact operator is totally bounded, but the converse may not be true. The details appear in Granas and Dugundji [5].
The nonlinear alternative of Schaefer type recently proved by Dhage [4] is
Theorem 2.1. Let Br (0) and Br (0) be respectively the open and closed balls in a Banach algebra X centered at
origin 0 of radius r , for some real number r > 0 and let A, B : Br (0)→ X be two operators satisfying
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(a) A is Lipschitz with the Lipschitz constant α,
(b) B is continuous and compact, and
(c) αM < 1, where M = ‖B(Br (0))‖ = sup{‖B(x)‖ : x ∈ Br (0)}.
Then either
(i) the equation Ax Bx = x has a solution in Br (0), or
(ii) there exists an element u ∈ X such that ‖u‖ = r satisfying λAu Bu = u for some 0 < λ < 1.
Definition 2.1. A function g : J × R→ R is said to be Carathe´odory if
(i) t 7→ g(t, x) is measurable for all x ∈ R, and
(ii) x 7→ g(t, x) is continuous almost everywhere for t ∈ J .
We consider the following set of hypotheses imposed on the functions f : J × R → R \ {0}, g : J × R → R and
µ, σ : J → J .
(A0) The function σ : J → J is measurable and µ : J → J is continuous with absolutely continuous derivative and
µ(b) = b.
(A1) The function f is continuous on J × R and there exists a bounded function p : J → R+ with bound ‖p‖ such
that
| f (t, x)− f (t, y)| ≤ p(t)|x − y| a.e. t ∈ J
for all x, y ∈ R.
(A2) The function g is Carathe´odory on J × R.
(A3) There exists a function γ ∈ L1(J,R+) and an increasing function φ : R+ → R+ such that
|g(t, x)| ≤ γ (t)φ(|x |) a.e. t ∈ J (2.4)
whenever x ∈ R.
The FBVP (1.1) can be written as an equivalent functional integral equation as follows.
Lemma 2.2. Assume that conditions (A0)–(A3) hold. Then the FBVP (1.1) has a solution x ∈ Br (0) ⊂ AC1(J,R) if
and only if the functional integral equation (for short FIE)
x(t) = [ f (t, x(µ(t)))]
(
(t − a)Vbx +
∫ b
a
G(t, s)g(s, x(σ (s)))ds
)
, (2.5)
for all t ∈ J , where G : J × J → R is the Green’s function given by
G(t, s) =
{
s − a, a ≤ s ≤ t ≤ b,
t − a, a ≤ t ≤ s ≤ b, (2.6)
and Vb : C1(J,R)→ R is a continuous mapping defined by
Vbx =
(
x(s)
f (s, x(µ(s)))
)′∣∣∣∣
s=b
− x
′(b)
f (t, x(µ(b)))
= − x(b)
[
ft (b, x(µ(b)))+ µ′(b)x ′(µ(b)) fx (b, x(µ(b)))
]
( f (b, x(µ(b))))2
= − x(b) ft (b, x(b))[ f (b, x(b))]2
has a solution in Br (0).
Proof. Since g is a Carathe´odory and satisfies the inequality (2.4), we have
g(s, x(σ (s))) ∈ L1(J,R)
whenever x ∈ Br (0).
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Thus, we have∫ b
a
G(t, s)g(s, x(σ (s)))ds ∈ C(J,R)
whenever x ∈ Br (0). Clearly (t − a)Vbx also has continuous first derivative whenever x ∈ Br (0).
Let x ∈ Br (0) be a solution of the FBVP (1.1) and define
h(s) = g(s, x(σ (s))).
Then ∫ b
t
−
(
x(s)
f (t, x(µ(s)))
)′′
ds =
∫ b
t
h(s)ds, t ∈ J
which can be, after integration and substitution, written in the form
−
(
x(s)
f (s, x(µ(s)))
)′∣∣∣∣
s=b
+
(
x(t)
f (t, x(µ(t)))
)′
=
∫ b
t
h(s)ds, t ∈ J.
Set
Vbx =
(
x(s)
f (s, x(µ(s)))
)′∣∣∣∣
s=b
.
Then ∫ t
a
((
x(s)
f (s, x(µ(s)))
)′
− Vbx
)
ds =
∫ t
a
∫ b
s
h(w)dwds, t ∈ J
so that
x(t)
f (t, x(µ(t)))
= (t − a)Vbx +
[
s
∫ b
s
h(w)dw
]t
a
+
∫ t
a
sh(s)ds
= (t − a)Vbx + t
∫ b
t
h(s)ds − a
∫ b
a
h(s)ds +
∫ t
a
sh(s)ds
= (t − a)Vbx +
∫ t
a
(s − a)h(s)ds +
∫ b
t
(t − a)h(s)ds
= (t − a)Vbx +
∫ b
a
G(t, s)h(s)ds
where G : J × J → R is the Green’s function given by
G(t, s) =
{
s − a, a ≤ s ≤ t ≤ b,
t − a, a ≤ t ≤ s ≤ b
since x(a) = 0. Thus x satisfies integral equation
x(t) = [ f (t, x(µ(t)))]
(
(t − a)Vbx +
∫ b
a
G(t, s)g(s, x(σ (s)))ds
)
for all t ∈ J .
If x ∈ Br (0) is a solution of the integral equation (2.5) (previous equation), then it is easy to verify that x(a) = 0
and x ′(b) = 0. Moreover, the properties of the functions f and g imply that x has a continuous first derivative on
J . 
It is easy to see that the Green’s function G(t, s) of Lemma 2.1 is nonnegative and continuous in J × J , and G t (t, s)
is continuous in (a, b)× (a, b) \ {(t, t) | t ∈ J } and they satisfy the inequalities
|G(t, s)| = G(t, s) ≤ b − a, (2.7)
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and
|G t (t, s)| = G t (t, s) =
{
0, a < s < t < b
1, a < t < s < b
≤ 1. (2.8)
Theorem 2.2. Assume that the hypotheses (A0)–(A3) hold. Suppose that there exists a real number r > 0 such that
r >
(b − a)c0
[
mo r
d2o
+ ‖γ ‖L1φ(r)
]
1− (b − a)‖p‖
(
mo r
d2o
+ ‖γ ‖L1φ(r)
) , (2.9)
where
‖p‖
[
(b − a)
(
mor
d2o
+ ‖γ ‖L1φ(r)
)]
< 1, (2.10)
and mo = sup{| ft (b, x)| | x ∈ [−r, r ]},do = inf{| f (b, x)| | x ∈ [−r, r ]} > 0 andc0 = sup{| f (t, 0)| | t ∈ J }.
Then the FBVP (1.1) has a solution x ∈ AC1(J,R) with ‖x‖ ≤ r .
Proof. Let X = (C(J,R), ‖ · ‖) and consider the closed ball Br (0) in X , where r > 0 satisfies the inequalities (2.9)
and (2.10). Define two operators A, B : Br (0)→ X by
Ax(t) = f (t, x(µ(t))), t ∈ J (2.11)
and
Bx(t) = (t − a)Vbx +
∫ b
a
G(t, s)g(s, x(σ (s)))ds, t ∈ J. (2.12)
Now the FBVP (1.1) and FIE (2.5) have the same solutions which are also the solutions of the operator equation
Ax(t) Bx(t) = x(t), t ∈ J. (2.13)
We shall show that the operators A and B satisfy all the conditions of Theorem 2.1.
First we show that A is a Lipschitz operator on Br (0). Let x, y ∈ X . Then by conditions (A0) and (A1)
|Ax(t)− Ay(t)| = | f (t, x(µ(t)))− f (t, y(µ(t)))|
≤ p(t)|x(µ(t))− y(µ(t))|,
for each t ∈ J , so that
|Ax(t)− Ay(t)| ≤ ‖p‖‖x − y‖,
for each t ∈ J . Taking the supremum over t ,
‖Ax − Ay‖ ≤ ‖p‖‖x − y‖ (2.14)
for all x, y ∈ Br (0). This shows that the operator A is Lipschitz on Br (0), where the Lipschitz constant α is given by
α = ‖p‖.
Secondly, we show that the operator B is continuous and compact on Br (0). Let (xn)∞n=0 be a convergent sequence
in Br (0) such that limn→∞ xn = x . Then by assumptions (A0)–(A3) and the Lebesgue dominated convergence
theorem,
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lim
n→∞ Bxn(t) = limn→∞
[
(t − a)Vbxn +
∫ b
a
G(t, s)g(s, xn(σ (s)))ds
]
= (t − a)Vbx +
∫ b
a
G(t, s)g(s, x(σ (s)))ds
= Bx(t)
for all t ∈ J . Thus B is continuous on Br (0).
Assume that y is an element of Br (0). It is easy to show that
|Vby| ≤ mor
d2o
.
Then ‖y‖ ≤ r , and by condition (A3) and the inequalities in (2.7),
|By(t)| ≤ (b − a)mor
d2o
+
∫ b
a
G(t, s)|g(s, y(σ (s)))|ds
≤ (b − a)
(
mo r
d2o
)
+
∫ b
a
(b − a)γ (s)φ(max{|y(σ (s))|})ds
≤ (b − a)
[
mo r
d2o
+ ‖γ ‖L1φ(r)
]
, (2.15)
for all t ∈ J . Hence
‖By‖ ≤ M = (b − a)
[
mo r
d2o
+ ‖γ ‖L1φ(r)
]
,
whenever y ∈ Br (0).
As a result, every sequence (Bxn)∞n=0 is uniformly bounded whenever (xn)∞n=0 is a sequence of points in Br (0).
We next show that the image B[Br (0)] of the closed ball Br (0) is equicontinuous. Let x ∈ Br (0) and a ≤ τ ≤ t ≤ b.
Then by (2.12)
|Bx(t)− Bx(τ )| ≤ |(t − τ)Vbx | +
∫ b
a
|G(t, s)− G(τ, s)||g(s, x(σ (s)))|ds
≤ |(t − τ)Vbx | +
∫ b
a
|G(t, s)− G(τ, s)|γ (s)φ(max{|x(σ (s))|})ds
≤ |(t − τ)Vbx | +
∫ b
a
|t − τ |γ (s)φ(r)ds
≤
[
mo r
d2o
+ φ(r)‖γ ‖L1
]
|t − τ |.
As a result, the set B[Br (0)] is equicontinuous in AC1(J,R), and consequently B is a compact operator on Br (0) by
the Arzela`–Ascoli theorem.
Thus the conditions (a) and (b) of Theorem 2.1 are satisfied. Hence, either the conclusion (i) or the conclusion (ii)
of Theorem 2.1 holds. We show that the conclusion (ii) is not possible. Let u be a solution of the operator equation
u(t) = λAu(t) Bu(t), t ∈ J,
with ‖u‖ = r for some λ, 0 < λ < 1. Then we have
|u(t)| ≤ λ| f (t, u(µ(t)))|
[
(b − a)mo r
d2o
+
∫ b
a
G(t, s)|g(s, u(σ (s)))|ds
]
≤ λ [| f (t, u(µ(t))− f (t, 0))| + | f (t, 0)|] (b − a)
(
mo r
d2o
+ ‖γ ‖L1φ(r)
)
≤ [‖p‖ |u(µ(t))| + c0] (b − a)
[
mo
d2o
+ ‖γ ‖L1φ(r)
]
, (2.16)
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for all t ∈ J , and thus
r ≤
(b − a)c0
[
mo,r
d2o
+ ‖γ ‖L1φ(r)
]
1− (b − a)‖p‖
[
mo r
d2o
+ ‖γ ‖L1φ(r)
]
because r = ‖u‖ and 0 < λ < 1. This is a contradiction to (2.9), and hence the conclusion (ii) is not valid.
Consequently, the conclusion (i) is valid, and the FBVP (1.1) has a solution in Br (0). 
Remark 2.1. The FBVP (1.1) has a nonzero solution if all the conditions of Theorem 2.2 are satisfied and there exists
a subset I of the interval J such that meas(I ) > 0 and g(s, 0) 6= 0 whenever s ∈ I .
3. An example
To illustrate Theorem 3.1, consider the following FBVP:
−
(
x(t)
f (t, x(t2))
)′′
= g(t, x(1− t)), a.e. t ∈ [0, 1],
x(0) = 0 = x ′(1)
 (3.1)
where
f (t, x) = 11
10
+ 1
10
t2 sin x,
and
g(t, x) =

1√
t
(
1
20
+ 1
10
x2
)
, if t ∈ (0, 1]
0 if t = 0.
Here
µ(t) = t2 and σ(t) = 1− t.
It is easy to see that g is a Carathe´odory function, f has continuous second partial derivatives and function σ is
continuous and µ has absolutely continuous first derivative on [0, 1]. The constants are
do = inf{| f (t, x)| | (t, x) ∈ [0, 1] × R} = 1,
mo = sup{| ft (t, x)| | (t, x) ∈ [0, 1] × R} = 15 ,
c0 = sup{| f (t, 0)| | t ∈ [0, 1]} = 1110 .
Furthermore,
| f (t, x)− f (t, y)| = 1
10
t2| sin x − sin y| ≤ 1
10
|x − y|,
whenever t ∈ [0, 1] and x, y ∈ R, so that ‖p‖ = 110 . We can choose the functions γ and φ as
γ (t) =

1√
t
, if t ∈ (0, 1]
0, if t = 0,
φ(r) = 1
20
+ 1
10
r2,
and condition (A1) is valid.
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Now,
‖γ ‖L1 =
∫ 1
0
γ (s)ds =
∫ 1
0
s−
1
2 ds = 2.
If we choose r = 2, then we have
(b − a)‖p‖
[
mo r
d2o
+ ‖γ ‖L1φ(r)
]
= 13
100
< 1
and
r = 2 > 143
87
=
(b − a)c0
[
mo r
d2o
+ ‖γ ‖L1φ(r)
]
1− (b − a)‖p‖
[
mo r
d2o
+ ‖γ ‖L1φ(r)
] .
Now both the inequalities (2.9) and (2.10) hold for r = 2 and hence by Theorem 2.2, the FBVP (3.1) has a solution u
in X with ‖u‖ ≤ 2.
Remark 3.1. Note that g(t, 0) 6= 0 for all t ∈ (0, 1] and hence the FBVP (2.1) has a nonzero solution on J in view
of Remark 2.1.
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