Abstract-The scattering transform is a hierarchical signal transformation that has been designed to be robust to signal deformations. It can be used to compute representations with invariance or tolerance to any transformation group, such as translations, rotations or scaling. In image analysis, going beyond edge detection, its second layer captures higher order features, providing a fine-grain dissection of the signal. Here we use the output coefficients to fit blood oxygen level dependent (BOLD) signal in visual areas using functional magnetic resonance imaging. Significant improvement in the prediction accuracy is shown when using the second layer in addition to the first, suggesting biological relevance of the features extracted in layer two or linear combinations thereof.
I. INTRODUCTION
Biologically plausible models of primate and human vision have recently been used successfully in both computer vision and neuroscience. In object recognition, systems such as the hierarchical computational model of visual cortex presented in [1] provided robust recognition and state of the art performance results. Convolutional neural networks, such as [2] are comparable in architecture and can be tuned to very high performance rates. On the other side, the experiments of [3] corroborate the biological plausibility of Gabor energy models on a neural population level by showing that they predict fMRI voxel activity in visual regions very wellto the extent that image identification becomes possible.
The popularity of such models has led to an increased interest in the mathematical analysis of their properties, especially concerning the question of how tolerances or invariances with respect to certain transformations and selectivity to specific features can be created using mathematically simple layers of local processing (see for example [4] , [5] ).
This interest is due to the assumption that biological visual systems have evolved to be well adapted to natural image statistics. Natural image statistics exhibit scale and translation invariance and some tolerance to rotations. From a certain level in the object recognition processing hierarchy [6] neural circuits would need to reflect these properties and factor out the transformations in order to become robustly selective to increasingly complex features [7] .
A mathematical approach to building a hierarchical system based on wavelet transforms while systematically imposing invariance or tolerance to chosen transformation groups is the scattering transform introduced by Mallat et al. in 2010 [8] . The first layer of the scattering transform on images is a smoothed wavelet modulus (e.g. smoothed Gabor amplitudes) and corresponds to image transformations such as DAISY [9] and dense SIFT [10] . The second layer repeats a wavelet transform on these moduli leading to a fine partition of signal energy into features such as contour attacks and contour modulations. Aside from visual signals, the scattering transform has also been successfully applied to audio classification [11] .
In an attempt to assess the biological plausibility of the scattering transform, this paper will compare the goodness of fit of the features from the scattering layer two to features from scattering layer one, using the fMRI dataset of Kay et al. [3] . It is structured as follows: Section II introduces the scattering transform and its translation tolerant windowed version. Section III introduces the methods of comparison that were employed. Results and discussion are provided in the sections thereafter.
II. THE SCATTERING TRANSFORM
The scattering transform is a non-linear space/timefrequency signal transformation [8] . It is established in the quest of finding a translation invariant representation of a signal which is stable and continuous with respect to small deformations. Invariance to other transformation groups, such as rotations, can also be incorporated [12] . Fourier transformations and simple wavelet transformations exhibit crucial deficiencies in stable signal representation. Stability in this context can be formulated as translation tolerance in combination with a continuity property with respect to deformations of the signal [8] . A remedy to this is spatially smoothed complex analytic wavelet moduli. The complex modulus, a non-linear operation, placed in between the analytic wavelet transform and the spatial integration, has an important property: It transforms the frequency space into a space representing spectrally local frequency differences: The square of the complex modulus of a function g is a convolution of F(g) and F(ḡ) in Fourier space. Formally:
where F is the Fourier transform operator. Thus, if ψ is a wavelet, f our signal and g := ψ * f , then
Within the support of the Fourier transform of the wavelet, this operation quantifies the interferences between frequencies as a function of their distance in Fourier space. Thus, smoothing complex wavelet moduli, i.e. finding their low-frequency components, results in summing over low spectral distance interferences. In order not to lose the high spectral distance interferences, a complex wavelet transform is re-applied to the moduli, and this procedure is iterated. If the smoothing window is infinitely large, we obtain total translation invariance. We will call scattering with a finite size smoothing window the windowed scattering transform. The infinite smoothing window case is named total scattering transform.
Total translation invariance as constructed with the total scattering transform is useful in many situations, especially when the signal under consideration exhibits these properties as well. This is true for many types of visual textures for example. As soon as strongly localized, object-like features come into play, total translation invariance can be a hindrance on the lower levels of processing. Early areas of visual processing, on the contrary, are spatially organized, forming retinotopic maps. The higher the processing level, the larger the visual area covered by a neuron (i.e. the more translation tolerant) and the more specific its response to certain features.
The windowed scattering transform reflects this property better than the total scattering transform. It preserves local structure to a certain scale and builds position invariance below this scale by outputting a spatially smoothed version of the complex moduli on each layer. The number of coefficients generated by windowed scattering grows dramatically from level to level since every output layer is re-analyzed with a complete wavelet transform, a subsampled of which version is sent to output.
III. METHODS
For the performance evaluation of scattering coefficients in brain activity prediction we used the dataset of Kay et al. [3] , [13] . It contains 1750 training stimuli and 120 validation stimuli along with preprocessed voxel responses for each of them in 18 oblique slices of the occipital lobe. A stimulus is a 128 by 128 pixel gray scale image. It is nonzero only within an inscribed circle mask which fades out linearly and covers 20
• of the visual field [14] . The scattering transformation was applied to the stimuli and predictors of voxel activity were learnt using regularized regression methods. In this work, we consider the data from the first subject of the provided dataset. Also note that due to different precision levels in the provided train and validation sets we restricted ourselves to using only the training data, cutting it into folds as necessary for testing. Nevertheless it was verified that the claim of this work holds true when testing with the provided validation set.
A. Scattering coefficients
The scattering coefficients were obtained by applying a windowed scattering transform to the stimulus images. We used the implementation available on the website http://www. cmap.polytechnique.fr/scattering/. We chose complex Gabor filters as the required analytic wavelets at 6 orientations and 3 scales. The corresponding scaling function covering the low frequency bands is a Gaussian. To avoid an explosion of the number of coefficients, the scattering transform was stopped at layer two. In the given situation, with images of size 128x128 pixels, the total number of coefficients per image output is (1+18+108)·(32×32). Thus, layer zero has 1024 coefficients, layer one has 18432 coefficients and layer two has 110592 (see [8] for a detailed formula for coefficient numbers).
B. Evaluating predictive performance of scattering layers
In order to evaluate the possible surplus in predictive performance on visual voxels brought by incorporating layer two we fit linear predictors to different combinations of scattering layers and compare predictive r 2 scores. Taking the performance of layers zero and one combined as a baseline, we add layer two and measure the improvement in prediction. Choosing a linear predictor over more complicated types of predictors is motivated by the quest to find a model which incorporates all the necessary nonlinearity in the features, thus linearizing the BOLD response as a function of the features. The predictorsβ are learnt using a regularized linear regressionβ = argmin β y − Xβ The publicly available fMRI data of the Kay et al. 2008 experiment provides preprocessed voxel activation values for all voxels and stimuli. With this as a target variable, we evaluated the predictive power of the scattering layers using ridge regression (Ω = · 2 2 ) using 5-fold cross-validation and averaged predictive r 2 scores over folds. We used the estimators and data processing pipeline provided in the Python scikit-learn package [16] . The optimal parameters (penalties) of the estimators were set using an internal cross-validation on 4 folds using r 2 as scoring function. The optimal parameter selection was done using an extension of the algorithm provided in scikit-learn, performing a logarithmic grid search of 5 points in 3 refinements. Plotting the prediction results showed log-concavity of the score as a function of the log of the penalty, ensuring convergence on the penalty with best predictive power.
IV. RESULTS
We compared the predictive capacity of windowed scattering layers one and two on the Kay et al. 2008 [3] , [13] dataset. Fig. 1 evaluates the predictive capacity of the scattering transform using ridge regression. The scatterplot in Fig. 1d represents each voxel with a cross. For each voxel the xcoordinate is its predictive r 2 score obtained using layers zero and one of the scattering transform. The y-coordinate represents the predictive r 2 score using the second layer of the scattering transform in addition to layers zero and one. Figures 1a and 1b show the predictive r 2 scores from cross-validated ridge regression in a representative slice of the brain volume on layers 0, 1 and layers 0, 1, 2 respectively. Thresholded at 2% of explained variance, these images exhibit more threshold passing voxels in Fig. 1b as well as an overall higher prediction performance. Fig. 1c is a map of visual brain areas provided as a point of reference. On the bottom row, all scatterplots have the predictive score using all layers on the y-axis. The x-axis on Fig. 1d is the predictive performance using only layers 0 and 1. Layer 2 adds a significant amount of predictive power. Fig. 1e has layer 0 and 1 coefficients augmented by interactive terms on the x-axis, which renders its predictive performance worse. Fig. 1f shows that layer 2 alone is capable of explaining most of the voxel variance.
It is clearly visible that the majority of the points lies well above the diagonal, suggesting an overall better predictive performance of the second layer. This is confirmed by a Wilcoxon signed rank test (p ≈ 10 −200 ). A striking feature of this plot is its monotonically increasing appearance. This suggests that voxels which are well predicted "in general" (by both methods) are all the better predicted by adding layer two. On the other hand, badly predicted voxels can also be predicted worse by adding layer two. The latter effect is due to higher risk of overfitting given that layer two has around six times more coefficients than layer one (18432 vs 110592, see above). To avoid the converse possibility of more features simply better fitting the data by their sheer majority of numbers we augmented the feature set of the first layer by univariate polynomials and local interaction terms between the coefficients in order to obtain equal cardinalities. This leads to significantly worse fitting results than the layers zero and one taken alone (see Fig.1e ). Furthermore, it is important to note that the strongest predictive power resides in layer two: Fig. 1f shows this very well. Layers zero, one, and two together predict only marginally better than layer two alone. Many factors probably play into this result. Not only does layer two furnish a high number of coefficients, it also seems to be contributing the right ones for voxel prediction. Pooling over layer one output, they are generally larger in receptive field size -their selectivity in orientation thus compensated in position tolerance. Since fMRI voxel activity reflects the haemodynamic response of a brain region -much coarser in spatiotemporal scale than that of a neuron -voxel activity may roughly be seen as pooled, blurred brain activity. Scattering layer two provides the pooling aspect, but is probably too sensitive in orientation. This is compensated by the linear predictor, which adds a pooling step over layer two by choosing a linear combination of orientations. The removal of layer one slightly improves the nsamples nfeatures ratio. Since it seems redundant with respect to layer two in terms of voxel prediction capacity, the removal of layer one also slightly improves predictive performance.
In figures 1a and 1b we have plotted the predictive r 2 scores, thresholded at 0.02, in a brain volume of which we show a representative slice. There is a visible increase from left to right, both in number of voxels that passed the threshold and activation level showing that the higher layers of the scattering transform contribute a large amount of explained variance. Close scrutiny in comparison with the visual areas delimited in Fig. 1c shows that many of the voxels which pass the threshold in Fig. 1b but do not in Fig. 1a lie beyond V1. It is possible that the increased complexity of the second layer of the scattering transformation is better suited to describe the activity in these areas.
In figures 2a and 2b we show the receptive fields of the best predicted voxels by layers zero and one and layers zero, one and two respectively. Note that both voxels are better predicted by layers zero, one and two. The receptive fields are generated by summing over the scattering coefficients tuned to the same spatial position. While this loses information, it provides a visualization of the spatial arrangement of the relevant coefficients. We observe the typical localized nature of visual receptive fields even among a population of neurons as large as an fMRI voxel, thus reflecting the retinotopic properties of some of the early visual areas.
V. DISCUSSION
The scattering layer two has been compared to scattering layer one and zero with the predictive r 2 scores on visual voxels as a criterion. Adding scattering layer two to layers zero and one significantly improves the predictive score. Removing scattering level one and leaving just layers zero and two results in slightly better predictions with respect to all three layers. Removing scattering levels zero and one, leaving only layer two does not significantly worsen the result.
Thus layer two, by virtue of its fine dissection of signal energy into relevant local features, provides a higher capacity of linearizing BOLD fMRI responses than the other two. The stronger predictive power of the layer two coefficients is an important observation. While conclusions on a biological meaning of the scattering operations seem risky at this point, further research into comparison of biologically plausible models of vision seems called for. Among the possible ways of evaluation of these models we can count its predictive capacity on suitable brain imaging data. This method also permits the refinement of existing models. The tuning of nonlinear processing steps can be evaluated using the residues of the linear prediction values on voxels.
