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Abstract 
In this paper, we investigate effect algebras and base normed spaces 
from the categorical point of view. We prove that the category of 
effect algebras is complete and cocomplete as well as the category of 
base normed spaces is complete, and discuss the contravariant functor 
from the category of effect algebras to the category of base normed 
spaces. 
1. Introduction 
The use and development of positive operator valued measures in 
stochastic quantum mechanics (see [5]) gives impetus to a new class of 
orthostructures now called effect algebras. We are interested in these partial 
algebras because they carry, in a natural way, orthogonally additive measures 
and allow us to introduce probability measures on an effect algebra. 
The purpose of this paper is to consider effect algebras and base normed 
spaces as categories by choosing suitable morphisms and to investigate the 
basic properties of these categories. 
The paper is organized as follows: 
In Section 2, we present some basic notions on Category Theory 
following mainly references [1, 4, 14-16] and we refer to [2, 19] for 
additional information. Section 3 introduces the category A of effect 
algebras and establishes that A have infinite direct sums and infinite direct 
products and two morphisms in A have a coequalizer and an equalizer. In 
Section 4, we give some algebraic notions in order to define a base normed 
space, we present two important examples, we introduce the category B of 
base normed spaces and we show that B has infinite direct products and two 
morphisms in B have an equalizer. Section 5, after defining the notions of 
probability measure and Jordan measure on an effect algebra, describes the 
contravariant functor T from A to B and establishes the continuity of T as 
the main result of the paper. 
2. Basic Notions on Category Theory 
The framework of our presentation of category theory is the standard 
Godel-Bernays axioms for set theory (see [11] or [16, Appendix]). 
Consider a system C consisting of a class Ob C, together with a class 
Mor C which is a disjoint union of the form 
Mor C = ( J p , B]: A, B e Ob C}. 
We say that C is a category if the following axioms are satisfied: 
(i) Each [A, B] is a set (possibly empty). 
(ii) For each triple (A, B, C) of elements of Ob C there is a map 
6 (A, B, C) : [A, B] x [B, C] -> [A, C] 
called the composition map (if / e [A, B], and g e [B, C], we shall 
denote by g ° / the image 6 (v4, 5, C) (f, g) of the pair ( / , g) under 
e(4 *,<:)). 
(iii) The composition map is associative, that is, if / e [A, B], 
g e [B, C] and h e [C, £ ] , then h ° (g o f) = (h ° g) o / . 
(iv) The composition map possesses identities, that is, for every 
A e Ob C there is an element 1^ e [ 4 4^] such that for every B e Ob C, 
every / e [ 4 5] and every g e [5, A] we have / ° 1^ = / and 1^ ° g 
= &• 
The elements of ObC are called objects of C and the elements of 
Mor C are called morphisms in C. If / e [^ 4, 5] we call 4^ the domain of/ 
and B the codomain, and we say that / is a morphism from A to 5 and we 
/ 
write / : A —» 5 or A^>B. We note that 1^ is the only identity for A (see 
[15, p. 2]). If Ob C is a set, then the category C will be called small, and in 
this case Mor C is also a set. 
Three important examples of categories are the following: 
(1) The category S whose class of objects is the class of all sets, where 
[A, B] is the set of all maps from A to B with the agreement that, for 
every set X, there is a unique map from 0 to X, is called the 
category of sets. 
(2) Let J be any non-empty set. The category Disc J whose class of 
objects is the set J, where [j, k] is the set consisting of a single 
element 1 ,• if j = k and is the empty set otherwise, is called the 
discrete category determined by J. 
(3) Let (/, <) be a preordered set. The category Ord / whose class of 
objects is the set /, where [z, j] is empty unless i < j in which case 
[z, j] is the set consisting of a single element, is called the 
preordered category determined by (/, <). 
When C is a category and there is danger of confusion we shall write 
[A, B]c in place of [A, B]. 
A category C is called a subcategory of a category C provided: 
(i) Ob C is a subclass of Ob C. 
(ii) [A, B]c, c [A, B\, for all A, B e ObC. 
(iii) The composition of any two morphisms in C is the same as their 
composition in C. 
(iv) 1^4 is the same in C as in C for all A e Ob C 
If, furthermore, [A, B]c, = [A, B]c for all A, B e Ob C, then we say 
that C is a full subcategory of C. 
The dual category of a category C, denoted C , is the category whose 
class of objects is Ob C, where [A, B]c* = [B, A]c and, for / e [^ 4, B]c* 
and g e [5, C]c* the composition g o / in C is defined as the 
composition / o g in C. 
Let C be a category, let 4^, 5 e Ob C and let / : A —» 5. Then we say 
that 
(a) / is a monomorphism if for any two morphisms g\, g2 • C ^ A the 
equality / ° gx = f ° g2 implies g! = g2-
(b) / is an epimorphism if for any two morphisms h\, h2 : 5 —> C the 
equality h\o f = h2 ° f implies h\ = h2. 
(c) / is an isomorphism if there is a morphism g : B —» A with 
g o f = \A and f o g = \B. 
(If such a morphism exists, then it is unique by [1, Proposition 3.10]). 
We say also that the objects A and B are isomorphic and we write A = B. 
Let C be a category and let fa, fa : 4^ —» 5 be two morphisms in C. 
We say that 
(a) The pair (AT, £) consisting of an object K of C and a morphism 
k : K ^ A in C is called an equalizer for / j and fa if the following 
conditions are fulfilled: 
(i) f\°k = fa°k. 
(ii) Whenever / : K' —» 4^ is a morphism in C such that f\°f = 
fa o / , there exists a unique morphism f'.K'^-K with k ° f = f. 
(b) The pair (i7, /?) consisting of an object H of C and a morphism 
h : B ^ H in C is called a coequalizer for / j and /2 if m e following 
conditions are fulfilled: 
(i*) / i o / i =ho fa. 
(ii1) Whenever g : B —» i / ' is a morphism in C such that g ° f\ = 
g ° fa, there exists a unique morphism g' : H ^ H' with g' ° /* = g. 
It is easy to show that the pairs (K, k) and (H, h) are unique up to 
isomorphism, k is a monomorphism and h is an epimorphism (see [1, 
Proposition 7.53] and [4, Proposition 2.13] noting that equalizer and 
coequalizer are dual notions). 
An object^ of a category C is called initial if the set [A, X] consists of 
a single element for any object X of C. It is easy to see that any two initial 
objects of C are isomorphic (see [16, Lemma 1, p. 22]). For example, in the 
category S the empty set is an initial object. 
An object B of a category C is called terminal if the set [Y, B] consists 
of a single element for any object Y of C. By duality, any two terminal 
objects of C are isomorphic. For example, in the category S any singleton is 
a terminal object. 
Let C and V be categories. A covanant (resp. contravariant) functor 
from C to V, denoted T : C —» V, is an assignment of an object T(A) of 
X> to each object A of C and a morphism r ( / ) e [7X 4^), T{B)\D (resp. 
r ( / ) e \T{B), T(A)]V) to each morphism / e [A, B]c subject to the 
following conditions: 
(a) For every A e ObC, we have ^(l^) = lr(^)-
(b) If / e [ 4 5 ] c and g e [5, C\, then r ( g ° / ) = T(g) o r ( / ) 
(reSp.r(go/) = r(/)or(g)). 
Clearly, two functors may be composed in an obvious way and the 
composition of two contravariant functors is a covariant functor. The 
contravariant functor S : C —» C defined by ^(^4) = A for every object A 
of C* and S(f) : B —» A for every morphism / : 4^ -^ 5 in C , is called 
the dualizing functor of C. Then to each contravariant functor T : C —> X> 
we can associate the covariant functor T o S : C —» £>, and vice-versa, so 
that the general study of contravariant functors can be reduced to the study of 
covariant functors. 
A covariant functor T : C —> T> is called constant if there exists an 
object D of V such that T(A) = D for all A e Ob C and for each morphism 
f : A ^ B in C we have 7X/) = 1/). Sometimes we say that T is a 
constant functor of value D. 
Let C and V be categories and let S and 71 be covariant (resp. 
contravariant) functor from C to V. A natural transformation r\ from S1 to 71, 
denoted by r): 51 —» 71, is a prescription which assigns to each object^ of C 
a morphism r y : S(A) —» ^(A) in X> such that for every morphism 
/ : A —» 5 in C the following diagram: 
5(A) • -S*-» T(A) / S(A) • -S2-» r(-4) \ 
s<4 JT(/) rcsp. s(/)T | T ( / ) 
5(B) -- ^ - 4 r ( / j ) 1 S(B) --22-1. r ( B ) / 
commutes. When this holds, we also say that r\ is natural in A. If r y is an 
isomorphism for every A e Ob C, then r| is called a natural equivalence and 
we write r) : S = T. 
If S1, T and f/ are three covariant functors from C to V and if 
r) : S -^ T and p : T —» f/ are two natural transformations, then we have a 
composition p o r\ : S -^ U defined by the rule (p ° r[)A = PAor\A f° r a n 
AeObC. 
Suppose now that C is a small category. Then the category [C, T>] 
whose class of objects is the class of all covariant functors from C to V, 
where [S, T] is the set (according to [15, p. 63]) of all natural 
transformations from S to T, is called the category of functors from C to V. 
In the special case where C = Disc J, it is easy to see that every object T of 
[C, T>] is a family (T(j))
 eJ of objects of V and every natural 
transformation r\ e [iS*, T] is a family (r|y : S(j) —» T(j)) -eJ of morphisms 
in X> (see [14, pp. 69-70]). 
Let / be a directed set and let C = Ord / . Then it is easy to see that every 
object T of [C, V] is of the form T = (T(i), fy)j, where each T(i) is an 
object of V and each fy is a morphism from T(i) to T(j) for all z, ; ' e / 
with z < j , such that yj-,- = lT{{) and /, f t ° yjy = fik for i < j <k in /. 
Also, every object 51 of the category [C , P ] is of the form S = (S(i), g„)j 
where each S(i) is an object of V and each gy is a morphism from S(j) to 
S(i) for all i, j el with z < j , such that gu = ls(i) and gtj ° gjfc = g f t 
for i < j < k. 
Now let C be a category, let D b e a small category and let A : C —» 
[£>, C] be a covariant functor. We say that A is a diagonal functor if it 
satisfies the following conditions: 
(i) For each object A of C, the covariant functor A(^ 4) : V —» C is a 
constant functor of value A. 
(ii) For each morphism / : A —> B in C, the natural transformation 
A(/) e [A(^ 4), A(5)] has the same value/at each object!) of V. 
Let iS* be a covariant functor from a category V to a category C and let 
C be an object of C. We define 
(a) The comma category (C -i- iS*) of objects S-under C as the category 
whose objects are pairs (D, f) with D e Ob X> and / : C —» 
^(D) and whose morphisms from (Z), / ) to (D', f) are those 
morphisms h : Z) —> D' in X> for which / ' = ^(/z) o f. 
(b) The comma category (S ^ C) of objects S-over C in a similar way 
(for the general construction see [1, Exercise 3K]). 
(c) A universal morphism from C to S as a pair (£/, u) consisting of an 
object U of V and a morphism u : C —» -S^) in C such that to 
every pair (£/', u') with U' an object of X> and u' : C —» S(U') a 
morphism in C, there is a unique morphism / : U —> U' in V with 
5 * ( / ) o U = U'. 
(d) A universal morphism from S to C as a pair (F, v) consisting of an 
object V of V and a morphism v : ^(F) —» C in C such that to 
every pair (V', v') with F ' an object of X> and v' : S(V') —» C a 
morphism in C, there is a unique morphism f : V ^ V in V with 
v ° S ( / ) = v'. 
It is easy to see that a universal morphism (U, u) from C to S is an initial 
object of the comma category (C -I S), and therefore (U, u) is unique up to 
isomorphism. Moreover, a universal morphism (V, u) from S to C is a 
terminal object of the comma category (S -I C), and therefore (V, v) is 
unique up to isomorphism. 
Let J be a non-empty set, let V = Disc J, let C be a category, let 
A : C —» [£>, C] be the corresponding diagonal functor and let (Cy) / e j be a 
family of objects of C. Then C = (Cy)
 eJ is an object of the functor 
category [D, C]. We say that 
(a) A universal morphism (£/, u) from C to A is called a direct sum of 
the family C = (Cj)
 eJ. Since H is a natural transformation from C 
to A(£/), we can write u = (uj : Cj —» U)
 eJ where each My is a 
morphism in C. They are called canonical injections despite the fact 
that they are not in general monomorphisms (see [4, Example, pp. 
38-39]). Sometimes we write U = ] J . Cj and we call the object 
£/of C a direct sum of the family (Cj)eJ. 
(b) The category C has infinite direct sums if every family of objects of 
C possesses at least one direct sum. 
(c) A universal morphism (V, v) from A to C is called a direct product 
of the family (Cj)eJ. Since v is a natural transformation from 
A(V) to C, we can write v = (vy : V —» Cj)eJ where each v.- is a 
morphism in C. They are called canonical projections despite the 
fact that they are not in general epimorphisms (see [1, Example 
10.20(3)] and [7, Exercise 17(c), p. 160]). Sometimes we write 
V = Y\ • jCj and we call the object Vof C a direct product of the 
family (Cy)
 / e J . 
(d) The category C has infinite direct products if every family of objects 
of C possesses at least one direct product. 
Let C and V be categories such that V is small, let A : C —» [D, C] be 
the corresponding diagonal functor and let T be a co variant functor from V 
to C. Then Zis an object of the functor category [D, C]. We say that 
(a) A universal morphism (M, A) from A to T is called a limit of the 
functor T. Since A, is a natural transformation from A(M) to T, it 
follows from the definition that A = (A^ : M —» ^(XO^gObl? an<^ 
from the naturality of A in 4^, it follows that A^ = T{f) o A^ for 
each morphism / : A —> B in V. Sometimes we write M = lim T 
and we call the objectMof C a limit of the functor T. 
(b) The category C is complete if every covariant functor from a small 
category to C has a limit. 
(c) A universal morphism (Z, x) from 71 to A is called a colimit of the 
functor T. Since x is a natural transformation from T to A(Z), it 
follows from the definition that x = (x^ : T(A) —» -^)^eobl> an<^ 
from the naturality of x in A, it follows that ^A = TB ° T(f) for each 
morphism / : A —> B in P . Sometimes we write L = lim 71 and 
we call the object L of C a colimit of the functor 71. 
(d) The category C is cocomplete if every covariant functor from a 
small category to C has a colimit. 
Now let C be a category, let I be a directed set and let V = Ord / . Then 
we say 
(a) Any covariant functor T : V —> C is called an inductive system in C 
over I and a colimit of the functor T is called an inductive limit of the 
inductive system (T(i), fAj and it is denoted by lim T(i). 
iel 
(b) Any covariant functor S : V —> C is called a projective system in 
C over I and a limit of the functor S is called a projective limit of the 
projective system (S(i), gjAj and it is denoted by lim S(i). 
iel 
Finally, let B and C be categories, let T be a contravariant functor from 
B to C and let V be a small category. We say that 
(a) The functor T carries colimits of functors from V into limits if the 
following condition is satisfied: If F : V —» B is a covariant functor 
and 5 together with the morphisms u,- : F(y') —» 5 (where 
7 e Ob X>) is a colimit of F, then Z(5) together with the morphisms 
T(iij) : T(B) - > ( r o F)(j) is a limit of the contravariant functor 
T o F : V -> C. 
(b) The functor 71 is continuous if it carries colimits of functors from any 
small category into limits. 
3. The Category of Effect Algebras 
Let L be a set containing at least two distinct elements 0 and 1 called the 
zero and the unit, let R be a binary relation on L and let © be a map from R 
to L. The algebraic system (Z, R, ©, 0, 1) is said to be an effect albegra if 
the following axioms hold: 
(Commutative Law) If a, b e Z and aRb, then bRa and 
a © b = b © a. 
(Associative Law) If a, b, c e Z, ai?/> and (a © 6)i?c, then Wte, 
a/?(6 © c) and (a © 6) © c = a © (6 © c). 
(Orthosupplementation Law) For every a e Z there exists a unique 
6 e Z such that ai?/> and a © b = 1. 
(Zero-UnitLaw) If a e Z and oi?l, then a = 0. 
We note that the orthosupplementation law implies that R is not empty. If 
the hypotheses of the associative law are verified, we write a® b® c for 
the element (a ® b)® c = a ® (b ® c) in Z. If a e Z, then the unique 
b e Z such that ai?/> and a © b = 1 is called the orthosupplement of a and 
denoted by a'. If o e I , o # 0 and aRa, then a is called an isotropic 
element of Z. 
An orthoalgebra is an effect algebra (Z, i?, ©, 0, 1) in which the zero-
unit law is replaced by the stronger 
{Consistence Law) If a e Z and ai?a, then a = 0. 
Clearly, an effect algebra is an orthoalgebra if and only if it contains no 
isotropic elements. 
If (Z, R, ®, 0, 1) is an effect algebra, and following the tradition, we 
denote the binary relation R on Z by _L and if a, b e Z and a _L b we say 
that the elements a and 6 are orthogonal. 
For a list of nice examples of effect algebras, we refer to [10, | 
Examples] and for some of its properties we refer also to [3] and [9]. 
Theorem 3.1. Consider a system A consisting of a class Ob A of all 
effect algebras, together with a class Mor„4 which is a disjoint union of 
the form Mor A = [j {[Zj, Z2] : L\, Z2 e Ob A} where [L\, L2] (with 
Lj = (Lj, _Lj, ®j, 0j, \j), i = 1, 2) is the class of all map f : L\ —> Z2 
satisfying the following conditions: 
(a) / ( l i ) = 12-
(b) If a, b e L[, then a J_j 6 <=> / ( a ) _L2 / (*)• 
(c)Ifa, b e Lx and a l j 6, tfzew / ( a ©j 6) = f(a) ©2 /(&). 
Z/2e« .4. is a category. 
Proof. It suffices to note that 
(1) Since [Zj, Lq\ is a subclass of the set of all maps from Zj to 1%, it 
follows that [Zj, Z2 ] is a set. 
(2) If / e [Lh LA and g e [L2, Z3], then g ° f[Lh Z3]. 
(3) For all Z e Ob „4, the identity map of Z is an element of [Z, Z] 
satisfying trivially the axiom (iv) of a category. 
• 
Remark 3.2. (1) If / : Zj —» Z2 is a morphism in the category A, then 
it can be shown that /(Oj) = 02 and / (« ' ) = (/(«)) for all a e Zj, where 
0 denotes the orthosupplementation in Zj and Z2. 
(2) Let Z = {0, 1}, 1= {(0, 0), (0, 1), (1, 0)} and let us define 0 0 0 
= 0, 0 0 1 = 1 and 1 0 0 = 1. Then (Z, 1, 0 , 0, 1) is an initial object of the 
category A. 
(3) It is easy to see that the category of orthoalgebras is a full 
subcategory of A. 
Theorem 3.3. The category A has infinite direct sums. 
Proof. Let (Lj)
 eJ be an arbitrary family in Ob A Write Z, = 
(Lj, ±j, ®j, 0j, lj) for all j e J. Put D = \JjeJLJ x W a n d ' f o r e v e r y 
j e J, we denote by ij : Lj —» D the map given by the rule ij{a) = (a, j) 
where a e Z,-. Take 
5 = {((0j, j), (0k, k)) :j,keJ}{J {((ly, ; ) , (\k, k)) : j , k e J} 
and let ~ be the smallest equivalence relation on D containing S. 
Write 
U = D/~ 
and denote by p the canonical projection from D onto U. For every element 
x e D we denote by [x] its corresponding ~ -equivalence class. Since 
(°y, j) ~ (°Jb k) and C1/' 7') ~ (h, k) f o r a11 U k e J, we can define 
0 = [(0,-, j)] and 1 = [(1,-, j)] for all j e J . Take _L the binary relation on 
U defined as follows: 
[(a, ;)] 1 [(b, k)] if j = k and a l y 6. 
Define a map © from _L to U by the rule 
[(fl.;)]®[(*,y)] = [ M j * . ; ) ] . 
We shall show that (U, _L, ©, 0, 1) is an object of the category A. It is 
clear that © satisfies the commutative law and the associative law. If we 
define 
[(a, j)} = [ « j)] 
for any element of U, it is easy to see that the orthosupplementation law is 
satisfied. Finally, if [(a, j)] _L 1, then a _Ly ly and therefore a = 0y. So 
For every j e J, let n,- = p ° z,• and let w = (M,• : L,• -^ f/)
 e j . 
Consider the pair (U, u) where the first component is an object of A and 
the second is a morphism from L = (Lj)
 eJ to A(U) in the category 
[V, A] with V = Disc J . 
It remains to show that (U, u) is a universal morphism from L to A. Let 
(M, v) be a pair consisting of an object M of A and a morphism 
v = (vy : Lj -^ M)
 eJ from Z to A(M) in the category [£>, .4.]. Let 
x e D. Then there exists a unique pair (a, j) with j ' e J and a e L ,• such 
that x = (a, 7). Put f(x) = Vj (a). Then / is a well-defined map from D 
toM. 
We shall show that jq, x^ e D and jq ~ X2 imply /(jq ) = / f o ) . Let 
Sl = {(x,y)eDxD: f(x) = f(y)}. 
Then S\ is an equivalence relation on D. Since 
f((0j, j)) =
 VjiOj) = 0M= vk(0k) = f((0k, k)) 
and 
f((lj, j)) = Vj(lj) = \M= vk{\k) = f((lk, k)) 
for all j , k e J, it follows that <S\ contains S. So ^ 3 ~ . Let xj, x2 e D 
be such that xj ~ jq>. Then JCI^J^ and therefore / (xj) = /(X2). 
Hence there exists a unique map h : U ^ M such that f = ho p. 
Since / ° z'y = Vy for all j e J , we get h ° Uj = Vj for all 7 e J. A 
straightforward calculation establishes that /? is a morphism in A. Moreover, 
since A(h) : A(U) —» A(M) is a morphism in the category [P, „4] such that 
A(h) (j) = h for all j e J , it follows that A(h) ° u = v. Finally, suppose 
that there exists another morphism h' : U -^ M in A such that 
A(h') o u = v. Then /?' o u ,• = v ,• for all 7 e J. Let x e U. Then there exist 
7 e J and a e Zy such that x = [(a, 7')]. So 
/j(x) = (h o u,)(a) = vAa) = (h' ° u,)(a) = h'(x) 
and therefore h = h'. 
Remark 3.4. (1) The object U of the category A is denoted by 
J J . .Li and called the horizontal sum of the family (L,)
 ej following 
[9]. 
(2) The family u = \u,• : Z,- —> ] J . Z,- of morphisms in ^l 
satisfies the following condition: If x and y are two orthogonal elements of 
J J . jLj, then there exist j e J and a,b e Lj such that a _Ly b, 
uAa) = x and uAb) = y. 
Theorem 3.5. The category A has a coequalizer for every pair of 
morphisms. 
Proof. Let f\, fa : L —»M be two morphisms in A. Write 
M = (M, 1, ©, 0,1). Consider the binary relation on M : S = {(fa(a), fa{a)) 
: a e L} and let ~ be the smallest equivalence relation on M containing S. 
For b e M we denote by 6 its corresponding ~ -equivalence class. 
Let 
M =M/~ 
and let p : M —» M be the canonical projection. 
Define 
1 = {(&!, 62) : *b b2 e M and ^ 1 62} 
and define the map © : _L -^ M by the rule 
bx © 62" = *! © 62-
Then it is easy to verify that M = (M, _L, ©, 0, 1) is an object of A and/? 
is a morphism in A which is a surjective map. 
It remains to show that the pair (M, p) is a coequalizer for fa and fa. 
Since S c ~ it follows that p ° fa = P ° fa- Let g : M —» TV be a 
morphism in „4 with g ° /1 = g ° fa- Let <S\ = {(/>i, b2) : b\, b2 e M and 
g(&l) = gfo)}. Then Si is an equivalence relation on M containing 5*. So 
Si 3 ~ , and therefore b\,b2 e M and 61 ~ b2 imply g(&i) = g(62). Then 
there exists a unique map g': M —» TV such that g = g' ° P- The 
verification that g' is a morphism in „4 is straightforward. • 
Remark 3.6. Since in the pair (M, p) the map/? is surjective, it follows 
from the dual statement of [4, Proposition 2.11] that (N, h) is a coequalizer 
of two morphisms in A, then h is a surjective map. 
Theorem 3.7. The category A is cocomplete. 
Proof. Let T be a covariant functor from a small category V to A. By 
Theorems 3.3 and 3.5, A has infinite direct sums and any pair of morphisms 
in A have a coequalizer. Then it follows from the dual statement of 
[14, Theorem 1, p. 109] that the functor Thas a colimit. • 
Corollary 3.8. Let I be a directed set. Then every inductive system in A 
over I has an inductive limit. 
Theorem 3.9. The category A has infinite direct products. 
Proof. Let (L,)
 eJ be an arbitrary family in Ob A Then write 
Lj = (Lj, _L ,-, ©,-, 0,-, 1,) for every j e J. Consider the Cartesian product 
V = XjejLj and, for every j e J, we denote by pry the canonical 
projection from Fonto L,-. Define 0 = (0,)
 eJ and 1 = ( l / ) / e j - Take _L 
the binary relation on Vdefined as follows: 
1 = {(«, b) x V x V : pry(a) l y pry(/>) for all ; e J} 
and define a map © : _L —» V by the rule a © b = (aj ©y bj)
 eJ. 
We shall show that V = (V, _L, ©, 0, 1) is an object of the category A. 
It is clear that © satisfy the commutative law and the associative law. If, for 
every element a = (aj)
 eJ of V, we define a' = (a'j) eJ it is easy to see 
that the orthosupplementation law is satisfied. Finally, if a e V and a l l , 
then a,- _!_,- 1,- for all j e J, and therefore a ,• = 0,-. So a = 0. 
Let v = (pry : V —» Lj)
 eJ. Consider the pair (V, v) where the first 
component is an object of A and the second is a morphism from A(V) to 
L = (LA
 eJ in the category [D, A] with V = Disc J . 
It remains to show that (V, v) is a universal morphism from A to L. Let 
(W, w) be a pair consisting of an object W of A and a morphism 
w = (Wj : W -> Lj)Jej from A(W) to Z in the category [D, A]. Let 
x eW. Then w,(x) e L,- for all 7 e J. Hence an element y eV is 
uniquely determined by the condition 
y = (wj(x))JeJ. 
So the correspondence x —» j defines a map / : JT -^ V such that 
pry o f = wj for all j e J". 4^ straightforward calculation establishes tha t / 
is a morphism in A Since A(/) : A(fF) -^ A(F) is a morphism in the 
category [D, A] such that A(/) (7) = / for all 7 e J , it follows that 
v o A(/) = w. 
Finally, to show the uniqueness of the morphism / suppose that there 
exists another morphism / ' : W —» V in A such that v o A(/') = w. Then 
pr,- ° f = Wj for all j e J , and therefore pr,- ° f = pr,- ° / for all 7 e J. 
So / ' = / . 
Remark 3.10. The object V of the category A is denoted by Y\ • jLj 
and called the Cartesian product of the family (LA
 ej following [9]. 
Let L = (L, _L, ©, 0, 1) be an object of A and let K be a subset of L. 
We say that K is a sub-effect algebra of Z if the following axioms hold: 
(i) 0, 1 e K. 
(ii) I f o e l , then a'e K. 
(iii) If a, b e K and a _L b, then a © b e K. 
Clearly, K in the induced structure is an effect algebra in its own right, so 
an object of A. 
Theorem 3.11. The category A has an equalizer for every pair of 
morphisms. 
Proof. Let f\, fa : L\ —» Z2 be two morphisms in A. Then write 
Lt = (Li, ±t, ®t, 0,-, 1,-) for / = 1, 2. Let K = {a e Lx : fa{a) = fa(a)} 
and let k : K —» L\ be the inclusion map. 
We shall show that K is a sub-effect algebra of L\. Since fa (0\) = O2 
= fa(0\) and fa(li) = 12 = fa(k), we have that 0 b lj e K. Let a e l 
Since fa(a') = (fa(a)) = (fa(a)) = fa(a'), we get a' e K. Let a, b e K 
be such that a l j b. Then /j(a ©j 6) = fa(a) ©2 /i(6) = faifl) ©2 /2(6) 
= / 2 (a ©1 b) and therefore a ©j 6 e AT. Hence K is an object of A and 
clearly £ is a morphism in A 
It remains to show that the pair (K, k) is an equalizer for fa and fa. 
We have trivially that fa ° k = fa ° k. Let / : M —» Zj be a morphism in 
„4 such that fa ° f = fa ° f- Let a & M. Since / ( a ) e Zj and fa(f(a)) 
= fa(f(a)), we have / ( a ) e A^ . Then the rule a —» / ( a ) defines a 
morphism f'.M^K in A Since £(/ '(«)) = *(/(«)) = / (« ) for all 
a e M, we have k ° f = f. Finally, the uniqueness of / ' is trivial. 
Theorem 3.12. The category A is complete. 
Proof. Let T be a covariant functor from a small category V to A By 
Theorems 3.9 and 3.11, A has infinite direct products and any pair of 
morphisms in A have an equalizer. Then it follows from [14, Theorem 1, p. 
109] that the functor Zhas a limit. 
Corollary 3.13. Let I be a directed set. Then every projective system in 
A over I has a projective limit. 
4. The Category of Base Normed Spaces 
Henceforth, Vdenotes a real vector space. 
By a cone in V is meant a non-empty subset C such that 
C + C c C, R+C c C and CD (-C) = {0}. 
Each cone C in F is clearly convex, contains 0 and defines a partial 
ordering on Fby 
x < £ j < = > j - x e C . 
This partial ordering is compatible with the vector structure, that is, if 
x <Q y, then x + z <Q y + z and tx <Q ty for all z e Z and all ( e M+. 
For short, we call such a partial ordering a vector ordering of V, and the 
pair (V, <c) an ordered vector space. Conversely, if < is a vector ordering 
of V and if we define C = {i e F : 0 < i } , then C is a cone in V, and < is 
exactly the vector ordering <Q . 
A non-empty subset M of V is said to be absolutely convex if M is 
convex and zM c M whenever ( e l and 111 < 1. If ^ 4 is a subset of F, the 
smallest absolutely convex set containing A, denoted acon(^4), is called the 
absolutely convex hull of A. Since {0} is absolutely convex, it follows that 
acon(0) = {0}. It can be shown that 
{ m m 1 
i=\ i=\ J 
(see [13, pp. 160 and 173-174]). 
A non-empty subset B of V is said to be absorbing if, for every x e V, 
there exists a real number s > 0 such that x e tB for all ( e M with 
M -5-
If M is an absorbing and absolutely convex subset of V, then the 
Minkow ski functional p^ : V —> M+ on M defined by 
PM(X) = mf(^ > 0 : x e tM} 
is a semi-norm on V such that 
{x e V : pM(x) < 1} c M c {x e V : pM(x) < 1} 
(see [18, p. 40]). 
A subset K of V is called a co«e base of F" if AT is convex and any relation 
of the form sx = ty with x, y e K and s, t e M+ implies 5 = Z\ Clearly 
0 is trivially a cone base of V and 0 g AT for all cone base K of V. The 
name is justified for the following immediate fact: If K is a cone base of V, 
then R+K U {0} is a cone in V. 
An q^?«e subspace of F is a translation of a subspace of V, that is, every 
set M of the form M = x + W, where x eV and Wis a subspace of K If A 
is a subset of V, the smallest affine subspace of V containing A, denoted by 
aff(^ 4), is called the affine hull oiA. Since for every x e V, the set {x} is an 
affine subspace of V, it follows that aff (0) = 0 . It can be shown that 
{ « n 1 
^ ] -^jCj : Xj e 4 ^ e M, ^ \ j = 1, « e NI 
i=\ i=\ J 
(see [6, pp. 21-23]). 
Lemma 4.1. Ze^ K be a convex subset ofV. Then K is a cone base ofVif 
and only if 0 g aff (A )^. 
Proof. The Lemma is trivial if K = 0 . It remains to prove the case 
K *0. 
Assume that K is a cone base of V and 0 e aff (A )^. Then there exist a 
finite sequence (xj\<i<n of vectors in K and a finite sequence (ti\<i<n of 
nonzero real numbers such that ^ _ i ti = 1 and ^ _ i ttxt = 0. Then, since 
0 £ K and K is convex, it follows that n > 1 and {/' e {1, 2, ..., n) : ti < 0} 
^ 0 . So there exist an integer m and a permutation a of the set {1, 2, ..., n} 
such that 1 < m < n, ta^ > 0 for i = 1, 2, ..., /w and ta^ < 0 for 
z = m + 1, /w + 2, ..., «. Then 
m n 
z = l i=m+\ 
Write 
*CT(I) 
m n m . n . 
s
 = 2 > o > * = Z '<*(>>u = Z^rx°« and v = Z^F 
z ' = l i=m+\ i=\ i=m+\ 
Then s > 0, f < 0, s + f = 1, a, v e ^ and .TO + zv = 0. So .TO = (-^)v, and 
since AT is a cone base, it follows that s + t = 0, in contradiction with 
s + t = 1. 
Assume that 0 £ aff(K) and there exist x, j e K and 5, // e M such 
that 5 > 0 , // > 0, 5 ^ ^ and sx = ty. Hence 0 = x H y e aff (AT), 
in contradiction with the hypothesis. 
Corollary 4.2. Ze// K be a cone base of V, let {^i)\<i<n be a finite 
sequence of vectors in K and let {ti)\<i<n be a finite sequence of nonzero 
real numbers. If ~^. tixi = 0, then ^ . , ti = 0. 
Proof. Suppose that t = ^ . , ti ^ 0. Then X - i " ^ ' e aff(-^)> and 
therefore 0 e aff(ZT), in contradiction with Lemma 4.1. 
Corollary 4.3. Let K be a cone base of V and let C = W+K U {0}. Then 
any relation of the form sx <Q ty with x, y e K and s, t e M implies 
s < t. 
Proof. We may suppose that K ^ 0 . 
Since u<^v<^>v-ueC for all u, v e V, it follows that ty - sx e 
W+K. So there exist r e M+ and z e K such that (y - sx = rz. Then 
/fy - sx - rz = 0, and by Corollary 4.2 it follows that t - s - r = 0, and 
therefore t = s + r > s. • 
Lemma 4.4. Ze^ K be a non-empty convex subset ofV. Then acon(A^) = 
{tx - (1 - i)y : x, y e K and t e [0, 1]}. 
Proof. Write M = {tx - (1 - t)y : x, y e K and ? e [0, 1]}. Since 
K U (-K) c acon(ZT), it follows that M c acon(ZT). 
The convexity of M follows from the convexity of K by a straightforward 
argument. We shall show that M is absolutely convex. Let z e M and let 
s e l be such that | s \ < 1. Since M = -M, we may suppose that 
0 < s < 1. Write z = tx - (1 - t)y for s, y e K and ? e [0, 1]. Since 
1 + 5 1 - 5 1 - 5 1 + 5 1 + 5 1 - 5 Tn, , 
sx = —j— x — x, - sy = —j— y — y, —^—, —^— e M+ and 
1 + 5 1 — 5 
— 1 — = 1, it follows that sx, -sy e M and 
sz = t(sx) + (1 - t)(-sy) e M because Mis convex. Hence sM c M. 
Since K c M, we get acon(A^) c M. • 
If K is a non-empty convex subset of V, the set R+K - R+K is a 
subspace of V called the linear hull of K and denoted by lin(K). A cone C in 
Fis said to be generating ifV = C-C. Clearly, if C is a generating cone in 
F,then V = lin(C). 
Lemma 4.5. Let K be a cone base of V such that V = lin(A^). Then 
acon(A^) is an absorbing set. 
Proof. Let z eV. Then there exist x, y e K and s, t e M+ such that 
z = sx - ty. We may suppose that s + t > 0. Let r e M be such that 
r I > s + t. Since — = — x H y and 
i
 r r r 
-i—r ^ 1, it follows 
that — e aeon (AT), and therefore z e racon(AT). D 
Remark 4.6. Let AT be a cone base of V such that V = lin(K). If 
M = acon(AT), then the Lemma 4.5 allows us to define the Minkowski 
functional p^ on M which is a semi-norm on V. 
Theorem 4.7. Let K be a cone base of V such that V = lin(K). If 
M = acon(K), then 
PM(Z) = {S + t : Z = SX - ty, X, y e K and s, t e M+} 
for all z e V. 
Proof. Since K c aeon (AT), it follows that PM(X) - 1 f° r a il x & K. 
Let z e T . We can write z = sx - ty with x, y e K and 5, t e M+. Since 
p ^ is a semi-norm on F, it follows that p^ (z) < sp^ (x) + tp^ (y) < 
s + t. Hence PM(Z) is a lower bound of the set 
N = {s + t : z = sx - ty, x, y e K and s, t e M+}. 
Let s > 0. By definition of pjv/(z) there exists r > 0 such that z e rM 
and r > pjv/(z) + s. By Lemma 4.4, there exist x, y & K and t e [0, 1] 
such that - = tx - (1 - t)y. So z = (rt)x - ((1 - ?)>•) J with rt + (1 - ^ r 
= r, and therefore r e N. Hence p^ (z) = inf TV. 
A pair (V, K) where K is a cone base of V such that F = Ym(K) is 
called a base normed space or a BN-space if the Minkowski functional on 
acon(AT) is a norm, referred to as the base norm on Fand denoted by || • \\y. 
Two important examples of BN-spaces are the following: 
(1) Recall that a normed Riesz space (V, <, | • |) is said to be an AL-
space if || x + j || = || x I + J] j || for all x, y <EV with 0 < x, y. 
If (V, <, || • ||) is an AL-space and if K = {x eV : 0 < x and | x || = 1}, 
then the pair (V, K) is a BN-space with || • \\v = || • ||. 
(2) Let A be a C -algebra with unit 1 and let A the Banach dual space. 
Consider the self-adjoint part of A : 
Ka = if e A* • / (« ) = /(«*) for all a e A} 
and the state space of A: 
S(A) = {feA':\\f\\ = l = f(l)}. 
Then the pair (Asa, S(Aj) is a BN-space with the given norm on A 
restricted to Asa as the base norm. 
Theorem 4.8. Consider a system B consisting of a class Ob B of all 
BN-spaces, together with a class Mor B which is a disjoint union of the form 
MoxB = \Jm, * l ) , (*2, K2)]: (Vu Kt) e ObB for i = 1, 2} 
where [(Fj, K\), (V2, K2)] is the class of all linear maps f : V\ —> V2 such 
that f{Kx) c K2. 
Then B is a category. 
Proof. It suffices to note that 
(1) Since [(Fj, Kx), (F2, AT2)] is a subclass of the set of all maps from 
Vi to V2, it follows that [(Vh Kx), (V2, K2)] is a set. 
(2) If / e [(Fl5 ^ ) , (F2, ^ 2 ) ] and g e [(V2, K2), (V3, K3)], then 
gofem,^),^,^)]. 
(3) For all (V, K) e Ob B, the identity map of V is an element of 
[(V, K), (V, K)] satisfying trivially the axiom (iv) of a category. 
Remark 4.9. We note that ({0}, 0 ) is an initial object of B. 
Let V\ and V2 be two real vector spaces, let Kx be a convex subset of 
V\ and let K2 be a convex subset of V2. A map / : Kx —» K2 is called 
affine if f(tx + {\-t)y) = tf{x) + (1 - t)f(y) for all x, y e Kx and all 
t e [0, 1]. 
Lemma 4.10. Let (Vx, Kx) and (V2, K2) be two objects of B and let 
f : Kx —> K2 be an affine map. Then there exists a unique element 
f e [(Vh Kx), (V2, K2)\ such that f'\K = f. 
Proof. Let z e Vx. Then there exist x, y e Kx and s, t e M+ such that 
z = sx - /fy. Put f'{z) = sf{x) - tf{y). We shall show that / ' is a well-
defined map from Vx to F"2. Suppose that z = SJXJ - ^ j j with Xj, j j e Kx 
and sj, ^ e M+. Then sx - (y - SJXJ + ^ j j = 0, and from Corollary 4.2 it 
follows that s - t - s\ + t\ = 0. So s + tx = sx + t. If s + tx = 0, then 
s, t, sx and tx are equal to zero and trivially sf{x) - tf{y) = sxf{x) -
t\f(y). If s + tx * 0, then 
S t ] S i ^ 
S + ^ S + tX S + tX S + tX 
and therefore 
-f{X) + -A-f{yx) = -^-f{Xx) + -J—f{y). 
S + t\ S + t\ S + t\ S + t\ 
Hence sf(x) - tf(y) = sxf(xx) - txf(yx). 
The verification that / ' is linear is straightforward. Since z = 1 • z 
- 0 - 0 for all z e Kx it follows that / ' \g = f. The uniqueness of / ' is 
trivial. 
Theorem 4.11. The category B has infinite direct products. 
Proof. Let ((Vj, Kj))
 eJ be an arbitrary family in ObB. Consider the 
real vector space given by the Cartesian product W = XyejFy with 
canonical projections pr,- :W—>Vj for all j e J. Define K = {x e W : 
pry(x) e Kj for all j e J}. 
We shall show that K is a cone base of W. We may suppose that K ^ 0 . 
Then K,• ^ 0 for all j e. J. The linearity of pr,- and the convexity of K,-
for all j e. J imply that AT is convex. Assume that sx = ty with x, y e K 
and 5, ^ e M+. Let y e J. Then spry(x) = ^piy(j>) and since Kj is a cone 
base of Vj, we get s = t. 
Now define V = lin(K). Then V is a subspace of W with cone base AT. 
To show that (V, K) is an object of B it remains to verify that | • \\v 
= pacon(X) is a norm on K Let z e F be such that | z\v = 0 and let s > 0. 
By Theorem 4.7 there exist x, y e K and 5, ^ e M+ such that z = sx - ty 
and 5 + t < s. Let j e J . Then pry(z) = 5pry(x) - ^pry(j). Since pry(je), 
pr,(j) e AT,-, it follows that | pr,-(z) \\v < s + t < s. So pr,-(z) = 0 for all 
j e J , and therefore z = 0. 
Define v,- = pry \v for all ; e J. Clearly, vy e [(V, K), {Vj, Kj)] for 
all j e J. Write v = (vy : (F, K) -> (Fy, Kj))jeJ. Consider the pair 
((F, AT), v) where the first component is an object of B and the second is a 
morphism from A(V, K) to ((Vj, Kj))
 eJ in the category [D, B] where 
V = Disc J. 
It remains to show that ((V, K), v) is a universal morphism from A to 
({Vj, Kj)).eJ. Let ((V, K'), v') be a pair consisting of an object (V, K') 
of B and a morphism v' = (v} : (V, K') -> (Vj, Kj))JeJ. from A(V, K') 
to {{Vj, Kj))JeJ in the category [V, B\ Let z e K'. Since v'j(K') c /Ty, 
it follows that v'-(z) e AT,- for all 7 e J. Then an element w e W is 
uniquely determined by the condition w = (y'j(z))
 eJ. Since pry(w) = 
v'-(z) e AT,- for all 7 e J , it follows that w <E K and pr,(w) = v,-(w). Then 
the correspondence z —» w defines a map f : K' ^> K such that Vy(/(z)) 
= v'-(z) for all z <E K' and all 7 e J. 
We shall show that/is an affine map. Let z\, z2 e AT' and let t e [0, 1]. 
Since 
Vj(f(tzi + (1 - 0*2)) = V'M\ + (1 " 0*2) 
= rv)(z1) + (l-0v;-(z2) 
= A; /(/(z1)) + ( l - 0 v J ( / ( z 2 ) ) 
= vy((f(z1) + ( l - 0 / ( z 2 ) ) 
and Vy = pry |j/ for all 7 e J , it follows that f(tz\ + (1 - t) z2) = (/"(zj) 
+ ( 1 - 0 / ( ^ 2 ) -
By Lemma 4.10, there exists a unique morphism / ' : (V, K') —» (V, AT) 
in /5 such that f'\K'= f • We shall show that v'- = v.- ° / ' for all 7 e J. 
Let z e V. Then there exist x, y e K' and 5, ^ e M+ such that z = sx-ty. 
Then v)(z) = sv'j(x) - tv'j(y) = sVj(f(x)) - tvj(f(y)) = Vj(sf(x) - tf(y)) 
= Vj(f'(sx - ty) = (v.- o / ' ) ) (z) and therefore v'- = v ,• ° / ' for all 7 e J. 
Since A(/') : A(V, K') -» A(V, K) is a morphism in the category 
[V, B] such that A(f')(j) = f for all 7 e J , it follows that V = v ° A(/ ') 
by the definition of composition of natural transformations. Finally, to show 
the uniqueness of the morphism / ' suppose that there exists another 
morphism / " : (V, K') -> (V, K) in B such that V = v ° A(f"). Then 
v'j = Vj o / " for all j e J , and therefore Vj ° f = Vj o y" for all 7 e J. 
Since Vy = pry \y it follows that / ' = /" . D 
Lemma 4.12. Let (V, K) be an object of B, let L be a convex subset of 
K and let W = lin(Z). Then (W, L) is also an object of B. 
Proof. Since K is a cone base of V, it follows that L is also a cone base of 
V, and therefore a cone base of W. Moreover, acon(Z) c acon(A^), and 
therefore || x \\v < || x \\w for all x e W. Finally, to prove that || • \w is a 
norm on W, let x e W be such that | x \w = 0. So || x \\v = 0, and therefore 
x = 0. • 
Theorem 4.13. The category B has an equalizer for all pair of 
morphisms. 
Proof. Let fhf2 : (V, K) -> (V, K') be two morphisms in B. Define 
L = {x e K : f\(x) = f2(x)}. It is easy to see thatZ is a convex subset of K. 
Let W = lin(Z). By Lemma 4.12, (W, L) is an object of B. Leti.W^-V 
be the inclusion map. Clearly, i : (W, L) -^ (V, K) is a morphism in B. 
We shall show that the pair {{W, Z), i) is an equalizer for f and fa. It 
is clear that f\°i = fa° *'• Let h : (V", K") -^ (V, K) be a morphism in B 
with / j o h = fa o h. Let z e K". Then h(x) e K and /i(A(x)) = fa(Hx))-
So /Z(JC) e Z. Now let z e V". Then there exist x, y e ZT" and 5, ^ e M+ 
such that z = sx - ty. Hence h(z) = sh(x) - th(y). Since h(x), h(y) e Z, it 
follows that h(z) e JT. Then we can define a map h' :V" ^>W by the rule 
h'{z) = h(z). Clearly, h': (V", K") -+ (W, L) is a morphism in B such that 
h = i o h', and the uniqueness of h' is trivial. D 
Remark 4.14. Since in the pair ((W, L), i) the set map i : W —» V is 
trivially injective, it follows from [4, Proposition 2.11] that if ((£/, M), h) is 
an equalizer of two morphisms in B, then the underlying set map of h is 
injective. 
Theorem 4.15. The category B is complete. 
Proof. Let T be a covariant functor from a small category V to B. By 
Theorems 4.11 and 4.13, B has infinite direct products and any pair of 
morphisms in B have an equalizer. Then it follows from [14, Theorem 1, p. 
109] that the functor T has a limit. • 
Corollary 4.16. Let I be a directed set. Then every projective system in 
B over I has a projective limit. 
5. Probability Measures on an Effect Algebra 
Let L = (L, _L, ©, 0, 1) be an effect algebra and let a, b e L. We write 
a < b if there exists an element c e L such that a _L c and a ® c = b. In 
[9] it is established that the pair (Z, <) is a partially ordered set with the 
following properties: 
(1) 0<a < 1 for all a e L. 
(2) Let a, b e L. Then a Lb if and only if a < b'. 
(3) If a, b e L and a < b, then b' < a'. 
(4) If a, b e L and a < b, then a 1 (a © b') and b = a © (a © 6')'• 
(5) Let a, b, c e L be such that a l e and 6 _L c. If a © c = b © c, 
then a = b. 
(6) Let a, b, c e L be such that a l e and 6 _L c. If a © c < b © c, 
then a < b. 
If a, b e L and a < b, then the property (5) implies that the element 
c e L such that ale and a® c = b is unique. It is denoted by b - a and 
called the difference between b and a. For some properties of differences in 
effect algebras, we refer to Lemmas 4.7, 4.8 and 4.9 and Remark 4.10 of [9]. 
Let L = (L, 1, ©, 0, 1) be an effect algebra, let («;),e/ be a finite non-
empty family of elements of L and let n = card(/). From the n\ different 
total orderings on / we choose one of them denoted by < . The finite family 
(ai\el to§ether with the totally ordered set (/, <) define an algebraic 
system called a suite in L (of n elements) and it is denoted by {fli)ien <y A 
suite in L of n elements (fli)ierj <\ is said to be orthogonal in L if either 
n = 1 or, when n > 2, if 
% -L «ii and ai} -L 0 • • ((% © aix) © «z2 ) • • • © a,-y_!) 
for all 2 < 7 < n - 1 where Z'Q = min/ and z'^  = min(/\{z'o, i\, ..., /yt-i}) for 
all 1 < k < n - 1. In this case, the element 5 of L defined respectively by the 
formulae 
s = a,- and s = (••• ((a,- © a,- ) © a,- ) • • • © a,- „ ) © a,- , 
is called the © -join of the orthogonal suite (fli)ierj <) and it is denoted by 
® i e / «i-
Lemma 5.1. Ze^ (/, <) be a finite totally ordered set with card(7) = 
n > 2, let z'o = min(7) and let V = /\{z'o}- If (ai)je(j <) Z5 an orthogonal 
suite in L of n elements, then ifli)ie(f <\ is an orthogonal suite of n - 1 
elements, ai(j 1 (®ieI> at) and ®ieI at = ai(j ® (®ieI> at). 
Proof. By induction on n. • 
Now we fix an effect algebra L(L, _L, ©, 0, 1). 
It is well known that the real vector space (M ,+,•), with addition and 
scalar multiplication defined coordinate-wise and endowed with the product 
topology x, is a Hausdorff locally convex topological vector space over M. 
Also, a net (fa)aeD m ^ x-converges to an element / e M if and only 
if lim fa (a) = f(a) for all a e Z. 
a 
An element [ i e l is said to be a measure |a, on Z if \i{a © b) = |a,(a) 
+ |a,(6) whenever a, b e L and a _L b. 
Lemma 5.2. Let \ibe a measure on L. We have 
(i) n(0) = 0. 
(ii) If a, b e Z a«J a < b, then \y(b - a) = [i(b) - |a,(a). 
(iii) Ze^ (/, <) 6e a finite totally ordered set with card (I) = n > 2. If 
(ai\e(I <) Z5 an orth0gonal suite in L with n elements, then [i(®iej a,) 
Proof, (i) It suffices to note that 0 1 0 and 0 © 0 = 0 by [9, Lemma 
2.3 (v)]. 
(ii) It suffices to note that a _L (b - a) and a © (b - a) = b. 
(iii) We proceed by induction on n. For n = 2 the formula follows from 
the definition of measure. 
Let n e N be such that n > 3 and suppose that the formula is true for 
every orthogonal suite in Z of n-\ elements. Let (fli)ierj <) be an 
orthogonal suite in Z of n elements. Let z0 = mini and let / ' = 7\{/'o}. By 
Lemma 5.1 it follows that (cii)ie(j> <) is an orthogonal suite in Z of n - 1 
elements, a,- _L (©,e/ ' a,) and ©,e / ai = a,- © (©,e/ ' a,). Then the 
induction hypothesis implies that 
ul 0 at = \i(ak)) + (x 0 f a A = \i(pk)) + ^ \i(at) = ^ \i(at). 
iel\{iQi lei 
D 
A measure |o, on Z is said to be positive if |o,(a) e M+ for all a e L. 
Trivially, the zero element of M is a positive measure on Z. 
Lemma 5.3. Let [i be a positive measure on L. If a, b e L and a < b, 
then \y(a) < \y(b). In particular, 0 < \y(a) < |o,(l) for all a e Z. 
r r 
Proof. By the property (4), we have a _L (a © b') and b = a® (a® b') . 
r 
Then |o,(6) = |o,(a) + |a,((a ©/>'))> |a,(a) since |a, is a positive measure on Z. 
• 
An element H e ML is said to be a probability measure on Z if |o, is a 
positive measure on Z such that |o,(l) = 1. We denote by Q(Z) the set of all 
probability measures on Z. It is clear that Q(Z) is a convex subset of M . 
For examples of effect algebras Z such that Q(Z) = 0 or Q(Z) is a 
singleton, see [12]. 
We note that if |o, e ^(Z), then Lemma 5.3 implies n(a') = 1 - \i(a) for 
all a e Z since a' = 1 - a. 
Lemma 5.4. 77?e se^ Q(Z) is x-closed in M . 
Proof. Let (na)ae.D ^e a n e t m ^ (^) which x-converges to an element 
[ l e t . Then lim|o,a(a) = |a,(a) for all a e L. In particular, |o,(l) = 1 and 
a 
\i(a) e M+ for all a e Z. Let a, b e L be such that a 1 5. Then lim|a,a 
a 
(a © b) = |a,(a © 6). Since [ia(o © 6) = |-ia(«) + Ha(^) f° r a ^ « e Z> and 
lim(|o,a(a) + [ia(6)) = [i(o) + n(6), it follows that \i(a ® b) = |o,(a) + [i(6), 
a 
and therefore [i e Q(Z). D 
Corollary 5.5. The set Q.(L) is x-bounded. 
Proof. Since Q(Z) c [0, 1\ and [0, L\ is x-compact by Tychono 
Theorem, it follows from Lemma 5.4 that Q(Z) is x-bounded. • 
A measure on Z is said to be Jordan if it can be represented as a 
difference of two positive measures on L. We denote by J(L) the vector 
subspace of M of all Jordan measures on L. It is easy to verify that Q(Z) is 
a cone base of J{L). 
Theorem 5.6. The pair (J(L), Cl(L)) is a BN-space and its norm 
topology is finer than the topology x. 
Proof. It suffices to note that J{L) = lin(Q(Z)) and to apply Corollary 
5.5 and Theorem 2.8(i) of [17, p. 589]. • 
For every object L = (L, _L, 0 , 0, 1) of the category A we associate the 
object T(L) = (J(L), Q(Z)) of the category B. 
Lemma 5.7. Let f : L\ —> Z2 be a morphism in A where Z,- = 
{Li, -Li, ®i, Oz, lz) M i = 1, 2. For every n e Q(Z2) we write Z( / ) (u) = 
H ° / . Then 
( a )Z( / ) (u )eQ(Z i ) . 
(b) T{f) : £2(Z2) —> Q{Li) is an affine map. 
Proof, (a) Clearly, T(f)(\i) e RLl, T(f)(\i)(a) e R+ for all a e Lx 
and r ( / ) ( n ) ( l i ) = 1. Let a,b&L\ be such that a L\b. Then 
r ( / ) ( n ) ( a ©i 6) = Oi o / ) ( a ©J b) = v.(f{a) ©2 /(*)) = n(/(a)) + u</(/>)) 
= T(f)(n)(a) + T{f)(n)(b), and therefore, Z( / ) (u) e Q(Zj). 
(b) Let Hi, H2 e ^(^2) a nd let t e [0, 1]. For every a e Zj we have 
T{f){tvi + (1 - 0^2)(«) = ('Hi + (1 " 0 n 2 ) (/(«)) 
= tVLl(f(a)) + (l-t)VL2(f(a)) 
= tT(f)fa)(a) + (\-t)T(f)fa)(a) 
and therefore T(f) ( ^ + (1 - tfa) = tT(f) fa) + (1 - t)T(f) fa). D 
Remark 5.8. It follows from Lemmas 4.10 and 5.7 that there exists a 
unique element of [(Z(Z2), Q(Z2)), (Z(Zj), Q(Zj))] whose restriction to 
Q(Z2) is T(f). We denote this extension by the same symbol. 
Theorem 5.9. The prescription T which assigns to each object L of A 
the object T(L) = (Z(Z), O(Z)) of B and to each morphism f : Zj —» Z2 
in A the morphism T(f) : Z(Z2) —> T{L\) in B, is a contravariant functor 
form A to B. 
Proof. LetZ be an object of A. Since T(\L)fa = [i for all |a, e Q(Z), 
the extension of T(\L) to J(L) is trivially 1(J(L),Q(L))- S o T(1L) = lT(L)-
Let / : L\ —» Z2 and g : Z2 —» Z3 be two morphisms in A Then 
& ° / e [Zb Z 3]^ . Let (x e Q(Z3). Since Z(g ° / ) fa = p o (g o f) and 
(T{f) ° T(g)) fa = T(f) fa o g) = fa o
 g) o / , it follows that T(g ° / ) fa 
= (Z( / ) °Z(g) ) (u ) fora l l | xeQ(Z 3 ) . 
Let |o, e Z(Z3). Then the linearity of the extension T(g) and T(g o / ) 
to Z(Z3) and Z ( / ) to J(L2) and the fact that J(L3) = lin(Q(Z3)) imply 
that 
T(gof)fa = (T(f)oT(g))fa. 
Hence 
ng°f) = T(f)oT(g). 
Lemma 5.10. Every morphism in A is an infective set map. 
Proof. Let / : L\ —» Z2 be a morphism in A where Lt = 
(Lf, 1,-, 0,-, 0,-, 1,-) for / = 1, 2. 
It suffices to show that a,b <E L\ and f(a) <2 f(b) imply a <\ b. In 
fact, since 
((/(*))')' ©2 (/(*))' = 12 = / (*)®2 (/(*))' 
the property (5) implies ((/(*))')' = / (* ) . But (/(/>))' = f{b'). Then the 
property (2) implies that f(a) _L2 /(£')> and therefore a _Lj 6'. So a <j 6. 
a 
Now let T be the contravariant functor from A to B given by Theorem 
5.9. The following important and main result requires a long proof: 
Theorem 5.11. The contravariant functor T is continuous. 
Proof. Let V be a small category and let F : V —» A be a covariant 
functor. Since, by Theorem 3.7, the category A is cocomplete, it follows 
that the functor F admits a colimit (Z, x) where L is an object of A and 
x = (x,- : F(j) —» Z) ,-gObi) is a family ofmorphisms in .4. satisfying: 
(1) The naturality condition: If u : j —> k is a morphism in V, then 
Tj = Tk °F(u). 
(2) The universal property. 
Since the contravariant functor T o F : V —» B can be described as a 
covariant functor V* —» Z5 and ^ is a complete category by Theorem 4.15, 
it follows that the functor T o F admits a limit ((V, K), A) where (V, K) is 
an object of B and A, = (Ay : (V, K) —» (T o ^)0'))7-eobi> ^s a famiry of 
morphisms in /5 satisfying: 
1'. The naturality condition: If u : j —> k is a morphism in £>, then 
A .• = (T ° f) (u) o A^  because Z is a contravariant functor. 
2'. The universal property. 
Since T{L) is an object of B and T(TJ) : T(L) ^> (T ° f)(j) are 
morphisms in B satisfying the condition (1') because of the condition (1), it 
follows from property (2') that there exists a unique morphism 
g : T{L) -> (V, K) in B such that 
T(Tj) = Xj°g 
for all j e O b P . By [1, Poposition 11.7] it remains to show that g is an 
isomorphism in B. 
Write F(J) = Lj for all j e Ob V. Then (T ° F)(j) = T(Lj) for all 
j e Ob V. Moreover, by the definition of the contravariant functor T, we 
have T(L) = (J(L), Q(Z)) and T(Lj) = (J(Lj), Cl(Lj)) for all ; e Ob V. 
The remainder of the proof is divided in several claims: 
(A) Let x, y e K. If Xj(x) = Xj(y) for all ; e Ob£>, then x = y. 
In fact, by [14, Theorem 2, p. 109] it follows that, for every j e Ob V, 
the following diagram: 
llj€JT(LJ)^^-(V..K} 
is commutative, where e is an equalizer of two morphisms in B. Then 
Xj = prj o
 e 
for all j e Ob V, and therefore 
pry(e(x)) = pry(e(j)) 
for all j e Ob P. Then e(x) = e(j) and Remark 4.14 implies x = y. 
(B) Let v, w e Z be such that v _L w. Then there exist j e Ob X> and 
a,b <E L, such that a _L,- 6, x,(a) = v and T,-(6) = w. 
In fact, by the dual statement of [14, Theorem 2, p. 109] it follows that, 
for every j e Ob £>, the following diagram: 
LW^ 
is commutative, where h is a coequalizer of two morphisms in A. By 
Remark 3.6, /? is a surjective map. Then there exist two elements x, y of 
J J . jLj such that /z(x) = v and h(y) = w. Since v l w , it follows that 
x and y are orthogonal elements of ] j \ .Zy. Then Remark 3.4 (2) 
implies that there exist j e O b D and a,b <E Z ,• such that a _L ,• 6, 
x = H,(a) and j = u,-(b). Since T,=h° u,-, we have x,(a) = v and 
Ty(/3) = w. 
(C) Let z, 7, i e O b D , let a e Z,- and let /3 e Zy be such that 
T,-(a) = xy(/3). If fik = F(j -> k) and fjk = F(j -> /t), then / & ( a ) = 
fjk(P). 
In fact, since 
TZ = xk ° . / * 
Ty = xk ° / ,* 
we have Tk(fik(a)) = xk(fjk(b)) and Lemma 5.10 implies fik(a) = 
fjkiP). 
(D) Let i, j e Ob£>, let a e Z,- and let 6 e Zy be such that x,(a) = 
T,(b). Then A,,(x)(a) = X,(x)(b) for all x e K. 
In fact, let j t e O b D . Then 
*-i =T(fik)°h 
Xj =T(fjk)°h-
Since x e ZT, we have A,,(x) e ^(Z,). Then by the definition of the functor 
T, it follows that 
T(fik)(h(x)) = h(x) ° fik 
and using the part (C), we have 
Xi(x)(a) = (T(fik)(Xk(x)))(a) 
= M*) (/*(«)) 
= h(x)(fjk(b)) 
= (T(fjk)(Xk(x)))(b) 
= Xj(x)(b). 
(E) Let x e K. Define /(x) : Z —> M as follows: Let v e Z. Since 
0 _L v, the part (B) implies that there exist i <E ObV and a e Z,- such that 
Tj(flf) = v. Put 
/(x)(v) = *,,-(*)(«)• 
By part (D) the map l(x) is well-defined. 
(F) l(x) e Q(Z) for all x e K. 
In fact, we have 
(i) Let v, w e Z be such that v l f . By part (B) there exist i e ObV 
and a, b e Lj such that a _L,- b, Xj(a) = v and Xj(b) = w. Then v ® w = 
Xj (a ©,- b) and therefore 
/ (x ) (v0w) = A,,(x)(a0 / b) 
= Xi(x)(a) + Xi(x)(b) 
= l(x)(v) + l(x)(w). 
(ii)/(x)(l) = A,(x) (1,0 = 1. 
(iii) Let v e L. Then there exist ; e ObD and a e Z,- such that 
Tj(o) = v. Then 
/(x)(v) = A,(x)(a) 
and since A,- (x) e Q(Z,-) we have 
l(x) (v) > 0 for all v e l . 
(G) The map / : K —» Q(Z) is affine. 
In fact, it follows from the fact that the map A,- \^\ K ^ Q(Lj) is affine 
for all z e Ob V. 
By Lemma 4.10, there exists a unique linear extension of / to a map from 
V to J(L) that we denote by the same symbol, and this extension is a 
morphism in B. 
(H) g o / = 1K. 
It suffices to verify this for the elements of K. 
Let x e K and let z e Ob V. Since 
A,-og = 7X1,0 
we have 
A,(g(/(x))) = r(x,0/(x). 
So, since l(x) e £l(L), we get T(XJ)1(X) e Q(Z,-)- Let a e Z,-. Then 
(r(T,-)/(x))(a) = /(x)(Tl-(a)) 
= A,- (x) (a) for all a e Z,-. 
So 
r(T,-)/(x) = A,(x) 
and therefore 
A,,-(g(/(x))) = A,,-(x) for all i e Ob P . 
Then part (A) implies g(l(x)) = x. 
(I) I ° g = lj(L)-
If suffices to verify this for the elements of Q.{L). 
Let |a, e Q(Z) and let v e L. Then there exist ; e O b D and a e Lt 
such that v = x,- (a). Hence 
/(g(u))(v) = A,(g(l-0)(«) 
and since A,- o g = T^x,), we have 
/(g0i))(v) = (r(TI-)0i))(fl) 
for all v e l . Then /(g(u)) = u, • 
Corollary 5.12. Let I be a directed set and let (F(i), fjAj be an 
inductive system in A over I. Then 
T 
f \ 
lim F(i) lim(r ° F) (i). 
V iel J iel 
Proof. Define gy = T(fy) for all i, j e / with i < j . Then it suffices 
to verify that ((T o F)(i), gy)j is a projective system in B over / and to 
apply Theorem 5.11. • 
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