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Abstract
Recently it has been claimed that the warm dark matter (WDM) model cannot at the same time
reproduce the observed Lyman-α forests in distant quasar spectra and solve the small-scale issues in
the cold dark matter (CDM) model. As an alternative candidate, it was shown that the mixed dark
matter (MDM) model that consists of WDM and CDM can satisfy the constraint from Lyman-α
forests and account for the “missing satellite problem” as well as the reported 3.5 keV anomalous
X-ray line. We investigate observational constraints on the MDM model using strong gravitational
lenses. We first develop a fitting formula for the nonlinear power spectra in the MDM model by
performing N -body simulations and estimate the expected perturbations caused by line-of-sight
structures in four quadruply lensed quasars that show anomaly in the flux ratios. Our analysis
indicates that the MDM model is compatible with the observed anomaly if the mass fraction of
the warm component is smaller than 0.47 at the 95% confidence level. The MDM explanation to
the anomalous X-ray line and the small-scale issues is still viable even after this constraint is taken
into account.
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I. INTRODUCTION
Warm dark matter (WDM) has been investigated as a possible solution to small-scale
issues for the concordant cold dark matter (CDM) model (see, e.g., Bode et al. [1]). One
of such issues is known as the missing satellite problem; the predicted number of subhalos
in a MW-size halo is larger than the observed one by a factor of 10 or more [2, 3]. The
thermal velocity of a DM particle suppresses the formation of such sub-galactic objects.
The suppression is usually parametrized by the thermal WDM mass. The number count of
subhalos in MW-size halos puts the lower bound on the WDM mass [4–6].
The suppression in WDM models is not limited in subhalos in host halos, but also in field
halos with a sub-galactic mass (∼ 109M⊙). It leads to a variety of observable implications:
suppressed number of high-z galaxies [7–10], gamma-ray bursts [11, 12], and lensed super-
novae [13]; delay of the reionization [8, 9, 14], which can be used to constrain the WDM
mass. The WDM mass can also be constrained by observed Lyman-α forests in distant
quasar spectra [15–19]. The absorption lines represent the line-of-sight distribution of the
neutral hydrogen and thus the underlying matter distribution. Actually Lyman-α forests
put the most stringent constraint on the WDM mass; mWDM > 3.3 keV (2σ) [19]. It seems
difficult to evade this constraint and resolve the small-scale issues simultaneously [20].
One minimal extension of WDM is to assume that DM consists of both cold and warm
components, which is called mixed dark matter (MDM). The Lyman-α forest constraint
on the WDM mass in MDM models is milder than that in pure WDM models [18]. The
structure formation in MDM models is not well established even after some previous efforts
[21, 22]. MDM models also attract interests in the context of the reported anomalous X-ray
line in stacked X-ray spectra in XMM-Newton and Chandra data [23, 24]. While the anomaly
has not been confirmed in Suzaku data [25], the 3.5 keV unidentified X-ray line may originate
from the decay of sterile neutrinos (see, e.g., Kusenko [26]). Harada and Kamada [27] show
that decaying 7 keV sterile neutrinos that are produced via non-resonant process called
Dodelson-Widrow mechanism [28] can reproduce the 3.5 keV X-ray line if they account for
20–60% of the present mass density of DM. Interestingly this MDM model can also mitigate
the missing satellite problem while evading constraints from the Lyman-α forests.
To constrain the clustering property of DM on (sub-)galactic scales, strong gravitational
lens offers a powerful tool. Only with a smooth gravitational potential, some quasar-galaxy
lens systems with a quadruple image show a discrepancy between the observed and predicted
flux ratios of multiple images. Such a discrepancy is called the “anomalous flux ratio” and
has been considered as an imprint of CDM subhalos with a mass of ∼ 108−9M⊙ in the lens
galaxy halos [29–45].
However, intergalactic halos in the line of sight can act as perturbers as well [46–48]. In-
deed, taking into account of astrometric shift, it has been shown that the observed anoma-
lous flux ratios can be explained solely by line-of-sight structures with a surface density
∼ 107−8 h−1M⊙/arcsec
2 [49–52] without taking into account subhalos in the lens galaxies.
Since the role of subhalos is relatively minor [53, 54], we can constrain various DM models
by using the clustering property of DM in the line of sight.
In this paper, we investigate the structure formation at . 10 kpc length scales in MDM
models by using anomalous quadruple lenses. Our study is an extension of previous works for
constraining pure WDM models [51, 55]. To take into account non-linear clustering effects,
we first calculate the non-linear power spectra of matter fluctuations down to mass scales
of ∼ 105 h−1M⊙ by using N -body simulations. For simplicity, we do not consider baryonic
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dynamics in our simulations. Then we estimate the PDF of magnification perturbation for
each lens system using the semi-analytic formulae developed in Takahashi and Inoue [50].
In the next section, we develop a fitting function of non-linear matter power spectra
in MDM models. This is a key input in calculation of the magnification perturbation of
lensed images. The fitting function is based on the power spectra measured from N -body
simulations. We provide details of our simulations setups. In section III, we briefly describe
our lens samples and a fiducial lens model for them. In section IV, we introduce a statistic
for representing the magnification perturbation of lensed images and briefly describe the
semi-analytic formulation for estimating the statistic. In section V, the magnification per-
turbations in the MDM models are compared to the observed values to put constraints on
the MDM models. Section VI is devoted to concluding this paper and discussion on future
prospects.
Throughout this paper, we take cosmological parameters obtained from the observed
cosmic microwave background (Planck + WMAP polarization, Ade et al. [56]) to be con-
sistent with Inoue et al. [51]: a current matter density Ωm,0 = 0.3134, a baryon density
Ωb,0 = 0.0487, a cosmological constant ΩΛ,0 = 0.6866, a Hubble constant H0 = 67.3(=
100h) km/s/Mpc, a spectral index ns = 0.9603, and the root-mean-square (rms) amplitude
of matter fluctuations at 8h−1Mpc, σ8 = 0.8421.
II. NON-LINEAR POWER SPECTRUM
A. Initial condition
First, we need to follow the co-evolution of the linear density fluctuations of the cold and
warm components in MDM models. To this end, we modify the public code CAMB suitably
[57]. We assume that the warm component consists of spin-1/2 particles that follow the
Fermi-Dirac distribution just like the conventional WDM. In the MDM model, we have two
parameters to describe its property: a mass and a temperature of the warm component
(mWDM, TWDM). Meanwhile, the resultant matter power spectra can be characterized by
two parameters: the ratio of its present mass (energy) density to the whole DM density rwarm
and the comoving Jeans scale at the matter-radiation equality kJ . The relations among these
parameters are given as follows.
The mass ratio of the warm component to the whole DM rwarm is defined as
rwarm =
Ωwarm,0h
2
Ωdm,0h2
, (1)
where Ωdm,0 is the total DM mass density. The relic mass density of the warm component
is given by
Ωwarm,0h
2 = rwarmΩdm,0h
2 =
(
TWDM
Tν
)3 (mWDM
94 eV
)
. (2)
We assume the rest of DM consists of some stable and cold particles such that Ωcold,0 +
Ωwarm,0 = Ωdm,0.
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Model mWDM [keV] rwarm
CDM - 0
MDM(0.02, 0.05) 0.02 0.05
MDM(0.05, 0.05)F 0.05 0.05
MDM(0.1, 0.05)F 0.1 0.05
MDM(0.1, 0.1) 0.1 0.1
MDM(0.1775, 0.1) 0.1775 0.1
MDM(0.1, 0.2)F 0.1 0.2
MDM(0.3, 0.2)F 0.3 0.2
MDM(0.25, 0.4) 0.25 0.4
MDM(0.4, 0.4) 0.4 0.4
MDM(0.525, 0.4) 0.525 0.4
MDM(0.3, 0.5)F 0.3 0.5
MDM(0.5, 0.5) 0.5 0.5
MDM(0.757, 0.6) 0.757 0.6
MDM(1, 0.8)F 1 0.8
WDM-1.3 1.3 1
WDM-2 2 1
TABLE I. Simulated models. The models denoted by F are used for obtaining the fitting formula
presented in II B.
The comoving Jeans scale at the matter-radiation equality t = teq is given by [58],
kJ = a
√
4piGρM
σ2
∣∣∣∣
t=teq
= 14/Mpc
(mWDM
0.5 keV
)4/3( 0.5
rwarm
)5/6
, (3)
where a is the scale factor of the Universe, G is the gravitational constant, ρM is the matter
mass density, and σ2 is the mass-weighted mean squared velocity of the whole DM. In the
MDM model, σ2 is the sum of two contributions σ2cold + σ
2
warm. The former is σ
2
cold = 0 by
definition and the latter is σ2warm = rwarm σ
2
WDM, where σ
2
WDM is the mean squared velocity of
the warm component. In the second equality of eq. (3), we use eq. (2) to eliminate TWDM.
After checking that our modified version of CAMB reproduces the results in Inoue et al. [51]
in the pure CDM and WDM limits, we calculate the resultant linear matter power spectra
in 17 models listed in table I. Some of the models are the same as in Anderhalden et al. [22].
We show some of the linear matter power spectra that are extrapolated to the present z = 0
in figure 1. The suppression at k ≫ kJ is milder for smaller rwarm. We use the linear matter
power spectra to generate the initial condition of N -body simulation, which we discuss in
the following.
B. N-body simulation
We perform N -body simulations by using the public code Gadget-2 [59]. Our simulation
setups (L5, L10, HL10) are summarized in table II. We initiate all the simulations from
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FIG. 1. Linear matter power spectra at present. Among the models in table I, we compare models
of CDM (black), MDM(0.5, 0.5) (red), MDM(1, 0.8) (green), MDM(0.1, 0.1) (blue) and WDM-1.3
(orange). We note that WDM-1.3 has been excluded with 95% confidence level by using the same
four anomalous samples of quadruple lenses as in this paper Inoue et al. [51].
Setup L [Mpc/h] N ǫ [kpc/h]
L5 5 5123 0.5
L10 5 5123 1.0
HL10 10 10243 0.5
TABLE II. Simulation setups. L is the length on a side of the simulation box, N is the number
of the simulation particles, and ǫ is the gravitational softening length. HL10 is available only in
CDM and MDM(0.5, 0.5), which are discussed in appendix A.
z = 49. We measure the matter power spectra from the simulated matter distributions at
z = 0, 0.3, 0.6, 1, 2, and 3.
We obtain the fitting function of the measured non-linear matter power spectra through
the following steps. First we run L5 simulations in six models denoted by F in table I. We
assume the fitting function takes a form of
PMDM/PCDM = T
2(f, k′d) = (1− fwarm) +
fwarm
(1 + k/k′d)
0.7441
, (4)
with functions of
fwarm(rwarm) = 1− exp
(
−a
rbwarm
1 − rcwarm
)
, (5)
k′d(kd, rwarm) = kd/r
5/6
warm , (6)
where a, b, and c are positive parameters and
kd(mWDM, z) = 388.8 h/Mpc
(mWDM
keV
)2.207
D(z)1.583 , (7)
is the damping scale given in Inoue et al. [51] with the linear growth rate D(z) (D(0) = 1).
The dependence of k′d on rwarm (k
′
d ∝ r
−5/6
warm) is inferred by that of kJ in eq. (3). Here we
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remark that fwarm(rwarm = 0) = 0 and fwarm(rwarm = 1) = 1 and thus the above fitting
function reproduces the results in Inoue et al. [51] in the pure CDM and WDM limits.
Next we determine the three parameters a, b, and c by minimizing the residual of∑
MDMmodels
∑
z bins
∑
k bins
(
T 2 − PMDM/PCDM|L5
)2
, (8)
where MDM models are those denoted by F in table I, z bins are z ∈ {0, 0.3, 0.6, 1, 2, 3}, and
k bins are log(k [h/Mpc]) ∈ {2.117, 2.137, 2.157, · · · , 2.477} (total 20 bins). Finally we find
a = 1.551, b = 0.5761, and c = 1.263.
We compare the fitting function of T 2 with simulated PMDM/PCDM|L5 in figure 2. As
a check, we also perform L10 simulations to measure the matter power spectra. The L10
simulations have a larger box and a lower mass resolution in comparison with the L5 simu-
lation (see table II). As discussed in appendix A, the L10 simulation is concordant with the
HL10 simulation that has a larger box and equivalent mass resolution in comparison with
the L5 simulation. The L10 simulation generically shows at most 10% larger power spectra
than those from the L5 simulation (see figure 2). This is possibly due to the relatively small
box size of our simulations. It allows us to simulate the matter distribution at the relevant
scale (klens ∼ 300 h/Mpc, see section IV), while it may miss (. 10%) contributions to power
spectra from larger-scale structure formation.
As a further check, we perform the L5 and L10 simulations in additional eight MDM
models that are not used in the calibration of the fitting function. Importantly, we find that
our fitting function reproduces PMDM/PCDM|L5 within 20% even in theses additional MDM
models. We use the halofit for PCDM that is calibrated with the same cosmological parame-
ters as employed in this paper. The explicit expression can be found in Takahashi and Inoue
[50], Inoue et al. [51], and thus not repeated here. Now we can calculate PMDM by combin-
ing eq. (4) and the halofit. We find that the calculated PMDM overpredicts PMDM|L5(L10)
by at most ∼ 40%(20%) as shown in figure 3. We remark that this is conservative when
putting constraints on the (mWDM, rwarm)-plane (see sectionV), while the resultant 〈η
2〉1/2
is enlarged by ∼ 10% or less where 〈η2〉1/2 represents a magnification perturbation and is
explained in section IV.
III. LENS ANALYSIS
A. Systems
In what follows, we use four anomalous quadruple lenses B1422+231, B0128+437,
MG0414+0534, and B0712+472 with source redshifts 1 < zS < 4. The flux ratios in
these systems show more than 2σ deviation in comparison with the prediction for a best-
fitted smooth lens model described in the next section. The data used in our analysis are
listed in table III. For details, we refer the readers to Inoue et al. [51].
B. Model
For modeling a primary lens galaxy halo, we use a singular isothermal ellipsoid (SIE) [64].
The parameters of SIE are the effective Einstein radius, which corresponds to the mass scale
inside a critical curve, the ellipticity and the position angle of the lens, and the positions
6
lens system zS zL position flux Nimage b(
′′) 〈κ〉 klens(h/Mpc) RE(kpc) ηˆ references
B1422+231 3.62 0.34 opt/NIR radio 3 0.78 0.40 412 3.9 0.098 ± 0.005 (1) (2)
B0128+437 3.124 1.145 opt/NIR radio 4 0.24 0.52 527 2.1 0.0632 ± 0.025 (1) (3) (4)
MG0414+0534 2.639 0.96 opt/NIR MIR 4 1.1 0.55 118 9.0 0.131 ± 0.042 (5) (6) (7)
B0712+472 1.339 0.406 opt/NIR radio 3 0.77 0.50 401 4.3 0.131 ± 0.071 (1) (5)
TABLE III. Anomalous quadruple lens systems used in our analysis. zS and zL are the source and
lens redshifts. 〈κ〉 is the convergence of the best-fitted model averaged over those at the positions
of Nimage lensed images. b is the mean angular separation between a lensed image and a lens centre.
RE is the effective Einstein radius in the proper coordinates. ηˆ is the observed η for the best-fitted
model. References: (1) Koopmans et al. [60] (2) Sluse et al. [61] (3) Biggs et al. [62] (4) Lagattuta
et al. [63] (5) CASTLES data base:http://www.cfa.harvard.edu/castles (6) Minezaki et al. [41] (7)
MacLeod et al. [45]
of the lens centre and the source. To take into account the effects of groups, clusters, and
large-scale structures to the primary lens at angular scales larger than the effective Einstein
radius, an external shear is also included in our analysis. The strength and direction of shear
are also used as fitting parameters. For our analysis, we use a public code GRAVLENS1. For
other details, the readers are referred to Inoue et al. [51].
IV. MAGNIFICATION PERTURBATION
In this section, we briefly describe our method for evaluating the magnification perturba-
tion induced by the line-of-sight structure. For details, we refer the readers to Inoue et al.
[51], in which the same method is used as that given in Inoue and Takahashi [49], Takahashi
and Inoue [50].
To characterize the strength of perturbation in the magnification of lensed images in
strong lens systems, we adopt a statistic η, which represents the expected magnification
perturbation per lensed image. Suppose that multiple images of a point source consist of
Npair pairs of images with different parities. Then η can be written in terms of magnifications
µi of the unperturbed lens and their perturbations δµi at the positions of multiple “i” images,
η ≡
[
1
2Npair
∑
i 6=j
[
δµi (minimum)− δ
µ
j (saddle)
]2]1/2
, (9)
where δµi ≡ δµi/µi represents a magnification contrast of “i” image and “minimum” and
“saddle” correspond to a minimum and a saddle points in the arrival time surface.
Assuming that the strong lens effect from perturbers is negligible, the perturbed lens
equation at a certain lens plane is given by
θ˜y = (1− Γi − δΓi) θx, (10)
where θx and θ˜y are the angular position of the lensed image and that of the source image,
respectively. Γi and δΓi can be written with the convergence κi and the shear components
1 http://redfive.rutgers.edu/∼keeton/gravlens/
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γi1, γi2 and their perturbations δκi, δγi1, and δγi2 at a lens plane as
Γi + δΓi =
(
κi + γi1 γi2
γi2 κi − γi1
)
+
(
δκi + δγi1 δγi2
δγi2 δκi − δγi1
)
, (11)
from which the perturbed magnification is given by
(µi + δµi)
−1 = (1− κi − γi1 − δκi − δγ1)(1− κi + γi1 − δκi + δγ1)− (γi2 + δγi2)
2. (12)
Up to the linear order, the magnification contrast can be obtained by integrating the con-
vergence and shear perturbations along the photon path,
δµi =
∫
photon path
2(1− κi)δκi + 2γi1δγi1 + 2γi2δγi2
(1− κi)2 − γ
2
i1 − γ
2
i2
. (13)
To show how we calculate the expected η in a more explicit manner, we discuss the case
with three images with two minima A, C and one saddle B in which the separation angles
between the images of A and B and those of B and C are θAB and θBC, respectively. In this
case, the second moment of the statistic η is given by
η2 =
1
4
[
(δµA − δ
µ
B)
2 + (δµC − δ
µ
B)
2
]
. (14)
In terms of observed fluxes µ˜A, µ˜B, µ˜C and unperturbed fluxes µˆA, µˆB, µˆC from a best-fitted
model, the estimator is given by
ηˆ2 =
1
4
[(
µ˜AµˆB
µˆAµ˜B
− 1
)2
+
(
µ˜CµˆB
µˆCµ˜B
− 1
)2]
. (15)
The ensemble average of η2 can be estimated as follows. Since the magnification contrast δµi
is given by eq. (13), in coordinates where 〈δκδγ2〉 and 〈δγ1δγ2〉 vanish, the ensemble average
of η2 is
〈η2〉 =
1
4
[
(IA + IB)− 2IAB(θAB) + (IB + IC)− 2IBC(θBC)
]
, (16)
where
Ii ≡ µ
2
i (4(1− κi)
2 + 2γ21i + 2γ
2
2i)〈δκ(0)δκ(0)〉, (17)
and
Iij(θij) ≡ 4µiµj
[
(1− κi)(1− κj)〈δκ(0)δκ(θij)〉+ γ1iγ1j〈δγ1(0)δγ1(θij)〉+ γ2iγ2j〈δγ2(0)δγ2(θij)〉
+(1− κi)γ1j〈δκi(0)δγ1j(θij)〉+ (1− κj)γ1i〈δκj(0)δγ1i(θij)〉
]
. (18)
We assume that fluctuations with comoving length scales larger than that of the mean
separation between a lensed image and a lens centre are taken into account as components
in the unperturbed lens. Then the correlation of convergence between a pair of points
separated by θ is approximately given by
〈δκ(0)δκ(θ)〉 =
9H40Ω
2
m,0
4c4
∫ rS
0
drr2
(
r − rS
rS
)2
[1 + z(r)]2
×
∫ kmax
klens
dk
2pi
kW 2CS(k; kcut)Pδ(k, r)J0(g(r)kθ),
(19)
8
where Pδ(k, r) is the non-linear power spectrum at the comoving distance r from the observer
along the photon path, rs is the comoving distance from the observer to the source, z(r) is
the redshift to the comoving distance r along the photon path, and
g(r) =
{
r, r < rL
rL(rS − r)/(rS − rL), r ≥ rL,
(20)
with rL being the comoving distance to the lens galaxy and klens ≡ pi/(2rLb). Here b is the
mean angular separation between a lensed image and a lens centre. J0 is the 0th order Bessel
function and should be replaced by (J0 + J4)/2, (J0 − J4)/2, and −J2 for 〈δγ1(0)δγ1(θ)〉,
〈δγ2(0)δγ2(θ)〉, and 〈δκ(0)δγ1(θ)〉, respectively, where J2 and J4 are the 2nd and 4th order
Bessel functions, respectively. WCS is the constant shift (CS) filter whose explicit expression
can be found in Takahashi and Inoue [50]. Through WCS, fluctuations below kcut are only
partially taken into account. kcut is determined such that the perturbation in relative angular
positions of lenses does not exceed the maximum error in those of fitted lensed images. kmax
corresponds to the scale above which perturbations become negligible due to the finite source
size.
From dust reverberation, the radius of the mid-infrared emitting region of MG0414+0534
is estimated as rs ∼ 2 pc [41], which gives kmax = pi/(2rs) ∼ 8×10
4 h/Mpc. For radio sources,
we can estimate kmax from the apparent angular sizes of lensed VLBI images. Then we find
that 3×103 h/Mpc . kmax . 1×10
5 h/Mpc. In this analysis, taking into account ambiguity
in the source size, we adopt a constant cut-off kmax = 10
4 h/Mpc.
For a given 〈η2〉, we assume the following probability density function (PDF) for η,
P (η) ∝ exp
[
−{ln(1 + η/η0)− ln(µ)} /(2σ
2)
]
/(η + η0) , (21)
where three parameters η0(〈η
2〉1/2), µ, and σ2 are calibrated by ray-tracing simulations in
the CDM model [50] such that
η0(〈η
2〉1/2) = 0.228〈η2〉1/2, µ = 4.10, σ2 = 0.279 . (22)
In what follows, we use the same PDF in the MDM and WDM models as in the CDM model
except for 〈η2〉1/2 replaced in each model.
By using the fitting formula for the non-linear power spectrum in the MDM model pro-
vided in the previous section, one can compare the model with observations of anomalous
quadruple lenses listed in table III, from which we can obtain constraints on the fraction of
the warm component in the total DM and the WDM mass.
V. RESULTS
We generate matter power spectra (halofit multiplied by the fitting function) in 48
models including the MDM and WDM (total 16) models listed in table I. By using them, we
calculate the square root of the second moment 〈η2i 〉
1/2(mWDM, rwarm) for each lens system i
as explained in the previous section. We evaluate p-value, which is given by
p(mWDM, rwarm) =
(∫
Vˆ
∏
i
dηiP (ηi; 〈η
2
i 〉
1/2, δηˆi)
)/(∫ ∏
i
dηiP (ηi; 〈η
2
i 〉
1/2, δηˆi)
)
,(23)
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where the PDF is integrated over all the values of ηi ∈ (0,∞) in the denominator, while
over the following limited domain in the numerator,∏
i
P (ηi ∈ Vˆ ; 〈η
2
i 〉
1/2, δηˆi) <
∏
i
P (ηˆi; 〈η
2
i 〉
1/2, δηˆi) . (24)
The observational error δηˆi is incorporated by the replacement of 〈η
2
i 〉
1/2 → (〈η2i 〉+ δηˆ
2
i )
1/2
in the PDF (eqs. (21) and (22)). The p-value represents the probability of finding a sample
of ηi that is more unlikely than the observed value of ηˆi.
We interpolate the resultant p-values linearly and show the result in figure 4. The con-
straint on mWDM becomes weaker for smaller rwarm. This is because for a given mWDM, the
suppression of linear matter power spectra are milder for smaller rwarm. MDM models with
rwarm < 0.47 are compatible since p > 0.05.
VI. CONCLUSION AND DISCUSSION
We investigated the lensing effects of line-of-sight structures in the MDM model where
DM consists of both cold and warm components. We have used quadruply lensed systems
that show anomaly in the flux ratios in lensed images. We have extended the previous works
in the CDM and WDM models [49, 51] to include the MDM model by using the same semi-
analytic formulation. A key input in the formulation is a non-linear matter power spectrum.
We have developed a fitting function of the non-linear matter power spectra measured from
the N -body simulations. The fitting function reproduces the halofit in the pure CDM
limit and that calibrated in Inoue et al. [51] in the pure WDM limit.
We examined if MDM models can account for the anomalies in flux ratios. We con-
firmed that CDM and WDM models with mWDM > 1.3 keV can be concordant with the
observations. If the mass fraction of the warm component is smaller than 0.47, then all the
MDM models are compatible with 95% confidence level or more. In some models that we
examined, the fitting function appears to overpredict the simulated matter power spectra
up to ∼ 40%. It means that the obtained constraint is conservative, while simulations with
a larger boxsize and a finer resolution are needed to reach a definite conclusion. Our result
is compatible with the previous analysis of Lyman-α forest data [18]. They report that
the data allow any value of the WDM mass if rwarm < 0.35. The MDM model with 7 keV
sterile neutrinos being warm components and rwarm = 0.2–0.6 not only explain the 3.5 keV
X-ray line [27] but also satisfy constrains obtained in this paper. Interestingly, the MDM
explanation to the anomalous X-ray line and the small-scale issues is still viable. Further
testing of the MDM explanation can be done with an increased number of lens samples in
the near future.
In our calculations, we assume that PDF in MDM and WDM models are the same as in
the CDM model except for 〈η2i 〉
1/2. In order to verify this assumption, we need to perform
ray-tracing Monte Carlo simulations, which will be carried out in our future work. In our
simulations, we did not take into account non-luminous subhalos hosted by the lensing
galaxy halos. In the CDM model, it has been shown that the contribution of magnification
perturbation caused by subhalos is less than ∼ 30% for lens systems with a source redshift
zS > 2.0 [54]. As the number density of subhalos with sizes that are comparable to or less
than the free-streaming length ∼ 1/kJ is significantly reduced, the role of dark subhalos in
MDM models would be subdominant. However, we may need to check the lensing effects
caused by subhalos in MDM models as well.
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Appendix A: Large box simulations
In this appendix, we compare the L10 simulation with the higher resolution simulation
(HL10). As shown in figure 5, two simulations are concordant at the level of 10% or less.
They are also close to the L5 simulation on most scales. These results allow us to use L5
simulations to determine the parameters of the fitting function as long as we are tolerant of
the 40% difference between the PMDM (halofit multiplied by T
2) and PMDM|L5.
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FIG. 2. Comparison of T 2 with a = 1.551, b = 0.5761, and c = 1.263 and PMDM/PCDM|L5,L10
at z = 0, 0.3, 1, and 2. We take the same MDM models as in figure 1. MDM(1, 0.8) (green)
with the other five MDM models are used to determine the parameters of the fitting function T 2.
This also gives a reasonable fit up to 20% to others including a model with MDM(0.5, 0.5) (red)
and MDM(0.1, 0.1) (blue) that are not used in the calibration of the fitting function. We present
the Nyquist wavenumbers of the L5, L10, and HL10 simulations (dashed lines), above which the
measured matter power spectra are reliable.
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FIG. 3. Comparison of PMDM (halofit multiplied by T
2) and PMDM|L5,L10 at z = 0, 0.3, 1, and 2.
We take the same MDM models as in figure 1.
15
FIG. 4. p-value as a function ofmWDM and rwarm. We set a cut-off scale kmax = 10
4 h/Mpc. Circles
denote the parameter sets where we evaluate p-values directly through the halofit multiplied by
the fitting formula. These p-values are interpolated linearly to those at other parameter sets.
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FIG. 5. Comparison of PMDM (halofit multiplied by T
2) and PMDM|L5,L10,HL10 at z = 0, 0.3, 1,
and 2. We show CDM (black) and MDM(0.5, 0.5) (red) models.
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