In cellular systems, information signals must be transmitted at high rates and with high reliability. One of the possible solutions to meet such criteria is the use of systems with multiple transmitting and/or receiving antenna arranged in the form of a multiple-input, multiple-output (MIMO) system. However, signal processing techniques in MIMO systems are developed under the assumption of transmission on Gaussian channels, which may lead to the decrease of efficiency in non-Gaussian communication scenarios. In this context, the widespread use of MIMO systems in recent years has motivated the development of new processing techniques that can be employed in scenarios that also consider the presence of non-Gaussian noise in communication channels. This work proposes a novel signal detection technique for MIMO systems, which is called maximum correntropy detector (MCD), being adequate to environments characterized by Gaussian and non-Gaussian noise. The introduced approach is based on complex correntropy function and can be seen as a generalization of the maximum likelihood detector (MLD) concept. The MCD is evaluated on Gaussian and non-Gaussian channels, where superior performance is achieved when compared with the classic detectors, without significant increase of the computational complexity.
I. INTRODUCTION
In last-generation cellular systems, information signals must be transmitted at high rates with high reliability [1] . However, information signals are affected by various degenerative channel effects, which degrade overall system performance [2] . When a certain interference threshold is reached, any added power to the signal will not result in improvements to the communication system [3] . In this case, minimizing such undesirable effects can be performed using appropriate transmission techniques. Among the existing approaches, systems based on multiple transmitting and/or receiving antennas, named as multiple-input, multiple-output (MIMO) systems, have been consolidating in recent years [4] .
Minimizing the degenerative effects of the communication channel in MIMO systems can be accomplished by using a set of transmitting and receiving antennas separated by some wavelengths in a spatial diversity scheme [4] . This
The associate editor coordinating the review of this manuscript and approving it for publication was Pietro Savazzi . arrangement can be particularly useful because it generates information diversity without compromising the transmitted signal bandwidth [5] .
In order to improve performance of MIMO systems, several detection and reception techniques of signals have been proposed so far, e.g., maximum likelihood detector (MLD), minimum mean square error (MMSE), zero-forcing (ZF) [6] or robust log-likelihood ratio method [7] . Although these are classical and well-consolidated solutions in the literature, such detectors were proposed for Gaussian communication channels [4] , [6] . However, in many practical systems, the noise profile can also be characterized by the presence of outliers, which characterize a non-Gaussian channel [8] , [9] . In fact, according to [10] - [12] , there is a significant deterioration in system performance due to the influence of non-Gaussian noise, which directly affects the methods based on the second-order statistical moments.
Over time various statistical models have been proposed to describe a non-Gaussian noise. One of the statistical distributions most widely used for this purpose is the stable VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ distribution [13] . The stable distribution can be understood as a generalization for the Gaussian distribution [14] and by adjusting the free parameters of this distribution, it is possible to define how impulsive is the noise of the modeled channel [15] .
Recently, some works have investigated the MIMO transmission technique in non-Gaussian scenarios. The authors in [16] presented an adaptive reception technique based on the use of an impulsive noise level detector. On the other hand, the work developed in [17] introduces an alternative solution to the same problem using an adaptive reception technique through adaptive recursive least mean square (RLS), adaptive normalized least mean square (NLMS), and variable stepsize adaptive normalized least mean (VSNLMS) algorithms, which aim to minimize the effect of impulsive noise on the system performance. In [18] the authors used a nonlinear complex Multiple Support Vector Machine Regression (M-SVR) methodology for estimation of fast-fading multipath channel.
In this context, this work introduces a novel detection method for MIMO systems, called Maximum Correntropy Detector (MCD). The proposed detector uses complex correntropy for properly choosing a transmitted symbol on a channel characterized by non-Gaussian noise and time-variant fading. It is also worth mentioning that the correntropy function has been successfully used in various applications involving non-Gaussian signals, e.g., spectral sensing [19] , automatic modulation classification [20] , pathological voice recognition patterns [21] , non-linear system identification [22] and non-linear self-interference cancellation in full-duplex radio systems [23] . The proposed detector employs the maximum complex correntropy criterion for decision making on symbols transmitted on a channel subject to impulsive noise and time-variant fading. The results demonstrate that the proposed reception technique is a generalization of the MLD detector concept, also presenting good performance when compared with the classical methods reported in the literature. Beside, this work investigates the influence of the kernel size, a parameter of the correntropy function, on the performance of the MCD and proposes a method to select this parameter as a function of the measured geometric signal-to-noise ratio.
A. CONTRIBUTIONS
The main contributions of this work include:
1) The analysis of signal detection techniques in MIMO systems considering scenarios characterized by impulsive noise; 2) Introduction of a novel signal detection technique for MIMO systems through the use of correntropy; 3) Analysis of the proposed technique in scenarios characterized by impulsive noise with α-stable distribution and Gaussian channels; 4) Modeling of the adaptive kernel size for the proposed problem; 
5)
Demonstration that MCD is a generalization of the MLD.
B. PAPER ORGANIZATION
The remainder of this paper is organized as follows. Section II presents the system model in terms of the MIMO representation and the non-Gaussian noise model. Section III introduced the mathematical analysis and architecture of the proposed detector. Section IV describes numerical results obtained by simulation. The main conclusions are given in Section V.
II. SYSTEM MODEL
The MIMO digital transmission system is represented in Figure 1 [4] . At the transmitter, the information source is applied to a serial-to-parallel converter, which divides the original sequence into N T parallel sequences. Each one of the sequences is modulated and transmitted by a different antenna. There are N R antennas at the receiver, spaced so that the received signals can be considered independent of each other. Each one of the N R received sequences is demodulated and applied to the MIMO detector. The detector output generates estimates of the transmitted parallel sequences (s k , where k = 1, . . . , N R ), which are applied to a parallelto-serial converter in order to combine the estimates to obtain the original transmitted signal. Considering a MIMO system with N T transmitting antennas and N R receiving antennas, the k-th symbol received by the m-th antenna is given by [24] :
where s n (t) is the symbol transmitted by the n-th antenna, which is obtained from a phase-shift keying (PSK) or quadrature amplitude modulation (QAM) scheme, h mn (t) is the attenuation due to the channel between the n-th transmitting antenna and the m-th receiving antenna, η m (t) is the channel noise, p(t) is a rectangular pulse, and T s is the signaling interval.
In this work, it is assumed that the coefficients h mn (t) remain constant during each signaling interval (kT s ≤ t < (k + 1)T s ). Besides, the transmitter employs a perfect interleaving scheme so that the signaling coefficients h mn (t) are uncorrelated to each other at each interval, being defined by:
where h mn,r (t) and h mn,q (t) are modeled as Gaussian processes with zero mean and variance 1/2, so that the magnitude of h mn (t) presents a Rayleigh distribution and the phase has uniform distribution over [0, 2π ) [25] .
A. SIGNAL DETECTION
Once received and demodulated, the samples y m (t) must be applied to a detector in order to estimate the transmitted symbols [26] . Several detectors have been proposed in the literature, while this work adopts the MLD as a reference, which is adequate for minimizing the error probability on channels characterized by additive white Gaussian noise(AWGN) [1] . In this case, symbolŝ MLD estimated by the detector is given by [24] :ŝ
where s n represents one element in the set of possible constellation symbols used in the transmission and is the possible subspace containing all transmitted symbols, i.e., s n ∈ . One possible drawback associated with the MLD lies in the fact that it is not adequate to impulsive noise channels. Besides, the computational complexity increases as the number of receiving antennas also does [24] .
B. IMPULSIVE NOISE
Typically, the additive interference model adopted in communication systems is the Gaussian white noise (GWN) [27] . Even though it is a very popular approach, the use of Gaussian distributions to model additive noise cannot be extended to all communication channels [28] - [30] . In fact, for a wide range of communication scenarios, it is more appropriate to take impulsive interference into account as well [31] .
Several statistical models have been proposed so far to describe impulsive noise. One of the most popular statistical distributions for this purpose is the α-stable distribution [13] . It can also be understood as the generalized representation of a Gaussian distribution [27] . By adjusting its respective free parameters, it is possible to generate various probability distribution functions, such as Gaussian, Cauchy-Lorentz, or Lèvy.
A random variable with α-stable distribution can be parameterized through a characteristic function defined by [27] : where:
being:
A given variable X (α, β, γ , λ) with α-stable distribution S α (β, γ , λ) is described by a probability distribution function whose free parameters are {α, β, γ , λ} [32]: 1) Parameter α is called characteristic exponent or stability, thus denoting the tail lengthening of the α-stable probability distribution function. 2) Parameter β is the symmetry index or kurtosis, which represents the function symmetry. 3) Parameter γ is the dispersion parameter or scale, corresponding to the statistical dispersion of the function around a central point. 4) Parameter λ is the position of the distribution center. Figure 2 presents the α-stable probability distribution function for several values of α, also considering parameters β = λ = 0 and γ = 1.
A particular case that is supposed to be analyzed in this work occurs when β = 0 and λ = 0. In this condition, the αstable distributions are said to be symmetrical [8] , while the characteristic function is represented by:
Using the α-stable distribution for modeling the impulsive noise is particularly useful due to some properties of this distribution, i.e.: VOLUME 7, 2019 1) Generalized central limit theorem: the sum of a large number of independent and identically-distributed random Y 1 , Y 2 , . . . , Y n with or without finite variance converges to a random variable X with an α-stable distribution:
where d n > 0, a n are real constants and Y d ⇒ X denotes the distribution convergence. 2) Stability property: A distribution is said to be α-stable if the independent random variables X , X 1 , and X 2 with α-stable distribution meet the stability criterion [13] :
where v 1 , v 2 , µ 1 , e µ 2 are scalars, and d = represents equal probability distributions.
3) The α-stable distribution is capable of modeling a wide variety of other distributions from its free parameters. Particularly for α = 2 and β = 0, the α-stable distribution becomes a Gaussian distribution, while for α = 1 and β = 0 it corresponds to a Cauchy-Lorentz distribution, i.e.:
4) The α-stable distribution allows controlling the tail lengthening of the probability density function, while modeling scenarios with higher or lower degree of impulsivity [27] , as shown in Figure 2 . Besides, the following statement can be easily demonstrated [33] :
where (·) is the Gamma function, which is defined by [34] :
In this case, the lower the value of α, the higher the tail weight of the probability distribution function associated with the stable distribution, resulting in scenario with higher impulsivity. 5) Let X ∼ S α (β, γ , δ) for 0 < α < 2, then [13] :
where p > 0, p ∈ . As a consequence of this property, the second-order and higher-order statistical moments do not converge for α < 2. Particularly for α < 1, the expected value of variable X is not supposed to converge. Due to the property represented by Equation (15), the α-stable distribution is characterized by an infinite variance if α < 2. One of the most effective figures of merit in communication systems is the signal-to-noise ratio (SNR), which relates the signal power to the noise power. Thus, it is essential to replace it for other metrics that are suitable to scenarios characterized by α-stable noise model. A wellestablished metric for this purpose is the geometric signal-tonoise ratio (GSNR), which is defined by [14] :
where s k is the transmitted signal, M is the number of samples of the transmitted signal, and γ is the dispersion parameter.
III. PROPOSED DETECTOR
This work introduces a novel detector for MIMO systems based on complex correntropy, which is called maximum correntropy detector (MCD). The forthcoming subsections are supposed to detail the operation of the proposed detector. Initially, the theory of complex correntropy for random variables is presented, as well as the theoretical background of the MCD. A detection architecture for MIMO systems based on the MCD method is then described in detail.
A. COMPLEX CORRENTROPY FOR RANDOM SIGNALS
Feature extraction is of major importance in random signal processing. In this sense, the use of statistical similarity metrics is a must, e.g., correlation. However, for non-Gaussian random processes or in cases where the analyzed systems are nonlinear, correlation may not be effective [19] . Among the techniques proposed for feature extraction in scenarios where non-Gaussian data or nonlinearity exist, the correntropy function is a prominent choice. It is capable of extracting features from second-order statistical moments by correlation, as well as from higher-order ones, with a computational complexity equivalent to that of correlation [19] .
In this work, the complex correntropy function is applied to random variables, which is defined in the form [35] :
where k σ (·) is a positive definite function called kernel, Q, W ∈ C are complex random variables such that Q = X + jZ and W = Y + jS, with X , Y , Z , S ∈ , and E[ · ] is the statistical expectation operator. This work employs a Gaussian function as kernel due to the inherent symmetry according to [8] :
where σ is the kernel size. Using a Gaussian kernel, the complex correntropy defined in Equation (17) can be written as:
where subscript * denotes the complex conjugate.
The calculation of the complex correntropy according to Equation (19) requires the knowledge of the joint probability density function of the random variables Q and W . This problem can be solved by estimating it by means of a Parzen window. Thus, the estimation of the complex correntropy in Equation (19) considering a Gaussian kernel is given by:
where L is the number of samples of signals q m and w m . The complex correntropy is a similarity metric between two random variables, which assumes a maximum value of 1/(2πσ 2 ) when Q = W . Besides, it can be considered as a generalization of correlation. This is due to the fact that it contains the information regarding infinite even-order moments of random variable Q − W . This can be seen by applying the Taylor series expansion to Equation (19) . Assuming the complex random variables Q = X + jZ and W = Y + jS, it is possible to use the Taylor series expansion to write:
By grouping the terms containing σ 2 in the denominator and besides, defining h σ 4 as a variable containing the highorder terms of the summation, it is possible to write:
thus,
finally,
where
One can notice in equation (22) that the higher-order terms represented by h σ 4 tend to zero faster than the second-order one as σ increases, what corresponds exactly to the autocorrelation of (Q − W ).
B. MATHEMATICAL FOUNDATION OF MCD
The MCD consists in the generalization of the MLD. It can be accomplished through the use of complex correntropy as a similarity measure instead of the mean square error criterion. Thus, the MCD contains information on both secondorder statistical moments, notably indicated by the minimized Euclidean distance in the MLD, as well as information on higher-order statistical moments. In addition, the use of the Gaussian kernel reduces the effect of outliers due to the negative exponential argument, which results in the robustness of this technique on channels characterized by impulsive noise.
The MCD lies in selecting a given symbol s n of a constellation used in the transmission to maximize the maximum complex correntropy criterion defined in Equation (20) . This method can be derived adopting q m and w m as random variables assuming the following values:
Thus, the complex correntropy presented in Equation (20) can be written in the form:
where:
being σ the kernel size. The MCD method is based on the fact that correntropy is similarity measure between two random variables, which assumes the maximum value when both of them are identical. Thus, the selected symbol s n is the one most likely to be transmitted.
Assuming the presence of noise in the communication channel, the MCD will generate an estimate of the transmitted symbolŝ MCD from the following criterion:
where is the possible subspace containing all transmitted symbols and ξ (s, σ ) is a function derived from the complex correntropy represented by Equation (19):
where | · | represents the modulus of a complex number. VOLUME 7, 2019
C. MCD PROPERTIES
This subsection is dedicated to the analysis of some useful properties associated with the approach introduced in this work. Property 1: -For some value of σ , the MCD is an optimum search process in the order of | | N T , just like MLD [24] . Therefore, the computational burden of MCD and MLD is nearly the same.
Property 2: -The MCD contains information on secondorder moments as associated with MLD, and also information on higher-order statistical moments.
In order to demonstrate Property 2, it is only necessary to expand function ξ (s, σ ) as represented by Equation (30) using the Taylor series:
Expanding Equation (31) until term k = 2 gives:
Analogously, Equation (32) can be rewritten in the form:
represents the series expansion terms that aggregate first and second-order statistics, while:
corresponds to the series expansion terms that aggregate highorder statistics. From Equation (33) , it can be stated that ξ (s, σ ) aggregates both second-order moments represented by term ν(σ ), and high-order moments represented by term ϕ(σ ).
Property 3: -The MCD contains information on all infinite even-order statistical moments. This property can be easily observed in Equation (35), as well as that term ϕ(σ ) contains infinite even-order statistical moments of the random variable y m − N T n=1 h mn s n . Property 4: -For high values of the kernel size (σ ), the higher-order terms are minimized in relation to the second-order terms. This property can be easily observed from the fact that the (2k)-th statistical term é weighted by 1/σ 2k . Thus, the larger the kernel size σ , the higher the contribution of the secondorder term in relation to the higher-order ones, given that high order terms are weighted by factors smaller than the secondorder term.
In particular, for a sufficiently large kernel value, the importance of higher-order terms is minimized, resulting in:
The analysis of Equation (36) shows that the MCD converges to the MLD for large kernel sizes. In fact, the function maximization process described by Equation (36), corresponds to the same minimization processed expressed by Equation (3) as associated with the MLD.
As will it be further demonstrated by the simulation results, the MCD performance is superior to that of MLD on channels characterized by the presence of impulsive noise. Besides, the same performance is achieved by both methods on channels characterized by AWGN. Since both approaches have similar complexity, in practical systems the MCD can be applied even to non-impulsive channels, since this aspect does not affect the overall system performance in terms of both symbol error rate and computational complexity. Figure 3 presents the signal detection architecture proposed in this work. The ''channel array estimation'' block obtains estimates for the attenuation coefficients between the transmitter and receiver antennas {h mn }. On the other hand, the ''stable distribution parameter estimator'' block estimates the parameters of the noise probability density function and, from a mathematical expression, provides the proposed detector represented by Equation (29) with the appropriate kernel size.
D. SIGNAL DETECTION ARCHITECTURE
Estimating the kernel size is of major importance when using the MCD receiver. From the proper adjustment of this parameter, it is possible to increase or decrease the importance of higher-order statistical moments in the method performance. In this work, the kernel size is dynamically adjusted, being calculated according to the GSNR and the impulsivity parameter α of the communication channel:
The kernel size as a function of the aforementioned metrics can be represented by adjusting a polynomial function, i.e.:
σ (GSNR, α) = p 3 (α)(GSNR) 3 + p 2 (α)(GSNR) 2
where p 3 (α), p 2 (α), p 1 (α), and p 0 (α) are quantities related to parameter α of the communication channel. The adjustment of parameters p 3 (α), p 2 (α), p 1 (α),and p 0 (α) can be performed from points obtained in computer simulations as it will be further explained in Section 4.1.
The parameters of the stable distribution can be estimated from the method presented in [36] , [37] . In this case, the characteristic exponent α and the dispersion parameter γ can be estimated by:
where:ν
andη f represents f -th quantile of the sample set for the noise η, φ 1 (ν α ), and φ 3 (α) are tabulated functions as presented in [37] .
IV. SIMULATION RESULTS
This section presents the simulation results for the proposed MCD. Symbol error rates (SER) were obtained for different values of channel impulsivity considering two MIMO system configurations.
The evaluated MIMO arrangements employ spatial multiplexing (SM) in the following settings: (i) two transmitting antennas and two receiving antennas; and (ii) four transmitting antennas and four receiving antennas. In each scenario, the performances of the MLD and MCD detectors were analyzed.
The signals transmitted by each antenna are quadrature phase-shift keying (QPSK) modulated with unit energy, and are statistically independent of one each other.
Rayleigh flat fading due to multipath propagation in wireless channels is assumed, as well as a slow Doppler so that the path gains between the transmitting and receiving antennas can be considered constant at each signaling. Such path gains are further considered to be perfectly known at the receiver. In addition, the additive noise model assumed on each receiving antenna is impulsive, following a symmetrical α-stable distribution with β = δ = 0 and stability parameter α in the following ranges: α = {1.3, 1.5, 1.7, 2.0}. For α = 2, the modeled channel is Gaussian as presented in Section 2.1.
Impulsive noise parameters were estimated considering 10 3 samples. The samples were generated according to the method proposed by Weron & Weron [8] . The GSNR was varied from 0 dB to 20 dB with steps of 5 dB.
Simulation tests were carried out using the Monte-Carlo method. At each point of the SER curves, at least 100 symbol errors were employed in the estimation. All simulations were performed considering the baseband, while other effects such as the synchronization error were not evaluated.
A. KERNEL SIZE ADJUSTMENT
According to Section 3.4, one of the parameters that must be defined in the proposed detector is the polynomial approximation coefficients for the kernel size determination as presented in Equation (33) .
Since a mathematical relationship cannot be established in order to determine the approximation coefficients, such parameters were obtained from a set of surfaces generated from computer simulations, which relate: (i) the SER; (ii) the kernel size used by the proposed architecture (σ ); and (iii) the GSNR for a channel with α-stable additive noise with a specific and fixed factor α. Figure 4 presents one of the surfaces for α = 1.5, where each point was obtained for a minimum of 100 symbol errors.
From Figure 4 , kernel size were chosen to minimize the SER for a given GSNR. Such values are used to determine the polynomial fit coefficients presented in Equation (33) . It is worth mentioning that the coefficients are determined for a specific value of α and depend on this parameter as a consequence. Table 1 presents the coefficients obtained for the values of α investigated in this work. Figure 5 presents the kernel sizes as a function of the GSNR measured in the channel for α = {1.3, 1.5, 1.7, 2.0}. Analyzing 5, it is reasonable to state that the kernel size tends to increase as the GSNR also does. This relationship can be TABLE 1. Relationship among the adjustment coefficients p 3 , p 2 , p 1 , and p 0 and α.
FIGURE 5.
Relationship between the optimal kernel size and GSNR for distinct value of the channel impulsivity (α). justified given that by increasing the GSNR of the channel, the effect of impulsive noise is mitigated, and therefore, the metrics for estimation of transmitted symbols must have a greater influence of the second-order moment.
Another important point to note is that, as seen in Figure 5 , the influence of the α parameter on the optimal fit of the kernel size is small. Thus, the detection architecture performance is not very sensitive to small estimation errors of the α parameter. However, there is a strong correlation between the GSNR value and the optimal kernel size. Since GSNR is related to the γ parameter of the impulsive noise model, as indicated by Equation (16), this parameter must be estimated as accurately as possible at the receiver.
B. MCD PERFORMANCE
Using the adjustment rule presented in Equation (38) and the values for the approximation coefficients presented in Table 1 , this section presents a set of simulations that compare the SER as a function of the GSNR for the proposed detector with that for MLD considering different channel impulsivity values and two MIMO arrangements. Figures 6-9 present the relationship of the SER as a function of the GSNR for channels with α-stable noise for α = 1.3, 1.5, 1.7, and 2.0, respectively. In each curve, the performance of the proposed detector is compared with that of the MLD for the 2 × 2 and 4 × 4 MIMO systems.
From Figures 6-8 , considering the performance curves obtained on non-Gaussian channels for α = 2), it can be observed that the proposed detector is superior to the MLD for all ranges of the GSNR. At lower GSNRs, the performance of both techniques is similar, but for high GSNRs the gains are equal to about 2 dB and 4 dB for the 2 × 2 and 4 × 4 MIMO systems.
Still analyzing Figures 6-8 , it is also noted that using more receiving antennas does not lead to the improvement of MLD performance on non-Gaussian channels. On the other hand, the MCD performance is improved as the number of antennas increases. The gain obtained in the 4 × 4 MIMO system is about 2 dB when compared with the 2 × 2 MIMO system using the MCD. On the other hand, the gain is nearly null when the MLD is employed instead. Figure 9 shows the behavior of the MCD and MLD on Gaussian channels for α = 2. In this case, the performance of the proposed architecture is equivalent on AWGN channels, to that of the reference system employing the MLD receiver. This is expected as MLD is an optimal technique for channels with additive Gaussian noise. As a general, it can be stated that the MCD performance will be at most equivalent, but never superior to that of MLD. Figures 10 and 11 summarize the behavior of the MCD and MLD for distinct degrees of impulsivity of the channel in 2 × 2 and 4 × 4 MIMO systems, respectively. It is observed that with the increase of the degree of impulsivity, i.e. when parameter α decreases, the performance of both detectors is impaired. However, the MLD is somewhat more affected than MCD. As an example, from Figure 10 , it can be stated that the performance of the MCD with two receiver antennas in a scenario with α = 1.3 is equivalent to that of the MLD with two receiver antennas in a scenario with α = 1.5, which corresponds to a less impulsive channel. The same behavior occurs in Figure 11 , where the performance is further improved since more receiving antennas are employed. 
C. DISCUSSION OF RESULTS
In practice, a communication channel has an impulsivity degree that varies over time. Thus, in some less severe situations, parameter α approaches two and the channel is Gaussian. However, in more adverse situations, which may be caused by natural or human effects, the parameter α decreases, thus making the channel non-Gaussian. In such situations, the MLD presents higher error rates leading to burst error. In this same scenario, the MCD would perform better and present reduced burst error.
In this sense, since the MCD presents a computational complexity equivalent to that of MLD, this detection strategy can be used even if the channel is Gaussian, also considering that the MCD would have an equivalent performance to that of the MLD in this scenario.
V. CONCLUSION
In order to increase the robustness of MIMO systems on impulsive noise channels, this work has proposed a novel method for signal detection based on the complex correntropy function, which is so called MCD. The proposed technique can be seen as a generalization of the MLD.
The performance of the introduced approach is evaluated by computer simulation. The results indicate that the MCD achieves superior performance than that of the MLD technique on impulsive noise communication channels, and also equivalent performance on Gaussian channels.
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