Thinning is an important task in many image processing applications, including remote sensing, photogrammetry, optical character recognition, and medical imaging. In this study, we compare the performance of thinning algorithms on parallel hardware. Grayscale thinning involves a substantial amount of computation per pixel, and may be accelerated in several ways: algorithmic improvements, code optimization, and parallelization. We describe an algorithmic improvement that speeds up grayscale thinning several-fold, and demonstrate scalable acceleration from multi-core CPU concurrency libraries (such as OpenMP), coprocessor hardware (such as the Xeon Phi), and GPUs (such as CUDA-enabled NVIDIA graphics cards). GPU processing appears to offer the most cost-effective approach for high performance grayscale thinning applications.
Introduction
Mathematical morphology applies set theory to the field of image processing. Seminal work in mathematical morphology began in the 1960's and 1970's with Matheron [15] and Serra [17] . Morphological operations such as erosion, dilation, opening, closing, thinning, thickening, and skeletonizing are all well defined for binary images.
Morphological operations on grayscale (and color) images are less straightforward. Although some morphological operations extend efficiently to grayscale images, others do not. Grayscale erosion and dilation operations may be implemented using neighborhood minimum and maximum operators, respectively. Morphological processes based upon erosion and dilation (opening, closing, etc.) are also readily extended to grayscale. But several important morphological operations (thinning, thickening, skeletonizing, pruning) have no efficient grayscale implementation.
Threshold superposition
The classic method for extending binary morphological operations to grayscale is the umbra [8, 17] or threshold superposition [14] approach. A grayscale image may be decomposed into a series of binary images, corresponding to binary thresholding at every possible intensity level. In threshold superposition, the grayscale image is recovered by summing all these binary images. For example, an 8-bit grayscale image is decomposed into 255 binary images, by thresholding at intensity levels 1,2,3,…,255. The grayscale image is the sum of these 255 binary images.
Any binary morphological operation may be extended to grayscale by applying the binary operator to each of the 255 binary images, and then summing the results. This approach is illustrated in Figure 1 . 
Thinning
Thinning is an important operation in image processing and computer vision, with many practical applications. Repeated thinning may be used to find skeletons (or ridges) in an image. Skeletons of linear structures are an important representation in the human visual systems. Ridge detection (also known as linear delineation [5] ) has applications in medical imaging [5] , remote sensing [20] , photogrammetry [4] , and other areas.
Thinning may be viewed as a restricted form of erosion. Boundary pixels are eroded only when pixel removal will not disconnect or eliminate a region. In addition to morphological thinning, a variety of ad-hoc binary thinning schemes have been devised. One of the most popular is the Zhang and Suen algorithm [21] . In practice, the Zhang and Suen algorithm is not only faster than morphological thinning, but generally produces fewer undesirable artifacts in the thinned image.
Threshold superposition may be used to thin a grayscale image, as shown in Figures 1 and 2 , but performance is quite slow. For an NxN grayscale image with M intensity levels, the binary morphological operation must be applied MxNxN times. An 8-bit grayscale image therefore takes roughly 255X longer to thin than a binary image. This result is born out in practice as well as theory. Even moderate-sized grayscale images may take several seconds to thin, rendering this approach impractical for real-time image processing applications. Skeletonization may be implemented by repeated thinning, but this further extends processing time by a factor corresponding to the number of thinning iterations. Although grayscale thinning may be implemented via threshold superposition, this approach is clearly unsuitable for real-time processing. Several efficient grayscale thinning approximations have been proposed [13, 18, 19] . In these fast approximations, threshold superposition is replaced with a local threshold estimation approach. These approximation methods are effective at grayscale thinning, producing results that are similar (but not identical) to threshold superposition thinning. Fast approximation methods speed up processing by over two orders of magnitude, but produce more artifacts and visually poorer results.
Improvements in hardware sometimes make it possible to perform exact computations, instead of relying on fast approximation techniques. In previous work [12] , we showed that grayscale thinning by threshold superposition may be performed in parallel on Intel Xeon Phi coprocessor hardware [1] , with speeds approaching those of fast approximation methods. Binary thresholding is performed in parallel to generate 255 binary images, thinning is performed in parallel on those images, and the results are summed into the thinned grayscale image.
Algorithmic improvement to threshold superposition
The local estimation method of Weiss [18, 19] may be applied to the threshold superposition approach (TSA), to save space, speed up thinning, and increase the potential for parallelization. The key observation is the following: thresholds larger than the current pixel intensity will result in a 0 value in the binary-thresholded image. Since only values of 1 can be thinned, these higher thresholds contribute nothing to the resulting sum.
Our new approach, which we call the intensity threshold approach (ITA), performs binary thresholding and thinning in a local 3x3 neighborhood about each pixel, using thresholds from 1 up to the current pixel intensity (instead of 1 to 255). The results are summed or, alternatively, the original intensity may be decremented every time a pixel is flagged for thinning.
Pseudocode for grayscale thinning by the TSA algorithm is listed in Figure 4 . Pseudocode for grayscale thinning with the improved ITA algorithm is listed in Figure 5 . // add to result image f_thin += b } Figure 5 : Pseudocode for grayscale thinning using the improved the intensity threshold approach (ITA). f is the original grayscale image, f_thin is the resulting thinned grayscale image.
Compared to TSA, the ITA algorithm reduces the number of binary thinning operations by a factor of 255 / (average pixel intensity). This speedup factor is generally larger than 2, since thinning is typically applied to images consisting of light structures on a dark background. In practice, speedups range from 1.5-to 4-fold, depending on the distribution of pixel intensities in the image, and the degree of code optimization.
With the improved ITA algorithm, thresholding can no longer be done in parallel; instead, each 3x3 neighborhood may be thinned in parallel. This substitutes pixel-level parallelism for binary threshold-level parallelism. In addition to increased efficiency, there are two advantages to the new algorithm. First, the extra memory required to store 255 binary-thresholded images is eliminated. The only extra storage required is memory for the output thinned image. Second, far more massive parallelism may be exploited at the pixel level.
Thinning on parallel hardware
This study demonstrates that grayscale thinning may be performed at video frame rates on relatively inexpensive, readily available parallel hardware. Parallel hardware used in this study includes the following:  Intel® Q9400 (quad-core CPU)  Intel® i7-4790 (quad-core CPU)  Intel® Xeon E5-2687W (two octa-core CPUs)  Intel® Xeon Phi Coprocessor 3120A card  NVIDIA GTX 660 Ti graphics card  NVIDIA GTX 760 graphics card  NVIDIA GTX 960 graphics card Relevant hardware specifications for multi-core CPUs, coprocessors, and graphics cards are listed in Table 1 . [25] , and C++11 threads and async() [22] . For simplicity, we chose to use OpenMP parallel pragmas to implement concurrency in this study.
The Xeon Phi Coprocessor 3120A card [1] supports 57 cores, with 4 hardware threads per core (for a total of 228 hardware threads). The algorithms were run sequentially (on a single core and single thread of the Xeon Phi coprocessor) and in parallel. Parallel processing was performed on 55 cores of one Xeon Phi board, with 2 cores reserved for the operating system. All code was compiled using the Intel C++ Compiler in the Parallel Studio XE [10, 11] .
GPGPU (general-purpose computing on graphics processing units) [2, 3, 10, 16] was implemented on NVIDIA graphics cards using the CUDA (Compute Unified Device Architecture) framework [2, 3, 10, 16] . C/C++ code was compiled using either Microsoft Visual Studio 2013 C++ (cl) on Windows, or the GNU Compiler Collection C++ (g++) on Linux, with NVIDIA's C/C++ compiler (nvcc) to handle CUDA code that runs on the graphics card.
To run CUDA code on the NVIDIA graphics card, the following general procedure is used [2, 3, 10, 16] :  allocate memory on the card using cudaMalloc()  copy input data to the card using cudaMemcpy()  perform GPGPU processing by calling parallel routines with CUDA C/C++ extensions to specify the number of grids and threads  copy results from the card using cudaMemcpy()  deallocate memory on the card using cudaFree() There are many available options for optimizing GPGPU performance. In this work, we took a straightforward approach, using global memory and one thread per pixel (organized into a width/16 x height/16 grid of blocks, each block consisting of a 16 x 16 array of threads). 
Results
TSA and ITA grayscale thinning was timed on randomlygenerated and actual images, using different operating systems (Windows, Linux), different compilers (Microsoft Visual Studio C++, GNU Compiler Collection g++), different levels of optimization, and the different hardware platforms listed in Table 1 .
To examine the impact of multi-core CPU hardware, we parallelized the ITA code using OpenMP parallel pragmas, and benchmarked the performance on several different hardware and software platforms. Coprocessor hardware was evaluated by compiling code using Intel Parallel Studio and running it on the Xeon Phi coprocessor card. We tested GPGPU hardware by adding CUDA code, as described in section 5, and running it on three different NVIDIA graphics cards.
Benchmark results are listed in the following tables. All times are given in milliseconds.
Tables 2-4 compare the performance of the TSA and ITA algorithms. ITA always outperforms TSA, with speedups that depend on the processor, compiler, and average pixel intensity in the image. ITA speedups on the order of threefold are typical. Timings on actual images (such as the MRA image in Figure 2 ) are consistent with timings of random images. As expected for the ITA algorithm, images consisting of pure white (intensity 255) pixels took twice as long to thin as images consisting of pure gray (intensity 128) pixels (data not shown). Tables 4-8 examine the impact of parallel hardware on performance of the ITA algorithm. CPU parallelization was accomplished via OpenMP pragmas. GPGPU parallelization was implemented using CUDA C/C++ extensions. Code was tested with no optimization and -O2 optimization.
Benchmarks were run using serial code (one processor) and parallel code (4-16 processors) on CPUs, and parallel code on NVIDIA graphics cards (1024-1344 processors). Note that clock speeds differ by a factor of up to 4X between CPUs and GPUs (Table 1) . Efficiency of GPGPU processing was close to the theoretical maximum, when clock speeds are taken into account. There was little difference between the three NVIDIA cards tested, and virtually no impact of compiler, optimization settings, and operating system. GPGPU code runs hundreds of times faster than non-optimized serial CPU code, and ~6X faster than optimized parallel code on the 16-core Xeon E5 system. Table 9 shows the impact of coprocessor hardware. Xeon Phi coprocessor code was compiled using Intel Parallel Studio XE. Code was tested with no optimization and -O2 optimization. Benchmarks were run using serial code (one processor) and parallel code (55 processors, 220 threads) on the Xeon Phi card. Efficiency of the Xeon Phi coprocessor was only 63% (138X speedup with 220 hardware threads). Nonetheless, thinning ran significantly faster on the Xeon Phi coprocessor than on multi-core CPUs (18X faster than the 4-core Q9400, 3X faster than the 16-core E5-2687W). The coprocessor card does have one advantage over graphics cards: no data has to be offloaded to and from the host.
Several observations can be drawn from these benchmarks:  The improved ITA algorithm always runs faster than the classic TSA algorithm. Performance depends on the average pixel intensity of the image, but speedups of three-fold are typical.  Scalability is as expected. Random image thinning times increased by a factor of 4 when image dimensions doubled from NxN to 2Nx2N (data not shown).  Depending on the compiler, -O2 optimization speeds up processing significantly for this application (as much as 3-4X).  OpenMP concurrency speeds up processing by close to the theoretical maximum on multi-core hardware (4X on 4-core processors, 15X on 16-core processors).  The combination of compiler optimization and multicore concurrency yields impressive performance improvements, and can speed up processing by 15X for 4-core processors, and 50X for 16-core processors.  Thinning ran significantly faster on the Xeon Phi coprocessor than multi-core CPUs (3X faster than the 16-core E5-2687W). Unfortunately this speedup comes at a price: coprocessor cards are expensive, and require specialized compilation software.  GPGPU processing was the clear benchmark winner, running much faster than multi-core CPUs (6X faster than the 16-core E5-2687W), and slightly faster (1.6X) than the Xeon Phi coprocessor. Inexpensive NVIDIA graphics cards with 1024 CUDA cores permit thinning of 1024x1024 images at video frame rates (~25Hz).
Conclusions
The extension of binary morphological operations, notably binary thinning, to grayscale images is considered in this paper. Efficient grayscale thinning methods, of great importance in image processing and computer vision, have not been well developed in the past. We offer several improvements in this paper.
A new intensity threshold approach to grayscale thinning is presented. The ITA algorithm speeds up grayscale thinning several-fold over the classic threshold superposition approach, especially for darker images. In addition to providing a significant speed improvement, the ITA algorithm is better suited for massive parallelization at the pixel level than the TSA algorithm.
We also examined the impact of concurrency on grayscale thinning, comparing parallelization on multi-core CPU architectures, coprocessor cards, and graphics cards. Concurrency frameworks such as OpenMP offer scalable performance increases on standard multi-core CPUs. Coprocessor cards such as the Xeon Phi offer a higher level of parallelism and faster processing speeds, but with a high price tag and compiler restrictions. CUDA-enabled graphics cards offer the highest level of parallelism, the highest performance, and the lowest cost. Given the affordability of these cards, and the ease which the sequential algorithms can be converted into parallel algorithms, we predict that image processing will see increasing use of GPGPU parallelism in the near future.
