Article History
INTRODUCTION
The need for government intervention in the working of economic variables to achieve macroeconomic objectives have been long established, this dates back to the 1930s as a result of Keynes (1936) "General Theory of Employment, Money and Interest", in response to the Great Depression of 1936 in Great Britain. Other economists (Pigou, 1933; Schumpeter, 1947; Friedman, 1956; 1963; 1968) have posited other theories on how government should intervene in the management of a country's economic variables to achieve general equilibrium in the economy.
Monetary policy is one of the intervention measures which have the objective of promotion of economic growth and development, full employment, price stability (low level of inflation), healthy balance of payment, exchange rate stability and general economic stability. These objectives have recently been expanded by Mishra and Pradhan (2008) to include smoothing of the business cycle, prevention of financial crisis and long-term stabilization of
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MV = PQ
Where: M = money supply in the economy; V = velocity of circulation; P = price level in the economy; and Q = output produced by the economy.
The import of this equation is that "if the money supply in the economy doubles so will the price level. And if the money supply increases by 10%, so will price level".
Monetarists like Friedman (1956; 1963) emphasized money supply as the key factor affecting the well-being of the economy. Thus, in order to promote steady growth rate, the money supply should grow at a fixed rate, instead of being regulated and altered by the monetary authority. He, at the same time, argued that since money supply is substitutive not just for bonds but also for many goods and services, changes in money supply will therefore, have both direct and indirect effects on spending and investment respectively. It is the belief of the monetarists that change in the money supply leads directly to a change in the real magnitude of money. The monetarist are of the opinion that the central bank, through open market operations, can affect the real sector of the economy.
Conceptual Framework
Monetary Policy
Monetary policy, as a major economic stabilization weapon, as opined by Ayodele (2014) involves measures taken by the Central Bank to regulate and control the supply of money and credit in an economy to achieve some desired macroeconomic policy objectives and to counter all undesirable inflationary trends in the economy.
Monetary policy is the process by which the Government, through the Monetary Authority or Central Bank controls the supply of money, availability of money and cost of money or interest rate to attain a set of objectives geared towards the growth and stability of the economy. While Ayodele (2014) defined monetary policy as "a combination of measures design to regulate and control volume of money and credits in order to achieve certain macroeconomic objectives". In its Annual Report, CBN (2004) defined monetary policy as "a measure introduces by the monetary authority on monetary targeting and the mopping up of excess liquidity, aimed at ensuring a noninflationary macroeconomic environment". Similarly, CBN (2009) in its Annual Report, refers to it as "specific action taken by the Central Bank to regulate the value, supply and cost of money in the economy with a view to achieving Government's macroeconomic objectives". The aims of monetary policy therefore, are control of inflation to achieve price stability, exchange rate stability, equilibrium balance of payments position sustainable level of economic growth and development.
The various tools or instruments of monetary policy are usually grouped under two categories. These are direct or indirect monetary policy instruments. Direct monetary policy instruments include Central bank's directive to Deposit Money Banks on the maximum percentage or amount of loans (credit ceilings) to different economic sectors or activities, interest rate caps, liquid asset ratio and issue of credit guarantee to preferred loans.
Indirect monetary policy instruments are open market operations (OMO), cash reserve requirements, monetary policy rate (MPR), liquidity ratio, moral suasion and selective credit
DBMs' Financial Performance
Several authors (Chen et al., 1986; Al -Tamini, 2010; Ongore and Kusa, 2013; Khan and Sattar, 2014) have written on those factors that determine DMBs' financial performance. Generally, these factors are divided into two broad categories, macroeconomics factors (external factors) and bank specific factors (internal factors). Internal factors are specific to each bank as they are influenced by the internal management and board of directors. The macroeconomics factors are not within the control of the management of the banks but they are factors that are given in the macroeconomics environment. They include macroeconomics variables such as inflation rate, interest rate, exchange rate, other monetary policy tools and regulatory pronouncements by the monetary authority.
The purpose of monetary policy instruments is to restrict the activities and operations of deposit money banks so as to manage macroeconomics variables to achieve price stability and economic growth. However, the process of applying these monetary instruments affects DMBs' profit making abilities. But, like every other private enterprise, profit maximization is the most important objective of deposit money banks (KPMG, 2005; Damilola, 2007; Raheman and Nsar, 2007) . So also, in a competitive market situation, profit is a tool for efficient resources allocation because it is the most appropriate measure of corporate financial performance.
Generally, financial performance is usually measured by ratios, such as return on equity (ROE), return on assets (ROA), return on capital employed (ROCE), return on sales and operating margin. Financial performance analysis shows how profitable a firm is relative to its total assets (Irungu, 2013) .
In this study, financial performance will be measured by return on assets (ROA) and net interest margin (NIM).
ROA measures the relationship of net income to a firm's total assets. It reveals the ability of a firm in utilizing its assets to gain a net profit (Kiarie, 2011) therefore operating profit before tax will be used. It is generally agreed that interest rates impact bank's earnings through net interest margin and it is a key factor that derives bank's net earnings and stock performance (Hayes, 2013) . Net interest margin is determined by subtracting interest cost from interest income of a bank.
Review of Empirical Literature
Several scholars (Van den Heuvel, 2005; Punita and Somaiya, 2006; Amidu and Wolfe, 2008; Somoye and Ilo, 2009; Chigbu and Njoku, 2013; Okoye and Eze, 2013; Ekpung et al., 2015; Ndugbu and Okere, 2015; Udeh, 2015; Onodugo et al., 2016; Ndubuaku et al., 2017) have carried out studies to explain how monetary policy affects DMBs' operations and performance. However, most of these studies have not considered the trend and pattern of monetary policy and DMBs' financial performance.
In his study, Van den Heuvel (2005) asserted that monetary policy affects bank lending through two channels.
He argued that by lowering bank reserves, central bank's contractionary monetary policy reduces the extent to which banks can accept reservable deposits, if reserve requirements are binding. He further stated that decrease in reservable liabilities will, in turn, lead banks to reduce lending, if they cannot easily switch to alternative forms of finance or liquidate assets other than loans.
In their study, Punita and Somaiya (2006) looked at the impact of monetary policy on the profitability of Indian banks between 1995 and 2000. Their study, using monetary policy variables of banks' rate, lending rates, cash reserve ratio and statutory ratio which they regressed independently with bank profitability. They discovered that only lending rates has a positive and significant influence on banks' profitability while bank rates, cash reserve ratio and statutory ratio have negative but significant influence on banks' profitability. This means that an increase in lending rates will increase the profitability of the banks and vice versa.
In their own study, Somoye and Ilo (2009) Also, SLR and cash reserve requirement (CRR) were found to be significant tools for reducing inflation. Abdurrahman (2010) investigated the role of monetary policy on the economic activities of Sudan between 1990 and 2004. He concluded that monetary policy has a little effect on Sudan economic activities during the period of investigation. Mangani (2011) studied the effect of monetary policy on Malawi. He looked at the monetary transmission mechanism channels while recognizing the variables that were prevalent in the economy such as, market imperfections, fiscal dominance and vulnerability to external shocks. He employed vector autoregressive modeling, Granger -causality and innovation accounting analyses in his investigation. The results showed lack of unequivocal evidence to support the conventional channel of the monetary policy transmission mechanism and concluded that exchange rate was the most important variable in predicting prices. Ajayi and Atanda (2012) studied the effects of monetary policy instruments on banks' performance between 1980 and 2008. They used Engle -granger two -step cointegration techniques. The study showed that bank rate, inflation rate and interest rate have positive and significant impact on banks' total credit. It was further discovered that liquidity ratio and cash reserve ratio have negative effects on banks' total credit. Their final conclusion from the study was that monetary policy instruments are not effective to stimulate credit on the long run.
Agbonkhese and Asekome (2013) 
METHODOLOGY
The research design employed for this study is the survey design which describes the monetary policy variables employed by the CBN between 2000 and 2016 and the financial performance of deposit money banks to ascertain their trend and pattern over the period. The population for the study consists of 21 deposit money banks and quoted on the Nigerian Stock Exchange. All the 21 deposit money banks are sampled for the study using the purposive sampling technique. 
PRESENTATION OF DATA/DATA ANALYSIS
Data Presentation
Data Analysis and Results
Appraisal of the Trend and Pattern of Monetary Policy Instruments in Nigeria from 2000 To 2016
Statistics of data on the variables are shown in figure 1.
Figure-1. Trend and Pattern of Monetary Policy Indicators
Source: Statistical Bulletin, 2016 Cash Reserve Ratio (CRR) was not in operation from 2000 having been introduced in 2008. CRR had grown over the period of introduction as depicted in Figure 4 .1, although it dropped in 2010 to a minimum of 1% but recorded a rising trend which maxes at 2015 at 24%. The average cash reserve ratio was put at 11.23% for the period between 2008 and 2016 while, the spread about the mean value of this variable stood at 8.74% which denotes a wide spread about its mean value. A look at the value of Skewness (0.215), discloses that the series is fairly symmetric, depicting a fairly normal distribution around the mean value. However, the value of Kurtosis (1.68) depicting a leptokurtic distribution, suggests that the series is not normally distributed. But the Jarque-Bera (0.723) test revealed in its probability (0.697) that shows that the distribution is normal.
The case of Monetary Policy Rate (MPR) was different in that, there was a rise from 2000 to its peak for the considered period in 2001 but fell continuously over the period to its trough in 2009 before it rose in 2010 accompanied with a stable rise before it slightly fell in 2015 but rose again in 2016. This scenario brought an average of 12.32% having a minimum of 6% in 2009from its maximum of 20.5% in 2001. Over the period, the spread of this variable about its mean stood at 3.57% while, the value of skewness reveals a fairly symmetric distribution, that is, a fairly normally distributed series around its mean value. Similarly, the value of Kurtosis standing at 3.261 confirms the normal distribution of the series, so also is the probability of the Jarque-Bera test of normality which reveals a figure of0.929. 2008 as it touched its minimum value (-0.0788 or -7.88%) in 2009 but rose in 2010. This was short lived as it dropped in 2011, rose again in 2012 from where it began to fall continuously to 2016.
Appraisal of the Trend and Pattern of Financial Performances of Deposit Money Banks in
The average ROA was put at 0.0175 (or 1.75%) for the period between 2000 and 2016 while, the spread about the mean value of this variable stood at 0.0276 (or 2.77%) which denotes a wide spread about its mean value. A look at the value of Skewness (-2.604), discloses that the series is not symmetric, depicting that the series is not normally distributed. However, the value of Kurtosis (10.017) also suggests that the series is not normally distributed, which was also established by the Jarque-Bera (54.103) test as revealed in its probability (0.000) that the distribution is not normally distributed. , 2000 -2016 , the average value of net interest margin was put at N716.34 billion while the spread about the mean value of this variable stood at N586.964 billion which denotes a very wide spread about its mean value. Thus, the value of Skewness (0.895), discloses that the series is fairly symmetric, portraying normally distributed series which was supported by the value of Kurtosis (3.293) and also established by the Jarque-Bera (2.330) test as revealed in its probability (0.312) that the distribution is normally distributed.
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Unit Root Test
The unit root result is a possibility of either I(0) variable or I(1) variable. If a variable is I(0), then it can be concluded that it revert around its mean as a shock is introduced into the variable thus, the shock is not permanent but temporary. However, when the variable is not found to be I(0), such is differenced as much times as it will make the variable stationary (that is revert around its mean value) where, when a variable is differenced once, it is said that the variable is I(1 From the result in Table 1 , we concluded that the included variables are a combination of I(0) and I (1) variables. That is, CRR, LR and MPR are I(1) variables while ROA and the Log of NIM (LNIM) are I(0) variables.
Lag Length Selection Criteria
The result of the unit root test gives a necessary condition to estimate an Autoregressive Distributed Lag (ARDL) model. However, there is need to establish the cointegration test as a sufficient condition to estimate the ARDL model. Thus, before this test is carried out, the number of lags to be used need be determined. The result is in Table 2 . The result of the first model of ROA (which estimated only variables LR and MPR) reveals that lag one (1) is optimal for the model as suggested by all the criteria but the criterion used in this study is the AIC for its consistency attribute. The second model of ROA, which estimated only CRR, based on AIC suggested an optimal lag length of one (1) also. (4) is optimal for the model as suggested by all the criteria but the criterion used in this study is the AIC for its consistency attribute. The second model of ROA, which estimated only CRR, based on AIC suggested an optimal lag length of two (2). It should be borne in mind that both optimal lags were not able to be estimated given the limitation placed on the data by the amount of period under investigation (hence, more years could be added to circumvent this).
Cointegration Test
To conduct the cointegration test using the Table 4 .6 for all the models estimated. The result reveals that the variable in all the models to be estimated have a long run relationship hence, they are cointegrated. This is seen from the F statistics presented for the models (32.29885, 53.22476, 5.154386 and 3.571154, respectively) to be greater than the I(1) Bounds Tabulated Critical F statistics (4.43, 7.84, 4.43 and 3.52) at 1%, 1%, 1% and 10%, respectively.
Long Run Model
These results give the sufficient condition to estimate the ARDL model whose results are presented in Tables 5   and 6 and the post estimation test is presented in Table 9 .
From the model of ROA which estimated MPR and LR, the diagnostics tests reveal that only 22.07% of variation in the ROA was explained by MPR and LR in the long run while, when the degree of freedom is considered, 10.94% variation in ROA was explained by MPR and LR in the long run. The F statistics (1.983) with its probability (0.175) suggests that these included variables were not jointly significant in explaining ROA between 2000 and 2016. However, there is a negative correlation in the residual as seen in the Durbin-Watson value of 2.89.
From the result, it is revealed that LR and MPR had no effect on ROA where a 1% increase in LR and MPR brings about a 0.0004% and 0.0028% increase to ROA nonetheless; neither of the variables was found to be statistically insignificant. In the case of the model of ROA which estimated CRR, the diagnostics tests reveal that only 9.86% of variation in the ROA was explained by CRR in the long run. The F statistics (0.765) with its probability (0.411) suggests that CRR is not significant in explaining ROA between 2016. However, Durbin-Watson statistics (3.136) reveals that there is the presence of a negative correlation in the residual. Further, the result showed that CRR had no effect on ROA such that an increase of 1% in CRR results to about a 0.00124% increase to ROA, however, it was found not to be statistically significant.
In the model estimated for NIM with MPR and LR, the diagnostics tests reveal that only 74.36% of variation in the NIM was explained by MPR and LR in the long run, while when the degree of freedom is considered, 70.70% variation in NIM was explained by MPR and LR in the long run. The F statistics (20.304) with its probability (0.000) suggests that these included variables were jointly significant in explaining NIM between 2000 and 2016 and 1% level of significance. However, there is a positive correlation in the residual as seen in the Durbin-Watson value of 1.166. The result revealed that LR and MPR had little or no effect on NIM where a 1% increase in LR and MPR brings about a 0.069% and 0.024% decrease to NIM nonetheless; LR was significant in explaining NIM at 1% level of significance, MPR remains statistically insignificant.
In the case of the model of NIM which estimated CRR, the diagnostics tests reveal that only 1.11% of variation in the NIM was explained by CRR in the long run. While the F statistics (0.078) with its probability (0.788) suggests that CRR is not significant in explaining NIM between 2008 and 2016, Durbin-Watson statistics (1.436) reveals that there is the presence of a positive correlation in the residual. Further, the result showed that CRR had no effect on NIM such that an increase of 1% in CRR results to about a 0.0068% decrease to NIM however, it was found to be statistically insignificant.
Short Run Model
From the model of ROA which estimated MPR and LR for the short run, the diagnostics tests reveal that only 93.12% of variation in the ROA was explained by MPR and LR while, when the degree of freedom is considered, 85.10% variation in ROA was explained by MPR and LR in the short run. The F statistics (11.608) with its probability (0.0041) suggests that these included variables were jointly significant in explaining ROA between 2000
and 2016 at 1% level of significance. As expected, there is no presence of first order serial correlation in the residual as seen in the Durbin-Watson value of 1.89. Further, it is shown that the error correction term implies that there was over correction in the system five times over and is significant at 1% level of significance. In like manner, the variation in ROA depends on time where, as years increase, ROA increase at 0.0048% revealing a 5% level of significance. Table 8 shows that ROA in the last two periods significantly affect current ROA significantly at 5% and 1%, respectively. It can be seen that a 1% increase in ROA two years ago and last year makes ROA in the current year increase by 1.138% and 2.781%, respectively. However, a percentage change in LR and MPR last year brings about a 0.004% and 0.011% decrease in ROA, respectively. These effects are seen to be statistically significant in explaining ROA. Although current period LR is statistically significant at 10%, a 1% increase in LR produces a 0.002% decrease in ROA. The model of ROA which estimated CRR for the short run shows from the diagnostics tests the R-squared of 90.98% reveals that variation in the ROA was explained by CRR while 87.37% variation in ROA was explained by CRR in the short run when the degree of freedom was considered. The F statistics (25.219) with its probability (0.0024) suggests that these included variables were jointly significant in explaining ROA between 2008 and 2016 at 1% level of significance. In the same vein, there is no presence of first order serial correlation in the residual as seen in the Durbin-Watson value of 1.51. Hence, it can be depicted that the error correction term implies an over correction of past errors to the tune of 177% in the system was made and is significant at 1% level of significance.
Thus, the result disclosed that CRR had ignorable impact on ROA in the short run which is significant at 10% level.
In the model estimated for NIM with MPR and LR, the diagnostics tests reveal that only 88.98% of variation in the NIM was explained by MPR and LR in the short run while 77.96% variation in NIM was explained by MPR and LR when degree of freedom is considered in the short run. The F statistics (8.074) with its probability (0.007)
suggests that these included variables were jointly significant in explaining variations in NIM between 2000 and 2016 at 1% level of significance. Likewise, there is no serial correlation in the residual as seen in the Durbin-Watson value of 1.698. The result depicts that as the years increased, NIM reduced over the period to the tune of 0.061% at 5% level of significance. Further, the result explains that 1% increase in last year's NIM leads to 0.619% decrease in the current year NIM which is significant at 5% level. As for MPR, a percentage change in MPR last year brings about 0.062% increase to current year NIM and is significant at 10% while, in the current year, no statistical significance was found for MPR although had a positive effect on NIM in the current year such that a percentage increase in MPR this year causes NIM to insignificantly increase by 0.047%. In the case of LR, an increase in LR last year resulted into a decrease in NIM this year. As depicted thus, a 1% increase in LR last year brings about 0.026% reduction in NIM this year. Whereas in the current period, although a change in LR this year had a negative effect on NIM in the current period, it shows significance at 5% level of significance. Thus, a 1% increase in LR this year brings about 0.048% decrease to NIM this year.
The model of NIM which estimated CRR in the short run shows from the diagnostics tests, the R-squared of 99.93% reveals that variation in the ROA was explained by CRR while 99.64% variation in NIM was explained by CRR in the short run when the degree of freedom was considered. The F statistics (345.20) with its probability (0.040) suggests that these included variables were jointly significant in explaining ROA between 2008 and 2016 at 5% level of significance. There is the presence of first order negative serial correlation in the residual as seen in the Durbin-Watson value of 3.030. Thus, the result disclosed that CRR in the last two periods had a negative but significant impact on NIM in the current period. The result depicted that 1% increase in CRR two year ago resulted into 0.3178% reduction in NIM this year and is significant at 5% level of significance while, a percentage increase in CRR last year makes NIM this year to reduce by 0.91% which is significant at 10% level of significance. As for CRR in the current year, 1% increase brings about 0.326% in NIM this year in the short run which is significant at 5% level.
Post Estimation Tests
As presented in Table 4 .9, the post estimation result reveals that all the estimated models have a residual that is normally distrusted absence of serial correlation, no heteroskedasticity, and a stable model (as shown by CUSUM and CUSUM Square). However, the models specified are not correctly done as seen in the Ramsey reset test except for the LNIM model which was estimated using LR and MPR (as depicted in column 4). 
Tests
DISCUSSION OF FINDINGS AND POLICY IMPLICATION
Research Results
The long run model shows that MPR and LR were not jointly significant in explaining ROA between 2000 and 2016. As only 22.07% variation in ROA was explained by MPR and LR in the long run, while, only 10.94% variation in ROA was explained by MPR and LR when the degree of freedom is considered. Therefore, LR and MPR had no effect on ROA during the period under study as 1% increase in LR and MPR will bring about 0.0004% and 0.0028% increase in ROA respectively. Also, CRR is found not to be statistically significant in explaining ROA between 2008 and 2016 as 1% increase in CRR results in 0.000124% increase in ROA and only 9.86% variation in ROA was explained by CRR. However, MPR and LR were found to be jointly significant in explaining NIM between 2000 and 2016 as 74.36% variations in NIM were explained by MPR and LR and 70.7% variations in NIM were explained by MPR and LR when the degree of freedom is considered. And 1% increase in MPR and LR bring about a 0.069% and 0.024% decrease in NIM respectively. At 1% level of significance, LR was found to be significant while MPR was found insignificant in explaining NIM. CRR was found to have no effect on NIM during the period under study as 1% increase in CRR brings about 0.0068% decrease in NIM. However, this was found to be statistically significant.
Looking at the short run model, MPR and LR were found to be jointly significant in explaining changes in ROA as 93.12% variations in ROA was explained by MPR and LR and 85.1% variations in ROA was explained by MPR and LR when the degree of freedom is considered. While 90.98% variations in ROA was explained by CRR but when the degree of freedom is considered, 87.3% variations in ROA was explained by CRR. However, the variation in ROA depends on time where, as years increase, ROA increase at 0.0048% revealing a 5% level of significance. The results show that ROA in the last two periods significantly affect current ROA at 5% and 1%, significant level respectively. It can be seen that a 1% increase in ROA two years ago and last year makes ROA in the current year increase by 1.138% and 2.781%, respectively. However, a percentage change in LR and MPR last year brings about a 0.004% and 0.011% decrease in ROA, respectively. These effects are seen to be statistically significant in explaining ROA. Although current period LR is statistically significant at 10%, a 1% increase in LR produces a 0.002% decrease in ROA.
Also, 88.98% variations in NIM was explained by MPR and LR and 77.96% variations in NIM was explained by MPR and LR when the degree of freedom is considered. The short run model show that 99.93% of NIM was explained by CRR while, when the degree of freedom is considered, 99.645 of NIM was explained by CRR during the study period. But the result depicts that as the years increase, NIM reduced over the period to the tune of 0.061% at 5% level of significance. Further, the result explains that 1% increase in last year's NIM leads to 0.619% decrease in the current year NIM which is significant at 5% level. As for MPR, a percentage change in MPR last year brings about 0.062% increase to current year NIM and is significant at 10% while, in the current year, no statistical significance was found for MPR although it had a positive effect on NIM in the current year such that a percentage increase in MPR this year causes NIM to insignificantly increase by 0.047%. In the case of LR, an
