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A CRITICAL FRACTIONAL EQUATION WITH
CONCAVE-CONVEX POWER NONLINEARITIES
B. BARRIOS, E. COLORADO, R. SERVADEI, AND F. SORIA
Abstract. In this work we study the following fractional critical problem
(Pλ) =
{
(−∆)su = λuq + u2
∗
s−1, u>0 in Ω
u = 0 in Rn \ Ω ,
where Ω ⊂ Rn is a regular bounded domain, λ > 0, 0 < s < 1 and n > 2s. Here
(−∆)s denotes the fractional Laplace operator defined, up to a normalization
factor, by
−(−∆)su(x) = P.V.
∫
Rn
u(x+ y) + u(x− y)− 2u(x)
|y|n+2s
dy, x ∈ Rn.
Our main results show the existence and multiplicity of solutions to problem
(Pλ) for different values of λ. The dependency on this parameter changes
according to whether we consider the concave power case (0 < q < 1) or the
convex power case (1 < q < 2∗s−1). These two cases will be treated separately.
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1. Introduction
In recent years, considerable attention has been given to nonlocal diffusion prob-
lems, in particular to the ones driven by the fractional Laplace operator. One
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of the reasons for this comes from the fact that this operator naturally arises in
several physical phenomena like flames propagation and chemical reactions of liq-
uids, in population dynamics and geophysical fluid dynamics, or in mathematical
finance (American options). It also provides a simple model to describe certain
jump Le´vy processes in probability theory. In all these cases, the nonlocal effect
is modeled by the singularity at infinity. For more details and applications, see
[8, 11, 25, 34, 59, 60] and the references therein.
In this paper we focus our attention on critical nonlocal fractional problems. To
be more precise, we consider the following critical problem with convex-concave
nonlinearities
(Pλ) =
 (−∆)
su = λuq + u2
∗
s−1 in Ω,
u > 0 in Ω,
u = 0 in Rn \ Ω ,
where Ω ⊂ Rn is a regular bounded domain, λ > 0 , n > 2s, 0 < q < 2∗s − 1 and
(1.1) 2∗s =
2n
n− 2s
,
is the fractional critical Sobolev exponent. Here (−∆)s is the fractional Laplace
operator defined, up to a normalization factor, by the Riesz potential as
(1.2) − (−∆)su(x) := P.V.
∫
Rn
u(x+ y) + u(x− y)− 2u(x)
|y|n+2s
dy , x ∈ Rn ,
where s ∈ (0, 1) is a fixed parameter (see [56, Chapter 5] or [27, 55] for further
details).
One can also define a fractional power of the Laplacian using spectral decompo-
sition. The same problem considered here but for this spectral fractional Laplacian
has been treated in [9]. Some related problems involving this operator have been
studied in [13, 18, 24, 58]. As in [9] the purpose of this paper is to study the exis-
tence of weak solutions for (Pλ). Previous works related to the operator defined in
(1.2), or by a more general kernel, can be found in [28, 37, 41, 44, 46, 47, 51, 52, 53].
Problems similar to (Pλ) have been also studied in the local setting with different
elliptic operators. As far as we know, the first example in this direction was given
in [30] for the p-Laplacian operator. Other results, this time for the Laplacian (or
essentially the classical Laplacian) operator can be found in [1, 4, 12, 23]. More
generally, the case of fully nonlinear operators has been studied in [22].
It is worth noting here that the problem (Pλ), with λ = 0, has no solution
whenever Ω is a star-shaped domain. This has been proved in [29, 45] using a
Pohozaev identity for the operator (−∆)s. This fact motivates the perturbation
term λuq, λ > 0, in our work.
We now summarize the main results of the paper. First, in Section 2 we look at
the problem (Pλ) in the concave case q < 1 and prove the following.
Theorem 1.1. Assume 0 < q < 1, 0 < s < 1, and n > 2s. Then, there exists
0 < Λ <∞ such that problem (Pλ)
(1) has no solution for λ > Λ;
(2) has a minimal solution for any 0 < λ < Λ; moreover, the family of minimal
solutions is increasing with respect to λ;
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(3) if λ = Λ there exists at least one solution;
(4) for 0 < λ < Λ there are at least two solutions.
The convex case is treated in Section 3. The existence result for problem (Pλ)
is given by:
Theorem 1.2. Assume 1 < q < 2∗s−1, 0 < s < 1, and n > 2s. Then, problem (Pλ)
admits at least one solution provided that either
• n > 2s(q+3)q+1 and λ > 0, or
• n 6 2s(q+3)q+1 and λ is sufficiently large.
Theorem 1.1 corresponds to the nonlocal version of the main result of [4], while
Theorem 1.2 may be seen as the nonlocal counterpart of the results obtained for
the standard Laplace operator in [17, Subsection 2.3, 2.4 and 2.5], (see also [30,
Theorem 3.2 and 3.3] for the case of the p-Laplacian operator). Note, in particular,
that when s = 1 one has 2s(q+3)/(q+1) = 2(q+3)/(q+1) < 4, due to the choice
of q > 1.
We will denote by Hs(Rn) the usual fractional Sobolev space endowed with the
so-called Gagliardo norm
(1.3) ‖g‖Hs(Rn) = ‖g‖L2(Rn) +
(∫
Rn×Rn
|g(x)− g(y)|2
|x− y|n+2s
dx dy
)1/2
,
while Xs0(Ω) is the function space defined as
(1.4) Xs0(Ω) =
{
u ∈ Hs(Rn) : u = 0 a.e. in Rn \ Ω} .
We refer to [49, 51] for a general definition of Xs0(Ω) and its properties and to
[2, 27, 35] for an account of the properties of Hs(Rn).
In Xs0(Ω) we can consider the following norm
‖v‖Xs0(Ω) =
(∫
Rn×Rn
|v(x) − v(y)|2
|x− y|n+2s
dx dy
)1/2
.
We also recall that
(
Xs0(Ω), ‖ · ‖Xs0 (Ω)
)
is a Hilbert space, with scalar product
(1.5) 〈u, v〉Xs0 (Ω) =
∫
Rn×Rn
(
u(x)− u(y)
)(
v(x)− v(y)
)
|x− y|n+2s
dx dy .
See for instance [49, Lemma 7].
Observe that by [27, Proposition 3.6] we have the following identity
(1.6) ‖u‖Xs0(Ω) = ‖(−∆)
s/2u‖L2(Rn).
This leads us to establish as a definition that the solutions to our problem in this
variational framework are those functions satisfying the relationship (1.8) below.
In our context, the Sobolev constant is given by
(1.7) S(n, s) := inf
v∈Hs(Rn)\{0}
Qn,s(v) > 0,
where
Qn,s(v) :=
∫
Rn×Rn
|v(x) − v(y)|2
|x− y|n+2s
dx dy(∫
Rn
|v(x)|2
∗
s dx
)2/2∗s , v ∈ Hs(Rn),
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is the associated Rayleigh quotient. The constant S(n, s) is well defined, as can be
seen in [2, Theorem 7.58].
1.1. Variational formulation of the problem.
Let us start describing the notion of solution in this context. In order to present
the weak formulation of (Pλ) and taking into account that we are looking for positive
solutions, we will consider the following Dirichlet problem
(P+λ ) =
{
(−∆)su = λ(u+)
q + (u+)
2∗s−1 in Ω,
u = 0 in Rn \ Ω ,
where u+ := max{u, 0} denotes the positive part of u. With this at hand, we can
now give the following.
Definition 1.3. We say that u ∈ Xs0(Ω) is a weak solution of (P
+
λ ) if for every
ϕ ∈ Xs0(Ω), one has
(1.8)∫
Rn×Rn
(u(x)− u(y))(ϕ(x) − ϕ(y))
|x− y|n+2s
dx dy = λ
∫
Ω
(u+)
qϕdx+
∫
Ω
(u+)
2∗s−1ϕdx.
In the sequel we will omit the term weak when referring to solutions that satisfy
the conditions of Definition 1.3. The crucial observation here is that, by the Max-
imum Principle [55, Proposition 2.2.8], if u is a solution of (P+λ ) then u is strictly
positive in Ω and, therefore, it is also a solution of (Pλ).
To find solutions of (P+λ ), we will use a variational approach. Hence, we will
associate a suitable functional to our problem. More precisely, the Euler–Lagrange
functional related to problem (P+λ ) is given by Js, λ : X
s
0(Ω)→ R defined as follows
Js, λ(u) =
1
2
∫
Rn×Rn
|u(x)− u(y)|2
|x− y|n+2s
dx dy −
λ
q + 1
∫
Ω
(u+)
q+1 dx −
1
2∗s
∫
Ω
(u+)
2∗s dx .
Note that Js, λ is C
1 and that its critical points correspond to solutions of (P+λ ).
In both cases, q < 1 and q > 1, we will use the Mountain Pass Theorem (MPT)
by Ambrosetti and Rabinowitz (see [6]). In order to do that, we will show that
Js, λ satisfies a compactness property and has suitable geometrical features. The
fact that the functional has the suitable geometry is easy to check. Observe that
the embedding Xs0(Ω) →֒ L
2∗s (Rn) is not compact (see [2] ). This is even true when
the nonlocal operator has a more general kernel (see [51, Lemma 9-b)]). Hence,
the difficulty to apply MPT lies on proving a local Palais–Smale (PS for short)
condition at level c ∈ R ((PS)c). Moreover, since the PS condition does not hold
globally, we have to prove that the Mountain Pass critical level of Js, λ lies below
the threshold of application of the (PS)c condition.
In the concave setting, q < 1, the idea is to prove the existence of at least
two positive solutions for an admissible small range of λ. For that we are using
a contradiction argument, inspired by [4]. The proof is divided into several steps:
we first show that we have a solution that is a local minimum for the functional
Js, λ. In the next step, in order to find a second solution, we suppose that this local
minimum is the only critical point of the functional, and then we prove a local (PS)c
condition for c under a critical level related with the best fractional critical Sobolev
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constant given in (1.7). Also we find a path under this critical level localizing the
Sobolev minimizers at the possible concentration on Dirac Deltas. These Deltas
are obtained by the concentration-compactness result in [41, Theorem 1.5] inspired
in the classical result by P.L. Lions in [39, 40]. Applying the MPT given in [6] and
its refined version given in [32], we will reach a contradiction.
In the convex case q > 1 we also apply the MPT to obtain the existence of at
least one solution for (P+λ ) for suitable values of λ depending on the dimension n.
As before, we prove a local (PS)c condition in a appropriate range related with
the constant S(n, s) defined on (1.7). The strategy to obtain a solution follows the
ideas given in [17] (see also [57, 61]) adapted to our nonlocal functional framework.
The linear case q = 1, when the right hand side of the equation is equal to
λu+ |u|2
∗
s−2u, was treated in [46, 47, 51, 52, 53]. In these works the authors studied
also nonlinearities more general than those given by the power critical function as
well as the existence of solutions not necessarily positive.
2. The critical and concave case 0 < q < 1
This section is devoted to the study of problem (Pλ) in the case of the exponent
0 < q < 1. We point out that the result of Theorem 1.1 in the subcritical case could
be obtained by the arguments given in this paper. However, in this subcritical case
the PS condition is easier to prove -it is indeed satisfied for any energy level- and
the separation of solutions, presented in Lemma 2.3 below, is not needed. This
approach has been carried out in [10] where the authors obtain the equivalent to
Theorem 1.1 for a related problem using a technique developed in [3].
We begin with the following result that uses, in its proof, a standard comparison
method as well as some ideas given in [4, Lemma 3.1 and Lemma 3.4].
Lemma 2.1. Let 0 < q < 1 and let Λ be defined by
(2.1) Λ := sup
{
λ > 0 : problem (Pλ) has solution
}
.
Then, 0 < Λ <∞ and the critical concave problem (Pλ) has at least one solution
for every 0 < λ 6 Λ. Moreover, for 0 < λ < Λ we get a family of minimal solutions
increasing with respect to λ.
By Lemma 2.1 we easily deduce statements (1) − (3) of Theorem 1.1. Hence,
in the sequel we focus on proving statement (4) of that theorem, that is on the
existence of a second solution for (Pλ).
First we prove a regularity result which will be useful in certain parts of this
section:
Proposition 2.2. Let u be a positive solution to the problem{
(−∆)su = f(x, u) in Ω,
u = 0 in Rn \Ω,
and assume that |f(x, t)| 6 C(1 + |t|p), for some 1 6 p 6 2∗s − 1 and C > 0. Then
u ∈ L∞(Ω).
Proof. The proof uses standard techniques for the fractional Laplacian, in particular
the following inequality: if ϕ is a convex and differentiable function, then
(−∆)sϕ(u) 6 ϕ′(u) (−∆)su.
6 B. BARRIOS, E. COLORADO, R. SERVADEI, AND F. SORIA
Let us define, for β > 1 and T > 0 large,
ϕ(t) = ϕT,β(t) =

0, if t 6 0
tβ , if 0 < t < T
βT β−1(t− T ) + T β, if t > T.
Observe that ϕ(u) ∈ Xs0(Ω) since ϕ is Lipschitz with constant K = βT
β−1 and,
therefore,
‖ϕ(u)‖Xs0(Ω) =
(∫
Rn×Rn
|ϕ(u(x)) − ϕ(u(y))|2
|x− y|n+2s
dx dy
)1/2
6
(∫
Rn×Rn
K2|u(x)− u(y)|2
|x− y|n+2s
dx dy
)1/2
= K‖u‖Xs0(Ω).
By (1.6) and the Sobolev embedding theorem given in [2, Theorem 7.58], we have
(2.2)
∫
Ω
ϕ(u)(−∆)sϕ(u) = ‖ϕ(u)‖2Xs0(Ω) > S(n, s)‖ϕ(u)‖
2
L2
∗
s (Ω)
,
where S(n, s) is defined in (1.7). On the other hand, since ϕ is convex, and
ϕ(u)ϕ′(u) ∈ Xs0(Ω),∫
Ω
ϕ(u)(−∆)sϕ(u) 6
∫
Ω
ϕ(u)ϕ′(u) (−∆)su 6 C
∫
Ω
ϕ(u)ϕ′(u)
(
1 + u2
∗
s−1
)
.
From (2.2) and the previous inequality we get the following basic estimate:
(2.3) ‖ϕ(u)‖2
L2
∗
s (Ω)
6 C
∫
Ω
ϕ(u)ϕ′(u)
(
1 + u2
∗
s−1
)
.
Since uϕ′(u) 6 β ϕ(u) and ϕ′(u) 6 β (1 + ϕ(u)), the above estimate (2.3) becomes
(2.4)
(∫
Ω
(ϕ(u))
2∗s
)2/2∗s
6 C β
(
1 +
∫
Ω
(ϕ(u))
2
+
∫
Ω
(ϕ(u))
2
u2
∗
s−2
)
.
It is important to point out here that since ϕ(u) grows linearly, both sides of (2.4)
are finite.
Claim: Let β1 be such that 2β1 = 2
∗
s. Then u ∈ L
β1 2
∗
s .
To see this, we take R large to be determined later. Then, Ho¨lder’s inequality with
p = β1 = 2
∗
s/2 and p
′ = 2∗s/(2
∗
s − 2) gives∫
Ω
(ϕ(u))
2
u2
∗
s−2 =
∫
{u6R}
(ϕ(u))
2
u2
∗
s−2 +
∫
{u>R}
(ϕ(u))
2
u2
∗
s−2
6
∫
{u6R}
(ϕ(u))
2
R2
∗
s−2
+
(∫
Ω
(ϕ(u))
2∗s
)2/2∗s (∫
{u>R}
u2
∗
s
)(2∗s−2)/2∗s
.
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By the Monotone Convergence Theorem, we may take R so that(∫
{u>R}
u2
∗
s
)(2∗s−2)/2∗s
6
1
2C β1
.
In this way, the second term above is absorbed by the left hand side of (2.4) to get
(2.5)
(∫
Ω
(ϕ(u))2
∗
s
)2/2∗s
6 2C β1
(
1 +
∫
Ω
(ϕ(u))2 +
∫
{u6R}
(ϕ(u))2R2
∗
s−2
)
.
Using that ϕT,β1(u) 6 u
β1 in the right hand side of (2.5) and then letting T −→∞
in the left hand side, since 2β1 = 2
∗
s, we obtain(∫
Ω
u2
∗
sβ1
)2/2∗s
6 2C β1
(
1 +
∫
Ω
u2
∗
s +R2
∗
s−2
∫
Ω
u2
∗
s
)
<∞.
This proves the claim.
We now go back to inequality (2.4) and we use as before that ϕT,β(u) 6 u
β in
the rigth hand side and then we take T −→∞ in the left hand side. Then,(∫
Ω
u2
∗
sβ
)2/2∗s
6 C β
(
1 +
∫
Ω
u2β +
∫
Ω
u2β+2
∗
s−2
)
.
Since
∫
Ω
u2β 6 |Ω| +
∫
Ω
u2β+2
∗
s−2, we get the following recurrence formula(∫
Ω
u2
∗
sβ
)2/2∗s
6 2C β (1 + |Ω|)
(
1 +
∫
Ω
u2β+2
∗
s−2
)
.
Therefore,
(2.6)
(
1 +
∫
Ω
u2
∗
sβ
) 1
2∗s (β−1)
6 C
1
2(β−1)
β
(
1 +
∫
Ω
u2β+2
∗
s−2
) 1
2(β−1)
,
where Cβ = 4C β (1 + |Ω|).
For m > 1 we define βm+1 inductively so that 2βm+1 + 2
∗
s − 2 = 2
∗
sβm, that is
βm+1 − 1 =
2∗s
2
(βm − 1) =
(
2∗s
2
)m
(β1 − 1).
Hence, from (2.6) it follows that(
1 +
∫
Ω
u2
∗
sβm+1
) 1
2∗s (βm+1−1)
6 C
1
2(βm+1−1)
βm+1
(
1 +
∫
Ω
u2
∗
sβm
) 1
2∗s (βm−1)
,
with Cm+1 := Cβm+1 = 4C βm+1 (1 + |Ω|). Then, defining for m > 1
Am :=
(
1 +
∫
Ω
u2
∗
sβm
) 1
2∗s (βm−1)
,
by the Claim proved before, and using a limiting argument, we conclude that there
exists C0 > 0, independent of m > 1, such that
Am+1 6
m+1∏
k=2
C
1
2(βk−1)
k A1 6 C0A1.
This implies that ‖u‖L∞(Ω) 6 C0A1. 
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Coming back to the proof Theorem 1.1, as we said in the Introduction, to find
the existence of the second solution, we first show that the minimal solution uλ > 0
given by Lemma 2.1 is a local minimum for the functional Js, λ. For that, following
the ideas given in [23] we establish a separation lemma in the topology of the class
(2.7) Cs(Ω) :=
{
w ∈ C0(Ω) : ‖w‖Cs(Ω) :=
∥∥∥w
δs
∥∥∥
L∞(Ω)
<∞
}
,
where δ(x) = dist(x, ∂Ω). Then we have the following.
Lemma 2.3. Assume 0 < λ1 < λ0 < λ2 < Λ. Let uλ1 , uλ0 and uλ2 be the
corresponding minimal solutions to (Pλ), for λ = λ1, λ0 and λ2 respectively. If
Z = {u ∈ Cs(Ω)|uλ1 6 u 6 uλ2},
then there exists ε > 0 such that
{uλ0}+ εB1 ⊂ Z,
with B1 = {w ∈ C
0(Ω) : ‖ wδs ‖L∞(Ω) < 1}.
Proof. Let u be an arbitrary solution of (Pλ) for 0 < λ < Λ. Then, by Hopf’s
Lemma (see [19, Proposition 2.7] and [44, Lemma 3.2]) there exists a positive
constant c such that
(2.8) u(x) > cδ(x)s, x ∈ Ω.
On the other hand by [44, Proposition 1.1] we get that there exists a positive
constant C such that
(2.9) u(x) 6 Cδ(x)s, x ∈ Ω.
Thus, by (2.8) and (2.9) we finish the proof. 
Using this previous result we now obtain a local minimum of the functional Js, λ
in the Cs(Ω)-topology. This is the first step in order to get a local minimum in
Xs0(Ω). That is,
Lemma 2.4. For all λ ∈ (0,Λ) the minimal solution uλ is a local minimum of the
functional Js, λ in the Cs-topology.
Proof. The proof follows in a similar way as in [4] (see also Lemma 3.3 of [23]). In
our case we have to consider the non local operator (−∆)s instead of (−∆) and the
space Cs(Ω) instead of C
1
0(Ω). We omit the details. 
To prove that we already have a minimum in the space Xs0(Ω) we show that the
result obtained by Brezis and Nirenberg in [17] is also valid in our context.
Proposition 2.5. Let z0 ∈ X
s
0(Ω) be a local minimum of Js, λ in Cs(Ω); by this
we mean that there exists r1 > 0 such that
(2.10) Js, λ(z0) 6 Js, λ(z0 + z), ∀z ∈ Cs(Ω) with ‖z‖Cs(Ω) 6 r1.
Then, z0 is also a local minimum of Js, λ in X
s
0(Ω), that is, there exists r2 > 0 so
that
Js, λ(z0) 6 Js, λ(z0 + z), ∀z ∈ X
s
0(Ω) with ‖z‖Xs0(Ω) 6 r2.
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Proof. We follow the ideas given in [23, Theorem 5.1]. Let z0 be as in (2.10) and
set, for ε > 0,
Bε(z0) =
{
z ∈ Xs0(Ω) : ‖z − z0‖Xs0 (Ω) 6 ε
}
.
Now, we argue by contradiction and we suppose that for every ε > 0 we have
(2.11) min
v∈Bε(z0)
Js,λ(v) < Js, λ(z0) .
We pick vε ∈ Bε(z0) such that min
v∈Bε(z0)
Js,λ(v) = Js, λ(vε). The existence of vε
comes from a standard argument of weak lower semi-continuity. We want to prove
that
(2.12) vε → z0 in Cs(Ω) as εց 0 ,
because this would imply that there are z ∈ Cs(Ω), arbitrarily close to z0 in the
metric of Cs(Ω) (in fact, z = vε for some ε), such that
Js, λ(z) < Js, λ(z0).
This contradicts our hypothesis (2.10).
Let 0 < ε ≪ 1. Note that the Euler–Lagrange equation satisfied by vε involves
a Lagrange multiplier ξε such that
(2.13) 〈J ′s,λ(vε), ϕ〉 = ξε〈vε, ϕ〉Xs0 (Ω), ∀ϕ ∈ X
s
0(Ω).
As a consequence, since vε is a minimum of Js,λ in Bε(z0), we have
(2.14) ξε =
〈J ′s,λ(vε), vε〉
‖vε‖2Xs0(Ω)
6 0, with ξε → 0 when εց 0.
By (2.13) we easily get that vε satisfies{
(−∆)svε =
1
1−ξε
fλ(vε) =: f
ε
λ(vε) in Ω ,
vε = 0 in R
n \ Ω ,
where fλ(t) := λ(t+)
q + (t+)
2∗s−1 .
Since vε > 0 and
‖vε‖Xs0 (Ω) 6 C,
by Proposition 2.2 there exists a constant C1 > 0 independent of ε such that
‖vε‖L∞(Ω) 6 C1. Moreover, by (2.14), it follows that ‖f
ε
λ(vε)‖L∞(Ω) 6 C. There-
fore, by [44, Proposition 1.1] (see also [54, Proposition 5]), we get that ‖vε‖C0,s(Ω) 6
C2, for some C2 independent of ε. Here C
0,s denotes the space of Ho¨lder continuous
functions with exponent s.
Thus, by the Ascoli-Arzela´ Theorem there exists a subsequence, still denoted by
vε, such that vε → z0 uniformly as ε ց 0. Moreover, by [44, Theorem 1.2], we
obtain that for a suitable positive constant C∥∥∥vε − z0
δs
∥∥∥
L∞(Ω)
6 C sup
Ω
∣∣f ελ(vε)− fλ(z0)∣∣.
Since the latter tends to zero as εց 0 , (2.12) is proved.

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Lemma 2.4 and Proposition 2.5 provide us with the existence of a positive local
minimum in Xs0(Ω) of Js,λ that will be denoted by u0. We now make a translation
as in [4] in order to simplify the calculations.
For 0 < λ < Λ, we consider the functions
(2.15) gλ(x, t) =
{
λ(u0 + t)
q − λuq0 + (u0 + t)
2∗s−1 − u
2∗s−1
0 , if t > 0,
0, if t < 0,
and
(2.16) Gλ(x, ξ) = Gλ(ξ) =
∫ ξ
0
gλ(x, t) dt.
The associated energy functional J˜s, λ : X
s
0(Ω)→ R is given by
(2.17) J˜s, λ(u) =
1
2
‖u‖2Xs0(Ω) −
∫
Ω
Gλ(x, u)dx.
Since u ∈ Xs0(Ω), J˜s, λ is well defined. We define the translate problem
(P˜λ) =
{
(−∆)su = gλ(x, u) in Ω ⊂ R
n,
u = 0 on Rn \ Ω.
We know that if u˜ 6≡ 0 is a critical point of J˜s, λ then it is a solution of (P˜λ)
and, by the Maximum Principle ([55, Proposition 2.2.8]), this implies that u˜ > 0.
Therefore u = u0 + u˜ > 0 will be a second solution of (P
+
λ ) and consequently a
second one of (Pλ). Hence, in order to prove statement (4) of Theorem 1.1, it is
enough to study the existence of a non-trivial critical point for J˜s, λ.
First we have
Lemma 2.6. u = 0 is a local minimum of J˜s, λ in X
s
0(Ω).
Proof. The proof follows along the lines of [4, Lemma 4.2], see also [9, Lemma 3.4],
so we omit the details. 
2.1. The Palais–Smale condition for J˜s, λ. In this subsection assuming that
we have a unique critical point, we prove that the functional J˜s, λ satisfies a local
Palais–Smale condition (see Lemma 2.10). The main tool for proving this fact is
an extension of the concentration-compactness principle by Lions in [39, 40] for
nonlocal fractional operators, given in [41, Theorem 1.5]. We will also need some
technical results related to the behavior of the fractional Laplacian of a product.
We start with the following.
Lemma 2.7. Let φ be a regular function that satisfies
(2.18) |φ(x)| 6
C˜
1 + |x|n+s
, x ∈ Rn
and
(2.19) |∇φ(x)| 6
C˜
1 + |x|n+s+1
, x ∈ Rn,
for some C˜ > 0. Let B : Xs0(Ω)×X
s
0(Ω)→ R be the bilinear form defined by
(2.20) B(f, g)(x) := 2
∫
Rn
(f(x)− f(y))(g(x)− g(y))
|x− y|n+s
dy .
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Then, for every s ∈ (0, 1), there exist positive constants C1 and C2 such that for
x ∈ Rn one has
|(−∆)s/2φ(x)| 6
C1
1 + |x|n+s
,
and
|B(φ, φ)(x)| 6
C2
1 + |x|n+s
.
Proof. Let
I(x) :=
∫
Rn
|φ(x) − φ(y)|
|x− y|n+s
dy.
For any x ∈ Rn, it is clear that
|(−∆)s/2φ(x)| 6 2I(x).
Also, since |φ(x)| 6 C˜, we have
|B(φ, φ)(x)| 6 2C˜I(x).
Hence, it suffices to prove that
(2.21) I(x) 6
C
1 + |x|n+s
, ∀x ∈ Rn,
for a suitable positive constante C.
Since φ is a regular function, for |x| < 1 we obtain that,
I(x) 6 ‖∇φ‖L∞(Rn)
∫
|y|<2
dy
|x− y|n+s−1
+ C
∫
|y|>2
dy
|y|n+s
6 C 6
C
1 + |x|n+s
.(2.22)
Let now |x| > 1. Then
(2.23) I(x) := IA1(x) + IA2(x) + IA3(x),
where
IAi(x) :=
∫
Ai
|φ(x) − φ(y)|
|x− y|n+s
dy, i = 1, 2, 3,
with
A1 := {y : |x− y| 6
|x|
2
}, A2 := {y : |x− y| >
|x|
2
, |y| 6 2|x|}
and
A3 := {y : |x− y| >
|x|
2
, |y| > 2|x|}.
Therefore, since for |x| > 1 and y ∈ A1, |φ(x) − φ(y)| 6 |∇φ(ξ)||x − y| with
|x|
2
6 |ξ| 6
3
2
|x|, by (2.19), we obtain that
(2.24) IA1(x) 6
C
|x|n+s+1
∫
A1
dy
|x− y|n+s−1
6 C|x|−(n+2s).
Using now that, for any x, y ∈ Rn we have the inequality,
|φ(x)| + |φ(y)| 6
C
1 + min{|x|n+s, |y|n+s}
,
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we get
(2.25) IA2(x) 6
C
|x|n+s
∫
A2
dy
(1 + |y|n+s)
6 C|x|−(n+s),
and
(2.26) IA3(x) 6
C
|x|n+s
∫
A3
dy
|y|n+s
6 C|x|−(n+2s).
Note that the last estimate follows from the fact that (x, y) ∈ A3 implies |x− y| >
|y|/2. Then, by (2.23)-(2.26), we get that
(2.27) I(x) 6 C|x|−(n+s) 6
C
1 + |x|n+s
, |x| > 1.
Hence, by (2.22) and (2.27), we conclude (2.21). 
To establish the next auxiliary results we consider a non increasing cut-off func-
tion φ ∈ C∞0 (R
n) and
(2.28) φε(x) := φ(x/ε).
Now we get the following.
Lemma 2.8. Let {zm} be an uniformly bounded sequence in X
s
0(Ω) and φε the
function defined in (2.28). Then,
(2.29) lim
ε→0
lim
m→∞
∣∣∣∣∫
Rn
zm(x)(−∆)
s/2φε(x)(−∆)
s/2zm(x) dx
∣∣∣∣ = 0.
Proof. First of all note that, as a consequence of the fact that {zm} is uniformly
bounded in the reflexive spaceXs0(Ω), say byM , we get that there exists z ∈ X
s
0(Ω),
such that, up to a subsequence,
zm ⇀ z weakly in X
s
0(Ω),
zm → z strongly in L
r(Ω), 1 6 r < 2∗s,(2.30)
zm → z a.e. in Ω.
Also it is clear that
(2.31) |(−∆)s/2φε(x)| = ε
−s
∣∣∣((−∆)s/2φ)(x
ε
)∣∣∣ 6 Cε−s.
Therefore defining
I1 :=
∣∣∣∣∫
Rn
zm(x)(−∆)
s/2φε(x)(−∆)
s/2zm(x) dx
∣∣∣∣ ,
from (2.31) and the fact that ‖zm‖Xs0(Ω) < M , we get
I1 6 ‖(−∆)
s/2zm‖L2(Rn)‖zm(−∆)
s/2φε‖L2(Ω)
6 M‖(zm − z)(−∆)
s/2φε‖L2(Ω) +M‖z(−∆)
s/2φε‖L2(Ω)
6 Cε−s‖zm − z‖L2(Ω) +M‖z(−∆)
s/2φε‖L2(Ω).(2.32)
Since ‖z‖Xs0(Ω) 6 M then ‖z‖L2
∗
s (Ω) 6 C, that is z
2 ∈ L
n
n−2s (Ω). Hence, for every
ρ > 0 there exits η ∈ C∞0 (Ω) such that
(2.33) ‖z2 − η‖
L
n
n−2s (Ω)
6 ρ.
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Then, by (2.31), (2.33) and Ho¨lder’s inequality with p = n/n− 2s we obtain that
‖z(−∆)s/2φε‖
2
L2(Ω) 6
∫
Rn
|z2(x) − η(x)||(−∆)s/2φε(x)|
2 dx
+
∫
Rn
|η(x)||(−∆)s/2φε(x)|
2 dx
6 ‖z2 − η‖
L
n
n−2s (Ω)
‖(−∆)s/2φε‖
2
L
n
s (Rn)
+ ‖η‖L∞(Ω)‖(−∆)
s/2φε‖
2
L2(Rn)
6 ρε−2s
(∫
Rn
∣∣∣((−∆)s/2φ)(x
ε
)∣∣∣ns dx) 2sn
+ Cε−2s
∫
Rn
∣∣∣((−∆)s/2φ)(x
ε
)∣∣∣2 dx
6 ρ
(∫
Rn
|(−∆)s/2φ(z)|
n
s dz
) 2s
n
+ Cεn−2s
∫
Rn
|(−∆)s/2φ(z)|2 dz
6 Cρ+ Cεn−2s.(2.34)
Hence, using (2.30), from (2.32), (2.34) and the fact that n > 2s, it follows that
lim
ε→0
lim
m→∞
I1 6 lim
ε→0
C
(
ρ+ εn−2s
) 1
2 = Cρ
1
2 .
Since ρ > 0 is fixed but arbitrarily small, we conclude the proof of Lemma 2.8. 
Also, we have the following.
Lemma 2.9. With the same assumptions of Lemma 2.8 we have that
(2.35) lim
ε→0
lim
m→∞
∣∣∣∣∫
Rn
(−∆)s/2zm(x)B(zm, φε)(x) dx
∣∣∣∣ = 0,
where B is defined in (2.20).
Proof. Let
I2 :=
∣∣∣∣∫
Rn
(−∆)s/2zm(x)B(zm, φε)(x) dx
∣∣∣∣ .
Since ‖zm‖Xs0(Ω) 6M , then
I2 6 M‖B(zm, φε)‖L2(Rn)
6 M‖B(zm − z, φε)‖L2(Rn) +M‖B(z, φε)‖L2(Rn),(2.36)
where z is, as in Lemma 2.8, the weak limit of the sequence {zm} in X
s
0(Ω). We
estimate each of the summands in the previous inequality. Let
(2.37) ψ(x) :=
1
1 + |x|n+s
and ψε(x) := ψ
(x
ε
)
.
By Lemma 2.7 applied to φ, we note that
(2.38) B(φε, φε)(x) = ε
−sB(φ, φ)
(x
ε
)
6 Cε−sψ
(x
ε
)
= C
ε−s
1 +
∣∣x
ε
∣∣n+s 6 Cε−s.
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Therefore, by Cauchy-Schwarz inequality and (2.38), it follows that
‖B(zm − z, φε)‖
2
L2(Rn) 6
∫
Rn
B(zm − z, zm − z)(x)B(φε, φε)(x) dx(2.39)
6 Cε−s
∫
Rn
B(zm − z, zm − z)(x) dx
= Cε−s‖zm − z‖
2
X
s
2
0 (Ω)
= Cε−s
∫
Rn
(zm − z)(x)(−∆)
s/2(zm − z)(x) dx
6 Cε−s‖zm − z‖L2(Ω)‖(−∆)
s/2(zm − z)‖L2(Rn)
6 Cε−s‖zm − z‖L2(Ω).(2.40)
On the other hand, for a suitable function f , we have that∫
Rn
z2(x)(−∆)s/2f(x) dx =
∫
Rn
f(x)(−∆)s/2z2(x) dx
=
∫
Rn
f(x)
(
2z(x)(−∆)s/2z(x)−B(z, z)(x)
)
dx.(2.41)
Then, arguing as in (2.39) and applying (2.41) with f := ψε(x), from (2.38) we get
that
‖B(z, φε)‖
2
L2(Rn) 6
∫
Rn
B(z, z)(x)B(φε, φε)(x) dx
6 Cε−s
∫
Rn
B(z, z)(x)ψε(x) dx
6 Cε−s
∫
Rn
(
−z2(x)(−∆)s/2ψε(x) + 2z(x)ψε(x)(−∆)
s/2z(x)
)
dx
:= I2,1 + I2,2.(2.42)
We estimate now I2,1 and I2,2 separately. Let ρ > 0. By Lemma 2.7 applied to ψ
and (2.31), it follows that
|I2,1| 6 Cε
−2s
∫
Rn
z2(x)
∣∣∣((−∆)s/2ψ)(x
ε
)∣∣∣ dx
6 Cε−2s
∫
Rn
z2(x)ψ
(x
ε
)
dx
6 Cε−2s
∫
Rn
(z2 − η)(x)ψε(x) dx + ε
−2s
∫
Rn
η(x)ψε(x) dx,(2.43)
where η ∈ C∞0 (Ω) is the function that satisfies (2.33). Then from (2.43) we obtain
|I2,1| 6 Cρε
−2s ‖ψε‖L
n
2s (Rn)
+ Cε−2s‖η‖L∞(Rn) ‖ψε‖L1(Rn)
6 Cρ‖ψ‖
L
n
2s (Rn)
+ Cεn−2s‖η‖L∞(Rn)‖ψ‖L1(Rn).(2.44)
On the other hand,
(2.45) |I2,2| 6 Cε
−s‖(−∆)s/2z‖L2(Rn) ‖zψε‖L2(Ω) 6 Cε
−s ‖zψε‖L2(Ω) .
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Therefore, by (2.33), we get
|I2,2|
2
6 Cε−2s
(∫
Ω
|(z2 − η)(x)| |ψε(x)|
2
dx+
∫
Rn
η |ψε(x)|
2
dx
)
6 Cε−2s
(
ρ‖ψε‖
2
L
n
s (Rn)
+ ‖η‖L∞(Rn) ‖ψε‖
2
L2(Rn)
)
6 Cρ‖ψ‖2
L
n
s (Rn)
+ Cεn−2s‖η‖L∞(Rn)‖ψ‖
2
L2(Rn).(2.46)
Then, by (2.44) and (2.46), it follows from (2.42) that
(2.47) ‖B(z, φε)‖
2
L2(Rn) 6 C
(
ρ+ ρ
1
2
)
+ C
(
εn−2s + ε
n−2s
2
)
.
Hence, from (2.30), (2.40) and (2.47), since n > 2s, we obtain
lim
ε→0
lim
m→∞
(
‖B(zm − z, φε)‖
2
L2(Rn) + ‖B(z, φε)‖
2
L2(Rn)
)
6 lim
ε→0
C
(
ρ
1
2 + ε
n−2s
2
)
= Cρ
1
2 .
Thus, since ρ is an arbitrary positive value,
(2.48) lim
ε→0
lim
m→∞
(
‖B(zm − z, φε)‖
2
L2(Rn) + ‖B(z, φε)‖
2
L2(Rn)
)
= 0.
Finally, by (2.36) and (2.48), we conclude that
lim
ε→0
lim
m→∞
|I2| = 0.

Now we can prove the principal result of this subsection:
Lemma 2.10. If u = 0 is the only critical point of J˜s, λ in X
s
0(Ω), then J˜s, λ
satisfies a local Palais Smale condition below the critical level
(2.49) c∗ =
s
n
S(n, s)
n
2s ,
where S(n, s) is the Sobolev constant defined in (1.7).
Proof. Let {um} be a Palais-Smale sequence for J˜s, λ verifying
(2.50) J˜s, λ(um)→ c1 < c
∗ and J˜ ′s, λ(um)→ 0.
Then, since there exists M > 0 such that ‖um‖Xs0(Ω) 6 M , and, by hypothesis
u = 0 is the unique critical point of J˜s, λ, it follows that
um ⇀ 0 weakly in X
s
0(Ω),
um → 0 strongly in L
r(Ω), 1 6 r < 2∗s,(2.51)
um → 0 a.e. in Ω.
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Also, since u0 is a critical point of Js, λ, we have that
Js, λ(zm) = J˜s, λ(um) + Js, λ(u0)
+ λ
∫
Ω
(
(u0 + (um)+)
q+1
q + 1
+ uq0(um − (um)+)−
(u0 + um)
q+1
+
q + 1
)
dx
+
∫
Ω
(
(u0 + (um)+)
2∗s
2∗s
+ u
2∗s−1
0 (um − (um)+)−
(u0 + um)
2∗s
+
2∗s
)
dx
6 J˜s, λ(um) + Js, λ(u0),(2.52)
where
(2.53) zm = um + u0.
Moreover, for every ϕ ∈ Xs0(Ω),
〈J ′s, λ(zm), ϕ〉 = 〈J˜
′
s, λ(um), ϕ〉
+
∫
Ω
(
λ(u0 + (um)+)
q + (u0 + (um)+)
2∗s−1
)
ϕdx
−
∫
Ω
(
λ(u0 + um)
q
+ + (u0 + um)
2∗s−1
+
)
ϕdx.(2.54)
Then, by (2.50), (2.51) and (2.54) we obtain that
(2.55) J ′s, λ(zm)→ 0.
From (2.52) and (2.55) we get that the sequence {zm} is uniformly bounded in
Xs0(Ω). As a consequence, and the fact that u = 0 is the unique critical point of
Js, λ, up to a subsequence, we get that
zm ⇀ u0 weakly in X
s
0(Ω),
zm → u0 strongly in L
r(Ω), 1 6 r < 2∗s,(2.56)
zm → u0 a.e. in Ω.
Following [36] it is easy to prove that Xs0(Ω) could also be defined as the closure
of C∞0 (Ω) with respect to the X
s
0(Ω)–norm (see also [29]). Hence, applying [41,
Theorem 1.5] we have that there exist an index set I ⊆ N, a sequence of points
{xk}k∈I ⊂ Ω, and two sequences of nonnegative real numbers {µk}k∈I , {νk}k∈I ,
such that
(2.57) |(−∆)s/2(zm)+|
2 → µ > |(−∆)s/2u0|
2 +
∑
k∈I
µkδxk .
Moreover,
(2.58) |(zm)+|
2∗s → ν = |u0|
2∗s +
∑
k∈I
νkδxk ,
in the sense of measures, with
(2.59) νk 6 S(n, s)
−
2∗s
2 µ
2∗s
2
k for every k ∈ I .
Here δxk denotes the Dirac delta at xk, while S(n, s) is the constant given in (1.7) .
We fix k0 ∈ I, and we consider φ ∈ C
∞
0 (R
n) a nonincreasing cut-off function
satisfying
(2.60) φ = 1 in B1(xk0) and φ = 0 in B2(xk0)
c.
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Set now
(2.61) φε(x) = φ(x/ε), x ∈ R
n.
Taking the derivative of the identity given in (1.6), see also [48, Lemma 16], for any
u, ϕ ∈ Xs0(Ω) we obtain that
(2.62)
∫
Rn×Rn
(u(x)− u(y))(ϕ(x) − ϕ(y))
|x− y|n+2s
dx dy =
∫
Rn
ϕ(x)(−∆)su(x) dx.
Then, using φε(zm)+ as a test function in (2.55), by (2.62), and the fact that∫
Rn
(φε(zm)+)(−∆)
szm dx >
∫
Rn
(φε(zm)+)(−∆)
s(zm)+ dx,
we have that
0 > lim
m→∞
(∫
Rn
(φε(zm)+)(−∆)
s(zm)+ dx
−
(
λ
∫
B2ε(xk0)
((zm)+)
q+1φε dx+
∫
B2ε(xk0)
((zm)+)
2∗sφε dx
))
.
Hence,
lim
m→∞
(∫
Rn
(zm)+(x)(−∆)
s/2(zm)+(x)(−∆)
s/2φε(x) dx
−2
∫
Rn
(−∆)s/2(zm)+(x)
∫
Rn
(φε(x) − φε(y))((zm)+(x)− (zm)+(y))
|x− y|n+s
dx dy
)
6 lim
m→∞
(
λ
∫
B2ε(xk0 )
((zm)+)
q+1
φε dx+
∫
B2ε(xk0)
((zm)+)
2∗sφε dx
−
∫
B2ε(xk0)
((−∆)s/2(zm)+)
2φε dx
)
.
Therefore, by (2.56), (2.57) and (2.58) we get
lim
ε→0
lim
m→∞
(∫
Rn
(zm)+(x)(−∆)
s/2(zm)+(x)(−∆)
s/2φε(x) dx
−2
∫
Rn
(−∆)s/2(zm)+(x)
∫
Rn
(φε(x) − φε(y))((zm)+(x)− (zm)+(y))
|x− y|n+s
dx dy
)
6 lim
ε→0
(
λ
∫
B2ε(xk0 )
uq+10 φε dx+
∫
B2ε(xk0)
φε dν −
∫
B2ε(xk0)
φε dµ
)
.(2.63)
Since φ is a regular function with compact support is clear that satisfies the hy-
pothesis of Lemma 2.7. Therefore, by Lemma 2.8 and Lemma 2.9 applied to the
sequence {(zm)+}, it follows that the left hand side of (2.63) goes to zero. That is,
we obtain that
lim
ε→0
(∫
B2ε(xk0 )
φε dν + λ
∫
B2ε(xk0 )
uq+10 φε dx−
∫
B2ε(xk0)
φε dµ
)
= νk0 − µk0>0.
Thus, from (2.59), we have that either νk0 = 0 or
(2.64) νk0 > S(n, s)
n
2s .
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Suppose now that νk0 6= 0. By (2.52), (2.55) and (2.64) we obtain that
c1 + Js, λ(u0) > lim
m→∞
(
Js, λ(zm)−
1
2
〈J ′s, λ(zm), zm〉
)
> λ
(
1
2
−
1
q + 1
)∫
Ω
uq+10 dx+
s
n
∫
Ω
u
2∗s
0 dx+
s
n
νk0
> Js, λ(u0) +
s
n
S(n, s)
n
2s
= Js, λ(u0) + c
∗.
This is a contradiction with (2.50). Since k0 was arbitrary, we deduce that νk = 0
for all k ∈ I. As a consequence, we obtain that (um)+ → 0 in L
2∗s (Ω). Note that,
since um is equal to zero outside Ω, indeed we have that (um)+ → 0 in L
2∗s (Rn).
This implies convergence of λ((um)+)
q + ((um)+)
2∗s−1 in L
2n
n+2s (Rn). Finally, using
the continuity of the inverse operator (−∆)−s, we obtain strong convergence of um
in Xs0(Ω). 
2.2. Proof of statement (4) of Theorem 1.1. In Lemma 2.10 we have proved
that if u ≡ 0 is the only critical point of the functional J˜s, λ, then J˜s, λ verifies the
Palais–Smale condition at any level c1 < c
∗, where c∗ is the critical level defined in
(2.49).
Now, we want to show that we can obtain a local (PS)c–sequence for J˜s, λ under
the critical level c∗. For this, assume, without loss of generality, that 0 ∈ Ω. By
[26] (see also [13, 38]) the infimum in (1.7) is attained at the function
(2.65) uε(x) =
ε(n−2s)/2
(|x|2 + ε2)(n−2s)/2
, ε > 0,
that is
(2.66) ‖(−∆)s/2uε‖
2
L2(Rn) =
∫
Rn×Rn
|uε(x) − uε(y)|
2
|x− y|n+2s
dx dy = S(n, s)‖uε‖
2
L2
∗
s (Rn)
.
Also, let us introduce a cut-off function φ0 ∈ C
∞(R), non increasing and satis-
fying
φ0(t) =
{
1 if 0 6 t 6 12 ,
0 if t > 1.
For a fixed r > 0 small enough such that Br ⊂ Ω, set φ(x) = φr(x) = φ0(
|x|
r ) and
consider the family of non negative truncated functions
(2.67) ηε(x) =
φuε(x)
‖φuε‖L2∗s (Ω)
∈ Xs0(Ω).
Then, we have the following.
Lemma 2.11. There exists ε > 0 small enough such that
(2.68) sup
t>0
J˜s, λ(tηε) < c
∗.
Proof. We follow the proof of [4, Lemma 4.4] (see also [23, Lemma 3.9]).
Assume n > 4s. Since
(2.69) (a+ b)p > ap + bp + µap−1b, for some µ > 0 and every a, b > 0, p > 1,
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then the function Gλ defined in (2.16), satisfies
(2.70) Gλ(u) >
1
2∗s
(u+)
2∗s +
µ
2
(u+)
2u
2∗s−2
0 .
Therefore,
J˜s, λ(tηε) 6
t2
2
‖ηε‖
2
Xs0 (Ω)
−
t2
∗
s
2∗s
−
t2
2
µ
∫
Ω
u
2∗s−2
0 η
2
εdx.
Since u0 > a0 > 0 in supp(ηε) we get, for any t > 0 and ε > 0 small enough,
(2.71) J˜s, λ(tηε) 6
t2
2
‖ηε‖
2
Xs0(Ω)
−
t2
∗
s
2∗s
−
t2
2
µ˜‖ηε‖
2
L2(Ω).
Moreover, since ‖uε‖L2∗s (Rn) is independent of ε, by [51, Proposition 21] we have
‖ηε‖
2
Xs0 (Ω)
=
‖φuε‖
2
Xs0 (Ω)
‖φuε‖2L2∗s (Ω)
6
∫
Rn×Rn
|uε(x)− uε(y)|
2
|x− y|n+2s
dx dy
‖φuε‖2L2∗s (Ω)
+O(εn−2s)
= S(n, s) +O(εn−2s).(2.72)
Furthermore, by [23, Lemma 3.8] (see also [51, Proposition 22]) it follows that
(2.73) ‖ηε‖
2
L2(Ω) >
{
Cε2s if n > 4s,
Cε2s log(1/ε) if n = 4s.
Therefore, from (2.71), (2.72) and (2.73), we get
(2.74) J˜s, λ(tηε) 6
t2
2
(S(n, s) + Cεn−2s)−
t2
∗
s
2∗s
−
t2
2
C˜ε2s := g(t),
with C˜ > 0. Since lim
t→∞
g(t) = −∞, then sup
t>0
g(t) is attained at some tε,λ := tε > 0.
If tε = 0, then
sup
t>0
J˜s, λ(tηε) 6 sup
t>0
g(t) = g(0) = 0
for any 0 < λ < Λ and (2.68) is trivially verified. Now, we suppose that tε > 0.
Differentiating the above function g(t), we obtain that
(2.75) 0 = g′(tε) = tε(S(n, s) + Cε
n−2s)− t
2∗s−1
ε − tεC˜ε
2s,
which implies
(2.76) tε 6 (S(n, s) + Cε
n−2s)
1
2∗s−2 .
Also we have, for ε > 0 small enough,
(2.77) tε > c > 0.
Indeed from (2.75) we get
t
2∗s−2
ε = S(n, s) + Cε
n−2s − C˜ε2s > c > 0,
provided ε is small enough. Moreover, the function
t 7→
t2
2
(S(n, s) + Cεn−2s)−
t2
∗
s
2∗s
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is increasing on [0, (S(n, s)+Cεn−2s)
1
2∗s−2 ]. Whence, by (2.76) and (2.77), we obtain
sup
t>0
g(t) = g(tε) 6
s
n
(S(n, s) + Cεn−2s)
n
2s − Cε2s,
for some C > 0. Therefore, by (2.74), for n > 4s, we get that
(2.78) sup
t>0
J˜s, λ(tηε) 6 g(tε) 6
s
n
S(n, s)
n
2s + Cεn−2s − Cε2s <
s
n
S(n, s)
n
2s = c∗.
If n = 4s the same conclusion follows.
The last case 2s < n < 4s follows by using the estimate (2.69) which gives
(2.79) Gλ(u) >
1
2∗s
(u+)
2∗s +
µ
2∗s − 1
u0(u+)
2∗s−1.
Then, (2.79) jointly with the inequality (3.28) of [23], instead of (2.73), and arguing
in a similar way as above, finish the proof.

To complete the existence of the second solution, that is statement (4) in The-
orem 1.1, in view of the previous results, we look for a path with energy below
the critical level c∗. Let us fix λ ∈ (0,Λ). We consider Mε > 0 large enough so
that J˜s, λ(Mεηε) < J˜s, λ(0). Note that such Mε exists, since lim
t→∞
J˜s, λ(tηε) = −∞.
Also, by Lemma 2.6, there exists α > 0 such that if ‖u‖Xs0(Ω) = α, then J˜s, λ(u) >
J˜s, λ(0). We define
Γε = {γ ∈ C([0, 1], X
s
0(Ω)) : γ(0) = 0, γ(1) =Mεηε},
and the minimax value
(2.80) cε = inf
γ∈Γε
sup
06t61
J˜s, λ(γ(t)).
By the arguments above, cε > J˜s, λ(0). Also, by Lemma 2.11, for ε≪ 1 we obtain
that
cε 6 sup
06t61
J˜s, λ(tMεηε) = sup
t>0
J˜s, λ(tηε) < c
∗.
Therefore, by Lemma 2.10 and the MPT [6] if cε > J˜s, λ(0), or the corresponding
refinement given in [32] if the minimax level is equal to J˜s, λ(0), we obtain the
existence of a non-trivial solution of (P˜λ), provided u ≡ 0 is its unique solution. Of
course this is a contradiction. Thus, J˜s, λ admits a critical point u˜ different from
the trivial function. As a consequence, u = u0 + u˜ is a solution, different of u0, of
problem (Pλ). This concludes the proof of Theorem 1.1.
3. The critical and convex case q > 1
In this section we discuss the problem (Pλ) in the convex setting q > 1. Here, we
argue essentially as in [46, 47, 51, 52, 53], where the authors studied the linear case
q = 1 using again variational techniques. With respect to the case q = 1, there are
some extra difficulties to prove the (PS)c condition and to obtain the estimates of
the Mountain Pass critical value. First of all it is easy to check the good geometry
of the functional. That is we have the following.
Proposition 3.1. Assume λ > 0 and 1 < q < 2∗s − 1. Then, there exist α > 0 and
β > 0 such that
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a) for any u ∈ Xs0(Ω) with ||u||Xs0 (Ω) = α one has that Js, λ(u) > β,
b) there exists a positive function e ∈ Xs0(Ω) so that ||e||Xs0(Ω) > α and
Js, λ(e) < β.
Proof. a) By the Sobolev embedding theorem, since q+1 < 2∗s, it can be easily
seen that
Js, λ(u) > g(||u||Xs0 (Ω)),
where g(t) = C1t
2 − λC2t
q+1 − C3t
2∗s , for some positive constants C1, C2
and C3. Therefore, there will exist α > 0 such that β := g(α) > 0. Then,
Js, λ(u) > β for u ∈ X
s
0(Ω) with ||u||Xs0 (Ω) = α.
b) Fix a positive function u0 ∈ X
s
0(Ω) such that ||u0||Xs0 (Ω) = 1 and consider
t > 0. Since 2∗s > 2, it follows that
lim
t→∞
Js, λ(tu0) = −∞.
Then, there exists t0 large enough, such that for e := t0u0, we get that
||e||Xs0 (Ω) > α and Js, λ(e) < β.

By a similar argument, it follows that
(3.1) lim
t→0+
Js, λ(tu0) = 0.
Let us check now that we have the compactness properties of Js, λ .
3.1. The Palais–Smale condition for Js, λ. In this subsection we show that
the functional Js, λ satisfies the Palais–Smale condition in a suitable energy range
involving the best fractional critical Sobolev constant S(n, s) given in (1.7), that is
we prove the following.
Proposition 3.2. Let λ > 0 and 1 < q < 2∗s − 1.
Then, the functional Js, λ satisfies the (PS)c2 condition provided c2 < c
∗ , where
c∗ is given in (2.49).
Proof. Let {um} be a (PS)c2–sequence for Js, λ in X
s
0(Ω), that is
(3.2) Js, λ(um)→ c2
and
(3.3) J ′s, λ(um)→ 0.
First of all we get that {um} is bounded in X
s
0(Ω). Indeed by (3.2) and (3.3), there
exists M > 0 such that
(3.4) ‖um‖Xs0(Ω) 6M.
In order to prove our result we proceed by steps.
Claim 1. There exists u∞ ∈ X
s
0(Ω) such that 〈J
′
s, λ(u∞), ϕ〉 = 0 for any ϕ ∈
Xs0(Ω) .
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Proof. By (3.4) and the fact that Xs0(Ω) is a reflexive space, up to a subsequence,
still denoted by um, there exists u∞ ∈ X
s
0(Ω) such that um ⇀ u∞ weakly in X
s
0(Ω),
that is
(3.5)∫
Rn×Rn
(
um(x)− um(y)
)(
ϕ(x) − ϕ(y)
)
|x− y|n+2s
dx dy →∫
Rn×Rn
(
u∞(x) − u∞(y)
)(
ϕ(x) − ϕ(y)
)
|x− y|n+2s
dx dy for any ϕ ∈ Xs0(Ω).
Moreover, we have
um ⇀ u∞ weakly in L
2∗s (Ω),(3.6)
um → u∞ strongly in L
r(Ω), 1 6 r < 2∗s,(3.7)
um → u∞ a.e. in Ω.(3.8)
Hence, taking the limit when m→∞, by (3.3), (3.5)-(3.8) we conclude∫
Rn×Rn
(u∞(x) − u∞(y)) (ϕ(x) − ϕ(y))
|x− y|n+2s
dx dy = λ
∫
Ω
((u∞)+)
qϕdx
+
∫
Ω
((u∞)+)
2∗s−1ϕdx,
for any ϕ ∈ Xs0(Ω). 
Claim 2. The following equality holds:
Js, λ(um) = Js, λ(u∞)+
1
2
‖um−u∞‖
2
Xs0 (Ω)
−
1
2∗s
∫
Ω
|(um)+(x)−(u∞)+(x)|
2∗sdx+o(1).
Proof. First of all, we observe that by (3.4) and the Sobolev embedding theorem,
the sequence um is bounded in X
s
0(Ω) and in L
2∗s (Ω). Hence, since (3.7) and (3.8)
hold true, by the Brezis-Lieb Lemma (see [16, Theorem 1]), we get
(3.9) ‖um‖
2
Xs0 (Ω)
= ‖um − u∞‖
2
Xs0 (Ω)
+ ‖u∞‖
2
Xs0(Ω)
+ o(1),
(3.10)
∫
Ω
|(um)+|
2∗s dx =
∫
Ω
|(um)+(x)− (u∞)+(x)|
2∗s dx+
∫
Ω
|(u∞)+|
2∗s dx+o(1)
and
(3.11) ‖(um)+‖Lq+1(Ω) → ‖(u∞)+‖Lq+1(Ω).
Therefore, by (3.9), (3.10) and (3.11) we deduce that
Js, λ(um) =
1
2
‖um − u∞‖
2
Xs0(Ω)
+
1
2
‖u∞‖
2
Xs0(Ω)
−
λ
q + 1
∫
Ω
((u∞)+)
q+1
dx−
1
2∗s
∫
Ω
|(um)+(x) − (u∞)+(x)|
2∗s dx
−
1
2∗s
∫
Ω
((u∞)+)
2∗s dx+ o(1)
= Js, λ(u∞) +
1
2
‖um − u∞‖
2
Xs0(Ω)
−
1
2∗s
∫
Ω
|(um)+(x) − (u∞)+(x)|
2∗s dx+ o(1),
which gives the desired assertion. 
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Claim 3. The following estimate holds:
‖um − u∞‖
2
Xs0(Ω)
=
∫
Ω
|(um)+(x)− (u∞)+(x)|
2∗sdx+ o(1)
6
∫
Ω
|(um)(x)− (u∞)(x)|
2∗sdx+ o(1).
Proof. Note that, as a consequence of (3.6) and (3.10), we get∫
Ω
(
((um)+)
2∗s−1(x) − ((u∞)+)
2∗s−1(x)
)
(um(x) − u∞(x)) dx
=
∫
Ω
((um)+)
2∗s dx−
∫
Ω
((u∞)+)
2∗s−1um dx
−
∫
Ω
((um)+)
2∗s−1u∞ dx +
∫
Ω
((u∞)+)
2∗s dx
=
∫
Ω
((um)+)
2∗s dx−
∫
Ω
((u∞)+)
2∗s dx+ o(1)
=
∫
Ω
|(um)+(x) − (u∞)+(x)|
2∗s dx+ o(1).(3.12)
Furthermore, (3.7) and (3.11) give∫
Ω
(((um)+)
q
(x) − ((u∞)+)
q
(x)) (um(x)− u∞(x)) dx
=
∫
Ω
((um)+)
q+1
dx−
∫
Ω
((u∞)+)
q
um dx
−
∫
Ω
((um)+)
qu∞ dx+
∫
Ω
((u∞)+)
q+1 dx
= o(1).(3.13)
Then, by (3.3), Claim 1, (3.12) and (3.13), we conclude that
o(1) = 〈J ′s, λ(um), um − u∞〉
= 〈J ′s, λ(um)− J
′
s, λ(u∞), um − u∞〉
= ‖um − u∞‖
2
Xs0 (Ω)
− λ
∫
Ω
(((um)+)
q
(x) − ((u∞)+)
q
(x)) (um(x) − u∞(x)) dx
−
∫
Ω
(
((um)+)
2∗s−1(x)− ((u∞)+)
2∗s−1(x)
)
(um(x) − u∞(x)) dx
= ‖um − u∞‖
2
Xs0 (Ω)
−
∫
Ω
|((um)+)(x)− ((u∞)+)(x)|
2∗s dx + o(1).

Now, we can finish the proof of Proposition 3.2 .
By Claim 3 we know that
(3.14)
1
2
‖um−u∞‖
2
Xs0(Ω)
−
1
2∗s
∫
Ω
|((um)+)(x)−((u∞)+)(x)|
2∗sdx =
s
n
‖um−u∞‖
2
Xs0 (Ω)
+o(1).
Then, by (3.2), Claim 2 and (3.14) we obtain
(3.15) Js, λ(u∞) +
s
n
‖um − u∞‖
2
Xs0 (Ω)
= Js, λ(um) + o(1) = c2 + o(1).
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On the other hand, by (3.4), up to a subsequence, we can assume that
(3.16) ‖um − u∞‖
2
Xs0 (Ω)
→ L > 0,
and then, as a consequence of Claim 3,∫
Ω
|um(x)− u∞(x)|
2∗s dx→ L˜ >L.
By the definition of S(n, s) given in (1.7), we have
L > S(n, s)L˜2/2
∗
s> S(n, s)L2/2
∗
s ,
so that
L = 0 or L > S(n, s)
n
2s .
We now prove that the case L > S(n, s)
n
2s can not occur. Indeed taking ϕ = u∞ ∈
Xs0(Ω) as a test function in Claim 1, we have that
‖u∞‖
2
Xs0 (Ω)
= λ
∫
Ω
((u∞)+)
q+1
dx +
∫
Ω
((u∞)+)
2∗sdx.
That is,
(3.17) Js, λ(u∞) = λ
(
1
2
−
1
q + 1
)
‖((u∞)+)‖
q+1
Lq+1(Ω) +
s
n
‖((u∞)+)‖
2∗s
L2
∗
s (Ω)
> 0 ,
thanks to the positivity of λ and the fact that q > 1 . Therefore, if L > S(n, s)
n
2s ,
then, by (3.15), (3.16) and (3.17) we get
c2 = Js, λ(u∞) +
s
n
L >
s
n
L >
s
n
S(n, s)
n
2s ,
which contradicts the fact that c2 < c
∗, for the c∗ given in (2.49) . Thus L = 0 and
so, by (3.16), we obtain that
‖um − u∞‖Xs0(Ω) → 0.

Remark 3.3. Note that the proof of Proposition 3.2 could be also obtained by the
concentration-compactness theory of Subsection 2.1. This simply means that the
arguments performed in the last part of the proof of Lemma 2.10 can be adapted to
the convex setting.
3.2. Proof of Theorem 1.2. By Proposition 3.1 and (3.1) we get that Js, λ sat-
isfies the geometric features required by the MPT (see [6]). Moreover, by Propo-
sition 3.2 the functional Js, λ verifies the Palais–Smale condition at any level c,
provided c < c∗.
Now, as in the concave case, we find a path with energy below the critical level
c∗. That is, we have the following.
Lemma 3.4. Let λ > 0, c∗ be as in (2.49) and ηε be the non negative function
defined in (2.67). Then, there exists ε > 0 small enough such that
sup
t>0
Js, λ(tηε) < c
∗ ,
provided
• n > 2s(q+3)q+1 and λ > 0 or
• n 6 2s(q+3)q+1 and λ > λs, for a suitable λs > 0.
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Proof. Let n > 2s(q+3)q+1 .
First of all note that since q > 1 we get that n > 2s
(
1 +
1
q
)
. Therefore,
denoting by N := −(n− (n− 2s)(q+1)) > 0, for some positive constants c and C˜,
it follows that∫
Rn
ηε(x)
q+1 dx = C
∫
|x|<r
uq+1ε dx
= Cε(
n−2s
2 )(q+1)
∫
|x|<r
dx
(|x|2 + ε2)
(n−2s)(q+1)
2
= Cε−(
n−2s
2 )(q+1)
∫ r
0
ρn−1(
1 +
(
ρ
ε
)2) (n−2s)(q+1)2 dρ
= Cεn−(
n−2s
2 )(q+1)
∫ r/ε
0
tn−1
(1 + t2)
(n−2s)(q+1)
2
dt
> Cεn−(
n−2s
2 )(q+1)
∫ r/ε
1
tn−1−(n−2s)(q+1) dt
=
Cεn−(
n−2s
2 )(q+1)
N
(
1−
(ε
r
)N)
> C˜εn−(
n−2s
2 )(q+1).(3.18)
Then, by (2.72) and (3.18) for any t > 0 and ε > 0 small enough we obtain
Js, λ(tηε) =
t2
2
‖ηε‖
2
Xs0 (Ω)
−
t2
∗
s
2∗s
− λ
tq+1
q + 1
∫
Ω
ηq+1ε dx
6
t2
2
(S(n, s) + Cεn−2s)−
t2
∗
s
2∗s
− C˜λ
tq+1
q + 1
εn−(
n−2s
2 )(q+1) =: g(t).(3.19)
It is clear that
lim
t→∞
g(t) = −∞,
therefore supt>0 g(t) is attained at some tε,λ := tε > 0. As we comment in the
proof of Lemma 2.11 we could suppose tε > 0. Differentiating g(t) and equaling to
zero, we obtain that
(3.20) 0 = g′(tε) = tε(S(n, s) + Cε
n−2s)− t
2∗s−1
ε − C˜λt
q
εε
n−(n−2s2 )(q+1).
Hence,
tε < (S(n, s) + Cε
n−2s)
1
2∗s−2 .
Moreover, we have that for ε > 0 small enough
(3.21) tε > c > 0.
Indeed, from (3.20) it follows that
t
2∗s−2
ε + C˜λt
q−1
ε ε
n−(n−2s2 )(q+1) = S(n, s) +Cεn−2s > c > 0, for ε > 0 small enough.
Also, since the function
t 7→
t2
2
(S(n, s) + Cεn−2s)−
t2
∗
s
2∗s
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is increasing on [0, (S(n, s) + Cεn−2s)
1
2∗s−2 ], by (3.19) and (3.21) we obtain
sup
t>0
g(t) = g(tε) 6
s
n
(S(n, s) + Cεn−2s)
n
2s − Cεn−(
n−2s
2 )(q+1)
6
s
n
S(n, s)
n
2s + Cεn−2s − Cεn−(
n−2s
2 )(q+1),(3.22)
for some C > 0. Finally, from our hypothesis on n, we conclude from (3.22) that
sup
t>0
Js, λ(tηε) 6 g(tε) <
s
n
S(n, s)
n
2s .
Consider now the case n 6 2s(q+3)q+1 . Arguing exactly as in the previous case, we
get that
(3.23) (S(n, s) + Cεn−2s) = t
2∗s−2
ε,λ + C˜λt
q−1
ε,λ ε
n−(n−2s2 )(q+1),
with tε,λ > 0 the point where the supt>0 g(t) is attained. We claim that
(3.24) tε,λ → 0 when λ→ +∞.
To see this assume that lim
λ→∞
tε,λ = ℓ > 0. Then, passing to the limit when λ→ +∞
in (3.23) we would get (S(n, s)+Cεn−2s) = +∞, which is a contradiction and (3.24)
follows. If we take now β the positive number given in Proposition 3.1, by (3.24)
we obtain that
0 6 sup
t>0
Js, λ(tηε) 6 g(tε,λ)
=
t2ε,λ
2
(S(n, s) + Cεn−2s)−
t
2∗s
ε,λ
2∗s
− C˜λ
tq+1ε,λ
q + 1
εn−(
n−2s
2 )(q+1)
6
t2ε,λ
2
(S(n, s) + Cεn−2s)−
t
2∗s
ε,λ
2∗s
→ 0,
when λ→∞. Then,
lim
λ→+∞
sup
t>0
Js, λ(tηε) = 0,
which easily yields the desired conclusion for the case n 6 2s(q+3)q+1 . 
We conclude now the proof of Theorem 1.2. In order to do so, we define
Γε = {γ ∈ C([0, 1], X
s
0(Ω)) : γ(0) = 0, γ(1) =Mεηε}
for some Mε > 0 big enough such that Js, λ(Mεηε) < 0. Observe that for every γ ∈
Γε the function t → ‖γ(t)‖Xs0(Ω) is continuous in [0, 1]. Therefore, for the α given
in Proposition 3.1, since ‖γ(0)‖Xs0(Ω) = 0 < α and ‖γ(1)‖Xs0(Ω) = ‖Mεηε‖Xs0 (Ω) > α
for Mε sufficiently large, there exists t0 ∈ (0, 1) such that ‖γ(t0)‖Xs0(Ω) = α. As a
consequence,
sup
06t61
Js, λ(γ(t)) > Js, λ(γ(t0)) > inf
‖v‖Xs
0
(Ω)=α
Js, λ(v) > β > 0,
where β is the positive value given in Proposition 3.1. Hence,
cε = inf
γ∈Γε
sup
06t61
Js, λ(γ(t)) > 0.
Then, by Lemma 3.4, Proposition 3.2 and the MPT given in [6] we conclude that
the functional Js, λ admits a critical point u ∈ X
s
0(Ω), provided n >
2s(q+3)
q+1 and
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λ > 0 or n 6 2s(q+3)q+1 and λ > λs, for a suitable λs > 0. Moreover, since Js, λ(u) =
cǫ > β > 0 and Js, λ(0) = 0, the function u is not the trivial one. This concludes
the proof of Theorem 1.2.
Remark 3.5. Some of the results obtained in Section 2 and Section 3 are true for
integrodifferential operators more general than the fractional Laplacian, such as, for
instance, the ones considered in [49, 51].
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