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Abstract
Let ‖ · ‖ be a matrix norm and  be a bounded set of n × n complex matrices. For each m = 1, 2, . . ., let
ρˆm(, ‖ · ‖) = sup{‖A‖ : A ∈ m}, where m = {A1A2 · · ·Am : Ai ∈ }. Bell proved that there is a gap
in the possible growth of ρˆm(, ‖ · ‖) if  consists of finitely many n × n complex matrices. In this note,
based on a lemma by Elsner, we give an elementary proof of Bell’s theorem in bounded case.
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1. Introduction
Let  be a bounded set of n × n complex matrices. For m  1, m is the set of all products of
matrices in  of length m,
m = {A1A2 · · ·Am : Ai ∈ }.
Denote by S() the multiplicative semigroup generated by , that is, S() = ∪∞m=1m. The
generalized spectral radius of , ρ(), is defined by
ρ() = lim sup
m→∞
[ρm()] 1m ,
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where
ρm() = sup
A∈m
ρ(A),
and ρ(A) is the spectral radius of A.
The joint spectral radius of , ρˆ(), is defined by
ρˆ() = lim sup
m→∞
[ρˆm(, ‖ · ‖)] 1m ,
where ‖ · ‖ is any matrix norm and
ρˆm(, ‖ · ‖) = sup
A∈m
‖A‖.
We remark here that ρˆ() is independent of the norm used. We also remark that the “lim sup” in
the definition of ρˆ() is actually a limit and the “lim sup” in the definition of ρ() is actually a
supremum. The joint spectral radius was introduced by Rota and Strang in [5], and the generalized
spectral radius by Daubechies and Lagarias in [3]. The generalized spectral radius theorem, that
is, ρ() = ρˆ(), was conjectured by Daubechies and Lagarias [3] and proved by Berger and
Wang [2] and then by Elsner [4] (see also [6,7]).
The aim of this note is to prove the following theorem.
Theorem 1. Let  be a bounded set of n × n complex matrices and ‖ · ‖ be a matrix norm. Then
either there is some constant α > 1 such that ρˆm(, ‖ · ‖) > αm for all m sufficiently large, or
ρˆm(, ‖ · ‖) = O(mn−1). Moreover, ρˆm(, ‖ · ‖) = O(mn−1) if and only if the eigenvalues of
every matrix in the semigroup generated by  are all on or inside the unit circle.
We remark that Bell [1] has proved Theorem 1 for the case that the set  is finite. In this note,
based on a lemma by Elsner, we give an elementary proof of Theorem 1.
2. Proof of Theorem 1
We split the proof of Theorem 1 into three cases, according as ρˆ() > 1, ρˆ() < 1 and ρˆ() =
1. In view of the relations ρ() = supm1[supA∈m ρ(A)]
1
m , ρˆ() = limm→∞[supA∈m ‖A‖]
1
m
and ρˆ() = ρ(), we thus have
(i) ρˆ() > 1
⇔ ρ(A) > 1 for some A ∈ S()
⇔ There exists α > 1 such that ρˆm(, ‖ · ‖) > αm for all m sufficiently large.
(ii) ρˆ()  1 ⇔ ρ(A)  1 for all A ∈ S().
(iii) ρˆ() < 1
⇔ There exists 0 < β < 1 such that ρ(A)  β < 1 for all A ∈ S() (see [6, Theorem 1])
⇔ There exists 0 < α < 1 such that ρˆm(, ‖ · ‖) < αm < 1 for all m sufficiently large.
To complete the proof of Theorem 1, it is now enough to prove that ρˆm(, ‖ · ‖) = O(mn−1) when
ρˆ() = 1.
The following lemma by Elsner will play a prominent role in the proof of Lemma 2.
Lemma 1 (Elsner [4]). Let  be a bounded set of n × n complex matrices and ρˆ() = 1. If S()
is unbounded, then there is a nonsingular matrix S and 1  n1 < n such that for all A ∈ 
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S−1AS =
(
A(2) ∗
0 A(1)
)
,
where A(1) is n1 × n1.
In order to complete the proof of Theorem 1, let us formulate and prove the following lemma.
Lemma 2. Let  be a bounded set of n × n complex matrices and ‖ · ‖ be a matrix norm. If
ρˆ() = 1 then ρˆm(, ‖ · ‖) = O(mn−1).
Proof. Since ‖ · ‖ and ‖ · ‖∞ are equivalent, we only need to show that there is a constant c > 0
such that
sup
A∈m
‖A‖∞  cmn−1 for m = 1, 2, . . .
We proceed by induction on n, dimension. If n = 1 and ρˆ() = 1 then  is a bounded set of
complex numbers. Moreover, |a|  1 for all a ∈ . Thus the assertion is true for n = 1. Assume
the assertion is true for n − 1. We distinguish two cases.
Case I. S() is bounded. Then the assertion follows immediately.
Case II. S() is unbounded. By Lemma 1, there is a nonsingular matrix S and 1  n1 < n
such that for all A ∈ 
S−1AS = D + N, (1)
where
D =
(
A(2) 0
0 A(1)
)
and N =
(
0 A(3)
0 0
)
,
withA(1) isn1 × n1. Let(j)={A(j) : A ∈ }, j =1, 2. Note that ρˆ() = max{ρˆ((1)), ρˆ((2))},
therefore, ρˆ((j))  1 for j = 1, 2. If ρˆ((1)) < 1 then there exist 0 < α < 1 and N such that
ρˆm((1), ‖ · ‖∞) < αm for all m  N (since ρˆ((1)) = limm→∞[ρˆm((1), ‖ · ‖)] 1m ). If ρˆ((1)) =
1 then by induction assumption ρˆm((1), ‖ · ‖∞) = O(mn1−1). We conclude that there exists
M1 > 0 such that ρˆm((1), ‖ · ‖∞)  M1mn1−1 for all m = 1, 2, . . . A similar argument shows
that there exists M2 > 0 such that ρˆm((2), ‖ · ‖∞)  M2mn−n1−1 for all m = 1, 2, . . . Let
A1, A2, . . . , Am ∈  be given. Then
A1A2 · · ·Am=S(D1 + N1)(D2 + N2) · · · (Dm + Nm)S−1
=S(D1D2 · · ·Dm + N1D2 · · ·Dm + · · · + N1N2 · · ·Nm)S−1,
where
Dj =
(
A
(2)
j 0
0 A(1)j
)
and Nj =
(
0 A(3)j
0 0
)
, j = 1, . . . , m.
Note that the terms which contain at least two nilpotent factors must be zero. Thus
A1A2 · · ·Am = S
(
D1D2 · · ·Dm + N1D2 · · ·Dm +
m−1∑
j=2
D1 · · ·Dj−1NjDj+1 · · ·Dm
+ D1D2 · · ·Dm−1Nm
)
S−1.
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Observe that
‖D1D2 · · ·Dm‖∞ =
∥∥∥∥∥
(
A
(2)
1 A
(2)
2 · · ·A(2)m 0
0 A(1)1 A
(1)
2 · · ·A(1)m
)∥∥∥∥∥∞
 ρˆm((1), ‖ · ‖∞) + ρˆm((2), ‖ · ‖∞)
 M1mn1−1 + M2mn−n1−1.
Let L = max{‖N‖∞ : A ∈ }, where N is given in (1). Then for each j = 1, 2, . . . , m,
‖D1 · · ·Dj−1NjDj+1 · · ·Dm‖∞
=
∥∥∥∥∥
(
0 A(2)1 · · ·A(2)j−1A(3)j A(1)j+1 · · ·A(1)m
0 0
)∥∥∥∥∥∞
=
∥∥∥∥∥
(
A
(2)
1 · · ·A(2)j−1 0
0 0
)(
0 A(3)j
0 0
)(
0 0
0 A(1)j+1 · · ·A(1)m
)∥∥∥∥∥∞

∥∥∥∥∥
(
A
(2)
1 · · ·A(2)j−1 0
0 0
)∥∥∥∥∥∞
∥∥∥∥∥
(
0 A(3)j
0 0
)∥∥∥∥∥∞
∥∥∥∥∥
(
0 0
0 A(1)j+1 · · ·A(1)m
)∥∥∥∥∥∞
 M2mn−n1−1LM1mn1−1
= LM1M2mn−2.
Hence
‖A1A2 · · ·Am‖∞
 ‖S‖∞

‖D1D2 · · ·Dm‖∞ + m∑
j=1
‖D1 · · ·Dj−1NjDj+1 · · ·Dm‖∞

 ‖S−1‖∞
 ‖S‖∞(M1mn1−1 + M2mn−n1−1 + LM1M2mn−1)‖S−1‖∞
 cmn−1,
for some constant c > 0. This completes the proof. 
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