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Whether or not there is a unit root persistence in volatility of financial assets has been a long-standing
topic of interest to financial econometricians and empirical economists. The purpose of this article
is to provide a Bayesian approach for testing the volatility persistence in the context of stochastic
volatility with Merton jump and correlated Merton jump. The Shanghai Composite Index daily return
data is used for empirical illustration. The result of Bayesian hypothesis testing strongly indicates
that the volatility process doesn’t have unit root volatility persistence in this stock market.
Keywords: Bayesian analysis; Bayesian statistics; Calibration of stochastic volatility; Financial
econometrics; Financial time series; Volatility modelling
JEL Classification: C11, C12, G12
1. Introduction
In empirical finance, whether or not there is a unit root persis-
tence in the volatility of financial assets is one of the important
concerns for financial experts or industry practitioners. The
persistence of volatility plays a significant role in the price
of an asset. Poterba and Summers (1986) derived the rela-
tionship between stock price and volatility. They found that if
the volatility persistence is transitory, then volatility has little
effect on the stock price, but, that high persistence can lead to
a significant impact.
Chou (1988) first examined the impact of persistence on
stock prices in an ARCH (Engle 1982) framework. He showed
that persistence was so high that one could not even reject the
non-stationary process specification. In a stochastic volatility
(SV) framework, So and Li (1999) proposed a Bayesian ap-
proach for testing the unit root volatility persistence where
the Chib (1995)’s marginal likelihood approach was imple-
mented to calculate the Bayes factor for hypothesis testing.
More recently, regarding stochastic volatility (SV) models, a
more convenient way for Bayesian unit root testing was given
by Li and Yu (2010). Based on the special structure of the two
competing models, Li and Yu (2010) showed that the Bayes
factor can be simplified as the mean of the ratio of the likelihood
functions of the two models. Hence, a simple Monte Carlo
approximation can be used for estimating the Bayes factor to
test a unit root. This method is very general and avoids the
∗Corresponding author. Email: s04085590@ruc.edu.cn
tedious calculation of marginal likelihood by So and Li (1999).
In a nutshell, the approach is not only time-saving but also easy
to execute. This idea is followed by Chen et al. (2013), Zhang
et al. (2013), Li et al. (2012), Pan and Li (2013) for testing a
unit root in other econometric models.
However, it is well-known that the dynamics of SV models
are mostly driven by Brownian motion, i.e. the volatility and
return are changing gradually via small normally distributed
movements. In fact, an external change such as abrupt shifts
of interest rates can result in abrupt fluctuations of the return
or volatility of the corresponding asset. Hence, many different
types of jumps have been proposed to capture this kind of
empirical feature of asset return series. Bates (1996) added
the Merton jump in return equation of Heston’s SV model
proposed by Heston (1993). Also, based on this kind of SV
model, Eraker et al. (2003) added jumps both in return and
volatility. From their empirical studies, it can be shown that the
jump in volatility provided a rapidly changing but persistent
factor and was consistent with the empirical features of the
S&P 500 and the Nasdaq. Therefore, in this paper, we will
examine the unit root persistence under the SV model with
Merton jumps in Bates (1996) and the correlated Merton jumps
in Eraker et al. (2003).
Berg et al. (2004) revealed the fact that the latent volatility
and jump components in the SV model make statistical analysis
rather difficult. In the literature, the Bayesian method, coupled
with Markov Chain Monte Carlo (MCMC) techniques, has
been proved to be a very efficient approach for analyzing com-
plex dynamic latent variable models. Hence, in this paper, in
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the framework of SV models with different jump components,
we develop a Bayesian approach for checking the unit-root
volatility persistence. Furthermore, the idea of Li andYu (2010)
for Bayesian hypothesis testing is followed.
The rest of the article is organized as follows. Section 2
describes the SV model with jumps and gives the Gibbs al-
gorithm for Bayesian analysis. In section 3, on the basis of
the idea by Li and Yu (2010), analytical forms of the Bayes
factor are derived for SV models with jumps. In section 4, the
new method for testing unit roots is examined using simulation
data. The section 5 illustrates the empirical analysis for the
Shanghai Composite Index return data. Conclusions are given
in section 6.
2. SV models with jumps and MCMC procedure
In this section, on the basis of the basic SV model, two types
of jumps are considered. One is from Bates (1996) and the
other is from Eraker et al. (2003). These two models can be
respectively given as follows.
• Stochastic Volatility Model with Merton Jumps (SVMJ)
The log-normal SV model with Merton jump is defined
in the following:{
rt = exp
(
ht
2
)
t + Ntξt t ∼ N (0, 1)
ht+1 = μ + φ (ht − μ) + σεt εt ∼ N (0, 1)
(1)
where t = 1, 2, . . . , T , rt are the mean-corrected re-
turns and εt , t are independent disturbance. Nt ∼
Bern (λ), ξt ∼ N
(
μJ , σ
2
J
)
. The latent variables are
h = {ht }Tt=1, ξ = {ξt }Tt=1, N = {Nt }Tt=1 and they are in-
dependent. The parameters in the model are
 = {μ, φ, σ, μJ , σJ , λ}.
• StochasticVolatility Model with Correlated Merton Jumps
(SVCMJ)
The definition of SV model with correlated Merton
jumps is given by:{
rt = exp
(
ht
2
)
t + Ntξ rt t ∼ N (0, 1)
ht+1 = μ + φ (ht − μ) + σεt + Ntξht εt ∼ N (0, 1)(2)
where t = 1, 2, . . . , T , rt are the returns and εt , t
are independent disturbance. Nt ∼ Bern (λ), ξht ∼
Exp (μν), ξ rt ∼ N
(
μJ + ρJ ξht , σ 2J
)
. The independent
latent variables are h = {ht }Tt=1, ξh =
{
ξht
}T
t=1, ξ
r ={
ξ rt
}T
t=1, N = {Nt }Tt=1. The parameters in the model
are  = {μ, φ, σ, μJ , σJ , ρJ , μν, λ}.
The MCMC approach to estimate the SV model with Merton
jump and Correlated Merton jump is similar to Nakajima and
Omori (2009) and Jacquier et al. (1994). Following Jacquier
et al. (1994), we still use the Metropolis-Hastings algorithm
to sample the latent log-volatility ht from the joint posterior
distribution. Besides the log-volatility, the jump components,
including the jump times Nt , the jumps sizes ξt in SVMJ
and ξht , ξ rt in SVCMJ, are also latent variables. Proposed by
Eraker et al. (2003) and Omori et al. (2007), the posterior
sampler of jump components can be added as steps of the Gibbs
sampling. Then the total MCMC procedure for both models can
be summarized d in the following.
• MCMC procedure for SVMJ
Let r = {rt }Tt=1, h = {ht }Tt=1, ξ = {ξt }Tt=1, N ={Nt }Tt=1 and set the prior density π (μ), π (φ), π (σ),
π (μJ ), π (σJ ) for μ, φ, σ, μJ , σJ respectively. Fol-
lowing Jacquier et al. (1994), let ξ (0) = {t = 1,
2, . . . , T, s.t. Nt = 0}, ξ (1) = {t = 1, 2, . . . , T,
s.t. Nt = 1}, then, the Gibbs sampler for the SV model
with Merton jump is executed as follows.
(1) Initialize μ, φ, σ, μJ , σJ , h, N , ξ
(2) Sample h|r, φ, σ
(3) Sample (μ, φ, σ ) |h
(4) Sample ξ (1)|μJ , σJ , h, N , r
(5) Sample (μJ , σJ ) |ξ (1)
(6) Sample ξ (0)|μJ , σJ
(7) Sample N |r, h, λ, ξ
(8) Sample λ|N
(9) Go to 2
• MCMC procedure for SVCMJ
Let r = {rt }Tt=1, h = {ht }Tt=1, ξh =
{
ξht
}T
t=1, ξ
r ={
ξ rt
}T
t=1, N = {Nt }Tt=1 and set the prior density π (μ),
π (φ), π (σ), π (μJ ), π (σJ ), π (μv), π (ρJ ) for μ,
φ, σ, μJ , σJ , ρJ , μv , respectively. Again, based on
Jacquier et al. (1994), Eraker et al. (2003) and Nakajima
and Omori (2009), similar to the notations of SVMJ,
denote the ξ r(0) = {t = 1, 2, . . . , T, s.t. Nt = 0},
ξ r(1) = {t = 1, 2, . . . , T, s.t. Nt = 1}, ξ h(0) = {t =
1, 2, . . . , T, s.t. Nt = 0}, and ξ h(1) = {t = 1, 2, . . . ,
T, s.t. Nt = 1}. Hence, the Gibbs sampler for the SV
model with correlated Merton jump is executed as
follows.
(1) Initialize μ, φ, σ, ρJ , μv, μJ , σJ , h, N , ξ r , ξh
(2) Sample h|r, φ, σ
(3) Sample (μ, φ, σ ) |h
(4) Sample (ξ r(1), ξh(1)) |μJ , μv, ρJ , σJ , h, N , r
(5) Sample (μJ , σJ , ρJ , μv) |ξ r(1), ξh(1)
(6) Sample (ξ r(0), ξh(0)) |μJ , σJ , μv
(7) Sample N |r, h, λ, ξ r , ξh
(8) Sample λ|N
(9) Go to 2
3. Bayesian unit root testing for SV model with jumps
In Bayesian literature, the posterior odds ratio is one of the
most important statistics for model comparison. Let M0, M1
denote the two competing models. The posterior odds ratio is
defined
P O R01 = π (M0|r)
π (M1|r) =
π (r |M0)
π (r |M1) ×
π (M0)
π (M1)
(3)
In practice, the prior odds ratio is often given as π (M0) =
π (M1) = 0.5 to represent the prior ignorance. And then the
POR is equivalent to the Bayes factor. Generally, from
the equation (3), Bayes factor can be explained as the ratio
of the marginal likelihood of the competing models. In the
literature, Bayes factor is one of most popular statistics for
model comparison; see Kass and Raftery (1995).
As to the unit root testing in SV models, So and Li (1999)
firstly used the marginal likelihood approach developed by
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Chib (1995) for estimating Bayes factor. However, the marginal
likelihood approach is not numerically stable for SV models,
see Li and Yu (2010). Hence, considering the common latent
variables in the two competing models, Li and Yu (2010) intro-
duced a good approach to facilitate the computation of Bayes
factor. This facilitation makes the computation of Bayes fac-
tor more directly without calculating the marginal likelihood
functions as So and Li (1999)’s method required. Following
the idea of Li and Yu (2010), we can show that Bayes factor
for SVMJ models can be expressed as the mean of the division
of the likelihood functions with respect to the joint posterior
distribution given by
B F01 = Eh,θ1,N ,ξ |r,M1
{
π (r, h, N , ξ |θ0, M0)
π (r, h, N , ξ |θ1, M1)
}
(4)
where the M0, M1 denote the unit process and stationary
process, respectively. θ0 = (μ, σ, μJ , σJ , λ), and θ1 = (μ, φ,
σ, μJ , σJ , λ) are the corresponding parameter sets.
The detailed derivation of Bayes factor is shown in the
Appendix B. From equation (4), we can approximate the Bayes
factor for SVMJ using Monte Carlo method as equations (5)
and (6) with the posterior samples
{
h( j), ξ ( j), N ( j), θ ( j)1
}M
j=1,
which are generated from the MCMC algorithm.
Bˆ F01 = 1M
M∑
j=1
exp
(
S j
) (5)
where
S j = − 1
2
(
σ ( j)
)2
T∑
t=2
(
1 − φ( j)
) (
μ( j) − h( j)t−1
)
×
(
2h( j)t − h( j)t−1
(
1 + φ( j)
)
− μ( j)
(
1 − φ( j)
))
. (6)
Similar to the results of SVMJ model, the Bayes factor in
the framework of SVCMJ models is also the mean of division
of the competing models with respect to the joint posterior
distribution of SVCMJ.
B F01 = Eh,θ1,N ,ξ r ,ξh |r,M1
{
π
(
r, h, N , ξ r , ξh |θ0, M0
)
π
(
r, h, N , ξ r , ξh |θ1, M1
)
}
(7)
where θ0 = (μ, σ, μJ , σJ , λ, μv, ρJ ), and θ1 = (μ, φ, σ,
μJ , σJ , λ, μv, ρJ ).
The details of derivation is also shown in the Appendix
B. Hence, using the posterior sample of MCMC,
{
h( j), ξ r( j),
N ( j), ξh( j), θ ( j)1
}M
j=1, the numerical approximation also can be
obtained by
Bˆ F01 = 1M
M∑
j=1
exp
(
S j
) (8)
where
S j = − 1
2
(
σ ( j)
)2
T∑
t=2
(
1 − φ( j)
) (
μ( j) − h( j)t−1
)
×
(
2
(
h( j)t − N ( j)t ξh( j)t
)
− h( j)t−1
(
1 + φ( j)
)
− μ( j)
(
1 − φ( j)
))
. (9)
According to equations (5)–(9), it can be found that Bayes
factor for both types of models are only the by-product of
posterior outputs, hence, very easy to calculate.
4. The simulation study
In this section, we examined the reliability of the developed
testing method using simulation studies. Here, since SVMJ
model is the nested model of SVCMJ, only the SVCMJ model
is considered. The parameters are set as follows. For the in-
terest parameter φ, three true values are considered, 1, 0.98,
0.95, which are corresponding to nonstationary case, the nearly
nonstationary case and the stationary case. The nuisance pa-
rameters are set as: μ = −40, σ = 0.1, λ = 0.01, μJ =
−2, σJ = 2.5, ρJ = −0.4, μv = 1.
Three sample sizes are considered, T = 1000, T = 1500,
T = 2000 and the number of replications is 100. Each repli-
cation updates 50 000 times using Gibbs sampler. The first
45 000 are used as burning-in observations and the remaining
5000 samples are used as effective observations for statistical
analysis. Besides, to do sensitive analysis, the prior distribution
of φ is Beta distribution with three different sets of hyperpa-
rameters, that is, Beta(φ(1), φ(2)) with (φ(1) = 20.5, φ(2) =
1.5), (φ(1) = 10.5, φ(2) = 1.5) and (φ(1) = 1, φ(2) = 1),
respectively.
Tables 1–4 report the results of the simulation study. The
statistics are calculated as
φ¯ = 1
100
100∑
i=1
φ¯i , RM SE(φ¯) = 1100
100∑
i=1
(
φ¯i − φ
)2
,
log(B¯ F) = log
(∑100
i=1 ˆB Fi
100
)
.
where φ¯i and ˆB Fi is the posterior mean of φ and the approx-
imated Bayes factor in i-th replication, respectively, φ is the
true value.
From tables 1–3, it can be found that the estimation method
is effective for φ, since the bias and RMSE are very low. In par-
ticular, as the sample size increase, the bias is decreasing. Table
4 lists the proportion of the correct selection. It is very obvious
that when the sample size is larger than 1000, the correct model
is chosen more than 80%. Hence, the developed method can be
reliable for Bayesian unit root testing, too. However, we still
need to point out that when the true value of φ is away from
one, using the developed approach, the approximated Bayes
factor often tends to zero since this estimation approximation
is easily influenced by some extreme values among the random
observations.
5. Empirical example
In this section, we select the Shanghai Composite Index (SCI)
from December 19, 1990 to December 31, 2012 as the data for
analysis. Let pt denotes the price at time t and the returns are
calculated as
rt = log (pt ) − log (pt−1) − 1T
T∑
t=1
(log (pt ) − log (pt−1)) .
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Table 1. The posterior mean, RMSE and log B¯ F01 with different values of φ under the prior distribution Beta(20.5, 1.5).
φ = 0.95 φ = 0.98 φ = 1
T = 1000 φ¯ 0.9361 0.9716 0.9982
RM SE(φ¯) 9.85 × 10−4 3.24 × 10−4 6.08 × 10−6
log B¯ F01 −8.7954 −5.6094 1.8056
T = 1500 φ¯ 0.9380 0.9771 0.9992
RM SE(φ¯) 5.3 × 10−4 4.23 × 10−5 1.26 × 10−6
log B¯ F01 −16.8128 −9.6177 1.5319
T = 2000 φ¯ 0.9422 0.9778 0.9996
RM SE(φ¯) 6.05 × 10−4 8.02 × 10−4 3.38 × 10−7
log B¯ F01 −20.5013 −10.1257 2.1032
Table 2. The posterior mean, RMSE and log B¯ F01 with different values of φ under the prior distribution Beta(10.5, 1.5).
φ = 0.95 φ = 0.98 φ = 1
T = 1000 φ¯ 0.9257 0.9726 0.9982
RM SE(φ¯) 2.5 × 10−3 1.67 × 10−4 6.76 × 10−6
log B¯ F01 −11.3375 −5.8382 1.4073
T = 1500 φ¯ 0.9394 0.9764 0.9992
RM SE(φ¯) 3.2 × 10−4 5.6 × 10−5 1.94 × 10−6
log B¯ F01 −16.6736 −9.8404 1.7056
T = 2000 φ¯ 0.9428 0.9768 0.9996
RM SE(φ¯) 2.13 × 10−4 3.8 × 10−5 3.35 × 10−7
log B¯ F01 −25.3082 −12.7849 1.6452
Table 3. The posterior mean, RMSE and log B¯ F01 with different values of φ under the prior distribution Beta(1, 1).
φ = 0.95 φ = 0.98 φ = 1
T = 1000 φ¯ 0.9332 0.9729 0.9987
RM SE(φ¯) 1.5 × 10−3 1.81 × 10−4 3.57 × 10−6
log B¯ F01 −10.2835 −6.3447 0.9688
T = 1500 φ¯ 0.9421 0.9765 0.9994
RM SE(φ¯) 2.86 × 10−4 8.59 × 10−5 7.27 × 10−7
log B¯ F01 −10.4478 −8.7975 1.2755
T = 2000 φ¯ 0.9432 0.9779 0.9997
RM SE(φ¯) 1.99 × 10−4 3.58 × 10−5 2.52 × 10−7
log B¯ F01 −21.9701 −12.1917 1.0597
Table 4. Proportion of correct decisions for different values of φ under different prior distributions.
T = 1000 T = 1500 T = 2000
φ = 0.95 100 100 100
(φ(1) = 20.5, φ(2) = 1.5, ) φ = 0.98 100 100 100
φ = 1 83 88 89
φ = 0.95 100 100 100
(φ(1) = 10.5, φ(2) = 1.5) φ = 0.98 100 100 100
φ = 1 87 86 88
φ = 0.95 100 100 100
(φ(1) = 1, φ(2) = 1) φ = 0.98 100 100 100
φ = 1 86 87 84
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Figure 1. The returns and the level of SCI from December 19, 1990 to December 31, 2012.
Table 5. The statistics of the returns.
Mean Std Skewness Kurtosis Max Min
3.8748 × 10−19 0.0107 5.4379 148.1660 0.3121 −0.0780
Figure 1 plots the level and the returns of SCI. Table 5
gives summary statistics of the returns of the SCI during the
sample period. The index is obtained at daily frequency and we
have 5397 samples. From table 5, the annual returns is about
9.7257 × 10−17, which is very close to zero.
As to Bayesian analysis, the prior distributions are shown
in Appendix A.1. To investigate the sensitivity of the prior
distributions, here, we consider the same three different prior
distributions with simulation study for the interest parameter
φ. The Gibbs sampler is run for 100 000 times at each time and
the first 70 000 samples are dropped as burning-in samples.
Given the samples
{
φ( j)
}M
j=1, we use the following equations
to calculate the summary statistics, including posterior mean
and standard error, which are also applied to other parameters
in this section.
φ¯ = 1
M
M∑
j=1
φ( j), ST Eφ¯ =
√√√√√ 1
M − 1
M∑
j=1
(
φ( j) − φ¯)2
The histogram figures in each situation and the samples
against iteration for SVMJ and SVCMJ are listed respectively
in figures 2 and 3. Besides that, the summary statistics for the
interest parameters φ are given in tables 6 and 7. It can be found
that the prior impact on the results is very limited because with
small standard deviation, the three means of posterior samples
are almost the same. Furthermore, all the means of three types
of samples are also not very close to unit under SVMJ and
SVCMJ models. From the estimation, we can see that there is
not the obvious unit root persistence in the Shanghai Composite
Index.
To save the space, output analysis with hyperparameters(
φ(1) = 20.5, φ(2) = 1.5) are only reported here.The estimates
of parameters of SVMJ and SVCMJ except φ are listed in table
8. Figure 4 plots the spot volatility exp(h¯t/2) in both contexts,
where h¯t = 1M
∑M
j=1 h
( j)
t and h
( j)
t is the j-th sample of log-
volatility ht . It can be found that the volatility clustering is ob-
vious in both figures. The jump component in the log-volatility
ht provides a persistent factor and therefore the σ in SVCMJ
model is a little smaller than the one in the SVMJ. Figure 5
plots the jumps times and jump sizes for SVMJ according to
Jump T imes : N¯t = 1M
M∑
j=1
N ( j)t
Jump Sizes : N¯t ξ¯t = 1M
M∑
j=1
N ( j)t
1
M
M∑
j=1
ξ
( j)
t ,
where N ( j)t , ξ
( j)
t are the j-th samples for Nt , ξt , respectively.
Figure 6 plots the estimated jump times and jump sizes for
SVCMJ, whose calculation are similar to SVMJ. The results
show that the jump times and jumps size are different between
both models. There are 574 times of jumps in SVMJ model
but only 491 times in the context of SVCMJ model. Hence the
estimates of λ are similar between both models.
The estimated jump-times of SVCMJ model are quite dif-
ferent from SVMJ model. However, on the days when the
government implemented significant policy, there were both
large jumps in the SVMJ and SVCMJ. On May 21, 1992,
due to the stock prices were allowed to fluctuate according
to market demand, the demand drove the level of SCI to surge
from 616.99 to 1266.49, which caused the return to change
1420 X.-B. Liu and Y. Li
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Figure 2. Sampler of φ for Shanghai Composite Index in the framework of SVMJ. The upper three figures are the histogram of φ in each
prior situation. The other three figures are the samples against the iteration.
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Figure 3. Sampler for Shanghai Composite Index under the SVCMJ model. The upper three figures are the histogram of φ in each prior
situation. The other three figures are the samples against the iteration.
Table 6. The statistics of φ with different priors for SVMJ.
φ(1) = 20.5, φ(2) = 1.5 φ(1) = 10.5, φ(2) = 1.5 φ(1) = 1, φ(2) = 1
φ¯ 0.9641 0.9639 0.9642
ST Eφ¯ 0.0054 0.0054 0.0054
Table 7. The statistics of φ with different priors for SVCMJ.
φ(1) = 20.5, φ(2) = 1.5 φ(1) = 10.5, φ(2) = 1.5 φ(1) = 1, φ(2) = 1
φ¯ 0.9649 0.9647 0.9648
ST Eφ¯ 0.0052 0.0054 0.0053
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Table 8. The posterior mean and STE of parameters.
SVMJ SVCMJ
Mean STE Mean STE
μ −10.0827 0.1249 −10.1135 0.1243
σ 0.3190 0.0197 0.3080 0.0188
μJ 0.2872 2.0318 0.2437 2.8783
σJ 2.1378 0.5279 2.0482 0.4967
λ 5.8995 × 10−4 3.4055 × 10−4 8.2053 × 10−4 4.2327 × 10−4
ρJ – – −0.0269 1.3603
μv – – 1.2875 0.4280
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Figure 4. The Spot Volatility of SVMJ and SVCMJ for SCI.
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Figure 5. Estimated jump times and sizes for the SVMJ for SCI.
from 1.32% to 31.21%. So in both models the jump probability
on this day is 100 percent and the jump sizes on returns are
larger than 30 percent. Moreover, on May 18, 1995, the Chinese
treasure bond was stopped, which stimulated the level of SCI
jump from 582 to 763. Hence, there were significant jumps
on both SVMJ and SVCMJ model. In the end, on June 24,
2002, when the government decided to reduce the state-owned
holding shares, jumps exhibited and had a significant effect on
returns in both models. All the facts above indicate that both
model can explain the reality very well.
Although the jumps are quite different between the models,
the persistence in the volatility equations estimated in both
model are very close and both less than unit, see tables 6 and 7.
Figure 7 plots the QQplots for SVMJ and SVCMJ. The errors
for SVMJ are calculated according to
eˆt =
(
rt − N¯t ξ¯t
)
exp
(
−1
2
h¯t
)
,
where N¯t , ξ¯t , h¯t are defined above. The errors of SVCMJ are
easy to be gained in the same way. From the figures, The errors
approximately follow a normal distribution.
In this section, Bayes factor is calculated using the method
given in section 3 and the unit-root problems are tested in the
framework of both SVMJ and SVCMJ model. The MCMC
procedure is run only for the stationary model in both sit-
uations. The Bayes factor for both types of models with
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Figure 6. Estimated jump times and sizes for the SVCMJ for SCI.
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Figure 7. QQplots of the residuals for each of the models.
Table 9. The logarithmic values of Bayes factor log B F01 with
various hyperparameters for φ in SVMJ and SVCMJ.
SVMJ SVCMJ(
φ(1) = 20.5, φ(2) = 1.5
)
−38.1280 −37.7710(
φ(1) = 10.5, φ(2) = 1.5
)
−38.2201 −38.7691(
φ(1) = 1, φ(2) = 1
)
−37.8621 −38.1999
different hyperparameters for φ are computed and listed in
table 9. The Bayes factors calculated in all situations strongly
support the fact that the unit root hypothesis is rejected. There-
fore, the volatility process of the Shanghai Composite Index
are stationary in both contexts. Thus, with the same results with
estimation, we can conclude that the log-volatility doesn’t have
a long-run unit root persistence in this market.
6. Conclusion
The main purpose of this paper is to develop a Bayesian unit
root testing approach to check for unit root volatility persis-
tence in the framework of SVMJ and SVCMJ. The unit-root
testing problem here is treated as a model selection under a
Bayesian framework. The method implemented in this pa-
per avoids the computation of the marginal likelihood and
provides an efficient way for estimating the Bayes factor for
unit root testing. Simulation studies are used to check the
reliability of the developed method. The return data of
Shanghai Composite Index are used for empirical illustration.
Under the specification of SVMJ and SVCMJ, the results of
the Bayes factor both indicate that the unit root volatility per-
sistence does not exist in this market. The stationary volatil-
ity persistence gives many meaningful indications for asset
allocation and the return process of the Shanghai Composite
Index.
Moreover, it is known that the Bayes factor suffers from the
well-known Jeffrey-Lindley’s paradox. This is an important
Bayesian testing volatility persistence with jumps 1423
problem to the Bayesian literature. There are some papers such
as Li and Yu (2012), Li et al. (2014) and Li et al. (2012),
etc, which tried to find some alternative approaches to replace
the Bayes factor for hypothesis testing and model compari-
son. However, these new approaches still have some problems
remaining, for example, the choice of threshold values. This is
the important reason why we still adopt the Bayes factor for
checking unit root volatility persistence for SV with different
jump specifications. Thus, as to the unit root testing problem,
the empirical comparison between the Bayes factor and these
new approaches may be regarded as future topics to study.
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Appendix A. The detailed procedure of MCMC method
A.1. The prior distributions of model parameters
In this section, the priors for all the parameters are introduced. Since
only the MCMC algorithm for the stationary model is run, all the
priors and posteriors are considered for the stationary models. Most
of them are adopted from Kim et al. (1998) and Eraker et al. (2003).
• Priors for parameters to SVMJ
According to Kim et al. (1998), the priors for μ and σ are μ ∼
N (0, 10000) and σ 2 ∼ I G (2, 0.025). For φ, denote φ∗ =
2φ − 1 and φ∗ ∼ Beta
(
φ(1), φ(2)
)
. The φ(1) and φ(2) are
set to be 20.5 and 1.5, respectively. In the prior analysis section,
other values are set. The priors for other parameters are μJ ∼
N (0, 100), σ 2J ∼ I G (5, 20) and λ ∼ Beta (2, 20).• Priors for parameters to SVCMJ
The common parameters between the SVMJ and SVCMJ have
the same priors. The priors of the left parameters are μv ∼
I G (10, 10) and ρJ ∼ N (0, 4). They are all the same as Eraker
et al. (2003).
Those parameters are used in previous sections and are rather
uninformative. In practice, the impact of the priors is dominated by
the likelihood information as the sample size increases. The results
of φ are robust to different choice of priors, which can be seen in the
section of prior-posterior analysis.
A.2. The posteriors for SVMJ
The detailed description of the posterior distribution of model
parameters and laten variables for SVMJ is given.
• Posterior for μ. The posterior of μ follows a normal distribu-
tion
μ|· ∼ N
(
A
B
,
1
B
)
,
where A = 1
σ 2
{∑T
t=2 (1 − φ) Wt + W1
(
1 − φ2
)}
+ ab2 ,
Wt = ht − φht−1 s.t. t  2,W1 = h1,B = 1σ 2{
(T − 1) (1 − φ)2 +
(
1 − φ2
)}
+ 1b2 , a and b are the hy-
perparameters for the prior of μ and a = 0, b = 100.
• Posterior for σ 2. The posterior of σ 2 is a inverse gamma
distribution
σ 2|· ∼ I G
(
T
2
+ a, 1
2
( T∑
t=2
(
ht − μ − φ
(
ht−1 − μ
))2
+
(
1 − φ2
)
(h1 − μ)2
)
+ b
)
where the hyperparameters a = 2.5 and b = 0.025.
• Posterior of φ. According to Kim et al. (1998), the prior here
chosen is the Beta
(
φ(1), φ(2)
)
for φ∗ where φ∗ = 2φ − 1.
Here a accept-rejection method is adopted to draw φ from the
posterior distribution. The proposed distribution is N
(
φˆ, Vφ
)
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where φˆ =
∑T −1
t=1 (ht+1−μ)(ht−μ)∑T −1
t=1 (ht−μ)2
, Vφ = σ 2∑T −1
t=1 (ht−μ)2
. In the
i-th step, draw φ′ ∼ N
(
φˆ, Vφ
)
and u ∼ U (0, 1), if u <
exp
(
g
(
φ
′)− g (φ(i−1))) where g (φ) = logπ (φ) −
(h1−μ)2
(
1−φ2)
2σ 2 +
log
(
1−φ2)
2 andπ (φ) is the prior distribution,
then φ(i) = φ′ , else φ(i) = φ(i−1). In this paper, three
pairs of hyperparameters (φ(1) = 20.5, φ(2) = 1.5), (φ(1) =
10.5, φ(2) = 1.5) and (φ(1) = 1, φ(2) = 1) are used.
• Posterior for μJ . The posterior for μJ is a normal distribution
N
(
A
B ,
1
B
)
where B =
∑T
t=1 Nt
σ 2J
+ 1b2 ,A =
∑T
t=1 Nt ξt
σ 2J
+ ab2 .
where a = 0 and b = 10.
• Posterior for σ 2J . The posterior for σ 2J is an inverse gamma
distribution
σ 2J |· ∼ I G
⎛
⎝∑Tt=1 Nt
2
+ a, 1
2
T∑
t=1
(Nt ξt − μJ )2 + b
⎞
⎠ .
where a = 5 and b = 20.
• Posterior for λ. The posterior for λ follows a Beta distribution
λ|· ∼ Beta
⎛
⎝ T∑
t=1
Nt + a, T −
T∑
t=1
Nt + b
⎞
⎠ ,
where a and b are the parameters for the prior of λ and are
equal to 2 and 40, respectively.
• Posterior for ξ . The sampler of the whole ξ is divided into
two parts. They are ξ(1) = {t = 1, 2, . . . , T, s.t. Nt = 1},
and ξ(0) = {t = 1, 2, . . . , T, s.t. Nt = 0}.
For each of ξ(1), ξ(1)t can be drawn from a normal distribution.
ξ
(1)
t |· ∼ N
(
A
B
,
1
B
)
,
where B = exp (−ht ) + 1
σ 2J
, A = exp (−ht ) rt + μJ
σ 2J
.
For each of the ξ(0), ξ (0)t follows a normal distribution.
ξ
(0)
t |· ∼ N
(
μJ , σ
2
J
)
.
• Posterior for N . For each time t , the posterior of Nt fol-
lows a Bernoulli distribution, Nt |· ∼ Bern
(
k1
k1+k0
)
where
k1 = λexp
(
− 12 exp (−ht ) (rt − ξt )2
)
and k0 = (1 − λ)
exp
(
− 12r2t exp (−ht )
)
.
• Posterior for h. The method adopted here is mentioned in
Kim et al. (1998), whose original version was proposed by
Jacquier et al. (1994). For ht , the likelihood function is
p(ht |h−t , r, μ, φ, σ, N , ξ)
∝ f (rt |ht , Nt , ξt ) f (ht |h−t , μ, φ, ση)
∝ exp
(
−ht
2
)
exp
(
− (rt − Nt ξt )
2 exp(−ht )
2
)
×exp
(
− 1
2υ2
(
ht − h∗t
)2)
,
where h∗t = μ + φ[(ht−1−μ)+(ht+1−μ)]1+φ2 , ν2 =
σ 2η
1+φ2 .
Based on the second part of the right of the equation, we can
get that
log [ f (rt |ht , Nt , ξt )] = −ht2 −
(rt − Nt ξt )2
2
exp (−ht ) + const
≤ −ht
2
− (rt − Nt ξt )
2
2
[
exp
(−h∗t )
× (1 + h∗t )− ht exp (−h∗t ) ]+ const
= log [g∗ (rt |ht , h∗t , Nt , ξt )]
This is apparent from that the exp(−ht ) is convex, which
means that exp (−ht ) ≥
(
ht − h∗t
) [exp (−ht )]′ |ht=h∗t +
exp
(−h∗t ).
Hence, let fN denotes the normal density function, then,
f (ht |h−t , μ, φ, ση) f (rt |ht , Nt , ξt )
≤ fN
(
ht |h∗t , ν2
)
g∗
(
rt |ht , h∗t , Nt , ξt
)
The terms on the right-hand side can be combined and shown
to be proportional to normal density fN
(
ht |μt , ν2
)
, where
μt = h∗t +
ν2
2
(
(rt − Nt ξt )2 exp
(−h∗t )− 1) .
Afterwards, a Metropolis-Hastings step is used. In the j-th
step,
(1) Generate x ∼ N
(
μt , ν
2
)
and u ∼ U (0, 1);
(2) Let
α = min
{
1,
fN
(
x;h∗t ,ν2t
) fN(yt ;N ( j)t ξ ( j)t ,exp(x))
fN
(
h( j−1)t ;h∗t ,ν2t
)
fN
(
yt ;N ( j)t ξ ( j)t ,exp
(
h( j−1)t
))
× fN
(
h( j−1)t ;μt ,ν2t
)
fN
(
x;μt ,ν2t
)
}
(3) If U < α, h( j)t = x , else, h( j)t = h( j−1)t .
A.3. MCMC procedure for SVCMJ
The parameters shared by both SVMJ and SVCMJ have similiar
posterior distribution. They can be obtained with some modification.
• Posterior for μ. The posterior of μ follows a normal distribu-
tion
μ|· ∼ N
(
A
B
,
1
B
)
,
where A = 1
σ 2
{∑T
t=2 (1 − φ) Wt + W1
(
1 − φ2
)}
+ ab2 ,
Wt = ht − φht−1 − Nt ξht , s.t. t  2,W1 = h1 − Nt ξh1 ,
B = 1
σ 2
{
(T − 1) (1 − φ)2 +
(
1 − φ2
)}
+ 1b2 , a and b are
the hyperparameters for the prior of μ and a = 0, b = 100.
• Posterior for σ 2. The posterior of σ is a inverse gamma dis-
tribution
σ 2|· ∼ I G
(
T
2
+ a, 1
2
T∑
t=2
(
ht − μ − φ (ht−1 − μ) − Ntξht
)2
+ 1
2
(
1 − φ2
) (
h1 − μ − N1ξh1
)2 + b)
where the hyperparameters a = 2.5 and b = 0.025.
• Posterior of φ. According to Kim et al. (1998), the prior
here chosen is the Beta
(
φ(1), φ(2)
)
for φ∗ where φ∗ =
2φ − 1. Here a accept-rejection method is adopted to draw
φ from the posterior distribution. The proposed distribution
is N
(
φˆ, Vφ
)
where φˆ =
∑T −1
t=1
(
ht+1−μ−Nt+1ξht+1
)
(ht −μ)∑T −1
t=1 (ht−μ)2
,
Vφ = σ 2∑T −1
t=1 (ht−μ)2
. In the i-th step, draw φ′ ∼ N
(
φˆ, Vφ
)
and u ∼ U (0, 1), if u < exp
(
g
(
φ
′)− g (φ(i−1))) where
g (φ) = logπ (φ) −
(
h1−μ−N1ξh1
)2(1−φ2)
2σ 2 +
log
(
1−φ2)
2 and
π (φ) is the prior distribution, then φ(i) = φ′ , else φ(i) =
φ(i−1). We use three pairs of hyperparameters (φ(1) = 20.5,
φ(2) = 1.5), (φ(1) = 10.5, φ(2) = 1.5) and (φ(1) = 1,
φ(2) = 1) in this article.
• Posterior for μJ . The posterior for μJ is a normal distribution
N
(
A
B ,
1
B
)
where B =
∑T
t=1 Nt
σ 2J
+ 1b2 , A =
∑T
t=1 Nt
(
ξ rt −ρJ ξht
)
σ 2J+ ab2 , where a = 0 and b = 10.
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• Posterior for σ 2J . The posterior for σ 2J is an inverse gamma
distribution
σ 2J |· ∼ I G
(∑T
t=1 Nt
2
+ a, 1
2
T∑
t=1
Nt ×
(
ξt − μJ − ρJ ξht
)2 + b)
where a = 5 and b = 20.
• Posterior for ρJ . The posterior for ρJ follows a normal distri-
bution N
(
A
B ,
1
B
)
where B =
∑T
t=1
(
Nt ξht
)2
σ 2J
+ 1b2 , A =∑T
t=1 ξht (ξ rt −μJ )
σ 2J
+ ab2 , where a = 0 and b = 2.
• Posterior for λ. The posterior for λ follows a Beta distribution
λ|· ∼ Beta
⎛
⎝ T∑
t=1
Nt + a, T −
T∑
t=1
Nt + b
⎞
⎠ ,
where a and b are the parameters for the prior of λ and are
equal to 2 and 40, respectively.
• Posterior for μv . The posterior of μv follows a inverse gamma
distribution
μv |· ∼ I G
⎛
⎝ T∑
t=1
Nt + a,
T∑
t=1
Nt ξht + b
⎞
⎠
where a = 10 and b = 10.
• Posterior for ξr , ξh . The sampler of the whole ξh , ξr is
divided into two parts. They are ξr(1) = {t = 1, 2, . . . , T,
s.t. Nt = 1}, ξh(1) = {t = 1, 2, . . . , T, s.t. Nt = 1}, and
ξh(0) = {t = 1, 2, . . . , T, s.t. Nt = 0}, ξh(0) = {t = 1, 2,
. . . , T, s.t. Nt = 0}.
For each of ξr(1) and ξh(1), ξh(1)t ,ξ
r(1)
t can be drawn from
a truncated normal distribution and a normal distribution,
respectively.
ξ
h(1)
t |· ∼ N
(
A1
B1
,
1
B1
)
I{
ξht 0
},
ξ
r(1)
t |ξh(1)t , · ∼ N
(
A2
B2
,
1
B2
)
where B1 = ρ
2
J
σ 2J
+ 1
σ 2
− ρ
2
J
σ 4J B2
, A1 = Stσ 2 −
μJ ρJ
σ 2J
− 1μv +
ρJ
σ 2J B2
(
exp (−ht ) rt + μJ
σ 2J
)
, B2 = exp (−ht ) + 1
σ 2J
, St =
ht − μ − φ
(
ht−1 − μ
)
, A2 = exp (−ht ) rt + μJ +ρJ ξ
h
t
σ 2J
.
For each of the ξh(0) and ξr(0), ξh(0)t , ξ
r(0)
t follows a expo-
nential distribution and normal distribution, respectively.
ξ
h(0)
t |· ∼ Exp (μv) , ξ (0)t |· ∼ N
(
μJ + ρJ ξh(0)t , σ 2J
)
.
• Posterior for N . For each time t , the posterior of Nt follows
a Bernoulli distribution,
Nt |· ∼ Bern
(
k1
k1 + k0
)
where k1 = λexp
(
− 12 ht
)
exp
(
− 12 exp (−ht ) (rt − ξt )2
)
exp
(
− 12σ 2
(
Wt − ξht
)2)
, and k0 = (1 − λ)
exp
(
− 12 exp (−ht ) r2t
)
exp
(
− 12 ht
)
exp
(
− 12σ 2 W 2t
)
,
Wt = ht − μ − φ
(
ht−1 − μ
)
.
• Posterior for h. Posterior for h. The algorithm for h is the
similar to the one for SVMJ with the following modification
h∗t = μ +
φ
[(
ht−1 − μ
)+ (ht+1 − μ − Nt+1ξht+1)]
1 + φ2
+ Nt−1ξ
h
t−1
1 + φ2 .
Appendix B. The formulas of Bayes factor calculation
B.1. Bayes factor for SVMJ
Let M0 represent the model with null hypothesis (i.e. φ = 1) and M1
denote the alternative one (i.e. |φ| < 1). Then the unit root problem
can be transfered into the following model comparison
M0 : φ = 1 vs M1 : |φ| < 1.
The 0 is the sample space of θ0 and corresponding jump components
for M0. Similarly, the 1 is the sample space for M1. Let θ0 =
(μ, σ, μJ , σJ , λ), θ1 = (μ, φ, σ, μJ , σJ , λ). The Bayes factor can
be calculated as
B F01 = π (r |M0)
π (r |M1)
=
∫
0
⋃
h
π (θ0|M0) π (r, h|θ0, M0)
π (r |M1) dθ0dh
=
∫
0
⋃
h
⋃
φ
π (θ0|M0) π (r, h, N , ξ |θ0, M0)
π (r |M1)
× ω (φ|θ0) dφdθ0dhd Ndξ
=
∫
0
⋃
h
⋃
φ
π (θ0|M0) π (r, h, N , ξ |θ0, M0) ω (φ|θ0)
× 1
π (r |M1)dφdθ0dhd Ndξ
=
∫
1
⋃
h
π (θ0|M0) π (r, h, N , ξ |θ0, M0) ω (φ|θ0)
π (h, θ1, N , ξ |r, M1)
× π (h, θ1, N , ξ |r, M1)
× 1
π (r |M1)dφdθ1dhd Ndξ
=
∫
1
⋃
h
π (θ0|M0) π (r, h, N , ξ |θ0, M0) ω (φ|θ0)
π (h, θ1, N , ξ |r, M1)
× π (h, θ1, N , ξ |r, M1)
× π (h, θ1, N , ξ |r, M1)
π (h, θ1, r, N , ξ |M1)dθ1dhd Ndξ
=
∫
1
⋃
h
π (θ0|M0) π (r, h, N , ξ |θ0, M0) ω (φ|θ0)
π (r, h, N , ξ |θ1, M1) π (θ1|M1)
× π (h, θ1, N , ξ |r, M1) dθ1dhd Ndξ
where ω (φ|θ0) is an arbitrary weight function of φ and it satisfies∫
ω (φ|θ0) dφ = 1.
In this framework, this weight function is the prior distribution of
φ, that is π (θ0|M0) ω (φ|θ0) = π (θ1|M1), hence,
B F01 =
∫
1
⋃
h
π (θ0|M0) π (r, h, N , ξ |θ0, M0) ω (φ|θ0)
π (r, h, N , ξ |θ1, M1) π (θ1|M1)
× π (h, θ1, N , ξ |r, M1) dθ1dhd Ndξ
=
∫
1
⋃
h
π (r, h, N , ξ |θ0, M0)
π (r, h, N , ξ |θ1, M1)π (h, θ1 N , ξ |r, M1)
× dθ1dθ1dhd Ndξ
= Eh,θ1,N ,ξ |r,M1
{
π (r, h, N , ξ |θ0, M0)
π (r, h, N , ξ |θ1, M1)
}
The MCMC algorithm provides the approximated samples from the
posterior joint distribution, which can be used to compute the Bayes
factor based on aboved equation. Let
{
h( j), N ( j), ξ ( j), θ( j)1
}M
j=1 be
the draws generated by MCMC technique after burn-in. The Bayes
factor can be approximated by:
Bˆ F01 = 1M
M∑
j=1
π
(
r, h( j), N ( j), ξ ( j)|θ0, M0
)
π
(
r, h( j), N ( j), ξ ( j)|θ1, M1
)
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Through simplification, the ultimate approximation of Bayes factor
is
Bˆ F01 = 1M
M∑
j=1
exp
(
S j
)
where
S j = − 1
2
(
σ ( j)
)2
T∑
t=2
(
1 − φ( j)
) (
μ( j) − h( j)t−1
)
×
(
2h( j)t − h( j)t−1
(
1 + φ( j)
)
− μ( j)
(
1 − φ( j)
))
B.2. Bayes factor for SVCMJ
In the framework of SVCMJ, the unit-root problem is also treated
as a selection of two competing models. Similar to the computation
of SVMJ model, let M0 denote the model with united root and M1
denote the stationary one. Let θ0 = (μ, σ, μJ , σJ , λ, μv, ρJ ), θ1 =
(μ, φ, σ, μJ , σJ , λ, μv, ρJ ). 0 is the sample space of θ0 and the
corresponding jump components for M0. And similarly, 1 is the
sample space for M1. Then the Bayes factor for the comparison of
SVCMJ model can be obtain in the following.
B F01 = π (r |M0)
π (r |M1)
=
∫
1
⋃
h
π (θ0|M0) π
(
r, h, N , ξr , ξh |θ0, M0
)
ω (φ|θ0)
π
(
r, h, N , ξr , ξh |θ1, M1
)
π (θ1|M1)
× π
(
h, θ1, N , ξr , ξh |r, M1
)
dθ1dhd Ndξr dξh
=
∫
1
⋃
h
π
(
r, h, N , ξr , ξh |θ0, M0
)
π
(
r, h, N , ξr , ξh |θ1, M1
)
× π
(
h, θ1 N , ξr , ξh |r, M1
)
dθ1dhd Ndξr dξh
= Eh,θ1,N ,ξ r ,ξh |r,M1
⎧⎨
⎩
π
(
r, h, N , ξr , ξh |θ0, M0
)
π
(
r, h, N , ξr , ξh |θ1, M1
)
⎫⎬
⎭
Hence, using the samples of MCMC
{
h( j), ξr( j), N ( j), ξh( j), θ( j)1
}M
j=1,
the Bayes factor can be approximated by
Bˆ F01 = 1M
M∑
j=1
π
(
r, h( j), N ( j), ξr( j), ξh( j)|θ0, M0
)
π
(
r, h( j), N ( j), ξr( j), ξh( j)|θ1, M1
) .
After the simplification, Bayes factor can be calculated through
Bˆ F01 = 1M
M∑
j=1
exp
(
S j
)
where
S j = − 1
2
(
σ ( j)
)2
T∑
t=2
(
1 − φ( j)
) (
μ( j) − h( j)t−1
)
×
(
2
(
h( j)t − N ( j)t ξh( j)t
)
− h( j)t−1
(
1 + φ( j)
)
− μ( j)
(
1 − φ( j)
))
.
