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Abstract
We present a new deep supervised learning method for
intrinsic decomposition of a single image into its albedo
and shading components. Our contributions are based on
a new fully convolutional neural network that estimates ab-
solute albedo and shading jointly. Our solution relies on
a single end-to-end deep sequence of residual blocks and a
perceptually-motivated metric formed by two adversarially
trained discriminators.
As opposed to classical intrinsic image decomposition
work, it is fully data-driven, hence does not require any
physical priors like shading smoothness or albedo sparsity,
nor does it rely on geometric information such as depth.
Compared to recent deep learning techniques, we simplify
the architecture, making it easier to build and train, and
constrain it to generate a valid and reversible decomposi-
tion. We rediscuss and augment the set of quantitative met-
rics so as to account for the more challenging recovery of
non scale-invariant quantities.
We train and demonstrate our architecture on the pub-
licly available MPI Sintel dataset and its intrinsic image
decomposition, show attenuated overfitting issues and dis-
cuss generalizability to other data. Results show that our
work outperforms the state of the art deep algorithms both
on the qualitative and quantitative aspect.
1. Introduction
The image formation process is a complex phenomenon
of light entering a scene, being transformed and reaching
an observer. Barrow and Tenenbaum [2] define it as a mix-
ture of the intrinsic scene characteristics like range, orien-
tation, reflectance and illumination. Being able to reverse
the process by decomposing an image into intrinsic com-
ponents is a useful pre-process for many computer vision
and graphics tasks. We use deep learning to tackle the task
of intrinsic image decomposition, which aims at splitting
an image composed of diffuse materials into the per-pixel
product of diffuse albedo A (i.e., base color) and shading
Figure 1: Intrinsic image decomposition separates I in a
pixel-wise product of albedo A and shading S, here using
our contribution. Albedo represents the base colors of the
objects while shading includes all lighting-induced effects.
S such that: I = A · S (see Fig. 1). Albedo is a lighting-
invariant quantity, while shading gives important cues on
the light environment and object geometry and material. In
computer graphics, intrinsic decomposition is at the base
of shadow removal, and scene relighting or recoloring [5],
which are all essential in augmented reality. Typical vision
tasks (e.g., shape from shading, 3D reconstruction, depth
or normal estimation) benefit from a shading-only image,
while segmentation conversely is mainly interested in the
albedo image.
For many of these tasks, it is essential that the predicted
decomposition is accurate. This is a hard task due to the in-
herent ambiguity on scale, influenced by unknown exposure
at capture time. Therefore, the state of the art methods pre-
dict two quantitiesA and S regardless of scale, and both are
separately evaluated on scale-invariant metrics [24]. The
output thus requires manual tuning of scale before being
usable, and there is no guarantee on energy preservation:
I 6= A · S . Finally, despite an elaborated multi-scale con-
volutional neural network (CNN) architecture that requires
substantial training effort, qualitative results show improve-
ment potential.
We argue that i) predictions should be energy-
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preserving, and ii) A has a unique absolute value (defined
by physical properties) we should aim at. In this context,
we propose a deep generative CNN that predicts albedo and
shading jointly with increased accuracy and ensuring en-
ergy preservation by design, along with new scale-sensitive
evaluation metrics.
We design our network based on three key observations.
First, we conjecture that predicting A and S separately re-
quires additional training effort and is prone to inconsisten-
cies that violate I = A·S , hence we learn them fully jointly
and interdependently. Second, I is a good initial guess for
both A and S. Hence, inspired by residual networks [14],
we learn a deviation from the input rather than from zero.
Third, state of the art results show typical generative CNN
artifacts like blur, color bleeding and contrast oscillations.
We think they can be avoided by using a loss function in the
form of a discriminator network [11]. We leverage these
observations into the following contributions:
• a powerful residual generative adversarial network
(GAN) for fully joint learning of A and S,
• new stricter quantitative metrics that incorporate con-
sistency and scale, and that we discuss and motivate,
• a new state of the art in intrinsic image decomposition,
outperforming previous work qualitatively and quan-
titatively on dense ground truth data, both on scale-
invariant –and sensitive metrics.
Data and code will be made available upon publication.
2. Related Work
Intrinsic decomposition. The image formation process
can be defined as the pixel-wise product of the albedo A
defining a surface’s base color, and the shading S defining
the captured influence of light reflection and shadowing on
each pixel: I = A · S (see Fig. 1). Intrinsic decomposi-
tion is the process of estimating A and S from I: see [1]
for a comprehensive recent review. This is a hard ill-posed
problem as it is highly underdetermined and requires strong
and accurate priors to extract valid solutions. Hence, prior
work focuses on adding constraints to produce a determin-
istic plausible solution.
In the single-image case, prior statistics on both A
and S [1, 15, 22, 26] and/or manual user intervention [6, 23]
is used. Priors are typically the retinex assumptions [20]:
slow variation (i.e., smoothness) of S, which correlates with
the normals in the scene, and piecewise-constancy of A,
which is generally unique per object or pattern in the scene.
This works well in a Mondrian world [8], but fails on com-
plex or natural scenes. Bell et al. [3] complements the pri-
ors by deducing an albedo palette from user annotations and
optimize a decomposition using conditional random fields.
Depth cues in the form of a 3D proxy or depth maps im-
pose important local constraints on reflectance thus shad-
ing [21, 8]. However, depth either has to be measured
alongside the image (e.g., with a depth sensor) or deduced
from multiple images with varying lighting [9] or view-
points [13, 19]. Non-explicit depth can also be exploited
by sophisticated reasoning on the variation in pixel color
with varying lighting [18]. Conversely, we take the image
as only input.
The availability of larger datasets (see below) allowed
deep learning techniques to be applied on the single-view
case. Narihira et al. [24] propose a multi-scale CNN archi-
tecture composed of two branches so as to treat both global
features and local details. These branches are merged into a
single one, which is later split again to predictA and S sep-
arately. The resulting A and S are scale-invariant and not
consistent: it violates I = A·S. This can cause problems to
several applications, like normal estimation or shape from
shading, and may require prior manual correction. Zhou et
al. [27] augment the retinex priors by (deep) learning from
crowd-sourced sparse annotations, and inject the result into
a CRF that predicts A and S. Similarly to [3], qualitative
and quantitative results w.r.t. the sparse annotations (i.e., the
WHDR metric) are good, but none are given w.r.t. dense
annotations. We also propose a CNN, with some major
changes that guarantee energy preserving consistent predic-
tions that outperform the state of the art on dense ground
truth (GT) data.
Deep learning. The training of CNN has greatly bene-
fited from several architectural advancements we will take
advantage of. Residual networks (ResNet) estimate the
difference from the input instead of a full mapping from
scratch [14]. Because A (respectively S) and I have a lot
in common, we argue that this is beneficial to our problem.
Generative adversarial networks (GAN) append a dis-
criminator network to a generator network [11]. The role of
the former is to distinguish between an artificial output and
a GT (albedo or shading, in our case). It is jointly trained
with the generator, who tries to fool the discriminator by
producing indistinguishable outputs. In that sense, a dis-
criminator can be seen as a perceptual loss function. Ex-
ploiting this allows us to outperform prior works which suf-
fer from typical CNN artifacts like blurriness, color bleed-
ing and contrast oscillations.
Datasets. Data-driven approaches [18, 24, 27] learn pri-
ors during training, either explicitly or implicitly. GT
databases can be leveraged for that. However, acquiring GT
albedo and shading images in the real world is difficult: it
requires a precise controlled white and uniform light envi-
ronment, hence is not scalable.
The MIT intrinsic images dataset focuses on single (seg-
mented) objects [12]. Due to the small number of elements
in the dataset (i.e., 20 objects), training a CNN on the MIT
set alone would inevitably result in a low generalization ca-
pacity. Laffont et al. [18] similarly focus on a single syn-
thetic outdoor building under multiple viewpoints and light-
ing conditions. Conversely, Intrinsic images in the wild [3]
provide sparse relative user annotations on indoor scenes.
Finally, the Sintel short animation movie has been made
publicly available with its different rendering layers, includ-
ing albedo and shading [7]. It forms the only large dense GT
dataset, but is biased towards unnatural colors (e.g., blue
and gold colors and fluorescence). We train (section 4) and
evaluate (section 5.1) on it, and study generalizability to
other data domains in section 5.2.
3. Deep Intrinsic Decomposition
We decompose an image I(x) ∈ R3 into albedoA(x) ∈
R3 and shading S(x) ∈ R3 following
I(x) = A(x) · S(x) , (1)
where · denotes the element-wise product, and x a pixel
(that we will drop in all following notations). Note that
shading has 3 channels to allow for colored illumination.
The decomposition problem is ill-posed: many possibil-
ities for A and S respect the above equation, and the scale
of I depends on unknown acquisition parameters, like ex-
posure. Hence recent and deep learning methods predict
“scale-invariant” components, i.e., following I = αA · βS.
This requires a subsequent (often manual) optimization for
both α and β individually, which is prone to introduce dis-
tortion and inconsistencies. It is argued that some intrinsic
decomposition applications do not require absolute nor rel-
ative consistent A and S [12].
Conversely, we argue that energy preservation is impor-
tant to allow for a subsequent principled and joint normal-
ization of A and S, i.e., tuning α following I = αA · S/α.
We think A is defined by physical properties and should be
considered an absolute value that is invariant to illumination
changes and acquisition noise (i.e., illumination, sensor,
etc). The latter resides in S, which could be further decom-
posed into subsequent contributions, but is out of the scope
of this work. Our definition is beneficial for applications re-
lying on an illumination-invariant albedo, e.g., human face
reconstruction. So we target the respect of Eqn. (1).
In section 3.1, we present the CNN structure that, by con-
struction, allows us to predict consistent A and S respect-
ing Eqn. (1), including scale. In section 3.2, we present the
loss function we optimize for, including a perceptually mo-
tivated one.
3.1. Network architecture
Formally, we train a generative fully convolutional net-
work Nφ having parameters φ at predicting a coherent pair
(Aˆ, Sˆ) from an input image I such that
Nφ(I) = (Aˆ, Sˆ) . (2)
Figure 2: Global summary of the proposed GAN archi-
tecture. Element-wise division between shading and input
(magenta) is used to define resulting albedo. Hence consis-
tency is obtained by construction. The detailed architecture
of the CNN (cyan box) is detailed in Fig 3.
Consistent predictions. We impose the strict respect of
Eqn. (1) for our predictions: I = Aˆ · Sˆ. So we predict ei-
ther A or S, and deduce the other by inverting the element-
wise product of Eqn. (1). This is naturally implemented
in a CNN by incorporating an element-wise division of I
by the predicted S at the end of the convolution layers, as
illustrated in Fig. 2 by the magenta disc. This does not
hinder CNN training because both predicted elements can
be used in the loss function and even brings the advantage
that gradients are naturally fused and can safely be back-
propagated. Eqn. (1) is respected by construction, which
we believe to be important for further processing in several
applications.
In the remainder of this paper, we present our network
as first estimating S and deducing A by division as shown
in Fig. 2. Note that the inverse can be done without any ad-
ditional effort: we compare both variants in the supplemen-
tary material. Finally, we introduce the notations C (respec-
tively Cˆ), and the vocabulary “component”, which generi-
cally represent either A or S (respectively Aˆ or Sˆ). We use
it when the task is component-agnostic.
Residual learning. I and S (orA) have a lot in common,
hence the identity function is a good initial guess. However,
CNN are known to struggle when the solution is close to
the identity [14]. Residual networks have been proposed to
tackle this drawback of deep networks. We incorporate this
structure into our network to facilitate the estimation of S .
Fig. 3 describes the CNN branch (cyan box in Fig. 2) that
learns the mapping from I to S. We build it as a sequence
of residual blocks as proposed in [14]. A block is com-
posed of two convolution layers of 64 3 × 3 convolutions.
We use batch normalization [16] after every convolution as
a regularization for the network. They are followed by a
Rectified Linear unit (ReLu). An element-wise summation
with the input is done before the ReLu of the second con-
volution. 10 such blocks are then connected in sequence.
Finally, note that our generative network is fully convolu-
tional, hence it can process images of any size at test time.
Figure 3: The generative CNN (cyan box in Fig. 2) is com-
posed of 10 ResNet blocks in sequence. ResNet allows the
CNN to focus on residual learning.
3.2. Loss function
Let Igt, Agt and Sgt denote the GT image, albedo and
shading, respectively. Loosely speaking, the goal of the
learning task is to predict Aˆ and Sˆ “as close as possible”
to Agt and Sgt. Formally, we train the network parameters
φ to minimize a loss L composed of three terms represent-
ing a data loss, a data gradient loss and an adversarial loss:
L(Aˆ, Sˆ) =Ldata(Aˆ, Sˆ) + L∇(Aˆ, Sˆ)
+λLadv(Aˆ, Sˆ) .
(3)
Data loss. First and foremost, data loss ensures that pre-
dictions fit the GT data. As opposed to prior work [12, 24],
we want a measure sensitive to scale that imposes consis-
tent global intensity. Therefore, we define it as a L2 norm
over both the albedo and the shading:
Ldata(Aˆ, Sˆ) = ||Agt − Aˆ||2 + ||Sgt − Sˆ||2 . (4)
Gradient loss. Both albedo and shading present sharp
discontinuities which are essential, as well as smooth pla-
nar surfaces. To favor estimations that exhibit variations
consistent with these and avoid over-smoothing, we com-
plement the loss with a L2 norm over the gradient of both
albedo and shading:
L∇(Aˆ, Sˆ) = ||∇Agt −∇Aˆ||2 + ||∇Sgt −∇Sˆ||2 . (5)
We demonstrate its usefulness in the ablation study in the
supplementary material.
Adversarial loss. We observed that state of the art results
show typical generative CNN visual artifacts. Therefore we
introduce an adversarial loss for both A and S. This takes
the form of two binary classifier CNN, called “discrimina-
tors”, one per component: DA(A) andDS(S), respectively.
The discriminator’s objective is to distinguish between the
domain of generated versus GT data. The goal of the gener-
ator network then becomes to fool the discriminator so that
it cannot distinguish generated from GT images. Hence,
typical generative CNN artifacts are avoided.
Figure 4: The adversarial loss is defined by a continuously
trained discriminator network. It is a binary classifier that
differentiates between GT data and generated data predicted
by the generative network (Fig. 2).
Formally, we append the two discriminator networksDA
and DS after both predictions Aˆ and Sˆ, respectively (see
Fig. 2). The whole forms a GAN [11]. DA and DS are then
used to form a (deep) perceptually-motivated loss layer for
the generative network. The loss it defined by
Ladv(Aˆ, Sˆ) = − log(DA(Aˆ) · DS(Sˆ)) , (6)
which is low when DC cannot classify Cˆ to be a gener-
ated image. The discriminator is fixed during a generator
training iteration: it only serves as a perceptual measure.
Backpropagation through the discriminator enriches the er-
ror information by transforming it into a more expressive
representation guiding the learning. The drawback is that
its intensity might surpass other error information coming
from less deep locations, which requires the addition of a
weighting parameter λ in Eqn. (3). The architecture of the
discriminators follow standard classification architectures:
convolutions with strided MaxPooling precede a few fully-
connected layers predicting the probability (see Fig. 4).
The discriminator is trained using a binary classification
loss:
LDiscr(Cgt, Cˆ) = − log(DC(Cgt))− log(1−DC(Cˆ)) . (7)
We learn network parameters that maximize the likelihood
for GT samples and minimize it for generated ones [11].
4. Training & evaluation metrics
In this section, we discuss training data and details, as
well as metrics used to quantitatively evaluate our results.
4.1. Dataset
Sintel is an open-source short computer animation movie
that contains complex indoor and outdoor scenes. For re-
search purposes, it has been published in various formats,
among which its intrinsic shading and albedo layers, as the
“MPI Sintel dataset” [7]. It is available for 18 sequences,
17 of which are composed of 50 frames and one of 40, for a
total of 890. The albedo images have been rendered without
illumination. The shading images include illumination ef-
fects, and have been produced by rendering with a constant
gray albedo. Because of this creation process, the origi-
nal frames from Sintel and the given corresponding GT do
not respect Eqn. (1). We recompose the original frames as
I = Agt · Sgt to obtain consistent data with respect to the
GT. This forms a consistent dataset called the “ResynthSin-
tel” dataset used in our training and testing.
We use the two variants of training/testing splits as used
in [24]. The scene split assigns half of the movie’s scenes
to either set. The image split randomly assigns half of the
frames to either set. We use the latter for fair comparison to
related work, but advise against its use: consecutive frames
within a scene are very similar, so training on this split fa-
vors over-fitting networks. The scene split is more challeng-
ing and is the better evaluation: it requires more generaliza-
tion capacity.
During training, we used standard data augmentation
techniques by randomly cropping patches of size 250 ×
250 within the images after scaling by a random factor in
[0.8, 1.2], rotating by a random angle of maximum 15◦, and
using random horizontal mirroring with a likelihood of 0.5.
4.2. Evaluation
For quantitative evaluation, error metrics have to be cho-
sen. To be able to compare to related work [8, 12, 24], we
consider the metrics used before: two data-related metrics
(si-MSE and si-LMSE) and a perceptually motivated one
(DSSIM). However, because these metrics are insensitive
to scale, we additionally consider scale-sensitive measures.
We now present all measures in detail, and will show that
we outperform prior work on Sintel using all measures.
4.2.1 Scale-Invariant Metrics
si-MSE. Denoted MSE in previous work, we rename it
scale invariant mean squared error to avoid confusion:
si-MSE(Cˆ) = ||Cgt − αCˆ||2/N , (8)
where C ∈ {A,S}, α = argminα ||Cgt − αCˆ||2 and N is
the number of pixels in Cgt. Note that α is separately opti-
mized for Aˆ and Sˆ. Thus, any scale shift on either of them
has no influence on the error, and errors in scale correlation
between both predictions are not penalized either. Despite
the classical flaw of heavy outlier weighting [4], si-MSE is
a decent data-term, widely used in previous work and other
applications like single-view depth estimation [10].
si-LMSE. Denoted LMSE in previous work, we rename
it scale invariant local mean squared error:
si-LMSE(Cˆ) = 1
P
∑
Pˆ∈Cˆ
si-MSE(Pˆ) , (9)
where P is the number of patches and Pˆ is a square patch
taken from Cˆ of size 10% of its largest dimension. Patches
are regularly extracted on a grid so as to have a 50% overlap
between neighboring ones. Note that in this case, the scale
parameter α (see Eqn. (8)) is optimized for each patch indi-
vidually. This measure evaluates local structure similarity
and is thus finer-grained than the MSE.
DSSIM. The structural similarity image index [25] is a
perceptually-motivated measure that accounts for multiple
independent structural and luminance differences. It is here
transformed into a dissimilarity measure:
DSSIM(Cˆ) = (1− SSIM(Cˆ))/2 . (10)
4.2.2 Scale-Aware Metrics
We argue that albedo has a unique physical value, and that
the respect of Eqn. 1 is critical in many applications [5].
Hence, the pair (A,S) is unique. Here we design met-
rics that take these observations into account: we propose
two data-terms measuring deviation from a consistent joint
scale-dependent reconstruction.
MSE. The traditional scale-sensitive MSE measures our
overall goal: numerically get as close as possible to the GT:
MSE(Cˆ) = ||Cgt − Cˆ||2/N . (11)
rs-MSE. Second, we introduce the relative scale mean
squared error. As noted by [12], Eqn. (11) is “too strict
for most algorithms on our data”. While we acknowledge
that the ill-posed nature of intrinsic decomposition leads to
a scale ambiguity, we still think that Eqn. (1) should be pre-
served. Hence, we allow relative tuning between Aˆ and Sˆ,
using a unique scale parameter α:
rs-MSE(Aˆ, Sˆ) = min
α
(||Agt−αAˆ||2+||Sgt−Sˆ/α||2)/2N ,
(12)
This measures allows only relative scale optimization so
that the following relationship is preserved:
I = αA · S/α , (13)
hence is consistent with Eqn. (1). In other words: relative
consistent intensity variations are tolerated with this mea-
sure, while global intensity as well as structural information
must be preserved.
4.3. Training details
Our generative network is trained efficiently during 8K
iterations with batch size 5. Since the first estimations of the
generator network are poor, the adversarial training is not
Sintel si-MSE si-LMSE DSSIM
Image Split A S Avg A S Avg A S Avg
Baseline: Shading Constant 5.31 4.88 5.10 3.26 2.84 3.05 21.40 20.60 21.00
Baseline: Albedo Constant 3.69 3.78 3.74 2.40 3.03 2.72 22.80 18.70 20.75
Retinex [12] 6.06 7.27 6.67 3.66 4.19 3.93 22.70 24.00 23.35
Lee et al. [21] 4.63 5.07 4.85 2.24 1.92 2.08 19.90 17.70 18.80
Barron et al. [1] 4.20 4.36 4.28 2.98 2.64 2.81 21.00 20.60 20.80
Chen and Koltun [8] 3.07 2.77 2.92 1.85 1.90 1.88 19.60 16.50 18.05
DirectIntrinsics [24] 1.00 0.92 0.96 0.83 0.85 0.84 20.14 15.05 17.60
Our work 1.24 1.28 1.26 0.69 0.70 0.70 12.63 12.13 12.38
Table 1: Quantitative scale-invariant results (×100) after double cross-validation on the Sintel image split.
used during the 400 first iterations to improve training sta-
bility [11]. Afterwards, the discriminators are trained along-
side the generator in an iterative expectation-maximization-
like procedure: we iterate between 3 discriminator updates
with fixed generator, followed by 1 generator update with
fixed discriminator, for a total of around 24K discriminator
updates. We empirically found that λ = 10−4 is the most
efficient for our task. We use the ADAM [17] optimization
method with a learning rate starting at 10−4 and decreasing
to 10−6. Complete training took around 20 hours. Finally,
we followed the double cross-validation procedure to pro-
duce our results, which are the average of two evaluation
using networks trained on reciprocal testing and training
sets [24].
5. Results
In this section, we present qualitative and quantitative
comparisons to related work. First on the test data from the
dataset we train on (section 5.1). Second we study general-
ization to other data (section 5.2). Note that in our supple-
mentary material, we propose an ablation study measuring
the impact of each component of our architecture.
5.1. Training and evaluation on MPI Sintel
We first compare on the scale-invariant metrics and the
image split test images (Tab. 1 and Fig. 5) for which many
methods report results. “DirectIntrinsics” [24] (DI) and our
work are the only deep learning approaches evaluating on
dense GT data, and the only ones predicting solely from im-
ages, excluding depth. Numbers show that the deep learn-
ing approaches substantially outperform classical methods.
A striking improvement of our method w.r.t. DI is the sharp-
ness both in the spatial and color domain. This can be
seen on the albedo, where contours and especially the back-
ground is sharp.
Similarly, improved shading can be observed: the hair
of the main character is well approximated (Fig. 5, top
left frame) thanks to the consistency enforced by Eqn. (1).
This is confirmed by the strong improvement on the
DSSIM measure, which penalizes local structural errors:
our method corrects those by avoiding the typical genera-
tive CNN artifacts of blur, contrast oscillations and color
bleeding. This is also the cause of our improvement on the
si-LMSE measure, because our results are locally more con-
sistent. Finally, we show slightly worse numerical results on
the si-MSE metric on the image split data (Tab. 1). Recall
that this does not consider scale nor albedo-shading con-
sistency in its measure and that we optimize for the more
challenging scale-sensitive recovery.
The most important numerical results are on the chal-
lenging scene split case that requires better generalization
capabilities to be handled well. Tab. 2 shows our improve-
ment on all numerical results. The fact that the improve-
ment is more significant on the scene split case hints that our
method has better generalization capabilities than DI on the
domain of Sintel-like rendered animation movies. We refer
the interested reader to our supplementary video for more
results on the Sintel dataset: the latter shows strong tempo-
ral consistency which is a beneficial outcome of having a
fully convolutional (i.e., translation-invariant) architecture
and of learning absolute values for albedo and shading.
5.2. Inter-domain Generalization
Although we’ve shown that our trained model has an im-
proved intra-domain generalization capacity, this is no guar-
antee for inter-domain generalizability. Besides, Sintel is
biased towards unrealistic appearances (e.g., blue shading).
To study generalization capacity, we apply typical train-
ing dataset tricks, e.g., mixing two datasets for training and
evaluation of the trained model on test splits of both.
TheMIT dataset [12] proposes realistic intrinsic images’
decompositions into albedo and grayscale shading of 20 ob-
jects with 10 different illuminations. Due to the small size
and lack of variety, training a CNN on it is inappropriate.
Hence we mix it to Sintel and train on the union of both
training splits: 445 frames of Sintel scene split, and 100 im-
ages of MIT object split [24]. We denote the trained model
by “F (union)”. Tab. 3 shows how a single such trained
Figure 5: Qualitative results on the Sintel image split. Comparison to [21, 24] (top) and [8, 24] (bottom). Depth is not used
by our method nor [24]. Our results are sharper thus closer to the GT, albeit emphasizing shading errors in the albedo images.
Sintel si-MSE si-LMSE DSSIM MSE rs-MSE
Scene Split A S avg A S avg A S avg A S Avg
Evaluated on ResynthSintel
[24] 2.09 2.76 2.42 1.08 1.31 1.19 22.75 19.37 21.06 2.50 4.83 3.66 3.09
Ours 1.77 1.84 1.81 0.98 0.95 0.97 14.21 14.05 14.13 2.10 2.19 2.15 1.85
Reported in previous work
[24] 2.01 2.24 2.13 1.31 1.48 1.39 20.73 15.94 18.33 - - - -
Table 2: Qualitative results (×100) on the Sintel scene split. Top: comparison to [24] using their published pre-trained
network. Bottom: the reported values by [24], which were computed on a slightly differing Sintel dataset not respecting
Eqn. (1). We included it for fair comparison, as it shows a lower bound that could be approached after tuning to ResynthSintel.
si-MSE si-LMSE DSSIM MSE rs-MSE
Evaluated on ResynthSintel scene split
[24] 2.42 1.19 21.06 3.66 3.09
F (union) 2.41 1.24 16.65 2.80 2.45
F (50/50) 2.74 1.60 17.46 3.46 2.91
Evaluated on MIT object split
[24] 2.24 0.91 - - -
F (union) 1.70 0.80 22.90 2.31 1.78
F (50/50) 0.98 0.55 8.04 1.60 1.07
Table 3: Quantitative results (×100) of our model trained
on a mixed dataset and evaluated on the Sintel scene split
and MIT object split. We compare to [24]’s best networks
on either evaluations (top: trained on Sintel + GenMIT, bot-
tom: trained on their ResynthSintel + GenMIT).
model evaluates on both test scenario’s and compares to DI:
our method outperforms previous work on both test cases,
showing better adaptation capacity to larger image domains.
Balancing the mixing ratio in the dataset is also a widely
used tuning trick: we tested sampling among both datasets
with a likelihood of 50%, and denote the corresponding
trained model “F (50/50)”. In this case, our method’s re-
sults logically improve even more on the MIT dataset while
decreasing results on Sintel, albeit still improving over the
state of the art methods on the stringent MSE and rs-MSE
metrics. Such mixing can be further tuned at will with any
newly available densely annotated dataset.
Intrinsic Images in the Wild (IIW) is a large-scale re-
alistic dataset, but only comes with sparse and relative GT
annotations. The WHDR metric compares to these [3]. It is
thus not fit for training with our model, and it is hard to re-
port quantitative results when testing our Sintel-trained one:
like DI, we obtained a poor WHDR when evaluating on this
dataset due to its sparse nature (which does not measure
consistency of dense results).
Our method has not seen a real-world image at train time.
Nevertheless, Aˆ and Sˆ are decent on some examples while
showing typical Sintel biases (gold and blue shading), as
can be seen on the qualitative comparisons shown in Fig. 6
I [3] [27] Ours
Figure 6: Qualitative comparison of decomposing the I into
Aˆ and Sˆ, respectively, using [3], [27] and our method (from
left to right). Our method decomposes the door better, but
generates a yellowish shading.
and in supplementary material. In general, it shows a lack
of inter-domain generalization: our model is weakly suited
to the irregularities of real data that do not exist in Sintel.
Discussion. Real-world data includes effects induced by
optics and acquisition devices (e.g., white balancing), which
impacts S in our model, its scale in particular. Training on
these variations requires an improved dense training dataset
and additional experimentation studying suitability of scale-
aware metrics in this setting. We leave this for future work.
6. Conclusion
We presented a new architecture that learns single-image
intrinsic decomposition and produces consistent energy-
preserving results and scale-sensitive albedo. We argue
consistency makes it more usable for many applications,
and therefore discussed and proposed metrics to measure
it. Our contribution outperforms state-of-the-art methods
on dense decomposition benchmarks, and presents better
intra-domain generalization capabilities. By mixing train-
ing datasets, generalization is possible for small domain
shifts, but this excludes real-world data. This limitation is a
great inspiration for future work as currently the only exist-
ing GT is unrealistic (Sintel), small (MIT) or sparse (IIW).
Exploiting the power of deep learning for realistic decom-
position therefore requires domain shift techniques and/or
directly tackling the problem of dense intrinsic decomposi-
tion of real data.
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