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We address the problem of constructing accurate mathematical models of the dynamics of molec-
ular systems projected on a collective variable. To this aim we introduce an algorithm optimizing
the parameters of a standard or generalized Langevin equation until the latter reproduces in a faith-
ful way a set of molecular dynamics trajectories. In particular, using solvated proline dipeptide as
a test case, we report evidence that ∼100 short trajectories initiated at the top of a high barrier
encode all the information needed to reconstruct free energy, friction, and mass profiles, including
non-Markovian effects. The approach allows accessing the thermodynamics and kinetics of acti-
vated processes in a conceptually direct way, it employs only standard unbiased molecular dynamics
trajectories, and is competitive in computational cost with respect to existing enhanced sampling
methods. Furthermore, the systematic construction of Langevin models for different choices of col-
lective variables starting from the same initial data could help in reaction coordinate optimization.
The accurate characterization of rare events like phase
transitions, chemical reactions, or biomolecular confor-
mational changes is one of the primary aims of com-
puter simulation. The corresponding free energy bar-
riers can often be reconstructed by means of the many
available enhanced sampling techniques based on molec-
ular dynamics or Monte Carlo simulations [1]. The latter
calculations are computationally expensive; however, the
quantitative prediction of kinetic properties like transi-
tion rates is even more difficult, and it often rests on ap-
proximations – sometimes inadequate – like those of tran-
sition state theory, classical nucleation theory, Markovian
dynamics, etc. Algorithms addressing the kinetics or rare
events are comparatively less abundant and developed
than those for free-energy calculations, and they typi-
cally require the production of very extensive simulation
data sets [2].
From a theoretical viewpoint, the framework of free-
energy landscapes with barriers separating metastable
states, customarily invoked to interpret rare events, cor-
responds to the analysis of equilibrium probability dis-
tributions as a function of a small number of collec-
tive variables (CVs). This framework, in turn, is con-
tained in the framework of Langevin equations [3, 4], able
to approximate the equilibrium and out-of-equilibrium
(e.g., relaxation to equilibrium) dynamics of the high-
dimensional many-particle system projected on CVs,
yielding equilibrium probability distributions as a by-
product. When employing the optimal reaction coordi-
nate as CV, Langevin equations provide also the exact
mean first passage times (inverse of transition rates) and
mean transition path times: such optimal coordinate cor-
responds to the committor function, associating to any
configuration the probability to evolve towards products
before reaching reactants [5, 6].
The high-dimensional dynamics of many-particle sys-
tems projected on a CV x can be modeled by a non-
Markovian, generalized Langevin equation (GLE): [3, 7]
mx¨ = −dF
dx
−m
∫ ∞
0
dt′ Γ(t′) x˙(t− t′) +R(t) (1)
where m is the mass, F is the free-energy profile (the
potential of mean force), Γ(t) is the memory kernel of
the friction force: all three can be position dependent.
R(t) is a random force with zero mean and with cor-
relation given by the fluctuation-dissipation theorem:
〈R(0)R(t)〉 = mkBT · Γ(t). In systems like small solutes
immersed in a bath of liquid molecules, memory effects
in the friction and noise are necessary to reproduce the
correct dynamics [8–10], whereas in other applications
such effects are often neglected obtaining the memory-
less standard Langevin equation (SLE):
mx¨ = −dF
dx
−mγx˙+R(t) (2)
where now 〈R(0)R(t)〉 = mkBT · 2γδ(t) and γ =∫∞
0
dt Γ(t) is the friction coefficient. Furthermore, when
friction is very large and the velocity x˙ conforms to the
equilibrium distribution at all observed times, the over-
damped form of the Langevin equation is an appropriate
approximation.
Several algorithms aim at constructing an optimal
Langevin equation starting from dynamical trajectories
of many-particle systems [9–24]. Customarily, the pro-
files entering the Langevin equation are estimated as
equilibrium ensemble averages 〈...〉 of different functions.
For instance, F (x) can be computed from the histogram
of the position −kBT logP (x), and Γ(t) from correlation
functions of velocity, acceleration, and mean force [10]:
ergodic sampling in brute force MD simulations can how-
ever be attained only for barriers limited to a few kBT ,
strongly limiting the scope of this kind of techniques. For
this reason, so far Langevin equations have been widely
employed mostly as benchmark and illustrative models,
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2instead of a routine tool to accurately reconstruct the dy-
namics of many activated processes in condensed matter.
In this work we present a conceptually simple and
computationally efficient method to construct optimal
Langevin models of rare events in complex systems, irre-
spective of the height of the barrier separating metastable
states. The models provide accurate thermodynamic and
kinetic information, including free energy profiles and
transition rates, about the original systems. Our main
result is that a limited number (100 − 1, 000) of short,
unbiased trajectories relaxing from the top of a barrier,
projected on a suitable CV, encode all the necessary in-
formation to accurately reconstruct the free energy pro-
file, the friction profile and the mass profile.
Our optimization strategy has some analogies with the
ones of Ref. [25], based on sets of trajectories shooted
from configurations explored with metadynamics [26],
and of Ref. [27], that addressed water nucleation based
on the Bayesian technique of Ref. [28]: in our case, how-
ever, we directly compare MD trajectories with Langevin
trajectories, without resorting to a discrete master equa-
tion, thus avoiding the space-time discretization errors
inherent in the construction of Markov state models. For
the same reason, our technique is not limited to the over-
damped regime but it naturally encompasses SLE as well
as non-Markovian GLE, i.e., the natural outcome of pro-
jecting many-body dynamics on a single CV [3].
Our approach requires a preliminary identification of
transition state configurations along reactive pathways,
using one of the many effective techniques available to
this task [26, 29–32]: although not trivial, this step is
generally much less involved than reconstructing free en-
ergy and friction profiles using the available methods.
The algorithm we propose is straightforward:
1. Starting from a configuration committed to reac-
tants and products with ≈ 50% probability, a set
of short MD trajectories relaxing to the free energy
wells is generated, a CV x is chosen and the prob-
ability distribution PMD(x, v, t) is estimated as a
normalized histogram, with v ≡ x˙.
2. A set of Langevin trajectories x(t) of the same du-
ration is generated from given F (x), Γ(x, t), m(x)
profiles, and PLE(x, v, t) is estimated as a normal-
ized histogram.
3. The profiles in the Langevin equation are system-
atically varied, minimizing the following deviation
of the model with respect to the reference data:
 =
∫
dx dv dt [PLE(x, v, t)− PMD(x, v, t)]2 (3)
For both MD and Langevin trajectories, the initial con-
ditions correspond to x(t = 0) = xTS (i.e., the transi-
tion state value) and to v(t = 0) randomly drawn from
FIG. 1. Examples of trajectories relaxing from the top of a
barrier towards either the left well (red lines, depth 20 kBT )
or right well (blue lines, depth 40 kBT ) in the free energy
landscape of Fig. 2-b. Such kind of trajectories are the sole
input (together with the temperature) of the novel approach
described in this work. As shown in panel a), the trajectories
initially accelerate, then they spiral towards the center of the
wells while decelerating. Panels b) and c) display projections
on the (x, t) and (v, t) planes, respectively.
the canonical distribution: PMD(x, v, 0) = PLE(x, v, 0) =
Cδ(x−xTS)e−mv2/2kBT (PLE(x, v, t) is the solution of the
Fokker-Planck equation associated to the Langevin equa-
tion). After error minimization, the Langevin model re-
produces in an optimal way the original MD data, yield-
ing an estimate of the free energy, friction, and mass
profiles as a function of the CV. The error  can be min-
imized employing the following simple Monte Carlo al-
gorithm (or a more sophisticated scheme): F (x), Γ(x, t),
and m(x) profiles are parametrized by cubic splines (typ-
ically with 5 to 9 control points), and random moves are
performed in parameter-space with an acceptance prob-
ability equal to min(1, e−(new−old)/δ), progressively re-
ducing δ (see SI for details). Due to the stochastic na-
ture of the data, in all the following applications the final
estimate is taken as the average over ten independent op-
timizations.
Clearly, a decent initial guess of the parameters can
facilitate the optimization: we adopt the following strat-
3egy, that does not require any additional information be-
sides the projected MD trajectories x(t) and the tem-
perature. We initialize the mass profile at the constant
value m = kBT/
〈
v(t = 0)2
〉
, based on energy equipar-
tition and on the fact that initial atomic velocities, by
construction, have a canonical distribution. For the ini-
tial friction profile γ we adopt a constant value equal
to the average of var(x)/τcorr (τcorr being the autocorre-
lation time of x) estimated separately in the two wells
using the last, oscillating part of the trajectories. Note
that the latter formula is obtained in Ref. [28] for the
overdamped case, but is here employed as an approxi-
mate guess also for SLE and GLE. We adopt here the
simple form Γ(t) = γτ e
−t/τ for the memory kernel, that
proved a good approximation in the case of the dihedral
dynamics of solvated dialanine [9] and butane [10]. τ can
be arbitrarily initialized to a value of the order of the
timestep. Alternatively, it is also possible to estimate
initial γ and τ values by applying the more complex al-
gorithm of Ref. [10] to trajectories equilibrated in the
two wells. Finally, we initialize the free energy using
a set of ten arbitrary double-well profiles with barrier
height between 10 and 100 kBT . For all systems simu-
lated, we adopted the same time step δt = 0.002 ps for
MD and Langevin trajectories as well as for the estima-
tion of the probability histograms, and we generate [33]
a large number of Langevin trajectories (104−106) to re-
construct precisely PLE(x, v, t), thus reducing the noise
in the calculation of  (see SI for details).
As a first benchmark we apply the new technique to
reconstruct the free energy profile, friction and mass cor-
responding to a double-well SLE model with position in-
dependent γ = 10 or 100 ps−1 and m = 0.1 kcal/mol ps2
(x is here adimensional). We consider barriers of 20 or
40 kBT , at T = 300 K, including both symmetric and
asymmetric double wells (described by five spline control
points). In all cases, the only input information are 2
ps-long trajectories x(t) of the CV relaxing from the bar-
rier top towards the two wells (committor = 50± 10%),
used as reference data for the optimization: see Fig. 1
for examples of the evolution of x and v. The optimiza-
tion procedure converges smoothly and rapidly (< 105
Monte Carlo steps) to an excellent approximation of the
exact results: as few as 100 reference trajectories are suf-
ficient to reconstruct the free energy profile to within 1
kBT and γ, m to within 10% error. Increasing to 1,000
reference trajectories yields minimal improvements (see
Fig. 2). The convergence behavior is similar in the small
and large friction cases (see SI for details).
Next, as a considerably more difficult benchmark,
we analyze reference trajectories generated with a non-
Markovian GLE, featuring position-dependent friction
and mass profiles, as shown in Fig. 3. γ(x) varies between
70 and 130 ps−1, m(x) between 0.07 and 0.13 kcal/mol
ps2, and the friction time constant is τ = 0.07 ps. The
higher complexity of the system, due to memory effects
FIG. 2. Optimal free energy profiles reconstructed from 100
(cyan squares) or 1,000 (blue circles) reference SLE trajecto-
ries of 2 ps, relaxing from the barrier top of a) symmetric or
b) asymmetric double-wells. Error bars correspond to stan-
dard deviations over 10 independent optimization runs. The
exact profiles are depicted with red lines. The exact values
of the (position-independent) friction and mass are γ = 10
ps−1, m = 0.1 kcal/mol ps2; the reconstructed values are a)
γ = 10.0 and m = 0.090 (100 traj.), γ = 10.3 and m = 0.096
(1,000 traj.), b) γ = 10.2 and m = 0.099 (100 traj.), γ = 10.6
and m = 0.097 (1,000 traj.).
and to a considerable number of parameters to optimize
(5 spline control points for each of the three profiles, plus
τ), renders more arduous the convergence of the opti-
mization process: nevertheless, a clear correlation is ob-
served between reduction of the error  and reduction of
the difference between exact and estimated parameters.
Within 106 Monte Carlo steps the optimal model reaches
the good accuracy shown in Fig. 3. As in previous bench-
marks, employing 1,000 reference trajectories reduces the
error, for a same number of optimization steps, compared
to the case of 100 trajectories, but the improvement is not
dramatic.
Finally, as a realistic application to a condensed mat-
ter system, we analyzed the cis/trans isomerization of
a proline dipeptide Ace-Pro-Nme (AMBER03 force field
[34]) solvated with 502 TIP3P [35] water molecules.
Isomerization of prolyl peptide bonds is a crucial pro-
cess: a rate-limiting step in folding, it affects protein
stability, denaturation, epigenetic modifications, and so
forth [36, 37]. All-atom molecular dynamics simulations
were performed with a timestep of 0.002 ps at 300 K in
the canonical ensemble (stochastic velocity rescaling [38]
with time constant = 0.1 ps). As CV we consider the zeta
dihedral angle (CH3-O1-Cδ-CR) in the range [−0.5, 3.5]
rad, and to establish a reference free energy profile we
performed both well-tempered metadynamics [39] and
umbrella sampling simulations [40], limiting the psi di-
hedral angle (N1-CR-C-N) between [−2.094, 0.785] rad to
4FIG. 3. Optimal a) free energy, b) friction, and c) mass
profiles reconstructed based on 100 (cyan squares) or 1,000
(blue circles) reference GLE trajectories of 2 ps, relaxing from
the barrier top. Error bars correspond to standard deviations
over 10 independent optimization runs. The exact profiles
are depicted with red lines. The exact time constant of the
memory kernel is τ = 0.07 ps, while the reconstructed values
are 0.063±0.009 ps and 0.067±0.004 ps based on 100 or 1,000
trajectories, respectively.
prevent transitions orthogonal to zeta (see SI for all tech-
nical details). The two techniques provide the same pro-
file within 1 kBT , featuring an almost symmetric double
well with a barrier of 26 kBT (Fig. 4), in good agreement
with Ref. [41].
The zeta coordinate involves only 4 atoms and is not
expected to be an optimal reaction coordinate, due to the
exclusion of remaining peptide atoms and of solvent de-
grees of freedom. This is a typical situation in enhanced
sampling simulations, hence a good testing ground to
assess the performance of our optimization algorithm
when projecting high-dimensional MD data on a CV. To
this aim, we extracted from the metadynamics trajec-
tory a set of configurations along the first crossing of the
cis/trans isomerization barrier, and identified by com-
mittor analysis a configuration relaxing 53 times to the
left well and 47 to the right (zeta=1.491, psi=-0.544).
The latter set of 100 relaxation trajectories of 3 ps is
used as reference to optimize a Langevin model. Anal-
ysis of the velocity probability distribution on the sub-
picosecond time scale (see SI) indicates strong deviations
from the canonical distribution, ruling out overdamped
FIG. 4. Optimal a) free energy, b) friction, and c) mass
profiles reconstructed from 100 reference 3 ps-long MD tra-
jectories of proline dipeptide in solution, relaxing from the
barrier top. Error bars correspond to standard deviations
over 10 independent optimization runs. Red indicates a) the
free energy profile computed with umbrella sampling, and c)
the mass estimated from energy equipartition (see text). The
memory kernel time constant is estimates as τ = 0.017±0.014
ps.
dynamics. We optimize a GLE model, able to account
for inertial and memory effects on the dynamics, consis-
tently with recent studies of small-molecule isomerization
in solution [9, 10], describing each profile with 9 spline
control points.
As shown in Fig. 4, the optimized free energy profile
reproduces within less than 2 kBT the umbrella sampling
reference. Both the friction and mass profiles display
a sizable modulation with the position, that cannot be
discarded during optimization without spoiling the ac-
curacy of the free energy profile, and in particular the
mass profile is consistent with the values estimated from
m = kBT/
〈
v2
〉
at the barrier top (using v(t = 0) from
MD relaxation trajectories) and in the two minima (us-
ing equilibrated MD trajectories of 200 ps). The optimal
model yields τ ≈ 17 fs for the exponential memory ker-
nel, so that non-Markovian effects cannot be neglected
on the fine resolution of 2 fs adopted to integrate and
analyze the Langevin equation.
Two important issues remain to be understood. First,
when projecting high-dimensional MD trajectories on one
5CV, a number of different atomic configurations with
transition state-like behavior can be employed as start-
ing point for the relaxation trajectories: what is the effect
of such variability on the reconstructed Langevin mod-
els? To start addressing this question we generated 100
trajectories from a second transition state configuration
at zeta=1.428, psi=-0.620, obtained performing a 100 ps
umbrella sampling simulation centered on the first tran-
sition state, with bias = 320 (zeta − 1.49)2 + 160 (psi +
0.544)2 kBT , followed by committor analysis. Optimiza-
tion of a new GLE model (see SI) leads once again to a
free energy profile and mass profile consistent with the
reference results within statistical error bars. However,
the latter are quite large, especially in the case of the
friction profile: work in progress is devoted to enhancing
the Monte Carlo minimization scheme.
A second issue concerns the effect of using sub-optimal
CVs, rather than the ideal reaction coordinate, for
Langevin model optimizations. Future work will assess
if the CV definition is amenable to optimization through
an efficient scheme, where a single initial set of MD re-
laxation trajectories is employed to build many different
optimal Langevin models for different CVs, the definition
of the latter being iteratively improved based on the anal-
ysis of the model’s kinetic properties. A related idea was
recently proposed in the case of discrete Markov state
models [42].
To summarize, the evidence presented in this work
points to the non-trivial conclusion that 100−1, 000 short
MD trajectories relaxing from the top of a high barrier
encode all the information necessary to reconstruct com-
plete free energy, friction and mass profiles, both in the
Markovian and non-Markovian cases. Remarkably, all
this is achieved with recourse neither to long ergodic
trajectories nor to external biasing forces, but employ-
ing short trajectory segments naturally drifting towards
low free-energy regions. Such trajectories consist in time
evolution unhampered by barriers, hence the MD com-
putational cost is limited by the intrinsic transition path
time and appears close to the theoretical minimum from
an intuitive enhanced-sampling viewpoint.
It is important to note that the reactive flux formal-
ism [43], providing transition rates with a correct trans-
mission coefficient, can be seamlessly combined with the
present approach without extra computational cost, since
the required correlation function can be estimated using
inexpensive Langevin trajectories. This leads to the char-
acterization of the system’s kinetics on arbitrarily long
time scales, one of the most desirable high-hanging fruits
of atomistic simulations.
Encompassing Langevin equations ranging from the
overdamped to the inertial to the non-Markovian
memory-friction regime, the new method could be po-
tentially applied to a very wide range of activated pro-
cesses, from ice nucleation to biomolecular conforma-
tional changes to chemical reactions in solution. Clearly,
improved algorithms for the exploration of transition
state ensembles would be beneficial in combination with
the present method. Finally, the fact that a single
set of reference MD data can be exploited to construct
Langevin models in a systematic way for different choices
of CV might also facilitate the application and develop-
ment of reaction coordinate optimization techniques.
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