Abstract-An improved Dijkstra shortest path algorithm is presented in this paper. The improved algorithm introduces a constraint function with weighted value to solve the defects of the data structure storage, such as lots of redundancy of space and time. The number of search nodes is reduced by ignoring reversed nodes and the weighted value is flexibly changed to adapt to different network complexity. The simulation experiment results show that the number of nodes on search shortest path and computation time is significantly reduced. Thus, improved algorithm can be faster to search out the target nodes.
INTRODUCTION
The shortest path problem is always encountered in our daily life. For example, with the overall popularization of ecommerce, the rapid rise of the logistics industry and the increasing of road traffic complexity and congestion, how to improve material distribution [1] efficiency and travel efficiency as well as road utilization in current transportation network can be reduced to the shortest path problem. In order to solve shortest path problem, the Intelligent Transportation Systems (ITS) emerge as the times require. Besides, path planning plays an important role in the Intelligent Transportation Systems. Therefore, it is crucial to increase the efficiency of path planning. In order to make sure that computer and path planning algorithm can identify the network and calculate the shortest path on network, one important step of path planning is to use appropriate data structure to store the network information. The most widely used shortest path optimization algorithm is Dijkstra algorithm [2, 3] and the A* algorithm [4, 5] . Dijkstra algorithm is easy to be implemented, but it has low search efficiency due to its large computations. Computational complexity of A* algorithm is relatively smaller than the previous one, but it is easy to fall into endless loop [6] . Greatly limited by hardware in the past, the research on above algorithms mainly focus on the improvements of the data structure storage, in which adjacency matrix and adjacency list are commonly used. However, in such storage modes, the number of elements in correlation matrix will expand as geometric series with the increasing of node numbers. It results in a serious waste of resource space and large amount of calculation [7] due to large number of elements of 0 and ∞ in correlation matrix.
With the rapid development of hardware technology, storage structure is not the main problem to restrict the path planning technology any more [8] . The popular research direction turns from storage structure to search strategy. Therefore, we propose a new shortest path algorithm introducing a constraint function with weighted value. In the improved Dijkstra shortest path algorithm, the number of search nodes is reduced by ignoring reversed nodes. And the weighted value is flexibly changed to adapt to different network complexity. The simulation experiment results show that both of the number of nodes on search shortest path and computation time are significantly reduced.
II.
ALGORITHM BASED ON STORAGE MODE OF DATA STRUCTURE One important step in the algorithm based on data structure storage is to utilize appropriate data structure, generally the adjacency matrixes, to store the network information. Suppose that there is the digraph G=(V,E) V={ 1 v , 2 v ,…., n v } including n nodes. For weighted directed graph, its adjacency matrix A = (a ) n ij n × is defined as follows:
where w ij denotes the weight of arc < v ,v i j >,∞ denotes that there is no edge between i v and j v [9] . The adjacency matrix is shown in Fig.1 : 
2.
Select v p ,then we have
v p is the end point in the shortest path starting from the source point v s . Then,
Set the end point to v t . If v p is equal to v t , which means d p is the shortest path from starting point v s to end point v t , then algorithm stops. Otherwise， turn to step3).
3.
Modify the length of the shortest path from v s to any point v p in set of (V -S), and sadisfy d p as follow:
where l kp is the direct distance from point k to point j.
4.
Repeat step 2 and step 3, until the shortest path is found from starting point v s to end point v t .
III. IMPROVED ALGORITHM BASED ON SEARCH STRATEGY
The algorithm based on the storage of data structure stores network information with appropriate data structure before carrying out the shortest path search. Under the limitation of the hardware condition, it is beneficial to identify network and calculate the shortest path by the computer and the path planning algorithm. But in Fig.1 , using adjacency matrix to store network information results in lots of elements ∞ and 0. The number of elements in correlation matrix expands as geometric series with the increasing of node numbers, which brings a serious waste of resource space and lots of useless cycle. Thus search efficiency is seriously reduced. Therefore, a new algorithm aiming at improving search efficiency and find the shortest path quickly must be proposed.
Due to the limitation of the hardware condition in the past, conventional algorithms mainly depend on data structure storage improvement. Considering the defect of low search efficiency in conventional algorithm, one improved shortest path algorithm is presented in this paper, which introduces a constraint function with weighted value. This algorithm introduces constraint conditions for searching each position in the state space to guide the search forward to expected direction. Meanwhile, weighted value is flexibly changed to adapt to different network complexity. By introducing constraint function, it can omit lots of useless search path and accelerate the process of problem-solving. In this case, the proposed algorithm can find the optimal solution and greatly improve search efficiency.
A. Improvements of The Shortest Path Algorithm
The algorithms based on data structure storage will use appropriate data structure to store the information of the network before carrying out the shortest path search. Then according to the theory of Dijkstra algorithm, which in order of path length increasing gradually search out the shortest path. The core formula of the Dijkstra algorithm is shown in (4) . Through this formula, it gradually compares the minimum weight between the current optimal node and each node in the set of nodes that have not yet calculated the shortest path. The node that has been found with minimum weight replaces the current optimal node until the search stop. The characteristic of this search method makes the starting point as the center of circle and the distance from the beginning to the end as the radius of circle, which has low search efficiency. Therefore, in order to reduce the search range, the proposed improved algorithm based on the search strategy introduces constraint functions r(n) for each searching node in state space. So the core formula of the improved shortest algorithm is defined as follows:
where d(n) denotes the weight value of shortest path from the starting point to the current node n. r(n) is constraint function. ω is a weighted value denoting the impact factor . θ n is the angle between the vector that consists of nodes from staring point to current node and the vector that consists of nodes from staring point to the end point. Because of the limitation of θ n , the search range of is reduced and the search efficiency is improved. When d(n) is large, in order to make sure that the constraint functions r(n) is not much less than d(n) in searching the shortest path, the impact factor should be set to a large value. Because cosθ n belongs to [-1,1] . When r(n) is far more less than d(n) or r(n) is equal to 0, there is no constraint condition, and then the improved algorithm becomes a conventional Dijkstra algorithm. Therefore, to avoid falling into endless loop by removing too many relevant nodes, r(n) should not be set to a too small value and the constraint value of current node should not be overestimated. How to choose the specific form of r(n) depends on the path optimization solution.
B. Algorithm flowchart and steps
Improved algorithm model based on the search strategy is shown in Fig. 2: Open list is initialized with only source point. 
Put the node v p which satisfies (8) from open list into close list, then close={ v p };Here, v p is the current optimal node ,and is passed by the best path through from source to destination node. 4. If current optimal node has subsequent nodes, repeat step 2) and step 3). If the current optimal node is the destination node, it indicates that the best path from the source to destination node has been searched.
IV. EXPERIMENTAL SIMULATION AND ANALYSIS
The simulation environment is based on Visual C++ in PC platform. The experiment is carried on the network with sizes of 50×50, 100×100, 200×200 and 250×250. The experiments number has four groups. The weighted value ω is changed to test the performance of the proposed improved algorithm for various complexity of network. The number of search nodes N and search time T calculated by conventional algorithm and proposed algorithm in terms of different weighted value ω are shown in Table I . As can be seen from Table I , when there is large number of nodes in network, it means that the network complexity is high, the proposed algorithm based on the search strategy is obviously superior to the conventional algorithm based on the improvement of data structure storage. From the fourth group of experiment results in Table I , the number of search nodes of proposed algorithm is reduced about 75% than that of conventional algorithm, and the search time of proposed algorithm is about 92% less than that of conventional algorithm. It shows that the proposed algorithm is more superior to conventional algorithm both in number of search nodes and search time. Besides, it can be known from the last three groups of experiment results, when the network is more complex, by changing the weighted value ω, the constrain function of the proposed algorithm can make the search direction toward the target node. Thus the efficiency is improved about 42%~76%. However, the first group of experiment results shows that when the network is relatively simple, the higher the weighted value ω is, the lower efficiency of searching shortest path is. That is because when the number of network is small, the greater the weighted value is, the more advantageous nodes would be removed while searching for the shortest path, thus the search efficiency reduces. Generally, the previous analysis indicates that the network is more complex, the influence by the weighted value w is more obvious. Fig.3 and Fig.4 are comparisons on number of search nodes and search time between proposed algorithm and conventional algorithm. When the number of nodes in network is small, the gap between proposed algorithm and conventional algorithm is not obvious, both in search nodes and in search time. But when the network is more complex, proposed algorithm is significantly better than conventional algorithm in both search nodes and search time.
V. CONCLUDING REMARKS
An improved shortest path algorithm based on search strategy is proposed in this paper. In order to reduce the number of search nodes and improve the computation speed, the proposed algorithm introduces a constraint function with weighted value ω and ignores a large number of irrelevant nodes during searching the shortest path. Meanwhile, according to different complexity of map information, the weighted value ω can be flexibly changed to make the constraint function more reasonable to effectively improve the search efficiency. The experiment results show that compared with the conventional algorithm based on the improvement of data structure storage, the proposed algorithm based on search strategy is able to effectively increase the search efficiency, and reduce the number of search nodes during searching the shortest path.
