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ABSTRACT
Microarray (DNA chip) technology is having a significant impact on genomic stud­
ies. Many fields, including drug discovery and toxicological research, will certainly 
benefit from the use of DNA microarray technology. Microarray analysis is replac­
ing traditional biological assays based on gels, filters and purification columns with 
small glass chips containing tens of thousands of DNA and protein sequences in agri­
cultural and medical sciences. Microarray functions like biological microprocessors, 
enabling the rapid and quantitative analysis of gene expression patterns, patient 
genotypes, drug mechanisms and disease onset and progression on a genomic scale. 
Image analysis and statistical analysis are two important aspects of microarray tech­
nology. Gridding is necessary to accurately identify the location of each of the spots 
while extracting spot intensities from the microarray images and automating this 
procedure permits high-throughput analysis. Due to the deficiencies of the equip­
ment that is used to print the arrays, rotations, misalignments, high contaminations 
with noise and artifacts, solving the grid segmentation problem in an automatic sys­
tem is not trivial. The existing techniques to solve the automatic grid segmentation 
problem cover only limited aspect of this challenging problem and requires the user 
to specify or make assumptions about the spotsize, rows and columns in the grid 
and boundary conditions.
An automatic gridding and spot quantification technique is proposed, which takes 
a matrix of pixels or a microarray image as input and makes no assumptions about 
the spotsize, rows and columns in the grid and is found to effective on datasets 
from GEO, Stanford genomic laboratories and on images obtained from private 
repositories.
iii
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
DEDICATION
To my Mom, Dad, Sister and Fiance
iv
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
ACKNOWLEDGMENTS
I would like to express my gratitude to my supervisor Dr. Luis Rueda for his instruc­
tive comments in the supervision of the thesis. I wish to thank Dr. Luis Rueda for 
his patience and intensive support throughout my graduate studies. Special appre­
ciation for guiding me with a keen scientific instinct, and for his valuable comments 
to improve the quality of the thesis. It has been a great privilege to be his student.
I would like to express my special thanks and gratitude to Dr. Alioune Ngom and 
Dr. Ejaz Ahmed for their helpful discussions, for showing keen interest to the sub­
ject matter and for their appreciated suggestions. A special thanks to Dr. Dan Wu 
and Dr. Jianguo Lu, for being my committee members and for their guidance and 
support. I would like to thank to all my friends at University of Windsor who made 
graduate school survivable. I extend a special thanks to Archana Balagondar for 
her continuous advice and support throughout my graduate studies.
Most of all, I would like to express my gratitude to my mom, dad and fiance for 
their love and support throughout the years, which proved to be invaluable during 
seemingly disparaging times. I am also grateful to my closest confidant who con­
stantly motivates me to strive for success in everything I do, my sister Viji. This 
thesis is dedicated to my parents, sister and fiance.
v
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
CONTENTS
ABSTRACT ..........................................................................................................  iii
DEDICATION.......................................................................................................  iv
ACKNOWLEDGMENTS.....................................................................................  v
LIST OF TA BLES.................................................................................................... vii
LIST OF F IG U R E S ................................................................................................ viii
1. Introduction.......................................................................................................  1
1.1 Overview................................................................................................... 1
1.1.1 Definition of M icroarray............................................................. 2
1.2 Motivation................................................................................................ 2
1.3 Thesis Organization................................................................................  3
2. Microarray Analysis...........................................................................................  4
2.1 Origin of M icroarray .............................................................................. 4
2.2 Manufacture of Microarray..................................................................... 5
2.2.1 Array Printing ............................................................................ 6
2.2.2 Microarray S lides......................................................................... 6
2.2.3 Hybridization............................................................................... 7
2.2.4 Scanning........................................................................................  7
2.3 Design of DNA Microarray S y s te m ...................................................... 8
2.4 Standardization of Microarray Data: M IA M E .....................................  9
2.5 Applications of M icroarrays.................................................................. 11
2.6 Gene expression Databases........................................................................ 12
2.7 Microarray Analysis ..................................................................................12
3. Microarray Image Processing and Softwares .................................................... 18
3.1 Microarray Image Processing and Softwares .......................................... 18
3.1.1 Gridding or Addressing................................................................... 18
3.1.2 Segm entation............................................................................... 19
3.1.2.1 Fixed Circle Segmentation.............................................. 20
3.1.2.2 Adaptive Circle Segmentation........................................ 20
vi
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
vii
3.1.2.3 Adaptive Shape Segmentation......................................... 20
3.1.2.4 Histogram Segmentation..................................................20
3.1.3 Intensity Extraction ....................................................................... 21
3.1.4 Normalization................................................................................... 21
3.1.5 Statistical A nalysis.......................................................................... 22
3.1.5.1 Cluster A n a ly sis .............................................................. 22
3.1.5.2 Discriminant A nalysis..................................................... 22
3.2 Models used in G ridding............................................................................ 22
3.2.1 Markov Random Field M o d e l........................................................ 22
3.2.2 Hierarchal Clustering M odel........................................................... 23
3.2.3 Mathematical Morphological Clustering M odel.............................. 23
3.2.4 Empirical Bayes M odel.................................................................... 24
3.2.5 ANOVA M o d e l................................................................................ 24
3.3 Algorithms used in Gridding...................................................................... 24
3.3.1 Seeded Region Growing A lg o rith m ............................................... 24
3.3.2 Watershed Segmentation Algorithm............................................... 25
3.3.3 Edge Based A lgorithm .................................................................... 25
3.3.4 Ratio-based A lgorithm .................................................................... 26
3.3.5 Clustering A lgorithm s.....................................................................26
3.3.5.1 K-mean Clustering Algorithm......................................... 27
3.3.5.2 Fuzzy C-means Algorithm ............................................... 27
3.3.5.3 Partition Around M edoids ................................ 28
3.3.5.4 Adaptive Pixel Clustering Algorithms .......................... 28
3.3.5.5 Self-Organized M a p s .........................................................29
3.3.5.6 Principal Component Analysis .......................................29
3.3.5.7 Independent Component Analysis................................... 30
3.3.5.8 Support Vector M ach ines................................................31
3.3.5.9 Other existing approaches................................................31
3.4 Softwares used in Gridding......................................................................... 32
3.4.1 S p o t ................................................................................................... 32
3.4.2 UCSF S p o t .......................................................................................32
3.4.3 ScanAlyze.......................................................................................... 32
3.4.4 D apple................................................................................................ 32
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
4. Problem Specification............................................................................................34
4.1 Problem D efinition.....................................................................................34
4.1.1 Automatic Gridding and Spot Quantification in Microarray 
Im ages.............................................................................................. 34
4.1.2 Formulation of the P ro b lem .......................................................... 35
4.2 An Energy based approach.........................................................................35
4.2.1 Our approach in a nutshell............................................................. 35
4.2.2 Objective Functions ...................................................................... 37
4.2.3 Algorithms used in Gridding.......................................................... 38
4.2.4 Capturing All Spot C e n te rs .......................................................... 42
4.3 The important contributions of our approach.......................................... 45
4.4 Complexity A nalysis ..................................................................................46
4.4.1 Time com plexity ............................................................................ 46
4.5 Accuracy of our M e th o d ............................................................................47
5. Simulations and Experimental Results ............................................................. 49
5.1 S im ulations................................................................................................. 49
5.2 Experimental Setup .......................................................................................53
5.2.1 Space Requirements ...................................................................... 59
5.2.2 Computational T im e ...................................................................... 60
5.3 Experimental R esults..................................................................................60
6. Conclusion and Future W ork............................................................................... 76
6.1 Conclusion and Future W ork......................................................................76
APPENDICES
A. Set of results from the GEO d a ta se ts ..................................................... 78
B. Set of results from the SMD d a ta se ts ..................................................... 89
BIBLIOGRAPHY...................................................................................................100
VITA A U CTO RIS...................................................................................................106
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
LIST OF TABLES
5.1 An array of potential S po ts .......................................................................
5.2 Resulting accuracy for the proposed gridding method applied to mi­
croarray images drawn from the Stanford dataset...................................
5.3 Accuracy in spot detection and pixel inclusion for the proposed method 
on microarray images drawn from the GEO dataset...............................
5.4 Tested on SMD dataset, (EE-channel 2, 300min, subgrid-3)...............
5.5 Tested on GEO dataset-1, (GSM17192, g rid -5 )....................................
5.6 Tested on SMD dataset-2, (EE-channel 2, 300min, subgrid-4)............
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
LIST OF FIGURES
2.1 Microarray Tiff Im age................................................................................... 4
2.2 Manufacture of microarrays,(modified from [38], pp: 1 5 2 ) ......................  6
2.3 DNA microarray experim ent......................................................................  14
2.4 Hybridization, (From [8], pp: 1 5 6 ) ................................................................. 15
2.5 The gene expression computed using spot color............................................ 15
2.6 Steps in the design and implementation of DNA microarray experiment,
(modified from [7], pp: 342) ...................................................................... 15
2.7 A Schematic representation of six components in a microarray Experi­
ment................................................................................................................  16
2.8 Microarray analysis cycle, ([38], pp: 1 0 4 ) ..................................................... 17
3.1 k-mean clustering, (modified from [5], pp: 3 5 2 )........................................  27
4.1 Flow chart for the Proposed m ethod.............................................................. 36
4.2 Normal energy distribution............................................................................. 38
4.3 A portion of the subgrid in the microarray image......................................... 39
4.4 Scanning the image in a spiral m anner........................................................... 39
4.5 Energy d istribu tion ......................................................................................... 41
4.6 Traverse horizontally with in the su b g r id ..................................................... 41
4.7 Traverse horizontally left with in the su b g rid ............................................... 41
4.8 Traverse vertically with in the subgrid........................................................... 45
5.1 Tiff image from S M D .......................................................................................50
5.2 Center of a S p o t................................................................................................51
5.3 The peaks representing the spot w idth........................................................... 52
5.4 The spotwidth obtained by exponential fu n c t io n ................................................ 54
5.5 The spotwidth obtained by normal function.................................................. 55
5.6 Captured spots for the second subgird............................................................56
x
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
x i
5.7 The peaks while traversing horizontally l e f t ................................................. 57
5.8 The peaks while traversing horizontally r ig h t ...............................................58
5.9 Smaller spotsize Tiff image from cdcl5 experim ents...................................59
5.10 Slighty bigger spots, Tiff image from pheromone experim ents................... 60
5.11 Larger spotsize, Tiff image from elutriation experiments.............................61
5.12 Tiff image from G E O ...................................................................................... 62
5.13 The resulting grid for an image (GSM17137, grid 13) which was drawn
from the GEO database....................................................................................64
5.14 The peaks represents the spot width on low pixel intensity spots . . . .  65
5.15 The captured spots in the subgrid on low pixel intensity spots .................66
5.16 The peaks per pixel while traversing horizontally left on low pixel in­
tensity s p o ts .....................................................................................................67
5.17 The peaks per pixel while traversing horizontally right on low pixel
intensity s p o ts ..................................................................................................68
5.18 Grid lines in the Tiff image on low pixel intensity spots, (cdc-channel
1, 130min, subgrid-3)..................................................................................... 69
5.19 The captured spots in the subgrid on high pixel intensity s p o ts .................70
5.20 The peaks per pixel while traversing horizontally left on high pixel in­
tensity s p o ts .....................................................................................................71
5.21 Grid lines in the Tiff image on high pixel intensity spots, (EE-channel
2, 130min, subgrid-2)..................................................................................... 72
A.l The resulting grid for an image (GSM17192, grid-6) which was drawn
from the GEO database....................................................................................78
A.2 The resulting grid for an image (GSM17193, grid-2) which was drawn
from the GEO database.....................................  79
A.3 The resulting grid for an image (GSM17137, grid-2) which was drawn
from the GEO database....................................................................................80
A.4 The resulting grid for an image (GSM17137, grid-5) which was drawn
from the GEO database....................................................................................81
A.5 The resulting grid for an image (GSM17137, grid-9) which was drawn
from the GEO database....................................................................................82
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
x ii
A.6 The resulting grid for an image (GSM17188, grid-6) which was drawn
from the GEO database....................................................................................83
A.7 The resulting grid for an image (GSM17192, grid-6) which was drawn
from the GEO database....................................................................................84
A.8 The resulting grid for an image (GSM17192, grid-2) which was drawn
from the GEO database....................................................................................85
A.9 The resulting grid for an image (GSM17186, grid-5) which was drawn
from the GEO database....................................................................................86
A. 10 The resulting grid for an image (GSM17190, grid-2) which was drawn
from the GEO database....................................................................................87
A .ll The resulting grid for an image (GSM17192, grid-5) which was drawn 
from the GEO database....................................................................................88
B.l The resulting grid for an image (EE-channel 2 ,130min, subgrid-2) which
was drawn from the SMD database.................................................................89
B.2 The resulting grid for an image (cdc-channel 1, 130min, subgrid-3)
which was drawn from the SMD database.................................................... 90
B.3 The resulting grid for an image (EE-channel 2, 300min, subgrid-3) which
was drawn from the SMD database.................................................................. 91
B.4 The resulting grid for an image (PE-channel 2, lOOOmin, subgrid-4)
which was drawn from the SMD database.................................................... 92
B.5 The resulting grid for an image (EE-channel 1 ,130min, subgrid-2) which
was drawn from the SMD database...............................................................93
B.6 The resulting grid for an image (EE-channel 1 ,130min, subgrid-3) which
was drawn from the SMD database...............................................................94
B.7 The resulting grid for an image (EE-channel 2 ,130min, subgrid-2) which
was drawn from the SMD database...............................................................95
B.8 The resulting grid for an image (EE-channel 2, 60min, subgrid-1) which
was drawn from the SMD database...............................................................96
B.9 The resulting grid for an image (EE-channel 2, 300min, subgrid-2) which
was drawn from the SMD database...............................................................97
B.10 The resulting grid for an image (EE-channel 1, 60min, subgrid-3) which
was drawn from the SMD database...............................................................98
B .ll The resulting grid for an image (EE-channel 2, 60min, subgrid-2) which
was drawn from the SMD database...............................................................99




Microarrays, widely recognized as the next revolution in molecular biology, enables 
scientists to analyze genes, proteins and other biological molecules on a genomic 
scale [38]. Microarrays are extremely powerful tools for analysis of genomic expres­
sion levels in physiologic and pathologic phenomena. The microarray has become 
a standard tool in many genomic research laboratories. The reason for this popu­
larity is that microarrays have revolutionized the approach to biological research. 
Instead of working on a gene-by-gene basis, scientist can now study tens of thou­
sands of genes at once. Many early microarray experiments have been published 
in high-impact journals due to the sheer technical promises of this methodology, as 
well as the future promises such technology holds. Microarray analysis is unique in 
the history of biology because no other technology has used so much technological 
sophistication, combined expertise from different disciplines and provided such a 
detailed view of the cell [38, 52]. Microarray contains collection of small elements or 
spots arranged in rows and columns. Microarrays were developed at Stanford Uni­
versity by Schena and co-workers in early 1990s in Davis Laboratory and Stanford 
biochemical department.
Image analysis is an important aspect of microarray experiment, one which have a 
potentially large impact on the identification of differentially expressed genes. Image 
processing for microarray images includes three tasks: spot gridding, segmentation 
and information extraction. In the analysis of microarray experiments gridding 
techniques based on distribution of pixel intensities play an important role. The 
goal of image analysis on microarray images is to determine hybridization level of 
each spot by extracting intensity level of red and green foreground and background 
intensities for each spot. By comparing gene expression in normal and abnormal 
cells, microarrays may be used to identify genes which are involved in particular
1
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disease. These genes may then be targeted by therapeutic drugs.
1.1.1 D efinition o f Microarray
Microarray is a new scientific word derived from the Greek word“mikro” and the 
French word “arayer” (arranged). Microarrays contain collections of small elements 
or spots arranged in rows and columns. To qualify as a microarray, the analytical 
device must be (1) ordered, (2) microscopic, (3) planar, and (4) specific, [38]. Base- 
pairing (i.e. A-T and G-C for DNA;A-U and G-C for RNA)or hybridization is the 
underpinning principle of DNA microarrays. An array is an orderly arrangement 
of samples. It provides a medium for matching known and unknown DNA samples 
based on base-pairing rules and automating the process of identifying the unknown 
[50]. In general, arrays are described as microarray or microarrays, the difference 
being in the size of the sample spots. The sample spot sizes in microarray are typi­
cally less than 200 microns in diameter and these arrays usually contain thousands 
of spots [38, 52], Microarrays are also known as DNA chips, gene arrays and is a 
much, larger version of blotting. Microarrays can use a chip (glass, nylon the size 
of a microscope slide to hold thousands of spots of DNA and requires computers, 
robotics, and specialized equipments.
1.2 Motivation
The problem of determining the grids in a microarray image and to reduce an image 
of spots into an array or a table with a measure of the intensities of each spot has been 
the focus of considerable research. This is important problem because the accuracy 
and precision of it further effects the downstream analysis and the segmentation 
and clustering techniques. Thus the success of this entire microarray technology 
depends on the accuracy and precisions of the gridding and other image analysis 
techniques used for information extraction and quantification of microarray images. 
Most of the previous approaches have used different application specific constraints 
and heuristic criteria and impose different kinds of restrictions on the print layout 
or materials used and makes assumptions about the (1) Number of rows of spots (2) 
Number of columns of spots (3) Boundaries of the grid (4) Size of spot and some
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
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are semiautomatic and do not take all this into parameters into account. In this 
thesis we have proposed a new approach for automatic gridding and quantification 
of microarray images. We separate the problems into two parts. First we find the 
spotsize using n-arbitrary points in the microarray images using four algorithms 
and three objective functions. Then we capture every spot in the microarray image 
using the spotsize and an estimator based on unsupervised learning technique and 
by finding the local maxima within the range of spot width. We find the number of 
hits or the peaks for each pixel in the image and plot the gird lines using the peaks 
and the spotsize.
1.3 Thesis Organization
In chapter 2, we provide a literature review of some manufacturing techniques with 
some applications of microarrays, standardization of microarrays and databases. In 
chapter 3, we briefly discuss some of the existing approaches and some of the existing 
softwares used in image analysis. In Chapter 4, we discuss the problem in detail and 
then discuss the different algorithms and objective functions used. We also list out 
the main contributions of our approach, the time and space complexities involved 
and also discuss the validation tests used to check the accuracy of our method. In 
chapter 5, we briefly discuss about the simulations, experimental setup, parameters 
used, the overall computation time required to plot the grid lines in the microarray 
tiff images and present the results obtained by testing on different images from GEO 
and SMD datasets. We conclude in chapter 6 with a critical summary and some 
directions for future work.
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CHAPTER 2 
Microarray Analysis
2.1 Origin of Microarray
Microarrays were developed at Stanford University by Schena and co-workers in 
early 1990s. Considerable time were spent by scientist in the early 1990 to manufac­
ture the chips to read data and hybridize complementary DNA (cDNA) mixtures in 
Davis Laboratory and Stanford biochemical department [38]. The approach lever­
aged Stanford’s rich tradition of nucleic acid biochemistry, including the knowledge 
of DNA polymerase, recombinant DNA, filter array methods, and gene expression 
technologies developed between 1950 and 1990 [10]. The technology required collec­
tive contributions from many different disciplines and drew from early experiments 
on solid surfaces. The earlier work on gene expression paved the way for the ex­
plosive proliferation of microaxray methods used at present. Figure 2.1 represents a 
typical 16-bit microarray TIFF image, also known as raw data.
Figure 2.1: Microarray Tiff Image
4
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2.2 Manufacture of Microarray
For microarray analysis, mRNA is isolated from cells, labeled with fluorescent tags, 
and hybridized to a glass chip containing a microarray of gene sequences [2, 8]. 
Each spot on the chip binds specifically to fluorescent molecules in solution, caus­
ing the spots to glow with intensity proportional to the expression level of each 
gene. Intensities can be coded to a color palette. Quantitative gene expression data 
are obtained by determining the fluorescence intensity at each microarray location. 
DNA microarray or DNA chips, are fabricated by high-speed robotics, generally on 
glass but sometimes on nylon substrates, for which probes with known identity are 
used to determine complementary binding, thus allowing massively parallel gene 
expression and gene discovery studies [8, 10]. An experiment with a single DNA 
chip can provide researchers information on thousands of genes simultaneously and 
a dramatic increase in throughput.
Printing DNA microarrays on glass microscope slides originated with the Brown 
group in mid 1990s. Since then, the use of microarrays in hybridization based assays 
such as measuring comparative gene expression levels, has escalated precipitously. 
The choice of using glass as a microarray substrate stems from its low fluorescence, 
low cost, high heat resistance and rigidity. With few exceptions, it has been nec­
essary to coat the glass surface to facilitate DNA immobilization/spotting. Precise 
engineering are employed in the tools and devices used to produce microarrays.
Samples are picked up out of 96 or 384 well source plates and delivered to microar­
ray substrates in columns and rows of samples. The sample delivery technology can 
be either contact or non-contact. Printing quality arrays is the single most difficult 
aspect of the core preparation. The key manufacturing components that control the 
printing technology are robotics, surface chemistry, sample preparation and envi­
ronment. If any one of these components is poorly managed, inconsistent printing 
will be the result. Once these problems are overcome, printing will become routine 
and the core is up and running.












Figure 2.2: Manufacture of microarrays,(modified from [38], pp: 152)
2.2.1 Array Printing
Basically, array printing involves four processes. The first issue is selecting and 
setting up the printer. The second item is selecting the type of slides to be used. 
The third issue is either purchasing or amplifying probes for printing on the slides. 
The fourth issue is putting all these pieces together and printing quality array. The 
order of discussing these steps is arbitrary. The variables are many and often the 
problems are cryptic, requiring substantial time to understand and overcome.
2.2.2 Microarray Slides
Some laboratories prefer to make their own ply-l-lysine coated slides, but this is 
cumbersome task and may give unreliable results. Commercial slides have the ad­
vantage of consistency and general availability. The most common types of slides 
used for printing are amino-silane coated slides, available from a number of ven-
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dors. A non-exhaustive list includes Corning, TeleChem, TurnerDesign and a raft 
of others. Aldehyde slides, are available for use with modified oligonucleotides. A 
third technology is epoxy-slides. These retain more DNA, but the protocol for fixing 
the slides after printing are more complex. During printing a salt-bridge will form 
between the DNA and the amino groups that will retain the DNA in place until it 
is fixed.
2.2.3 Hybridization
Hybridization is defined as the interaction of complementary nucleic acid strands. 
Since DNA is a double-stranded structure held together by complementary interac­
tions (in which C always binds to G, and A to T), complementary strands favorably 
reanneal or “hybridize” to each other when separated, as shown in Figure 2.4. This 
can occur between two DNA strands and also between DNA and RNA strands pro­
vided there is sufficient complementarity in their base sequence.
The most important part of the operation is getting labeled target onto the array 
and generating useful signal from it. Figure 2.5 shows the gene expression computed 
using spot color. There are a number of different methods to get signal into the tar­
get, each having its own quirks. The most commonly seen is direct incorporation of 
Cy3 or Cy5 modified nucleotides into DNA target. The advantage of this process 
is that it is simple. Incorporate, hybridize, wash and scan are the only steps in­
volved. Hybridization should be carried out in dark whenever possible to minimize 
photobleaching of the fluorescent dyes. To ensure good control over hybridization 
temperature, a custom tailored aluminium block is used with holes of 11mm in 
depth for 14 slides. l-2mm spacing between the block and the wall of water bath 
chamber allow for addition of about 20ml water, required for reliable heat transfer 
to the aluminium block. Figure 2.3 illustrates the experimental procedure involved.
2.2.4 Scanning
There is a relatively large choice of microarray scanners in the market. They are 
complex, high-tech instruments. The most important characteristics from the user’s
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
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point of view axe: Detecting system, Resolution range, Sensitivity, Maximal field 
size, scan rate and number of channels. Visualizing the hybridized array requires 
some form of scanner to generate TIFF image for image analysis. Scanners will 
range from about $40,000 for a basic two-laser unit to more than $100,000 for elab­
orate five laser units with autoloaders and batch-mode software. The basic issues 
regarding the scanners are: Type of optics, resolution, scan rate and number of 
lasers. The first two issues are the most important at the practical level. Most 
people are only working with Cy3 and Cy5 labeled target, so two lasers is adequate. 
Scan rate has some effect on image quality, but not as much as the optics and the 
resolution.
The two major types of optics are confocal and charge-coupled device (CCD) cam­
eras. On fiat arrays the confocal will do well. The CCD camera works well on both 
flat surfaces and on textured surfaces, such as the FASTSlides from Schleicher and 
Schuell, which have a nitrocellulose coat on them. Whereas the confocal imaging 
will only count photons from the plane of focus, the CCD will measure photons 
from the entire depth of the signal. The nitrocellulose layer on the FASTSlides is 
from the entire depth of the signal. The nitrocellulose layer on the FASTSlides is 
porous and binds PCR product in 3 dimensions. Adding labeled target, together, 
results in a much greater Z-axis range of fluorescence. Although the CCD scanners 
do allow access to a greater range of slides, the confocal scanners tend to have finer 
resolution. Also the FASTSlides, and similarly designed slides, are not compatible 
with all labeling protocols, the most important point is to match slides, labeling 
protocols and scanners.
2.3 Design of DN A  Microarray System
There are several steps in the design and implementation of a DNA microarray 
experiment. Many strategies have been investigated at each of these steps. 1) DNA 
types; 2) Chip fabrication; 3) Sample preparation; 4) Assay; 5) Readout; and 6) 
Software informatics. Figure 2.6 illustrates the steps involved in the design and 
implementation of DNA microarray experiments.
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2.4 Standardization of Microarray Data: MIAME
MIAME (The Minimum Information About Microarray Experiment) represents the 
minimal information required to enable faithful experimental replication, easy in­
terpretation and independent verification of the results derived from the microarray 
analysis. The information to be recorded should be structured with controlled vo­
cabularies and ontology for automated data analysis and for the development of 
databases.
The Standardization of information generated by microarray experiment are im­
portant because without a standard by sheer inspection of the raw data or the 
expression changes it is almost impossible to judge the validity of a result. The 
quantitative gene expression data obtained at two different laboratories are found 
to be different especially when different experimental protocols and data-analysis 
methods are used. A Schematic representation of six components in a microarray 
experiment is shown in Figure 2.7. The six parts of the minimal information are:
(1) Experimental design: The minimum information required in design includes 
experimental type and variables such as time course, normal versus diseased com­
parison, genetic variation or response to treatment or compound. According to 
[7, 41, 52], experimental design includes quality related indicators, experimental 
relationship between array and sample entities and enables accurate queries and 
formal data analysis.
(2) Array design: The array design provides a systematic definition of all the arrays 
used in the experiment, including the genes represented and their physical layout on 
the array. The array design has two parts, a list of the physical arrays and the design 
specifications of these arrays. The list is a simple description that gives unique IDs 
to each array and a reference to particular array design.
(3) Samples: The minimum information required in this section can be divided into 
three parts: description of the original samples and biological in vivo or in vitro
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treatments applied, the technical extraction of the nucleic acids and their subse­
quent labeling. The biological sample definitions are provided as an adaptive list of 
triplets ‘qualifier, value, score’ and the laboratory protocols for sample extraction, 
labelling and treatment are needed to be specified as free-format text.
(4) Hybridizations: MIAME requires that a number of critical hybridization pa­
rameters such as nature of the blocking agents, choice of hybridization solution, 
time, volume temperature and description of hybridization instruments be explic­
itly specified. In short this section describes the laboratory conditions under which 
hybridization were performed.
(5) Measurement: This section defines the actual experimental design. The Mea­
surements of the experimental design includes three parts: The original scans of the 
images or arrays, microarray quantification matrices based on image analysis, and 
the final gene expression matrix (consisting of sets of gene expression levels for each 
sample) after normalization and consolidation from possible replicates.
(6) Normalization controls: Normalization adjusts for a number of technical varia­
tions between and within single hybridizations. The technical variations could be 
the quality of starting RNA, labelling and detection efficiencies of each sample. In
(7), the minimum information required for normalization and control elements are 
well reviewed. The minimum information required are: the quality control algo­
rithms, the identity and location of array elements serving as control, normalization 
energy and hybridization extract preparation, with information about control sam­
ples in sample targets before hybridization.
According to [19] the research community has embraced MIAME and many major 
journals require compliance with MIAME for any new submission. It is therefore im­
portant that the experimental design, hybridizations, measurement, normalization 
controls and data analysis comply with the MIAME standards.
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2.5 Applications of Microarrays
As patterns of the gene expression correlate strongly with function, microarrays are 
providing unprecedented information on human disease, aging, drug and hormone 
action, mental illness, diet and many other clinical matters [10, 38]. Microarrays 
can also be used to find alterations in gene sequences, paving the way for a new 
era of genetic screening, testing and diagnostics. Tissue and protein microarrays 
are miniaturizing traditional histological and biochemical assays, speeding the anal­
ysis of tumor specimens, protein-protein interactions and enzymes. The capacity 
to explore the genome of bacteria, virus, worms, fruit flies, plants, cows, chickens, 
mice, rats and primates renders microarrays the Noah’s Ark of biochemistry [38]. 
By comparing gene expression in normal cells, microarrays may be used to identify 
genes which are involved in particular diseases. These genes may then be targeted 
by therapeutic drugs. This emerging technology, used in more than 10,000 labora­
tories already is having an enormous impact in all areas of biomedicine and across 
the agricultural, biotechnology and pharmaceutical industries.
DNA polymorphisms, analyzed on a large scale, are expected to give enough an­
alytical power to carry out genetic studies to find the genes associated with com­
mon diseases and inherited disease susceptibilities. Microarrays have a multitude 
of applications many of which will develop and evolve overtime. Thought the first 
application of biochips was in gene expression monitoring, the strategy of using 
an ordered array of biomolecules on a chip to ordered array of biomolecules on a 
chip to examine a biochemical sample is generally applicable. In addition to gene 
expression analysis, hybridization-based assays have been used for mutation detec­
tion, polymorphism analysis, mapping, evolutionary studies and other applications. 
Microarrays assays could also be used to monitor the binding of proteins to nucleic 
acids, small molecules and other proteins, but these applications have yet to be de­
veloped. Hybridization analysis of genomic DNA can identify single base changes, 
deletions and insertions in both coding and non-coding DNA. Hybridization analysis 
of DNA can also be used to measure the amount of a DNA sequenced present, which 
is important in establishing gene copy number and chromosomal ploidy. Hybridiza­
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tion analysis of RNA can provide information about which genes are expresses in a 
given sample at what level.
2.6 Gene expression Databases
There are 2 main genome browsers, the Ensembl genome browser in the UK and the 
UCSC genome bioinformatics genome browser in the USA [19]. These sites contains 
working drafts for the human, mouse and rat genomes. Ensembl presents up-to-date 
sequence data and the best possible automatic annotation for eukaryotic genomes. 
Available now are human, mouse, rat, pufferfish, zebrafish and mosquito. Ensembl 
provides: Easy access to sequence data for known genes, predicted structure and 
location in the genome sequence prediction of novel genes, all with supporting evi­
dence.
Annotation of other features of the genome targeted connections to other genome re­
sources worldwide. To know and understand ourselves: 5 1/2 billion people on earth 
with less than 100,000 proteins each with a corresponding set of genes. Understand­
ing how these are organized and work, as well as elucidating the differences should 
lead to the overall improvement in the quality of life for all. To browse a human 
chromosome, click on any chromosome to go to the corresponding chromosome map 
page, which will allow you to select a region to view by clicking on a band, specify a 
chromosome region using marker names, jump to a view of synthetic regions in other 
species and see basic statistics on that chromosome. The other commercial sites are 
(1) arctur.com (2)arrayit.com (3) www.microarrays.com (4) www.affymetrix.com
(5) www.corning.com/cmt (6) biodiscovery.com (7) www.bio-rad.com.
2.7 Microarray Analysis
Microarray analysis covers a wide range of topics like surface chemistry, target and 
probe preparation, microarray manufacture and detection, data analysis and mod­
eling etc. Figure 2.8 illustrates the steps involved in Microarray analysis. Exper­
imental design of microarray [38, 53] can be simplified by understanding the five 
basic steps in the microarray analysis cycle: a biological question, sample prepa­
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ration, a biochemical reaction, detection, and data analysis and modeling. The 
microarray (DNA chip) technology is having a significant impact on genomic study. 
Many fields, including drug discovery and toxicological research, will certainly bene­
fit from the use of DNA microarray technology. For a very well-written introduction 
on the steps involved in a microarray experiment, visit Jeremy Buhler’s Anatomy of 
a Comparative Gene Expression Study. An excellent collection of Genomics Glos­
saries (including a Microarrays Glossary) is being maintained by Mary Chitty of 
Cambridge Healthtech Institute [53].
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Figure 2.3: DNA microarray experiment
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Figure 2.4: Hybridization, (From [8], pp: 156)
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Figure 2.6: Steps in the design and implementation of DNA microarray experiment, 
(modified from [7], pp: 342)










Figure 2.7: A Schematic representation of six components in a microarray Experi­
ment.
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Figure 2.8: Microarray analysis cycle, ([38], pp: 104)
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CHAPTER 3 
Microarray Image Processing and Softwares 
3.1 Microarray Image Processing and Softwares
Image analysis is an important aspect of microarray experiments, one which can 
have a potentially large impact on downstream analysis such as [53] clustering or 
the identification of differentially expressed genes. In a microarray experiment, the 
hybridized arrays are imaged to measure the red (Cy5) and green fluorescence (Cy3) 
intensities for each spot on the glass slide. These fluorescent intensities correspond 
to the level of hybridization of the 2 samples to the DNA sequences spotted [10, 8, 2] 
on the slide. The fluorescent intensities are stored as 16-bit images, which we view 
as “raw” data. In the last 2 years, a number of microarray image analysis packages, 
both commercial software and freeware, have become available. The processing of 
scanned microarray images can be separated into three tasks:
3.1.1 Gridding or Addressing
Gridding is the process of identifying the area in an image and assigning coordinates 
to each of the spots. The combined area of a spot and its background is called the 
target area. It is necessary to accurately identify the location of each of the spots, 
while extracting spot intensities from the microarray images. Automating this pro­
cedure permits high-throughput analysis.
Addressing or gridding in a Microarray image requires estimation of number of 
parameters. The parameters needed are
1. Separation between rows and columns of grids.
2. Individual translation of grids (caused by slight variations in print-tip posi­
tions.)
3. Separation between rows and columns of spots within each grid.
18
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4. Small individual translation of spots, and
5. Overall position of array in the image.
The last of these is usually the most highly variable from image to image within a 
batch. Other parameters that may in some cases need to be estimated are
1. Misregistration of the red and green channels,
2. Rotation of the array in the image, and
3. Skew in the array.
It is desirable for the addressing procedure to be as reliable as possible to ensure 
accuracy of the whole measurement process. Reliability of the addressing stage can 
be increased by allowing user intervention. However this can potentially make the 
process very slow. Ideally we seek reliability while attempting to minimize user 
intervention so as to maximize efficiency. The addressing steps are often referred 
to as “gridding” in the microarray literature. Most software systems now provide 
both manual and automatic gridding procedures. Our proposed addressing method 
is fully automatic.
3.1.2 Segm entation
Segmentation is the process of classification of pixels as either foreground (within 
printed DNA spot) or background. Segmentation partitions the target area of every 
spot into distinct regions each having certain properties. According to the geometry 
of the spots produced, existing segmentation methods for microarray images can be 
categorized into four groups:
1. Fixed circle segmentation.
2. Adaptive circle segmentation.
3. Adaptive shape segmentation.
4. Histogram based segmentation.
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3.1.2.1 F ixed Circle Segm entation
The spots in the Microarray images are assumed to be circular in shape with constant 
diameters. The implementation of this method is well explained. The software 
package “Scan Alyze” implements this approach. The disadvantage is that it gives 
incorrect results when the spots are not circular in shape and have no fixed diameter.
3.1.2.2 A daptive Circle Segm entation
The spots in the Microarray images are assumed to be circular with varying diam­
eter. The spots diameter is estimated separately in each spot. The disadvantages 
of this approach is that the software might detect multiple edges for the same spot 
due to lack of connectivity between edges.
3.1.2.3 A daptive Shape Segm entation
The spots in the Microarray images can have different shapes and sizes. The two 
commonly used methods for adaptive shape segmentation in Microarray image anal­
ysis are watershed and SRG. The watershed and SRG methods both require the 
specification of the starting points. The software package “Spot” implements this 
segmentation method. The disadvantage of this segmentation procedure is the se­
lection of the location and number of the seed points.
3.1.2.4 H istogram  Segm entation
This method uses circular or square target mask larger than the area. The fore­
ground and background intensity estimates are obtained from histograms and re­
quires no spatial informations. The main advantage of this method is its simplicity 
and the major disadvantage is that quantitation is unstable when large target mask 
is set to compensate for spot variation. In histogram segmentation is used. Thresh­
old values are calculated using Mann-Whitney test and pixels whose values higher 
than the threshold are classified as foreground and as background otherwise. The 
software “Quant Array” implements this segmentation procedure.
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3.1.3 Intensity Extraction
After detecting the location, size and shape of each spot, the red or green foreground 
fluorescent signal or spot intensities, background intensities and quality measures 
for each dye at each spot on the array are calculated.
•  Signal: The total amount of hybridization is proportional to the total fluores­
cence of the spot. The spot intensity or signal is measured by computing the 
sum of the pixel intensities within each spot mask.
• Background: Spot’s measured fluorescence intensity includes contributions of 
non-specifically hybridization and other chemicals on the glass chip. The com­
mon approaches to background calculation include taking the median of the 
pixel intensities in a region surrounding the spot and taking the median of 
the median of the pixel intensities in the local valleys in between spots. The 
“Spot” software implements a non-linear filter known as morphological open­
ing which provides an estimate of background.
• Quality Measures: For each spot, the quality measures of spot size, shape 
and relative signal to background intensity are performed in microarray data 
analysis.
3.1.4 Norm alization
The quantitative comparison of two or more microarrays can reveal, for example, 
the distinct patterns of gene expression that define different cellular phenotypes or 
the genes that are induced in the cellular response to certain stimulations [5, 35]. 
Normalization of the measured intensities is a prerequisite of such comparisons. 
However, a fundamental problem in cDNA microarray analysis is the lack of a 
common standard to compare the expression levels of different samples [52]. While 
some theoretical studies that address this important issue have appeared in the 
literature, the normalization methods currently in common use are based on more 
pragmatic biological considerations. The normalization methods are basically used 
to correct the following variables:
• Number of cells in the sample
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• Total RNA isolation efficiency
• mRNA isolation and labeling efficiency
• Hybridization efficiency
• Signal measurement sensitivity.
Several normalization protocols have been proposed to overcome the variabilities in­
herent in the microarray technology, as proper normalization is critical for revealing 
relevant biological results.
3.1.5 Statistical A nalysis
The steps involved in statistical analysis of microarray images are:
3.1.5.1 C luster A nalysis
Cluster analysis is the clustering or grouping, of large data sets (e.g., chemical 
and/or pharmacological data sets) on the basis of similarity criteria for appropriately 
scaled variables that represent the data of interest. Similarity criteria (distance 
based, associative, correlative, probabilistic) among the several clusters facilitate 
the recognition of patterns and reveal otherwise hidden structures.
3.1.5.2 D iscrim inant Analysis
Discriminant analysis is a statistical technique to find a set of descriptors, which 
can be used to detect and rationalize separation between activity classes.
3.2 M odels used in Gridding
3.2.1 M arkov R andom  Field M odel
Markov Random field model(MRF), applies different application specific constraints 
and heuristic criteria. Requires as input: number of columns and rows of the spots 
per grid and the number of rows and column of grids. MRFs are a class of statistical 
models, interpreted as a generalization of Markov Chain Models, which describe 
temporal constraints [15]. MRFs invovles a number of sites, random variable taken 
as set of labels The sites together with the neighboring system N  form
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an undirected graph, which is used to define the conceptual constraints between the 
labeling. The set clique C comprises the complete collection of connected subgraph 
of the MRF graph. The image is divided into a set of clique potentials and an 
energy minimization model and the highest confidence first (HCF) are used to find 
the number of spots and the grid lines.
3.2.2 Hierarchal Clustering M odel
Hierarchal clustering, proposed by Sneath in 1973 and is one of the most widely 
used techniques for the analysis of Microarray gene expression data. As discussed in 
[11, 23, 42], the hierarchal clustering model a tree-based approach is used to measure 
the distance between genes (such as correlation coefficients), to group genes into hi­
erarchical trees. The underpinning principle for the hierarchical clustering approach 
is that genes share common functions and the similarity of expression patterns in­
dicates the status of cellular processes. Hierarchal clustering model can be divided 
into two subgroups: based on a criterion of dissimilarity (divisive) and based on a 
criterion of similarity (agglomerative).
A brief description about these subgroups of hierarchal clustering model used for 
data analysis can be found in [7,11]. The result of the hierarchical clustering process 
is a representation as a tree shaped graphic called a dendrogram. The branch length 
of a tree reflects the degree of similarity between the genes and the relationship 
among the genes. The computed tree values are stored in a table using naturalistic 
color scale and can be used to classify adjacent genes or group of genes with similar 
expression patterns.
3.2.3 M athem atical M orphological Clustering M odel
Serra introduced the basis and theory of mathematical morphology in 1982. Haral- 
ick discussed the basic mathematical morphological operations with both ID and 2D 
elements. In this model, the segmentation of microarray images are performed by 
statistical analysis of spot shapes and intensity variations using the information ex­
tracted from spots and spot intensities [4]. The mathematical morphological model 
are represented as a function and then erosion operators and morphological filters
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are used to transform it to other images resulting in shrinkage and area opening of 
the image and which further helps in removing peaks and ridges from the topological 
surface of the images.
3.2.4 Empirical Bayes M odel
The empirical bayes model was first applied to microarray images in [22], The non- 
parametric empirical Bayes model, is closely related to frequentist (Benjamini and 
Hocberg) false-discovery criteria for efficient reduction of data into single summary 
statistics “Z” per gene and for detecting simultaneously the genes affected by radia­
tions based on all the “Z-scores” . The model produces useful posteriori probabilities 
of effect for the individual genes with minimum of prior assumptions. The model is 
presented in algorithmic form, and is used for microarray comparative experiments 
for both oligonucleotide and cDNA type experiments.
3.2.5 ANO VA M odel
Kerr was the first to introduce ANOVA model in microarray experiments and image 
analysis. In the ANOVA model the changes in the gene expression pattern are 
measured by capturing the variety*gene interaction terms. The authors claim that 
the computation of ratios of raw signal is an inadequate method to determine the 
expression level of genes. As explained in [16], the ANOVA methods can be used to 
normalize microarray data and to provide estimates of changes in gene expression 
corrected for potential confounding effects.
3.3 Algorithms used in Gridding
3.3.1 Seeded Region Growing Algorithm
Rolf Adams and Leanne Bischof first introduced SRG algorithm in [1]. According to 
[52], a set of points known as seeds are provided as input for the segmentation of the 
microarray image using seeded region growing algorithm. These are groups of pixels 
and are labeled and serve as starting point for a region of growing process. The 
algorithm then proceeds by growing the entire foreground and background region 
simultaneously. At each stage the pixels not allocated to one of the regions but have
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atleast one neighbor already allocated are considered for allocation.
The algorithm selects the pixel value which is the nearest to the average of the pixel 
value in the neighboring region, from all the region-neighboring pixels. This process 
is repeated until all the pixels are allocated or grouped to one of the regions in 
the image and uses sequential search list or priority queue to optimize its efficiency. 
SRG methods are complementary to the edge-based methods.
3.3.2 W atershed Segm entation Algorithm
The watershed algorithm is widely studied and used for efficient object separation 
by Vincent and Beucher in 1974. It was introduced by Digabel and Lantuejoul and 
extended by Beucher in 1979, analyzed theoretically and formally defined in terms 
of flooding simulations by Soille in 1991. The morphological watershed algorithm is 
applied to the gradient of the image [4]. The gradient can be viewed as a topology 
with boundaries between regions as ridges. The watershed segmentation algorithm 
also require seeded points as input as in SRG.
The watershed segmentation algorithm is actually a simulation of floods, starting 
from the seed points and flooding the topography until the water is not stopped 
at the ridges of the valleys. Water from different valleys is not mixed between two 
neighboring valleys. As explained by Beucher, the variable-surface fitting technique 
starts coarse segmentation of the image into several surface-curvature-sign prim­
itives such as ridges, peaks, pits etc. An iterative region growing method based 
on variable-order surface fitting then refines these surface-curvature-sign primitives. 
The method is highly data driven with no scope to involve higher-level knowledge. 
Comparing with edge-based methods this method gives closed boundaries around 
the supposed regions, but it is sensitive to the noise in the regions and blurred edges 
between regions and is computationally very expensive.
3.3.3 Edge Based Algorithm
Edge based methods in microarray data was first introduced by Kim. As explained 
in [18], the edge based method detects or captures the places of rapid transition in
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a microarray image, based on the brightness or color value of different regions. The 
basic principle is to apply some of the gradient operators convolving them with the 
image. High values of the gradient magnitude are possible places of rapid transition 
between two different regions, what we call edges [18]. After this step of finding 
edges on the image they have to be linked to form closed boundaries of the regions. 
To go from image edges to the image boundaries is very difficult task and has been 
studied a lot.
3.3.4 Ratio-based Algorithm
Chen, invented the method of ratio-based grid segmentation for data analysis in 
microarray images. According to Loguinov, in ratio-based segmentation the results 
of hypothesis test and confidence intervals can be used to calculate significant dif­
ferences in sample expressions and to explore the entire genome in a microarray 
experiment. Ratios are used to quantify gene expression distinctions on a cDNA 
microarray from different samples [10].
The mean estimators are initialized and the ratio of the samples are calibrated 
by means of the estimators which is equal to the sample mean divide by previous 
mean estimators, so that the input red and green signals are approximately equal. 
The estimate of the mean is given the value of the maximum likelihood estimator 
obtained by evaluating the estimator with the newly calibrated data. This process 
is repeated until satisfactory results are obtained. According to [10, 37], a careful 
mathematical analysis of calibration and confidence limits has revealed significant 
gene expression ratios that were missed with a less precise analysis.
3.3.5 C lustering A lgorithm s
As stated by [3], “ The most commonly used computational approach for analyzing 
microarray data is cluster analysis.” Cluster analysis groups genes or samples into 
“clusters” based on the similar expression profiles and provides clues to the function 
or regulation of genes or similarity of samples via shared cluster membership. Several 
clustering models have been usefully applied to analyzing genome-wide expression 
data and can be classified into five categories.
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3.3.5.1 K -m ean C lustering Algorithm
The k-mean clustering algorithm is one of the most popular partitive unsupervised 
methods and was introduce by MacQueen in 1967 and applied to microarray data by 
Tavazoie and Ergut in 1999 or samples based on the similar expression profiles into 
k number of groups. According to [12], the grouping is performed by minimizing 
the sum of squares of distance between data and the corresponding cluster centroid. 
It is a partitioning algorithm and assigns each data to its closest of k-mid points
a# © h@ ® % 9 d
/  •  V •  ® # ® 9 9 99 9 9999 9
9  ® 
• • • • : • • ;  •
• •  • • •* •  
t  *•  •  s  ®
9 •





• • •  • • •  •  •  • •  ® ® V
9 99 
•  # ®
Figure 3.1: k-mean clustering, (modified from [5], pp: 352)
with respect to the “Euclidean distance”. If the number of data is bigger than the 
number of cluster for each data, then the distance to all centroids for each data are 
calculated and if it is less each data is assigned as the centroid. Then the centroid 
location is adjusted based on the current updated data. This process is repeated 
until no data is moves to other cluster. Figure 3.1 illustrates the k-mean clustering 
process, (a) representation of gene expression as points; (b) identification of seed 
points; (c) cluster of points to the seed points; (d) formulation of new clusters.
3.3.5.2 Fuzzy C-means Algorithm
The fuzzy clustering and fuzzy rules, for gene expression data analysis was first 
suggested by Guthke in 1999. This algorithm is modification of the to k-means al­
gorithms. As explained by [12], in fuzzy c-means, the distance to centroids or weights 
is initialized randomly. New centroid and weights are calculated and weights are 
updated with respect to the new centroid. Then the objective function is calculated 
and this process is repeated until the minimum value for the objective function is 
obtained.
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3.3.5.3 Partition  Around M edoids
Kaufman, was the first to introduce this famous clustering algorithm for microarray 
analysis in 1990. According to [6], Partition Around Medoids (PAM) minimizes the 
objective function that is the sum of the distances of all observations to their closest 
medoid or centroid. PAM has objective functions similar to K-means and [6] used 
“Manhattan distance” method for PAM algorithm. The main difference of PAM 
from FCM and K-means clustering algorithms are that resulting medoid or centroid 
data would be any data from the input and the computation time of PAM is much 
higher than FCM and K-means.
3.3.5.4 A daptive P ixel Clustering Algorithm s
The adaptive pixel clustering algorithms was introduced by Tibshirani in 1999 and 
extended by [6] for microarray data analysis. The adaptive pixel-clustering algo­
rithm can be considered as a distribution method with attention towards identifica­
tion of the gene spot. To emphasize the influence of a presumed gene spot region, 
PX PAM and PX KMEANS algorithms are incorporated into a hybrid solution, 
where the accumulation of all target clustering results are used as a Bayesian fil­
ter for each target area separately. By applying spatial convolution the identified 
clusters in the target area are further refined. And then “smoothing” is performed 
to reassign those pixels that belong to a different cluster than the majority of their 
adjacent pixels.
As explained by [41], in PX PAM and PX KMEANS algorithms, the dissimilarity 
matrix is calculated using “Manhattan distance” and local optimums of clusters are 
calculated based on PAM in PX PAM algorithm and K-Means in PX KMEANS 
algorithms. Finally the reduction techniques are applied in which the ratio of the 
differences of the red and green foreground and background intensities are computed, 
as the final relative abudance estimates. According to [41, 53], PX KMEANS algo­
rithms are preferred over PX PAM algorithms because PX PAM takes when com­
pared to PX KMEANS, which takes linear time.
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3.3.5.5 Self-Organized M aps
The Self-Organized Maps (SOMs) or Kohonen networks were first suggested by Ko- 
honen in 1987. This approach is one of the best-known unsupervised methods and 
has been found to be superior in both robustness and accuracy to other cluster­
ing techniques when analyzing microarray data [9, 44]. SOMs have a number of 
features well suited to clustering analysis of gene expression patterns. They are ide­
ally suited to exploratory data analysis, allowing one to impose partial structure on 
the clusters and facilitating easy visualization and interpretation. The foundation of 
this algorithm comes from the orderly mapping of information in the cerebral cortex.
As discussed in [44], in SOMs high dimensional datasets are projected on to one 
or two-dimensional space. All the datasets compete for each input pattern and the 
data that is chosen for the input pattern wins and is activated. The winning dataset 
updates itself and neighbor datasets to approximate the distribution of patterns in 
the input dataset. After the adaptation process, similar clusters will be close to 
each other. This topological ordering helps in detecting both distinct and similar 
clusters quickly. This algorithm is efficient in handling large datasets.
3.3.5.6 Principal Com ponent Analysis
Pearson, introduced principal component analysis (PCA) in 1901. PCA also known 
as single value decomposition or Karhunen-Loeve expansion is an exploratory tech­
nique for determining the key properties in a multidimensional dataset. In the sense 
PCA can be used effectively to compress microarray data and to find relevant fea­
tures about the differences of the diverse experiments.
In [31], PCA is used as a statistical technique for determining the key variables in 
a multidimensional data set that explain the differences in the observations, and to 
simplify the analysis and visualization of multidimensional data sets. In PCA data 
is projected into a new space spanned by the principal components. Each succes­
sive principal component is selected to be orthonormal to the previous ones, and 
to capture the maximum information that is not already present in the previous
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components. PCA is probably the optimal dimension-reduction technique accord­
ing to the sum of squared errors. As explained in [31], when PCA is applied to 
expression data, it finds principal components by computed the n eigenvalues and 
their corresponding eigenvectors from the n*n covariance matrix of conditions (A 
component is the weighted sum of conditions, where the coefficients of eigen vectors 
are the weights), the eigenarrays used to reduce the dimension of expression data 
for visualization, filtering of noise and for simplifying the subsequent computational 
analyses.
3.3.5.7 Independent Com ponent Analysis
The independent component analysis (ICA) was initially introduced by Herault in 
1986. ICA defines a generative model for the observed multivariate data, which is 
typically given as a large database of samples. As in [5, 35] the model, the data 
variables are assumed to be linear or nonlinear mixtures of some unknown latent 
variables, and the mixing system is also unknown. The latent variables are assumed 
nongaussian and mutually independent, and they are called the independent com­
ponents of the observed data. These independent components, also called sources 
or factors, can be found by ICA.
Independent component analysis can be seen as an extension to principal component 
analysis and factor analysis. ICA is a much more powerful technique, however, 
capable of finding the underlying factors or sources when these classic methods 
fail completely. The data analyzed by ICA could originate from many different 
kinds of application fields, including digital images and document databases, as 
well as economic indicators and psychometric measurements [35]. In many cases, 
the measurements are given as a set of parallel signals or time series. The term 
blind source separation is used to characterize this problem. Typical examples 
are mixtures of simultaneous speech signals that have been picked up by several 
microphones, brain waves recorded by multiple sensors, interfering radio signals 
arriving at a mobile phone, or parallel time series obtained from some industrial 
process.
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3.3.5.8 Support Vector M achines
A support vector machine (SVM) is a supervised learning technique first suggested 
by Vapnik in 1995. The mathematical advantages of SVM include flexibility in 
choosing a distance function, ability to detect outliers, and capacity to deal with 
high dimensional datsets. As applied to gene expression analysis, SVMs begin with 
a set of genes that have a common function and with genes that are known not to be 
members of the specified functional class [5, 38]. This training set is assembled from 
the domain knowledge, and the SVM algorithm will use it and learn to discriminate 
gene expression values and assign them as members and non-members of particular 
functional category [37, 38].
An SVM is a maximum-margin hyperplane that lies in some space. Given training 
data labeled either “yes or “no”, a maximum-margin hyperplane splits the “yes” 
and “no” training examples, such that the distance from the closest data to the 
hyperplane is maximized. The use of the maximum-margin hyperplane is motivated 
by statistical learning theory, which provides a probabilistic test error bound which 
is minimized when the margin is maximized. If there exists no hyperplane that can 
split the “yes” and “no” data, an SVM will choose a hyperplane that splits the 
examples as cleanly as possible, while still maximizing the distance to the nearest 
cleanly split data.
3.3.5.9 Other existing approaches
Jain’s [13], Katzer’s [14], and Stienfath’s [43] models are integrated systems for 
microarray gridding and quantitative analysis. They impose different kinds of re­
strictions on the print layout or materials used. Stienfath’s model requires filter 
arrays with radioactive label different from glass arrays. Jain’s model requires the 
rows and columns of all grid to be strictly aligned. Katzer’s model requires gaps 
between the grids and most of the other existing approaches do not aim at solving 
the problem automatically.
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3.4 Softwares used in Gridding
Image analysis software performs three fundamental processes of image analysis: 
gridding, segmentation and information extraction. Some of the softwares used for 
gridding are:
3.4.1 Spot
Spot is a software package for the analysis of microarray images. Spot was developed 
at CSIRO, Mathematical and Information Science. Spot is available in Windows 
NT/2000/XP, Linux, Solaris, Digital Unix running R environment. According to 
[52], the features of “Spot” are: Automatic grid location, Flexible spot segmentation 
and Morphological background estimation.
3.4.2 U CSF Spot
UCSF Spot was developed at Jain Laboratory. This software package is available 
only for windows platform. According to [13], the features of UCSF Spots are: 
Spot identification, DAPI image for segmentation based on the DNA distribution 
in the spots, uses a counterstained. This package is available for free download for 
academic purpose and have user guide, installation instructions, demos etc.
3.4.3 ScanAlyze
ScanAlyze process fluorescent images of microarrays. According to [11], ScanAlyze 
includes semi-automatic definition of grids and complex pixel and spot analyses. 
Outputs to tab-delimited text files for transfer to any database. Michael Eisen de­
veloped ScanAlyze. This software package is available only for windows platform. 
This package is available for free download for academic and other non-profit re­
searchers and have manual, installation instructions and source code.
3.4.4 Dapple
Dapple is a program for quantitating spots on a two-color DNA microarray image. 
According to [9], given a pair of images from a comparative hybridization, Dapple 
finds the individual spots on the image, evaluates their qualities, and quantifies their
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total fluorescent intensities. Dapple judges the quality of putative spots automati­
cally using a classifier trained to match the investigator’s judgment. Dapple works 
on UNIX-like operating systems. This software package comes with a source code 
and a technical report.




The aim of our model is to determine the grids in a microarray image and to reduce 
an image of spots into an array or a table with a measure of the intensities of each 
spot. To perform the tests we actually collected the raw data (original images) 
from various databases like cancer datasets from GEO, yeast cell cycle images from 
Department of genetics, Stanford University Medical Center and from some private 
data repositories. The Microarray images are in TIFF format, grayscale images and 
are a class unitl6 arrays. Each image is divided into a number of subgrids and each 
subgrid contains thousands of elements or spots. An image of size 1024x1024, have 
a grand total of 1,048,576 elements and approximately 2GB.
4.1.1 A utom atic Gridding and Spot Quantification in Microarray Im­
ages
To solve the problem of determining the grids in a microarray image, we take a 
matrix of pixels or a microarray image as input and make the following assumptions
1. Number of rows of spots unknown
2. Number of columns of spots unknown
3. Boundaries of the sub grid known
4. Size of the spot unknown
Existing automatic techniques or approaches used to solve the problem requires user 
to specify these parameters as input or else make assumptions about the spot size 
and rows and columns of the image and some are semiautomatic and do not take 
all these parameters into account.
34
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4.1.2 Formulation o f the Problem
Consider an image (matrix) A =  a,ij,i =  and j  =  1 m, where ay €[0,
p], p =  the maximum pixel intensity (usually 65,536 in a TIFF image). The aim 
is to obtain a matrix G (grid) where G =  gij,i — 1, and j  =  1, gy =  0
or gij =  1 (Binary image). The image could be thought of a “free formed grid”. 
However in order to strictly use the definition of “grid” our aim is to obtain vectors 
v  and h, v  =  [vi, h = [hi, ...hn], where Vi e  [l,m] and hj e  [l,n]
4.2 An Energy based approach
Our approach to plot the grid lines in microaxray images is based on the energy 
maximization technique. We separate the problems into two parts. First we find 
the spotsize using n-arbitrary points in the microarray images using four algorithms 
and three objective functions. Then we capture every spot in the microarray image 
using the spotsize and an estimator based on unsupervised learning technique and 
by finding the local maxima within the range of spot width. Figure 2.1 sketches the 
flow chart for the complete problem.
4.2.1 Our approach in a nutshell
• N  arbitrary points within each subgrid are taken randomly and the we use 
the local maximum energy spot algorithm to find the center of a spot.
• Once we obtain the center of one spot, we move to find the center of all other 
spots in the 16-bit grayscale image. We apply the local maximum energy spot 
algorithm within the range using the potential spot center, to find the spot 
with maximum pixel intensity with in a given range. Then, the horizontal 
and vertical algorithms are use to traverse through the subgrid to capture the 
spots in the specified rows and columns of the subgrid.
•  With the captured spots, with those n-rows and columns of the image we 
compute the difference between the co-ordinates of spot captured and calculate 
“the mean of the mean” to find the spotwidth, (which gives a rough estimate 
of the spotwidth, later corrected by using sample mean).






















Figure 4.1: Flow chart for the Proposed method
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• With this new spotwidth obtained and using arbitrary point in the microarray 
image, we find a new center of a spot, then traverse horizontally and vertically 
within the given limits of the subgrid, to find the center of every spot in the 
image using all the four algorithms and three objective functions (uniform, 
exponential and normal).
• Using the captured spots as input we find the peaks for each pixel by finding 
local maxima within the range of spotwidth. Then we plot the peaks or the 
number of hits and compare the values. Using these peaks for each row and 
column in the image, we plot the horizontal and vertical grid lines in the Tiff 
image.
4.2.2 Objective Functions
The objective functions used in our model are described below. The objective func­
tion takes a sub-image (a matrix of pixel intensities) as input. It computes the 
energy of the sub-image by weighting each pixel based on a parametric probabilistic 
distribution, where the underlying random variable is the distance from the center 
of the sub-image to the corresponding pixel. In our approach, we propose to use 
three different parametric distributions, namely uniform, exponential, and normal. 
Figure 4.5represents the energy distribution, which is assumed to be parametric. 
Consider a sub-image, B  =  {by}, where i =  1, . . .  ,n&, j  =  1, . . . ,  mb, by G [o,p], p 
is the maximum pixel intensity, and Xy =  [xy,yy] represent the coordinates of the 
pixels. Note that x represents the relative position in B. The different functions 
are described below.
1. Uniform energy function: Assuming that the weights for the pixels are assigned 
by means of a bivariate uniform distribution, e.g. they are all equally weighted, 
the energy for B  is computed as follows:
nb mb
(4 1 )
4=1 j = 1
2. Exponential energy function: For this function, we first estimate the mean of 
the distribution as c = [n/2,m/2]. The distance from each pixel Xy to the
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center is then computed as =  [(c —x)*(c —x)]. Figure 4.3 shows the energy 
submatrix with distance d from the center of the submatrix to any pixel Xy 
in the image. Then, assuming that dy is an exponential random variable, the 




where A is the parameter to the distribution.
3. Normal energy function: Assuming that the weighting function is given by 





, the energy is computed as follows:
nb mb
E  =  V ' h -__ e-5(xy -c)‘s_1(x« -c)
U2tt|E|5 (4-3)i=1 j=l
Thus, the only parameter needed is the variance of the distribution, a2. Figure 
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Figure 4.2: Normal energy distribution
4.2.3 A lgorithm s used in Gridding
The first module that we discuss is the local maximum energy spot algorithm, which 
takes a sub-grid, A, a starting pixel, p, a step size, s, a “scanning” diameter, d, and











Figure 4.4: Scanning the image in a spiral manner
finds the maximum energy sub-matrix of size nn x n .̂ The procedure that formal­
izes this algorithm is shown in Algorithm Local_Maximum_Energy_Spot. The 
algorithm proceeds by scanning a “portion” of the sub-grid, at arbitrary positions 
which axe s pixels apart. Once the maximum energy is found at these arbitrary 
positions, the energy is maximized, locally, by a “greeding” procedure. Figure 4.4 
illustrates the spiral traversal using Local_Maximum_Energy_Spot Algorithm with 
in the range of the subgrid.
The second module proceeds by scanning the image horizontally to the left and 
then to the right. Figure 4.6 shows the horizontal traversal within the subgrid of a 
microarray image. The aim is to find the positions of the “peaks” of energy along 
the horizontal line. The procedure that implements this algorithm is shown in Al-
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A lgorithm  1: LocalJVIaximumJEnergy-Spot________________________
Input:A sub-grid, A .  A starting pixel, p start — [h,v]. A scanning 
diameter, d. The energy sub-matrix size, n\>. A step size, s.
Output :The center of the maximum energy sub-matrix,
Pmax =  [hmaxi ^max]
Emax * 0
P low < P sta rt [d/2,d/2]
Phigh 4 P sta rt 4“ [d/2, d/2] 
for i *- hlow to  hhigh step  s do 
for i <- vlow to  vhigh step  s do
Create B  using rib x mb pixels around [i,j\
Compute E  as in (4.1), (4.2), or (4.3) 
if  E  >  E max then
■*-'max * J~/




/ /  Energy maximization local search 
while true do
Compute E  for all the neighbors of p max, and find maximum,Eimax 
if  Ei max ^ E max then  






gorithm H orizontaLSpot JDetection. This module receives (as input) the output 
from Algorithm Local_Maximum_Energy_Spot, p = [h, v], and the sub-grid A.It 
returns an array that contains the positions of the peaks along the horizontal line. 
Only the scanning to the left of h is shown in the algorithm. Figure 4.7 illustrates, 
scanning horizontally to the left within the subgrid. The scanning to the right of h 
is done in a similar manner. The vertical spot detection algorithm is similar to the 
horizontal one described above, except that the former scans to the top and bottom 
of A ,  starting from v. The output of the algorithm is a vector, v, which contains 
the positions of the energy peaks. Figure 4.8 shows the vertical traversal within the 
subgrid of a microaxray image. The scanning to the right of h is done in a similar 
manner, and is not included to avoid repetitions.
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Figure 4.5: Energy distribution
( h i . v i ) (h2,vi)
(hi,v2) (h2,v2)
Figure 4.6: Traverse horizontally with in the subgrid
(hi.v,) (h2,vi)
(hi,v2) (h2.v2)
Figure 4.7: Traverse horizontally left with in the subgrid
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A lgorithm  2: HorizontaLLeft-SpotJDetection_________________________
Input:A  sub-grid, A. A  starting pixel, p =  [h,v]. The energy sub-matrix 
size, rib■
OutputrArray of positions of energy peaks, hpeak
E l  <- MAX.VALUE
Compute E2 as in (4.1), (4.2), or (4.3)
/ /  Scan to the left of h while h >  1 do 
while E l  > E2 do 
E l  + -E2  
h <— h — 1
Compute E2 as in (4.1), (4.2), or (4.3)
h <— h — 1 
E 1 ^ E 2
Compute E2 as in (4.1), (4.2), or (4.3) 
end
/ /  Scan to the left of h
Repeat the process as in “scanning to the left of h”.
4.2.4 C apturing  All Spot Centers
Once the peaks with maximum energy have been found for the horizontal and ver­
tical line, for the r selected points, the aim is now to find all the spots in the 
microarray image (or sub-grid). To achieve this, we first estimate the spot width 
by computing the difference between the positions of the peaks, which are stored 
in hpeak (or equivalently for v peak)- Thus, an estimate of the spot width mean is 
computed as follows:
This is done for all r  spots selected, obtaining one set of means for the horizontal 
array, and another for the vertical array. Using the resulting means, we then compute 
the means of the means (for the vertical array is similar), as follows:
end
while E l  < E2 do
E 1 ^ E 2  
h =  h — 1
Compute E2 as in (4.1), (4.2), or (4.3)
end
Store the value of h in array hpeofe
 ̂ fhpea/(.[—1
(4.4)
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A lgorithm  3: Horizontal-Right-Spot -Detection_______________________
Input:A sub-grid, A. A starting pixel, p = [h, v}. The energy sub-matrix 
size, rib.
Output:Array of positions of energy peaks, hpeak
E l  +- MAX.VALUE
Compute E2 as in (4.1), (4.2), or (4.3)
/ /  Scan to the right of h while h < limit do 
while E l  > E2 do 
E l  < -E2  
h <— h -F 1
Compute E2 as in (4.1), (4.2), or (4.3) 
end
while E l  < E2 do
E l  < -E2  
h — h +  1
Compute E2 as in (4.1), (4.2), or (4.3) 
end
Store the value of h in array hpeafc 
h <— h +  1 
E l  <- E2
Compute E2 as in (4.1), (4.2), or (4.3) 
end
/ /  Scan to the right of h
Repeat the process as in “scanning to the right of h”._________________
Using this mean, we find all “potential” spot centers as follow. Starting from one 
of the initial pixel, p =  [h, v] move horizontally to the left (and to the right) /}/1 
pixels, and find the maximum local energy, which is at pixel pmaa, and update fih 
recursively as follows:
Once a row is exhausted, the pointer is moved vertically using /}„, and updating it 
recursively as in equation (4.6). As a result, the “potential” spot centers are obtained 
and stored in a matrix, C =  {c^}, where Cy =  [x*j, j/y], i =  1, . . . ,  nc, j  =  1, . . . ,  mc. 
Using these potential spot centers, the aim now is to find the actual spot centers,
(4.5)
P'h —  .p*h 4 "  h i —i  f l jr + 1
(4.6)"max
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A lgorithm  4: Vertical_Spot_Detection
Input:A  sub-grid, A. A starting pixel, p =  [h,v]. The energy sub-matrix 
size, rib.
Output:Array of positions of energy peaks, vpeo.k
E l  «- MAX.VALUE
Compute E2 as in (4.1), (4.2), or (4.3)
/ /  Scan to the left of h while v > 1 do 
while E l  > E2 do 
E l  <-E2  
h <— v — 1
Compute E2 as in (4.1), (4.2), or (4.3) 
end
while E l  < E2 do 
E l  «- E2
v =  v — 1
Compute E2 as in (4.1), (4.2), or (4.3) 
end
Store the value of v in array \peak 
v <— v — 1 
E l  <— E2
Compute E2 as in (4.1), (4.2), or (4.3) 
end
Repeat the process as in “scanning upside towards the end of the 
image,by deceasing v”.______ ____________________________________
and subsequently the corresponding grid. To achieve this, we construct a histogram 
for all the horizontal positions in C, Xij (and another histogram for all the vertical 
positions, j/y), by counting the number of occurrences of i, i =  l , . . . , n ,  in C. 
The peaks actually denote the most likely position for the columns (rows) of spots. 
Once this histogram is constructed, the column (and row) lines are found by starting 
from the maximum peak in the histogram, moving jlh (which has been computed 
in equation (4.6)) pixels, and finding a local maxima (a peak in the histogram). 
This process is repeated until all the peaks are exhausted. The procedure that 
implements finding the grid columns is shown in Algorithm Grid_Column. The 
procedure for finding the row (horizontal) lines for the grid is is shown in Algorithm 
Grid_Row.





Figure 4.8: Traverse vertically with in the subgrid
4.3 The important contributions of our approach
The important contributions of our approach to solve the problem of determining 
the grids in a microarray image are:
We take a matrix of pixels and boundaries of the subgrid as input and find the
1. Number of rows of spots in each subgrid.
2. Number of columns of spots in each subgrid.
3. Size of the spot.
4. Number of rows of grid.
5. Number of columns of grid.
6. Gives correct results in the presence of noise or other local deformations in the 
image.
7. Accuracy of our method is found to be almost 100%.
8. The entire procedure to capture the spots, to plot the peaks and to plot the 
grid line take less then 4mts in most of the standard datasets.
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A lgorithm  5: Grid-Column___________________________________________
Input:Microarray image (or sub-grid), A .  Matrix of potential spots,
C  =  { C y  =  [Xij, Uij]} •
Output:Positions of column grid lines, v.
/ /  Construct the histogram 
for i <— 1 to  mc do 
for j  <— 1 to  nc do 
| hist[a?y] <— hist [a:#] -I-1 
end  
end
/  /  Construct the column grid lines 
imax <- max {hist}
/ /  Scan to the left of max. peak
h * 1>max
while i >  1 do
Find local maxima and store its position in v 
end
/ /  Scan to the right of max. peak 
1 < Imax
while i <  n do
i t - i  +  frh
Find local maxima and store its position in v 
end
4.4 Complexity Analysis
4.4.1 T im e com plexity
The worst-case time complexity of our method to solve the grid segmentation prob­
lem depends primarily on the energy maximization algorithm. Given an image of 
size nxm,  Algorithm Local_Maximum_Energy_Spot performs at most mn steps. 
To compute the energy, at each of these steps, steps are needed, which implies 
nm steps in the worst-case. This implies that the worst-case time complexity of 
the proposed method is since d2 is upper bounded by O(nm). How­
ever, it is possible to refine the algorithm to find the maximum energy in order to 
reduce the complexity to 0(n m ) by computing the energy in constant time. This 
is a problem that we are currently investigating. The other two algorithms, Hori- 
zontal_Spot_Detection and Grid_Column have complexities, in the worst-case, 
0(nbmi,nr) and 0(n cmc) =  0 (n m ) respectively.
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A lgorithm  6: Grid-Row______________________________________
Input:Microarray image (or sub-grid), A. Matrix of potential spots, 
C = {c ij = [xij^ij]}.
Output:Positions of column grid lines, h.
/ /  Construct the histogram 
for i 1 to  nc do 
for j  *— 1 to  mc do 
| hist[Xy] <— hist [xij] +  1 
end 
end
/ /  Construct the column grid lines 
imax *- max{hist}
/ /  Scan to the left of max. peak
while i >  1 do
i <— i — /}„
Find local maxima and store its position in h 
end
/ /  Scan to the right of max. peak
4.5 Accuracy of our Method
The accuracy of our approach is checked by computing
1. The number of spots completely enclosed in the right cell,
2. The total number of spots in each row of the subgrid,
3. The number of rows and columns of the subgird, and
4. The number of pixels outside the right cell.
We find the accuracy and the error rate in percentage for each row and then for the 
entire subgrid using the formula
* * *max
while i <  n do
Find local maxima and store its position in h
end
(4.7)
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where RS is the number of spots completely enclosed in the right cell and S is the 
total number of spots and the error rate is computed using the formula
where ES is the number of pixels outside the right cell and SP is the total number 
of pixels. We have checked the accuracy and error rate of our approach on two 
different datasets and our method is found to be 100% accurate on datasets from 
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CHAPTER 5 
Simulations and Experimental Results
5.1 Simulations
First we will describe the steps involved in the simulation process and then give some 
results of our approach using simulations on different data sets, then we briefly dis­
cuss about experimental setup, parameters used and present the results obtained 
while analyzing the efficiency of our method by means of a numerical analysis by 
testing on different images from SMD and GEO.
We read the image in matlab, “I=imread(‘name.tif’)” and as the microarray images 
are grayscale images, the pixel intensities are in unitl6 , so we first convert these 
pixel intensities from unitl6 into double “I=im2double(I)” and inorder to view the 
spots and its boundaries in the grayscale image we multiply each pixel intensity 
by 6.5536 this will later help us to visualize if our gridlines are drawn between the 
spots and not on the spots and will further help us in analyzing the validation of 
the results. We just need two points in the subgrid to measure the boundaries of 
the subgrid in the Tiff image. The boundaries of the subgrid are measured using 
matlab toolbox and then as the spot size is unknown, we first find the spot size 
using the Local-M aximum JEnergy_Spot, Horizontal_Left_Spot_Detection, 
Horizontal-Right_SpotJDetection and Vertical_Spot_Detection algorithms. 
For a microarray image from Stanford database, the image is of size 1024*1024 and 
is divided into four subgrids. In Figure 5.1 a complete 16-bit grayscale image from 
SMD datasets is shown.
We select a subgrid from this image, say the second subgrid and we measure the 
boundaries. Then N arbitrary points within each subgrid are taken randomly and 
then we use the L oca l_M axim u m _E n ergy_S p ot algorithm to  find the center of 
atleast one spot, as finding the center of the spot is one of the most crucial part of 
our experiment. Figure 5.2 represents the center of the first potential spot in the
49
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Figure 5.1: Tiff image from SMD
16-bit TIFF image.
With in the given range using the values of x and y co-ordinate obtained for the 
spot with maximum pixel intensity by spiral traversal we further proceed to check 
if there are spots in the neighborhood of the given point (Finding the local maxima 
using a greedy procedure) with much higher pixel intensity within a given range. 
Then the horizontal and vertical algorithms are used to traverse horizontally and 
vertically to the capture spots in the specified rows and columns. In figure 5.3, the 
peaks represent the spotwidth. Once we capture spots within the n specified rows
and columns of the image, we compute the difference between the co-ordinates of
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Figure 5.2: Center of a Spot
spot captured and calculate “the mean of the mean” to find the spotwidth, (which 
gives a rough estimate of the spotwidth, later corrected by using the sample mean).
The three important parameters used to compute the energy are
1. Size of the spot,
2. Distance form the center, and
3. Range of the subimage.
Once the peaks with maximum energy have been found for the horizontal and ver­
tical line, for the r  selected points, the aim is now to find all the spots in the 
microarray image (or sub-grid). Using this spotwidth, and now from any arbitrary 
point in the subgrid of the microarray image, we find the center of a new spot, 
and then scan with in the given limits of the subgrid with this intial pixel as the











Figure 5.3: The peaks representing the spot width
68 69 59 0 0 0 55 52
78 78 68 59 69 69 69 62
98 98 79 69 80 80 79 72
117 118 99 79 100 90 89 85
138 138 119 99 117 99 98 97
158 158 140 118 139 118 119 120
178 178 158 140 158 138 139 140
198 198 179 158 177 170 170 169
218 219 200 179 200 190 189 189
238 239 220 200 217 218 217 214
Table 5.1: An array of potential Spots
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starting point, the center of every other spot in the subgrid are found using all 
the four algorithms, three objective functions (uniform, exponential and normal) 
and the spotwidth, sample mean and true mean. Figure 5.4 and 5.5 represents the 
spotwidth obtained by exponential and normal objective functions respectively.
Starting from one of the initial pixel, move horizontally to the left (and to the right), 
and find the maximum local energy. Once a row is exhausted, the pointer is moved 
vertically and updated recursively. As a result, the “potential” spot centers are 
obtained and stored in a matrix. Figure 5.1 represents the an array of captured 
potential spot centers. Using these potential spot centers, the aim now is to find 
the actual spot centers, and subsequently the corresponding grid. To achieve this, 
we construct a histogram for all the horizontal positions,by counting the number of 
occurrences of count of pixels in the array. The corresponding histogram for a sam­
ple microarray image (a sub-grid) is depicted in Figure 5.7 and 5.8. The captured 
spots for the second subgrid from a typical image from SMD datasets is shown in 
Figure 5.6.
The peaks observed in the figure denote the most likely position for the columns 
(rows) of spots. Once this histogram is constructed, the column (and row) lines 
are found by starting from the maximum peak in the histogram, moving fa  pixels, 
and finding a local maxima (a peak in the histogram). This process is repeated 
until all the peaks are exhausted using the grid columns as in G rid .C olum n and 
Grid_Row algorithms.
5.2 Experimental Setup
Microarray images are collected from three different databases
1. cdcl5 Experiments-These Tiff images have smaller and low pixel intensity 
spots as in Figure 5.9.
2. Pheromone Experiments-The spots are comparatively larger in diameter and 
have higher pixel intensities as in Figure 5.10
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Horizontal-exponential distribution (Image 5)
Lambda=0.28,, size= 10,grid-1




7.8909 7.7414 7.7586 7.5690 7.7931 7.8276 7.6897 7.6724 7.6207
SMD2 = 7.7293
Horizontal-exponential distribution (Image 5)
Lambda=0.28, size= 10,grid-2




9.2128 9.3617 9.0200 8.9400 8.9600 8.8000 8.8600 8.9000 8.8200 
SMD2 = 8.9861
Horizontal-exponential distribution (Image S)
Lambda=0.28, size= 10,grid-3




8.8600 8.6275 8.7059 8.5098 8.5294 8.6667 8.5882 8.6275 8.5098
SMD2 = 8.6250
Harrimtal-exponential distribution (Image 5)
Lambda=0.28, size= 10,grid-4




8.6863 8.4231 8.6538 8.1852 8.2778 8.2407 8.3704 8.1852 8.2037
SMD2 = 8.3585
SMD2: 8.5060 7.7293 9.9495 8.9861 9.7210 8.6250 8.2193 8.3585
Figure 5.4: The spotwidth obtained by exponential function
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Horizontal-normal distribution (image-15)
Sigma=1.33, mu=0, spotsize=9, size=10,grid-1
9.8667 10.4000 9.8913 9.9783 9.8696 9.9348 9.7826 9.5870 10.0435 
SMD2 = 9.9282
Vertical-normal distribution 
Sigma=1.33, mu=0, spotsize=9, size=10,grid-1
8.9200 8.8000 8.7600 9.0200 8.3585 8.2453 8.3208 8.2037 8.2778 
SMD2 = 8.5451
Horizontal-normal distribution 
Sigma=1.33, mu=0, spotsize=9, size= 10,grid-2
10.2326 10.2955 10.0444 9.8222 10.2667 9.8444 9.8043 9.5652 9.6522
SMD2 = 9.9475
Vertical -normal distribution 
Sigma=1.33, mu=0, spotsize=9, size= 10,grid-2
10.3023 10.0227 10.1364 10.2500 9.7609 9.7826 10.0217 10.0435 9.9130
SMD2 = 10.0259
Horizontal-normal distribution 
Sigma=1.33, mu=0, spotsize=9, size=10,grid-3
10.0000 10.2444 10.3556 10.1111 10.2667 10.0222 10.0222 9.9778 10.0667
SMD2 = 10.1185
Vertical -normal distribution 
Sigma=1.33, mu=0, size= 10,grid-3
10.0000 9.7955 9.7727 9.8409 9.8864 9.8182 9.8182 9.8409 9.8182
SMD2 = 9.8434
Horizontal-normal distribution 
Sigma=1.33, mu=0, size= 10,grid-4
9.3125 9.4375 9.3958 9.0600 9.2600 9.3000 9.2600 9.1600 8.9800 
SMD2 = 9.2406
Vertical-normal distribution 
Sigma=1.33, mu=0, size= 10, grid-4
10.3256 10.0682 10.1364 10.1136 10.1136 10.3864 9.8478 10.2174 9.7234 
SMD2 = 10.1036
Figure 5.5: The spotwidth obtained by normal function
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Figure 5.6: Captured spots for the second subgird
3. Elutriation Experiments-The spots have much larger diameter when compared 
to the other two and have very high pixel intensity spots as in Figure 5.11.
These images are in jpg/Tiff format each image has many subgrids. The images from 
Stanford datasets are from Dr.Brown’s laboratory and are from different stages in 
yeast life cycle. There axe three different types of images from SMD obtained from 
different experiments. The images obtained from GEO are from different species 
and each image have 16 subgrids with bigger spot size. Figure 5.12 represents a 
typical Tiff image from GEO datasets.
Other images obtained from are different private data repositories. Once we read 
the co-ordinates of the subgrid we use the spiral spot detection algorithm with in 
a certain range-from different experimental results we have found that the range is 
40. Then we use the energy maximization with in a range of 80 to capture all the
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Figure 5.7: The peaks while traversing horizontally left
spots and to find the spotwidth we use the true mean and the sample mean. Three 




with in a range of 10. By repeated experimental results the value of A in Exponential 
distribution found to be 0.28. The value of fi and a in Normal distribution found 
to be 0 and 3 respectively by experimental results.
We have analyzed the efficiency of our method by means of a numerical analysis. 
The results have been obtained for images from SMD and GEO, and are shown in 
Tables 5.2 and 5.3 respectively. The first column in the tables corresponds to the
1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 I  I I  1 1 i  i  i  i
L.l  1 _ _____ 1 _  . L j l _______1l ______ L _ - I  III
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Figure 5.8: The peaks while traversing horizontally right
image name, and the second column shows the sub-grid number used in the exper­
iment. The third column contains the number of spots in the sub-grid, NS. The 
fourth column displays the number of spots which are not entirely contained in the 
grid cell, or which are misplaced, NS_M. The percentage of spots (Accuracy) that are 
correctly placed inside the grid cell is shown in the fifth column. The total number 
of pixels considered in the grid, NP, is shown in the sixth column, and the num­
ber of pixels, which axe misplaced, NP_M, is displayed in the seventh column. The 
eight column contains the percentage of pixels which are not included in the grid cell.
From the tables, we observe that the proposed method is quite accurate in finding 
the grids for the microarray images tested. In both databases, SMD and GEO, 
the percentage of spots which are correctly placed in their corresponding grid cells 
is very high, exceeding 98%. Note that in this case, we are counting the number








800 820 840 860 880 900 920
Figure 5.9: Smaller spotsize Tiff image from cdcl5 experiments
of spots which contain all their pixels in the corresponding cell, while those that 
contain at least one pixel outside the cell axe counted as misplaced. Regarding the 
number of pixels which fall outside the grid cell, we also observe that the proposed 
method is quite efficient, yielding, on the average, around 1% and 0.5% for SMD 
and GEO respectively.
In most of the images, the accuracy is exactly (or nearly) 100%, while in a couple 
of images the percentage is below 95%, which indicates that these images contain a 
relatively high amount of noise. To visually observe the accuracy of the proposed 
method, in Figure 5.13 we show the resulting grid, and the corresponding image 
(sub-grid 13) from image GSM17137. The figure corroborates the accuracy of the 
proposed method in obtaining the grid 100% accurately, despite the image contains 
noise and many spots with low intensity.
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820 840 860 880 900 920 940
Figure 5.10: Slighty bigger spots, Tiff image from pheromone experiments
5.2.1 Space Requirem ents
The input is a matrix of pixel and its size depends upon the tiff images used, 
usually varies between 40MB to 6 GB for the entire image and 10MB to 1GB for 
each subgrid in the image. The worst-case space complexity of our proposed method 
is 0(nm ), where m and n are the dimensions of the subgrid. The resources used are 
P4 processor with 1.60GHz speed and 256 MB ram and 20 GB hard disk.
5.2.2 Com putational Tim e
The time our method takes to compute the spotwidth, total number of spots in 
the subgird, to plot the number of hits and to draw the gridlines in the subgrid is 
approximately 2-3 mins. But this value also depend on the size of the subgrid and 
the number or rows and columns of the subgrid.
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240 260  280 300 320 340
Figure 5.11: Larger spotsize, Tiff image from elutriation experiments
5.3 Experimental Results
During our investigations, we carried out a comprehensive series of experiments on 
small and large diameter spots, on low and high pixel intensity spots and on im­
ages from different species and different datasets. Some of the results obtained by 
test on low and high pixel intensity spots are as follows: The peaks represents the 
spot width on low pixel intensity spots in Figure 5.14. Figure 5.15 represents the 
captured spots in the subgrid on low pixel intensity spots. Figure 5.16 and 5.17 
represents the histogram for low pixel intensity spots, while traversing horizontally 
left and right respectively, within the Tiff image. The Grid lines in the Tiff image 
on low pixel intensity spots, (cdc-channel 1, 130min, subgrid-3) is illustrated in Fig­
ure 5.18. The captured spots in the subgrid on low pixel intensity spots is shown 
in Figure 5.19. Figure 5.20 illustrates the histogram for low pixel intensity spots, 
while traversing horizontally left and right respectively, within the Tiff image and
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Figure 5.12: Tiff image from GEO
Figure 5.21, represents the Grid lines in the Tiff image on low pixel intensity spots, 
(EE-channel 2, 130min, subgrid-2).
Table 5.4, represents the accuracy table for the Tiff image from SMD datsets, (EE- 
channel 2, 300min, subgrid-3). The accuracy table for the Tiff image from GEO 
datsets, (GSM17192, grid-5) are shown in Table 5.5. Table 5.6, represents the 
accuracy table for the Tiff image from SMD datsets, (EE-channel 2, 300min, subgrid-
4)-
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Image Sub-grid NS NS_R NSJM Accuracy NP.O Error
EE-channel 1 2 1828 1816 12 99.34 21 0.046
EE-channel 2 2 1837 1823 14 99.24 30 0.071
EE-channel 2 2 1886 1835 51 97.30 78 0.172
cdc-channell 3 2022 2008 15 99.32 32 0.083
cdc-channel2 2 2039 2017 24 98.91 45 0.116
EE-channel 1 3 1837 1823 14 99.24 38 0.067
EE-channel 2 3 1828 1816 21 99.34 54 0.118
EE-channel 2 4 1872 1811 61 96.74 126 0.269
PE-channel 1 4 1904 1852 52 97.27 75 0.127
EE-channel 2 3 1881 1823 58 96.91 119 0.263
Average 98.36 0.133
Table 5.2: Resulting accuracy for the proposed gridding method applied to microar­
ray images drawn from the Stanford dataset.
Image Sub-grid NS NSJR, NS-M Accuracy NP.O Error
GSM17163 2 340 340 0 100.00 0 0.000
GSM17186 5 380 380 0 100.00 0 0.000
GSM17137 5 377 373 4 98.94 5 0.040
GSM17192 5 422 422 0 100.00 0 0.000
GSM17190 16 354 354 0 100.00 0 0.000
GSM17192 13 410 410 0 100.00 0 0.000
GSM17186 12 147 140 7 95.24 21 0.446
GSM17192 6 405 405 0 100.00 0 0.000
GSM17193 4 429 426 3 99.30 5 0.035
GSM17137 2 424 420 4 99.06 7 0.050
Average 99.25 0.057
Table 5.3: Accuracy in spot detection and pixel inclusion for the proposed method 
on microarray images drawn from the GEO dataset.








Figure 5.13: The resulting grid for an image (GSM17137, grid 13) which was drawn 
from the GEO database.








Figure 5.14: The peaks represents the spot width on low pixel intensity spots
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Figure 5.15: The captured spots in the subgrid on low pixel intensity spots
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Figure 5.16: The peaks per pixel while traversing horizontally left on low pixel in­
tensity spots
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Figure 5.17: The peaks per pixel while traversing horizontally right on low pixel 
intensity spots
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Figure 5.18: Grid lines in the Tiff image on low pixel intensity spots, (cdc-channel 
1, 130min, subgrid-3)
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Figure 5.19: The captured spots in the subgrid on high pixel intensity spots
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Figure 5.20: The peaks per pixel while traversing horizontally left on high pixel 
intensity spots
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Figure 5.21: Grid lines in the Tiff image on high pixel intensity spots, (EE-channel 
2, 130min, subgrid-2)









o f spots 
misplaced
Number 








1 42 40 2 1 95.24 4.8
2 43 43 0 0 100 0
3 44 39 2 1 88.64 11.36
3 2
4 44 40 4 3 90.91 9.09
5 42 39 1 2 92.86 7.14
2 4




7 44 40 3 90.91 9.09
8 44 41 1 3 93.18 6.82
1 3
1 2
9 44 41 1 1 93.18 6.82
1 4
1 1
10 44 41 1 2 93.18 6.82
1 2
1 3
11 38 38 0 100 0
12 18 14 2 77.78 22.22
1 3
13 34 32 1 4 94.12 5.88
1 2
14 44 43 1 4 97.73 2.27
15 44 44 0 0 100 0
16 44 44 0 0 100 0
17 44 41 2 3 93.18 6.82
1 4
18 44 40 2 3 90.91 9.09
2 4
19 20 20 0 0 100 0
Total 765 720 45 78 94.12% 5.88%
Table 5.4: Tested on SMD dataset, (EE-channel 2, 300min, subgrid-3)









o f spots 
misplaced
Number 








1 24 24 0 0 100 0
2 23 23 0 0 100 0
3 24 24 0 0 100 0
4 22 22 0 0 100 0
5 24 24 0 0 100 0
6 24 24 0 0 100 0
7 24 24 0 0 100 0
8 23 23 0 0 100 0
9 23 23 0 0 100 0
10 21 21 0 0 100 0
11 24 24 0 0 100 0
12 23 23 0 0 100 0
13 23 23 0 0 100 0
14 24 24 0 0 100 0
15 23 23 0 0 100 0
16 24 24 0 0 100 0
17 24 24 0 0 100 0
18 24 24 0 0 100 0
Total 421 421 0 0 100% 0%
Table 5.5: Tested on GEO dataset-1, (GSM17192, grid-5)




















1 44 44 0 0 100 0
2 44 41 1 2 93.18 6.82
2 1
3 44 44 0 0 100 0
4 44 44 0 0 100 0
5 44 44 0 0 100 0
6 44 44 0 0 100 0
7 44 44 0 0 100 0
8 44 44 0 0 100 0
9 44 44 0 0 100 0
10 44 44 0 0 100 0
11 44 44 0 0 100 0
12 41 41 0 0 100 0
13 44 44 0 0 100 0
14 44 41 1 2 93.18 6.82
2 3
15 44 44 0 0 100 0
16 44 43 1 1 97.73 6.82
17 44 44 0 0 100 0
18 44 44 0 0 100 0
19 44 44 0 0 100 0
20 44 44 0 0 100 0
21 44 42 1 1 95.45 4.55
1 2
Total 921 912 9 12 99.02% 0.98%
Table 5.6: Tested on SMD dataset-2, (EE-channel 2, 300min, subgrid-4)
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CHAPTER 6 
Conclusion and Future Work
6.1 Conclusion and Future Work
Microarray (DNA chip) technology is having a significant impact on genomic stud­
ies. Microarray analysis is sweeping through the agricultural and medical sciences, 
replacing traditional biological assays based on gels, filters and purification columns 
with small glass chips containing tens of thousands of DNA and protein sequences. 
The capacity to explore the genome of bacteria, virus, worms, fruit flies, plants, 
cows, chickens, mice, rats and primates renders microarrays the Noahs Ark of bio­
chemistry.
Image analysis and statistical analysis are two important aspects of microarray tech­
nology. The accuracy and precision of the quantitative analysis of gene expressions 
in microarrays depends on the gridding, segmentation and clustering techniques. 
Thus the success of microarray technology in turn depends on the gridding, seg­
mentation and clustering techniques used.
Our approach to plot the grid lines in a microarray image is quite different from 
the existing techniques as, we make no assumptions about the spotsize, rows and 
columns of the spots in the image or grids in the microarray image. The accuracy 
of our method to plot the grids for the microarray images in both databases, SMD 
and GEO are tested and the percentage of spots which axe correctly placed in their 
corresponding grid cells is very high, exceeding 98%. We have also considered the 
number of spots which contain all their pixels in the corresponding cell, while those 
that contain at least one pixel outside the cell are considered as misplaced. Regard­
ing the number of pixels which fall outside the grid cell, we also observe that the 
proposed method is quite efficient, yielding, on the average, around 1% and 0.5% 
for SMD and GEO respectively. In most of the images, the accuracy is exactly 
(or nearly) 100%, while in a couple of images the percentage is below 95%, which
76
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indicates that these images contain a relatively high amount of noise. The entire 
procedure to capture the spots, to plot the peaks and to plot the grid line take less 
then 4mins in most of the standard datasets. Our approach is quite robust and is 
found to give accurate results even in the presence of noise and other artifacts in the 
microarray images. Our approach is based on energy maximization techniques and 
we assume the distribution of the pixel intensities for each spot have a parametric 
form, and use three objective functions to compute the energy based upon these 
energy distributions.
As a result of our study, we recommend that some additional work be done in this 
area. In this thesis, we only consider those subgirds or subimage which has no 
rotations. But this is not the case always, sometimes the images get rotated after 
the spots are printed on to the glasschip. To solve the problem of plotting the 
grid lines in the rotated TIFF images is highly complex, as we may have to perform 
some orthogonal transformations and may have to take a number of parameters into 
account. But we can avoid these rotated tiff images by selecting only the images 
that comply with the MIAME standards.
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APPEN DIX  A 
Set of results from the GEO datasets
Different tiff images with grid lines
Figure A.l: The resulting grid for an image (GSM17192, grid-6) which was drawn 
from the GEO database.
78
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50 100 150 200 250 300 350 400
Figure A.2: The resulting grid for an image (GSM17193, grid-2) which was drawn 
from the GEO database.
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Figure A.3: The resulting grid for an image (GSM17137, grid-2) which was drawn 
from the GEO database.
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Figure A.4: The resulting grid for an image (GSM17137, grid-5) which was drawn 
from the GEO database.
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Figure A.5: The resulting grid for an image (GSM17137, grid-9) which was drawn 
from the GEO database.
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Figure A.6: The resulting grid for an image (GSM17188, grid-6) which was drawn 
from the GEO database.









Figure A.7: The resulting grid for an image (GSM17192, grid-6) which was drawn 
from the GEO database.
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Figure A.8: The resulting grid for an image (GSM17192, grid-2) which was drawn 
from the GEO database.
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Figure A.9: The resulting grid for an image (GSM17186, grid-5) which was drawn 
from the GEO database.
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Figure A. 10: The resulting grid for an image (GSM17190, grid-2) which was drawn 
from the GEO database.
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Figure A .ll: The resulting grid for an image (GSM17192, grid-5) which was drawn 
from the GEO database.
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A PPEN DIX  B 
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Figure B.l: The resulting grid for an image (EE-channel 2 ,130min, subgrid-2) which 
was drawn from the SMD database.
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Figure B.2: The resulting grid for an image (cdc-channel 1 ,130min, subgrid-3) which 
was drawn from the SMD database.
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Figure B.3: The resulting grid for an image (EE-channel 2, 300min, subgrid-3) which 
was drawn from the SMD database.
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Figure B.4: The resulting grid for an image (PE-channel 2, lOOOmin, subgrid-4) 
which was drawn from the SMD database.
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Figure B.5: The resulting grid for an image (EE-channel 1 ,130min, subgrid-2) which 
was drawn from the SMD database.
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50 100 150 200 250 300 350 400
Figure B.6: The resulting grid for an image (EE-channel 1 ,130min, subgrid-3) which 
was drawn from the SMD database.
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Figure B.7: The resulting grid for an image (EE-channel 2 ,130min, subgrid-2) which 
was drawn from the SMD database.
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Figure B.8: The resulting grid for an image (EE-channel 2, 60min, subgrid-1) which 
was drawn from the SMD database.
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50 100 150 200 250 300 350 400
Figure B.9: The resulting grid for an image (EE-channel 2, 300min, subgrid-2) which 
was drawn from the SMD database.
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Figure B.10: The resulting grid for an image (EE-channel 1, 60min, subgrid-3) which 
was drawn from the SMD database.
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
99
Figure B .ll: The resulting grid for an image (EE-channel 2, 60min, subgrid-2) which 
was drawn from the SMD database.
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