VoIP calls can the network support before upgrading prematurely any part of the existing network hardware? Some commercial tools can be utilized to answer some of these challenging questions. A list of the available commercial tools that can be utilized to deploy VoIP is listed in [1, 2] . For the most part, these tools use two common approaches in assessing the deployment of VoIP into the existing network. One approach is based on first performing network measurements and then predicting the network readiness for supporting VoIP. The prediction of the network readiness is based on assessing the health of network elements. The second approach is based on injecting real VoIP traffic into existing network and measuring the resulting delay, jitter, and loss.
There is definitely a financial cost associated with the commercial tools. More importantly, none of these commercial tools offers a comprehensive approach for successful VoIP deployment. In particular, none gives any prediction for the total number of calls that can be supported by the network taking into account important design and engineering factors. These factors include VoIP flow and call distribution, future growth capacity, performance thresholds, impact of VoIP on existing network services and applications, and impact background traffic on VoIP. This chapter attempts to address those important factors and layout a comprehensive methodology for a successful deployment of any multimedia application such as VoIP and videoconferencing.
However, the chapter focuses on VoIP as the new service of interest to be deployed. The cahpater also contains many useful engineering and design guidelines, and discusses many practical issues pertaining to the deployment of VoIP. These issues include characteristics of VoIP traffic and QoS requirements, VoIP flow and call distribution, defining future growth capacity, and measurement and impact of background traffic. As a case study, we illustrate how our approach and guidelines can be applied to a typical network of a small enterprise.
The rest of the chapter is organized as follows. Section 2 outlines an eight-step methodology to deploy successfully VoIP in data networks. Each step is described in considerable detail.
Section 3 presents a case study of a typical data network of a small enterprise. The methodology is applied to deploy VoIP on such a network. Section 4 summarizes and concludes the study.
Step-by-Step Methodology
In this section a step-by-step methodology is described for deploying VoIP. Figure 1 shows a flowchart of a methodology consisting of eight steps for a successful VoIP deployment. The first four steps are independent and can be performed in parallel. Before embarking on the analysis and simulation study, in Step 6 and Step 7, Step 5 must be carried out which requires any early and necessary redimensioning or modifications to the existing network. As shown, both Step 6 and Step 7 can be done in parallel. The final step is pilot deployment. It is worth noting that these steps and methodology can be utilized for the deployment of a variety of network services other than VoIP. Such network services may include videoconferencing, p2p,online gamine, IPTV, ERP or SAP services, etc. Work in [3, 4] show how these steps can be applied in assessing the readiness of IP networks to support and deploy desktop videoconferencing.
Figure 1. Flowchart of an eight-step methodology

VoIP Traffic Characteristics, Requirements, and Assumptions
For introducing a new network service such as VoIP, one has to first characterize the nature of its traffic, QoS requirements, and any additional components or devices. For simplicity, we assume a point-to-point conversation for all VoIP calls with no call conferencing. For deploying VoIP, a gatekeeper or CallManager node has to be added to the network [5, 6, 7] . The gatekeeper node handles signaling for establishing, terminating, and authorizing connections of all VoIP calls.
Also a VoIP gateway is required to handle external calls. A VoIP gateway is responsible for converting VoIP calls to/from the Public Switched Telephone Network (PSTN). As an engineering and design issue, the placement of these nodes in the network becomes crucial. We will tackle this issue in design step 5. Other hardware requirements include a VoIP client terminal, which can be a separate VoIP device, i.e., IP phones, or a typical PC or workstation that is VoIP-enabled. A VoIP-enabled workstation runs VoIP software such as IP SoftPhones [8] [9] [10] . Figure 2 identifies the end-to-end VoIP components from sender to receiver [11] . The first component is the encoder which periodically samples the original voice signal and assigns a fixed number of bits to each sample, creating a constant bit rate stream. The traditional samplebased encoder G.711 uses Pulse Code Modulation (PCM) to generate 8-bit samples every 0.125 ms, leading to a data rate of 64 kbps [12] . The packetizer follows the encoder and encapsulates a certain number of speech samples into packets and adds the RTP, UDP, IP, and Ethernet headers.
The voice packets travel through the data network. An important component at the receiving end, is the playback buffer whose purpose is to absorb variations or jitter in delay and provide a smooth playout. Then packets are delivered to the depacketizer and eventually to the decoder which reconstructs the original voice signal.
Figure 2. End-to-end components of VoIP
We will follow the widely-adopted recommendations of H.323, G.711, and G.714 standards for VoIP QoS requirements [13, 14] . Table 1 compares some commonly-used ITU-T standard codecs and the amount of one-way delay that they impose. To account for upper limits and to meet desirable quality requirement according to ITU recommendation P.800 [15] , we will adopt G.711u codec standards for the required delay and bandwidth. G.711u yields around 4.4 MOS rating. MOS, Mean Opinion Score, is a commonly used VoIP performance metric given in a scale of 1 to 5, with 5 is the best [16, 17] . However, with little compromise to quality, it is possible to implement different ITU-T codecs that yield much less required bandwidth per call and relatively a bit higher, but acceptable, end-to-end delay. This can be accomplished by applying compression, silence suppression, packet loss concealment, queue management techniques, and encapsulating more than one voice packet into a single Ethernet frame [5, 11, [18] [19] [20] [21] [22] [23] . Figure 2 illustrates the sources of delay for a typical voice packet. The end-to-end delay is sometimes referred to by M2E or Mouth-to-Ear delay [9] . G.714 imposes a maximum total oneway packet delay of 150ms end-to-end for VoIP applications [14] . In [24] a delay of up to 200ms was considered to be acceptable. We can break this delay down into at least three different contributing components, which are as follows (i) encoding, compression, and packetization delay at the sender (ii) propagation, transmission and queuing delay in the network and (iii) buffering, decompression, depacketization, decoding, and playback delay at the receiver.
End-to-End Delay for a Single Voice Packet
Bandwidth for a Single Call
The required bandwidth for a single call, one direction, is 64 kbps. 
Other Assumptions
Throughout our analysis and work, we assume voice calls are symmetric and no voice conferencing is implemented. We also ignore the signaling traffic generated by the gatekeeper.
We base our analysis and design on the worst-case scenario for VoIP call traffic. The signaling traffic involving the gatekeeper is mostly generated prior to the establishment of the voice call and when the call is finished. This traffic is relatively small compared to the actual voice call traffic. In general, the gatekeeper generates no or very limited signaling traffic throughout the duration of the VoIP call for an already established on-going call [5] .
In this chapter, we will implement no QoS mechanisms that can enhance the quality of packet delivery in IP networks. A myriad of QoS standards are available and can be enabled for network elements. QoS standards may include IEEE 802.1p/Q, the IETF's RSVP, and DiffServ.
Analysis of implementation cost, complexity, management, and benefit must be weighed carefully before adopting such QoS standards. These standards can be recommended when the cost for upgrading some network elements are high and the network resources are scarce and heavily loaded.
VoIP Traffic Flow and Call Distribution
Knowing the current telephone call usage or volume of the enterprise is an important step for a 
Define Performance Thresholds and Growth Capacity
In this step we define the network performance thresholds or operational points for a number of important key network elements. These thresholds are to be considered when deploying the new service. The benefit is twofold. First, the requirements of the new service to be deployed are satisfied. Second, adding the new service leaves the network healthy and susceptible to future growth.
Two important performance criteria are to be taken into account. First is the maximum tolerable end-to-end delay; and second is the utilization bounds or thresholds of network resources. The maximum tolerable end-to-end delay is determined by the most sensitive application to run on the network. In our case, it is 150ms end-to-end for VoIP. It is imperative to note that if the network has certain delay-sensitive applications, the delay for these applications should be monitored, when introducing VoIP traffic, such that they do not exceed their required maximum values. As for the utilization bounds for network resources, such bounds or thresholds are determined by factors such as current utilization, future plans, and foreseen growth of the network. Proper resource and capacity planning is crucial. Savvy network engineers must deploy new services with scalability in mind, and ascertain that the network will yield acceptable performance under heavy and peak loads, with no packet loss. VoIP requires almost no packet loss. In literature 0.1% to 5% packet loss was generally asserted [8, [23] [24] [25] . However, in [26] the required VoIP packet loss was conservatively suggested to be less than 10 -5 . A more practical packet loss, based on experimentation, of below 1% was required in [24] . Hence, it is extremely important not to utilize fully the network resources. As rule-of-thumb guideline for switched fast full-duplex Ethernet, the average utilization limit of links should be 190%, and for switched shared fast Ethernet, the average limit of links should be 85% [27] .
The projected growth in users, network services, business, etc. must be all taken into consideration to extrapolate the required growth capacity or the future growth factor. In our study we will ascertain that 25% of the available network capacity is reserved for future growth and expansion. For simplicity, we will apply this evenly to all network resources of the router, switches, and switched-Ethernet links. However, keep in mind this percentage in practice can be variable for each network resource and may depend on the current utilization and the required growth capacity. In our methodology, the reservation of this utilization of network resources is done upfront, before deploying the new service, and only the left-over capacity is used for investigating the network support of the new service to be deployed.
Perform Network measurements
In order to characterize the existing network traffic load, utilization, and flow, network measurements have to be performed. This is a crucial step as it can potentially affect results to be used in analytical study and simulation. There are a number of tools available commercially Network measurements must be performed for network elements such as routers, switches, and links. Numerous types of measurements and statistics can be obtained using measurement tools.
As a minimum, traffic rates in bps (bits per second) and pps (packets per second) must be measured for links directly connected to routers and switches. To get adequate assessment, network measurements have to be taken over a long period of time, at least 24-hour period.
Sometimes it is desirable to take measurements over several days or a week.
One has to consider the worst-case scenario for network load or utilization in order to ensure good QoS at all times including peak hours. The peak hour is different from one network to another and it depends totally on the nature of business and the services provided by the network.
Upfront Network Assessment and Modifications
In this step we assess the existing network and determine, based on the existing traffic load and the requirements of the new service to be deployed, if any immediate modifications are necessary. Immediate modifications to the network may include adding and placing new servers or devices (such as VoIP gatekeeper, gateways, IP phones), upgrading PCs, and re-dimensioning heavily utilized links. As a good upgrade rule, topology changes need to be kept to minimum and should not be made unless it is necessary and justifiable. Over-engineering the network and premature upgrades are costly and considered as poor design practices.
Network engineers have to take into account on the existing traffic load. If any of network links is heavily utilized, e.g. 30-50%, the network engineer should decide to re-dimension the link to 1-Gbps link at this stage. As for shared links, the replacement or re-dimensioning of such links must be decided on carefully. Shared Ethernet scales poorly and are not recommended for realtime and delay-sensitive applications. A shared link introduces excessive and variable latency under heavy loads and when subjected to intense bursty traffic [27] . In order to consistently maintain the VoIP QoS, a switched fast full-duplex Ethernet LAN becomes necessary.
Analysis
VoIP is bounded by two important metrics. First is the available bandwidth. Second is the end-to-end delay. The actual number of VoIP calls that the network can sustain and support is bounded by those two metrics. Depending on the network under study, either the available bandwidth or delay can be the key dominant factor in determining the number of calls that can be supported. 
Bandwidth Bottleneck Analysis
where i growth is the growth factor of network element i E , and takes a value from 0 to 1.
CallBW is the VoIP bandwidth for a single call imposed on i E . As previously discussed in design step 2 of Section 2.2, the bandwidth for one direction is given as 50 pps or 90.4 kbps. In order to find the bottleneck network element that limits the total number of VoIP calls, one has to compute the maximum number of calls that can be supported by each network element, as in equation (1) Table 3 shows the maximum calls that can be supported by those network elements. For our network example, we choose i growth to be 25% for all network elements. i u is determined by Table 2 . i C , for the router and the switch is usually given by the product datasheets. According to [30, 31] , the capacity i C for the router or the switch, is 25,000pps and 1.3M pps, respectively.
Delay Analysis
As defined in Section 2.3 for the existing network, the maximum tolerable end-to-end delay for a VoIP packet is 150 ms. The maximum number of VoIP calls that the network can sustain is bounded by this delay. We must always ascertain that the worst-case end-to-end delay for all the calls must be less than 150 ms. It should be kept in mind that our goal is to determine the network capacity for VoIP, i.e. the maximum number of calls that existing network can support while maintaining VoIP QoS. This can be done by adding calls incrementally to the network while monitoring the threshold or bound for VoIP delay. When the end-to-end delay, including network delay, becomes larger than 150 ms, the maximum number of calls can then be known.
As described in Section 2. We utilize queueing analysis to approximate and determine the maximum number of calls that the existing network can support while maintaining a delay of less than 80ms. In order to find the network delay, we utilize the principles of Jackson theorem for analyzing queueing networks.
In particular, we use the approximation method of analyzing queueing networks by decomposition discussed in [32] . In this method, the arrival rate is assumed to be Poisson and the service times of network elements are exponentially distributed. Analysis by decomposition is summarized in first isolating the queueing network into subsystems, e.g., single queueing node. Next, analyzing each subsystem separately, considering its own network surroundings of arrivals and departures. Then, finding the average delay for each individual queueing subsystem.
And finally, aggregating all the delays of queueing subsystems to find the average total end-toend network delay.
For our analysis we assume the VoIP traffic to be Poisson. In reality, the inter-arrival time,
of VoIP packets is constant, and hence its distribution is deterministic. However, modeling the voice arrival as Poisson gives adequate approximation according to [26] , especially when employing a high number of calls. More importantly, the network element with a non-Poisson arrival rate makes it difficult to approximate the delay and lead to intractable analytical solution.
Furthermore, analysis by decomposition method will be violated if the arrival rate is not Poisson. Ethernet links is more of a deterministic than variable. However, the service times of the switches and the router are not deterministic since these are all CPU-based devices. According to the datasheet found in [30, 31] , the switches and the router (which are used for our case study in Section 3) have somewhat similar design of a store-and-forward buffer pool with a CPU responsible for pointer manipulation to switch or route a packet to different ports. [33] provides a comprehensive models of common types of switches and routers. According to [35] , the average delay for a VoIP packet passing through an M/M/1 queue is basically , where λ is the mean packet arrival rate and µ is the mean network element service rate. The queueing models in Figure 4 assume Poisson arrival for both VoIP and background traffic. In [26] , it was concluded that modeling VoIP traffic as Poisson is adequate. However and in practice, background traffic is bursty in nature and characterized as self-similar with long range dependence [35] . For our analysis and design, using bursty background traffic is not practical. For one thing, under the network of queues being considered an analytical solution becomes intractable when considering non-Poisson arrival. Also, it is important to remember that in order to ensure good QoS at all times, we base our analysis and design on the worst-case scenario of network load or utilization, i.e., the peak of aggregate bursts. And thus in a way our analytical approach takes into account the bursty nature of traffic.
Link Switch Router
It is worth noting that the analysis by decomposition of queueing networks in [32] assumes exponential service times for all network elements including links. But [36] proves that acceptable results with adequate accuracy can be still obtained if the homogeneity of service times of nodes in the queueing network is deviated. [36] shows that the main system performance is insensitive to violations of the homogeneity of service times. Also, it was noted that when changing the models for links from M/D/1 to M/M/1, a negligible difference was observed. More importantly, as will be demonstrated in this chapter with simulation, our analysis gives a good approximation.
The total end-to-end network delay starts from the Ethernet outgoing link of the sender PC or IP phone to the incoming link of receiver PC or IP phone. To illustrate this further, let us compute the end-to-end delay encountered for a single call initiated between two building floors. Figure 5 shows an example of how to compute the network delay. Figure 5a shows the path of a unidirectional voice traffic flow going from one floor to another. Figure 5b shows the corresponding networking queueing model for such a path.
For Figure 5b , in order to compute the end-to-end delay for a single bi-directional VoIP call, we must compute the delay at each network element. We show how to compute the delay for the switches, links, and router. For the switch, a bg λ of 10% of the total background traffic is utilized in each floor. In Figure 5 , we use multimedia PCs. In order to determine the maximum number of calls that can be supported by an existing network while maintaining VoIP delay constraint, we devise a comprehensive algorithm that basically determines network capacity in terms of VoIP calls. Algorithm 1 is essentially the analytical simulator's engine for computing the number of calls based on delay bound. Calls are added iteratively until the worst-case network delay of 80 ms has reached. It is to be noted that in Step 2 of Algorithm 1 that a uniform random number generator is used to generate VoIP calls according to the call distribution. Call distribution must be in the form of values from 1 to 100%. Also, the delay computation for the link in Step 3 is different than other network elements such as switches and routers. For the links, it is more appropriate to use the average delay formula for M/D/1 as the service rate µ is almost constant. However for the switches and routers, it is more appropriate to use the average delay formula for M/M/1 as the service rate µ is variable since the routers and switches are CPU-based. For the links, the average delay per packet is calculating first using the average bit delay and then multiplying it by the packet size which is 1808 bits to get the delay per packet. For this, the link service rate and incoming rate have to be all in bps. However for switches and routers, the calculation is all done in pps. In the algorithm above, it is worth noting that the link delay calculation in Algorithm 1 is for a unidirectional link. The total bandwidth that will be introduced as a result of adding one call on link is 50pps in one direction, and another 50pps in the opposite direction. However for switches and routes, the extra bandwidth introduced per call will be 100pps.
Simulation
The object of the simulation is to verify analysis results of supporting VoIP calls. There are many available simulation packages that can be used including commercial and open source. A list and classification of such available network simulation tools can be found in [39] . In our case study in Section 3, we used the popular MIL3's OPNET Modeler simulation package, Release 8.0.C [40] . OPNET Modeler contains a vast amount of models of commercially available network elements, and has various real-life network configuration capabilities. This makes the simulation of real-life network environment close to reality. Other features of OPNET include GUI interface, comprehensive library of network protocols and models, source code for all models, graphical results and statistics, etc. More importantly, OPNET has gained considerable popularity in academia as it is being offered free of charge to academic institutions.
That has given OPNET an edge over DES NS2 in both market place and academia.
Pilot Deployment
Before embarking on changing any of the network equipment, it is always recommended to build a pilot deployment of VoIP in a test lab to ensure smooth upgrade and transition with minimum disruption of network services. A pilot deployment comes after training of IT staff. A pilot deployment is the place for the network engineers, support and maintenance team to get firsthand experience with VoIP systems and their behavior. During the pilot deployment, the new VoIP devices and equipment are evaluated, configured, tuned, tested, managed, monitored, etc. The whole team needs to get comfortable with how VoIP works, how it mixes with other traffic, how to diagnose and troubleshoot potential problems. Simple VoIP calls can be set up and some benchmark testing can be performed.
Case Study
In this section we present a case study of a typical IP network of a small enterprise residing in a high-rise building. We briefly describe the methodology of successfully deploying VoIP in this network. The network is shown in Figure 6 . The network is Ethernet-based and has two Layer-2 Ethernet switches connected by a router. The router is Cisco 2621, and the switches are 3Com 
Figure 6. Topology of a small enterprise network
For background traffic, we assume a traffic load not exceeding 10% of the capacity of links. For precise values are described in [41, 42] . The values are those of peak-hour utilization of traffic of links in both directions connected to the router and the two switches of the network topology of Figure 6 . These measured results will be used in our analysis and simulation study. For call distributions, thresholds, and projected growth, we used those described in [41, 42] .
For upfront assessment and based on the hardware requirement for deploying VoIP of Step 5,  two new nodes have to be added to the existing network: a VoIP gateway and a gatekeeper. As a network design issue, an appropriate node placement is required for these two nodes. Since most of the users reside on Floor 1 and Floor 2 and connected directly to Switch 1, connecting the gatekeeper to Switch 1 is practical in order to keep the traffic local. For the VoIP gateway, we connect it to Switch 2 in order to balance the projected load on both switches. Also it is more reliable and fault-tolerant not to connect both nodes to the same switch in order to eliminate problems that stem from a single point of failure. For example, if Switch 2 fails, only external calls to/from the network will be affected. It is proper to include the gatekeeper to be a member of VLAN1 of Switch 1 which includes the database and file servers. This isolates the gatekeeper from multicast and broadcast traffic of Floor 1 and Floor 2. In addition, the gatekeeper can access locally the database and file servers to record and log phone calls. On the other hand, we create a separate VLAN for the gateway in order to isolate the gateway from multicast and broadcast traffic of Floor 3 and the servers of switch 2. Therefore, the network has now a total of six VLANs. Figure 7 shows the new network topology after the incorporation of necessary VoIP components. As shown, two new gateway and gatekeeper nodes for VoIP were added and the three shared Ethernet LANs were replaced by 100Mbps switched Ethernet LANs.
Figure 7. Network topology with necessary VoIP Components
As for Step 6 of analysis, there are two implementation options. One is using MATLAB and the second is using the analytical simulator described in [43] . With first option, MATLAB programs can be written to implement bandwidth and delay analyses described in Section 2.6. Algorithm 1 was implemented using MATLAB and the results for the worst incurred delay are plotted in is 313 VoIP calls. When comparing the number of calls that network can sustain based on bottleneck bandwidth and worst-delay analysis, we find the number of calls is limited by the available bandwidth more than the delay, though the difference is small. Therefore, we can conclude that the maximum number of calls that can be sustained by the existing network is 313.
Figure 8. Worst incurred delay vs. number of VoIP calls
The second option is more flexible and convenient as it avoids using MATLAB. It uses a GUIbased analytical simulator which works on any generic network. The analytical simulator is publicly available. The simulator can be downloaded from http://www.ccse.kfupm.edu.sa/~salah/VoIP_Analytical_Simulator.rar. A complete description of the simulator can be found in [43] . The simulator has an interface that is GUI with the ability of building network topology by clicking and dropping (i.e., comparable to building a network in OPNET). In other words the simulator has drag-and-drop features to construct a generic network topology and feed it into the analytical engine. The simulator also allows users to set and configure variety of settings and parameters related VoIP deployment. The analytical engine is based on the analytical approach described in Section 2. nodes of VoIP (e.g., F1C1 and F1C2)have infinite capacity and there is no limit on how many calls can be added or received by them. We ignore the signaling traffic generated by the gatekeeper. We base our analysis and design on the worst-case scenario for VoIP call traffic.
The signaling traffic involving the gatekeeper is only generated prior to the establishment of the voice call and when the call is finished. This traffic is relatively limited and small compared to the actual voice call traffic. In general, the gatekeeper generates no signaling traffic throughout the duration of the VoIP call for an already established on-going call. Figure 10 shows the reports of throughput and delay analyses. Figure 10 (a) reports the number of calls that can be supported based on bandwidth analysis. A total of 315 calls can be supported for the whole network. In order to identify possible bottlenecks, the report also shows individual calls that can be supported per node and per link. It is shown that the router is the bottleneck, and supporting calls more than 315 calls would require definitely a replacement for the router. We chose OPNET to verify our analytical approach. Detailed description of the simulation model, configurations, and results can be found in [43] . With OPNET simulation, the number of VoIP calls to be supported was 306. From results of analysis and simulation, it is apparent that both results are in line and give a close match. Based on the analytic approach, a total of 313 calls can be supported. Based on the simulation approach, a total of 306 calls can be supported
There is only a difference of 7 calls. The difference can be contributed to the degree of accuracy between the analytic approach and OPNET simulation. Our analytic approach is an approximation. Also, the difference is linked to the way the OPNET Modeler adds the distribution of the calls. It was found that external and inter-floor calls are added before intrafloor calls. In anyways, to be safe and conservative, one can consider the minimum number of calls of the two approaches.
Therefore, the following network design and engineering decisions can be justified from the analytic and simulation approaches. First, the existing network, with a reserved growth factor of 25%, can safely support up to 306 calls while meeting the VoIP QoS requirements and having no negative impact on the performance of existing network services or applications. Second, the primary bottleneck of the network is the router. If the enterprise under study is expected to grow in the near future, i.e., more calls are required than 306 calls, the router replacement is a must.
The router can be replaced with a popular Layer-3 Ethernet switch, and thus relieving the router from routing inter-floor calls from Floor 1 to Floor 2. Before prematurely changing other network components, one has to find out how many VoIP calls can be sustained by replacing the router. To accomplish this, the design steps and guidelines outlined in this chapter must be revisited and re-executed. And finally, the network capacity to support VoIP is bounded more by the network throughput than the delay. This is due to the fact the existing network under study is small and does not have a large number of intermediate nodes. The network delay bound can become dominant if we a have a large-scale LAN or WAN.
Summary and Conclusion
This chapter outlined a step-by-step methodology on how VoIP can be deployed successfully in today's existing IP networks. The methodology can help network designers determine quickly and easily how well VoIP will perform on a network prior to deployment. Prior to the purchase and deployment of VoIP equipment, it is possible to predict the number of VoIP calls that can be sustained by the network while satisfying QoS requirements of all existing and new network services and leaving enough capacity for future growth. In addition, the chapter discussed many design and engineering issues pertaining to the deployment of VoIP. These issues include characteristics of VoIP traffic and QoS requirements, VoIP flow and call distribution, defining future growth capacity, and measurement and impact of background traffic. A case study was presented for deploying VoIP in a small enterprise network. The methodology and guidelines outlined in this chapter were applied. Analysis and OPNET simulation were used to investigate throughput and delay bounds for such a network. Results obtained from analysis and simulation were in line and gave a close match. The methodology and guidelines presented in this chapter can be adopted for the deployment of man other network services (other than peer-to-peer VoIP).
These services may include VoIP conferencing and messaging, videoconferencing, IPTV, online gaming, ERP, etc.
