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Abstract 
This paper examines changes in Frequency Control Ancillary Services (FCAS) generator 
output due to several large wind farm power variations occurring in the Australian 
National Electricity Market (NEM) during 2012 and 2013. Using data from actual FCAS 
generator output fluctuations during selected storm events and reconstructed heat rate 
curves for each FCAS generator, the authors address the research question of what effect 
such variations have on net carbon emissions from electricity generation, given balancing 
fossil-fueled FCAS generators will be pushed back into less efficient operating ranges. 
The study finds that, for all storm events evaluated, net carbon emissions decreased with 
each large increase in wind power, even though FCAS generator carbon intensity 
increased in two of the three events. This finding is consistent with the conclusions of 
other studies that while FCAS generators do move into less efficient operating ranges, the 
generation of zero carbon emission wind power displaces other fossil fuel generators and 
more than compensates for this efficiency reduction, creating an overall positive carbon 
effect. This is a significant finding as it shows that the inclusion of wind farms in the 
generation mix serving the Australian NEM can lower carbon emissions in both short and 
long time frames. 
 
Highlights 
- Carbon intensity of balancing generators increases as expected 
- Overall carbon emissions decrease with increase of wind power 
- Zero emission wind power more than compensates any loss of efficiency 
- Mix of compensating generators has larger impact on carbon than wind variations 
 
Keywords 
Wind power generation, carbon emissions, balancing generators, Frequency Control 




There are literally hundreds of studies of wind power across the world, each analysing 1 
different components of the complexity of a variable renewable energy resource and how 2 
best to integrate it into a power system. The UK Energy Research Centre (UKERC), in 3 
their 2006 review on the impacts of intermittency, studied 212 documents, and included 4 
results from 154 of them in their findings (UKERC 2006). Many of these documents 5 
studied the impact of wind power on balancing generators operating on the electrical grid.   6 
When conventional fossil fuel generators are ramped up and down to provide frequency 7 
regulation ancillary service balancing the fluctuations in wind power output, there is a 8 
reduction in generator efficiency. Inhaber (2011) draws a parallel between the drop in 9 
efficiency when fossil-fuelled generators are cycling (increasing and decreasing their 10 
power output) in response to the integration of variable power sources on an electrical 11 
grid, and an automobile changing from highway driving to stop and go city driving.  In 12 
the case of cycling of natural gas turbines the drop in efficiency can be as much as 35-13 
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50%, depending on their operating level and the participant’s appetite for providing 14 
ancillary services.   15 
However, only a few authors to date have examined the efficiency losses of thermal plant 16 
offsetting wind power variability and the impact of these losses on the overall carbon 17 
emissions from fossil fuel generators on the grid. A number of reports indicate that the use 18 
of conventional generators in load regulation leads to minimal emission savings due to the 19 
increased cycling of frequency regulation units outweighing emission savings from 20 
displaced thermal generators (Tolley 2003; White 2004).  More recently, studies on 21 
cycling of thermal plant providing regulation services have been undertaken in the USA, 22 
Spain and Ireland (Valentino 2012; Gutiérrez-Martínet al. 2013; Turconi et al. 2014). Each 23 
of these reports agree that whilst there are some efficiency losses by fossil-fueled thermal 24 
plant offsetting the wind power variations, overall there is still a carbon emissions saving 25 
from incorporating wind energy on a power system. Studies on the world’s largest 26 
competitive wholesale electricity market, the PJM Interconnection in the USA, found that 27 
high wind penetration levels of 20% resulted in significant increases in cycling of coal 28 
units with associated cycling-related costs and emission penalties, but these emission 29 
penalties were small in comparison to the emission savings due to ‘displacement of fossil-30 
fueled power by wind power’ (Oates and Jaramillo 2013). 31 
In a study of the impact of wind power generation on conventional plant on the National 32 
Grid in Ireland, Byrne (2004) concludes that plant operate less efficiently and with 33 
increasing volatility as wind penetration increases.  UKERC (2006) attempt to quantify 34 
the relationship between thermal plant efficiency and wind penetration, stating that, up to 35 
wind penetration levels of 20%, efficiency losses can be between negligible amounts and 36 
a reduction in theoretical maximum fuel savings1 of 7%.  Inhaber (2011) suggests, based 37 
on reports from Denmark, Germany and Estonia, that carbon emissions savings achieved 38 
by the introduction of wind power in a grid markedly reduces as wind penetration 39 
increases due to the cycling of the fossil-fuelled plant that make up the balance of the 40 
grid. This is in contrast to Byrne (2004) who forecast the increase in wind penetration on 41 
the national grid in Ireland from 10% to 30% by 2020 would be accompanied by a 42 
corresponding increase in carbon emission savings from 5.4% to 12.9%. Wheatley (2013) 43 
concurs that reports of wind power emission savings vary widely and attributes this to 44 
assessments based on national renewable energy action plans rather than accurate data on 45 
emissions and fuel savings. In his own calculations, based on half-hourly generation data 46 
from the market operator in the Irish electricity grid during 2011, Wheatley indicates that 47 
carbon emission reductions associated with wind power were 0.29 tC02/MWh. These type 48 
of savings are lower than figures of 0.43 tC02/MWh stated by Renewable UK (2012) and 49 
the minimum of 0.35 tC02/MWh calculated by the UK Institute for Public Policy 50 
Research. 51 
Most authors agree that there are many uncertainties in predicting the effect that 52 
increasing wind penetration has on carbon emissions reduction.  Such uncertainties 53 
include the variability of the wind resource, the type of conventional generation displaced 54 
by wind power, the type of generation used in the regulation services (e.g. close-cycle gas 55 
turbines are more efficient than open-cycle gas turbines)  and rate of cycling of regulatory 56 
generators.  Reliable data is also difficult to obtain: market participants often decline 57 
access to hourly production data and hourly fuel use that can be used to calculate 58 
                                                 
1 The theoretical maximum fuel savings occur when every MWh of wind energy produced saves 1 MWh  of 
energy from fossil fuel generators. 
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reduction in carbon emissions, and a number of authors have called for more studies using 59 
actual data rather than model predictions (Gross and UKERC (Organization) 2006).  60 
There has been much discussion recently on the quantity of balancing reserves and how 61 
this relates to the integration of renewable energy.  Modelling studies in the USA claim 62 
that the amount of balancing plant increases with the penetration levels of wind power in 63 
large grids (Dowds et al. 2015) and  in small islanded systems (De Vos et al. 2013), 64 
however, this is in direct contrast to actual results found in Germany and Australia where 65 
the level and cost of regulation has actually decreased (Hirth and Ziegenhagen 2015; 66 
Lyons 2014).  67 
The issue of wind integration has become very important in Australia in recent years. 68 
National renewable energy targets have resulted in an almost doubling of installed 69 
renewable energy from 10,650 MW in 2001 to 19,700 MW in 2012. Wind energy has 70 
made up the majority of this increase with annual wind energy generation growing from 71 
200 GWh in 2000/01 to 5800 GWh in 2010/11(Simpson and Clifton 2014; MacGill 2010).  72 
In its Clean Energy Australia Report, the Clean Energy Council (CEC) of Australia 73 
reported 9777 GWh of wind energy in 2014 from a total of 71 wind farms with a capacity 74 
of 3807 MW (Clean Energy Council 2014). 75 
The Australian Energy Market Operator (AEMO) in its role of providing a secure and 76 
stable power system has conducted many studies to investigate the impact of the expected 77 
increase of wind capacity on the NEM, which in 2013 they forecast to be an additional 78 
8.88 GW by 2020 (AEMO 2013b, i).  These include their 2013 report on wind integration, 79 
and the hypothetical 100% renewables study conducted in 2012 (AEMO 2013a; AEMO 80 
2013b) which incorporated a wide range of renewable development, not solely wind.  81 
Both studies found that from an operational view point large scale wind and even total 82 
renewable energy generation were “operationally manageable” (AEMO 2013a, 9).  83 
AEMO also commissioned German consultants Energynautics to review reports and 84 
experiences world-wide and determine which were relevant in the Australian NEM 85 
(Ackermann and Kuwahata 2011).  The AEMO studies suggested the importance of 86 
investigating the impact of high wind power variance (due to e.g. storms) on regulation 87 
frequency control ancillary services (FCAS) generators, in terms of the effect on 88 
generator efficiency and related changes in carbon emissions. 89 
A literature search for studies examining FCAS carbon emissions attributable to 90 
fluctuations in wind power generation, however, located no relevant research specific to 91 
Australia. The absence of such studies based on measured empirical data in Australian 92 
conditions indicates a significant knowledge gap. This study seeks to address that gap and 93 
asks the research question: do large increases in wind power that displace fossil fuel 94 
generation still have a net carbon emissions benefit  even though thermal generators 95 
providing balancing energy reduce their output into possibly lower efficiency zones? It 96 
also investigates impact of large wind power fluctuations on the procurement level of 97 
balancing plant and its effect on the system time error. 98 
This paper assesses three one-hour storm periods shown to have caused large variations in 99 
wind power between 5-minute dispatch intervals, and uses 4-second FCAS data recorded 100 
from each power station via the Supervisory Control and Data Acquisition (SCADA) 101 
system, to track the movement in the regulation generators as a response to the variations 102 
in the wind power and load (net).  The output of each generator is the total output, 103 
including energy and any FCAS dispatch.  Carbon emission curves are developed for each 104 
of the regulation generators and applied against the 4-second SCADA data. This produces 105 
actual GHG emissions, in line with the operating point of the generators, and shows how 106 
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carbon emissions vary in the short term as wind power in the NEM ramps up. This will be 107 
further explained in Section 2.2. 108 
2   Materials and methods 109 
2.1 Generator production data 110 
AEMO publishes data on all scheduled and semi-scheduled market generators down to 4-111 
second intervals.  This Ancillary Services Market Causer Pays data is used in the 112 
allocation of FCAS charges across the market (AEMO 2013c).  The comprehensive file 113 
requires two index files, and is stored in five minute blocks on the AEMO website 114 
(AEMO 2014a).  For each generator it stores several variables, including the 115 
instantaneous power output, the dispatch level,2 and the amount the generator is 116 
contributing to regulation services (Regulation Participation Factor, %).  It also stores the 117 
frequency and electrical time error on specific nodes across the NEM. The causer pays 118 
files were retrieved from AEMO for one hour of data for each of the three storms selected 119 
(12 files of 5 minutes each).    120 
2.2 Generator facility data 121 
Generator data used in this study are publically available and published by AEMO each 122 
year.  The data used was published on 23 May 2014.  From this and the ACIL Allen 123 
Consulting report on emission factors for each power station, the generator output, 124 
emissions factor and efficiency was taken and used for calculations. 125 
2.2.1 Generator gross output factor 126 
The generator gross output factor is the gross energy produced by a generating unit over a 127 
given period when that generator is in service, expressed as a fraction of the gross 128 
maximum generation, which is the number of hours in that period multiplied by the 129 
generator’s gross maximum capacity (IEEE 2006, 4). To estimate the gross output factor 130 
for 2012-13, the half-hour start of interval output (MW) for each unit for the financial 131 
year was downloaded from the AEMO database, summed and divided by 2 (Equation 1).3  132 
The intervals where a unit was producing power greater than 5 MW4 in any half hour 133 
were counted and divided by 2 to give the number of service hours for the year.  The 134 
gross output factor for each generating system was then calculated by Equations 2 and 3.  135 
 136 
Output per unit      (Equation 1) 137 








                                                 
2 The dispatch level is defined as “the estimate of the active power at the end of the dispatch interval 
specified in a dispatch instruction” (AEMC 2014, 1132). 
3 Note that this figure will be different to the result of the revenue meters as it is sampled only every half 
hour and not averaged over the half hour trading interval. 
4 5 MW was chosen as a clear indicator that the unit was online and generating.  Most generators have a 
minimum generating level higher than this value.  A sensitivity check determined that lowering this to 2 
MW had no significant effect on results. 
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where 𝑄𝑄𝑖𝑖𝑖𝑖 is the output (MW) in 30-minute trading interval t and N is the total 140 
number of intervals in a period. 141 
 142 
Gross output factor  GOFpu =
𝑂𝑂𝑖𝑖 
𝑆𝑆𝑆𝑆 x 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 
   (Equation 2) 143 
 144 
where SH is the in service hours for the period and Pmax is the registered 145 
maximum capacity for that generator (per unit or pu) (AEMO 2014b). 146 
 147 
Gross output factor GOFstation = 
∑ 𝐺𝐺𝑂𝑂𝐺𝐺𝐺𝐺𝐺𝐺𝑈𝑈1
𝑈𝑈
    (Equation 3) 148 
where U is the number of generating units at that power station. 149 
 150 
 151 
2.3 Calculations 152 
An emissions curve for a fossil-fuel generator is essentially a heat-rate curve, where 153 
kgCO2-e/MWh is used instead of showing the energy consumed over the range of 154 
operating levels (MJ/MWh).  The quantities of emissions are a direct function of the 155 
amount of fuel the generator consumes, which in turn varies with efficiency.  Thus, by 156 
developing an emissions curve, the amount of carbon emissions can be calculated for each 157 
operating level of a generating unit and not merely be based on average output. 158 
Actual heat-rate curves are not published for individual generating units, so in this case a 159 
generic heat-rate curve has been used and modified for each of the selected generators.  160 
Figure 1 shows the generic heat rate curve used in this study. Note that the generic curve 161 
is realistic – it is an actual heat rate curve taken from industry thought not able to be 162 
identified for commercial-in-confidence reasons. The generic heat-rate curve is for fossil-163 
fuel fired,5 sub-critical boiler technology with an efficiency of 38% i.e. a higher efficiency 164 
than all the generators in this study.  165 
To compile the emissions curve for a fossil-fuel generator the following was used: 166 
• Generator efficiency [MWh/MJfuel] (%), 167 
• Average emissions intensity (tCO2-e/MWh), 168 
• Gross output factor (%), and 169 
• Generic heat-rate curve for boiler technology  170 
 171 
 172 
                                                 
5 Either black or brown coal, or natural gas 
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 173 
Figure 1 - Generic heat-rate curve for an ideal 38% efficient fossil fuel generator 174 
Each of the generators is directly offset up from the  curve of Figure 1, with its individual 175 
efficiency rates, as explained in Section 2.3.4, which may bias the overall emissions 176 
results to being lower than actual. A lower emissions bias is preferred as a conservative 177 
assumption rather than using a lower generator efficiency generic curve and offsetting it 178 
downwards, which may bias generator emissions to greater than actual.   179 
2.3.1 Generator data summary 180 
From the AEMO planning data, production database, and the formulas given in section 181 
2.2.1, Table 1 was compiled for selected fossil-fuel generators (all boiler technology).  182 
Each of these generators provided FCAS regulation services at some point during the 183 
three study periods. Table 1 shows, for each station, the gross output factor over the 184 
period and estimated average efficiency over the range of operation.  185 



































Bayswater 2640 Black coal 16,730,439 78% 35.9 1013
Callide B 700 Black coal 3,875,060   77% 34.1 1019
Eraring 2880 Black coal 11,480,057 58% 35.4 1011
Gladstone 1680 Black coal 6,205,753   58% 31.7 1052
Liddell 2000 Black coal 6,608,504   69% 33.8 1066
Loy Yang A 2210 Brown coal 16,281,812 92% 27.2 1280
Stanwell 1460 Black coal 8,221,732   68% 36.4 969
Tarong 1400 Black coal 5,396,235   68% 36.2 958
Torrens Island B 800 Natural gas 1,695,730   41% 30.0 712
Vales Pt 1320 Black coal 7,525,418   71% 34.1 1018
P a g e  | 8 
 
2.3.2 Determining average emissions 188 
The published carbon intensity figures for each of the stations in Table 1 were generated 189 
by dividing the total emissions by the total generation over the 2012-13 financial year.  190 
The gross output factor was calculated to help determine what the average operating level 191 
of each of the units was during the year, so that an operating level could be assigned to the 192 
average efficiency and average emissions.  Whilst the gross output factor is as close to the 193 
real average as possible, it still does not take into account the duration of ramp up and 194 
ramp down times associated with the individual units.   195 
For the purposes of this study the gross output factor rounded to the nearest 5 percentage 196 
points6 has been deemed to be the average operating level, in order to be fit to the 197 
efficiency curve.   198 
2.3.3 Other assumptions 199 
For the purposes of this study the following assumptions have also been made: 200 
• A gas-fired subcritical boiler acts in the same manner as coal-fired subcritical 201 
boiler with respect to efficiency; 202 
• Hydro-powered generators do not produce any direct carbon emissions (Acil Allen 203 
Consulting 2014); and 204 
• Tasmanian regulation FCAS generators were excluded as Tasmania regulates its 205 
own frequency separate to the mainland (AEMC Reliability Panel 2009). 206 
 207 
2.3.4 Curve fitting to emission output 208 
Given the estimated efficiency of each of the generators, the average heat-rate was 209 
calculated as per Equation 4.   210 
 211 
Heat-rate    HR = 3600
𝐸𝐸𝐸𝐸
 in MJ/MWh,  (Equation 4) 212 
 213 
where Ef is the estimated efficiency of the generating unit from Table 1. 214 
 215 
Knowing the average emissions at this efficiency, fuel carbon intensity was calculated as 216 
per Equation 5 which now gives kg CO2-e/MJ for each generator. 217 
Fuel carbon intensity  Fci = 
𝐶𝐶𝑖𝑖
𝑆𝑆𝐻𝐻
   in kgCO2-e/MJ, (Equation 5) 218 
where Ci is the carbon intensity of the generating unit from Table 1. 219 
 220 
For each generator we therefore know a point on its heat rate curve (average heat rate at 221 
gross output factor) and its corresponding average emissions.    For example, Bayswater 222 
has an average efficiency of 35.9% which equates to an average heat-rate of 10,028 223 
MJ/MWh (using Equation 4) at an operating level of 80% (gross output factor rounded 224 
                                                 
6 Nearest 5% so that it could be offset against the generic heat rate curve which was in 5% increments. 
P a g e  | 9 
 
up from 78%).  At this operating level it emits 1013 kgCO2-e/MWh, which is a fuel 225 
carbon intensity of 0.1010 kgCO2-e/MJ (Equation 5).  226 
The generic heat-rate curve has an ideal efficiency of 38.1% at 80% operating level; 227 
therefore it has a lower heat-rate value (9449 MJ/MWh) than Bayswater.  Figure 2 shows 228 
the offset in the heat rate curves that arises due to the difference of 2.2% in the efficiency 229 
of the generators, assuming that the efficiency difference is static across the operating 230 
regime of the generator. 231 
 232 
 233 
Figure 2 - Adjusting generic curve for efficiency difference 234 
Figure 2 shows that an estimated heat-rate curve for Bayswater station is obtained by 235 
adjusting the generic heat rate curve upwards to coincide with the actual heat rate value of 236 
the station at 80%. To convert this to a carbon emission curve we multiply the heat-rate 237 
curve by the fuel carbon intensity value.  The resultant curve of Figure 3 shows carbon 238 
emissions across the operating profile of the combined generating units of Bayswater 239 




























curve adjusted up 
for lower efficiency
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 242 
Figure 3 - Bayswater emissions curve 243 
Once the emissions curve was constructed, the curve-fit function in Excel was used to 244 
develop the equation for the curve.  A 6th order polynomial was the best fit for this curve 245 
structure, with the formula for Bayswater shown below the data curve and the polynomial 246 
trend line in Figure 3 as well as in Equation 6. 247 
EBWPS = y = -624.32x6 + 2158.5x5 - 2141.6x4 - 480.1x3 + 2246.2x2 - 1496.1x  248 
+ 1351.7 kgCO2-e/MWh     (Equation 6) 249 
where x is the operating level of the generator in %Pmax. 250 
A similar process was used to develop emissions curves and corresponding formulas for 251 
each of the regulation generating stations shown in Table 1.   252 
2.3.5 Resulting emissions curves 253 
Figure 4 shows each of the emissions curves for all the generating stations on one graph.  254 
Whilst the emissions curves are the same shape, the emissions still vary across the 255 
operating range of the stations.  Figure 4 shows the largest emitter being Loy Yang A 256 
(brown coal), the lowest emitter being Torrens Island B (natural gas), with the remainder 257 
of the black-coal generators in a cluster in the middle.  This is the expected result based 258 
on the fuel type of each of the generators. 259 
 260 
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 261 
Figure 4 - Emissions curves - all stations 262 
2.3.6   Applying emissions curves 263 
The emissions curves need to be applied to the 4-second data in order to obtain estimated 264 
carbon emissions.  This requires the operating level to be inserted in Equation 6. The 265 
operating level can be obtained from the instantaneous power output of the generators in 266 
the 4-second file (Og) and the maximum output of the generators (Pmax) as per Equation 7  267 
(AEMO 2014b).  268 
Operating level (%)   x = 𝑂𝑂𝑂𝑂
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
    (Equation 7) 269 
The output from the emissions curve gives us how many kilograms of CO2-e would be 270 
produced if the generating unit was at the same operating level for an hour.  To convert 271 
this to total GHG emissions during the 4-second interval requires Equation 8. 272 
GHG Emissions (kgCO2-e) E  = 4𝑦𝑦∗𝑂𝑂𝑂𝑂
3600
     (Equation 8)  273 
where y is the emissions curve estimate from Equation 6 in kgCO2-e/MWh. 274 
The carbon emissions from Equation 8 of all the regulation FCAS generators is then 275 
summed to provide a 4-second amount of total GHG emissions being produced from 276 
these generators.   277 
For completeness the carbon intensity of all the FCAS generators combined (Ci) was 278 
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  𝐶𝐶𝑖𝑖(kgCO2 − e/MWh)  =
∑ 𝐸𝐸𝑔𝑔𝐺𝐺𝑔𝑔=1
∑ 𝑂𝑂𝑔𝑔𝐺𝐺𝑔𝑔=1
×  3600 4⁄   281 
 (Equation 9)  282 
for each generator g in the set of relevant FCAS regulation generators, G. 283 
 284 
Noting that these generators are dispatched in the energy market as well as providing 285 
regulation, it is the changes in carbon emissions due to their compensation measures and 286 
not the total quantity that needs to be considered. Having outlined the procedure for 287 
estimating carbon emissions from compensating FCAS generators, the results of this 288 
study focus on the impact on generator emissions due to FCAS compensation as a result 289 
of three storm events that caused the largest increases in wind power in the NEM over 290 
2012 and 2013. In calculating emissions from the compensating FCAS generators, it is 291 
conservatively assumed that wind power output fluctuations are the sole cause of the 292 
frequency variation being compensated.  In reality of course, changes in system load are 293 
also being compensated at the same time.  The results will therefore also hold if they were 294 
for just the wind variation alone.  The system load trend in each of the cases is detailed, 295 
and its impact during the periods studied is shown in Section 3. 296 
 297 
2.3.7   Sensitivity study 298 
In section 2.3.1, efficiency values were estimated for each generator e.g. the Bayswater 299 
station had an estimated efficiency of 35.9% at 78% load. Further, in order to use the 300 
generic heat rate curve to simulate the Bayswater curve, the gross output factor was 301 
rounded to the nearest 5 percentage points, and it was assumed that the average efficiency 302 
of 35.9% occurred at 80%. In reality, the actual efficiency of the Bayswater station may 303 
vary from the assumed value and in order to assess the impact of any deviation in these 304 
values on the accuracy of the carbon emission intensities, a sensitivity analysis was 305 
conducted, again using the Bayswater station as a test case.  To get an idea of the 306 
magnitude of the deviation in the efficiency of the Bayswater station, differences in 307 
efficiency between generator-pairs in Table 1 are computed, with the data from Loy Yang 308 
A excluded as an outlier (difference of 8.7%). The seventy-two data points are sorted into 309 
efficiency deviation bins of width 1% and a frequency histogram created (Figure 5) that 310 
shows that efficiency deviations fall approximately within ±6%. However the frequency 311 
histogram in Figure 5 also shows that the highest occurrences of efficiency deviations 312 
approximately fall within ±2%. The ±6% efficiency variation is thus considered an 313 
extreme case, whereas the ±2% variation would be a more typical case. This statement is 314 
supported by private communication with industry. 315 
 316 
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 317 
Figure 5 Frequency distribution of efficiency deviations between generators in Table 1 318 
(excluding Loy Yang A) 319 
Figure 6 shows that the change in carbon emission intensity with variations in efficiency 320 
is non-linear with the largest variations occur for low operating levels. However, when 321 
providing FCAS, the Bayswater station is likely to be in the higher ranges of operating 322 
level, where the heat rate curves are virtually linear and the percentage change is carbon 323 
intensity approximately constant. Thus the extreme case of ±6% deviation in efficiency 324 
would lead to variations in carbon emission intensity in the approximate range of a 20% 325 
increase to a 15% decrease, while the more typical ±2% variation in efficiency values 326 
would lead to variations in carbon emission intensity of at most ±6%. The total GHG 327 
emissions during a 4 second interval is then proportional to the product of the 4-second 328 
power output from the AEMO Causer Pays data and the carbon emission intensity values.  329 
Thus, assuming accurate power output values from AEMO, the impact on GHG emissions 330 
of estimating generator efficiency and rounding the gross output factor is expected to be 331 
within ±6% for the Bayswater station. Repeating the sensitivity study for stations other 332 
than Bayswater, would be expected to reveal similar results since the approach used in the 333 
sensitivity analysis involved looking at efficiency variations in generator pairs for all the 334 
stations considered. Loy Yang A station is a possible exception, since it was considered 335 























Bin boundaries of efficiency deviations 
Distribution of efficiency deviations  
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 337 
Figure 6 Sensitivity of carbon intensity values to deviation in generator efficiency across a 338 
range of operating levels for the Bayswater station. 339 
 340 
  341 
3   Results and discussion 342 
A series of curves was plotted using the formulas in section 2.3.6 for each of the storms.  343 
The first curve is the intensity of the carbon emissions from the FCAS generators plotted 344 
together with the output of the FCAS generators in MW.  The second curve is the 345 
estimated carbon emissions with the wind power output.  Note that as not all wind farms 346 
were included in the AEMO 4-second data (due to being either embedded, non-scheduled 347 
or non-market), this plot is provided as a guide only to the wind variations.  It does 348 
however still give the trend of the wind output, in that it is either increasing or decreasing. 349 
The two sets of curves were compiled for each of the storms to examine carbon emissions 350 
of the FCAS generators as they compensate for the changing wind. 351 
3.1.1 Storm 1 – 14 March 2012 352 
The first graph for Storm 1 is shown here in Figure 7.  The generators providing 353 
regulation FCAS during this hour were Bayswater, Liddell and Tumut 1&2 from New 354 
South Wales; Callide B, Gladstone, Stanwell and Tarong from Queensland; and Torrens 355 
Island B in South Australia.  All of these generators are black coal-fired except for Tumut 356 
1&2 (hydro) and Torrens Island B (gas).  The regulation FCAS from the hydro station 357 
(zero carbon output) was minimal and occurred between 6.30 PM and 6.35 PM. 358 
Figure 7 shows that generally as the FCAS amounts increase, the carbon intensity 359 
decreases; similarly when the FCAS generation decreases the carbon intensity goes up.  360 
This correlation is consistent with the fossil-fuel generators becoming less efficient when 361 
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Between 6.20 and 6.25 PM on March 14, 2012, there was a 220 MW increase in wind 363 
power output.  Figure 5 shows the reduction in the regulation FCAS generators (159 MW) 364 
at this time, and the corresponding increase in carbon intensity from 989 to 990.2 kgCO2-365 
e/MWh (as the generators become less efficient).  The system load during this period 366 
fluctuated by ±50 MW; however only a 1 MW increase was sustained between the two 367 
time periods. 368 
The changes in total emissions of the regulation FCAS generators (at the same time) are 369 
shown in Figure 8.  Here between 6.20 and 6.25 PM the 4-second emission readings 370 
reduced from 7320 to 7162 kgCO2-e Integrating this curve as the emissions reduce 371 
equates to a decrease of 5.9 tonnes of emissions in this 5-minute period alone due to the 372 
sudden increase in wind.    373 
 374 
 375 
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 378 
Figure 8 - 14 March 2012 6 PM to 7 PM actual emissions and wind power output 379 
 380 
3.1.2 Storm 2 – 23 August 2012 381 
The largest increase in wind during the storm on 23 August, 2012 was across two 382 
consecutive dispatch intervals between 2.45 and 2.55 PM.  Figure 9 shows the changes in 383 
regulation FCAS and the changes in emissions for the hour between 2 and 3 PM.  The 384 
regulation FCAS during this hour was provided by Loy Yang A in Victoria; Bayswater, 385 
Liddell, Eraring, and Vales Point in New South Wales; Callide B, Gladstone, Stanwell, 386 
and Tarong in Queensland; and Torrens Island B in South Australia.  The generation mix 387 
this time involved mostly black coal-fired generators, as well as brown coal-fired Loy 388 
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 390 
Figure 9 - 23 August 2012 2 PM to 3 PM FCAS generators emissions and output 391 
Between 2.45 and 2.55 PM the wind power increased by 213 MW across the NEM, and 392 
the regulation FCAS generators reduced their output by 172 MW.  During this time period 393 
the system load had short term fluctuations of ±67 MW on an average of 23,924 MW, and 394 
an overall sustained decrease of 18 MW.  The emission intensity went up slightly from 395 
938.1 to 938.7 kgCO2-e/MWh.   396 
Estimated GHG emissions for this time period (Figure 10) decrease from 7387 to 7212 397 
kgCO2-e over the 10 minute period.  This equates to an 8 tonne reduction in emissions 398 
when integrating the difference before and after the wind surge. 399 
 400 









































































3.1.3 Storm 3 – 30 September 2013 405 
The third storm studied had a wind power increase of 161 MW between 6.45 and 6.50 PM 406 
on 30 September 2013.  There was also a coincident load reduction of 43 MW which 407 
made the required compensation of the regulation generators a 204 MW decrease over a 408 
5-minute period.  The analysis however assumes all changes are due to wind fluctuations, 409 
as stated in section 2.3.6. 410 
The generators providing regulation FCAS in this instance were Loy Yang A from 411 
Victoria; Bayswater, Liddell, Eraring, Vales Point and Dartmouth in New South Wales; 412 
and Callide B, Gladstone, Stanwell and Tarong in Queensland.  Once again 413 
predominantly black coal-fired generators except for Dartmouth (hydro) and Loy Yang A 414 
(brown coal-fired).  There were no generators in South Australia were providing 415 
regulation services during this time.  416 
The emissions intensity and output of the regulation generators from 6 PM to 7 PM on 417 
this day are shown in Figure 11 with the 6.45 to 6.50 PM interval highlighted in a separate 418 
Figure 12. Total NEM generation (load) during this period is shown in Figure 13 to show 419 
the decrease in load over the same period.  The sharp decrease in emissions seen at 6:02 420 
PM in Figure 11 is Dartmouth starting up and ramping to 150 MW before providing 421 
regulation services, and reducing emissions intensity by 20 kgCO2-e/MWh.  The 422 
emissions intensity in this case is higher than the other two storms, which is most likely 423 
due to the brown coal-fired Loy Yang A using three generating units to provide the 424 
regulation services, whereas in Storm 2 it provided one unit.    425 
Between 6.45 and 6.50 PM the regulation generators decreased their output by 197 MW, 426 
which saw a negligible reduction in emissions intensity from 1040 to 1039.7 kgCO2-427 
e/MWh. This is shown more clearly in Figure 12 which highlights the variation of the 428 
intensity across  a 15-minute period.  The sharp rise in emissions intensity at 6.56 PM is 429 
due to Dartmouth reducing its output by 20 MW over a minute.   430 
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 431 
Figure 11 - 30 September 2013 6 PM to 7 PM regulation generators output and emissions 432 
 433 
Figure 7 - 30 September 2013 6.45 to 7.00 PM regulation emissions and output 434 
Figure 13 shows the total generation or load over the hour, with a fifth-order polynomial 435 
trend line fitted to the data.  The first half hour sees the load increase by 600 MW, settle, 436 
then start to decline from 6:40 PM onwards.  Figure 11 shows an increase in the 437 
regulation generators over this time which also includes any energy dispatch changes for 438 
those units, as well as their response to frequency changes.  This is typical of the dispatch 439 
engine (NEMDE) making the most economic selection of generation based on the bid 440 
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 443 
Figure 8 - NEM Generation 30 September 2013 6 PM to 7 PM 444 
The change in overall emissions of FCAS generators during the period of increased wind 445 
(as shown in Figure 14) again shows a reduction.  This time it is 231 kg CO2-e reduction 446 
in emissions over the period from 6.45 PM to 6.50 PM. When integrated this equates to a 447 
reduction of 8.6 tonnes of emissions in 5 minutes. Linearly separating the effect of 448 
reduced load from the effect of increased wind power, the wind component of this 449 
emissions reduction would be around 6.8 tonnes. 450 
 451 
Figure 9 - 30 September 2013 6 PM to 7 PM total emissions and wind generation 452 
 453 
4   Conclusions 454 
This research studied three storm events that produced some of the largest increases in 455 
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This study showed that the large increases in wind power did not cause any additional 457 
procurement7 of regulation FCAS to maintain the system frequency – the normal 458 
balancing amount was more than sufficient.  The wind farms’ output however does use 459 
the regulation FCAS generators to offset its normal variations.   It was observed that the 460 
overall carbon emissions of the regulation FCAS generators decreased with the increase 461 
in wind power contribution, despite potentially being pushed into lower efficiency 462 
operating zones.  Each storm event had a different mix of generators providing the 463 
regulation service; however in all cases the increased wind power output more than offset 464 
any reduced efficiency of the fossil-fueled generators providing regulation FCAS at the 465 
time.  In two out of the three cases carbon intensity increased due to the regulation 466 
generators backing off, which is expected, but overall the GHG emissions reduced with 467 
all increases in wind power.     468 
Further conclusions can be drawn: 469 
• Inclusion of a hydro-generator in the regulation generators has a large impact in 470 
reducing the emissions intensity; and 471 
• Inclusion of a brown coal-fired generator substantially increases the overall 472 
emissions intensity. 473 
It would be onerous to study every incidence of wind power fluctuation to assess whether 474 
increasing wind power causes any increase in net carbon emissions. However, where 475 
regulation FCAS is provided by the current Australian generation fleet, the cases 476 
examined here represent the worst-case scenario in that some of the largest wind output 477 
variations were chosen.  Smaller variations would see the regulation generators reduce 478 
output only marginally, slightly increasing their emissions intensity, but again be offset by 479 
the zero carbon wind taking its place. 480 
These results are consistent with a similar study in Spain using actual data and efficiency 481 
rate based emissions (Gutiérrez-Martín et al 2013).  The findings agree that even with 482 
cycling of fossil-fuel generators to balance the variability of wind power, there are still 483 
reductions in carbon emissions with large penetration of wind power.  A simulation based 484 
study for Ireland using a life cycle assessment concluded that whilst there was an increase 485 
in cycling-based emissions of fossil-fuel plants, these were minor and did not negate the 486 
carbon benefit of integrating large amounts of wind power (Turconi et al. 2014).  Other 487 
authors argue that large cuts in CO2 emissions are possible when including wind in the 488 
generation portfolio, and that an effectively developed power system can provide this at 489 
costs comparable to other carbon mitigation options (DeCarolis and Keith 2005).  490 
Measures to achieve these include spatial dispersion of wind power, accurate wind 491 
forecasts, a wide area over which the system balancing takes place, and short-term 492 
generation commitment (DeCarolis and Keith 2005; Mc Garrigle and Leahy 2015; Hirth 493 
and Ziegenhagen 2015; Katzenstein and Apt 2012; Vandezande et al. 2010).    494 
 495 
                                                 
7 ‘Additional’ meaning ‘over and above the 250 MW standard procurement range’. Regulation FCAS 
requirement is dynamically determined based on current operating conditions via frequency time error and 
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This study has found that the largest impact on the carbon output overall is the choice of 496 
fuel mix in Australia’s generation portfolio.  Including a brown coal-fired generator in the 497 
FCAS generators, for example, has a significantly larger impact on overall emissions than 498 
the cycling effect caused by variations in wind power.  Finally, either by good design or 499 
good luck, the Australian NEM has all the elements that are required to integrate large 500 
amounts of variable renewable energy in a manner that is both cost effective and 501 
technically achievable.  It is now up to the policy makers to ensure that this advantage can 502 
be well utilized. 503 
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