. Regardless of the exact frequency, teachers regularly use tests they have constructed themselves (Boothroyd, McMorris, & Pruzek , 1992; Marso & Pigge, 1988; Williams, 1991) . Further, teachers place more weight on their own tests in determining grades and student progress, than they do on assessments designed by others, or on other data sources (Boothroyd, et al., 1992; Fennessey, 1982; Stiggins & Bridgeford, 1985; Williams, 1991) . Many teachers believe that they need strong measurement skills (Wise, Lukin & Roos, 1991) , and report that they are confident in their ability to produce valid and reliable tests (Oescher & Kirby, 1990; Wise, et al., 1991) . Other teachers, however, report a level of discomfort with the quality of their own tests (Stiggins & Bridgeford, 1985) or believe that their training was inadequate (Wise, et al.) . Indeed, most state certification systems and half of all teacher education programs have no assessment course requirement or even an explicit requirement that teachers have received training in assessment (Boothroyd, et al.; Stiggins, 1991; Trice, 2000; Wise, et al.) . In addition, teachers have historically received little or no training or support after certification (Herman & Dorr-Bremme, 1984) . The formal assessment training teachers do receive often focuses on large-scale test administration and standardized test score interpretation, rather than on the test construction strategies or item-writing rules that teachers need (Stiggins, 1991; Stiggins & Bridgeford, 1985) .
A quality teacher-made test should follow valid item-writing rules, but as many researchers point out, empirical studies establishing the validity of item-writing rules are in short supply and often inconclusive, and, "item writing-rules are based primarily on common sense and the conventional wisdom of test experts" (Millman & Greene, 1993; p. 353) . Even after decades of psychometric theory and research, Cronbach (1970) bemoaned the almost complete lack of scholarly attention paid to achievement test items. Twenty years after Cronbach's warning, Haladyna and Downing (1989a) reasserted this claim, stating that the body of knowledge about multiple-choice item writing was still quite limited and added recently that "item writing is still largely a creative act" (Haladyna, Downing & Rodriguez, 2002, p. 329) . The current empirical research literature for item-writing rules-of-thumb is most often of two kinds:
(a) studies which look at the relationship between a given item format and either test performance or the psychometric properties of the test; and (b) studies which have evaluated the quality of teacher-made tests by applying some set of item-writing standards or criteria. Reviewing these studies for an agreed upon list of classroom assessment rules, however, is not overly fruitful, as few rules present themselves. Haladyna and Downing (1989a; 1989b) and Haladyna, Downing & Rodriguez (2002) have cataloged guidelines for multiple-choice, matching and alternate-choice (e.g. true-false) items with at least some evidence of validity by examining textbook endorsement and empirical studies. Though the authors did find empirical support for general advice such as "avoid trick items" and many studies testing particular rules, only four specific rules on their final revised inventory were supported without contradiction across studies and two of those were supported by the existence of only one study. Our search of additional recent literature (1989 to present) found little beyond Haladyna's, et al, exhaustive review (2002) and focused on the same few empirically validated rules (Klein & Klein, 1998; Knowles & Welch, 1992) .
Several studies have evaluated the quality of teacher-made tests by applying test construction standards. Fleming and Chambers (1983), Marso & Pigge (1988 , 1989 and Oescher & Kirby (1990) analyzed teacher-made tests for violations of item-writing rules. Among these studies, it was consistently found that the large majority of teacher-made tests had a sizeable number of flaws. By inference, it is clear that these studies applied item-writing and test format conventions as the standard against which quality was judged, but, for the most part, it is not clear what rules were chosen as standards and how those rules were derived. Consequently, it is difficult to produce a list of classroom assessment rules from these studies. In light of little datadriven guidance, we chose to distill the collective wisdom of the field of classroom assessment, by reviewing the aggregate knowledge of experts through analysis of classroom assessment textbooks, with the goal of establishing a list of valid rules for writing objectively-scored items.
Methods For this study, 20 educational assessment textbooks and standard reference works were reviewed to identify a list of accepted, conventional rules for item construction and test formatting. Within this group, 15 were textbooks produced specifically for classroom assessment training and teacher preparation (Airasian, 2001; Bloom, Hastings & Madaus, 1971; Cangelosi, 2000; Case & Swanson, 1996; Chase, 1999; Gronlund, 1998; Johnson & Johnson, 2002; Kubiszyn & Borich, 2000; Kuhs, Johnson, Agruso & Monrad, 2001; Oosterhof, 1994; Phye, 1997; Popham, 2002; Stiggins, 2001; Trice, 2000; Ward & Murray-Ward, 1999 ) while the remaining five (Aiken, 1998; Friedenberg, 1995; Millman & Greene, 1993; Popham, 2000; Sax, 1997) were texts or reference works which cover the broader field of testing and educational measurement but include specific advice for constructing achievement test items. Each text was reviewed by one of the authors of this study to identify guidelines, rules, and rules-of-thumb concerning test construction. Different texts, of course, often described essentially the same rule but with different phrasing, and the authors worked as a group to reach agreement on whether differently worded rules were conceptually the same rule. Where disagreement as to conceptual similarity remained, the first author made the classification decision. Only rules concerning objectively scored paper-and-pencil testing formats were chosen for summary, which provided guidelines for four different item formats: multiple-choice, matching, true-false, and completion (or "fill-in-the-blank") items. While multiple-choice items may occasionally appear in a completion format, the completion item format was defined for this study as non-multiple-choice items which require supplying a very short, objectively-scored answer. To identify the relative importance of each rule, as measured by the frequency with which measurement experts chose to advocate a rule, a list of all rules was compiled and ranked by the number of sources presenting each rule. Results Table 1 presents a list of the most commonly found item-writing rules. Rules found in only one source are not included in the table. In addition to listing the rules and indicating the item format to which it applies, the table also indicates which of the rules has received research support. We used the reviews appearing in Haladyna & Downing (1989b) Though there were 40 different item-writing rules identified in this search, the rationales for each rule seem to fall into one or more of a few categories, and all reflect the over-riding concern for the validity of the item responses. The most basic validity concern is addressed by 5.
Items should cover important concepts and objectives. Other rules addressing basic validity concerns can be grouped into four specific areas-potentially confusing wording or ambiguous requirements, guessing, rules addressing test-taking efficiency, and rules designed to control for testwiseness.
Potentially Confusing Wording or Ambiguous Requirements
If some respondents understand a question or a set of instructions, and others do not, their responses may vary as a result of that difference, not as a result of different underlying levels of knowledge or skill. Rules proscribing clarity include 1. "All of the Above" should not be an answer option, 2. "None of the Above" should not be an answer option, (Rules 1 and 2 are placed in this category, though some textbook authors appear to suggest them for reasons having 
Rules Addressing Test-taking Efficiency
A large set of item-writing rules are designed to make the test-taking process as simple, brief, and free from distraction as possible. These rules all deal with formatting options and include 4. Order of answer options should be logical or vary, 13. Answer options should not be 
Implications
Some researchers have found that teachers are confident in their test-making skills (Oescher & Kirby, 1990; Wise, et al., 1991) , but studies suggest that perceived classroom assessment skill and actual skill are unrelated or even negatively correlated (Boothroyd, et al., 1992; Marso & Pigge, 1989) . Often, little training or resources are available for teachers, and many teachers feel they are not adequately prepared to produce quality classroom assessments.
Even if teachers have gone through high quality classroom assessment training, there is an absence of consistent guidelines on the best way to write a test item, the most basic element of classroom assessment. To address this need for item-writing guidelines, we examined 20 classroom assessment textbooks to produce a consensual list of rules for item writing.
A similar approach to compiling rules was taken by Haladyna, Downing and Rodriguez (2002) . Though their textbook sampling included only five of the texts sampled in our review, there is consistency with the present study's list of rules. Of the forty rules presented here, about half (19) were also endorsed by Haladyna and colleagues based on textbook citation, empirical studies or both. This represents substantial agreement, as that study's recommendations included all of the most frequently appearing rules in our review (Rules 1 through 12 on Table 1 ) and their review did not include rules for fill-in-the-blank items or rules specific to matching items.
In light of the paucity of empirical evidence, a theoretical approach may be the most valid path toward a list of item-writing rules for classroom assessment. We agree with Millman and Greene that, in measurement, some rules "make sense regardless of the outcome of empirical studies on the effect of violating that rule" (p. 353). The validity evidence for the majority of these rules would seem to remain limited to expert consensus, but they provide a solid basis for a consensus list of item-writing guidelines.
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