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Abstract
We consider the differential equation
−y′(x) + q(x)y(x) = f(x), x ∈ R, (0.1)
where f ∈ Lp(R), p ∈ [1,∞), and 0 ≤ q ∈ Lloc1 (R),
0∫
−∞
q(t) dt =
∞∫
0
q(t) dt =∞,
q0(a) = inf
x∈R
∫ x+a
x−a
q(t) dt = 0 for any a ∈ (0,∞).
Under these conditions, the equation (0.1) is not correctly solvable in Lp(R) for any p ∈
[1,∞). Let q∗(x) be the Otelbaev-type average of the function q(t), t ∈ R, at the point
t = x; θ(x) be a continuous positive function for x ∈ R, and
Lp,θ(R) = {f ∈ L
loc
p (R) :
∫ ∞
−∞
|θ(x)f(x)|p dx <∞},
‖f‖Lp,θ(R) =
(∫ ∞
−∞
|θ(x)f(x)|p dx
)1/p
We show that if there exists a constant c ∈ [1,∞), such that the inequality
c−1q∗(x) ≤ θ(x) ≤ cq∗(x)
holds for all x ∈ R, then under some additional conditions for q the pair of spaces
{Lp,θ(R);Lp(R)} is admissible for the equation (0.1).
AMS subject classification: 34A30, 34B40
Keywords: Linear differential equation; Admissible pair
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1 Introduction
In the present paper we consider the equation
− y′(x) + q(x)y(x) = f(x), x ∈ R, (1.1)
where f ∈ Lp (Lp := Lp(R)), p ∈ [1,∞), and
0 ≤ q ∈ Lloc1 (R). (1.2)
By a solution of (1.1) we mean any absolutely continuous function y(x) that satisfies (1.1)
almost everywhere on R. By θ we denote a continuous positive function of x ∈ R and, we set
Lp,θ(R) = {f ∈ L
loc
p (R) :
∫ ∞
−∞
|θ(x)f(x)|p dx <∞}, (1.3)
‖f‖Lp,θ(R) =
(∫ ∞
−∞
|θ(x)f(x)|p dx
)1/p
.
Furthermore, for θ ≡ 1, x ∈ R, we write Lp, || · ||p in place of Lp,θ and || · ||p,θ, respectively.
Definition 1.1 We say that the pair of spaces {Lp,θ(R);Lp(R)} (hence {Lp,θ;Lp}) is admissi-
ble for equation (1.1) if
(i) for any f ∈ Lp(R), the equation (1.1) has a unique solution y ∈ Lp,θ;
(ii) there exists an absolute positive constant c(p) ∈ (0,∞) such that the solution of 1.1,
y ∈ Lp,θ satisfies the inequality
‖y‖p,θ ≤ c(p)‖f |‖p, for any f ∈ Lp. (1.4)
Moreover, if θ ≡ 1 and conditions (i)–(ii) are satisfied, we say that equation (1.1) is correctly
solvable in Lp.
The problem of finding minimal requirements for q(·) under which the conditions (i)–(ii)
are satisfied is studied in the case θ ≡ 1 in [2, 3]. The main result of these works can be
summarized as follows.
Theorem 1.2 [2] Let p ∈ [1,∞). Equation (1.1) is correctly solvable in Lp if and only if there
is an a ∈ (0,∞) such that
q0(a) = inf
x∈R
∫ x+a
x−a
q(t) dt > 0. (1.5)
Thus, if conversely
q0(a) = 0 for all a ∈ (0,∞), (1.6)
then for any p ∈ [1,∞) equation (1.1) is not correctly solvable in Lp. In this paper we con-
tinue to study the problems from [2, 3]. Our aim is to find an analogue of Theorem 1.2 under
the condition (1.6). To formulate the question precisely, we need a new statement, which is
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equivalent to Theorem 1.2 (and easily follows from it, see Section 4). To this end, we introduce
the auxiliary function d(x), x ∈ R (see [3]). Assume that in addition to (1.2) the following
condition is satisfied: ∫ ∞
−∞
q(t) dt =∞. (1.7)
Then, for a fixed x ∈ R, define
d(x)
def
= inf
d≥0
{d :
∫ x+d
x−d
q(ξ) dξ = 2}. (1.8)
We note that functions of type d(x), x ∈ R, have been introduced and systematically used by
M. Otelbaev (see [4]).
It follows immediately from (1.8) that the function
q∗(x) =
1
d(x)
, x ∈ R, (1.9)
can be interpreted as the Steklov-type average Q(x, h) of the function q(t) at the point t = x
with particular averaging step h = d(x):
Q(x, h)
def
=
1
2h
∫ x+h
x−h
q(t) dt, h > 0 =⇒
Q(x, d(x)) =
1
2d(x)
∫ x+d(x)
x−d(x)
q(ξ) dξ =
1
d(x)
= q∗(x).
We call the function q∗(x), which plays a significant role in this work, the Otelbaev-type average
of the function q(x), x ∈ R.
Theorem 1.3 (see Section 4). Let p ∈ [1,∞) and suppose (1.2) holds. Then equation (1.1) is
correctly solvable in Lp if and only if (1.7) holds and d0 <∞ (equivalently, q∗0 > 0). Here
d0 = sup
x∈R
d(x)
(
q∗0 = inf
x∈R
q∗(x)
)
(1.10)
Corollary 1.4 (see Section 4). Assume the conditions (1.2) and (1.7) are satisfied. Then d0 <
∞ if and only if q0(a) > 0 for some a ∈ (0,∞).
Turning back to our problem, we conclude (see Theorem 1.3) that the equation (1.1) is not
correctly solvable in Lp in two typical cases:
1) (1.7) holds, but d0 =∞,
2) (1.7) does not hold.
In the present paper we study the first case. The second case will be considered in a forth-
coming paper.
We are now in a position to formulate our problem in precise terms. Consider the equation
(1.1), with a function q that satisfies the conditions (1.2), (1.6), (1.7) and p ∈ [1,∞). The task
is to find a positive continuous function θ(x), x ∈ R such that the pair {Lp,θ;Lp} is admissible
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for equation (1.1). The solution of this problem (under some additional requirements on q ) is
presented in this paper.
The paper is divided into Sections 2 through 5. In Section 2 we present preliminaries,
Section 3 lists all our results, in Section 4 all proofs are presented, and, finally, Section 5 is
devoted to examples.
Acknowledgment. The authors thank Professors Z. S. Grinshpun, E. Liflyand, and J. Schiff
for their interest in our work and useful discussions.
2 Preliminaries
In the sequel (without special mention), we assume that the conditions (1.2), (1.7) are satisfied.
The symbols c, c(·), c1, c2, ... stand for absolute positive constants, the values of which are not
essential for the exposition, and can even change within a single chain of calculations. One
more definition is in order.
Definition 2.1 Let ϕ(x) and ψ(x), x ∈ R, be continuous positive functions defined on interval
(a, b), −∞ ≤ a < b ≤ ∞. We say that ϕ and ψ are weakly equivalent on (a, b), and write
ϕ(x) ≍ ψ(x), x ∈ (a, b), if there exists an absolute constant c ≥ 1 such that
c−1ϕ(x) ≤ ψ(x) ≤ cϕ(x) for all x ∈ (a, b).
Theorem 2.2 [5] The function d(x) is finite and continuous on R, and possesses the following
properties:
1. it satisfies the inequality
|d(x+ h)− d(x)| ≤ |h|, whenever |h| ≤ d(x); (2.1)
2. it is differentiable almost everywhere on R;
3. for any x ∈ R, ε ∈ [0, 1], and t ∈ [x− εd(x), x+ εd(x)],
(1− ε)d(x) ≤ d(t) ≤ (1 + ε)d(x) < (1− ε)−1d(x). (2.2)
Note also that we have the following implications:∫ 0
−∞
q(t) dt =∞ =⇒ lim
x→−∞
(x+ d(x)) = −∞, (2.3)
and ∫ ∞
0
q(t) dt =∞ =⇒ lim
x→∞
(x− d(x)) =∞ (2.4)
Definition 2.3 [5] Let x ∈ R, κ(t) be a positive continuous function defined on R, and {xn}∞n=1
(resp., {xn}−1n=−∞) be a sequence of points. Consider the intervals
△n = [△
−
n ,△
+
n ], △
±
n = xn ± κ(xn), n ≥ 1 (n ≤ −1).
We say that the sequence of intervals {△n}∞n=1 (resp., {△n}−1n=−∞) forms an R(x,κ)-covering
of [x,∞) (resp., (−∞, x]) if the following conditions are satisfied:
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1. △+n = △−n+1, n ≥ 1 (resp., △+n−1 = △−n , n ≤ −1);
2. △−1 = x (resp., △+−1 = x);
3.
⋃
n≥1△n = [x,∞) (resp.,
⋃
n≤−1△n = [−∞, x)).
Theorem 2.4 [5]. Suppose that the positive continuous function κ defined on R satisfies the
condition
lim
t→∞
(t− κ(t)) =∞
(
resp., lim
t→−∞
(t + κ(t) = −∞
)
. (2.5)
Then for every x ∈ R, there exists an R(x,κ)-covering of [x,∞) (resp., of (−∞, x]).
Corollary 2.5 [5] Suppose that conditions (2.4) ((2.3)) are satisfied. Then for every x ∈ R
there exists an R(x, d)-covering of [x,∞) (resp., of (−∞, x]).
Definition 2.6 [6] Let q be a function such that for some a ≥ 1, b > 0 and x0 ≥ 1, for all
|x| ≥ x0, we have the inequalities
a−1d(x) ≤ d(t) ≤ ad(x) for |t− x| ≤ bd(x). (2.6)
Then we say that the function q belongs to the class K(γ) and write q ∈ K(γ), where
γ = γ(a, b) = a exp(−b/a2) (2.7)
According to Definition 2.6 and Theorem 26 (see [9]), we have the following:
Theorem 2.7 [6] q ∈ K(γ) for any γ > 1.
Lemma 2.1 [6] Let a ≥ 1, b > 0 and γ = γ(a, b) ≤ e−1. Then b ≥ 1.
The problem of studying whether q ∈ K(γ) for a given value of parameter γ is considered
in the following two theorems.
Theorem 2.8 [6] Suppose a function q can be decomposed into a sum
q(x) = q1(x) + q2(x), x ∈ R, (2.8)
where the function q1(x) is positive on R and absolutely continuous along with its derivative,
and q2 ∈ Lloc1 (R). Suppose further that
κ1(x)→ 0 and κ2(x)→ 0 as |x| → ∞,
where
κ1(x) =
1
q1(x)2
sup
|ξ|≤2/q1(x)
∣∣∣∣∫ x+ξ
x−ξ
q′′1(s) ds
∣∣∣∣ , x ∈ R (2.9)
and
κ2(x) = sup
|ξ|≤2/q1(x)
∣∣∣∣∫ x+ξ
x−ξ
q2(s) ds
∣∣∣∣ , x ∈ R. (2.10)
Then the following relations hold:
q1(x)d(x) = 1 + ε(x), |ε(x)| ≤ κ1(x) + κ2(x), |x| ≫ 1, (2.11)
q∗(x) ≍ q1(x), x ∈ R. (2.12)
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Theorem 2.9 [6] Let the hypotheses of Theorem 2.8 hold. Suppose in addition that
lim
|x|→∞
q′1(x)
q21(x)
= 0 (2.13)
lim
|x|→∞
|x|q1(x) =∞ (2.14)
Then for any γ0 ∈ (0, 1),
q ∈ K(γ), whenere γ = γ(a, b) ≤ γ0. (2.15)
3 Results
The next statement is the main result of this work.
Theorem 3.1 Consider the equation (1.1). Suppose the coefficient q satisfies the conditions
(1.2) (1.6), and
0∫
−∞
q(t) dt =
∞∫
0
q(t) dt =∞, (3.1)
and, in addition, q ∈ K(γ), γ ≤ e−1. Then, if the function θ satisfies the condition
θ(x) ≍ q∗(x), x ∈ R, (3.2)
the pair of spaces {Lp,θ;Lp} is admissible for the equation (1.1) for any p ∈ [1,∞).
Remark 3.2 We will check below the hypotheses of Theorem 3.1 (in view of theorems 2.8 and
2.9) for a particular equation (see Section 5).
Theorem 3.1 is obtained from Theorem 3.3, which is of considerable significance of its
own. To formulate Theorem 3.3 we introduce the following notations:
I(x) =
∫ x
−∞
exp
{
−
∫ x
t
q(ξ) dξ
}
dt, x ∈ R, (3.3)
J(x) =
∫ ∞
x
exp
{
−
t∫
x
q(ξ) dξ
}
dt, x ∈ R, (3.4)
S(x) =
∫ ∞
−∞
exp
{
−
∣∣∣∣ ∫ t
x
q(ξ) dξ
∣∣∣∣} dt, x ∈ R.
Theorem 3.3 Suppose conditions (1.2), (3.1), and q ∈ K(γ), γ ≤ e−1 are satisfied. Then
J(x) ≍ I(x) ≍ S(x) ≍ d(x) =
1
q∗(x)
, x ∈ R. (3.5)
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Remark 3.4 For d0 < ∞ (see (1.10)), the relations (3.5) were proven in [6]. It follows from
Corollary 1.4 that the inequality d0 <∞ is incompatible with the requirement (1.6). Thus, we
need to derive (3.5) in such a way that d0 <∞ is not used ( see Section 4).
Below we give an example of an application of (3.5). Consider the integral
F (x) =
∫ ∞
−∞
G(x, t) dt, x ∈ R, (3.6)
where
G(x, t) =
{
u(x)v(t), x ≥ t,
u(t)v(x), x ≤ t,
(3.7)
and u(x), v(x) are absolutely continuous positive functions defined on R, with the properties
u′(t) ≤ 0, v′(t) ≥ 0, t ∈ R (3.8)
and
lim
t→−∞
v(t) = lim
t→+∞
u(t) = 0. (3.9)
Note that by virtue of (3.8) and (3.9), G is a unimodal function for any fixed x ∈ R [7].
Therefore, it is natural to say that (3.7) is a uniformly unimodal function of x ∈ R when (3.8)
and (3.9) hold. Our goal is to find estimates of F (x) for x ∈ R. To begin, we introduce the
functions
q1(t) = −
u′(t)
u(t)
, q2(t) =
v′(t)
v(t)
, t ∈ R. (3.10)
The following relations are obvious consequences of (3.8) and (3.9):
0 ≤ q1(t), q2(t) ∈ L
loc
1 (R), (3.11)∫ ∞
0
q1(t) dt =
∫ 0
−∞
q2(t) dt =∞. (3.12)
Thus, we can define the functions
d1(x) = inf
d>0
{
d :
∫ x+d
x−d
q1(t) dt = 2
}
, x ∈ R (3.13)
and
d2(x) = inf
d>0
{
d :
∫ x+d
x−d
q2(t) dt = 2
}
, x ∈ R. (3.14)
Theorem 3.5 Suppose the relations (3.11) and (3.12) hold, and, in addition, qk ∈ K(γk),
γk ≤ e
−1 for k = 1, 2. Then
F (x) ≍ u(x)v(x) [d1(x) + d2(x)] , x ∈ R. (3.15)
An example of an application of Theorem 3.5 is given in Section 5.
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4 Proofs
In what follows we will assume that conditions (1.2) and (1.7) are always satisfied, and do not
mention them any more.
Proof of Theorem 3.3
We first need to establish the following lemma.
Lemma 4.2 Suppose the equalities (2.6) hold for some a ≥ 1, b > 0, and x0 ≫ 1 such that
|x| ≥ x0. Then if q /∈ L1(0,∞) (q /∈ L1(−∞, 0)), an R(x, bd(x))-covering of [x,∞) (resp.,
(−∞, x]) exists for any x ∈ R.
We prove the statement of Lemma 4.2 for the [x, ∞) semi-axis only (the case (−∞, x) is
dealt with in a similar manner). By Theorems 2.2 and 2.4, we need to show that (2.4) holds
when κ(t) = bd(t). For b ∈ (0, 1] we have x − bd(x) → ∞ as x → ∞, and the equality
is an obvious consequence of Theorem 2.4. Now let b > 1. Let x ≥ x0 and {△n}∞n=1 be an
R(x− bd(x), d)-covering of [x− bd(x),∞). Clearly, there are two possibilities:
1. [x− bd(x), x+ bd(x)] ⊆ △1 = [x1 − d(x1), x1 + d(x1)];
2. △1 ⊂ [x− bd(x), x+ bd(x)].
In the case 1) we have (see (1.8)):∫ x+bd(x)
x−bd(x)
q(t) dt ≤
∫ x1+d(x1)
x1−d(x1)
q(t) dt = 2. (4.1)
Consider now the case 2). It is obvious that there exists n > 1 such that △+n < x + bd(x)
and △+n+1 > x+ bd(x). For such n, (2.6) yields
2bd(x) ≥
n∑
k=1
2d(xk) =
n∑
k=1
2
d(xk)
d(x)
d(x) ≥
n∑
k=1
2
a
d(x) =
2
a
nd(x) =⇒ n ≤ ab. (4.2)
Consequently,
x+bd(x)∫
x−bd(x)
q(t) dt ≤
n+1∑
k=1
∫
△k
q(t) dt = 2(n+ 1) ≤ 2(ab+ 1). (4.3)
Thus, in both the cases we have:∫ x+bd(x)
x−bd(x)
q(t) dt ≤ c <∞, for any |x| ≥ x0. (4.4)
Now assume that x − bd(x) does not tend to infinity when x → ∞. Then we can find a
number c and a sequence {xl}∞l=1 such that xl →∞ as l →∞, and xl − bd(xl) ≤ c <∞, l =
1, 2, . . ., which in conjunction with (4.4) implies that
∞ > c ≥
∫ xl+bd(xl)
xl−bd(xl)
q(t) dt ≥
∫ xl
c
q(t) dt → ∞ as l →∞,
which is a contradiction. Thus, x − bd(x) → ∞ as x → ∞. To finish the proof, it remains to
refer to Theorems 2.2 and 2.4.
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Proof of Theorem 3.4. Let us check the inequality (3.4) for J(x) (for the function I(x),
(3.3) can be verified in a similar way). In turn, for S(x) the inequality is easily deduced from a
combination of the ones for I(x) and J(x).
The lower estimate of J(x) follows immediately from (1.8):
J(x) =
∫ ∞
x
exp
{
−
∫ t
x
q(ξ) dξ
}
dt ≥
∫ x+d(x)
x
exp
{
−
∫ t
x
q(ξ) dξ
}
dt
≥
∫ x+d(x)
x
exp
{
−
∫ x+d(x)
x−d(x)
q(ξ) dξ
}
dt = e−2d(x) =
e−2
q∗(x)
.
To estimate J(x), x ∈ R, from above, we distinguish three cases:
1) x ≥ x0, 2) x ≤ −x0 − 1, 3) x ∈ [−x0 − 1, x0].
The hypotheses of Theorem 3.5 are assumed to be satisfied and will not be mentioned in the
following statements. We begin with case 1)
Lemma 4.3 Let x ≥ x0. Then J(x) ≤ cJ ∗a (x), where
J ∗a (x) =
∫ ∞
x
exp
{
−
1
a
∫ t
x
q∗(ξ) d(ξ)
}
dt (4.5)
Proof. Let {△n}∞n=1 be an R(x, d)-covering of [x,∞), x ≥ x0. Since b ≥ 1 (see Lemma
2.1), the inequalities
a−1d(x) ≤ d(t) ≤ ad(x), t ∈ [x− d(x), x+ d(x)], (4.6)
hold for t ≥ x0. According to Definition 2.3, (1.8), and (4.6), for any n ≥ 1 we have∫ △−n
△−
1
q(ξ) dξ =
∫ △+n
△−
1
q(ξ) dξ −
∫
△n
q(ξ) dξ =
n∑
k=1
∫
△k
q(ξ) dξ −
∫
△n
q(ξ) dξ
=
n∑
k=1
2− 2 =
n∑
k=1
1
d(xk)
∫
△k
1 dξ − 2 =
n∑
k=1
∫
△k
d(ξ)
d(xk)
dξ
d(ξ)
− 2
≥
n∑
k=1
1
a
∫
△k
dξ
d(ξ)
− 2 =
1
a
∫ △+n
△−
1
dξ
d(ξ)
− 2. (4.7)
Using Definition 2.3 and relating to (1.8) and (4.7), we get:
J(x) =
∫ ∞
x
exp
{
−
∫ t
x
q(ξ) dξ
}
dt =
∞∑
n=1
∫
△n
exp
{
−
∫ t
△−
1
q(ξ) dξ
}
dt
≤
∞∑
n=1
2d(xn) exp
{
−
∫ △−n
△−
1
q(ξ) dξ
}
≤ e2
∞∑
n=1
2d(xn) exp
{
−
1
a
∫ △+n
△−
1
dξ
d(ξ)
}
= c
∞∑
n=1
∫
△n
exp
{
−
1
a
∫ t
△−
1
dξ
d(ξ)
−
1
a
∫ △+n
t
dξ
d(ξ)
}
dt ≤ c
∞∑
n=1
∫
△n
exp
{
−
1
a
∫ t
△−
1
dξ
d(ξ)
}
dt
= c
∫ ∞
x
exp
{
−
1
a
∫ t
x
dξ
d(ξ)
}
dt = c
∫ ∞
x
exp
{
−
1
a
∫ t
x
q∗(ξ) dξ
}
dt = cJ ∗a (x).
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Lemma 4.4 Let x ≥ x0. Then
J(x) ≤ cd(x) =
c
q∗(x)
. (4.8)
Proof. We use the assumptions of Lemma 4.2 to deduce that an R(x, bd)− covering of
[x,∞), x ≥ x0 exists. Let {ωn}∞n=1 be the system of segments forming theR(x, bd)-covering.
Then for n ≥ 1 we have (see the notation of Lemma 4.3)∫ ω−n
ω−
1
dξ
d(ξ)
=
∫ ω+n
ω−
1
dξ
d(ξ)
−
∫
ωn
dξ
d(ξ)
=
n∑
k=1
∫
ωk
dξ
d(ξ)
−
∫
ωn
dξ
d(ξ)
=
n∑
k=1
∫
ωk
d(xk)
d(ξ)
dξ
d(xk)
−
∫
ωn
d(xk)
d(ξ)
dξ
d(xk)
≥
n∑
k=1
1
a
∫
ωk
dξ
d(xk)
−
∫
ωn
a
dξ
d(xn)
=
2b
a
n− 2ab. (4.9)
Note that the inequalities (see Definition 2.3 and Definition 2.6)
1
a
≤
d(xn+1)
d(ω−n+1)
≤ a,
1
a
≤
d(ω+n )
d(xn)
≤ a,
hold for n ≥ 1. Since the above relations imply
1
a2
≤
d(xn+1)
d(xn)
≤ a2,
we obtain
1
a2n−2
≤
d(xn)
d(x1)
≤ a2n−2, n ≥ 1. (4.10)
Thus, using Definition 2.3 and the inequalities (4.5), (4.9) and (4.10) we get
J(x) ≤ cJ ∗a (x) = c
∫ ∞
x
exp
{
−
1
a
∫ t
x
dξ
d(ξ)
}
dt = c
∞∑
n=1
∫
ωn
exp
{
−
1
a
∫ t
ω−
1
dξ
d(ξ)
}
dt
≤ c
∞∑
n=1
d(xn) exp
{
−
1
a
∫ ω−n
ω−
1
dξ
d(ξ)
}
≤ c
∞∑
n=1
d(xn) exp
{
−
2b
a2
n
}
≤ c
d(x1)
d(x)
· d(x)
∞∑
n=1
d(xn)
d(x1)
exp
{
−
2b
a2
n
}
≤ cd(x)
∞∑
n=1
γ2n = cd(x) =
c
q∗(x)
.

Now we consider case 2).
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Lemma 4.5 Let x ≤ −x0. Then
J˜(x) ≤ c J˜
∗
a (x), (4.11)
where
J˜(x) =
∫ −x0
x
exp
{
−
∫ t
x
q(ξ) dξ
}
dt, if x ≤ −x0 (4.12)
J˜
∗
a (x) =
∫ −x0
x
exp
{
−
1
a
∫ t
x
dξ
d(ξ)
}
dt, if x ≤ −x0 (4.13)
Proof. Let {△n}−1n=−∞ be an R(−x0, d)-covering of (−∞, x0]. The following estimate is
obtained similarly to (4.7), therefore we omit its derivation:∫ △−
k
△−n
q(ξ) dξ ≥
1
a
∫ △+
k
△−n
dξ
d(ξ)
− 2, n ≤ k ≤ −1. (4.14)
By the inequalities (4.12), (4.13), and (4.14),
J˜(△−n ) =
∫ −x0
△−n
exp
{
−
∫ t
△−n
q(ξ) dξ
}
dt =
−1∑
k=n
∫
△k
exp
{
−
∫ t
△−n
q(ξ) dξ
}
dt
≤
−1∑
k=n
2d(xk) exp
{
−
∫ △−
k
△−n
q(ξ) dξ
}
≤ e2
−1∑
k=n
2d(xk) exp
{
−
1
a
∫ △+
k
△−n
dξ
d(ξ)
}
= c
−1∑
k=n
∫
△k
exp
{
−
1
a
∫ t
△−n
dξ
d(ξ)
−
1
a
∫ △+
k
t
dξ
d(ξ)
}
dt
≤ c
−1∑
k=n
∫
△k
exp
{
−
1
a
∫ t
△−n
dξ
d(ξ)
}
dt = cJ˜
∗
a (△
−
n ). (4.15)
Below we derive (4.11) from (4.15). To this end we use the inequalities
2
a
≤
∫
△(x)
dξ
d(ξ)
≤ 2a, △(x) = [x− d(x), x+ d(x)], x ≤ −x0, (4.16)
and ∫ t
△+n
dξ
d(ξ)
≥
∫ t
x
dξ
d(ξ)
− 2a, x ∈ △n, t ∈ [△
+
n ,−x0], n ≤ −1. (4.17)
Inequality (4.16) follows from (2.6) (in view of Lemma 2.1, b ≥ 1) :
2
a
≤
∫
△(x)
dξ
d(ξ)
=
∫
△(x)
d(x)
d(ξ)
dξ
d(x)
≤ 2a,
while (4.17) is easily obtained from (4.16):∫ t
△+n
dξ
d(ξ)
=
∫ t
x
dξ
d(ξ)
−
∫ △+n
x
dξ
d(ξ)
≥
∫ t
x
dξ
d(ξ)
−
∫
△n
dξ
d(ξ)
≥
∫ t
x
dξ
d(ξ)
− 2a.
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Assume now that x ∈ △n, n ≤ −1. In the next chain of calculations, we use (4.16), (4.17),
and (4.14):
J˜(x) =
∫ −x0
x
exp
{
−
∫ t
x
q(ξ) dξ
}
dt =
∫ △+n
x
exp
{
−
∫ t
x
q(ξ) dξ
}
dt
+
∫ −x0
△+n
exp
{
−
∫ t
x
q(ξ) dξ
}
dt ≤ e2
∫ △+n
x
e−2 dt+
∫ −x0
△+n
exp
{
−
∫ t
△+n
q(ξ) dξ
}
dt
≤ c
∫ △+n
x
exp
{
−
1
a
∫
△n
dξ
d(ξ)
}
dt+ c
∫ −x0
△+n
exp
{
−
1
a
∫ t
△+n
dξ
d(ξ)
}
dt
≤ c
∫ △+n
x
exp
{
−
1
a
∫ t
x
dξ
d(ξ)
}
dt+ c
∫ −x0
△+n
exp
{
−
1
a
∫ t
x
dξ
d(ξ)
+ 2
}
dt
≤ c
−x0∫
x
exp
{
−
1
a
∫ t
x
dξ
d(ξ)
}
dt = cJ˜
∗
a (x).

Lemma 4.6 Let x ≤ −x0. Then
J˜(x) ≤ cd(x) =
c
q∗(x)
. (4.18)
Proof. Let {ωn}−1n=−∞ be an R(x, bd)-covering of (−∞,−x0]. Then∫ ω−
k
ω−n
dξ
d(ξ)
≥
2b
a
|n− k| − 2ab, n ≤ k ≤ −1, (4.19)
1
a2|n−k|−2
≤
d(xk)
d(xn)
≤ a2|n−k|−2, n ≤ k ≤ −1. (4.20)
This implies (similarly to Lemma 4.3)
J˜(ω−n ) ≤ cJ˜
∗
a (ω
−
n ) ≤ cd(ω
−
n ), n ≤ −1. (4.21)
The inequalities (4.19), (4.20), (4.21) are checked in the same way as (4.9), (4.10), (4.8) re-
spectively, therefore we drop their derivation.
Assume now that x ∈ ωn, n ≤ −1. Then, using the above relations, we have
J˜(x) ≤ cJ˜
∗
a (x) = c
∫ ω+n
x
exp
{
−
1
a
∫ t
x
dξ
d(ξ)
}
dt
+ c
∫ −x0
ω+n
exp
{
−
∫ t
ω+n
dξ
d(ξ)
}
dt · exp
{
−
1
a
∫ ω+n
x
dξ
d(ξ)
}
≤ c(ω+n − x) + cJ˜
∗
a (ω
+
n ) ≤ c
(
d(xn) + d(ω
+
n )
)
≤ cd(x) =
c
q∗(x)
.
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Let us continue with the case 2). To estimate J(x) for x ≤ −x0 − 1, first note that the
integral J(x0) converges. Indeed, from the inequality J˜(x) ≤ cd(x) it follows that
J(−x0) =
∫ ∞
−x0
exp
{
−
∫ t
−x0
q(ξ) dξ
}
dt =
∫ x0
−x0
exp
{
−
∫ t
−x0
q(ξ) dξ
}
dt
+
∫ ∞
x0
exp
{
−
∫ t
−x0
q(ξ) dξ
}
dt ≤ 2x0 + J(x0) ≤ c(1 + d(x0)) <∞.
Thus, for x ≤ −x0 − 1 we get
J(x) =
∫ ∞
x
exp
{
−
∫ t
x
q(ξ) dξ
}
dt = J˜(x) +
∫ ∞
−x0
exp
{
−
∫ t
x
q(ξ) dξ
}
dt
= J˜(x)
{
1 + J(−x0) exp
{
−
∫ −x0
x
q(ξ) dξ
}(
J˜(x)
)−1}
= J˜(x)
{
1 + c(x0)
(
exp
{∫ −x0
x
q(ξ) dξ
}
J˜(x)
)−1}
≤ cd(x)
{
1 +
(∫ −x0
x
exp
{∫ −x0
t
q(ξ) dξ
}
dt
)−1}
≤ cd(x)
(
1 +
1
−x0 − x
)
≤ cd(x) =
c
q∗(x)
.
Hence, in both the cases 1) and 2), inequality (3.5) is true. Let us now consider the case 3). Let
f(x) = J(x) ·
1
d(x)
, x ∈ [−x0 − 1, x0].
From Theorem 2.2 it follows that f(x) is a continuous function, and, as the interval [−x0−1, x0]
is finite and closed, f(x) is bounded. The statement is proved.

Proof of Theorem 3.1. In what follows, we suppose that the assumptions of Theorem 3.1
are in force. Let p ∈ [1,∞) and f ∈ Lp. Consider the function
y(x) := (Gf)(x) =
∞∫
x
exp(−
t∫
x
q(ξ) dξ)f(t) dt, x ∈ R. (4.22)
We claim that the integral in (4.22) converges for all x ∈ R, i.e., the function y(x) is defined
for any x ∈ R. Indeed, by Ho¨lder’s inequality and (3.5) we have
|y(x)| ≤
∞∫
x
exp
{
−
t∫
x
q(ξ) dξ
}
|f(t)| dt ≤
 ∞∫
x
exp
{
−
t∫
x
q(ξ) dξ
}
dt
1/p′ ·
 ∞∫
x
exp
{
−
t∫
x
q(ξ) dξ
}
|f(t)|p dt
1/p ≤ c(p)d(x)1/p′||f ||p <∞, x ∈ R.
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Obviously, y(x) is an absolutely continuous function for x ∈ R and a solution of (1.1). Let us
check the inclusion y ∈ Lp,θ, and inequality (1.4). To this end, we formulate one more lemma.
Lemma 4.7 Let
M(x) =
x∫
−∞
θ(t) exp
{
−
x∫
t
q(ξ) dξ
}
dt. (4.23)
Then M = supx∈RM(x) <∞.
Proof Let {△n}−1n=−∞ be an R(x, bd)-covering of (−∞, x] (see Definition 2.2 and Corollary
2.4). Then, by (1.8), for n ≤ −1 we have
△+
−1∫
△+n
q(ξ) dξ =
△+
−1∫
△−n
q(ξ) dξ −
∫
△n
q(ξ) dξ =
−1∑
k=−n
∫
△k
q(ξ) dξ − 2 =
−1∑
k=−n
2− 2 = 2(|n| − 1).
(4.24)
Further, since b ≥ 1 (see Lemma 2.7):
1
a
≤
d(t)
d(x)
≤ a for |t− x| ≤ d(x), |x| ≥ x0. (4.25)
But d(x) is a positive continuous function for all x ∈ R (see Theorem 2.2). Therefore, there
exists a number α ∈ [1,∞), such that
α−1 ≤
d(t)
d(x)
≤ α for |t| ≤ |x0|, |x| ≤ x0. (4.26)
Denote c = max{a, α}. It follows from (4.25) and (4.26) that
c−1 ≤
d(t)
d(x)
≤ c for |t− x| ≤ d(x), x ∈ R. (4.27)
Let us return to our Lemma. According to (4.24), (4.27), Definition 2.2, and (3.2), we get:
M(x) =
x∫
−∞
θ(t) exp
{
−
x∫
t
q(ξ) dξ
}
dt ≤ c
x∫
−∞
1
d(t)
exp
{
−
x∫
t
q(ξ) dξ
}
dt
= c
−1∑
n=−∞
∫
△n
1
d(t)
exp
{
−
△+
−1∫
t
q(ξ) dξ
}
dt
≤ c
−1∑
n=−∞
{ ∫
△n
d(xn)
d(ξ)
dξ
d(xn)
}
exp
{
−
△+
−1∫
△+n
q(ξ) dξ
}
≤ c
−1∑
n=−∞
exp
{
− 2(|n| − 1)
}
= c <∞
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Below we obtain inequality (1.4). Let f ∈ Lp, p ∈ [1,∞). Using Ho¨lder’s inequality, (3.5),
(3.2), Lemma 4.7, and Fubini’s theorem we get
||y(x)||pp,θ =
∞∫
−∞
θ(x)p
∣∣∣∣∣∣
∞∫
x
exp
{
−
t∫
x
q(ξ) dξ
}
|f(t)|p dt
∣∣∣∣∣∣
p
dx
≤
∞∫
−∞
θ(x)p
 ∞∫
x
exp
{
−
t∫
x
q(ξ) dξ
}
dt
p/p′ ∞∫
x
exp
{
−
t∫
x
q(ξ) dξ
}
|f(t)|p dt
 dx
≤ c
∞∫
−∞
θ(x)pd(x)p−1
 ∞∫
x
exp
{
−
t∫
x
q(ξ) dξ
}
|f(t)|p dt
 dx
≤ c
∞∫
−∞
θ(x)
 ∞∫
x
exp
{
−
t∫
x
q(ξ) dξ
}
|f(t)|p dt
 dx = c ∞∫
−∞
M(t)|f(t)|p dt ≤ c||f ||pp.
Hence, it remains to check that a solution of the homogenous equation
−z′(x) + q(x)z(x) = 0, x ∈ R (4.28)
belongs to the space Lp,θ only if z ≡ 0. Clearly, we can write the solution of (4.28) as
z(x) = α exp
{ x∫
x0
q(ξ) dξ
}
, x ∈ R (4.29)
where α is constant and x0 is as in Definition 2.4. Let α 6= 0 and , with this, z ∈ Lp,θ. The
following estimates are based on (4.29), (2.6), (3.2) , (4.7), (4.9); also, R[x0, d) and R[x0, bd)−
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coverings of [x0,∞) are used.
∞ > ||z(x)||pp,θ ≥
∞∫
−∞
|θ(t)z(t)|p dt ≥ (|α|c−1)p
∞∫
x0
1
d(t)p
exp
{ t∫
x0
q(ξ) dξ
}
dt
= (|α|c−1)p
∞∑
n=1
∫
△n
1
d(t)p
exp
{
p
t∫
△−
1
q(ξ) dξ
}
dt ≥ (|α|c−1)p
∞∑
n=1
∫
△n
dt
d(t)p
 exp{p △
−
n∫
△−
1
q(ξ) dξ
}
≥ (|α|c−1)p
∞∑
n=1
∫
△n
dt
d(t)p
 exp{p
a
△+n∫
△−
1
dξ
d(ξ)
}
≥ (|α|c−1)p
∞∑
n=1
∫
△n
1
d(t)p
exp
{
p
a
t∫
△−
1
dξ
d(ξ)
}
dt
= (|α|c−1)p
∞∫
x0
1
d(t)p
exp
{
p
a
t∫
x0
dξ
d(ξ)
}
dt = (|α|c−1)p
∞∑
n=1
∫
ωn
1
d(t)p
exp
{
p
a
t∫
ω−
1
dξ
d(ξ)
}
dt
≥ (|α|c−1)p
∞∑
n=1
∫
ωn
(
d(xn)
d(t)
)p
dt
d(xn)
p
 exp{p
a
ω−n∫
ω−
1
dξ
d(ξ)
}
≥ (|α|c−1)p
∞∑
n=1
1
d(xn)p−1
exp
{
2
b
a2
pn
}
:= (|α|c−1)p
∞∑
n=1
un. (4.30)
Using d’Alambert criterion for the convergence of series (4.30) we get (see 4.10)
un+1
un
=
(
d(xn)
d(xn+1)
)p−1
exp
{
2
b
a2
p
}
≥
a2
a2p
exp
{
2b
a2
p
}
≥ (
1
γ
)2p ≥ e2p > 1.
This is a contradiction. Hence, α = 0 and z ≡ 0. The statement is proved.

Proof of Theorem 3.5 The following relations are obvious consequences of (3.10), (3.11),
(3.12), and Theorem 3.3:
F (x) =
∫ ∞
−∞
G(x, t) dt = u(x)
∫ x
−∞
v(t) dt+ v(x)
∫ ∞
x
u(t) dt
= u(x)v(x)
(∫ x
−∞
v(t)
v(x)
dt+
∫ ∞
x
u(t)
u(x)
dt
)
= u(x)v(x)
(∫ x
−∞
exp
{
−
∫ x
t
q2(ξ) dξ
}
dt+
∫ ∞
x
exp
{
−
∫ t
x
q1(ξ) dξ
}
dt
)
≍ u(x)v(x) (d1(x) + d2(x)) , x ∈ R.

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Proof of Theorem 1.3 Necessity. Suppose equation (1.1) is correctly solvable in Lp for p ∈
[1,∞). Then, according to Theorem 1.2 , q0(a) > 0 for some a ∈ (0,∞), and (1.7) holds. Let
n be the smallest integer such that nq0(a) ≥ 1. Then for any x ∈ R we have
x+2na∫
x−2na
q(ξ) ξ =
x∫
x−2na
q(ξ) dξ +
x+2na∫
x
q(ξ) dξ ≥ nq0(a) + nq0)a) ≥ 2 ⇒
d(x) ≤ 2na ⇒ d0 <∞
Sufficiency. Since (1.7) holds, d(x) is defined for any x ∈ R, and
x+d0∫
x−d0
q(ξ) dξ ≥
x+d(x)∫
x−d(x)
q(ξ) dξ = 2.
Hence, (1.5) holds.

5 Examples
The following examples are applications of Theorems 3.1 and 3.5.
Example 1. Consider the equation
−y′(x) + q(x)y(x) = f(x), x ∈ R, (5.1)
where f ∈ Lp, p ∈ [1,∞),
q(x) =
1
(1 + x2)α
+
cos(1 + x2)β
(1 + x2)α
, x ∈ R, (5.2)
and the parameters α, β satisfy the conditions
0 < α <
1
2
, α + β >
1
2
. (5.3)
We formulate our results in the following theorem.
Theorem 5.1 Let θ(x) be a positive continuous function for x ∈ R which satisfies the relation
θ(x) ≍ (1 + x2)−α, x ∈ R.
Then the pair {Lp,θ;Lp} is admissible for equation ( 5.1) for any p ∈ [1,∞).
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Proof. Clearly, the requirements (1.2), (1.6) hold. It remains to check (3.1). Since (5.2) is
an even function, we investigate it on the [0,∞) half-axis only. We introduce the sequences
xk =
√
(2pik)1/β − 1 and zk =
√
(2pik +
pi
4
)1/β − 1, k ≥ 1.
Let δ = 1
2
− α and κ0 ≫ 1. In the following estimates we use the binomial series:
∞∫
0
q(t) dt ≥
∞∑
k=k0
zk∫
xk
(
1
(1 + x2)α
+
cos(1 + x2)β
(1 + x2)α
)
dx
≥
∞∑
k=k0
zk∫
xk
dx
(1 + x2)α
≥
∞∑
k=k0
zk − xk
(1 + z2k)
α
=
∞∑
k=k0
z2k − x
2
k
(1 + z2k)
α
1
zk + xk
≥ c−1
∞∑
k=k0
(2pik + pi
4
)1/β − (2pik)1/β
(1 + z2k)
αk1/2β
≥ c−1
∞∑
k=k0
k1/β
(
(1 + 1
8k
)1/β − 1
)
(1 + z2k)
α · k1/2β
≥ c−1
∞∑
k=k0
1
(1 + z2k)
α
1
k1−1/2β
≥ c−1
∞∑
k=k0
1
k(α/β)+1−1/2β
= c−1
∞∑
k=k0
1
k1−δ/β
=∞.
Thus, (3.1) holds, and d(x) is defined for all x ∈ R (see Theorem 2.2). Let us now find the
exact order two-sided estimates of d(x). To this end we use Theorem 2.8. Let
q1(x) =
1
(1 + x2)α
q2(x) =
cos(1 + x2)β
(1 + x2)α
, x ∈ R,
in (2.8). In view of the obvious relations
[x− 2(1 + x2)α, x+ 2(1 + x2)α] ⊆ σ(x) = [x− 4x2α, x+ 4x2α] (5.4)
lim
x→−∞
(x+ 4x2α) = −∞, lim
x→∞
(x− 4x2α) =∞, (5.5)
which hold for |x| ≥ x0 ≫ 1, we have
1
2
≤ 1−
4
|x|1−2α
≤ |
s
x
| ≤ 1 +
4
|x|1−2α
, s ∈ σ(x), (5.6)
and
1
16
≤
1
4
( s
x
)2
≤
1 + s2
1 + x2
≤ 4
( s
x
)2
≤ 16, s ∈ σ(x). (5.7)
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Below to estimate κ1(x) when |x| → ∞ we use relations (5.6) and (5.7):
κ1(x) =(1 + x
2)2α sup
|ξ|≤2(1+x2)α
∣∣∣∣∣∣
x+ξ∫
x−ξ
(
1
(1 + s2)α
)′′
ds
∣∣∣∣∣∣ ≤ c|x|4α sup|ξ|≤4|x|2α
∣∣∣∣∣∣
x+ξ∫
x−ξ
ds
(1 + s2)α+1
∣∣∣∣∣∣
≤ c
|x|6α
(1 + x2)α+1
≤
c
|x|2−4α
→ 0 when |x| → ∞.
Let us now estimate κ2(x) for |x| ≫ 1. Note that f(s) = s(1 + s2)β+α−1 is a monotonically
increasing function when s≫ 1 (see 5.3). Hence, using (5.4), (5.5), (5.6), (5.7) and the second
mean value theorem (see [8]), we get:
κ2(x) = sup
|ξ|≤2(1+x2)α
∣∣∣∣∣∣
x+ξ∫
x−ξ
cos(1 + s2)β
(1 + s2)α
ds
∣∣∣∣∣∣ ≤ sup|ξ|≤2(1+x2)α
∣∣∣∣∣∣
x+ξ∫
x−ξ
(sin(1 + s2)β)′
2βs(1 + s2)α+β−1
ds
∣∣∣∣∣∣
≤
c
|x|(1 + x2)β+α−1
sup
|ξ|≤2(1+x2)α
∣∣∣sin (1 + s2)β|x+ξx−ξ∣∣∣ | ≤ c|x|2(β+α)−1 → 0 as |x| → ∞.
Thus, by Theorem 2.8, we have
c−1(1 + x2)α ≤ d(x) ≤ c(1 + x2)α, x ∈ R,
and
d(x) = (1 + ε(x))(1 + x2)α, |ε(x)| ≤
c
|x|ν
, |x| ≫ 1.
Here ν = min{4α, 2β + 2α− 1}. Further, conditions (2.13) and (2.14) are obviously satisfied.
So by Theorem 2.9, q ∈ K(γ) , γ ≤ e−1. Now Theorem 5.1 is seen to be a consequence of
Theorem 3.1, and the proof is finished.

Example 2. Consider the integral F1(x) =
∞∫
−∞
G1(x, t) dt, x ∈ R, where
G1(x, t) =
{
exp {t3 + t cos t− x3} , t ≤ x
exp {x3 − t cos t− t3} , t ≥ x.
(5.8)
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Our goal is to find the exact order two-sided estimates of F1(x) for all x ∈ R. The question is
reduced to estimation of the integral of the type (3.4). The following relations are obvious:
F1(x) =
∫ x
−∞
G1(x, t) dt+
∫ ∞
x
G1(x, t) dt
= ex cos x
∫ x
−∞
e−(x
3−t3+x cos x−t cos t) dt
+ e−x cos x
∫ ∞
x
e−(t
3−x3+t cos t−x cos x) dt
= ex cos x
∫ x
−∞
e−
∫ x
t
(3ξ2+(ξ cos ξ)′) dξ dt
+ e−x cos x
∫ ∞
x
e−
∫ t
x
(3ξ2+(ξ cos ξ)′) dξ dt
= ex cos x
∫ x
−∞
e−
∫ x
t
(3ξ2−ξ sin ξ)dξ · e(sin t−sinx) dt
+ e−x cos x
∫ ∞
x
e−
∫ t
x
(3ξ2−ξ sin ξ) dξ · e(sinx−sin t) dt.
Hence,
e−2h(x, t) < F1(x) < e
2h(x, t),
where
h(x, t) = ex cos x
∫ x
−∞
e−
∫ x
t
(3ξ2−ξ sin ξ)dξ dt+ e−x cos x
∫ ∞
x
e−
∫ t
x
(3ξ2−ξ sin ξ) dξ dt. (5.9)
It remains to estimate the integrals
I1(x) =
∫ x
−∞
e−
∫ x
t
q(ξ) dξ dt and J1(x) =
∫ ∞
x
e−
∫ t
x
q(ξ) dξ dt (5.10)
for all x ∈ R, where q(t) = 3t2− t sin t, t ∈ R. In order to apply Theorem 3.3, let us introduce
the functions (see Theorem 2.8)
q1 = 3t
2 + 1, q2 = −1 − t sin t, t ∈ R, (5.11)
and check that q ∈ K(γ), γ ≤ e−1. Now for κ1(x), x≫ 1, we have
κ1(x) =
1
q1(x)2
sup
|ξ|≤2/q1(x)
∣∣∣∣∫ x+ξ
x−ξ
q′′1(s) ds
∣∣∣∣ ≤ c|x|6 → 0
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as |x| → ∞. To estimate κ2(x) when |x| → ∞, we use the second mean value theorem (see
[8]):
κ2(x) = sup
|ξ|≤2/q1(x)
∣∣∣∣∫ x+ξ
x−ξ
q2(s) ds
∣∣∣∣ = sup
|ξ|≤2/3x2+1
∣∣∣∣∫ x+ξ
x−ξ
(1 + t sin t) dt
∣∣∣∣
≤
c
x2
+ sup
|ξ|≤2/3x2+1
∣∣∣∣∣∣
x+ξ∫
x−ξ
t sin t dt
∣∣∣∣∣∣ ≤ cx2 + sup|ξ|≤2/3x2+1 supθ∈[x−ξ,x+ξ] |x+ ξ|
∣∣∣∣∣∣
x+ξ∫
θ
sin t dt
∣∣∣∣∣∣
≤
c
x2
+ c|x| sup
|ξ|≤2/3x2+1
sup
θ∈[x−ξ,x+ξ]
|cos (x+ ξ)− cos θ|
≤
c
x2
+ c|x| sup
|ξ|≤2/3x2+1
sup
θ∈[x−ξ,x+ξ]
∣∣∣∣sin x+ ξ − θ2
∣∣∣∣
≤
c
x2
+ c
|x|
3x2 + 1
→ 0, as |x| → ∞.
Hence,
d(x) =
1 + ε(x)
3x2 + 1
, |ε(x)| ≤
c
|x|
, |x| ≫ 1,
so
d(x) ≍
1
3x2 + 1
, x ∈ R.
The hypotheses of Theorem 2.9 are obviously satisfied, hence, q ∈ K(γ), γ ≤ e−1. Finally,
using Theorem 3.3 we get
I1 ≍ J1 ≍
1
3x2 + 1
≍
1
x2 + 1
, x ∈ R
and
F1(x) ≍
cosh(x cosx)
x2 + 1
, x ∈ R.
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