Due to the rise of distributed energy resources, the control of networks of grid-forming inverters is now a pressing issue for power system operation. Droop control is a popular control strategy in the literature for frequency control of these inverters. In this paper, we analyze transient stability in droopcontrolled inverter networks that are subject to multiple operating constraints. Using two physically-meaningful Lyapunov-like functions, we provide two sets of criteria (one mathematical and one computational) to certify that a post-fault trajectory achieves frequency synchronization while respecting operating constraints. We demonstrate two applications of these results on a modified IEEE RTS 24 test case: estimating the scale of disturbances with respect to which the system is robust, and screening for contingencies that threaten transient stability.
I. INTRODUCTION
Transient stability is a power systems problem of both practical importance and theoretical interest. The goal of transient stability analysis is to determine whether or not the system will return to a stable, frequency-synchronized operating point after a large disturbance. Transients are difficult to analyze: the governing differential equations are nonlinear, and linearization techniques are not useful for large-scale disturbances. Therefore, system operators typically rely on numerical simulation [11, Chapter 9 .3] to study system behavior following an interesting disturbance. Of course, simulation has several drawbacks: it is computationally expensive, accumulates numerical errors, considers only a single trajectory at a time-and is not very intellectually satisfying.
Direct methods of transient stability analysis resolve these drawbacks by establishing theoretical guarantees on transient behavior. Classical works on using Lyapunov-like methods to study transient stability include [2] , [17] , [7] . More recently, [18] , [19] used set-theoretic control techniques to establish regions of attraction for the coupled swing equations. Direct methods are highly model-specific and provide conservative guarantees, so this topic is still the subject of active research.
Historically, the literature on direct methods has focused on networks of high-inertia synchronous generators. But the rise of distributed energy resources has sparked a growing interest in the stability of low-inertia inverter networks, particularly microgrids. Inertia is both a blessing and a curse from a control perspective-the same inertia that makes the system robust to disturbances also makes the system respond sluggishly to control inputs. A suitable fast-acting controller can make a low-inertia inverter network highly robust. Two broad classes of inverter controllers have emerged to exploit this low inertia: grid-following controllers, in which the inverter acts as a current source to track the local voltage signal; and gridforming controllers, in which the inverter acts as a voltage source to stabilize voltage frequencies throughout the network. Both of these frameworks involve new models and require fresh approaches to direct transient stability analysis.
One of the most popular approaches to grid-forming control is proportional droop control, in which local voltage frequencies are modulated in proportion to the power drawn from neighboring buses. Recent work [15] , [1] , [20] has studied the dynamics of droop-controlled microgrids (DCMGs) through the inhomogeneous Kuramoto model. The Kuramoto model is a coupled oscillator model used in several disciplines to capture synchronization behavior. Under certain assumptions, equilibrium points of the Kuramoto model correspond to frequency-synchronized operating points of the DCMG, and regions of attraction around these equilibria provide a rigorous way to assess how robust DCMG operating points are to disturbances. Considerable progress has been made on conditions for when Kuramoto model parameters admit stable equilibrium points [12] , [13] . Some progress has also been made on region of attraction estimates [9] , but these closed-form estimates tend to be very conservative and rely on assumptions that do not hold in many systems of interest. Another limitation of the literature is that few bounds on the transients are available. To a system operator, a guarantee of frequency synchronization alone is not satisfying, if the resulting transient will violate operating constraints (like constraints on line flows and nodal power injections). If the Kuramoto model is to provide more insight into the operation of DCMGs, then less-conservative regions of attraction, as well as bounds on quantities of engineering significance, are needed. This paper addresses these two needs.
Contributions: First, we extend the transient stability problem. In addition to the classical notion of transient stability (asymptotic frequency synchronization), Definition 1 imposes several additional bounds on the transients, so as to enforce operating constraints on nodal frequencies, power flows across transmission lines, nodal power injections and ramping rates, and reserves of stored energy.
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We then introduce two physically-meaningful Lyapunov candidate functions based on the nodal frequencies. As an ancillary contribution of potentially independent interest, we present a useful inequality for Metzler matrices (Lemma 12 in Appendix A). In Theorem 8, we use this property of Metzler matrices to show that these Lyapunov functions are non-increasing in suitable domains of the state space, and to provide upper bounds on their rates of change.
Theorem 9 states a new set-theoretic sufficient condition for transient stability in DCMGs-equivalently, a new region of attraction for equilibrium points of the Kuramoto model. Unlike previous estimates, these regions of attraction are generally non-convex and are given by the solution to an optimization problem (rather than closed-form expressions of model parameters), allowing for more-complex and lessconservative estimates. Furthermore, our conditions provide guarantees for all of the additional operating constraints in Definition 1, not just transient stability.
The results in Theorem 9 are obtained via a nonconvex complex optimization problem, namely Problem 1, defined over a wide class of subsets in the state space. In order to reduce the computational complexity, we restrict our attention to specific form of sets for which the optimization admits a new transcription (Problem 2) and relaxation into a batch of linear programs (Problem 3). The connections between these three optimization problems is formalized in Lemma 10. In Theorem 11, we use the relaxed problem to reduce Theorem 9 to a weaker but tractable transient stability criterion.
In Section V, we use numerical simulations to study the transient stability in a test case based on IEEE RTS 24-bus system. In Section V-A, we analyze the effect of line failures in the dynamic behaviour of the test case. Using numerical experiments, we show that the post-fault trajectory of the system can be absorbed by a non-synchronous limit cycle and the line failures can have a very non-local effect. Our simulations highlights the role of the transient dynamics in cascading failures in power networks. Sections V-B and V-C applies our results to the test case. In Section V-B, we show that the LP-based transient guaratees in Theorem 11 can be used for estimating the scale of disturbances to which the system is robust. In Section V-C, we use Theorem 11 for screening of the contingencies that threaten transient stability.
Organization: The paper is organized as follows. Section II introduces our notation, model, and problem statement. We derive the inhomogeneous Kuramoto model as the governing equation for voltage angles in a DCMG (under certain assumptions), and we comment on the equivalence between analysis of Kuramoto model regions of attraction and analysis of DCMG transient stability. Section II concludes with our problem statement and a formal description of the extended transient stability problem in Definition 1. Section III addresses the problem of multistability in DCMGs and the Kuramoto model-i.e., the existence of multiple stable attractors, which complicates the understanding of transients. We review a partition of the n-torus which localizes the key attractors and facilitates transient analysis throughout the rest of the paper. Section IV presents our theoretical contributions, including Theorem 9 and Theorem 11. Section V contains our applications of the theoretical results to the IEEE RTS 24-bus system.
II. PRELIMINARIES AND PROBLEM STATEMENT

A. Notation
We denote the n-dimensional Euclidean space by R n and the n-torus by T n . The vector 1 n (resp. 0 n ) is a vector in R n with all the entries equal to one (resp. zero). For every v ∈ R n , diag(v) ∈ R n×n is a diagonal matrix defined by (diag(v)) ii = v i , for every i ∈ {1, . . . , n}. The ∞-norm of v is v ∞ = max i |v i | and the 1-norm of v is v 1 = n i=1 |v i |. We denote v sum = n i=1 v i and v max = min i {v i }. For every v, w ∈ R n , we write v ≤ w if v i ≤ w i , for every i ∈ {1, . . . , n}.
For a set S ⊂ R n , we denote the boundary of S by ∂S. Given a function V : R n → R and a scalar c ∈ R, the sublevel set of V for c is
For a matrix X ∈ R n×n , the Moore-Penrose pseudoinverse is denoted by X † . For every two positive semidefinite matrices A, B ∈ R n×n , we write A B if A − B is a positive semidefinite matrix. For every α, β ∈ S 1 , we denote the geodesic distance between α and β is |α − β| and the counterclockwise distance between α to β is d cc (α, β). An undirected graph is denoted by G = (V, E) where V is the node set with |V | = n and E ⊆ V × V is the edge set with |E| = m. A simple cycle in G is a set of consecutive nodes which are distinct except the first and the last node that are the same. Given a simple cycle c in G, the cycle vector v c ∈ R m is defined by For graph G, the node-edge incidence matrix is denoted by B ∈ R n×m . The set of all cycle vectors of simple cycles of G form a vector space called the cycle space of G. A set Σ of simple cycles of G is called a cycle basis if the cycle vectors of elements of Σ form a basis for the cycle space of G. It is easy to see that, if Σ is a cycle basis for G then |Σ| = m−n+1. For a cycle basis Σ = {c 1 , . . . , c m−n+1 }, the cycle-edge incidence matrix of G is denoted by C Σ ∈ R (m−n+1)×m and is defined by
for all i ∈ {1, . . . , m − n + 1}, e ∈ E.
B. Transient Stability and the Kuramoto Model
We consider a DCMG on a connected, undirected topology G = (V, E), with n buses V = {1, . . . , n} and m lines E ⊂ V × V. Each bus has a voltage E i e jθi , where E i > 0 is a constant voltage magnitude, and θ i ∈ S 1 is a voltage angle. Each line {i, j} ∈ E has a purely inductive admittance y ij . Under the assumption of quasi-steady frequencies (i.e., transmission line dynamics that are much faster than nodal frequency dynamics), Ohm's law and Kirchoff's current law imply that the active power injections p e,i at each bus are p e,i = n j=1 a ij sin(θ i − θ j ), ∀i ∈ V (1) where a ij = E i E j |y ij | > 0. The buses are partitioned into two subsets V = V I ∪ V L , where V I are droop-controlled inverters, and V L are frequency-dependent loads. In frequency droop control, the frequency of the voltage signal generated by an inverter is controlled according tȯ
where ω * is a rated frequency (for example, 60 Hz), p * i ≥ 0 is a nominal active power injection, and d −1 i > 0 is the droop coefficient. Similarly, buses in V L have a frequency-dependent load
where p * i ≤ 0 is the nominal active power load. Substituting (1) into (2) and (3) yields the following voltage angle dynamics for all buses:
In order to write (4) in a more compact form, we define matrices D = diag{d} and A = diag{{a ij } {i,j}∈E }, an oriented incidence matrix B ∈ {−1, 0, 1} n×m , and a vector p = p * + ω * d. With these definitions, the voltage angle dynamics satisfy the governing equation
where we define a vector field f : T n → R n . Equation (5) is the familiar heterogeneous Kuramoto model. Transient stability is the tendency for a trajectory θ(t) to asymptotically achieve frequency synchronization; i.e.,θ(t) → ω syn 1 n for some ω syn ∈ R. Therefore, we are interested in frequency-synchronized limit cycles of (5) , rather than equilibrium points. But these notions are related by a simple change of variables. The dynamics (5) admit a unique synchronous frequency ω syn = ω * + p * sum d −1 sum . Then we can define a variableθ(t) = θ(t)−ω syn t that also has dynamics of the form (5) , albeit with a synchronous frequency of zero, so that all frequency-synchronized limit cycles are equilibrium points. It is typical in the Kuramoto literature to analyze the convergence ofθ(t) to equilibrium rather than the convergence of θ(t) to a frequency-synchronized limit cycle, for simplicity. We elect not to perform this change of variables (as it would complicate our main results), but we do wish to highlight that it can recast our transient stability guarantees as Kuramoto regions of attraction.
C. Problem Statement
Under normal operation, nodal frequencies are synchronized at the nominal frequency ω * , and power injections p e are equal to the nominal power injections p * . But contingencies, like failing transmission lines or a sudden change in power supply or demand, disrupt this equilibrium behavior. Droop control will stabilize the post-fault system about a new equilibrium, provided that this new equilibrium is sufficiently close to the pre-fault state. This local stability property is well-known and easily verified by eigenvalue analysis of (5) .
Unfortunately, the dynamics of droop control after largerscale disturbances are not as well understood, and local stability alone does not inspire confidence in a power system controller. In addition to transient stability, the controller should ensure that the system's critical engineering constraints are satisfied. In this paper, we focus on five constraints that are important in the context of inverter networks, defined below (alongside transient stability):
Definition 1 (Desired Properties). We define the following six properties that are desirable in a trajectory θ(t) of (5): (P1) Transient stability. Nodal frequencies asymptotically synchronize, i.e., lim t→∞θ (t) = ω syn 1 n for some synchronous frequency ω syn ∈ R. (P2) Frequency constraint. Nodal frequencies are bounded by |θ(t) − ω syn 1 n | ≤δ for all t ≥ 0, whereδ ≥ 0 n is a vector of frequency tolerances. (P3) Angle difference constraint. Voltage angle differences are bounded by |B T θ(t)| ≤γ for all t ≥ 0, whereγ ∈ (0, π 2 ] m is a vector of angle difference tolerances. (P4) Power constraint. Power injections are sufficiently close to the nominal injection, i.e., |p e (t) − p * | ≤p e for all t ≥ 0, wherep e ∈ R n ≥0 is a vector of power tolerances. (P5) Ramping constraint. The rate of change in power injections is sufficiently small: |ṗ e (t)| ≤r e for all t ≥ 0, wherer e ∈ R n ≥0 is a vector of ramping tolerances. (P6) Energy constraint. The difference from nominal energy injection is bounded by wheres ∈ R n ≥0 is a vector of nodal capacities to store or dump energy.
The transient stability property (P1) is a statement of convergence to a limit cycle, while the remaining properties (P2)-(P6) are bounds on the properties of the transient. The objective of this paper is to find computationally-tractable sufficient conditions on θ(0) for each of these six properties.
III. MULTISTABILITY AND THE WINDING PARTITION
The primary objective of this paper is to determine from the initial condition of a trajectory whether it will converge to a frequency-synchronized limit cycle, i.e., whether the trajectory will satisfy the transient stability property (P1). But the dynamics in (5) may admit many stable frequency-synchronized limit cycles, which correspond to different power flows. This multistability complicates transient stability analysis-how can we prove convergence to a limit cycle, let alone prove bounds on the transient like (P2)-(P6), when there are many different limit cycles "competing" to attract the trajectory? We address the multistability problem in [13] by introducing a winding partition of the n-torus, based on cycles in the 
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Definition 2 (Winding Numbers, Vectors, and Cells). Let θ ∈ T n . Given any cycle σ in G with n σ nodes, the winding number of θ along σ is
where the nodes in σ are indexed σ = (1, . . . , n σ , 1) and θ nσ+1 = θ 1 . Given a cycle basis Σ of G, the winding vector of θ along Σ is the vector
Winding numbers are always integer-valued [13, Theorem 2.2], a property which is analogous to Kirchoff's voltage law (KVL). For real-valued nodal potentials, KVL guarantees that potential differences sum to zero around any cycle. Similarly, phase differences (in the sense of counter-clockwise arc length) sum to an integer multiple of 2π around any cycle.
Example 3 (Examples of Winding Cells).
• Consider the triangle graph with σ = (1, 2, 3, 1), and let θ ∈ T 3 . If there is an arc of length π that contains θ 1 , θ 2 , θ 3 , then w σ (θ) = 0. Otherwise, w σ (θ) = ±1. illustrates Ω u for each u = −1, 0, 1. • For θ ∈ T 4 , the square graph with σ = (1, 2, 3, 4, 1) also admits winding numbers w σ (θ) ∈ {−1, 0, 1}.
Every point in T n maps to one of a finite set of winding vectors. Thus, through winding numbers, the cyclic structure 
Another relevant class of subsets of T n is the phasecohesive sets, which restrict the angle differences across each edges. Phase-cohesive sets provide a suitable framework for studying the angle difference constraints (P3) for the dynamics of (5).
Definition 5 (Phase-Cohesive Sets). Let γ ∈ (0, π] m . The γcohesive set induced by G on T n is the subset
For scalar values α ∈ (0, π], we define ∆(α) = ∆(α1 m ).
While there exists a finite number of winding cells on T n , the topology induces a continuum of phase-cohesive subsets of T n , depending on the choice of γ ∈ (0, π] m . The phasecohesive sets respect the same ordering as their corresponding γ vectors: if γ, γ ∈ (0, π] m such that γ < γ , then clearly ∆(γ) ⊂ ∆(γ ). 
• The angle difference constraint (P3) is satisfied precisely when θ(t) ∈ ∆(γ) for all t ≥ 0. Hence the phasecohesive sets are physically meaningful: they represent subsets of voltage angle space within which angle differences (and therefore power flows) are sufficiently small. • From eigenvalue analysis of (5), we can see that any equilibrium point within ∆( π 2 ) is stable. • The set T n \ ∆(π) is the measure-zero set of states which induce a maximal phase difference of π across some edge, and T n is the topological closure of ∆(π).
Together, the winding cells and the phase-cohesive sets can be used to localize the stable limit cycles of the dynamics (5), via the following theorem:
Theorem 7 (Multistability). Consider the dynamics (5) with the underlying graph G and a cycle basis Σ and let γ ∈ (0, π/2) m . Then (i) The system (5) has at most one frequency-synchronized limit cycle in Ω u ∩ ∆(γ), modulo uniform rotations, and it is asymptotically stable. (ii) Every trajectory of (5) starting in Ω u ∩ ∆(γ) either converges exponentially to a frequency-synchronized limit cycle within Ω u ∩ ∆(γ) or leaves ∆(γ).
Proof. Regarding part (i), we refer to [13, Theorem 3.5].
Regarding part (ii), suppose that θ(t) is a trajectory of (5) which remains inside the phase-cohesive set ∆(γ). We first compute the derivatives of nodal frequencies as follows:
where L(t) is the time-varying Laplacian matrix for a graph with the same topology as G and bounded edge weights
for all t ≥ 0 and {i, j} ∈ E. Thus, using [6, Theorem 12.10], the trajectory achieves exponential frequency synchronization, so θ(t) converges to a frequency-synchronized limit cycle in ∆(γ). Furthermore, Theorem 4(i) implies that the winding cells are pairwise-disjoint, so any trajectory confined to ∆(γ) remains within the winding cell in which it started; i.e., θ(t) is confined to Ω u ∩ ∆(γ).
Stated another way, Theorem 7 guarantees that every trajectory starting in ∆(γ), with γ ∈ (0, π 2 ) m , satisfies one of two possibilities. The trajectory may leave ∆(γ), thereby violating any nontrivial angle difference constraint (P3). Otherwise, the trajectory achieves frequency synchronization, without leaving its initial winding cell. In this second case, Theorem 7(i) guarantees that there is only one frequency-synchronized limit cycle to which the trajectory may converge (up to uniform rotation), so we have sidestepped the problem of multistability.
In order to prove transient stability certifications, Theorem 7 suggests the following strategy. First, focus on the region of attraction of the unique frequency-synchronized limit cycle within the initial winding cell, if it exists. (The trajectory may converge to a different limit cycle, but this would violate (P3), likely causing lines to damage or disconnect as the higher power flow violates the line's thermal limit.) Second, identify forward-invariant subsets of Ω u ∩ ∆(γ), since Theorem 7(ii) guarantees that these sets belong to the region of attraction. Finally, bound the properties of interest in Definition 1, using the trajectory's exponential convergence. We employ this strategy in the next section.
IV. THEORETICAL RESULTS
This section presents our main results, Theorem 8, Theorem 9 and Theorem 11: we first propose and analyze two novel Lyapunov function candidates and then obtain theoretical guarantees regarding the constrained transient stability of post-fault trajectories. In Section IV-A, we define two Lyapunov-like functions that play complementary roles in our analysis. Section IV-B introduces Theorem 9, which states a set-theoretic sufficient condition for constrained transient stability. This condition is quite general, but in order to apply it, we must find a subset S ⊆ Ω u ∩ ∆( π 2 ) that satisfies a certain optimization property. Section IV-C provides computational techniques to search for S. By sacrificing some of the generality of Theorem 9 and employing a convex relaxation, we are able to compute S by solving 2m linear programs, leading to an easily-computable certification for constrained transient stability in Theorem 11.
A. Lyapunov Functions
Our analysis is based on two related Lyapunov-like functions, which are defined by norms of the following frequency deviation vector:
This vector v(θ) measures the difference between instantaneous and synchronous frequencies at each bus. From v(θ), we define two Lyapunov candidate functions: the maximum frequency deviation V ∞ (θ) = ||v(θ)|| ∞ and the quadratic frequency deviation
If a trajectory θ(t) is clear from context, we will abuse notation
. Whenever angle differences are sufficiently small, both V D and V ∞ satisfy desirable upper bounds, as stated in the following theorem.
Theorem 8 (Properties of the Lyapunov Candidates). Consider the heterogeneous Kuramoto model (5) and let θ(t) be a trajectory satisfying
is the smallest non-zero eigenvalue of the Laplacian matrix L = BAB T . The following are true for all t ∈ [t 0 , t 1 ]:
See Appendix B for the proof. The functions V ∞ and V D play complementary roles in the following analysis. We will see that V ∞ is amenable to larger region of attraction estimates (via sublevel sets), faster computation, and direct enforcement of certain desired properties in Definition 1. But V ∞ is not strictly decreasing. Instead, we turn to V D when we need to establish asymptotic stability or decaying upper bounds on useful quantities. The relationship between the dynamics of V ∞ and V D is central to our study of microgrid transients.
It is worth pointing out some connections between Theorem 8 (ii) and the literature on compartmental systems, i.e., autonomous systems for which the Jacobian is a Metzler matrix with non-positive column sums. The Jacobian of (5) is a negated Laplacian matrix, which is compartmental whenever
. Theorem 2 in [14] proves that ||ẋ(t)|| 1 is non-increasing in compartmental systems, using a property of compartmental matrices that sgn(x) T Cx ≤ 0 for all x ∈ R n . Analogously, Theorem 8 (ii) proves that ||v(t)|| ∞ is nonincreasing, using a similar (but, to our knowledge, novel) property of Laplacian matrices: sgn(x i )(Lx) i ≥ 0, for all x ∈ R n and i such that |x i | = ||x|| ∞ . This paper is a story of how droop control can bring about many desired properties in power system transients by producing compartmental dynamics in the controlled system.
B. General Result
We now use V ∞ and V D to establish Theorem 9, a settheoretic transient stability and constraint certification. Our approach is to construct forward-invariant sets using V ∞ . To that end, we define the following optimization problem:
∩ Ω u be a set with a well-defined boundary ∂S. We define V * ∞ (∂S) to be the minimum value of the following:
If the problem is infeasible, we define V * ∞ (∂S) = +∞. The min-max frequency deviation is the minimum value of V ∞ (θ) along the "outward boundary" of S, i.e., the portion of ∂S whereθ is pointed away from the set.
Minimizing a Lyapunov function around a set boundary is a well-established technique for constructing forward-invariant sets-see, for example, Nagumo's 1942 theorem [5, Theorem 4.7] . More recently, [19] applied this technique to a quadratic Lyapunov function for the coupled swing equations. In our case, the min-max frequency deviation is defined so that sets of the form S ∩ V −1 ∞,< (V * ∞ (∂S)) are forward invariant. This observation, together with the properties of V ∞ and V D from Theorem 8, lead to the central theorem of the paper.
Theorem 9 (Set-Theoretic Transient Guarantees). Consider the heterogeneous Kuramoto model (5) and let θ(t) be a trajectory starting in some winding cell Ω u . Let γ 0 = |B T θ(0)| and δ 0 = V ∞ (θ(0)) denote the initial angle differences and initial max frequency deviation, respectively. If there exist a vector γ ∈ (0, π 2 ] m such that γ ≥ γ 0 and a set S
Moreover, further conditions on γ and δ 0 lead to various desirable properties from Definition 1, as follows: (ii) The transient stability property (P1) is satisfied with no further assumptions.
See Appendix C for the proof. Intuitively, Theorem 9 (i) analyzes trajectories through the evolution of two quantities: the max frequency deviation V ∞ (t), and the vector of angle differences |B T θ(t)|. Max frequency deviations are nonincreasing as long as ||B T θ(t)|| ∞ < π 2 . But angle differences can increase, so we employ an upper bound
, which in turn holds because V ∞ (t) is non-increasing. In this way, the theorem uses upper bounds on max frequency deviation and angle differences cooperatively to define a forward-invariant set. The remaining statements (ii)-(vii) follow by bounding the relevant quantities by V ∞ and V D and applying Theorem 8.
Theorem 9 simplifies transient analysis in two ways. First, the conditions depend on the quantities γ 0 and δ 0 , rather than the full initial state θ(0). A system operator can measure γ 0 through line flows and δ 0 through nodal frequencies, rather than using state estimation to obtain θ(0). Second, the theorem recasts transient analysis as the search for a set S ⊆ ∆(γ)∩Ω u with a sufficiently large min-max frequency deviation. The next section examines a computationally-efficient way to search for such a set.
C. Computing Transient Stability Regions
It is computationally difficult to repeatedly evaluate V * ∞ (∂S) while searching for a set that satisfies Theorem 9. Fortunately, we can efficiently compute upper bounds on V * ∞ (∂S) if we restrict our search to phase-cohesive winding cells S = ∆(γ)∩Ω u . These upper bounds lead to Theorem 11, a much simpler (albeit more conservative) way to apply Theorem 9, which relies on the solution to 2m linear programs instead of finding the set S. We proceed with a non-rigorous derivation that reveals the intuition behind this theorem, which is formally stated at the end of the section.
The first step is to write Problem 1 in a more revealing form, using real-valued variables (instead of variables on T n ).
If S = ∆(γ)∩Ω u for some γ, then Problem 1 has the following transcription:
Problem 2 (Min-Max Frequency Deviation Transcription). Let u ∈ w Σ (T n 0 ) be a winding vector, and let γ ∈ (0, π 2 ] m . We define V (1) ∞ (γ) to be the minimum value of the following:
We will later prove that V (1)
The variables of Problem 2 have the following interpretations. Instead of optimizing over θ ∈ T n , we optimize over a real vector of angle differences y = B T θ. Then f = f (θ), and the cost function ||D −1 f − ω syn 1 n || ∞ is equal to the max frequency deviation of the underlying θ. The constraints |y| ≤ γ and C Σ y = 2πu guarantee that θ ∈ ∆(γ) ∩ Ω u , and the last constraint ensures that the underlying θ is on the "outward-pointing" boundary of S.
Unfortunately, Problem 2 is non-convex, and we must be careful about using nonlinear solvers to estimate V (1) ∞ . If the solver obtains a sub-optimal solution c > V (1)
, then we cannot use the solution to make any formal guarantees about θ(t). If c > V * ∞ (∂S), then a trajectory starting in S ∩ V −1 ∞,< (c) may still have an escape route through a point θ ∈ ∂S where V ∞ (θ) lies within the gap between c and V * ∞ (∂S). In order to guarantee that S ∩ V −1 ∞,< (c) is forward invariant, we can only accept an approximate solution if c < V * ∞ (∂S). We can obtain this lower bound-and simultaneously make the computation more tractable-by relaxing Problem 3. The key is to split Problem 2 into 2m separate optimization problems, with each of these smaller problems focused on one of the 2m faces of ∂∆(γ). Then we perform a convex relaxation to the constraint η = sin(y) by restricting each pair Figure 3 shows an example of the sine relaxation when γ ij = π 2 and γ ij = π 4 . With these two modifications, we obtain the following relaxed problem:
to be the minimum value of the following: If the problem is infeasible, we define V
is the solution to a linear program with 2m free variables (and constraints that scale linearly with m), and V 
is the complexity of the LP solver (for example, α = 2.5 with Vaidya's algorithm [16] ).
We now formally state the relationship between the three optimization problems (deferring the proof to Appendix D):
Let Ω u be a winding cell, let γ ∈ (0, π 2 ] m , and let S = Ω u ∩ ∆(γ). The solutions to Problems 1, 2, and 3 are related by V
Then we can use V
∞ (γ) as a bound on V * ∞ (∂S) to simplify the application of Theorem 9:
Theorem 11 (LP-based Transient Guarantees). Consider the heterogeneous Kuramoto model (5) and let θ(t) be a trajectory starting in some winding cell Ω u . Let γ 0 = |B T θ(0)| and δ 0 = V ∞ (θ(0)) denote the initial angle differences and initial max frequency deviation, respectively. If there exist a vector γ ∈ (0, π 2 ] m such that γ ≥ γ 0 and δ 0 < V
∞ (γ), then statements (i)-(vii) from Theorem 9 hold.
, so γ and S satisfy the hypothesis of Theorem 9.
Given a particular γ ≥ γ 0 , Theorem 11 provides a straightforward certification for transient stability and the other operating constraints in Definition 1, using three properties of the initial condition: the winding vector, the initial angle differences γ 0 , and the initial maximal frequency deviation δ 0 .
Of course, it is less straightforward to choose γ. Larger γ result in larger regions with respect to ∆(γ). But large γ often result in more conservative frequency regions, for two reasons: the quality of the sine relaxation degrades with larger γ, and larger γ may bring the boundaries of S closer to equilibria in other winding cells, thereby lowering V * ∞ (∂S). Due to these competing effects, V
∞ (γ) tends to have a roughly concave shape. Then the optimal γ, i.e., the value γ 0 ≤ γ ≤ π 2 1 m for which V
∞ (γ) is maximal, can be estimated using standard numerical optimization techniques.
V. APPLICATIONS AND NUMERICAL EXAMPLES
We now demonstrate several numerical applications of Theorem 11, using a test case based on the IEEE RTS 24bus system [10] . Figure 4 shows the system diagram, and Appendix E contains further information on the bus and line parameters that we use. The network has 11 basis cycles, and we focus on the winding cell Ω u with u = 0 11 , which contains the synchronous states with minimal loop flows. The region ∆( π 2 )∩Ω u contains a unique synchronous state (modulo uniform rotations), which we label θ * pre .
A. Simulated Post-Fault Trajectory
Throughout Section V-A, we will compare the theoretical claims of Theorem 11 to a simulated trajectory of the 24-bus system. In particular, we simulate the dynamics of the 24-bus system when the system is steady at the θ * pre equilibrium for t < 0, followed by an instantaneous disconnection of the 14-16 transmission line at t = 0. Figure 5 shows how post-fault frequencies and angle differences evolve at selected buses and transmission lines. This trajectory is interesting in and of itself, so we now describe some notable properties of the dynamics.
This trajectory demonstrates a risk of relying on simulation for stability guarantees in (5) . Figure 5 shows that post-fault frequencies settle close to the nominal frequency in the first 20 seconds, before spiking. (The nodal frequencies at the 21 buses not plotted in Figure 5 exhibit similar behavior, albeit with less-pronounced spikes.) One might falsely conclude from the first 20 seconds of simulation that the system is stableafter all, the frequencies settle very close to a synchronous equilibrium. The trajectory also highlights an interesting pattern of failure cascades. Figure 5 shows that lines 3-24, 12-23, and 13-23 suffer large angle differences (50-90 degrees) for 20 seconds at a time, before they cross over 180 degree angle differences and repeat the cycle. This pattern of angle differences corresponds to large, oscillating flows of power, likely causing the transmission lines to trip. But it is clear from Figure 4 that these three lines are several hops away from the original failure at 14-16. Furthermore, none of the other transmission lineseven the lines immediately adjacent to the 14-16 failureexhibit these extreme angle differences. Contrary to many popular models of cascading network failures, like the sandpile model [3] , this trajectory shows that line failures in inverter networks have substantial non-local effects. Moreover, this trajectory shows that post-fault transients can contribute to cascading failures, despite the popularity of failure propagation models based on post-fault steady states [8] , [4] . 
Post-Fault Frequency Deviations of 3 Buses
B. Estimating Stability Margins
An important task in power systems control is understanding how robust an operating point is to disturbances. It is straightforward to study the effects of a particular disturbance using simulation, but simulating a comprehensive set of contingencies (or combinations thereof) is challenging. Fortunately, Theorem 11 can aid with this analysis by estimating the scale of disturbances to which an equilibrium point is robust. In order to apply Theorem 11, we re-state its transient stability certification as an optimization problem: the transient stability property (P1) is satisfied if
Recall that the vector of initial angle differences γ 0 = |B T θ(0)| and initial max frequency deviation δ 0 = V ∞ (θ(0)) quantify the scale of the disturbance. Unlike with Problem 2, there is no danger in using heuristic techniques (such as grid search) to obtain a suboptimal estimate of U (γ 0 ). Figure 6 illustrates U (γ 0 ) in the pre-fault IEEE RTS 24bus system, estimated using grid search over 40 points. With 34 edges, the argument γ 0 has 32 more dimensions than we can plot, so Figure 6 is restricted to the slice of this surface where all entries of γ 0 are equal. If δ 0 and the max angle difference max{γ 0 } correspond to a point under the curve, then (7) is satisfied, and Theorem 11 guarantees that the transient stability property is satisfied. Conversely, the destabilizing failure of line 14-16 results in δ 0 = 1.25 Hz and max{γ 0 } = 49.9 degrees, well above the curve. Figure 6 also reveals a trade-off between angle differences and frequency deviations in the disturbances to which transient stability is robust. If all transmission lines have low angle differences, then frequencies will re-synchronize after larger deviations from the nominal frequency. But this robustness to frequency deviation decays rapidly as angle differences (and therefore power flows) increase. This property is not unique to the 24-bus system: it is clear from (7) that U (γ 0 ) is, in general, non-increasing in each entry of γ 0 . 
C. Screening for Critical Contingencies
We can also use Theorem 11 to screen for contingencies that may lead to violations of the safe transient stability criteria. Given a particular contingency (e.g., a line trip, generator failure, or sudden increase in load), we can evaluate the frequency deviation δ 0 = V ∞ (θ * pre ) and angle differences γ 0 = |B T θ * pre | using post-fault model parameters. We can also compute V (2) ∞ (γ) for several γ ∈ Γ ⊂ [γ 0 , π 2 1 m ), where Γ is a finite (and perhaps small) set of test vectors. Based on these values, we define a heuristic "criticality score"
If s < 0, then Theorem 11 guarantees that the post-fault trajectory will satisfy the transient stability property (P1), along with the other desired properties under their respective additional constraints on δ 0 and γ 0 . If s ≥ 0, then the theorem provides no guarantees, so the contingency is potentially critical and should be treated with extra caution.
As an example, we consider n − 2 security in the 24-bus system with respect to transmission line failures. We populate Γ with 40 uniformly random test vectors from the space [γ 0 , π 2 1 m ], chosen by Latin hypercube sampling. For every possible pair of simultaneous line failures, we compute the score (8) , resulting in a matrix of scores shown in Figure  7 . Black squares indicate a network disconnection. Negative scores (blue) guarantee transient stability of the post-fault trajectory. Positive scores (red) suggest a higher risk that constrained transient stability will be violated. For example, the pink entry at (24, 24) indicates that a failure of line 24 (from bus 14 to 16) may be sufficient to destabilize frequencies. Simulation in Section V-A confirms that this is the case.
VI. CONCLUSION
In this paper, we study transient stability in power networks consisting of droop-controlled inverters and frequencydependent loads. We extend the notion of transient stability to include not only frequency synchronization but also operating constraints on nodal frequencies, angle differences, power injections, ramping, and storage reserves. To analyze the transients, we introduce two physically-meaningful Lyapunovlike functions, and we re-cast the transient stability problem as an optimization problem that admits an efficient relaxation. Finally, we provide numerical experiments that demonstrate how to apply our results to estimate stability margins and perform n − 2 contingency analysis.
The Kuramoto model is, of course, a highly simplified model for frequency dynamics. Nonetheless, we hope that this paper provides a step toward understanding the fundamental behavior of future low-inertia power grids. Extensions of this work may offer rigorous answers to open theoretical questions about these systems. At what scale do the ubiquitous gridfollowing inverters harm system stability, and how can power engineers use droop-controlled inverters to mitigate this effect? How do legacy high-inertia generators affect transient behavior in power networks that are dominated by inverters? Future research may enrich this work with models of different types of generators, to better-understand frequency dynamics as power grids transition to low-inertia power sources. Since i ∈ I max , we know |x i | = x ∞ ≥ |x j | and therefore n j=1 m ij (|x j | − |x i |) ≤ 0. This proves that sgn(x i )(M x) i ≤ 0, for every i ∈ I max . To prove the strict inequality, note that max i∈Imax sgn(x i )(M x) i = 0 if and only if, for every i ∈ I max , sgn(x i ) n j=1 m ij (x i − x j ) = 0.
If sgn(x i ) = 0 for some i ∈ I max , then x i = 0 and as a result x(t) = 0 n . Now suppose that, for every i ∈ I max , sgn(x i ) = 0. In this case, using the equality (9), we obtain n j=1 m ij (x i − x j ) = 0, for all i ∈ I max .
Note that, for every (i, j) ∈ E, we have m ij > 0. Therefore, for every i ∈ I max and every j such that (i, j) ∈ E, we have x i = x j . This means that, for every i ∈ I max , the out-neighbors of i in G are also in the set I max . Since G is a strongly connected digraph, we conclude that I max = {1, . . . , n}. Therefore, x = 0 n .
APPENDIX B PROOF OF THEOREM 8
Proof. Both statements requireθ, so we first computë
We define the state-dependent Laplacian matrix L(θ) BA diag(cos(B T θ))B T so thatθ = −D −1 L(θ)θ. When θ ∈ ∆(γ), the Laplacian matrix L(θ) has two useful properties: ker(L(θ)) = span{1 n }; and λ 2 (L(θ)) ≥ κ. The proof of the first one is straightforward. To prove the second property, note that BA diag(cos(θ i − θ j ))B T cos(γ max )BAB T = cos(γ max )L, where for the first inequality, we used the fact that, for every θ ∈ ∆(γ) and every (i, j) ∈ E, |θ i −θ j | < γ max . Now, using [6, Lemma 6.9(ii)], λ 2 (L(θ)) ≥ λ 2 (cos(γ max )L) = cos(γ max )λ 2 (L) = κ.
To prove statement (i), we define s = 1 2 v(t) T Dv(t) where v(t) =θ(t) − ω syn 1 n is the frequency deviation vector. Then we computė
where, in the last step on the first line, L(θ)θ = L(θ)v(t) holds true becauseθ − ω syn 1 n is orthogonal to ker(L(θ)). Therefore V D (t) = 2s(t) ≤ 2s(t 0 )e −2κ(t−t0) = V D (t 0 )e −κ(t−t0)
To finish the proof of statement (i) and show that V ∞ (t) ≤ V D (t)/ √ d min , we expand V 2 D (t) = n i=1 d i v 2 i and write
Next, regarding statement (ii), to show V ∞ (t) is nonincreasing, note that we havė v(t) = −D −1 L(θ(t))v(t). 
APPENDIX D PROOF OF LEMMA 10
Proof. We need to show the bound V ∞ (γ) = V * ∞ (∂S). The first bound is immediate, since Problem 3 is a relaxation of Problem 2. To prove the equality, we show that the optimization problems 1 and 2 have the same optimal values. By Theorem 4, the winding cell Ω u is in one-to-one correspondence with the polytope P u = {x ∈ 1 ⊥ n | B T x + 2πC Σ u ∞ < π}. Therefore, there exists a one-to-one correspondence between θ ∈ T n and y = B T x+ 2πC † Σ u ∈ R m . This implies that, there is a one-toone correspondence between the variable θ ∈ T n in problem 1 and the variable y ∈ R m in problem 2 which satisfies C Σ y = C Σ (B T x + 2πC † Σ u) = 2πu. In this setting, the two problems have the same objective functions. The constraint S ⊆ ∆(γ) in problem (1) is equivalent to the constraint y ∞ < γ in problem (2) . The constraint that θ ∈ ∂S in problem (1) is equivalent to existence of e = (i, j) ∈ E such that y ij = zγ ij , for some z ∈ {−1, +1}. Finally, the constraint that D −1 f (θ) is pointed outward from S in problem (1) has the following equivalent characterization in problem (2):
j f j and z should have the same sign, i.e., z(d −1 i f i − d −1 j f j ) ≥ 0. This shows that both optimization problems have the same optimal value and therefore V (1)
APPENDIX E IEEE RTS 24-BUS SYSTEM DETAILS
We make several modifications to the nominal IEEE RTS 24-bus test case parameters. Power injections and demands are scaled by a factor of 0.035, and series impedances are scaled by a factor of 0.01. Line resistances and shunt capacitances are ignored, so as to model short, lossless transmission lines. Transformers are also ignored. Finally, to accommodate lossless lines, we subtract the mean from the vector of nominal power injections. Figure 4 shows the bus diagram for this system, and Tables I and II report the transmission line and bus parameters. 
