In this paper we prove the Jawerth-Franke embeddings of Herz-type Besov and Triebel-Lizorkin spaces. Moreover, we obtain the Jawerth-Franke embeddings of Besov and Triebel-Lizorkin spaces equipped with power weights. An application we present new embeddings between Besov and Herz spaces. 
Introduction
The Herz-type Besov-Triebel-Lizorkin spaces initially appeared in the papers of J. Xu and D. Yang [21] and [22] . Several basic properties were established, such as the Fourier analytical characterisation and lifting properties. When α = 0 and p = q they coincide with the usual function spaces F s p,q . The interest in these spaces comes not only from theoretical reasons but also from their applications to several classical problems in analysis. In [13] , Lu and Yang introduced the Herz-type Sobolev and Bessel potential spaces. They gave some applications to partial differential equations. Also in [18] , Y. Tsutsui, studied the Cauchy problem for Navier-Stokes equations on Herz spaces and weak Herz spaces.
The main aim of this paper is to prove the Jawerth-Franke embeddings inK α,p q F s β anḋ K α,p q B s β spaces, where we use the so-called ϕ-transform characterization in the sense of Frazier and Jawerth. As a consequence, we present the Jawerth-Franke embeddings of Besov and Triebel-Lizorkin spaces equipped with power weights. Also, we present new embeddings between Besov and Herz spaces. All these results generalize the existing classical results on Besov and Triebel-Lizorkin spaces. For any u > 0, k ∈ Z we set C (u) = {x ∈ R n : u/2 ≤ |x| < u} and C k = C(2 k ). For x ∈ R n and r > 0 we denote by B(x, r) the open ball in R n with center x and radius r. Let χ k , for k ∈ Z, denote the characteristic function of the set C k . The expression f ≈ g means that C g ≤ f ≤ c g for some independent constants c, C and non-negative functions f and g.
We denote by |Ω| the n-dimensional Lebesgue measure of Ω ⊆ R n . For any measurable subset Ω ⊆ R n the Lebesgue space L p (Ω), 0 < p ≤ ∞ consists of all measurable functions for which f | L p (Ω) = Ω |f (x)| p dx 1/p < ∞, 0 < p < ∞ and f | L ∞ (Ω) = ess-sup
The symbol S(R n ) is used in place of the set of all Schwartz functions and we denote by S ′ (R n ) the dual space of all tempered distributions on R n . We define the Fourier transform of a function f ∈ S(R n ) by F (f )(ξ) = (2π)
−n/2
R n e −ix·ξ f (x)dx. Its inverse is denoted by F −1 f . Both F and F −1 are extended to the dual Schwartz space S ′ (R n ) in the usual way.
Let Z n be the lattice of all points in R n with integer-valued components. If v ∈ N 0 and m = (m 1 , ..., m n ) ∈ Z n we denote Q v,m the dyadic cube in R n ;
By χ v,m we denote the characteristic function of the cube Q v,m . Given two quasi-Banach spaces X and Y , we write X ֒→ Y if X ⊂ Y and the natural embedding of X in Y is continuous. We use c as a generic positive constant, i.e. a constant whose value may change from appearance to appearance.
Function spaces
We start by recalling the definition and some of the properties of the homogenous Herz spacesK α,p q .
where
, with the usual modifications made when p = ∞ and/or q = ∞. A detailed discussion of the properties of these spaces my be found in the papers [9] , [11] , [12] , and references therein. Now, we present the Fourier analytical definition of Herz-type Besov and TriebelLizorkin spaces and recall their basic properties. We first need the concept of a smooth dyadic resolution of unity. Let φ 0 be a function in S(R n ) satisfying φ 0 (x) = 1 for |x| ≤ 1 and φ 0 (x) = 0 for |x| ≥ 2. We put φ j (x) = φ 0 (2
Thus we obtain the
. We are now in a position to state the definition of Herz-type Besov and Triebel-Lizorkin spaces.
Definition 2 Let α, s ∈ R, 0 < p, q ≤ ∞ and 0 < β ≤ ∞.
(i) The Herz-type Besov spaceK
with the obvious modification if β = ∞.
(ii) Let 0 < p, q < ∞. The Herz-type Triebel-Lizorkin spaceK
with the obvious modification if β = ∞. [21] , [22] , [23] and [25] . Now we give the definitions of the spaces B 
(ii) Let s ∈ R, 0 < p < ∞ and 0 < β ≤ ∞. The Triebel-Lizorkin space F s p,β is the collection of all f ∈ S ′ (R n ) such that
The theory of the spaces B s p,β and F s p,β has been developed in detail in [15] , [16] and [17] but has a longer history already including many contributors; we do not want to discuss this here. Clearly, for s ∈ R, 0 < p < ∞ and 0 < β ≤ ∞,
We introduce the sequence spaces associated with the function spacesK
α, s ∈ R, 0 < p, q ≤ ∞ and 0 < β ≤ ∞, we set
and, with 0 < p, q < ∞,
Let Φ, ψ, ϕ and Ψ satisfy
and
such that
where c > 0. Recall that the ϕ-transform S ϕ is defined by setting
The inverse ϕ-transform T ψ is defined by
n }, see [5] . For simplicity, in what follows, we useK
To prove the main results of this paper we need the following theorem, see [3] . We end this section with one more lemma, which is basically a consequence of Hardy's inequality in the sequence Lebesgue space ℓ q .
Lemma 1 Let 0 < a < 1 and 0 < q ≤ ∞. Let {ε k } be a sequences of positive real numbers and denote
Then there exists constant c > 0 depending only on a and q such that
Jawerth embedding
The classical Jawerth embedding says that:
if s 1 − n/s = s 2 − n/q and 0 < q < s < ∞, see e.g. [7] . We will extend this embeddings to Herz-type Besov Triebel-Lizorkin spaces. We follow some ideas of Vybíral, [19] , where use the technique of non-increasing rearrangement.
Definition 4 Let µ be the Lebesgue measure in R n . If f is a measurable function on R n , we define the non-increasing rearrangement of f through
where m f is the distribution function of f .
We shall use the following properties. If 0 < p < ∞, then
for every measurable function f . Let f and g be two non-negative measurable functions on
The proof follows from Theorems 3.4 and 4.6 in [1] . First, we will prove the discrete version of Jawerth embedding.
Theorem 2 Let α 1 , α 2 , s 1 , s 2 ∈ R, 0 < s, p ≤ ∞, 0 < q, r < ∞, α 1 > −n/s and α 2 > −n/q. We suppose that
Under the following assumptions
Step 1. We prove our embedding under the assumption (10) and we will estimate I and II, respectively. We will treat the case only where 0 < s, p < ∞. The case s = ∞ follows by the embeddingK
for some 0
and from this it follows that |y| < 2 cn−v + 2 k ≤ 2 cn−v+2 , which implies that y is located in some ball B(0, 2 cn−v+2 ) and
where t > 0. Then for any x ∈ C k we obtain
Consequently,
We may choose t > 0 such that
which can be estimated by, using (9),
, by Hölder's inequality, with σ = min(1, t) and
Estimation of II. Our estimate use partially some decomposition techniques already used in [19] . Set
Using the fact that α 2 > α 1 and the assumption (9) we estimate II by
where q r < t < min(1, s r ) if q < r and t = 1 if q = r.
We can easly prove the estimate:
Therefore, the sum ∞ v=0 · · · in (15) can be estimated by
Using the monotonicity of h and the inequality rt < s, the last term is bounded by
Since q < rt, using the embedding ℓ q ֒→ ℓ rt , we get
Consequently
Hence II can be estimated by The proof is complete. We would like to mention that r on the right hand side of (13) is optimal. Indeed, for v ∈ N 0 and N ≥ 1, we put
We can rewrite the last statement as follows: Again we can rewrite the last statement as follows:
where the constant c > 0 does not depend on N. If the embeddings (13) holds then for any N ∈ N,
Thus, we conclude that 0 < r ≤ σ < ∞ must necessarily hold by letting N → +∞. Using Theorems 1 and 2, we have the following Jawerth embedding.
Theorem 3 Let α 1 , α 2 , s 1 , s 2 ∈ R, 0 < s, p < ∞, 0 < q, r ≤ ∞, α 1 > −n/s and α 2 > −n/q. Under the hypothesis of Therorem 2 we havė
where θ = r if 0 < s ≤ q < ∞, q ≤ r ≤ p ≤ ∞ and α 2 + n/q = α 1 + n/s ∞ otherwise.
From this theorem and the fact thatK
s,q , with 0 < p < s < ∞, we obtain the following embeddings Some embeddings between Herz spaces and homogenous Besov spaces can be found in [18] .
Franke embedding
The classical Franke embedding may be rewritten us follows:
if s 1 − n/s = s 2 − n/q and 0 < q < s < ∞, see e.g. [4] . As in Section 3 we will extend this embeddings to Herz-type Besov-Triebel-Lizorkin spaces. Again, we follow some ideas of Vybíral, [19] . We will prove the discrete version of Franke embedding.
. We suppose that
Proof. We prove our embedding under the conditions (17) . Let λ ∈K
Estimation of J 1 . Let c n = 1 + [log 2 (2 √ n + 1)]. Obviously
The same analysis as in the proof of Theorem 2 shows that
− α 2 . By Hölder's inequality, this term is bounded by
Using again Lemma 1, the last term is bounded by
Now we estimate T 2 . First let us consider α 2 > α 1 . We have
Let us prove that
and from this it follows that 2 k−2 < |y| < 2 cn−v + 2 k < 2 k+2 , which implies that y is located in C k . Therefore,
Now let us consider α 2 = α 1 . We can suppose that θ ≤ q and p ≤ s , since the opposite cases can be obtained by the fact that ℓ q ֒→ ℓ θ and/or ℓ s ֒→ ℓ p , repectively. Observe
Therefore T 2 can be estimated by
for some L k+v ∈ N. It is not difficult to see that
Using the properties (7) and (8) we can estimate
By duality, the last norm may be rewritten as
where the supremum is taken over all non-increasing non-negative measurable functions g with g | L β (0, ∞) ≤ 1 and β is the conjugated index to s/θ. Similarly, ̺ stands for the conjugated index to q/θ. Let
Hölder's inequality implies that
As in [19] we can prove that the second term is bounded. Clearly the first term can be estimated by
Using the well-known inequality
we obtain that T 2 can be estimated by c λ
We use the same notations as in the estimation of J 1 . We have
As in the estimation of T 2 , the second term can be estimated by c λ , where again we used the same arguments as in the estimation of T 1 and T 2 . Using a combination of the arguments used in Step 3 of the proof Theorem 2 we prove our embedding under the conditions (18) . The proof is complete. Also as above p on the right hand side of (19) is optimal. Using Theorems 1 and 5, we have the following Franke embedding.
. Under the hypothesis of Therorem 5 we havė
We would like to mention that from this theorem we have
if 0 < q < s < ∞, 0 < θ ≤ ∞ and
Also we immediately arrive at the following embedding between Herz and Besov spaces.
Theorem 7 Let α, s 2 ∈ R, 1 < s, q < ∞ and − n s < α ≤ 0. We suppose that n s are necessary. Indeed, let η ∈ S (R n ) be a function such that suppF η ⊂ {ξ ∈ R n : 3/4 < |ξ| < 1}. For x ∈ R n and N ∈ N we put f N (x) = η 2 N x . First we have η ∈K
. Due to the support properties of the function η we have for any j ∈ N 0
The same arguments give
If the embeddings (16) and (22) hold then for any N ∈ N
Thus, we conclude that
− α 2 must necessarily hold by letting N → +∞.
Let now ω ∈ S (R n ) be a function such that suppF ω ⊂ {ξ ∈ R n : |ξ| < 1}. For x ∈ R n and N ∈ Z\N we put f N (x) = ω 2 N x . We have ω ∈K
. It easy to see that
The same arguments give 
Applications
In this section, we give a simple application of Theorems 3 and 6. Let w denote a positive, locally integrable function and 0 < p < ∞. Then the weighted Lebesgue space L p (R n , w) contains all measurable functions such that
For ̺ ∈ [1, ∞) we denote by A ̺ the Muckenhoupt class of weights, and A ∞ = ∪ ̺≥1 A ̺ . We refer to [6] for the general properties of these classes. Let w ∈ A ∞ , s ∈ R, 0 < β ≤ ∞ and 0 < p < ∞. We define weighted Triebel-Lizorkin spaces F s p,q (w) to be the set of all distributions f ∈ S ′ (R n ) such that
is finite. In the limiting case q = ∞ the usual modification is required. Also we define weighted Besov spaces B Applying Theorems 3 and 6 in some particular cases yields the following embeddings.
Corollary 1 Let s 1 , s 2 ∈ R, 0 < q < s < ∞, 0 < β ≤ ∞ and w γ 1 (x) = |x| γ 1 , w γ 2 (x) = |x| γ 2 , with γ 1 > −n and γ 2 > −n. We suppose that 
