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ABSTRACT
Porous materials with evolving microstructure:
Constitutive modeling, numerical implementation and applications
Konstantinos Danas
Adviser: Professor Pedro Ponte Castan˜eda
This work is concerned with the application of the “second-order” nonlinear homogenization procedure of
Ponte Castan˜eda (2002) to generate estimates for the effective behavior of viscoplastic porous materials. The
main concept behind this procedure is the construction of suitable variational principles utilizing the idea of
a “linear comparison composite” to generate corresponding estimates for the nonlinear porous media. Thus,
the main objective of this work is to propose a general constitutive model that accounts for the evolution of
the microstructure and hence the induced anisotropy resulting when the porous material is subjected to finite
deformations.
The model is constructed in such a way that it reproduces exactly the behavior of a “composite-sphere
assemblage” in the limit of hydrostatic loadings, and therefore coincides with the hydrostatic limit of Gurson’s
(1977) criterion in the special case of ideal plasticity and isotropic microstructures. As a consequence, the
new model improves on earlier homogenization estimates, which have been found to be quite accurate for low
triaxialities but overly stiff for sufficiently high triaxialities and nonlinearities. Additionally, the estimates
delivered by the model exhibit a dependence on the third invariant of the macroscopic stress tensor, which
has a significant effect on the effective response of the material at moderate and high stress triaxialities.
Finally, the above-mentioned results are generalized to more complex anisotropic microstructures (ar-
bitrary pore shapes and orientation) and general, three-dimensional loadings, leading to overall anisotropic
response for the porous material. The model is then extended to account for the evolution of microstructure
when the material is subjected to finite deformations. To validate the proposed model, finite element axisym-
metric unit-cell calculations are performed and the agreement is found to be very good for the entire range
of stress triaxialities and nonlinearities considered.
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RE´SUME´
E´volution de la microstructure dans les mate´riaux poreux:
mode´lization, imple´mentation nume´rique et applications
Konstantinos Danas
Directeur de the`se: Professeur Pedro Ponte Castan˜eda
Le travail de the`se porte sur l’application de la me´thode non-line´aire d’ homoge´ne´isation dite du “second-
ordre” de Ponte Castan˜eda (2002) pour estimer le comportement effectif des mate´riaux poreux viscoplastique.
A titre de rappel, cette me´thode est base´e sur la construction des principes variationnels approprie´s en utilisant
un composite line´aire de comparaison pour produire des e´valuations correspondantes a` des milieux poreux
non-line´aires. Ainsi, l’objectif principal de ce travail est de proposer un mode`le constitutif ge´ne´ral qui tient
compte de l’ e´volution de la microstructure, et par conse´quent, de l’anisotropie induite par l’application de
de´formations finies au mate´riau poreux.
Le mode`le est construit pour reproduire exactement le comportement d’un “assemblage de sphe`re compos-
ites” dans la limite des chargements hydrostatiques, et co¨ıncide donc avec la limite hydrostatique du crite`re
de Gurson (1977) pour des mate´riaux poreux plastiques avec des microstructures isotropes. En conse´quence,
ce nouveau mode`le ame´liore les estimations d’homoge´ne´isation existantes, lesquelles sont satisfaisantes pour
de faibles triaxialite´s mais excessivement raides pour des triaxialite´s et des non-line´arite´s e´leve´es. En outre,
les estimations obtenues par le mode`le de´pendent de la troisie´me invariable du tenseur macroscopique des
contraintes, lequel porte un effet non ne´gligeable sur la re´ponse effective du mate´riau pour de moyennes et
hautes triaxialite´s.
De plus, les re´sultats cite´s ci-dessus ont e´te´ ge´ne´ralise´s a` des microstructures anisotropes complexes (par
exemple : des microstructures avec des formes et des orientations arbitraires des pores) et a` des chargements
tridimensionnels, conduisant a` la re´ponse anisotrope globale du mate´riau poreux. Le mode`le est ensuite e´tendu
pour tenir compte de l’e´volution de la microstructure lorsque le mate´riau est soumis a` des de´formations finies.
Enfin, la validation du mode`le propose´ a e´te´ re´alise´e par le biais de calculs par e´le´ments finis sur des mi-
crostructures axisyme´triques pe´riodiques, et donnent des re´sultats pertinents pour l’ensemble des triaxialite´s
et des non-line´arite´s envisage´es.
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1Chapter 1
Introduction
This work is concerned with the estimation of the constitutive behavior of composite materials and
particularly of porous media. A composite material is a heterogeneous material that consists of
two or more different materials, called phases, with different properties. In turn, a porous material
is a special type of a two-phase composite material consisting of pores (voids) and a surrounding
medium, called the matrix phase. A random distribution of pores (microstructure) can be found in
a wide variety of materials, such as sintered metals and ceramics, rocks and human bones, in sizes
much smaller than the specimen under consideration. In principle, numerical techniques such as
“finite element” or Fourier transform algorithms could be used to solve for the local behavior of the
material, provided that the exact location of the pores in the material is known. However, in most
of the cases, the only available information is the volume concentration and, possibly, the two-point
probability distribution function of the voids. Furthermore, the element size used in a finite element
algorithm should have the same order of magnitude as the size of the microstructure, which in turn
is several orders of magnitude smaller than the size of the macroscopic material. This would make
the computation very intensive in time. It is, thus, useful to develop theoretical techniques that will
allow us to estimate the effective behavior of such materials in a more efficient manner.
As mentioned previously, the length scale of the inhomogeneities (microscale) is much smaller
than the size of the specimen and the scale of variation of the loading conditions (macroscale). Such
a heterogeneous material can be regarded as a homogeneous material on the macroscale, with certain
“effective properties”, which depend on the individual phase properties as well as on their distribution
in space, i.e., themicrostructure. In most composite materials the microstructure is too complicated to
be characterized in full detail. For this reason, in most of real-life applications, the microstructure can
be described only in terms of statistical partial information. A means of estimating the constitutive
behavior of composite materials by making use of the available statistical information about their
microstructure is provided by the “homogenization” methods. These methods have as a purpose to
link the macroscopic with the microscopic scale in the most efficient manner by including as much
information as it is available about the microstructure of the material.
On the other hand, it is worth mentioning that in many cases of theoretical interest, the mi-
crostructure of composite materials is periodic. In particular, Sanchez-Palencia (1970) derived an
expression for the effective behavior of linear composites with periodic microstructures. In this case,
2 Introduction
where the microstructure is deterministic, estimating the effective behavior of the composite reduces
the problem to a computation of a single unit-cell provided that the phases are described by strictly
convex potentials. The validity of this solution holds in the entire volume of the material except
in some “boundary layer” close to the exterior surface of the medium. On the other hand, most
materials of interest consist of random microstructures, whose physical properties vary not only with
position x, but also depend upon a parameter α, where α is a member of a sample space A, over
which a probability measure p is defined. However, for statistically uniform media, it is usual to make
an “ergodic” hypothesis (Willis, 1981) that local configurations occur over any one specimen with
the frequency with which they occur over a single neighborhood in an ensemble of specimens. Under
this assumption ensemble averages may be replaced by volume averages and therefore the effective
behavior of the random composite may be defined over a given volume (see also Sab (1992, 1994a)).
For linear elastic composites, there exist several methods to estimate their effective behavior.
Simple estimates for the effective mechanical properties of random composites have been established
dating back to the early works of Voigt (1889) and Reuss (1929), who assumed uniform strain and
stress fields, respectively, over the whole composite. These estimates constitute rigorous bounds since
they can be obtained from a minimum potential/complementary energy. In one of the most celebrated
papers, Eshelby (1957) solved the problem of an ellipsoidal inclusion in an infinite, isotropic, elastic
matrix exactly. For non-dilute porous media, Hashin (1962) has proposed an exact solution for
the effective behavior of a special class of linear-elastic composites known as the composite-sphere
(CSA) and composite-cylinder (CCA) assemblages, when subjected to hydrostatic loading. Hashin
and Shtrikman (1962a, 1962b, 1963) (HS) introduced a new variational principle that improved
considerably on the Voigt and Reuss bounds by assuming that the constituent phases are isotropically
distributed in the specimen. In addition to the HS bounds, the self-consistent (SC) approximation
was introduced by Hershey (1954) and Kro¨ner (1958) in the context of elastic polycrystals and was
extended to other types of elastic composites by Budiansky (1965) and Hill (1965b). A generalization
of these results in terms of variational principles was proposed by Willis (1977, 1978, 1981, 1982). In
particular, these principles involved information on the two-point statistics of the composite, which,
in turn, led to improved estimates for more general anisotropic microstructures and “particulate”
composites. By allowing the shapes of the inclusions to be different than the shapes of the spatial
distribution functions, Ponte Castan˜eda and Willis (1995) established variational approximations for
“particulate” composites with some explicit statistics that are realizable. Because of the variational
character of these estimates, they are free from some of the drawbacks that other approximations
exhibit such as that of Mori and Tanaka (1973), which can generate tensors of effective moduli that
fail to satisfy necessary symmetry requirements.
In addition to the above described linear theories, there has been much attention given to nonlinear
composites as well. The first methods for estimating the effective response of nonlinear composites
were developed in the context of polycrystal plasticity. Taylor (1938) obtained simple estimates,
analogous to the Voigt estimates in the linear case. Hill (1965a) proposed an incremental self-
consistent method for elasto-plastic polycrystals, which triggered several other schemes (Hutchinson,
1976; Berveiller and Zaoui, 1979). Following Willis work on linear composites, Talbot and Willis
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(1985) used a “linear homogeneous comparison” material to provide a generalization of the HS bounds
in the context of nonlinear composites. A more general class of nonlinear homogenization methods
has been introduced by Ponte Castan˜eda (1991) (see also Willis (1991) and Ponte Castan˜eda (1992)),
who obtained rigorous bounds by making use — via a suitably designed variational principle —
of an optimally chosen “linear comparison composite” (LCC) with the same microstructure as the
nonlinear composite. Michel and Suquet (1992) for porous media and Suquet (1993) for two-phase
media derived an equivalent bound independently in the context of power-law phases using Ho¨lder-
type inequalities, while Suquet (1995) made the observation that the optimal linearization in the
variational bound of Ponte Castan˜eda (1991) is given by the “secant” moduli evaluated at the second
moments of the local fields in each phase in the LCC. The connections between this method and the
Talbot-Willis procedure were explored by Willis (1992) and Talbot and Willis (1992).
Because the “variational” method delivers a rigorous bound, it tends to be relatively stiff for the
effective behavior of nonlinear composites. In this connection, Ponte Castan˜eda proposed the “tangent
second-order” (Ponte Castan˜eda, 1996) and the “second-order” method (Ponte Castan˜eda, 2002a),
which made use of more general types of linear comparison composites (anisotropic thermoelastic
phases). While the “variational” method provides a rigorous bound, the “second-order” methods
deliver stationary estimates. In fact, Ponte Castan˜eda and Willis (1999) showed that if the fourth-
order modulus tensor of the LCC is identified with the tangent moduli of the phases evaluated at
certain reference tensors, then the optimal choice of certain reference tensors is given by the first
moments of the local fields in the LCC. However, this does not mean that the choice made for the
modulus tensor in the LCC is optimal. On the other hand, the optimal linearization in the more
recent “second-order” method, which improves significantly on the previous methods, is identified
with generalized-secant moduli of the phases that depend on both the first and the second moments
of the local fields. The remarkable property of the “second-order” methods is their capability of
reproducing exactly the small-contrast expansion of Suquet and Ponte Castan˜eda (1993) to second
order. The main conclusions drawn by these and other works (Ponte Castan˜eda and Zaidman, 1996;
Ponte Castan˜eda and Suquet, 1998, 2001; Bornert et al., 2001; Ponte Castan˜eda, 2002b) is that
the LCC-based methods lead to estimates that are, in general, more accurate than those resulting
from the earlier methodologies mentioned above. However, all of these estimates remain overly stiff
in the case of porous power-law materials when they are subjected to high triaxial loadings (Ponte
Castan˜eda and Zaidman, 1994; Kailasam and Ponte Castan˜eda, 1998; Pastor and Ponte Castan˜eda,
2002).
In addition to the homogenization methods described previously, it is also important to mention
that there is a wide range of micromechanical models and special analytic results for linear and
nonlinear composites with specific microstructures, and particularly porous materials. As already
mentioned previously, Eshelby (1957) solved the problem of an ellipsoidal inclusion in an infinite,
isotropic, elastic matrix exactly. This work triggered numerous other attempts to obtain analytical
or numerical solutions for nonlinear materials with dilute concentration of voids. In particular, esti-
mating the response of a dilute, porous, nonlinear material received a lot of attention in several works.
These include the studies by McClintock (1968), Rice and Tracey (1969), Budiansky et al. (1982),
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Duva and Hutchinson (1984), Duva (1986), Fleck and Hutchinson (1986) and Lee and Mear (1991a,
1991b, 1992a, 1992b, 1992c). One of the drawbacks of those studies is the use of a stream function
technique, which is mainly applied to problems in two-dimensions or three-dimensions provided that
certain symmetries are preserved in the problem (e.g., spheroidal voids and axisymmetric loading
conditions aligned with the pore symmetry axis). On the other hand, the generalization of such a
technique to general three dimensional microstructures and loadings is not straightforward. A second
drawback of that approach, is related with the convergence of the numerical algorithms at sufficiently
high nonlinearities and triaxialities (Huang, 1991b). Nonetheless, those techniques revealed some of
the complex, albeit interesting, local phenomena that are observed in the nonlinear regime.
Based on the analysis of Rice and Tracey (1969), Gurson (1977) proposed a popular model for
non-dilute porous solids with ideally-plastic matrix phase by making use of the exact solution for
a shell (spherical or cylindrical cavity) subjected to hydrostatic loading, together with a uniform,
purely, deviatoric field. However, Gurson’s model was found to violate the rigorous variational bound
of Ponte Castan˜eda at low triaxialities. Based on those observations, Leblond et al. (1994) generalized
Hashin’s result in the nonlinear regime, while they improved on Gurson’s model by adjusting their
model to coincide with the variational bound at low triaxialities. This model has been successfully
extended to spheroidal voids and axisymmetric loading conditions (aligned with the symmetry of
the void) by Gologanu et al. (1993, 1994, 1997). This approach was further refined by, including
the studies of Gaˇraˇjeu et al. (2000), Flandi and Leblond (2005a,b) and Monchiet et al. (2007).
Nonetheless, these studies are based on prescriptions for a trial velocity field similar to the dilute
stream function methods discussed earlier. For this reason, a generalization of these techniques to
ellipsoidal microstructures and general loading conditions is not simple and to the best knowledge of
the author there exist no results for such cases.
In addition to the classical composites described previously, it is also possible to construct hetero-
geneous materials made out of sequentially laminated microstructures, which admit an exact solution.
The interest in composites with this type of microstructures is that, in the linear case, their effective
behavior has been shown by Frankfort and Murat (1986) and Milton (2002) to agree exactly with
the HS estimates, for any choice of the modulus tensors of the phases (provided that the phases
are “well-ordered”). For this reason, the “exact” estimates delivered for the nonlinear sequentially
laminated composites can be used to assess the accuracy of the aforementioned approximate general
LCC-based models considered in this work. In contrast, nonlinear sequential laminates have received
much less attention. Building on the work of deBotton and Ponte Castan˜eda (1992), deBotton and
Hariton (2002, 2005) obtained numerically exact results for high-rank, sequential laminates under
in-plane loadings. They have shown numerically that as the rank of the laminate becomes sufficiently
high, the effective behavior of the composite tends to be isotropic. These results have been extended
to three-dimensional microstructures by Idiart (2006). In this context, it is highly relevant to men-
tion that Idiart (2007) has recently shown that the sequentially laminated microstructures can be
used to obtain exactly the purely hydrostatic limit for porous materials with the CSA and CCA
microstructure.
All the aforementioned studies are mostly oriented towards the estimation of the instantaneous
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effective response of nonlinear composites. Nevertheless, viscoplastic porous composites, which is the
main topic of this work, can undergo finite deformations. Therefore, their microstructure is expected
to evolve in time during the deformation process. In this connection, it is worth mentioning that,
Aravas (1987) has developed a numerical algorithm which was based on the Gurson model to predict
the evolution of porosity under finite deformations. However, as already mentioned previously, the
Gurson model is constructed for isotropic microstructures, whereas evolution of microstructure, in
general, can lead to the development of anisotropy in the material, which in turn could have a signif-
icant effect on the effective response of the composite. For this reason, it is essential to complement
the above-mentioned homogenization methodologies with a framework allowing the characterization
of the evolution of microstructure.
In principle, the solution of the exact boundary value problem for the composite would provide
all the necessary information needed to describe the evolution of microstructure. However, this
procedure requires, as already mentioned in the beginning of the introduction, knowledge of the
exact location of the phases and very intensive full-field numerical simulations. On the other hand,
homogenization techniques are interested in establishing an estimate for the effective response of the
material whose microstructure is not deterministic and therefore, in describing the evolution of the
microstructure on average terms. In this connection, Ponte Castan˜eda and Zaidman (1994) proposed
a framework for determining the evolution of “volume” and “average shape” (i.e., average shape may
be identified to an ellipsoidal shape in general) of voids, by making use of the macroscopic and the
phase average strain-rates delivered by the “variational” homogenization method. These results were
further extended to reinforced composites by the same authors (Ponte Castan˜eda and Zaidman, 1996).
Kailasam and Ponte Castan˜eda (1998) provided a more general framework in order to incorporate
changes in the “average orientation” of the principal axes of the ellipsoidal voids, when the material is
subjected to general boundary conditions. Building on this work, Kailasam et al. (2000) and Aravas
and Ponte Castan˜eda (2004) proposed a “complete” constitutive model for porous metals subjected
to general three-dimensional finite deformations.
In addition to these studies in the framework of homogenization, there are several studies and
works concerned with evolution of microstructure in dilute and non-dilute porous materials by making
use of approximate models based on spherical and spheroidal shell calculations. As already mentioned
previously, the problem of evolution of a single inclusion in a nonlinear infinite matrix was studied
by Budiansky et al. (1982), Fleck and Hutchinson (1986) and Lee and Mear (1994, 1999). On
a separate development, Gologanu et al. (1993, 1994, 1997) (GLD) generalized Gurson’s model
to account for changes in the average shape of the voids (when voids are spheroidal). Gaˇraˇjeu et
al. (2000) proposed a model that incorporated distribution effects. Recently, Flandi and Leblond
(2005a, 2005b) generalized the GLD model in viscoplastic composites, while they obtained improved
results regarding the evolution of the shape parameter. However, all these methods are constrained
to spheroidal prolate or oblate voids and axisymmetric loading conditions aligned with the pore
symmetry axis, and in general, it is very difficult to extended them for more general ellipsoidal
microstructure and loading conditions as already mentioned previously.
The main objective of this work is to propose a general, three-dimensional model based on the
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“second-order” homogenization method of Ponte Castan˜eda (2002a) that is capable of estimating
accurately the effective behavior of viscoplastic porous solids, when these are subjected to finite
deformations. One of the main issues that are essential in this study is the improvement of this
new model relative to the earlier “variational” method for high triaxiality loading conditions, while
still being able to handle completely general loading conditions and ellipsoidal microstructures. In
summary, the goal of this study is to bridge the gap between the earlier “variational” method and
the more recent “second-order” method by being able to provide accurate estimates for porous media
in the entire range of loading conditions.
In the following, a brief description of the chapters of this dissertation is provided. Thus, the
next chapter (Chapter 2) is concerned with the theoretical aspects of this work. The main concepts
of homogenization in linear and nonlinear two-phase and porous media are discussed. Those include
the definition of the effective or macroscopic behavior of a random composite material subjected to
general loading conditions. In order to proceed to specific estimates for the effective behavior of the
composite, it is necessary to specify first the microstructure and the local constitutive behavior of
the phases. In the context of this work, the phases are described by a power-law stress potential
(or dissipation potential), whereas the microstructure is considered to be “particulate”. Next, we
provide homogenization estimates for “particulate” two-phase composite materials, whose phases
are described by linearly viscous and “thermo-viscous” constitutive laws. For this class of linear
“particulate” composites, use is made of the Willis estimates (1978) (Ponte Castan˜eda and Willis,
1995) to obtain explicit expressions for their effective behavior, as well as the corresponding phase
average and second moments of the fields. For the determination of the effective behavior of nonlinear
two-phase media, we make use of the “variational” method by Ponte Castan˜eda (1991) and the
“second-order” variational formulation by Ponte Castan˜eda (2002a). These variational formulations
make use of an optimized linear comparison composite (LCC), which has the same microstructure as
the nonlinear one. In turn, this allows the use of any already available homogenization method to
estimate the effective behavior of the linear two-phase (or porous) medium to generate corresponding
estimates for the nonlinear two-phase (or porous) medium. Once the LCC is defined, then we describe
the “variational” and the “second-order” method in the context of particulate composite materials. In
the sequel, expressions are provided for the estimation of the phase average fields, which are necessary
for the determination of the evolution of the microstructure. In this connection, evolution laws are
provided for the corresponding microstructural variables. Finally, the aforementioned analysis is
specialized for the case of porous media with ideally-plastic matrix phase, where conditions for shear
localization instabilities are also provided.
In Chapter 3, we attempt to describe briefly earlier models proposed in the context of porous ma-
terials and have been extensively used in the literature. Firstly, the well-known Gurson (1977) model
is described. This model makes use of the exact solution for a shell (spherical or cylindrical cavity)
under hydrostatic loadings, suitably modified, to obtain estimates for the effective behavior of solids
with ideally-plastic matrix phase with isotropic or transversely isotropic distributions of porosity.
Next, we describe the methodology adopted by Budiansky et al. (1982) (see also McClintock, 1968;
Rice and Tracey, 1969) in the context of dilute isotropic viscoplastic porous media. This method is
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based on the minimum variational principle of velocities as stated by Hill (1956). Next, the studies
by Fleck and Hutchinson (1986) and Lee and Mear (1992) are briefly discussed. In these studies,
the authors generalized the above mentioned method in the case of dilute porous media consisting of
long cylindrical pores with elliptical cross-section. This spectral methods are concluded by describing
briefly the work of Lee and Mear (1992c, 1994) in the context of dilute porous media containing
spheroidal voids. On a separate development, several authors such as Gologanu et al. (1993, 1994,
1997), Leblond et al. (1994), Gaˇraˇjeu et al. (2000), Flandi and Leblond (2005) and Monchiet et al.
(2007) have made an attempt to generalize the Gurson model in the case of spheroidal microstruc-
tures and axisymmetric loading conditions (aligned with the pore symmetry axis). These models are
briefly discussed and several comments are made in this context. In the sequel, we describe the deter-
mination of the effective behavior of high-rank sequentially laminated porous materials as discussed
by deBotton and Hariton (2002) and Idiart (2006) (see Ponte Castan˜eda, 1992), which constitute
appropriate composite materials to access the accuracy of LCC-based homogenization methods, as
already mentioned previously. Finally, we present briefly a unit-cell finite element calculation made
in the context of porous media with cylindrical or spherical voids, subjected to plane-strain and ax-
isymmetric loading conditions, respectively. These results will be used to compare the evolution of
microstructure as predicted by the corresponding “second-order” and “variational” homogenization
methods.
Chapter 4 constitutes the beginning of a series of chapters that are related with the application
of the above mentioned methods in the context of viscoplastic porous materials. In particular, this
chapter deals with the estimation of the instantaneous behavior of porous media consisting of cylin-
drical pores aligned in the 3−direction and distributed randomly in the plane 1−2, that are subjected
to plane-strain loading conditions. The cross-section of the pores can be circular or elliptical, such
that the overall behavior of the composite is transversely isotropic or anisotropic, respectively. Both
cases are studied, while the “second-order” and “variational” estimates are compared with results
derived by the models described in Chapter 3. Special attention is given on the effect of the as-
pect ratio on the overall behavior of the porous material. First, results are shown for the case of
transversely isotropic porous media subjected to plane-strain isochoric loadings, where we study the
dependence of the effective properties of the composite on the nonlinearity of the matrix phase and
the volume concentration (i.e., porosity) of the voids. Next, use is made of the new “second-order”
model, proposed in this thesis, to derive improved estimates for transversely isotropic porous media.
In this context, the new model is compared with available estimates provided by models described in
Chapter 3. Finally, the chapter concludes with the study of the instantaneous effective behavior of
porous materials consisting of cylindrical voids with elliptical cross-section.
Chapter 5 is a natural continuation of Chapter 4 in the context of finite deformations. More specif-
ically, in this chapter we make use of the results developed in the preceding chapter 4 to estimate the
evolution of microstructure when the porous material is subjected to plane-strain loading conditions.
The “second-order” and “variational” estimates are initially compared with dilute estimates obtained
by Lee and Mear (1992b), while they are also compared with unit-cell finite element calculations for
dilute concentration of voids. Moreover, it has been possible to compare the “second-order” and the
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“variational” estimates with finite element predictions for simple shear loading conditions. In this
case, the loading induces a change of the orientation of the principal axes of the voids, and thus the
material becomes fully anisotropic in the plane. Finally, the chapter concludes with the study of
possible development of instabilities in the context of porous media with ideally-plastic matrix phase.
For comparison, the Gurson (1977) model is also included in this last application.
Chapter 6 deals with the instantaneous effective behavior of porous media consisting of spherical
or ellipsoidal voids that are subjected to general loading conditions. The “second-order” and the
“variational” methods are compared with many of the models described in Chapter 3. Initially,
we provide results for isotropic dilute and non-dilute porous media subjected to isochoric and more
general loading conditions, where a complete study of the effect of the nonlinearity of the matrix and
the concentration of voids on the effective behavior of the composite is made. Next, an attempt is
made to establish the importance of non-spherical void shapes on the instantaneous effective response
of porous media, where the new “second-order” model is compared with corresponding estimates
obtained by the Flandi and Leblond (2005) model. Finally, the new “second-order” model is used to
study the effect of the misorientation of the voids on the macroscopic response of porous materials.
Chapter 7 is concerned with the estimation of the evolution of microstructure in porous materials
with spherical or ellipsoidal voids subjected to general loading conditions. Firstly, we make an
attempt to compare the new “second-order” model and the “variational” method with estimates for
dilute porous media consisting of spheroidal voids delivered by Lee and Mear (1994), in the case
of axisymmetric loading conditions. For further validation of the new “second-order” model, unit-
cell finite element calculations are performed for various stress triaxialities and nonlinearities and
are used as a test case for the homogenization methods studied in this work. Next, a thorough
comparison of the nonlinear homogenization estimates, the finite element calculations and the Flandi
and Leblond (2005) model is provided for a high value of the nonlinear exponent and axisymmetric
loading conditions. In the sequel, the “second-order” model is used to predict the evolution of the
microstructure and the effective behavior of initially anisotropic porous media with ideally-plastic
matrix phase. The effect of the initial misorientation of the voids in the evolution of the microstructure
and the effective behavior is examined through several loading conditions. Finally, the “second-order”
model is used to predict shear localization instabilities in the context of porous media with ideally-
plastic matrix phase. For comparison, corresponding estimates obtained by the “variational” method
are also included.
Finally Chapter 8 provides a brief summary of the main findings of this work together with some
concluding remarks, as well as some prospects for future work.
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Chapter 2
Theory
2.1 Effective behavior
This chapter deals with the determination of the “effective behavior” of two-phase viscoplastic com-
posites, and particularly of viscoplastic porous materials with “particulate” microstructures. The
framework to be developed accounts for the evolution of the microstructure, which results from the
finite changes in geometry that are induced by the applied loading conditions. The main purpose
of this study is to develop constitutive models for viscoplastic porous materials that are capable of
handling:
• the nonlinear response of the porous medium,
• microstructural information, such as the volume fraction, the average shape and orientation of
the voids,
• the evolution of microstructure,
• possible development of instabilities.
Moreover, these models need to be simple and robust enough to be easily implemented in finite
element codes.
The framework that is discussed in the context of this chapter is based on the nonlinear “varia-
tional” and “second-order” homogenization methods developed by Ponte Castan˜eda (1991, 2002a),
respectively. The main idea behind these theories is the construction of suitable variational principles
that make use of a “linear comparison composite” (LCC). The theories discussed in the following
will be applied to estimate the effective behavior and microstructure evolution in viscoplastic porous
materials subjected to general loading conditions.
More specifically, it is convenient to discuss first the case of general two-phase heterogeneous
materials, whose properties vary from point to point on a length scale that is much smaller than
the scale of the specimen under consideration and the scale of variation of the applied boundary
conditions. This assumption is known as the “separation of length scales” and is mainly introduced
when a heterogeneous material can be regarded as a homogeneous material in the macroscopic scale
with some effective properties. In addition, the region in the material, where the microstructure is
considered to be statistically uniform, is called a “representative volume element” (RVE).
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In this regard, we consider an RVE Ω of a two-phase heterogeneous medium with each phase
occupying a sub-domain Ω(r) (r = 1, 2). It is convenient to introduce here the notation 〈·〉 and 〈·〉(r)
to define volume averages over the RVE (Ω) and the phase r (Ω(r)), respectively. The local behavior
of the phases is characterized by convex stress potentials U (r), such that the local behavior of the
composite U(x,σ) is written as:
U(x,σ) =
2∑
r=1
χ(r)(x)U (r)(σ) (2.1)
where the characteristic (or distribution) functions χ(r) are used to describe the distribution of the
phases (i.e., the microstructure) in the current configuration. These functions take values equal to
1 if x ∈ Ω(r) and zero otherwise. It is important to remark here that for random materials, which
is the focus of this study, the distribution functions χ(r) are not known precisely and they can only
be defined in terms of n−point statistics. Thus, the local constitutive behavior of the composite and
the phases can be defined by the relation between the Cauchy stress σ and the Eulerian strain-rate
D via
D(x) =
∂U(x,σ)
∂σ
, ∀x ∈ Ω and D(r) = ∂ U
(r)(σ)
∂ σ
, r = 1, 2. (2.2)
Here, the strain-rate D(x) is the symmetric part of the velocity gradient L = ∇v expressed in stan-
dard notation asD = [∇v+(∇v)T ]/2, whereas, for later use, we may also introduce the corresponding
spin tensor Ω(x) as the skew-symmetric part of this velocity gradient such that Ω = [∇v−(∇v)T ]/2.
In addition, it is useful to define the following local constitutive function
Mt(x) =
∂D(x)
∂σ(x)
=
∂2U(x,σ)
∂σ ∂σ
∀x ∈ Ω,
M(r)t =
∂D(r)
∂σ(r)
=
∂2U (r)(σ)
∂σ ∂σ
, r = 1, 2, (2.3)
where Mt is a fourth-order tensor that preserves both the minor and major symmetries and is used
to describe the incremental response of the heterogeneous medium and the phases at a given instant.
Under the hypotheses of statistical uniformity and the aforementioned separation of length-scales,
the effective stress potential U˜ of the two-phase heterogeneous medium is defined by (Hill, 1963;
Hutchinson, 1976):
U˜(σ) = min
σ∈S(σ)
〈U(x,σ)〉 =
2∑
r=1
c(r) min
σ ²S(σ)
〈U (r)(σ)〉(r), (2.4)
where
S (σ) = {σ, divσ = 0 in Ω, 〈σ〉 = σ}, (2.5)
is the set of statically admissible stresses that are compatible with the applied average stress σ. In
this connection, the quantities c(r) = 〈χ(r)〉 represent the volume fractions of the given phases and
thus they satisfy the identity
2∑
r=1
c(r) = 1. In analogy to the local constitutive behavior provided in
relation (2.2), and by making use of Hill’s lemma (Hill, 1963), the instantaneous relation between the
average Cauchy stress, σ = 〈σ〉, and the average Eulerian strain-rate, D = 〈D〉, is given by
D =
∂ U˜
∂ σ
(σ). (2.6)
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This last relation provides a constitutive law for the two-phase material at each instant in time,
provided that the microstructure is known. As already mentioned in the introduction, the materials
considered here can undergo finite deformations, and as a consequence their microstructure is expected
to evolve in time. Thus, their effective behavior will change in time due to the changes in the
microstructure. For this reason, it is important to note that for a complete description of the problem,
we also need to provide relations for the evolution of the microstructure. Such expressions will be
given in a later section.
On the other hand, the above-described analysis can also be made in the context of a dissipation
potentialW (r)(D), which is dual (by means of the Legendre-Fenchel transform) to the stress potential
U (r)(σ) and is given by
W (r)(D) = max
σ
{
σ ·D − U (r)(σ)
}
, r = 1, 2 (2.7)
such that
σ(r) =
∂W (r)(D)
∂D
, r = 1, 2. (2.8)
The effective behavior can then be defined in terms of the effective dissipation potential by
W˜ (D) = min
D ∈K(D)
=
2∑
r=1
c(r)〈W (r)(D)〉(r), (2.9)
where K(D) is the set of kinematically admissible strain-rate fields given by
K(D) =
{
D | there is v where D = 1
2
[
∇v + (∇v)T
]
in Ω, v = Lx on ∂Ω
}
. (2.10)
Here, L is the macroscopic velocity gradient, while the macroscopic strain-rate D and spin Ω are
given by
D =
1
2
[
L+L
T
]
, and Ω =
1
2
[
L−LT
]
. (2.11)
In turn, the effective constitutive behavior of the material is given by
σ =
∂ W˜
∂D
(D). (2.12)
This description for the effective behavior of a heterogeneous material in terms of W˜ is equivalent to
the one described in relation (2.4) in terms of the effective stress potential U˜ . In the present work,
where the focus is on porous materials, it is convenient to make use of the effective stress potential
U˜ instead of the dissipation potential W˜ , and thus no explicit results will be given for W˜ in the rest
of the text.
In summary, the problem of estimating the effective behavior of two-phase nonlinear composites
is equivalent to that of estimating the function U˜ in relation (2.4). Nonetheless, computing these
functions exactly is an extremely difficult task, which would require, in general, an intensive full-field
numerical simulation assuming that the exact location of the phases in the RVE is known. However,
in most of the cases, the microstructure is not fully deterministic, and thus, the exact location of
the phases in the RVE is not known. For this reason, in this work, we will make use of a variational
homogenization technique to be discussed in the following sections.
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2.2 Application to porous materials
The framework described in the previous section is general and applies to any two-phase heterogeneous
medium, including the case of a two-phase porous medium, which is the main subject of this work.
In this regard, we consider the RVE Ω to be a two-phase porous medium with each phase occupying
a sub-domain Ω(r) (r = 1, 2). The vacuous phase is identified with phase 2, whereas the non-vacuous
phase (i.e., matrix phase) is denoted as phase 1. For later reference, the brackets 〈·〉 and 〈·〉(r) are
used to denote volume averages over the RVE (Ω) and the phase r (Ω(r)), respectively. Following
definitions (2.2), the local behavior of the matrix phase is characterized by an isotropic, convex stress
potential U (1) ≡ U , such that the corresponding Cauchy stress σ and the Eulerian strain-rate D are
related by
D =
∂ U(σ)
∂ σ
, (2.13)
whereas the corresponding stress potential of the porous phase U (2) is equal to zero. Then, it follows
from definition (2.4) that the effective stress potential U˜ for a porous medium can be reduced to
U˜(σ) = (1− f) min
σ ²S(σ)
〈U(σ)〉(1). (2.14)
In this expression, f = c(2) and 1 − f = c(1) are the volume fractions of the porous (i.e., porosity)
and the matrix phases, respectively and
S (σ) = {σ, divσ = 0 in Ω, σ n = 0 on ∂ Ω(2), 〈σ〉 = σ}, (2.15)
is the set of statically admissible stresses that are compatible with the average stress σ and zero
tractions on the surface of the voids. The effective constitutive relation between the average Cauchy
stress, σ = 〈σ〉, and the average Eulerian strain-rate, D = 〈D〉 is given by relation (2.6).
As already remarked previously, estimating the effective stress potential U˜ given by (2.14) for a
nonlinear porous material requires further information about the location of the phases in the RVE.
For this reason, in the following subsection, we introduce the notion of a “particulate” microstructure,
which is appropriate for the class of porous materials to be considered here.
2.2.1 Particulate Microstructures
In most of the cases involving random composite materials, the physical properties of the media vary
not only with position x but also from sample to sample. In general, for the complete determination
of the location of the phases and hence the microstructure, we need to specify the functions χ(r)(x)
for all x in Ω. However, this is not possible in most of the cases of random composites and thus
the description of such materials can be achieved via n−point correlation functions, with n being a
finite integer number. On the other hand, these random systems can be considered to be statisti-
cally uniform (Willis, 1982), which implies that the n−point correlation functions are insensitive to
translations. For such media, it is usual to make an assumption of ergodic type, which yields that
local configurations occur every any one specimen with the frequency with which they occur over a
single neighborhood in an ensemble of specimens. Thus, ensemble averages can be replaced by volume
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averages, and hence the one-point statistics simply provide information about the volume fraction of
the phases. For instance, the porosity is defined in terms of the distribution functions by f = 〈χ(2)〉.
On the other hand, the two-, three-, or n-point statistics provide information about the relative
position of the phases in Ω. In the present study, we make use of homogenization methods (Hashin
and Shtrikman, 1963; Willis, 1977; Willis, 1978; Ponte Castan˜eda and Willis, 1995) that involve
information up to two-point statistics, although there exist theories that make use of three-point
statistics (Beran, 1965; Kro¨ner, 1977; Milton, 1982; Willis, 1981), which are fairly complicated and
will not be used here. To begin with, Willis (1977) proposed a general description of the microstructure
in terms of the two-point correlation function, which can exhibit, for example, isotropic or ellipsoidal
symmetry in the space. This formulation allowed the author to obtain bounds on the effective
response of the composite, while explaining the Hashin-Shtrikman (1963) variational principle for
isotropic composites in a rigorous mathematical way.
(a) (b)
Figure 2.1: Representative volume element of a “particulate” porous medium. Ellipsoidal voids distributed
randomly with “ellipsoidal symmetry.” The solid ellipsoids denote the voids, and the dashed ellipsoids, their
distribution.
In a later work, Willis (1978) considered the case of a composite that comprises a matrix phase
in which are embedded inclusions of known shapes and orientation. This description represents a
“particulate” microstructure and is a generalization of the Eshelby (1956) dilute microstructure in
the non-dilute regime. It is important to note that this representation is a subclass of the above-
mentioned more general description (Willis, 1977) of a two-phase heterogeneous material, whose
phases are simply described by the two-point correlation function. More specifically, a “particulate”
composite consists of inclusions with known shapes and orientations, whereas the two-point correlation
function provides information about the distribution of the centers of the inclusions. For instance,
Fig. 2.1 shows schematically a representation of a “particulate” microstructure consisting of ellipsoidal
inclusions (solid lines) with known shapes and orientations distributed randomly in a matrix phase
with ellipsoidal symmetry (dashed ellipsoids). In the original work, Willis (1978) considered that the
shape and orientation of the inclusions is the same with the shape and orientation of the distribution
function, as shown in Fig. 2.1a. However, due to the heterogeneity in the strain-rate fields in the
“particulate” composite, the shape of the inclusions and the shape of their distribution function
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is expected, in general, to change in different proportions during the deformation process. In this
connection, Ponte Castan˜eda and Willis (1995) generalized the study of Willis (1978) for particulate
microstructures by letting the shapes of the inclusions and their distribution to have different shapes
and orientation, as shown in Fig. 2.1b, and therefore to evolve in a different manner.
( )3n
( )2n( )1n
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2
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ellipsoidal void
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Figure 2.2: Representative ellipsoidal void.
In the following, the discussion is restricted to porous media, however, the foregoing definitions
hold for any type of inclusion phase (e.g., fiber reinforced media). As already remarked in the previous
paragraph, we need to define microstructural variables that describe the shape and orientation of the
voids and their distribution function (Ponte Castan˜eda and Willis, 1995). Nevertheless, the effect of
the shape and orientation of the distribution function on the effective behavior of the porous material
becomes less important at low and moderate porosities (Kailasam and Ponte Castan˜eda, 1998), due to
the fact that the contribution of the distribution function is only of order two in the volume fractions
of the inclusions. Since, this work is mainly concerned with low to moderate concentrations of the
voids, for simplicity, we will make the assumption, which will hold for the rest of the text, that the
shape and orientation of the distribution function is identical to the shape and orientation of the
voids, as shown in Fig. 2.1a, and hence it evolves in the same fashion when the material is subjected
to finite deformations. The basic internal variables characterizing the state of the microstructure are:
1. the volume fraction of the voids or porosity f = V2/V, where V = V1 + V2 denotes the total
volume, with V1 and V2 being the volume occupied by the matrix and the vacuous phase,
respectively,
2. the two aspect ratios w1 = a3/a1, w2 = a3/a2 (w3 = 1), where 2 ai with i = 1, 2, 3 denote the
lengths of the principal axes of the representative ellipsoidal void,
3. the orientation unit vectors n(i) (i = 1, 2, 3), defining an orthonormal basis set, which coincides
with the principal axes of the representative ellipsoidal void.
The above set of the microstructural variables is denoted as
sα = {f, w1, w2, n(1), n(2), n(3) = n(1) × n(2)}. (2.16)
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A schematic representation of the above-described microstructure is shown in Fig. 2.2. In turn, the
vectors n(i) can be described in terms of three Euler angles, which correspond to three rotations with
respect to the laboratory frame axes e(i), such that
n(i) = Rψ e(i), with Rψ = Rψ3 Rψ2 Rψ1 . (2.17)
In this expression,Rψ is a proper orthogonal matrix, defined in terms of three other proper orthogonal
matrices given by
Rψ1 =

1 0 0
0 cosψ1 sinψ1
0 − sinψ1 cosψ1
 ,
Rψ2 =

cosψ2 0 sinψ2
0 1 0
− sinψ2 0 cosψ2
 , (2.18)
Rψ3 =

cosψ3 sinψ3 0
− sinψ3 cosψ3 0
0 0 1
 ,
where ψ1, ψ2 and ψ3 are three Euler angles, which denote rotation of the principal axes of the ellipsoid
about the 1−, 2− and 3− axis, respectively.
Now, the shape and orientation of the voids, as well as the shape and orientation of the two-
point correlation function can be completely characterized by a symmetric second-order tensor Z
introduced by Ponte Castan˜eda and Willis (1995) (see also Aravas and Ponte Castan˜eda (2004)),
which is given in terms of the two aspect ratios and the three orientation vectors shown in Fig. 2.2,
such that
Z = w1 n(1) ⊗ n(1) + w2 n(2) ⊗ n(2) + n(3) ⊗ n(3), det(Z) = w1 w2. (2.19)
Note that this assumption could be relaxed by allowing the shapes and orientation of the inclusions
and of their distribution functions to be described by two different tensors Z (Ponte Castan˜eda and
Willis, 1995). However, this more general configuration is not adopted here, for the reasons explained
in the previous paragraphs.
In this class of particulate microstructures, some special cases of interest could be identified.
Firstly, when w1 = w2 = 1, the resulting porous medium exhibits an overall isotropic behavior,
provided that the matrix phase is also characterized by an isotropic stress potential. Secondly, if
w1 = w2 6= 1, the corresponding porous medium is transversely isotropic about the n(3)−direction,
provided that the matrix phase is isotropic or transversely isotropic about the same direction. For
this special configuration of the microstructure, i.e., for w1 = w2 6= 1 with an isotropic matrix phase,
several studies have been performed by several authors (Gologanu et al., 1993, 1994, 1997; Leblond
et al., 1994; Gaˇraˇjeu et al. 2000; Flandi and Leblond, 2005a, 2005b; Monchiet et al., 2007).
Apart from the simple cases discussed previously, it is relevant to explore other types of particulate
microstructures, which can be easily derived by appropriate specialization of the aforementioned
variables sa (Budiansky et al., 1982). In this regard, the following cases are considered:
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Figure 2.3: Representative ellipsoidal void in the case of cylindrical microstructures.
• a1 → ∞ or a2 → ∞ or a3 → ∞. Then, if the porosity f remains finite, the cylindrical
microstructure is recovered, whereas if f → 0, a porous material with infinitely thin needles
is generated. Thus, the corresponding microstructural variables may be reduced to one aspect
ratio w, defined appropriately (in this work we choose a3 → ∞ and hence w = a2/a1), and
one angle of orientation, denoted as ψ, defined on the plane 1 − 2 (see Fig. 2.3). The in-
plane components of the orientation vectors are given by n(1) = cosψ e(1) + sinψ e(2) and
n(2) = − sinψ e(1) + cosψ e(2), with e(1) and e(2) denoting a fixed frame of reference on the
plane, as shown in Fig. 2.3.
• a1 → 0 or a2 → 0 or a3 → 0. Then, if the porosity f remains finite, the laminated microstructure
is recovered (or alternatively a “porous sandwich”), whereas if f → 0, a porous material with
penny-shaped cracks is formed and thus the notion of density of cracks needs to be introduced.
This special case will not be studied separately from the general three-dimensional case. Instead,
this microstructure can be recovered when the porous material is subjected to special type of
loading conditions.
To summarize, the set of the above-mentioned microstructural variables sa provide a general
three-dimensional description of a particulate porous material. It is evident that in the more general
case, where the aspect ratios and the orientation of the ellipsoidal voids are such that w1 6= w2 6= 1
and n(i) 6= e(i), the porous medium becomes highly anisotropic and estimating the effective response
of such a material exactly is a real challenge. However, linear and nonlinear homogenization methods
have been developed in the recent years that are capable of providing estimates and bounds for the
effective behavior of such particulate composites. In the following sections, use of these techniques
will be made to obtain estimates for viscoplastic porous media.
2.2.2 Constitutive behavior of the matrix phase
In order to proceed to specific results for nonlinear porous media, we need to define the constitutive
relation that describes the local behavior of the matrix phase. In this regard, the matrix phase is
described by an isotropic, viscoplastic stress or dissipation potential, U or W , respectively. The
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general, compressible form of these potentials will be taken to be
U(σ) =
1
2κ
σ2m +
ε˙o σo
n+ 1
(
σeq
σo
)n+1
and W (D) =
9
2
κD2m +
ε˙o σo
m+ 1
(
Deq
ε˙o
)m+1
. (2.20)
The scalars σo and ε˙o denote the flow stress of the matrix phase and a reference strain-rate, while
the mean and von Mises equivalent stress and strain-rate are defined by
σm =
1
3
σii, σeq =
√
3
2
σ′ · σ′ and Dm = 13 Dii, Deq =
√
2
3
D′ ·D′, (2.21)
respectively, with i = 1, 2, 3. The deviatoric stress σ′ and strain-rate D′ tensors are given by
σ′ = σ − σm I, and D′ =D −Dm I. (2.22)
The nonlinearity of the matrix phase is introduced through m = 1/n, which denotes the strain-rate
sensitivity parameter and takes values between 0 and 1. Note that the two limiting values m = 1 (or
n = 1) and m = 0 (or n→∞) correspond to linear and ideally-plastic behaviors, respectively.
However, in most cases of interest, the matrix phase is incompressible, i.e., κ → ∞, and there-
fore, the incompressibility limit needs to be considered in relation (2.20). The resulting stress and
dissipation potentials take the simple power-law form
U(σ) =
ε˙o σo
n+ 1
(
σeq
σo
)n+1
and W (D) =
ε˙o σo
m+ 1
(
Deq
ε˙o
)m+1
, Dm = 0. (2.23)
Note that, in this last expression, U and W are homogeneous functions of degree n+ 1 and m+ 1 in
the stress σ and strain-rate D, respectively. Use of this homogeneity property will be made in the
following sections to define the effective behavior of porous materials.
2.2.3 Effective behavior of viscoplastic porous media
The effective behavior of a porous material has been defined in the general context of equation (2.14).
Now, by making use of the homogeneity property of the local (incompressible) stress potential in
(2.23), we can show† that the effective stress potential U˜ , in relation (2.14), is a homogeneous function
of degree n+1 in the macroscopic stress σ. This property can be expressed by the following relation:
U˜(σ) =
ε˙o σo
n+ 1
ĥ(XΣ,σ ′/σeq; sα)
(
σeq
σo
)n+1
, (2.24)
where sα are the microstructural variables defined by (2.16), ĥ is a scalar function that is homogeneous
of degree zero in the macroscopic stress σ and XΣ is the stress triaxiality given by
XΣ =
σm
σeq
, σm = σii/3, i = 1, 2, 3. (2.25)
Note that when XΣ →∞ the loading is purely hydrostatic such that σ = σm I.
In the following, we specialize this last result in two cases of interest; (a) for isotropic porous
materials consisting of spherical voids (i.e., w1 = w2 = 1), and (b) for transversely isotropic porous
†To prove that U˜ is positively homogeneous of degree n+1, it suffices to note that U(λσ) = λn+1 U(σ) in relation
(2.14).
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media consisting of cylindrical voids with circular cross-section (see Fig. 2.3) subjected to plane-strain
loading conditions. In the first case, the effective stress potential U˜ in (2.24) should depend on all
three stress invariants and the porosity f . This implies that
U˜(σ) =
ε˙o σo
n+ 1
ĥ(XΣ, θ; f)
(
σeq
σo
)n+1
, θ =
27
2
det
(
σ ′
σeq
)
, (2.26)
where θ is the Lode angle (see Kachanov, 1971) and is related to the third invariant of the macroscopic
stress tensor.
On the other hand, the effective stress potential associated with transversely isotropic porous
media consisting of aligned cylindrical voids can be further simplified for plane-strain loading by
noting that it is a function of the first two invariants of the macroscopic stress tensor and the porosity
f . The reason for this lies in the fact that the total energy of the material depends on the in-plane
deformation modes for plane-strain loadings and therefore is independent of the determinant of σ
such that
U˜(σ) =
ε˙o σo
n+ 1
ĥ(XΣ; f)
(
σeq
σo
)n+1
. (2.27)
These two expressions have been introduced here since they constitute important special cases in the
context of power-law materials as defined by relation (2.23).
2.2.4 Gauge function
For later reference, it is expedient to introduce here the notion of the gauge function and the gauge
factor. Using the homogeneity of the effective stress potential U˜ in σ from relation (2.24), it is
convenient to introduce the so-called gauge factor Γn (the subscript being used to denote dependence
on the nonlinear exponent n), such that (Leblond et al., 1994)
U˜(σ; sα) =
ε˙o σo
n+ 1
(
Γn(σ; sα)
σo
)n+1
. (2.28)
It is then sufficient to study only one of the equipotential surfaces {σ, U˜(σ) = const}, i.e., the
so-called gauge surface Pn of the porous material defined by (Leblond et al., 1994)
Pn ≡
{
Σ, U˜(Σ; sα) =
ε˙o σ
−n
o
n+ 1
}
. (2.29)
Consequently, the value of U˜ for any stress tensor σ is given by (2.28), with Γn satisfying the relation
σ = Γn(σ; sα)Σ or Σ =
σ
Γn(σ; sα)
. (2.30)
Note that Γn is homogeneous of degree one in σ, and therefore Σ is homogeneous of degree zero in
σ.
In view of relation (2.29) and the definition of the gauge factor Γn in (2.28), it is pertinent to
define the gauge function Φ˜n, which provides the equation for the gauge surface via the expression
Σ ∈ Pn ⇐⇒ Φ˜n(Σ; sα) = Γn(Σ; sα)− 1 = 0. (2.31)
The subscript n has been used to indicate that the gauge function depends explicitly on the nonlinear
exponent of the matrix phase. The above definitions of the gauge surface and the gauge function
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are analogous to the corresponding well known notions of the yield function and the yield surface in
the context of ideal-plasticity. Such discussion is made in the following subsection, where the case of
ideal-plasticity is considered separately.
Making use of the above definitions, we can redefine the stress triaxiality XΣ in terms of Σ as
XΣ = Σm/Σeq, Σeq =
√
3Σ
′ ·Σ ′/2, Σm = Σii/3, i = 1, 2, 3, (2.32)
where Σm and Σeq denote the mean and equivalent part of Σ.
On the other hand, it follows from definitions (2.6) and (2.28) that
D = ε˙o
(
Γn(σ; sα)
σo
)n
∂Γn(σ; sα)
∂σ
, or E =
D
ε˙o (Γn(σ; sα)/σo)
n , (2.33)
where E is a suitably normalized macroscopic strain-rate that is homogeneous of degree zero in σ.
Note that the terms ∂Γn/∂σ and ε˙o (Γn/σo)
n in (2.33) correspond to the direction and the magnitude,
respectively, of D. In turn, the strain-rate triaxiality is given by
XE = Em/Eeq, Eeq =
√
2E
′ ·E ′/3, Em = Eii/3, i = 1, 2, 3, (2.34)
where Em and Eeq denote the normalized, hydrostatic and von Mises equivalent strain-rates, while
E ′ is the deviatoric part of the normalized strain-rate E.
2.2.5 Porous media with ideally-plastic matrix phase: general expressions
A special, albeit important, case of the above mentioned viscoplastic behavior is the one of ideal-
plasticity obtained by letting n→∞ or m→ 0. It follows directly from relation (2.23) that the stress
potential of the matrix phase is defined in the ideally-plastic limit as
U(σ) =
 0, if σeq/σo ≤ 1∞, otherwise, (2.35)
which implies that the yield function can be expressed as
Φ(σ) = σeq − σo, (2.36)
such that the yield surface is given by Φ(σ) = 0. As already expected, the matrix phase is described
by the well-known von Mises yield criterion in the limit of ideal-plasticity.
Now, making use of definition (2.28) in the ideally-plastic limit, the effective stress potential U˜ of
the porous medium becomes (Suquet, 1983, 1993)
U˜(σ; sα) =
 0, if Γ∞(σ; sα)/σo ≤ 1,∞, otherwise, (2.37)
which implies that the equation describing the yield locus is
Γ∞(σ) = σo. (2.38)
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Note further that, by making use of the last criterion together with definition (2.30), it is readily
derived that
Σ =
σ
σo
, (2.39)
in the limit as n → ∞. Then, it follows from (2.31), that, in the ideally-plastic limit, the gauge
function may be expressed as
Φ˜∞(Σ; sα) = Γ∞(Σ; sα)− 1 = Γ∞(σ/σo; sα)− 1 = Φ˜∞(σ/σo; sα), (2.40)
so that Φ˜∞(Σ) = 0 defines the corresponding gauge surface
P∞ ≡
{
Σ, Γ∞(Σ; sα) = 1
}
. (2.41)
For later use, it is convenient to define the yield criterion in terms of the macroscopic stress σ.
This can be easily extracted from (2.40) by making use of the fact that Γ∞ is a positively homogeneous
function of degree one in its arguments, such that
Φ˜(σ; sα) = σo Φ˜∞(σ; sα) = σo Γ∞(σ/σo; sα)− σo = Γ∞(σ; sα)− σo. (2.42)
Thus, Φ˜(σ) = 0 is the equation describing the yield surface
P ≡ {σ, Γ∞(σ; sα) = σo} , (2.43)
which is nothing else but an homothetic expansion by a factor of σo of the gauge surface P∞. In
other words, the locus of the points in P∞ can simply be constructed by normalizing the locus of
points in P by σo (see (2.39)).
In this regard, it follows from (2.42) that the corresponding macroscopic strain-rate D is defined
by
D = Λ˙
∂Φ˜
∂σ
= Λ˙
∂Γ∞(σ; sα)
∂σ
, (2.44)
where Λ˙ is a non-negative parameter known as the plastic multiplier to be determined by the consis-
tency condition ˙˜Φ. Note that the normalized strain-rate tensor E can be defined simply as
E =
D
Λ˙
=
∂Γ∞(σ; sα)
∂σ
, (2.45)
which is in accordance with the corresponding definition in (2.33) for finite nonlinearities.
In turn, the consistency condition provides information about the incremental response of the
porous material and, by making use of the fact that Φ˜ is an isotropic function of its arguments, one
finds that (Dafalias, 1985)
˙˜Φ =
∂Φ˜
∂σ
· Oσ + ∂Φ˜
∂sα
O
sα = 0. (2.46)
In this expression, the symbol
O
() has been used to denote the Jaumann rate of a given quantity, while
O
sα = {f˙ , w˙1, w˙2, On (1), On (2), On (3)}. (2.47)
Here, the “dot” symbol has been used to denote time derivatives. It will be shown in a later section
that the quantities
O
sα are proportional to the magnitude of the macroscopic strain-rate D, i.e., to
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the plastic multiplier Λ˙. This proportionality (considered as given here) allows us to define a scalar
function, known as the Jaumann hardening rate HJ , which is independent of Λ˙, via
Λ˙HJ = − ∂Φ˜
∂sα
O
sα. (2.48)
The Jaumann hardening rate is an objective measure of the geometrical softening or hardening of
the porous material to be used in the prediction of instabilities in a later section. Consequently, the
consistency condition in relation (2.46) can be written as
˙˜Φ =
∂Φ˜
∂σ
· Oσ − Λ˙HJ = 0⇒ Λ˙ = 1
HJ
∂Φ˜
∂σ
· Oσ. (2.49)
Substituting this last result in (2.44), the expression for the macroscopic strain-rate becomes
Dij =
1
HJ
∂Φ˜
∂σij
∂Φ˜
∂σkl
O
σkl. (2.50)
This relation describes the effective constitutive behavior of a porous material with an ideally-plastic
matrix phase.
To summarize, we have defined the instantaneous effective behavior of porous media in a general
homogenization context making use of certain hypotheses, such as statistical uniformity and sep-
aration of length scales. Next, we have defined the notion of a “particulate” microstructure in a
random composite. This definition will be used in the rest of this work to provide specific estimates
for linear and nonlinear particulate porous media. In turn, the local behavior of the matrix has been
assumed to follow a power-law form, which is known as a viscoplastic law. Finally, general expressions
have been provided for the effective stress potential of the porous material in the nonlinear and the
ideally-plastic context. In the following sections, we make use of homogenization techniques to obtain
specific results on the effective behavior of linear and nonlinear porous materials.
2.3 Linearly viscous behavior
In the present study, we will make use of the “variational” (Ponte Castan˜eda, 1991) and the “second-
order” (Ponte Castan˜eda, 2002a) nonlinear homogenization methods to estimate the effective behavior
of viscoplastic porous media. Due to the fact that these nonlinear methods make use of available
results for linearly viscous and linearly thermo-viscous porous media, it is useful here to recall briefly
certain relations for linear composites. Thus, this section deals with the determination of the effective
behavior of linearly viscous, two-phase composites, which are specialized later to linearly viscous
porous media. The study of linearly thermo-viscous composites is made in the following section. It is
worth noting here that the linearly viscous and linearly thermo-viscous materials are mathematically
analogous to the linear elastic and thermo-elastic materials.
More specifically, we consider a linearly viscous composite consisting of a matrix phase identified
with the label 1, and an inclusion phase identified with label 2. Now, let these phases be described
by quadratic stress potentials of the form
U (r)(σ) =
1
2
σ(x) · M(r) σ(x), r = 1, 2, ∀x ∈ Ω(r), (2.51)
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whereM(r) are fourth-order, positive-definite, tensors that possess both major and minor symmetries.
The corresponding stress–strain-rate relation of such materials is linear and reads
D(r) =
∂U (r)(σ)
∂σ
=M(r) σ(r), r = 1, 2. (2.52)
This relation can be inverted to give
σ(r) = L(r)D(r), r = 1, 2. (2.53)
with L(r) = (M(r))−1 denoting the viscous modulus tensor of the phases, which has both major and
minor symmetries. These last relations specify completely the local behavior of the phases in the
two-phase medium, whereas they are in accordance with the definitions (2.1) and (2.2).
It follows from the linearity of the problem, that the corresponding instantaneous effective stress
potential U˜ of the two-phase linear composite is also of a quadratic form and can be written as
U˜(σ) =
1
2
σ · M˜σ, (2.54)
with M˜ being a fourth-order symmetric (both minor and major symmetries) tensor denoting the
effective viscous compliance tensor of the composite. Following definition (2.6), the resulting relation
between the average stress and strain-rate is given by
D =
∂U˜(σ)
∂σ
= M˜σ. (2.55)
This relation can be inverted to yield
σ = L˜D, (2.56)
with L˜ = M˜
−1
denoting the effective viscous modulus tensor of the composite. For the case of
two-phase particulate composites, where the inclusions and their distribution function have the same
ellipsoidal shape and orientation, as discussed in subsection 2.2.1, the effective viscous compliance
and modulus tensors, M˜ and L˜, are given by (Willis, 1978; Ponte Castan˜eda and Willis, 1995)
M˜ =M(1) + c(2)
[
c(1)Q+
(
M(2) −M(1)
)−1]−1
, (2.57)
and
L˜ = L(1) + c(2)
[
c(1)P+
(
L(2) − L(1)
)−1]−1
. (2.58)
In these expressions, c(r) denote the volume fractions of the phases (r = 1 for the matrix and r = 2
for the inclusions). In addition, the fourth-order microstructural tensors Q and P are related to
the Eshelby (1957) and Hill (1963) polarization tensor and contain information about the shape and
orientation of the inclusions and their distribution function, given by (Willis, 1978)
Q =
1
4pi det(Z)
∫
|ζ|=1
Ĥ(ζ) |Z−1 ζ|−3 dS, with Ĥ = L(1) − L(1)HL(1), (2.59)
and
P =
1
4pi det(Z)
∫
|ζ|=1
H(ζ) |Z−1 ζ|−3 dS. (2.60)
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Here, the tensor Z is given by relation (2.19) serving to characterize the instantaneous shape and
orientation of the inclusions and their distribution function in this context of particulate microstruc-
tures. In addition, H(ij)(kl) = (L
(1)
iakbζaζb)
−1ζjζl
∣∣∣
(ij)(kl)
, where the brackets denote symmetrization
with respect to the corresponding indices, while ζ is a unit vector. Then, it follows from (2.59) and
(2.60) that the Q is related to the P tensor through
Q = L(1) − L(1)PL(1), since
∫
|ζ|=1
|Z−1 ζ|−3 dS = 4pi det(Z). (2.61)
At this point, it is worth mentioning that both expressions (2.57) and (2.58) for M˜ and L˜,
respectively, are equivalent and either of them can be used for the estimation of the instantaneous
effective behavior of the linear two-phase medium (Sab, 1992). Moreover, it should be emphasized
that the above Willis estimates for M˜ (or L˜) lead to uniform fields in the inclusion phase (Willis,
1978), which is consistent with the work of Eshelby (1957) in the dilute case. In fact, the Willis
estimates are exact for dilute composites. On the other hand, for non-dilute media, the fields within
the inclusions are, in general, non-uniform, but this “non-uniformity” is negligible (Bornert et al.,
1996) provided that the inclusions are not in close proximity to each other, i.e., their volume fraction
is not so large compared to the one of the matrix phase. This is an important observation that we
should bear in mind when the application of these homogenization techniques is done for composites
consisting of high concentrations of particles or voids. Nonetheless, the focus on this work is on porous
media with low to moderate concentrations of voids, and hence the Willis procedure is expected to
be sufficiently accurate in this case.
The above analysis provides a description of the instantaneous effective behavior of linearly viscous
two-phase materials in terms of macroscopic measures, namely the effective stress potential U˜ , and
the macroscopic stress σ and strain-rate D. However, the homogenization theory is also capable of
generating estimates for other stress and strain-rate quantities such as the first and second moments
of the phase fields. In this work, the interest is mainly on the first moments of the phase fields, or
equivalently, the average stress σ(r) = 〈σ〉(r), the average strain-rate D(r) = 〈D〉(r) and the average
spin Ω
(r)
= 〈Ω〉(r) in each phase. It should be noted that the phase average strain-rate D(r) and
spin Ω
(r)
tensors are the symmetric and skew-symmetric parts of the phase average velocity gradient.
However, in addition to the first moments, expressions can also be derived for the second-moments
of the stress and strain-rate fields, which will be presented in the sequel.
In this regard, in the case of linear, two-phase materials, the estimation of the average stress and
strain-rate fields is given in terms of stress and strain-rate concentration tensors by (Hill, 1963; Laws,
1973; Willis, 1981)
σ(r) = B(r) σ, D
(r)
= A(r)D, (2.62)
where r = 1, 2. In this expression, B(r) andA(r) are fourth-order tensors that exhibit minor symmetry
(but not necessarily major symmetry). It is important to note that the phase average stresses and
strain-rates are related to the macroscopic stress and strain-rate tensor by
σ =
2∑
r=1
c(r) σ(r), D =
2∑
r=1
c(r)D
(r)
. (2.63)
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These last relations suggest that the stress and strain-rate concentration tensors B(r) and A(r) should
be consistent with the identities
2∑
r=1
c(r)B(r) = I,
2∑
r=1
c(r)A(r) = I. (2.64)
In addition, the phase average stress σ(r) and strain-rates D
(r)
can also be obtained by averaging
the local constitutive relations (2.52) and (2.53), to obtain the following phase constitutive relations:
D
(r)
=M(r) σ(r), σ(r) = L(r)D
(r)
. (2.65)
By combining relations (2.62) and (2.65), the following relations for the macroscopic strain-rate and
stress can be deduced:
D =
{
2∑
r=1
c(r)M(r)B(r)
}
σ, σ =
{
2∑
r=1
c(r)L(r)A(r)
}
D. (2.66)
Now, looking at this last relation together with expressions (2.55) and (2.56), it is straightforward
that the effective viscous compliance and modulus tensors M˜ and L˜ are directly related to the stress
and strain-rate concentration tensors B(r) and A(r), respectively, through
M˜ =
2∑
r=1
c(r)M(r)B(r), L˜ =
2∑
r=1
c(r) L(r)A(r). (2.67)
By making use of the identity (2.64), the concentration tensors B(r) and A(r) can be expressed in
terms of M˜ and L˜, respectively, by relations
c(2)B(2) =
[
M(2) −M(1)
]−1 [
M˜−M(1)
]
, c(1)B(1) = I− c(2)B(2),
c(2)A(2) =
[
L(2) − L(1)
]−1 [
L˜− L(1)
]
, c(1)A(1) = I− c(2)A(2). (2.68)
It is further noted that by combining relations (2.62) and (2.65), the stress and strain-rate concen-
tration tensors are related by
A(r) =M(r)B(r)L˜, or B(r) = L(r)A(r)M˜, r = 1, 2. (2.69)
In order to complete the set of relations for the estimation of the phase average fields, correspond-
ing expressions have been introduced by Ponte Castan˜eda (1997) and Kailasam and Ponte Castan˜eda
(1998) for the evaluation of the average spin tensors Ω
(r)
in each phase, such that
Ω
(r)
= Ω −C(r)D, for r = 1, 2. (2.70)
In this expression, C(r)[ij](kl) are fourth-order tensors that are skew-symmetric in the first two indices
and symmetric in the last two†, and Ω is the macroscopic spin tensor which is applied externally in
the problem.
Following expressions (2.63), the phase average spin tensors Ω
(r)
are related to the macroscopic
spin tensor Ω through
Ω =
2∑
r=1
c(r)Ω(r), (2.71)
†A[ij](kl) = (Aijkl +Aijlk −Ajikl −Ajilk)/4
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which implies for the spin concentration tensors C(r) that
2∑
r=1
c(r)C(r) = 0. (2.72)
Thus using this last relation together with results provided by Ponte Castan˜eda (1997), it is pos-
sible to write the spin concentration tensors in terms of the strain-rate (or equivalently the stress)
concentration tensors A(r), via
C(2) = c(1)Π
(
L(2) − L(1)
)
A(2), c(1)C(1) = −c(2)C(2), (2.73)
where Π is a microstructural tensor related to the Q tensor (see (2.59)), given by
Π =
1
4pi det(Z)
∫
|ζ|=1
Hˇ(ζ) |Z−1 · ζ|−3 dS, Hˇijkl = (L(1)iakbζaζb)−1ζjζl
∣∣∣
[ij](kl)
. (2.74)
The square brackets denote the skew-symmetric part of the first two indices, whereas the simple
brackets define the symmetric part of the last two indices. The second-order tensor Z serves to
characterize the instantaneous shape and orientation of the inclusions and is given by relation (2.19).
In addition to the phase average fields, it is also expedient to discuss here the determination
of the second moments of the stress and the strain-rate fields. In order to make this calculation
straightforward, we recall relations (2.4) and (2.54), to obtain the following expression:
1
2
σ · M˜σ =
2∑
r=1
c(r)〈1
2
σ(x) · M(r) σ(x)〉(r), ∀x ∈ Ω(r), (2.75)
where use of definition (2.51) has been made for the phase stress potential U (r). Following Ponte
Castan˜eda and Suquet (1998) (but see also Idiart and Ponte Castan˜eda (2007)), the second moments
of the stress fields in the linear material can be evaluated by considering the partial derivative with
respect to the compliance tensors M(r), so that
〈σ(x)⊗ σ(x)〉(r) = 1
c(r)
σ
∂M˜
∂M(r)
σ, ∀x ∈ Ω(r). (2.76)
It is worth noting that if the fields in any of the phases are uniform, i.e., σ(x) = σ(r) for all x in
Ω(r), then 〈σ ⊗ σ〉(r) = σ(r) ⊗ σ(r).
As already pointed out previously, the Willis (1978) and Ponte Castan˜eda and Willis (1995)
estimates for particulate microstructures result in uniform fields in the inclusion phase. Based on
this observation, the fluctuations in the inclusion phases are zero, i.e.,
〈σ ⊗ σ〉(2) − σ(2) ⊗ σ(2) = 0 or σ(x) = σ(2) ∀x ∈ Ω(2). (2.77)
Similar expressions can also be derived for the strain-rate fluctuations by employing duality (in
terms of the Legendre-Fenchel transform) and by noting that
1
2
D · L˜D =
2∑
r=1
c(r)〈1
2
D(x) · L(r)D(x)〉(r), ∀x ∈ Ω(r). (2.78)
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Following Ponte Castan˜eda and Suquet (1998), the second moments of the strain-rate fields in the
linear material can be evaluated by considering the partial derivative with respect to the modulus
tensors L(r), so that
〈D(x)⊗D(x)〉(r) = 1
c(r)
D
∂L˜
∂L(r)
D, ∀x ∈ Ω(r). (2.79)
As previously mentioned, the fields in the inclusion phase are uniform, as predicted by Willis (1978)
and Ponte Castan˜eda and Willis (1995) estimates for particulate microstructures, and thus the cor-
responding strain-rate fluctuations in the inclusions are zero, i.e.,
〈D ⊗D〉(2) −D(2) ⊗D(2) = 0 or D(x) =D(2) ∀x ∈ Ω(2). (2.80)
For the same reason, the average spin Ω(2) in the inclusion phase is also uniform, which implies that
Ω(x) = Ω
(2) ∀x ∈ Ω(2). (2.81)
In the following subsection, we specialize the previous results for the particular case of linearly
viscous porous media.
2.3.1 Linearly viscous porous media
More specifically, we consider a linear composite consisting of a matrix phase identified with the label
1, and a vacuous phase identified with label 2. The behavior of the matrix phase is described by a
quadratic stress potential U (1) ≡ U of the form
U(σ) =
1
2
σ · Mσ, ∀x ∈ Ω(1), (2.82)
where M and L = M−1 are the viscous compliance and modulus tensors of the matrix phase. In
contrast, the porous phase is described by a modulus tensor L(2) with zero eigenvalues, and a stress
potential U (2) = 0. In this connection, the instantaneous effective stress potential of the porous
material is given by relation (2.54), which is recalled here for completeness to be
U˜(σ) =
1
2
σ · M˜σ, (2.83)
where M˜ is the effective viscous compliance tensor of the porous medium and has both minor and
major symmetries. In addition, the corresponding constitutive macroscopic law for the linearly viscous
porous medium is given by (2.55) and (2.56), such that
D = M˜σ, σ = L˜D, (2.84)
with L˜ = M˜
−1
denoting the effective viscous modulus tensor of the linear porous medium. For the
determination of the effective tensors M˜ or L˜ of the porous material, it is necessary to set L(2) = 0
in relation (2.57) and (2.58), respectively. The resulting expressions read
M˜ =M+
f
1− f Q
−1, (2.85)
and
L˜ = L+ f [(1− f)P−M]−1 , (2.86)
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where use of the notation f = c(2) is made for the volume fraction of the voids or equivalently the
porosity. This implies that the volume fraction of the matrix phase is simply c(1) = 1 − f . The
microstructural tensors Q and P, serving to characterize the instantaneous shape and orientation
of the voids and their distribution function, are given by relations (2.59) and (2.60), respectively,
where L(1) is the viscous modulus of the matrix phase and for consistency with the notation of this
subsection, it should be replaced by L in those expressions.
The corresponding stress and strain-rate concentration tensors B(r) and A(r), respectively, given
by relation (2.68) simplify dramatically to
(1− f)B(1) = I, B(2) = 0, (1− f)A(1) =ML˜, f A(2) = I−ML˜. (2.87)
It follows from this result and relation (2.62) that
(1− f)σ(1) = σ, σ(2) = 0. (2.88)
This last result is consistent with the fact that the stress in the voids is zero for all x in Ω(2). In
turn, it follows from relations (2.62) and (2.87) that the phase average strain-rate in the matrix and
the vacuous phase are given simply by
D
(1)
= A(1)D =
1
1− fML˜D,
D
(2)
= A(2)D =
1
f
[
I−ML˜
]
D. (2.89)
These expressions relate the phase average strain-rates with the macroscopic strain-rate in the linear
porous medium. On the other hand, those expressions can be manipulated so that we may write the
phase average strain-rates in terms of the macroscopic stress tensor σ. As we will see in the sections
to follow, this later representation is more convenient. Thus, by making use of definitions (2.84),
(2.85) and (2.87), the phase average strain-rates take the form
D
(1)
=
1
1− fMσ,
D
(2)
=
1
f
(M˜−M)σ = 1
1− fQ
−1 σ. (2.90)
Finally, the phase average spin in the inclusion phase is obtained by relation (2.70), which is
recalled here for completeness to be
Ω
(2)
= Ω −C(2)D, (2.91)
with C(2) given by (2.73) after setting L(2) = 0 resulting in
C(2) = (f − 1)ΠLA(2) = 1− f
f
Π
(
L˜− L
)
. (2.92)
The fourth-order microstructural tensor Π is defined in expression (2.74) and is skew-symmetric with
respect to the first two indices, and symmetric with respect to the last two ones. Note that by
substituting (2.92) in (2.91), we obtain
Ω
(2)
= Ω + (1− f)ΠLD(2) = Ω +ΠLQ−1 σ, (2.93)
where use of relations (2.84) and (2.85) has also been made.
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2.3.2 Brief summary
In this section, we presented certain constitutive relations for two-phase, linearly viscous particulate
media. We have defined the instantaneous effective behavior of the material and it has been shown
that both the macroscopic properties as well as the phase average fields can be completely defined in
terms of the effective viscous compliance tensor M˜ (or equivalently the effective viscous modulus ten-
sor L˜) of the composite material. These general results for two-phase materials have been specialized
to porous media, which is the main subject of this work. It is worth mentioning at this point that
in the sequel use will be made of nonlinear homogenization techniques to predict the instantaneous
effective behavior of nonlinear porous media. These nonlinear methods make use of results for linear
composites and hence the above results will be very helpful in the sections to follow.
2.4 Linearly thermo-viscous behavior
In this section, we present constitutive relations for generalized linear two-phase materials, which are
described by “thermo-viscous” stress potentials. The reason for studying such media is linked to the
fact that the “second-order” nonlinear homogenization method of Ponte Castan˜eda (2002a), which
will be used to estimate the instantaneous effective behavior of nonlinear porous media, makes use
of a linearly “thermo-viscous” comparison composite. Thus, it is useful to discuss the constitutive
relations that can be obtained in the context of these linear materials first. As already mentioned in
the previous section, the problem of linearly “thermo-viscous” media is mathematically analogous to
the one of linear “thermo-elastic” media.
In particular, let us consider a linear composite whose individual phases are described by gener-
alized, thermo-viscous, quadratic stress potentials of the form
U (r)(σ) =
1
2
σ(x) · M(r) σ(x) + η(r) · σ(x) + γ(r), r = 1, 2. (2.94)
In this expression, M(r) are fourth-order, positive-definite, tensors that have both major and minor
symmetries, η(r) are “thermal strain-rate”, second-order, symmetric tensors and γ(r) are scalars
related to the “specific heat” properties of the phases. The corresponding stress–strain-rate relation
of such materials is linear and reads as
D(x) =
∂U (r)(σ)
∂σ
=M(r) σ(x) + η(r), ∀x ∈ Ω(r). (2.95)
It is noted that in the case of η(r) = 0 and γ(r) = 0, the previous case of linear viscous composites is
recovered. In turn, relation (2.95) can be inverted to give
σ = L(r)D + τ (r), τ (r) = −L(r) η(r), (2.96)
with L(r) = (M(r))−1 denoting the viscous modulus tensor of the phases and τ (r) being a “ther-
mal stress” second-order symmetric tensor. Then, the corresponding instantaneous effective stress
potential of the linear composite is also of a quadratic form and can be written as
U˜(σ) =
1
2
σ · M˜σ + η˜ · σ + γ˜. (2.97)
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In this expression, M˜ is the effective viscous compliance tensor of the “particulate” composite and is
given by relation (2.57), which has been presented in the context of linearly viscous composites. In
turn, η˜ is the effective “thermal strain-rate” tensor and γ˜ denotes the effective “specific heat” of the
medium. It follows from definition (2.6), that the resulting relation between the average stress and
strain-rate reads
D =
∂U˜(σ)
∂σ
= M˜σ + η˜. (2.98)
This relation can be inverted to give
σ = L˜σ + τ˜ , with τ˜ = −L˜ η˜, (2.99)
where L˜ = M˜
−1
is the effective viscous modulus tensor of the two-phase medium, given by relation
(2.58), and τ˜ denotes the effective “thermal stress” tensor. The corresponding effective thermal
strain-rate and stress tensors, η˜ and τ˜ , as well as the effective “specific heat” γ˜ can be shown to
depend on the M˜ (or equivalently L˜) and their evaluation is described in the following.
For this, it is essential to develop first relations for the phase average fields, as well as for the
second moments of the fields in the composite. The estimation of the phase average stress σ(r),
strain-rate D
(r)
and spin Ω
(r)
is discussed next. But before that, it is worth noting that the phase
average strain-rate D
(r)
and spin Ω
(r)
denote the symmetric and skew-symmetric part of the phase
average velocity gradient.
Now, the phase average stress and strain-rate fields can be written in terms of stress and strain-rate
concentration tensors, so that
σ(r) = B(r) σ + b(r), D
(r)
= A(r)D + a(r), r = 1, 2. (2.100)
Here, B(r) and A(r) are fourth-order tensors that exhibit minor symmetry (but not necessarily major
symmetry), b(r) and a(r) are second-order, symmetric tensors, and c(r) denote the volume fractions
of the phases satisfying relation
2∑
r=1
c(r) = 1.
The phase average stress and strain-rate fields should satisfy the identity (2.63), which implies
that the concentration tensors are subject to the constraints
2∑
r=1
c(r)B(r) = I,
2∑
r=1
c(r) b(r) = 0,
2∑
r=1
c(r)A(r) = I,
2∑
r=1
c(r) a(r) = 0. (2.101)
In addition, the phase average stress σ(r) and strain-rates D
(r)
can also be obtained by averaging
the local constitutive relations (2.95) and (2.96), to obtain the following phase constitutive relations:
D
(r)
=M(r) σ(r) + η(r), σ(r) = L(r)D
(r)
+ τ (r). (2.102)
Given that the phase average stress σ(r) and strain-rate D
(r)
need to satisfy (2.63), the effective
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quantities in (2.97) are given by (see Ponte Castan˜eda, 2006)
M˜ =
2∑
r=1
c(r)M(r)B(r), L˜ =
2∑
r=1
c(r) L(r)A(r) (2.103)
η˜ =
2∑
r=1
c(r) η(r)B(r), τ˜ =
2∑
r=1
c(r) τ (r)A(r), (2.104)
γ˜ =
2∑
r=1
c(r) (γ(r) +
1
2
η(r) · b(r)). (2.105)
Thus, the effective tensors η˜ and τ˜ , as well as, the effective term γ˜ are completely determined in terms
of the stress and strain-rate concentration tensors. It is interesting to note that in the special case of
two-phase linearly thermo-viscous media these concentration tensors can be completely determined in
terms of the effective compliance tensor M˜ (or equivalently L˜) due to Levin (1967) through relations
c(2)B(2) = −(∆M)−1
[
M˜−M(1)
]
, c(1)B(1) = I− c(2)B(2),
c(2)A(2) = −(∆L)−1
[
L˜− L(1)
]
, c(1)A(1) = I− c(2)A(2), (2.106)
and
c(2) b(2) = −c(1) b(1) = (∆M)−1
(
M˜−M
)
(∆M)−1 (∆η) ,
c(2) a(2) = −c(1) a(1) = (∆L)−1
(
L˜− L
)
(∆L)−1 (∆τ ) . (2.107)
In these expressions, we have made use of the notation ∆G = G(1)−G(2) and G =
2∑
r=1
c(r)G(r), where
the set G(r) = {M(r), L(r), η(r), τ (r)}. Making use of the above-mentioned analysis, the effective
stress potential in relation (2.97) may be written in the form (Talbot and Willis, 1992)
U˜(σ) =
2∑
r=1
c(r) γ(r) + η · σ + 1
2
σ ·Mσ+
+
1
2
[
σ + (∆M)−1 (∆η)
] · (M˜−M) [σ + (∆M)−1 (∆η)] . (2.108)
In order to complete the set of expressions for two-phase, linearly thermo-viscous composites it is
essential to provide estimates for the phase average spin tensors Ω
(r)
. For these materials, the phase
average spin is written as (Ponte Castan˜eda, 2006)
Ω
(r)
= Ω −C(r)D − β(r), r = 1, 2, (2.109)
where C(r)[ij](kl) are fourth-order spin concentration tensors that are skew-symmetric in the first two
indices and symmetric in the last two†, while β(r) are skew-symmetric second-order tensors. The
skew-symmetric second-order tensor Ω is the macroscopic spin (see (2.11)) and is applied externally
in the problem. Next, by making use of the fact that
Ω =
2∑
r=1
c(r)Ω
(r)
, (2.110)
†A[ij](kl) = (Aijkl +Aijlk −Ajikl −Ajilk)/4
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it follows that
2∑
r=1
c(r)C(r) = 0,
2∑
r=1
c(r) β(r) = 0. (2.111)
For a two-phase composite, C(r) is given by (2.73), whereas (Ponte Castan˜eda, 2006)
β(2) = c(1)Π
[
(L(2) − L(1))a(2) − τ (1)
]
, c(1) β(1) = −c(2) β(1), (2.112)
where Π and a(2) have been defined by relations (2.74) and (2.107).
Finally, the second moments of the stress and strain-rate fields are given by the similar expressions
presented in the context of the two-phase linearly viscous materials. In particular, the second moments
of the stress fields are given by
〈σ(x)⊗ σ(x)〉(r) = 1
c(r)
∂U˜
∂M(r)
, ∀x ∈ Ω(r). (2.113)
The second moments of the strain-rate fields can be determined in an analogous way by making use
of the dual effective dissipation potential W˜ defined in (2.9) in the general context of two-phase com-
posites but will not be given here explicitly. However, the important point that should be made here
is that the Willis (1978) and Ponte Castan˜eda and Willis (1995) estimates for particulate composites,
used in this study, deliver uniform fields in the inclusion phases, and thus the corresponding stress,
strain-rate and spin fluctuations in the inclusions are zero, i.e.,
σ(x) = σ(2), D(x) =D
(2)
, Ω(x) = Ω
(2)
, ∀x ∈ Ω(2) (2.114)
As already stated in the previous section for linearly viscous materials, the Willis procedure for par-
ticulate media is expected to be sufficiently accurate for low to moderate concentrations of inclusions,
however, special care needs to be taken when the volume fraction of the inclusion phase is large.
In the present study, the interest is on porous media consisting of small concentration of voids, and
hence the Willis procedure can be applied with accuracy.
2.4.1 Linearly thermo-viscous porous media
In this subsection, we specialize the results developed previously in the framework of linearly thermo-
viscous porous media. In this regard, we define the porous phase (r = 2) by letting the eigenvalues
of the relevant viscous modulus L(2) be zero, as well as U (2) = 0, η(2) = 0 and γ(2) = 0. In turn, the
matrix phase (r = 1) is described by a quadratic stress potential U (1) ≡ U given by
U(σ) =
1
2
σ · Mσ + η · σ + γ, (2.115)
where the superscript 1 has been removed from M, η and γ for simplicity. It follows from relations
(2.95) and (2.96) that the local constitutive behavior of the matrix phase is defined by
D(x) =Mσ(x) + η, σ(x) = LD(x) + τ , ∀x ∈ Ω(1), (2.116)
with L =M−1 and τ = −Lη. Following result (2.97), the instantaneous effective stress potential of
the porous material U˜ is given by
U˜(σ) =
1
2
σ · M˜σ + η˜ · σ + γ˜. (2.117)
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Thus, by making use of definitions (2.98) and (2.99), the corresponding effective constitutive law for
the linearly thermo-viscous porous medium is given by
D = M˜σ + η˜, σ = L˜D + τ˜ , (2.118)
with τ˜ = −L˜ η˜. For the determination of the effective viscous compliance tensor M˜, it is necessary
to set L(2) = 0 in relation (2.57), which reduces to
M˜ =M+
f
1− f Q
−1, (2.119)
and
L˜ = L+ f [(1− f)P−M]−1 , (2.120)
for the case of porous materials. In these expressions, use of the notation f = c(2) is made for the
volume fraction of the voids or equivalently the porosity. Accordingly, the volume fraction of the
matrix phase is c(1) = 1 − f . The tensor Q is given by relation (2.59), where L(1) is the elastic
modulus of the matrix phase and for consistency with the notation introduced for porous materials,
should be replaced by L ≡ L(1).
The corresponding stress and strain-rate concentration tensors B(r), A(r), b(r) and a(r), given by
relations (2.106) and (2.107) are simplified dramatically by setting L(2) = 0 such that
(1− f)B(1) = I, B(2) = 0, (1− f)A(1) =ML˜, f A(2) = I−ML˜, (2.121)
and
b(1) = b(2) = 0, f a(2) = −(1− f)a(1) =
(
ML˜− (1− f) I
)
M τ , (2.122)
where it is useful to recall that τ = −Lη. This last result together with relation (2.100) yields that
(1− f)σ(1) = σ, σ(2) = 0, (2.123)
which is consistent with the stress being zero in the voids for all x in Ω(2). Next by making use of
(2.121) and (2.122) and the fact that η(2) = 0 and γ(2) = 0 for the porous phase, the corresponding
effective measures η˜ and γ˜, defined in (2.105), can be easily shown to reduce to
η˜ = η, γ˜ = (1− f) γ, (2.124)
where η and γ are properties of the matrix phase defined in (2.115). An equivalent expression for τ˜
can also be obtained by
τ˜ = L˜M τ = −L˜η, (2.125)
where use of the symmetries of L˜, M and τ = −Lη was made.
In turn, by making use of relations (2.100), the phase average strain-rate in the matrix and the
vacuous phase are given by
D
(1)
= A(1)D + a(1), D
(2)
= A(2)D + a(2). (2.126)
where the concentration tensorsA(1), A(2), a(1) and a(2) are given by expressions (2.121) and (2.122),
respectively. These expressions relate the phase average strain-rates with the macroscopic strain-
rate in the linearly thermo-viscous porous medium. On the other hand, those expressions can be
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manipulated so that the phase average strain-rates can be written in terms of the macroscopic stress
tensor σ. As we will see in later sections, this representation is more convenient. Thus, by making
use of definitions (2.118), (2.119), (2.121) and (2.122), the phase average strain-rates take the form
D
(1)
=Mσ(1) + η =
1
1− fMσ + η,
D
(2)
=
1
f
(
D − (1− f)D(1)
)
=
1
f
(M˜−M)σ + η = 1
1− fQ
−1 σ + η. (2.127)
The set of constitutive relations for the linearly thermo-viscous porous medium is concluded by
providing an expression for the determination of the average spin in the voidsΩ
(2)
, which is extracted
from relation (2.109), and reads
Ω
(2)
= Ω −C(2)D − β(2), (2.128)
where C(2) is given by the corresponding result (2.92) for linearly viscous porous media, while β(2)
is determined by relation (2.112) after setting L(2) = 0 and L(1) = L, such that
β(2) = (f − 1)Π
(
La(2) + τ
)
, (2.129)
with a(2) given by (2.122), and Π given by (2.74). The average spin in the voids can be written
alternatively as
Ω
(2)
= Ω + (1− f)ΠL
(
D
(2) − η
)
= Ω +ΠLQ−1 σ, (2.130)
where use has been made of relations (2.126) and (2.127). By comparing this last relation to the
corresponding expression (2.93) for linearly viscous porous media, we observe that the average spin
in the voids is identical for linearly viscous and thermo-viscous porous media.
2.4.2 Brief summary
In this section, we presented certain constitutive relations for two-phase, linearly thermo-viscous
particulate media. We have defined the instantaneous effective behavior of such materials, where
it has been shown that both the macroscopic properties as well as the phase average fields can be
completely defined in terms of the effective viscous compliance tensor M˜ of the composite material,
similarly to the linearly viscous composites. These general results for two-phase thermo-viscous
materials have been specialized to linearly thermo-viscous porous media. As already mentioned in
the beginning of the section, the reason for studying this special type of generalized linear porous
media is that in the sequel use will be made of the “second-order” (Ponte Castan˜eda, 2002a) nonlinear
homogenization method to predict the effective behavior of nonlinear porous media. This nonlinear
homogenization method makes use of results for linearly thermo-viscous composites and hence the
above results will be very helpful in the sections to follow.
2.5 “Variational” method
This section is concerned with the approximate estimation of the instantaneous effective behavior
of two-phase viscoplastic media, and particularly viscoplastic porous media. As already discussed in
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section 2.1, estimating exactly the effective stress potential U˜ , defined in relation (2.14), is a very
difficult task. Nevertheless, several approximate, albeit accurate, methods have been developed in
the context of linear composites, as described earlier.
In this regard, Ponte Castan˜eda (1991, 1996, 2002a) proposed general, nonlinear homogenization
methods, which are based on the construction of a “linear comparison composite” (LCC), with the
same microstructure as the nonlinear composite. The constituent phases of the LCC are identi-
fied with appropriate linearizations of the given nonlinear phases resulting from a suitably designed
variational principle. In turn, this allows the use of any already available method to estimate the
instantaneous effective behavior of linear composites (e.g., the linear results of section 2.3) to gen-
erate corresponding estimates for nonlinear composites. In this section, we restrict our attention to
the earlier “variational” method (Ponte Castan˜eda, 1991), whereas the latest more general, “second-
order” homogenization method of Ponte Castan˜eda (2002a) will be discussed in the following section.
The “tangent second-order” method (Ponte Castan˜eda, 1996) will not be used in this work.
It is worth noting that the following analysis will make use of the stress formulation of the problem,
namely we will discuss the estimation of the instantaneous effective stress potential U˜ . Firstly, we
will develop some general expressions in the context of two-phase materials, which will be specialized
in the sequel to porous media. In fact, similar analysis may be performed in the context of the
strain-rate formulation by estimating the effective dissipation potential W˜ defined in (2.9). However,
in this study, it is sufficient to restrict our attention to the stress formulation of the problem.
More specifically, the main idea of these homogenization methods lies in the construction of a
LCC. Following definitions for linearly viscous materials in section 2.3, the corresponding phases of
the LCC are characterized by quadratic stress potentials of the form (Ponte Castan˜eda, 1991)
U
(r)
L (σ;M
(r)) =
1
2
σ(x) · M(r) σ(x), ∀x ∈ Ω(r) r = 1, 2, (2.131)
where, M(r) are symmetric, fourth-order, viscous compliance tensors and the subscript L has been
used to denote quantities in the LCC.
Next, “corrector” functions V (r) are introduced, such that:
V (r)(M(r)) = min
σˆ(r)
[
U (r)(σˆ)− U (r)L (σˆ; M(r))
]
, (2.132)
where σˆ(r) are second-order tensors, that minimize the corrector functions V (r), whereas U (r) denotes
the nonlinear stress potential of each phase, defined in (2.23). These functions, which depend on the
tensors M(r), serve to measure the nonlinearity of the phases of the original material, so that, under
appropriate hypotheses, the local stress potential of the phases of the nonlinear composite may be
written as:
U (r)(σ) = sup
M(r)
[
U
(r)
L (σ;M
(r)) + V (r)(M(r))
]
. (2.133)
Now, by substituting relation (2.133) in relation (2.4), the effective stress potential U˜ of the nonlinear
heterogeneous medium can be expressed as
U˜ (σ) = min
σ ²S(σ)
sup
M(r)(x)
2∑
r=1
c(r)
〈
U
(r)
L (σ; M
(r)) + V (r)(M(r))
〉(r)
, (2.134)
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where the brackets 〈·〉(r) serve to denote volume averages over phase r and the S is given by relation
(2.5). In this last relation, it is easily observed that the argument involved in the summation is
convex in σ (U (r)L is quadratic in σ, and V
(r) do not depend on σ) and concave in M(r). Thus, we
can interchange the “min” with the “sup” operation by making use of the saddle point theorem to
obtain
U˜ (σ) = sup
M(r)(x)
{
U˜L
(
σ; M(r)(x)
)
+
2∑
r=1
c(r)
〈
V (r)(M(r)(x))
〉(r)}
, (2.135)
where U˜L is the effective stress potential of a linear composite with an infinite number of phases,
since the compliance tensors M(r) are functions of the position x and is given by
U˜L(σ;M(r)) = min
σ ²S(σ)
2∑
r=1
c(r)
〈
U
(r)
L (σ; M
(r))
〉(r)
=
= min
σ ²S(σ)
2∑
r=1
c(r)
〈
1
2
σ · M(r) σ
〉(r)
. (2.136)
It is interesting to note at this point that the variational principle (2.135) is equivalent to the
initial variational principle (2.14), but it is still difficult to solve the optimization problem in (2.135)
because of the dependence ofM(r) on the spatial variable x. However, the main advantage of this new
variational principle lies in the fact that the compliance tensors M(r)(x) do not need to satisfy any
constraints, apart from being positive definite, in contrast to the initial variational formulation (2.14),
which requires that the stress tensor satisfy certain differential constraints defined in relation (2.5).
This last observation allows us to approximate the variational formulation (2.135) by choosing constant
(per phase) trial fields M(r). A direct consequence of this is the reduction of an infinite-dimensional
optimization procedure into a finite-dimensional problem. Hence, the variational principle of relation
(2.135) is reduced to
U˜ (σ) ≥ U˜var (σ) = sup
M(r)
{
U˜L(σ; M(r)) +
2∑
r=1
c(r) V (r)(M(r))
}
, (2.137)
where the inequality has been used to denote that U˜var is a lower bound (Ponte Castan˜eda, 1991).
Then, the corrector functions V (r) are given by (2.132), with M(r) being constant per phase.
Before proceeding to specific results for porous media, it is interesting to examine the optimality
conditions in the context of the general two-phase material. Thus, it follows from the first optimality
condition in (2.132) with respect to the tensors σˆ(r) that
∂ U (r)(σˆ)
∂σˆ
=M(r) σˆ(r), r = 1, 2. (2.138)
This condition has been given a physical interpretation by Suquet (1995) as a “secant-type” approx-
imation to the nonlinear stress potential U (r) evaluated at a stress σˆ(r).
On the other hand, the second optimality condition with respect to M(r) in (2.137) is not that
straightforward. The reason for this is linked to the fact that the corrector functions V (r) are
not smooth functions of M(r), when these tensors are general, as established by Idiart and Ponte
Castan˜eda (2006). However, for isotropic phases, where the tensors M(r) are taken to be isotropic,
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the functions V (r) are smooth functions of the eigenvalues of M(r). The discussion of these optimal-
ity conditions, will not be performed in the general context of two-phase media, but instead we will
discuss these issues in the particular case of porous media, which is the main subject of this work.
2.5.1 “Variational” estimates for viscoplastic porous media
More specifically, let us consider that the matrix phase is defined by a viscoplastic stress potential
U (1) ≡ U given by (2.23), whereas the vacuous phase is described by U (2) = 0. Then, seeking for
bounds, Ponte Castan˜eda (1991) proposed the viscous compliance tensor M or, equivalently, the
viscous modulus tensor L to be of the form
M =
1
2µ
K+
1
3κ
J, L = (M)−1 = 2µK+ 3κJ. (2.139)
Here, the fourth-order tensors M and L are isotropic, µ is a shear modulus to be defined in the
following, and κ is the bulk modulus of the matrix phase. Note that the nonlinear matrix phase is
taken to be incompressible and hence the limit of incompressibility, i.e., κ → ∞, will be considered
later. In the last expressionsK and J are the standard, fourth-order, shear and hydrostatic projection
tensors, respectively, defined by
Iijkl =
1
2
(δik δjl + δil δjk), Jijkl =
1
3
δij δkl, Kijkl = Iijkl − Jijkl, (2.140)
with δij denoting the Cartesian components of the standard Kronecker delta, and I the standard,
fourth-order, identity tensor.
Making use of the above definition forM, the stress potential UL of the matrix phase in the LCC
becomes
UL(σ; M) =
1
6µ
σ2eq +
1
2κ
σ2m. (2.141)
It follows then from relation (2.136) and consideration of the incompressibility limit κ→∞ that the
effective stress potential U˜L of the porous LCC reduces to
U˜L (σ) = (1− f) min
σ ²S(σ)
1
6µ
〈σ2eq〉(1)L =
1
2
σ · M˜σ = 1
6µ
(3σ · M̂σ), (2.142)
where the subscript L is used to emphasize that the scalar σeq is associated with the stress fields in
the LCC, while
M̂ = µ M˜, M˜ =M+
f
1− f Q
−1 =
1
µ
(
1
2
K+
f
1− f Q̂
−1
)
. (2.143)
Here, the effective compliance tensors M˜ and Q are homogeneous of degree −1 and 1 in the moduli µ,
respectively, and hence M̂ and Q̂ are independent of µ (see Appendix IV). The microstructural fourth-
order tensor Q (or Q̂) has been defined in relation (2.59). It is noted that the incompressibility of the
matrix phase requires the consideration of the limit κ → ∞ in relation (2.59)2 for the computation
of Q, which is taken with the help of the commercial package “Mathematica” (see Appendix I for
more details). Note that even though the matrix phase is incompressible, the final expression for M˜
in relation (2.143) is compressible, since it corresponds to a porous material.
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Having determined the effective behavior of the porous LCC, the effective stress potential of the
viscoplastic porous material, U˜ , given by (2.137) for general two-phase media, simplifies to
U˜var (σ) = sup
µ>0
{
U˜L (σ; µ) + (1− f)V (µ)
}
, (2.144)
where use has been made of the notation c(2) = f and hence c(1) = 1 − f to denote the volume
fractions of the pores (i.e., porosity) and the matrix phase, respectively. In turn, it follows from
(2.23) and (2.141) that the corrector function V associated with the matrix phase, defined in the
general context of two-phase materials in (2.132), reduce to
V (σˇ, µ) = min
σˆeq
[
ε˙o σo
n+ 1
(
σˆeq
σo
)n+1
− 1
6µ
σˆ2eq
]
, (2.145)
where σˆ is a uniform, second-order tensor.
Then, substitution of (2.142) and (2.145) in (2.144) gives
U˜var (σ) = sup
µ>0
{
1
6µ
(3σ · M̂σ) + (1− f)min
σˆeq
[
ε˙o σo
n+ 1
(
σˆeq
σo
)n+1
− 1
6µ
σˆ2eq
]}
. (2.146)
The first optimization condition with respect to σˆeq results in
ε˙o
(
σˆeq
σo
)n−1
=
σo
3µ
, (2.147)
where a relation between the moduli µ and the quantity σˆeq is obtained. On the other hand, it follows
from (2.142), that the second optimality condition with respect to µ is expressed as
√
〈σ2eq〉(1)L = σˆeq =
√
3σ · M̂σ
1− f , (2.148)
where the subscript L is used to emphasize that the scalar σeq is associated with the stress fields in
the LCC. In this regard, this last expression relates the quantity σˆeq to the field fluctuations of the
stress fields in the LCC.
Elimination of the scalar σˆeq in (2.147) and (2.148) gives
µ =
σno
3 ε˙o
(
1− f
3σ · M̂σ
)n−1
2
. (2.149)
Substituting the last results in (2.146), yields a simple expression for the effective stress potential U˜ ,
which reads (Ponte Castan˜eda, 1991; Willis, 1991; Michel and Suquet, 1992)
U˜var(σ) = (1− f) ε˙o σo
n+ 1
(
σˆeq
σo
)n+1
= (1− f) ε˙o σo
n+ 1
[
3σ · M̂σ
(1− f)σ2o
]n+1
2
. (2.150)
Note that the evaluation of the effective compliance tensor M˜ (or equivalently M̂) introduced in
expression (2.143) (or (2.85)) is essential for the computation of the effective stress potential in
the last expression. In general, the computation of M˜ requires the numerical evaluation of surface
integrals. However, it is possible to reduce these double integrals to single ones in this case (Eshelby,
1957; Mura, 1987), and sometimes to obtain fully analytical solutions. Such results will be presented
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in the following sections. Furthermore, the effective stress potential U˜var is a homogeneous function
of degree n+ 1 in σ, which is consistent with the general definition for U˜ in (2.28).
Furthermore, it is worth noting that, while (2.150) is a rigorous lower bound for the stress potential
U˜ , this does not necessarily imply that the constitutive relation between the average stress σ and the
corresponding average strain-rate D is also a lower bound. For this reason, the above expressions
will also be regarded as “variational” estimates, where derivatives with respect to the average stress
σ can be considered.
Remark 2.5.1. At this point, it is useful to make the connection between the estimate (2.150) and
the corresponding gauge function introduced in (2.31). Thus, from the definition of the gauge factor
Γn in (2.28) and the estimate (2.150), it is easily derived that
Γvarn (σ) = (1− f)
1
1+n σˆeq. (2.151)
This implies that the corresponding gauge surface (see (2.29)) is described in terms of the gauge
function Φ˜varn by the following condition
Φ˜varn (Σ) = Γ
var
n (Σ)− 1 = (1− f)
1
1+n σˆeq(Σ)− 1 = 0, (2.152)
with Σ denoting a normalized stress tensor that is homogeneous of degree zero in σ. In the next
chapters, use of relation (2.152) will be made to extract relevant results for the effective behavior of
isotropic and anisotropic porous media.
Next, making use of the stationarity of the estimate (2.146) with respect to the variable µ, we
can determine the corresponding macroscopic strain-rate D via
D = M˜(µ)σ =
1
µ
M̂σ =
√
3 ε˙o
(
3σ · M̂σ
(1− f)σ2o
)n
2 M̂σ√
σ · M̂σ
, (2.153)
where use of relations (2.143) and (2.149) has been made. From this last result, it is evident that the
effective constitutive relation between the macroscopic stress σ and strain-rate D is nonlinear, while
this nonlinearity enters through the shear modulus µ.
In order to complete the study of the “variational” method, it is necessary to provide estimates
for the phase average fields in the nonlinear composite. In a recent work, Idiart and Ponte Castan˜eda
(2006) have shown that, in the “variational” method, the phase average fields in the nonlinear com-
posite coincide with the phase average fields in the LCC. Hence, using the relation developed in
subsection 2.3.1 together with relations (2.143), the following estimates are delivered for the phase
average fields in the nonlinear composite
σ(1) = σ(1)L =
1
1− f σL =
1
1− f σ, σ
(2) = σ(2)L = 0,
D
(1)
=D
(1)
L = A
(1)D =Mσ(1) =
1
2µ
σ ′,
D
(2)
=D
(2)
L = A
(2)D =
1
f
(M˜−M)σ = 1
µ (1− f) Q̂
−1
σ, (2.154)
Ω
(2)
= Ω
(2)
L = Ω −C(2)D = Ω + (1− f)ΠLD
(2)
L = Ω +
1
µ
ΠLQ̂
−1
σ,
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where A(r) (with r = 1, 2) and C(2) are given by relations (2.87) and (2.92), respectively. In all the
above expressions, use has been made of the homogeneity of the fourth order tensors M, L, Q and
Π on µ (see Appendix IV for details). In turn, the second-order tensor Ω is the macroscopic spin
tensor and is applied externally to the problem, while the incompressibility limit κ → ∞ needs to
be considered in the term ΠL (see Appendix I), which is independent of µ. It is worth noting that
the work of Idiart and Ponte Castan˜eda (2006) does not involve the study of estimating the phase
average spin in the nonlinear composite. However, based on the corresponding results for the average
strain-rate D
(1)
or D
(2)
, it is natural to assume that the same notion could be applied to the average
spin Ω
(2)
.
2.6 “Second-order” method
In this section, the “second-order” homogenization method of Ponte Castan˜eda (2002a) is considered.
This recent method makes use of a more general LCC (linear comparison composite), when compared
with the above discussed “variational” method. In the context of the “second-order” method, the
phases of the LCC are characterized by “thermo-viscous” quadratic stress potentials of the form
defined in section 2.4, so that (Ponte Castan˜eda, 2002a)
U
(r)
L (σ; σˇ
(r), M(r)) = U (r)(σˇ(r)) +
∂U (r)(σˇ(r))
∂σ
· (σ − σˇ(r))+
+
1
2
(σ − σˇ(r)) · M(r) (σ − σˇ(r)), (2.155)
where U (r) is the stress potential of each phase in the nonlinear composite, and in the present study
is given by (2.23), while σˇ(r) are uniform per-phase, reference stress tensors, andM(r) are symmetric,
fourth-order, compliance tensors. The subscript L is again used to denote quantities in the LCC. It
is useful to remark that expression (2.155) can be identified with the corresponding one in (2.94) by
letting
η(r) =
∂U (r)
(
σˇ(r)
)
∂σ
−M(r) σˇ(r),
γ(r) =
1
2
σˇ(r) · M(r) σˇ(r) −
∂U (r)
(
σˇ(r)
)
∂σ
· σˇ(r) + U (r)(σˇ(r)). (2.156)
Following similar procedure to the “variational” method in the previous section, it is easily shown
that the effective stress potential U˜ is written as
U˜ (σ) = sup
M(r)(x)
{
U˜L
(
σ; σˇ(r)M(r)(x)
)
+
2∑
r=1
c(r)
〈
V (r)(σˇ(r), M(r)(x))
〉(r)}
, (2.157)
where U˜L is the effective stress potential of a linear composite with an infinite number of phases,
since the compliance tensors M(r) are functions of the position x and is defined by
U˜L(σ; σˇ(r), M(r)) = min
σ ²S(σ)
2∑
r=1
c(r)
〈
U
(r)
L (σ; M
(r))
〉(r)
=
= min
σ ²S(σ)
2∑
r=1
c(r)
〈
1
2
σ · M(r) σ + η(r) · σˇ(r) + γ(r)
〉(r)
. (2.158)
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In turn, the corrector functions V (r) are defined similarly to (2.132) and they read
V (r)(σˇ(r), M(r)) = min
σˆ(r)
[
U (r)(σˆ)− U (r)L (σˆ; σˇ(r)M(r))
]
, (2.159)
where σˆ(r) are second-order tensors, that minimize the corrector functions V (r). It is emphasized that
the variational formulation defined by the last three relations in the context of the “second-order”
method, namely expressions (2.157), (2.158) and (2.159) is valid for any choice of the reference stress
tensor σˇ(r), including the choice of σˇ(r) = 0, which leads to the “variational” method of the previous
section.
As already discussed in the context of the previous section, solving the optimization problem in
(2.157) is an extremely difficult task due to the dependence ofM(r) on the spatial variable x. However,
as a consequence of the fact that the compliance tensorsM(r) do not need to satisfy any constraints,
apart from being positive definite, allows us to approximate the variational formulation (2.157) by
choosing constant (per phase) trial fields M(r). A direct consequence of this is the reduction of an
infinite-dimensional optimization procedure into a finite-dimensional problem. Hence, the variational
principle (2.157) reduces to
U˜ (σ) ≥ sup
M(r)
{
U˜L(σ; σˇ(r)M(r)) +
2∑
r=1
c(r) V (r)(σˇ(r),M(r))
}
. (2.160)
Note that after introducing constant per-phase compliance tensors M(r), the estimate for U˜ is ap-
proximate and thus it depends on the choice of the reference stress tensors σˇ(r). The choice of these
tensors will be addressed in the context of viscoplastic porous media in the following paragraphs. On
the other hand, it is necessary to emphasize that the “variational” bound of Ponte Castan˜eda (1991),
discussed in the previous section, (which is a special case of the one in (2.160) if we let σˇ = 0) is
the best bound that can be obtained from (2.160). Given this observation, it is then appropriate
to generalize our point of view and investigate the possibility of obtaining estimates different and
hopefully more accurate than the bound. This can be achieved by replacing the “sup” in relation
(2.160) and the “min” in (2.159) with the more general stationary conditions, which implies that the
effective stress potential is written as
U˜som (σ) = stat
M(r)
{
U˜L(σ; σˇ(r)M(r)) +
2∑
r=1
c(r) V (r)(σˇ(r),M(r))
}
, (2.161)
with U˜L given by relation (2.158) and the corrector functions V (r) expressed as:
V (r)(σˇ(r), M(r)) = stat
σˆ(r)
[
U (r)(σˆ(r))− U (r)L (σˆ(r); σˇ(r)M(r))
]
. (2.162)
In these relations, the stationary operation (stat) consists in setting the partial derivative of the
argument with respect to the variable equal to zero, which yields a set of nonlinear algebraic equations
for the variables σˆ(r) and M(r). This last relation is valid for any two-phase nonlinear composite.
In particular, it has been shown by Ponte Castan˜eda (2002a) that this method is exact to “second-
order” in the heterogeneity contrast of the phases, which is the source of its name as “second-order”
method. In contrast, the “variational” method presented in the previous section, is exact to the first
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order in the heterogeneity contrast and thus is expected to deliver less accurate estimates than the
“second-order” method.
The variational formulation described by the previous relations involves certain optimality (sta-
tionary) conditions. First, consider the stationary condition in (2.162), with respect to the tensor
σˆ(r), which reads
∂ U (r)(σˆ)
∂σˆ
− ∂ U
(r)(σˇ)
∂σˇ
=M(r) (σˆ(r) − σˇ(r)), r = 1, 2. (2.163)
Note that due to the multi-dimensional character of the problem as well as the fact that V (r) are
non-convex functions of σˆ, relations (2.163) possess multiple solutions. In this connection, if σˇ(r) is
not equal to zero or σˆ(r), the above expression constitutes a generalized secant-type approximation
to the nonlinear potential U (r), evaluated at σˆ(r) and σˇ(r).
On the other hand, the second optimality condition with respect to the compliance tensor M(r)
in (2.161) is not straightforward due to the fact that, similar to the “variational” procedure of the
previous section, the corrector functions V (r) are not smooth in M(r) (Idiart and Ponte Castan˜eda,
2006). Thus, the stationary conditions cannot be obtained by direct derivation of the stress potential
U˜ with respect to M(r). Even so, these optimality conditions can be satisfied partially by choosing
appropriately the viscous compliance tensor M(r), such that smoothness of the function U˜ with
respect to the eigenvalues of M(r) is assured. More details on the choice of the viscous compliance
tensor M(r) are provided next, where the problem is specialized for viscoplastic porous materials.
2.6.1 “Second-order” estimates for viscoplastic porous media
In what follows, we restrict our attention to the case of nonlinear porous media, which is the main
subject of this work. More specifically, for the case of porous media, the LCC is also a porous material,
whose matrix phase (denoted as phase 1) is described by a generalized stress potential U (1)L ≡ UL in
accord with definition (2.155), which is expressed as:
UL (σ; σˇ, M) = U (σˇ) +
∂U (σˇ)
∂σ
· (σ − σˇ) + 1
2
(σ − σˇ) · M (σ − σˇ) , (2.164)
where U is the stress potential of the nonlinear matrix phase, defined by (2.23), while the label 1 is
omitted for simplicity, unless stated otherwise. In this last expression, M and σˇ are the compliance
and reference tensors associated with the matrix phase. On the other hand, the vacuous phase
(denoted as phase 2) is defined by a stress potential U (2) = 0. Note that relation (2.164) can be
identified with the corresponding expression (2.115) for linear “thermo-viscous” porous media by
letting
η =
∂U (σˇ)
∂σ
−M σˇ,
γ =
1
2
σˇ · M σˇ − ∂U (σˇ)
∂σ
· σˇ + U(σˇ). (2.165)
For the purpose of this work, the reference tensor σˇ is taken to be proportional to the deviatoric
macroscopic stress tensor σ ′ so that the effective stress potential U˜ of the nonlinear composite is a
scalar isotropic function of the macroscopic stress tensor σ. The choice for the magnitude of this
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tensor will be discussed in detail in a following subsection. The proportionality condition is simply
written as
σˇ ∝ σ ′ ⇒ S = σˇ
σˇeq
=
σ ′
σeq
, (2.166)
with S being a second-order tensor, which is homogeneous of degree zero in σ and has been introduced
for convenience. In turn, for viscoplastic composites, the following choice has been proposed by Ponte
Castan˜eda (2002b) for the compliance tensor M or, equivalently, for the modulus tensor L of the
matrix phase in the LCC,
M =
1
2λ
E+
1
2µ
F+
1
3κ
J, L = (M)−1 = 2λE+ 2µF+ 3κJ. (2.167)
Here, λ and µ are shear viscous moduli to be defined later, and κ is the bulk modulus of the matrix
phase, while the limit of incompressibility, i.e., κ → ∞, will be considered later. The projection
tensors E and F are given by
E =
3
2
S ⊗ S, F = K−E, E+ F+ J = I. (2.168)
In the last two expressions I, K and J are the standard, fourth-order, identity, shear and hydrostatic
projection tensors, respectively, given by relation (2.140). On the other hand, E and F are motivated
by the fourth-order shear eigen-tensors (Ponte Castan˜eda, 1996) of the tangent compliance tensor,
defined as Mt = ∂2U(σˇ)/(∂σ ∂σ) (see relation (2.3)) and are such that EE = E, FF = F, EF = 0.
In addition, it is emphasized that even though the nonlinear matrix phase is isotropic (see relation
(2.23)), the corresponding linearized phase in the LCC is, in general, anisotropic, in contrast with ear-
lier methods, like the variational method, discussed in the previous section, where the corresponding
LCC is isotropic (see relation (2.139)). A measure of this anisotropy is given by the ratio
k =
λ
µ
, (2.169)
such that k = 1 and k = 0 correspond to an isotropic and extremely anisotropic linear matrix phase.
In this regard, the effective stress potential of the porous LCC follows from relations (2.117) and
(2.124), such that (Levin, 1967; Talbot and Willis, 1992):
U˜L(σ; σˇ,M) =
1
2
σ · M˜σ + η · σ + (1− f) γ, (2.170)
where η and γ are defined in (2.165), while M˜ is the effective compliance tensor of the linear porous
medium and is defined by (2.119), which is recalled here for completeness to be
M˜ =M+
f
1− f Q
−1. (2.171)
In this expression, Q is a microstructural tensor related to the Eshelby (1957) tensor given by relation
(2.59). The reader is referred to section 2.4.1 for further details on the homogenization of linear
thermo-viscous porous media.
At this point, it is important to mention that, because of the anisotropy of the LCC, the cor-
responding fourth-order tensor Q, and therefore M˜ (see relation (2.171)) do not have the same
eigen-tensors as the compliance tensor M when the microstructure is isotropic, and therefore they
Theory 45
cannot be written explicitly in terms of E, F and J (Nebozhyn and Ponte Castan˜eda, 1999). A direct
consequence of this fact is that the deformation modes in relation (2.170) are coupled, as will be
seen later. In addition, similarly to the “variational” method, incompressibility of the matrix phase
requires the consideration of the limit κ→∞ for the computation of Q, which is taken with the help
of the commercial package “Mathematica” (see Appendix I).
Having defined the effective behavior of the porous LCC, the corresponding “second-order” es-
timate for the instantaneous effective stress potential of the nonlinear porous material U˜ with an
incompressible matrix phase, defined for a two-phase composite in (2.161), can be shown to reduce
to (Ponte Castan˜eda, 2002b; Idiart et al., 2006)
U˜som (σ) = stat
λ, µ
{
U˜L (σ; σˇ, λ, µ) + (1− f)V (σˇ, λ, µ)
}
, (2.172)
for the specific choice of M made in relation (2.167). In this relation, use was made of the notation
c(2) = f and hence c(1) = 1 − f to express the volume fractions of the pores (i.e., porosity) and the
matrix phase, respectively. In addition, the “corrector” function V is defined by
V (σˇ, λ, µ) = stat
σˆ
[U (σˆ)− UL (σˆ; σˇ, λ, µ)] , (2.173)
with σˆ being a uniform, second-order tensor. By making use of the special form (2.167) of the tensor
M, it is convenient to define two components of the tensor σˆ that are “parallel” and “perpendicular”
to the corresponding reference tensor σˇ, respectively,
σˆ|| =
√
3
2
σˆ ·E σˆ and σˆ⊥ =
√
3
2
σˆ · F σˆ. (2.174)
The equivalent part of σˆ, then, reduces to
σˆeq =
√
σˆ2|| + σˆ
2
⊥. (2.175)
Before proceeding further, it is worth noting that the previous definitions (2.166), (2.167), (2.174)
and (2.175), imply certain identities which are summarized as follows:
σˆ · S = 2
3
σˆ||, σˇ · S = 23 σˇeq,
Eσ = σ ′, E σˇ = σˇeq S = σˇ, E σˆ = σˆ||S, (2.176)
Fσ = 0, F σˇ = 0, F σˆ = σˆ⊥S⊥,
where S⊥ · S = 0.
Now, the two stationary operations in relations (2.172) and (2.173) yield a set of nonlinear,
algebraic equations for the variables λ, µ and σˆ. First of all, the optimality conditions with respect
to the tensor σˆ in (2.173), can be shown to reduce to
∂U
∂σ
(σˆ)− ∂U
∂σ
(σˇ) = ε˙o
(
σˆeq
σo
)n−1
σˆ
σo
− ε˙o
(
σˇeq
σo
)n−1
σˇ
σo
=M(σˆ − σˇ), (2.177)
for power-law materials. By considering appropriate projections of this last relation in the fourth-
order tensors E and F, these conditions simplify to two conditions for the scalars λ and µ, which
read
ε˙o
(
σˆeq
σo
)n σˆ||
σˆeq
− ε˙o
(
σˇeq
σo
)n
=
1
3λ
(σˆ|| − σˇeq), ε˙o
(
σˆeq
σo
)n−1
=
σo
3µ
. (2.178)
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Note that the second equation for µ in the last expression is the same with the one obtained in the
context of the “variational” method, in relation (2.149)2. These two last conditions can be further
combined to deliver an equation for the anisotropy ratio k of the LCC, which is expediently written
as
k
(
σˆeq
σˇeq
)1−n
= (k − 1) σˆ||
σˇeq
+ 1. (2.179)
An important point that should be made in the context of this last relation stems from the fact that
the quantities σˆeq, σˇeq and σˆ|| are homogenous functions of degree 1 in the macroscopic stress tensor
σ, which implies that the anisotropy ratio k depends only on the “direction” of σ and not on its
magnitude.
On the other hand, the scalar quantities σˆ|| and σˆeq, defined in (2.174) and (2.175), result from
the stationarity condition with respect to the scalars λ and µ in relation (2.172), such that (Ponte
Castan˜eda, 2002a; Idiart et al., 2006)
σˆ|| − σˇeq =
√
3
1− f
∂U˜L
∂(2λ)−1
=
√
3
1− f 〈(σL − σˇ) · E (σL − σˇ)〉
(1) (2.180)
and
σˆ⊥ =
√
3
1− f
∂U˜L
∂(2µ)−1
=
√
3
1− f 〈σL · F σL〉
(1). (2.181)
The brackets 〈·〉(1) denote volume averages over the matrix phase, with σL being the local stress field
in the LCC. It is evident that the right-hand sides of the last two relations depend on certain traces
of the field fluctuations in the LCC. In addition, it is worth mentioning that the right-hand side of
the last two equations are homogeneous functions of degree zero in M, and therefore, the quantities
σˆ|| and σˆ⊥ depend on the moduli λ and µ only through the anisotropy ratio k. Thus, introducing
these expressions for σˆ|| and σˆ⊥ into (2.179), we obtain a single algebraic, nonlinear equation for k,
which must be solved numerically for a given choice of the reference tensor σˇ. The evaluation of the
two moduli, then, follows simply by noting from relations (2.169) and (2.178) that
λ = k µ, and µ =
σo
3 ε˙o
(
σˆeq
σo
)1−n
. (2.182)
Finally, taking into account the stationarity conditions described previously in relations (2.179),
(2.180) and (2.181), the expression (2.172) for the effective stress potential of the nonlinear porous
material can be further simplified to
U˜som(σ) = (1− f)
[
ε˙oσo
1 + n
(
σˆeq
σo
)n+1
− ε˙o
(
σˇeq
σo
)n (
σˆ|| − σeq(1− f)
)]
, (2.183)
where the choice for the magnitude of the reference tensor σˇ is yet to be determined as will be
discussed in the following subsection. This last expression reveals the dependance of the final estimate
for the effective stress potential of the nonlinear porous material on certain traces of the stress field-
fluctuations in the LCC, through the quantities σˆ|| and σˆeq. In addition, it is worth noting that the
earlier “variational” method of Ponte Castan˜eda (1991) can be easily obtained by letting σˇeq tend to
zero in (2.183). This would further imply that the anisotropy ratio becomes k = 1 in this case (by
setting σˇeq = 0 in (2.178)).
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Remark 2.6.1. At this point, it is useful to make the connection between the estimate (2.183) and
the corresponding definition for the gauge function introduced in (2.31). Thus, from the definition of
the gauge factor Γn in (2.28) and the estimate (2.183), it is easily derived that
Γsomn (σ) = (1− f)
1
1+n σˆeq
[
1− (1 + n)
(
σˇeq
σˆeq
)n ( σˆ||
σˆeq
+
σeq
(1− f) σˆeq
)] 1
1+n
, (2.184)
This implies that the corresponding gauge surface (see (2.29)) is described in terms of the gauge
function Φ˜somn by the following condition
Φ˜somn (Σ) = Γ
som
n (Σ)− 1 =
= (1− f) 11+n σˆeq(Σ)
[
1− (1 + n)
(
σˇeq(Σ)
σˆeq(Σ)
)n (
σˆ||(Σ)
σˆeq(Σ)
+
σeq(Σ)
(1− f) σˆeq(Σ)
)] 1
1+n
− 1 = 0, (2.185)
with Σ denoting a normalized stress tensor that is homogeneous of degree zero in σ. In the next
chapters, use of relation (2.185) will be made to extract relevant results for the effective behavior of
isotropic and anisotropic porous media.
In the sequel, we discuss the evaluation of the macroscopic average strain-rate D, initially defined
in relation (2.6), which follows by differentiation of (2.172) or, equivalently, (2.183), with respect to
the macroscopic stress tensor σ. In the present case, the resulting expression can be shown to reduce
to (see details in Appendix II)
Dij = (DL)ij + (1− f) gmn ∂σˇmn
∂σij
. (2.186)
Here, DL is the macroscopic strain-rate in the LCC given by (2.118) and (2.124), which is repeated
here for completeness to be
DL = M˜σ + η˜, η˜ = η, (2.187)
whereas the second-order tensor g reads
gij =
(
1
2λ
− 1
2λt
)(
σˆ|| − σeq(1− f)
)
σˇij
σˇeq
+
f
2(1− f)2 σkl Tklmnij σmn, (2.188)
with
Tklmnij =
∂ [Q(σˇ)]−1klmn
∂σˇij
∣∣∣∣∣
λ, µ
, (2.189)
and
λt =
σo
3n ε˙o
(
σˇeq
σo
)1−n
. (2.190)
In the context of relation (2.186), it is easily deduced that the average strain-rate D in the nonlinear
composite is not equal to the corresponding average strain-rate DL in the LCC. This is a direct
consequence of the fact that the corresponding estimate (2.172) for the effective stress potential U˜som
is not fully stationary with respect to the reference stress tensor σˇ.
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Remark 2.6.2. In the special case of isotropic microstructures, the estimate (2.186) is coaxial but not
proportional to σ. Indeed, the projections of the first term in (2.186) and the second term in (2.188)
by the fourth-order tensor F, defined in relation (2.168), are generally not zero. On the other hand
the projections of the second term in (2.188) by the tensors E and J are always zero, namely
Epqijσkl Tklmnij σmn = Jpqijσkl Tklmnij σmn = 0. (2.191)
In summary, the “second-order” estimate (2.183) involves two approximations: the linearization
of the nonlinear phases (relation (2.164)) and the homogenization of the LCC (relation (2.170)), where
use was made of the Willis estimates (2.171). However, the estimation of the effective stress potential
U˜som requires a choice for the magnitude of the reference stress tensor σˇ, which will be discussed in
the following subsection.
2.6.2 Choices for the reference stress tensor
In this subsection, the choice of the reference stress tensor introduced in relation (2.164) is discussed.
The assumption that the reference stress tensor, σˇ, is proportional to the deviatoric macroscopic
stress tensor σ ′ has already been made in relation (2.166). Nonetheless, the estimate (2.183) for the
effective stress potential requires a prescription for the “magnitude” of the reference stress tensor σˇ,
which is the main focus in this subsection.
As already discussed in prior work (Ponte Castan˜eda, 2002a; Idiart and Ponte Castan˜eda, 2005),
it has not yet been possible to “optimize” the choice of the reference stress tensor. For this reason,
it is necessary to prescribe a choice for the reference stress tensor σˇ. The choices proposed in the
earlier studies of Ponte Castan˜eda (2002b) and Idiart and Ponte Castan˜eda (2005) are summarized
here as
σˇ = (σ(1))′ =
σ ′
1− f , (2.192)
and
σˇ = σ ′, (2.193)
where the prime denotes the deviatoric part of the macroscopic stress tensor σ. Both of these two
prescriptions become zero in the purely hydrostatic loading (i.e., when σ ′ = 0), and thus lead exactly
to the estimate delivered by the “variational” estimate of Ponte Castan˜eda (1991), described in the
previous section, in the hydrostatic limit. However, it is known that, for isotropic porous media, the
“variational” estimate is too stiff when compared to the analytical estimate obtained by the solution
of the composite sphere (CSA) or cylinder (CCA) assemblages of Hashin (Hashin, 1962; Leblond et
al., 1994; Gurson, 1977) subjected to pure hydrostatic loading. In this connection, it is necessary to
propose a reference stress tensor, which remains non-zero in the hydrostatic limit. This procedure is
described in the following paragraphs.
In this connection, it should be recalled that when the CSA or CCA are subjected to hydrostatic
loading, the problem of estimating the effective behavior of the composite reduces in computing the
effective behavior of an individual spherical or cylindrical hollow shell, with hydrostatic pressure
Theory 49
boundary conditions in the external boundary and zero traction in the internal boundary. On the
other hand, there is no analytical closed-form solution for the analogous problem of ellipsoidal par-
ticulate microstructures, although in certain special cases, such as for a confocal, spheroidal shell
subjected to a specific axisymmetric loading (Gologanu et al., 1993), it is possible to extract analyti-
cal solutions. This suggests the possibility of choosing a reference stress tensor that would allow the
“second-order” estimate (2.183) to coincide with the analytical spherical and cylindrical analytical
shell result in the hydrostatic limit, while still producing relatively accurate results for more general
ellipsoidal microstructures.
From this viewpoint then and based on the analysis performed in subsection 2.2.1, we consider a
particulate porous material that comprises ellipsoidal voids with aspect ratios w1 and w2 randomly
distributed in an isotropic matrix phase. The orientation of the principal axes of the voids is described
by the unit vectors n(i) (i = 1, 2, 3). In turn, the two-point correlation function of the voids, describing
the relative position of the centers of the voids, has the same shape and orientation with the voids†. In
the special case of purely hydrostatic loading, the effective stress potential U˜ describing the behavior
of the porous medium should not depend on the orientation vectors n(i) (i = 1, 2, 3), such that
U˜(σm ; f, w1, w2,n(i)) = U˜(σm ; f, w1, w2). (2.194)
Based on this intuitive hypothesis, the proposed approximate estimate for U˜ should reduce to the
analytical results available in the literature, which can be recovered by considering special limiting
procedures for the aspect ratios w1 and w2 defined in subsection 2.2.1. Those cases are itemized:
1. if w1 = w2 = 1, U˜ should recover the analytical result delivered when a spherical cavity is
subjected to pure hydrostatic loading.
2. if w1 = w2 → ∞ or w1 = 1 and w2 → ∞ or w1 → ∞ and w2 = 1, U˜ should recover the
analytical result obtained when a cylindrical shell is subjected to pure hydrostatic loading.
In order to arrive at a prescription for the reference stress tensor σˇ that respects those two
aforementioned conditions, it is useful first to express the effective stress potential, U˜ , in terms of
the mean, applied macroscopic stress σm and the effective flow stress σ˜w (the subscript w is used to
emphasize the dependence on the aspect ratios w1 and w2) of the porous material, such that
U˜(σ; f, w1, w2) =
ε˙o σ˜w
1 + n
(
3
2
|σm|
σ˜w
)1+n
. (2.195)
In this last expression, use has been made of the fact that the effective stress potential U˜ is homogenous
of degree n + 1 in σ, whereas the form (2.195) implies that estimation of σ˜w fully determines the
effective behavior of the porous material, when subjected to hydrostatic loading conditions. It should
be emphasized that there exist no exact solutions for the effective flow stress σ˜w for a porous material
consisting of ellipsoidal voids, except for the corresponding estimates obtained by the “variational”
method, which are known to be stiff in general. However, σ˜w can be computed exactly for the
†This analysis can be generalized to particulate porous media with ellipsoidal voids whose shape and orientation is
different than the shape and orientation of their distribution function (Ponte Castan˜eda and Willis, 1995).
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above-mentioned two microstructural configurations, i.e., for spherical voids and cylindrical voids
with circular cross-section embedded in an incompressible isotropic matrix phase. In the next few
paragraphs, we spell out these exact shell solutions, while comparing them with the corresponding
estimates derived by the “variational” method in this case of hydrostatic loading.
In this connection, when an aggregate of an infinite hierarchy of sizes of spherical or cylindrical
shells is subjected to hydrostatic loading conditions (i.e., |XΣ| → ∞), the corresponding effective flow
stress can be computed exactly by solving the isolated shell problem, and is given by (Michel and
Suquet, 1992)
σ˜w=1
σo
= n
(
f−1/n − 1
)
and
σ˜w→∞
σo
=
(√
3
2
) 1+n
n
σ˜w=1
σo
, (2.196)
where σ˜w=1 and σ˜w→∞ are the effective flow stresses of the spherical and the cylindrical shell with
an incompressible matrix phase, respectively. Note that for a cylindrical shell with an incompressible
isotropic matrix phase that is subjected to plane-strain loading conditions in the 3−direction, the
in-plane pressure (σ11+σ22)/2 is identical to the three-dimensional pressure (σ11+σ22+σ33)/3. This
is a direct consequence of the fact that for the cylindrical shell subjected to plane-strain loading, the
out-of-plane component of the stress is σ33 = (σ11+ σ22)/2. Thus, definition (2.195) for the effective
stress potential is valid for both spherical and cylindrical shells.
On the other hand, the corresponding effective flow stresses delivered by the “variational” proce-
dure of Ponte Castan˜eda (1991) (V AR), for porous media containing spherical (denoted with w = 1)
and cylindrical (denoted with w → ∞) voids subjected to purely hydrostatic loading, can be shown
to reduce to
σ˜varw=1
σo
=
1− f
√
f
1+n
n
and
σ˜varw→∞
σo
=
(√
3
2
) 1+n
n
σ˜varw=1
σo
. (2.197)
Clearly, the estimates (2.196) and (2.197) delivered by the shell problem and the “variational” method,
respectively, deviate significantly at low porosities. However, it is interesting to note that the effective
flow stresses delivered by the shell problem and the “variational” bound satisfy the following non-
trivial relation
σ˜w→∞
σ˜ varw→∞
=
σ˜w=1
σ˜ varw=1
, or σ˜w→∞ =
σ˜w=1
σ˜ varw=1
σ˜ varw→∞. (2.198)
Making use now of relation (2.198) and due to lack of an analytical estimate in the case of general
ellipsoidal microstructures, we make the assumption that the effective flow stress σ˜w of an ellipsoidal
shell with arbitrary aspect ratios w1 and w2 may be approximated by
σ˜w
σ˜ varw
=
σ˜w=1
σ˜ varw=1
=
σ˜w→∞
σ˜ varw→∞
, or σ˜w =
σ˜w=1
σ˜ varw=1
σ˜ varw =
σ˜w→∞
σ˜ varw→∞
σ˜ varw , (2.199)
where σ˜ varw is the corresponding effective flow stress delivered by the “variational” procedure when
a porous material with ellipsoidal voids of arbitrary aspect ratios w1 and w2 is subjected to pure
hydrostatic loading. Thus, by making use of the general result for the effective stress potential in
(2.150) and the definition (2.195), it is easily seen that
ε˙o σ˜
var
w
1 + n
(
3
2
|σm|
σ˜varw
)n+1
= (1− f) ε˙o σo
n+ 1
[
3σ · M̂σ
(1− f)σ2o
]n+1
2
, for σ = σm I, (2.200)
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which implies that (
σ˜varw
σo
)−n
= (1− f)
[
4 I · M̂ I
3 (1− f)
]n+1
2
, (2.201)
with M̂ given by (2.143), which is not analytical for general ellipsoidal microstructures. Even so, this
simple prescription may also be applied in the cases that the shape and orientation of the distribution
function of the pores is not identical with the shape and orientation of the voids (Ponte Castan˜eda
and Willis, 1995; Kailasam and Ponte Castan˜eda, 1998). This is a direct consequence of the fact that
the “variational” method provides an estimate for general particulate microstructures as described
by Ponte Castan˜eda and Willis (1995), and therefore the effective flow stress σ˜ varw can be evaluated
in any of these general cases.
To summarize briefly here, the main advantage of prescription (2.199) is that the estimate for U˜
automatically recovers the two conditions described previously. On the other hand, it should be noted
that when the porous material tends to a porous laminate (or porous “sandwich”), the “variational”
estimate can be shown to be exact, i.e., the effective flow stress σ˜ varw for such a microstructure is
identically zero. This implies that (2.199) is not exact in this case, in the sense that the ratio σ˜w/σ˜ varw
should go to unity. However, it follows from (2.199)2 that the absolute value for σ˜w is zero and hence
equal to the exact value. In this regard, the absolute error introduced by (2.199) for the determination
of σ˜w in this extreme case of a porous laminate is expected to be small.
Given the estimate (2.199) for the effective behavior of a porous material containing ellipsoidal
voids subjected to purely hydrostatic loading, we propose the following ad-hoc choice for the reference
stress tensor:
σˇ = ξ
(
XΣ,S, sa, n
)
σ ′, (2.202)
where S is given by (2.166), sa denotes the set of the microstructural variables defined in (2.16), n
is the nonlinear exponent of the matrix phase, and
ξ
(
XΣ,S
)
=
1− q f
1− f + αm(S) |XΣ|
(
exp
[
−αeq(S)|XΣ|
]
+ β
X4Σ
1 +X4Σ
)
, (2.203)
is a suitably chosen interpolation function. The coefficients t and β are prescribed in an ad-hoc
manner to ensure the convexity of the effective stress potential and are detailed in Appendix III. The
coefficients αm and αeq are, in general, functions of the microstructural variables sa, the nonlinearity
n of the matrix, the stress tensor S, but not of the stress triaxiality XΣ. Before discussing the
estimation of the coefficients αm and αeq, it is remarked that the choice (2.202) reduces to σˇ = σ ′
for XΣ = 0 (see relation (2.193)), while it remains non-zero in the hydrostatic limit |XΣ| → ∞, in
contrast with all the earlier choices proposed in the literature (Ponte Castan˜eda, 2002b; Idiart and
Ponte Castan˜eda, 2005), such as the ones given by (2.192) and (2.193). It also guarantees that the
effective stress potential is a homogeneous function of degree n + 1 in the average stress σ for all
stress triaxialities XΣ.
In particular, the coefficient αm is computed such that the estimate for the effective stress potential
U˜som, delivered by the second-order method in relation (2.183), coincides with the approximate
solution for U˜ in relation (2.195) in the hydrostatic limit. This condition may be written schematically
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as
U˜som → U˜ as |XΣ| → ∞ ⇒ αm = αm
(
S, sa, n
)
, (2.204)
which yields a nonlinear algebraic equation for αm.
On the other hand, in order to compute the coefficient αeq, an appropriate estimate for the
deviatoric part of the strain-rate D
′
is needed in the limit as XΣ → ±∞. Note that for the general
case of anisotropic microstructures, the sign (denoted as “sgn”) of XΣ matters, i.e., D
′
gets opposite
values in the limits as XΣ → +∞ and XΣ → −∞. In addition, it is important to remark that the
factor αeq has to be independent of the magnitude of the macroscopic stress tensor σ. To ensure
this, it is safe to make the following analysis with the normalized strain-rate E
′
(the prime denotes
the deviatoric part), defined in (2.33), which is homogeneous of degree zero in σ by definition.
In this regard, we first note that there exists no exact result for E
′
in the case of ellipsoidal
voids, except for the special cases of spherical or cylindrical with circular cross-section voids and
porous sandwiches, where E
′
= 0 as XΣ → ±∞. This result is is exact for finite nonlinearities, i.e.,
0 < m < 1, while the special case of ideally-plasticity will be considered in a separate section later.
On the other hand, it is emphasized that the “variational” method satisfies the above exact results,
i.e., E
′
var = 0 as XΣ → ±∞. In addition, it is important to note that, for the case of hydrostatic
loading, E
′
will be a function of the two aspect ratios w1 and w2, as well as the orientation vectors
n(i) (i = 1, 2, 3) of the ellipsoidal void, in contrast with the effective stress potential U˜ , which is only
a function of the two aspect ratios. This observation complicates significantly the estimation of E
′
.
However, based on the fact that, in the hydrostatic limit, E
′
var, given by (2.153), is exact in the three
(including the porous sandwich) limiting cases mentioned earlier and due to absence of any other
information on the computation of the deviatoric part of the strain-rate in the hydrostatic limit, the
following prescription is adopted for E
′
:
E
′
som =
D
′
ε˙o (Γsomn /σo)n
→ E ′var =
D
′
var
ε˙o (Γvarn /σo)n
as XΣ → ±∞ ∀ w1, w2, n(i), (2.205)
where Γsomn and Γvarn are the gauge factors corresponding to the “second-order” (see (2.184)) and
the “variational” (see (2.151)) estimates, respectively. In addition, the above prescription guaranties
that the slope of the gauge curve, as predicted by the “second-order” method will be identical to the
slope of the corresponding gauge curve of the “variational” method in the hydrostatic limit.
The condition (2.205) provides an equation for the estimation of the coefficient αeq, such that
αeq = αeq
(
S, sa, n
)
. (2.206)
It should be emphasized that condition (2.205) implies that αeq does not depend on the magnitude
of the macroscopic stress tensor σ, since the terms Esom and Evar are homogeneous of degree zero
in σ. While, the computation of the coefficient αm in (2.204) needs to be performed numerically, the
evaluation of αeq can be further simplified to the analytical expression
αeq = α−1m
[
1 +
3
2 σˇeq(Σ)
n − σˇeq(Σ)(2λ)−1 + d|| − d var
(1− f) σˆ||(Σ)
(
1
2λ
− 1
2λt
)−1]
. (2.207)
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Here, use has been made of definition (2.30) for the normalized macroscopic stress tensor Σ =
σ/Γn(σ), as well as of the fact that σˇeq, σˆ|| and σˆeq are homogeneous functions of degree one in their
arguments. It is further emphasized that all the quantities involved in the above relation must be
evaluated in the hydrostatic limit XΣ → ±∞, i.e., for
Σ = sgn(XΣ) Σ
H
m
∣∣∣
som
I, (2.208)
where Σ
H
m
∣∣∣
som
is the corresponding normalized hydrostatic stress obtained by the “second-order”
gauge function and is detailed in Appendix V.
Then, the terms in (2.207) associated with the “second-order” method are defined as
λ = kH µ, µ = σˆeq(Σ)1−n/3, λt =
1
3n
σˇeq(Σ)1−n, (2.209)
and
d|| =
3
2
sgn(XΣ) Σ
H
m
∣∣∣
som
S · M˜
∣∣∣
k=kH ,µ=µ
I, (2.210)
with M˜ given by (2.171). Furthermore, for the computation of kH in (2.210), it is necessary to solve
the nonlinear equation for the anisotropy ratio k, defined by (2.179), in the hydrostatic limit.
On the other hand, the term dvar in (2.207), associated with the “variational” method, is given
by
dvar =
9
2
sgn(XΣ)
(
Σ
H
m
∣∣∣
var
)n (3 I · M̂ I
1− f
)n−1
2
S · M̂ I, (2.211)
with Σ
H
m
∣∣∣
var
denoting the corresponding normalized hydrostatic stress obtained by the “variational”
gauge function, while M̂ is given by (2.143). The evaluation of Σ
H
m
∣∣∣
var
is detailed in Appendix V.
In summary, relation (2.202), together with relations (2.204) and (2.206) (or (2.207)), completely
define the reference stress tensor σˇ, and thus, result (2.183) can be used to estimate the effective
behavior of the viscoplastic porous material. It is important to emphasize at this point that the
“second-order” procedure developed in the previous section is general enough to be able to deal
with general ellipsoidal microstructures, in contrast with earlier models proposed in the literature
(Gologanu et al., 1993; Leblond et al., 1994; Gaˇraˇjeu et al., 2000; Flandi and Leblond, 2005) that are
constrained to spheroidal microstructures and axisymmetric loading conditions aligned with the pore
symmetry axis.
2.6.3 Phase average fields
In this subsection, the focus is on estimating the average stress, strain-rate and spin in each phase
of the porous material. This is necessary for the prediction of the evolution of the microstructural
variables to be considered in the next section. Because of the presence of the vacuous phase the
average stress tensors are trivially given by
(1− f)σ(1) = σ, σ(2) = 0. (2.212)
On the other hand, the estimation of the average strain-rate and spin in each phase is non-trivial.
As already discussed in the context of relation (2.170), use has been made of the Willis (1978)
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estimates for the determination of the effective behavior of the LCC. One of the main results of
this procedure is that the fields in the inclusion phase (vacuous phase in the present study) of the
LCC are uniform, which can be written as DL(x) = D
(2)
L for all x in Ω
(2) in the LCC. Because of
this result, the corresponding “second-order” estimate for D
(2)
in the nonlinear porous material also
delivers uniform fields in the voids. However, the work of Idiart and Ponte Castan˜eda (2007) has
shown that in principle D
(2) 6= D(2)L for a general reference stress tensor σˇ. On the other hand, the
author is not aware of corresponding results concerning the estimation of the average spin Ω
(2)
in
the vacuous phase, apart from the fact that the spin is uniform in the inclusion phase of the LCC,
i.e., ΩL(x) = Ω
(2)
L , and the nonlinear composite due to the use of the Willis estimates. Regardless
of any prescription for the estimation of the average strain-rate and spin in the vacuous phase, the
following two relations for the macroscopic and the phase average quantities must always hold, both
in the nonlinear composite and the LCC, such that
D = (1− f)D(1) + fD(2), DL = (1− f)D(1)L + fD
(2)
L , (2.213)
and
Ω = (1− f)Ω(1) + f Ω(2), ΩL = (1− f)Ω(1)L + f Ω
(2)
L . (2.214)
In the following, the discussion will be focused on estimating the average strain-rate and spin in the
vacuous phase.
Specifically, making use of the identities (2.213) and the incompressibility of the matrix phase, the
hydrostatic part of the macroscopic strain-rate Dm = Dii/3 (i = 1, 2, 3), and the average strain-rate
in the voids, D
(2)
m are related through
D
(2)
m =
1
f
Dm, and D
(1)
m = 0. (2.215)
It is easy to verify that D
(2)
m cannot be equal to (D
(2)
m )L since Dm 6= (Dm)L in relation (2.186). The
result (2.215) is exact and no approximations are involved.
On the other hand, the computation of the deviatoric part of the average strain-rate, D
(2) ′
, in the
vacuous phase is non-trivial. In the work of Idiart and Ponte Castan˜eda (2007), the idea of computing
D
(2)
lies in perturbing the local nonlinear phase stress potential, given by (2.23), with respect to a
constant polarization type field p, solve the perturbed problem through the homogenization procedure
and then consider the derivative with respect to p, while letting it go to zero. Consequently, the
expression for the average strain-rate in the vacuous phase can be shown to be of the form
D
(2)
=D
(2)
L −
1− f
f
g
∂σˇ
∂p
∣∣∣∣
p→0
, (2.216)
with g given by relation (2.188) and D
(2)
L by (2.127), such that
D
(2)
L = A
(2)DL + a(2) =
1
f
(M˜−M)σ + η = 1
1− fQ
−1 σ + η, (2.217)
where A(2), a(2) and DL are given by relations (2.121), (2.122) and (2.187), respectively.
As already discussed previously, the evaluation of the reference stress tensor requires the com-
putation of the effective stress potential of the shell problem. However, solving the shell problem
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assuming a perturbed nonlinear potential law for the matrix phase is too complicated and probably
can be achieved only by numerical calculations for general ellipsoidal microstructures. Hence, we are
left with the option to evaluate the deviatoric part of D
(2)
approximately, while the hydrostatic part
of D
(2)
is obtained by relation (2.215) exactly within the approximation intrinsic to the method.
Thus, we set
D
(2) ′
=D
(2) ′
L , (2.218)
and attempt to get an estimate of the resulting error introduced by ignoring the second term in
relation (2.216). First of all, it is important to mention that the reference stress tensor σˇ prescribed
in relation (2.202) could depend on p only through the coefficients αm and αeq. This implies that
relation (2.218) is exact in the low triaxiality limit XΣ = 0, since, in this case, the reference stress
tensor becomes equal to the deviatoric part of the applied macroscopic stress tensor σ ′ and hence
does not depend on p by definition. Under this observation, it is expected that prescription (2.218)
is sufficiently accurate for low triaxial loadings.
Conversely, at high triaxiality loadings the error is expected to be maximum. However, estimating
this error is possible only in special cases. In particular, in the cases of isotropic and transversely
isotropic porous media that are subjected to pure and in-plane hydrostatic loading, respectively, the
exact result readsD
(2) ′
= 0. It can be verified that in those cases use of relation (2.218) introduces an
error less than 1% in the computation of the deviatoric part ofD
(2)
. Moreover, in this high triaxiality
regime, it is expected (it will be verified in the results section) that the hydrostatic part of D, i.e.,
D
(2)
m , is predominant and controls the effective behavior of the porous material. Therefore, evaluation
of the average strain-rate in the inclusion from relation (2.218) is expected to be sufficiently accurate
and simple for the purposes of this work.
In summary the average strain-rate tensor in the voids will be taken to be approximated by the
expression
D
(2)
=
1
f
Dm I +D
(2) ′
L =
1
f
Dm I +K
(
1
1− fQ
−1 σ + η
)
, (2.219)
where K denotes the fourth-order shear projection tensor defined by (2.140).
Following a similar line of thought, and due to lack of results for the estimation of the phase
average spin of nonlinear materials, the assumption will be made here that the average spin in the
vacuous phase Ω
(2)
in the nonlinear porous material can be approximated by the average spin in the
pores of the LCC, Ω
(2)
L . This approximation is written as
Ω
(2)
= Ω
(2)
L = Ω +ΠLQ
−1 σ, (2.220)
where Ω
(2)
L has already been defined in (2.130), while Q and Π are given by relation (2.59) and
(2.74), respectively. Note that similar to the “variational” method, the limit of incompressibility
(i.e., κ → ∞) needs to be considered for the evaluation of the term ΠL (see Appendix I). Note
further that expression (2.220) is identical to (2.154)4 obtained for the average spin in the vacuous
phase in the context of the “variational” method.
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2.7 Evolution of microstructure
In the previous sections, we have made a thorough study for the determination of the instantaneous
effective behavior of nonlinear porous media with particulate microstructure described by a set of
internal variables denoted as sa = {f, w1, w2,n(1),n(2),n(3) = n(1) × n(2)} as defined in subsection
2.2.1. It is helpful to recall that these microstructural variables correspond to the volume fraction
of the voids or porosity f , the shape of the voids, denoted with the two aspect ratios w1 and w2,
and the orientation of the principal axes of the representative ellipsoidal void, i.e., the orientation
vectors n(i) (with i = 1, 2, 3). The reader is referred to Fig. 2.2, in subsection 2.2.1, for a graphical
representation of these variables.
However, viscoplastic porous materials undergo finite deformations, and as a consequence of the
deformation process, the microstructure and thus the anisotropy of the material evolve. In order to
complete the study of these materials, we need to provide evolution laws for each microstructural
variable. As already discussed in prior work, Ponte Castan˜eda and Zaidman (1994), Kailasam and
Ponte Castan˜eda (1998) and Aravas and Ponte Castan˜eda (2004), the homogenization theories have
as a purpose to describe the effective behavior of the composite in average terms. For this reason, it
makes sense to consider that the initially ellipsoidal voids will evolve — on “average” — to ellipsoidal
voids with different shape and orientation. This consideration implies that the evolution of the shape
and orientation of the pores is completely characterized by the average strain-rate and spin in the
vacuous phase, which can be easily obtained as a byproduct of the homogenization methods described
in the previous sections.
Consequently, we can derive evolution laws for the microstructural variables simply by making
use of the kinematics of the problem. In this connection, following the work of Ponte Castan˜eda and
Zaidman (1994) and Kailasam and Ponte Castan˜eda (1998) (see also Aravas and Ponte Castan˜eda
(2004)), the evolution laws are given below:
Porosity . By making use of the incompressibility of the matrix phase, the evolution law for the
porosity is obtained from the kinematical relations
f˙ = (1− f)Dii, i = 1, 2, 3, (2.221)
where D is evaluated from relation (2.153) for the “variational” method and (2.186) for the “second-
order” method.
Aspect ratios. The evolution of the aspect ratios of the ellipsoidal void is defined by
w˙i = wi
(
n(3) ·D(2) n(3) − n(i) ·D(2) n(i)
)
= wi
(
n(3) ⊗ n(3) − n(i) ⊗ n(i)
)
·D(2), (2.222)
(no sum on i = 1, 2). The average strain-rate in the void D
(2)
is computed by relation (2.154) for
the “variational” method and (2.219) for the “second-order” method.
Orientation vectors. The evolution of the orientation vectors n(i) is determined by the spin of
the Eulerian axes of the ellipsoidal voids, or microstructural spin ω, via
n˙(i) = ω n(i), i = 1, 2, 3. (2.223)
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The microstructural spin ω is related to the average spin in the void, Ω
(2)
, and the average strain-rate
in the void, D
(2)
, by the well-known kinematical relation ( Hill, 1978; Ogden, 1984)
ωij
′′ = Ω
(2)
ij
′′
+
w2i + w
2
j
w2i − w2j
D
(2)
ij
′′
, i 6= j, (2.224)
where the double primes indicate components in a coordinate frame that instantaneously coincides
with the principal directions of the ellipsoidal voids (i.e., with the unit vectors n(i)). The special case
in which at least two of the aspect ratios are equal is discussed in detail later in this section. Now, it
is convenient for the numerical implementation of expression (2.224) to refer all tensor components
with respect to a fixed Cartesian coordinate system. Therefore, it is useful to express (2.224) in direct
notation (Aravas and Ponte Castan˜eda, 2004)
n(i) · ωn(j) = n(i) ·Ω(2)n(j) + w
2
i + w
2
j
w2i − w2j
n(i) ·D(2)n(j), i 6= j, wi 6= wj , (2.225)
with no sum over i, j. Next, writing ω = (n(i) · ω n(j))n(i) n(j) and Ω(2) = (n(i) ·Ω(2) n(j))n(i) n(j)
in direct notation and making use of the fact that D
(2)
is symmetric, which implies that
n(i) ·D(2)n(j) = (n(i) ⊗ n(j)) ·D(2) = 1
2
(n(i) ⊗ n(j) + n(j) ⊗ n(i)) ·D(2), (2.226)
we can express (2.224) in direct notation
ω = Ω
(2)
+
1
2
3∑
i,j=1
i 6=j
wi 6=wj
w2i + w
2
j
w2i − w2j
[
(n(i) ⊗ n(j) + n(j) ⊗ n(i)) ·D(2)
]
n(i) ⊗ n(j), (2.227)
with w3 = 1.
In turn, it is relevant to discuss the evaluation of the Jaumann rate of the orientation vectors n(i),
denoted by
O
n (i) (i = 1, 2, 3). The Jaumann rate is an objective measure for the change of orientation
of the voids and is related to the standard time derivative of relation (2.223) by
O
n (i) = n˙(i) −Ω n(i) = (ω −Ω)n(i), i = 1, 2, 3, (2.228)
where Ω is the macroscopic average spin applied externally in the problem. At this point, it is
convenient to introduce the notion of the plastic spin (Dafalias, 1985), which is defined as the spin
of the continuum relative to the microstructure, i.e.,
Ωp = Ω − ω. (2.229)
Then, it follows from (2.228) and (2.229) that
O
n (i) = −Ωp n(i) i = 1, 2, 3. (2.230)
Remark 2.7.1. It should be mentioned that the expression (2.224) is ill-behaved for the case of a
spherical void, i.e., when w1 = w2 = w3 = 1, as well as for a spheroidal void, i.e., when w1 = w2 6=
w3 = 1 or w1 6= w2 = w3 = 1 or w1 = w3 = 1 6= w2. In these cases, special care needs to be taken
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for the computation of the spin of the Eulerian axes of the ellipsoid. More specifically, when two of
the aspect ratios are equal, for instance w1 = w2, the material becomes locally transversely isotropic
about the n(3)−direction, and thus the component Ωp12 becomes indeterminate. Since the spin Ωp12 is
inconsequential in this case, it can be set equal to zero (Aravas, 1992; Aravas and Ponte Castan˜eda,
2004), which implies that ω12 = Ω12. This notion can be applied whenever the shape of the void is
spheroidal, in any given orientation. Following a similar line of thought, when the voids are spherical
(w1 = w2 = w3 = 1), Ωp = 0, which implies that
O
n (i) = 0 and n˙(i) = Ω n(i).
Remark 2.7.2. A second remark to be made in this section is that the evolution laws developed here
are completely consistent with the general constitutive framework of Dafalias (1985) for anisotropic
plastic solids subjected to finite deformations. The reason for this is linked to the fact that the
homogenization methods provide, in a “natural” way, information about the average fields in the
phases. In this regard, the present homogenization theories provide the link between general invari-
ance considerations, such as the ones discussed by Dafalias and Rashid (1989) and Aravas (1992),
and the microstructural variables which induce the development of anisotropy in the material.
2.8 Porous materials with ideally-plastic matrix phase
In this section, we specialize the homogenization results developed in sections 2.5 and 2.6, for the
case of porous materials with ideally-plastic matrix phase. For this, we need to consider the limit as
n → ∞ or, equivalently, m → 0 for the nonlinear exponent of the matrix phase in relations (2.150)
and (2.183). The notion of the yield surface or yield domain has already been discussed in subsection
(2.2.5) and will not be repeated here. In the following, subsections we provide specific expressions
as derived by the “variational” and the “second-order” methods in the context of porous media with
ideally-plastic matrix phase.
2.8.1 “Variational” estimates
Making use of definitions (2.37) and (2.42) for the effective stress potential U˜var for a viscoplastic
porous material, together with relation (2.150), which is repeated here for convenience
U˜var(σ) = (1− f) ε˙o σo
n+ 1
(
σˆeq
σo
)n+1
= (1− f) ε˙o σo
n+ 1
[
3σ · M̂σ
(1− f)σ2o
]n+1
2
, (2.231)
we can define the corresponding equation describing the effective yield surface of the “variational”
method in the ideally-plastic limit in terms of the yield function Φ˜var via
Φ˜var(σ; sα) = σˆeq(σ; sα)− σo =
√
3σ · M̂σ
(1− f) − σo = 0. (2.232)
Here, sa = {f, w1, w2,n(1),n(2),n(3) = n(1) × n(2)} is the set of the microstructural variables defined
in subsection 2.2.1, while M̂ is given by (2.143).
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Remark 2.8.1. For later reference, we make a parenthesis to note that by making use of definition
(2.195), the above-mentioned effective yield function Φ˜var can be written as
Φ˜var(σm; sα) =
3
2
|σm| − σ˜varw , (2.233)
in the limit of purely hydrostatic loading, i.e., when σeq = 0. In this expression, σ˜varw is the effective
flow stress of the porous medium when subjected to purely hydrostatic loading and is given by (2.201),
which reduces in the ideally plastic limit to
σ˜varw =
[
4 I · M̂ I
3 (1− f)σ2o
]− 12
. (2.234)
In the simple case of spherical (denoted as σ˜varw=1) and cylindrical (denoted as σ˜
var
w=∞) voids these
effective flow stress are evaluated by considering the limit n→∞ in expression (2.197), which yields
σ˜varw=1
σo
=
1− f√
f
and
σ˜varw→∞
σo
=
(√
3
2
)
σ˜varw=1
σo
. (2.235)
In the following, use will be made of these results in the context of the “second-order” method to
propose a reference stress tensor for porous media with an ideally-plastic matrix phase.
Remark 2.8.2. It is worth noting that by considering the ideally-plastic limit (n→∞) in (2.152), we
can express the condition describing the gauge surface in terms of the corresponding gauge function
Φ˜var∞ = Φ˜var/σo (see (2.42) for more details) via
Φ˜var∞ (Σ) = Γ
var
∞ (Σ)− 1 = σˆeq(Σ)− 1 = 0, (2.236)
with Γvar∞ = σˆeq being the associated with the “variational” method gauge factor, which is obtained
by considering the limit n → ∞ in (2.151), whereas Σ = σ/σo (see relation (2.39)). In the next
chapters, use of relation (2.236) will be made to extract relevant results for the effective behavior of
isotropic and anisotropic porous media with an ideally-plastic matrix phase.
Next, the corresponding macroscopic strain-rate D is given by differentiating the effective yield
function in (2.232) with respect to σ, so that
D = Λ˙
∂Φ˜var
∂σ
= Λ˙
∂σˆeq
∂σ
= Λ˙
√
3
1− f
M̂σ√
σ · M̂σ
, (2.237)
where Λ˙ is a non-negative parameter known as the plastic multiplier computed by the consistency
condition ˙˜Φvar defined in the general context of ideal-plasticity in (2.46). The consistency condition
provides information about the incremental response of the porous medium and is expressed as
˙˜Φvar =
∂Φ˜var
∂σ
· Oσ + ∂Φ˜var
∂sα
O
sα = 0, (2.238)
where the symbol
O
() has been used to denote the Jaumann rate of a given quantity. In this connection,
Kailasam and Ponte Castan˜eda (1998) and Aravas and Ponte Castan˜eda (2004) have shown that the
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terms
O
sα = {f˙ , w˙1, w˙2, On (1), On (2), On (3)}, (2.239)
are proportional to the plastic multiplier Λ˙. This is a direct consequence of the fact that the phase
average strain-rate D
(2)
and the relative spin Ω
(2) − Ω (see relation (2.154)), are linear functions
of the macroscopic strain-rate D, and thus of Λ˙. To show that, we recall these expressions for the
strain-rate D
(2)
and the spin Ω
(2)
, such that
D
(2)
= A(2)D = Λ˙A(2)
∂Φ˜var
∂σ
,
Ω
(2) −Ω = −C(2)D = −Λ˙C(2) ∂Φ˜var
∂σ
, (2.240)
where A(2) and C(2) are strain-rate and spin concentration tensors, which are given by (2.87) and
(2.92), and are independent of the macroscopic strain-rate D.
Next, it follows from (2.240) and the evolution equations for the porosity f˙ in (2.221) and the
aspect ratios w˙1 and w˙2 in (2.222), that
f˙ = (1− f)Dii = Λ˙ (1− f) ∂Φ˜var
∂σii
= Λ˙ qf (σ; sα), (2.241)
and
w˙i = wi
(
n(3) ⊗ n(3) − n(i) ⊗ n(i)
)
·D(2) =
= Λ˙wi
(
n(3) ⊗ n(3) − n(i) ⊗ n(i)
)
·A(2) ∂Φ˜var
∂σ
= Λ˙ q(i)w (σ; sα), (2.242)
with no sum on i = 1, 2. In the last two expressions, qf and q
(i)
w are smooth functions of their
arguments that depend on the macroscopic stress σ and the microstructural variables sα. In turn, it
follows from (2.227), (2.229) and (2.240) that the plastic spin Ωp can be expressed as (Aravas and
Ponte Castan˜eda, 2004)
Ωp = (Ω − ω) =
= C(2)D − 1
2
3∑
i,j=1
i 6=j
wi 6=wj
w2i + w
2
j
w2i − w2j
[
(n(i) ⊗ n(j) + n(j) ⊗ n(i)) ·D(2)
]
n(i) ⊗ n(j), (2.243)
which implies
Ωp = Λ˙
C(2) ∂Φ˜var∂σ − 12
3∑
i,j=1
i 6=j
wi 6=wj
X (ij) n(i) ⊗ n(j)
 , (2.244)
with
X (ij) =
w2i + w
2
j
w2i − w2j
[
(n(i) ⊗ n(j) + n(j) ⊗ n(i)) ·A(2) ∂Φ˜var
∂σ
]
. (2.245)
Then, it follows from (2.228) that
O
n (i) = −Ωp n(i) = Λ˙ q(i)n (σ; sα)n(i), i = 1, 2, 3, (2.246)
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where q(i)n are skew-symmetric, second-order tensors.
The above relations provide a complete description of the evolution equations in the ideally-plastic
limit. It is straightforward then to express the Jaumann hardening rateHJ , defined in (2.48), in terms
of the function qf , q
(i)
w and q
(i)
n via
HJ = − 1
Λ˙
∂Φ˜var
∂sα
O
sα = − 1
Λ˙
{
f˙
∂Φ˜var
∂f
+
2∑
i=1
w˙i
∂Φ˜var
∂wi
+
3∑
i=1
∂Φ˜var
∂n(i)
· On (i)
}
=
= −
{
qf
∂Φ˜var
∂f
+
2∑
i=1
q(i)w
∂Φ˜var
∂wi
+
3∑
i=1
∂Φ˜var
∂n(i)
· q(i)n n(i)
}
. (2.247)
The Jaumann hardening rate is an objective measure of the geometrical softening or hardening of
the porous material to be used in the prediction of instabilities in the next section. In addition, it is
useful to introduce the corotational hardening rate, Hc, which is given by
Hc = − 1
Λ˙
∂Φ˜var
∂sα
◦
sα = − 1
Λ˙
{
f˙
∂Φ˜var
∂f
+
2∑
i=1
w˙i
∂Φ˜var
∂wi
}
=
= −
{
qf
∂Φ˜var
∂f
+
2∑
i=1
q(i)w
∂Φ˜var
∂wi
}
, (2.248)
where use has been made of the fact that the rate of n(i) corotational with the spin of the voids is
◦
n (i) = n˙(i) − ω n(i) = 0. (2.249)
Then, it follows from the combination of relations (2.237), (2.247) and (2.248), that
Dij =
1
HJ
∂Φ˜var
∂σij
∂Φ˜var
∂σkl
O
σkl =
1
Hc
∂Φ˜var
∂σij
∂Φ˜var
∂σkl
◦
σkl. (2.250)
In this expression
O
σ and
◦
σ are the Jaumann and corotational with the microstructure stress tensors,
respectively defined by
O
σ = σ˙ + σΩ −Ωσ, and ◦σ = σ˙ + σω − ωσ. (2.251)
Making use of the plastic spin Ωp, defined in section 2.7, these two stress measures are related by
O
σ =
◦
σ + σΩp −Ωp σ. (2.252)
An alternative description making use of stress measures
The previous relations provide the framework to obtain “variational” estimates in the context of
porous media with ideally-plastic matrix phase. However, it is useful to discuss an alternative for-
mulation of the above described equations by making use of the macroscopic stress σ to compute the
phase average strain-rate D
(2)
and spin Ω
(2)
. This alternative point of view will prove helpful in the
study of the “second-order” method in the next subsection.
Starting by relation (2.231) for the effective stress potential U˜var for a general nonlinear exponent
n, we can write the macroscopic strain-rate as
D =
∂U˜var
∂σ
= (1− f)ε˙o
(
σˆeq
σo
)n
∂σˆeq
∂σ
, (2.253)
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where the terms ∂σˆeq/∂σ and ε˙o (σˆeq/σo)n denote the direction and the magnitude of D. Making
use of the secant condition (2.147), repeated here for completeness
ε˙o
(
σˆeq
σo
)n−1
=
σo
3µ
, (2.254)
it is easily deduced that (2.253) can be written as
D =
(1− f)σo
3µ
(
σˆeq
σo
)
∂σˆeq
∂σ
. (2.255)
In this expression, µ is the moduli of the matrix phase in the LCC. Now, it is emphasized that in the
ideally-plastic limit (n→∞), µ is indeterminate (see (2.254)), which is consistent with the definition
of the plastic multiplier Λ˙ in (2.237). Thus, taking the limit n → ∞ and comparing (2.237) with
(2.255), one finds
Λ˙ =
(1− f)σo
3µ
(
σˆeq
σo
)
. (2.256)
Obviously, when the yield condition (2.232) is not satisfied, i.e., σˆeq < σo, µ → ∞ or equivalently
Λ˙ = 0. On the other hand, when σˆeq = σo, relation (2.256) becomes
1
µ
=
3 Λ˙
(1− f)σo . (2.257)
It follows from this relation that the moduli µ−1 of the LCC is directly proportional to the plastic
multiplier Λ˙ in the ideally-plastic limit. This result allows the direct use of relations (2.154), to
estimate the phase average fields in the LCC as well as the hardening rate HJ , in (2.247) as a
function of σ, such that
D
(2)
=
1
1− f Q
−1 σ =
1
µ
1
1− f Q̂
−1
σ =
3 Λ˙
(1− f)2 Q̂
−1 σ
σo
, (2.258)
and
Ω
(2) −Ω = 1
µ
ΠLQ̂
−1
σ =
3 Λ˙
1− f ΠLQ̂
−1 σ
σo
, (2.259)
where the fourth-order microstructural tensor Q̂ = Q/µ and the product ΠL are independent of
µ (see Appendix IV for derivation) and are given by relations (2.59) and (2.74) (see Appendix I),
respectively. Thus, making use of (2.258) and (2.259), the functions q(i)w and q
(i)
n can be shown to be
w˙i = wi
(
n(3) ⊗ n(3) − n(i) ⊗ n(i)
)
·D(2) =
= Λ˙wi
(
n(3) ⊗ n(3) − n(i) ⊗ n(i)
)
· 3
(1− f)2 Q̂
−1 σ
σo
= Λ˙ q(i)w (σ; sα), (2.260)
and
Ωp = Λ˙
 61− f ΠLQ̂−1 σσo − 12
3∑
i,j=1
i 6=j
wi 6=wj
X (ij) n(i) ⊗ n(j)
 , (2.261)
with
X (ij) =
w2i + w
2
j
w2i − w2j
[
(n(i) ⊗ n(j) + n(j) ⊗ n(i)) · 3
(1− f)2 Q̂
−1 σ
σo
]
. (2.262)
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Then, it follows from (2.228) that
O
n (i) = −Ωp n(i) = Λ˙ q(i)n (σ; sα)n(i), i = 1, 2, 3. (2.263)
The function qf is the same as defined in (2.241). Then, following a similar procedure to the one
described in the previous paragraphs, we arrive at the relation (2.247) for HJ , which is obviously
independent of Λ˙.
2.8.2 “Second-order” estimates
In the context of the “second-order” method the definition of the effective yield function is more
complicated than in the “variational” method. The reason is that the final expression for the effective
stress potential in (2.183) corresponding to general nonlinearities, i.e,
U˜som(σ) = (1− f)
[
ε˙o σo
1 + n
(
σˆeq
σo
)n+1
− ε˙o
(
σˇeq
σo
)n (
σˆ|| − σeq(1− f)
)]
, (2.264)
cannot be written in a simple form. Thus, we need first to identify the terms that remain in the
ideally-plastic limit. It can be verified from definitions (2.175) and (2.180) that
σˆeq > σˆ|| ≥ σˇeq ≥ 0. (2.265)
Consequently, as n→∞ the second term of relation (2.264), (σˇeq/σo)n, goes faster to zero than the
first term (σˆeq/σo)n+1, provided that σˆeq < σo. Then, it follows from definitions (2.37) and (2.42)
that the effective yield surface may be defined in terms of the yield function Φ˜som by
Φ˜som(σ; σˇ, k, sα) = σˆeq(σ; σˇ, k, sα)− σo = 0, (2.266)
where sa = {f, w1, w2,n(1),n(2),n(3) = n(1)×n(2)} is the set of the microstructural variables defined
in subsection 2.2.1, k is the anisotropy ratio in the LCC, and σˇ is the reference stress tensor given by
(2.202)-(2.203). The evaluation of σˇ in the ideally-plastic limit will be detailed later in this section.
On the other hand, k is determined by the solution of (2.179), which reduces to
(1− k) σˆ||(k)
σˇeq
− 1 = 0, (2.267)
in the ideally-plastic limit. Note that σˆ|| is a function of k given by (2.180). In addition, due to the
fact that σˆ|| and σˇeq are homogeneous functions of degree one in σ, the anisotropy ratio k depends
only on the direction of σ and not on its magnitude.
Remark 2.8.3. At this point, it is worth noting that by considering the ideally-plastic limit (n→∞)
in (2.185), we can express the condition describing the gauge surface in terms of the corresponding
gauge function Φ˜som∞ = Φ˜som/σo (see (2.42) for more details) via
Φ˜som∞ (Σ) = Γ
som
∞ (Σ)− 1 = σˆeq(Σ)− 1 = 0, (2.268)
with Γsom∞ = σˆeq being the associated with the “second-order” method gauge factor, which is obtained
by considering the limit n → ∞ in (2.184), whereas Σ = σ/σo (see relation (2.39)). In the next
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chapters, use of relation (2.268) will be made to extract relevant results for the effective behavior of
isotropic and anisotropic porous media with an ideally-plastic matrix phase.
Then, the corresponding macroscopic strain-rate is obtained by differentiating the effective yield
function with respect to σ, so that
D = Λ˙
∂Φ˜som
∂σ
= Λ˙
∂σˆeq
∂σ
, (2.269)
where Λ˙ is the plastic multiplier to be determined from the consistency condition ˙˜Φsom = 0. The
consistency condition is defined similar to the “variational” method, such that
˙˜Φsom =
∂Φ˜som
∂σ
· Oσ + ∂Φ˜som
∂sα
O
sα = 0, (2.270)
where the symbol
O
() has been used to denote the Jaumann rate of a given quantity. The term
O
sα can be shown to be proportional to the plastic multiplier Λ˙, although it is not as simple as in
the “variational” method. The difficulty arises by the fact that the average fields in the nonlinear
composite are not identical to those in the LCC, as already stated in relation (2.186), where further
corrections are present due to the fact that the “second-order” method is not stationary with respect
to the reference stress tensor σˇ.
In order to show that
O
sα is proportional to the plastic multiplier Λ˙, we adopt the formulation
developed at the end of the previous subsection, where we make use of the fact that the moduli µ of
the matrix phase in the LCC is proportional to Λ˙. To show this, we consider first the derivative in
expression (2.264) with respect to σ, such that
D = (1− f) ε˙o
(
σˆeq
σo
)n
∂σˆeq
∂σ
− (1− f) ε˙o ∂
∂σ
[(
σˇeq
σo
)n (
σˆ|| − σeq(1− f)
)]
. (2.271)
Making use of the secant condition (2.178)2, repeated here for convenience
ε˙o
(
σˆeq
σo
)n−1
=
σo
3µ
, (2.272)
and by considering the ideally-plastic limit n → ∞ in the above expression, the macroscopic strain-
rate reads
D =
(1− f)σo
3µ
(
σˆeq
σo
)
∂σˆeq
∂σ
. (2.273)
This last relation is similar to (2.255) in the context of the “variational” method. Thus, taking the
limit n→∞ and comparing (2.269) with (2.273), one finds
Λ˙ =
(1− f)σo
3µ
(
σˆeq
σo
)
. (2.274)
Obviously, when the yield condition (2.266) is not satisfied, i.e., σˆeq < σo, µ → ∞ (from (2.254)) or
equivalently Λ˙ = 0. On the other hand, when σˆeq = σo, relation (2.274) becomes
1
µ
=
3 Λ˙
(1− f)σo . (2.275)
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It follows from this relation that the moduli µ of the LCC is directly proportional to the plastic
multiplier Λ˙ in the ideally-plastic limit. It is interesting to note that this last expression for µ is
identical to the one obtained in the context of the “variational” method, i.e., relation (2.257).
In the sequel, we proceed to the evaluation of the Jaumann hardening rate HJ . In order to derive
an expression for HJ , it is essential to write the evolution laws for the microstructural variables in
such a way that they are proportional to the plastic multiplier Λ˙, or equivalently to 1/µ. In this
regard, we first show that in the incompressibility limit κ→∞ the fourth-order tensorsM and L are
proportional to 1/µ and µ and consequently to Λ˙ and 1/Λ˙, respectively, by making use of definitions
(2.167), such that
M =
1
2λ
E+
1
2µ
F =
1
µ
(
1
2 k
E+
1
2
F
)
=
1
µ
M(k) (2.276)
and
L = 2λE+ 2µF = µ (2 kE+ 2F) = µL(k). (2.277)
In appendix IV, we show that the microstructural tensors Q and Π can also be written as
Q = µ Q̂(k), and Π =
1
µ
Π̂(k). (2.278)
such that ΠL is independent of µ.
In connection with these last relations, the average strain-rate and relative spin tensors in the
vacuous phase, i.e., D
(2)
and Ω
(2) −Ω, given by relations (2.219) and (2.220), respectively, can be
shown to be proportional to the plastic multiplier Λ˙. For this, let us recall the expression for D
(2)
(see relation (2.219)) in the context of ideal-plasticity, such that
D
(2)
=
1
f
Dm I +K
(
1
1− fQ
−1 σ −M σˇ
)
=
= Λ˙
{
1
3 f
∂Φ˜som
∂σii
+
3
1− fK
(
3
1− f Q̂(k)
−1 σ
σo
−M(k) σˇ
σo
)}
. (2.279)
In this last expression, use was made of the fact that in the ideally-plastic limit η = −M σˇ (see
relation (2.165)), whereas K denotes the fourth-order shear projection tensor defined by (2.140). In
turn, the relative average spin tensor in the vacuous phase is expressed as
Ω
(2) −Ω = ΠLQ−1 σ = Λ˙ 3
1− fΠLQ̂(k)
−1 σ
σo
, (2.280)
whereas the incompressibility limit κ→∞ needs to be considered in the term ΠL. These relations
allow us to write the evolution laws in terms of Λ˙, such that
f˙ = (1− f)Dii = Λ˙ (1− f)∂Φ˜som
∂σii
= Λ˙ yf (σ; σˇ, k, sα), (2.281)
and
w˙i = wi
(
n(3) ⊗ n(3) − n(i) ⊗ n(i)
)
·D(2) =
= Λ˙wi
(
n(3) ⊗ n(3) − n(i) ⊗ n(i)
)
· 3
1− fK
(
3
1− f Q̂(k)
−1 σ
σo
−M(k) σˇ
σo
)
=
= Λ˙ y(i)w (σ; σˇ, k, sα), (2.282)
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with no sum on i = 1, 2. In these expressions, yf and y
(i)
w are smooth functions of their arguments.
In turn, it follows from (2.227), (2.229) and (2.279) that the plastic spin Ωp can be expressed as
Ωp = Ω − ω = −Λ˙y(i)n (σ; σˇ, k, sα). (2.283)
Then, from (2.228), one finds that
O
n (i) = Λ˙y(i)n (σ; σˇ, k, sα)n
(i), (2.284)
where y(i)n are a skew-symmetric, second-order tensors given by
y(i)n (σ; σˇ, k, sα) =
3
1− fΠLQ̂(k)
−1 σ
σo
+
1
2
3∑
i,j=1
i6=j
wi 6=wj
X (ij) n(i) ⊗ n(j), (2.285)
with
X (ij) =
w2i + w
2
j
w2i − w2j
[
(n(i) ⊗ n(j) + n(j) ⊗ n(i)) · 3
1− fK
(
3
1− f Q̂(k)
−1 σ
σo
−M(k) σˇ
σo
)]
. (2.286)
In summary, the functions yf , y
(i)
w and y
(i)
n are analogous to the functions qf , q
(i)
w and q
(i)
n described
in the context of the “variational” method, with the difference that they also depend on the reference
stress tensor σˇ and the anisotropy ratio k.
Then, it follows from (2.48), that the Jaumann hardening rate is given by
HJ = − 1
Λ˙
∂Φ˜
∂sα
O
sα = − 1
Λ˙
{
f˙
∂Φ˜
∂f
+
2∑
i=1
w˙i
∂Φ˜
∂wi
+
3∑
i=1
∂Φ˜
∂n(i)
· On (i)
}
=
= −
{
yf
∂Φ˜
∂f
+
2∑
i=1
y(i)w
∂Φ˜
∂wi
+
3∑
i=1
∂Φ˜
∂n(i)
· y(i)n n(i)
}
. (2.287)
The corotational hardening rate Hc is given by
Hc = − 1
Λ˙
∂Φ˜
∂sα
◦
sα = − 1
Λ˙
{
f˙
∂Φ˜
∂f
+
2∑
i=1
w˙i
∂Φ˜
∂wi
}
= −
{
yf
∂Φ˜
∂f
+
2∑
i=1
y(i)w
∂Φ˜
∂wi
}
, (2.288)
where use has been made of relation (2.249) for the corotational rate of n(i). Then, it follows from
the combination of relations (2.269), (2.287) and (2.288), that
Dij =
1
HJ
∂Φ˜som
∂σij
∂Φ˜som
∂σkl
O
σkl =
1
◦
H
∂Φ˜som
∂σij
∂Φ˜som
∂σkl
◦
σkl. (2.289)
In this expression
O
σ and
◦
σ are the Jaumann and corotational with the microstructure stress tensors,
respectively defined by relation (2.251).
Reference stress tensor. In order to conclude the present subsection, it is important to remark
that for the computation of the effective yield function Φ˜som and the macroscopic strain-rate D, we
need to compute the reference stress tensor σˇ, as defined by (2.202). This definition for the reference
stress tensor, detailed in subsection 2.6.2, is also valid in the case of ideal-plasticity. However, for
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clarity, we will spell out the simplifications that can be made in this special case. Thus, making use
of relation (2.195), the yield condition is expressed in terms of the effective yield function Φ˜som via
Φ˜som(σm; σˇ, f, w1, w2) =
3
2
|σm| − σ˜somw = σˆeq − σo = 0, (2.290)
in the case of purely hydrostatic loading, i.e., when σeq = 0. In this expression, σ˜somw is the effective
flow stress of the porous medium when subjected to purely hydrostatic loading, and depends on
the reference stress tensor σˇ. In turn, the superscript H has been used to denote quantities in the
hydrostatic limit.
For the computation of σˇ, we need to compute the two coefficients αm and αeq, defined in the
context of relations (2.202) and (2.203), which become
σˇ = ξ
(
XΣ,S, sa
)
σ ′ (2.291)
where S = σ ′/σeq is given by (2.166), sa denotes the set of the microstructural variables defined in
(2.16), n is the nonlinear exponent of the matrix phase, and
ξ
(
XΣ,S
)
=
1− t f
1− f + αm(S) |XΣ| exp
[
−αeq(S)|XΣ|
]
, (2.292)
is a suitably chosen interpolation function. The coefficient t is prescribed in an ad-hoc manner to
ensure the convexity of the effective stress potential and is detailed in Appendix III.
The evaluation of these two scalars has been provided schematically in (2.204) and (2.206). More
specifically, in order to compute αm, first, we need to provide the analytical result of a spherical and
a cylindrical shell with an ideally-plastic matrix phase subjected to purely hydrostatic loading. In
this regard, the corresponding effective flow stress in this case is evaluated by considering the limit
n→∞ in expression (2.196), such that
σ˜w=1
σo
= ln
(
1
f
)
and
σ˜w→∞
σo
=
(√
3
2
)
σ˜w=1
σo
. (2.293)
Based on the approximation introduced in relation (2.198), the effective flow stress for any combina-
tion of aspect ratios w1 and w2 is given by
σ˜w =
σ˜w=1
σ˜ varw=1
σ˜ varw , (2.294)
where σ˜ varw is the corresponding effective flow stress delivered by the “variational” procedure when
a porous material with ellipsoidal voids of arbitrary aspect ratios w1 and w2 is subjected to purely
hydrostatic loading given by (2.234) for porous media with ideally-plastic matrix phase. This result
in combination with relations (2.202) and (2.204) allows the computation of the coefficient αm from
the equation
σ˜somw = σ˜w as |XΣ| → ∞. (2.295)
The above equation may also be expressed in terms of the yield function Φ˜som via
Φ˜som(σm; σˇ, f, w1, w2) = 0, with |σm| = 23 σ˜w. (2.296)
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The previous two relations are equivalent and provide an equation for the evaluation of the factor
αm.
In turn, the coefficient αeq can be computed by relation (2.207), provided that the limit n → ∞
is taken, which yields
αeq = α−1m
[
1 +
2 kH (d|| − d var)− σˇeq(σ)
(1− f) σˆ||(σ)
]
. (2.297)
All the quantities involved in (2.297) are evaluated in the hydrostatic limit XΣ → ±∞, i.e., for
σ = sgn(XΣ) (2 σ˜w/3) I. In particular, d|| = σ˜w S · M̂(kH) I, where M̂(kH) is independent of µ and
is given by
M̂(kH) =M(kH) + f
1− f Q̂(k
H)−1, (2.298)
in the context of the “second-order” method. Similarly, d var = σ˜varw S ·M̂ I, with M̂ given by (2.143)
or equivalently by (2.298) with kH = 1. Furthermore, for the computation of the anisotropy ratio kH
in (2.297), it is necessary to solve the nonlinear equation (2.267), in the hydrostatic limit.
In the context of these results for the special case of porous materials with ideally-plastic matrix
phase, expressions (2.206) (or (2.297)) have been assumed to continue to hold for the determination of
αeq, which implies that the resulting effective yield surface Φ˜som remains smooth for the entire range
of the stress triaxialities. Further support for this last assumption arises from the fact that — to the
best knowledge of the authors — there is no definitive numerical or experimental evidence implying
the existence of a vertex in the hydrostatic limit for general isotropic or ellipsoidal microstructures
(but see also Bilger et al., 2005), in contrast with transversely isotropic microstructures, where the
existence of a corner may be observed in yield surfaces obtained by limit analysis procedures (Pastor
and Ponte Castan˜eda, 2002). Note that, for the case of a vertex-like yield surface, the strain-rate D
would not be uniquely determined at the hydrostatic point.
2.8.3 Numerical implementation
In this subsection, we describe the numerical implementation of the equations developed in the
context of porous media with ideally-plastic matrix phase, which are similar for the “variational”
and the “second-order” method. For the “variational” method a complete numerical description of
the equations has been provided by Kailasam (1998) and Aravas and Ponte Castan˜eda (2004) and
for completeness will be repeated briefly here. On the other hand, the numerical implementation of
the “second-order” equations for porous media with ideally-plastic matrix phase is presented in more
detail.
First, it is essential to define the boundary conditions in the problem. For convenience, we will
consider here that velocity boundary conditions are given such that
v = Lx, ∀x ∈ ∂Ω, (2.299)
where L is the macroscopic velocity gradient. The symmetric and skew-symmetric part of L denote
the macroscopic strain-rate D = 1/2
[
L+L
T
]
and Ω = 1/2
[
L−LT
]
. Note that in the ideally-
plastic limit the problem is rate-independent and thus the magnitude of v (or L) does not affect the
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final result. Thus, we can define the total displacement u in terms of the velocity v via
u = v t, 0 < t < tf , (2.300)
where v is constant in time t and tf is the total time.
In the following, the problem is solved incrementally using implicit and explicit (backward and
forward Euler) schemes. First, we present the system of equations for the “variational” method,
and then for the system for the “second-order” method. In the sequel, we update the values for the
microstructural variables, which is the same for both methods considered here.
“Variational” method
At the beginning of the increment t = tj , the known quantities are
D, sα|j . (2.301)
At the end of the increment t = tj+1, the following quantities need to be computed
σj+1, Λ˙j+1. (2.302)
In the general case, the total number of unknowns are 7. More specifically, the unknowns are computed
by the following equations:
Φ˜var(σj+1; sα|j) = 0, (#1) (2.303)
and
D = Λ˙
∂Φ˜var
∂σ
∣∣∣∣∣
j+1
(#6). (2.304)
The above set of equations is solved by using a standard Newton-Raphson technique, while the symbol
# has been used to denote the number of equations.
“Second-order” method
At the beginning of the increment t = tj , the known quantities are
D, sα|j . (2.305)
At the end of the increment t = tj+1, the following quantities need to be computed
σj+1, Λ˙j+1, kj+1, αm|j+1 , kHj+1, (2.306)
where k is the anisotropy ratio of the matrix phase in the LCC and αm is a factor involved in the
computation of the reference stress tensor σˇ given by relation (2.204). It is recalled here that for the
computation of αm, the hydrostatic limit (|XΣ| → ∞) needs to be considered also in the equation
(2.267) for the anisotropy ratio denoted as kH in this limiting case. Note that the number of unknowns
in the more general case is 10.
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More specifically, the unknowns are computed by the following equations:
Φ˜som(σj+1; kj+1, αm|j+1 , kHj+1, sα|j) = 0, (#1) (2.307)
D = Λ˙
∂Φ˜som
∂σ
∣∣∣∣∣
j+1
, (#6) (2.308)
(1− kj+1) σˆ||
∣∣
j+1
− σˇeq|j+1 = 0, (#1) (2.309)
σ˜somw (αm|j+1 , kH) = σ˜w, (#1) (2.310)
(1− kHj+1) σˆH||
∣∣∣
j+1
− σˇHeq
∣∣
j+1
= 0, (#1) (2.311)
where the superscript H has been used to denote that the relevant quantities need to be computed in
the hydrostatic limit |XΣ| → ∞, whereas σ˜w is given by (2.196). For clarity, it is worth mentioning
that σˇ = σˇ(σ;αm, sα) and σˆeq(σ; σˇ, sα). Thus, all the above equations are coupled in the general
case and need to be solved simultaneously.
Update of the microstructural variables
Once, the macroscopic stress σ and the plastic multiplier Λ˙ are known, we can update the microstruc-
tural variables sα|j+1. Note that this step is the same for the “variational” and the “second-order”
method. Then, we use an explicit scheme to update the microstructural variables by noting that the
time increment is ∆t = tj+1 − tj , such that
fj+1 = fj + (1− fj)Dii∆t, (2.312)
w1|j+1 = w1|j +
(
n(3)j · D
(2)
n(3)j − n(1)j · D
(2)
n(1)j
)
∆t (2.313)
w2|j+1 = w2|j +
(
n(3)j · D
(2)
n(3)j − n(2)j · D
(2)
n(2)j
)
∆t (2.314)
n(i)j+1 = n
(i)
j + ω n
(i)
j ∆t, i = 1, 2, 3. (2.315)
Note that in the last relation for the update of the orientation vectors n(i), the above explicit scheme
leads to non-unit vectors due to the incremental approximation introduced in the problem. This can
be resolved by integrating exactly the orientation vectors n(i) (Aravas and Ponte Castan˜eda, 2004),
which leads to
n(i)j+1 = exp(ω)n
(i)
j , i = 1, 2, 3. (2.316)
The exponential of the skew-symmetric tensor ω is an orthogonal tensor that can be determined from
the following formula, attributed to Gibbs (Cheng and Gupta, 1989)
exp(ω) = I +
sinx
x
ω +
1− cosx
x2
ω2, with x =
√
1
2
ω · ω. (2.317)
It is important to emphasize that the above described formulation is adequate for the purposes of
this study, however, due to the explicit scheme used here, a small time increment is required. Instead,
for a faster solution of the system of equations use of an implicit scheme should be made (see Aravas
and Ponte Castan˜eda, 2004), which would allow for a larger time increment.
Finally, in many cases of interest, the applied boundary conditions are such that the stress triax-
iality XΣ is constant during the deformation process. The above mentioned system of equations can
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be easily modified by imposing the constraint of constant stress triaxiality. This would imply that
one of the equations associated with the flow rule, i.e., D = Λ˙ ∂Φ˜/∂σ needs to be replaced by the
one of XΣ = const.
2.9 Loss of ellipticity and instabilities
In this section, the main objective is to review the theoretical results needed to predict possible “shear
localization” instabilities in porous materials with ideally-plastic matrix phase (Ponte Castan˜eda and
Zaidman, 1994; Kailasam and Ponte Castan˜eda, 1998). First of all, we recall that in the ideally-
plastic limit the matrix phase exhibits no hardening or softening. On the other hand, because
of the evolution of the underlying microstructure, the corresponding porous material may exhibit
geometrical hardening or softening during the deformation process. This is a direct consequence of
the evolution of the microstructure. A measure of the hardening or softening effect is provided by the
determination of the effective Jaumann hardening rate HJ , defined by (2.247) for the “variational”
method and (2.287) for the “second-order” method, which is independent of the plastic multiplier Λ˙
and is defined in terms of the rate of change of the microstructural variables by the relation
HJ = − 1
Λ˙
f˙ ∂Φ˜∂f +
2∑
i=1
w˙i
∂Φ˜
∂wi
+
3∑
j=1
O
n (i)
∂Φ˜
∂n(i)
 , (2.318)
where
O
n
(i)
= n˙(i) − Ω n(i) denotes the Jaumann rate of the orientation vectors n(i). Then, the
corresponding macroscopic strain-rate is given by (2.44) and is recalled here for completeness to be
Dij =
1
HJ
∂Φ˜
∂σij
∂Φ˜
∂σkl
O
σkl. (2.319)
In this connection, it should be emphasized that even though the matrix phase is ideally-plastic, the
effective behavior of the porous material is rigid-plastic. This is due to the fact that the microstruc-
ture evolves during the deformation process, and thus the porous medium may exhibit softening or
hardening, which, in turn, could lead to unstable behaviors for the material.
Now, the necessary conditions for loss of ellipticity of the homogenized equations in a rigid-plastic
material were given by Rice (1976). These conditions are:
1. there must be a non-deforming surface in the deformation field
2. the Jaumann hardening rate must satisfy the condition
HJ =
1
2
(uA · σuA − uB · σuB)|uA|2 = Hcr. (2.320)
Here, uB is the normal vector to the non-deforming plane, while uA is the solution of the equation
∂Φ˜
∂σij
=
1
2
(uAi u
B
j + u
B
i u
A
j ). (2.321)
The last relation can be satisfied only if the second-order tensor ∂Φ˜/∂σij has at least one zero
eigenvalue. It is therefore straightforward that in the case of plane-strain loading conditions the last
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relation has a solution, which implies that a non-deforming plane can be found and the first of the
two conditions is satisfied identically. Consequently, if the second condition is also satisfied, a possible
shear localization instability may occur in the porous material.
Remark 2.9.1. It is noted here that when the loading directions are aligned with the principal axes of
anisotropy (or the principal axes of the voids in the present work), condition (2.320) becomes (Rice,
1976)
HJ = Hcr = 0. (2.322)
In the next chapters, we will study the possibility of shear localization in porous materials sub-
jected to plane-strain loading conditions.
2.10 Concluding remarks
In this chapter, we have described a homogenization-based framework for estimating the effective
behavior of nonlinear porous media subjected to general loading conditions. In particular, we have
made use of the “variational” (Ponte Castan˜eda, 1991) and the “second-order” (Ponte Castan˜eda,
2002a) homogenization methods to derive estimates for random porous media. The main idea behind
these methods is the construction of suitable variational principles utilizing the concept of “linear
comparison composite” (LCC). These variational principles allow the conversion of available linear
homogenization results into estimates for the nonlinear porous media. Next, motivated by by most
applications of practical interest, these methods have been specialized to the case of porous mate-
rials with particulate microstructures and a matrix phase which is described by a power-law stress
potential.
First, we have defined the notion of particulate microstructure, where we introduced the internal
variables describing the volume fraction, shape and orientation of the voids. Several microstructures
of practical interest have been discussed in the context of this section. As a consequence of the fact
that we need to determine the effective behavior of the LCC in order to provide estimates for the
nonlinear porous material, we have provided estimates for linear porous materials with particulate
microstructures by making use of the Willis estimates (1977). It is worth noting, however, that more
general micro-geometries could be easily considered, including multiple families of aligned pores by
exploiting more general versions of the Willis (Ponte Castaneda and Willis, 1995) and Suquet (Suquet,
1990) estimates for the LCC. However, such studies will not be performed in this work.
In the sequel, we have introduced the definitions associated with a power-law material (viscoplastic
behavior). In particular, we have considered that the matrix phase is described by a power-law,
incompressible stress potential. Based on these definitions, we have been able to extract the form of
the effective stress potential for isotropic and transversely isotropic porous materials.
Then, the “variational” (Ponte Castan˜eda, 1991) and the “second-order” (Ponte Castan˜eda,
2002a) homogenization methods have been specialized for this class of viscoplastic porous materi-
als. In particular, it has been shown that the “variational” method, which constitutes a rigorous
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lower bound for the effective stress potential (Ponte Castan˜eda, 1991), can be derived from the more
general “second-order” method by setting the “reference” stress tensor equal to zero. However, the
“variational” bound is optimal and for this reason we have considered the possibility of using the
“second-order” method to obtain more general estimates, which are not bounds but are expected to
be more accurate for the special type of particulate microstructures studied in the context of this
work. In particular, it has been shown that when we use a more general “reference” stress tensor,
the effective stress potential, predicted by the “second-order” method, depends on the certain traces
of the field fluctuations in the LCC.
However, it has not yet been possible to optimize the choice of the “reference” stress tensor. In this
connection, we have proposed a “reference” stress tensor which is determined in such a way that the
“second-order” estimate coincides with the exact result of the composite sphere or cylinder assemblage
microstructure (or equivalently with the Gurson criterion in porous solids with ideally-plastic matrix
phase) under purely hydrostatic loading. This novel prescription has been generalized in the context
of anisotropic microstructures by appropriate normalization of the “variational” estimate, which has
been found to be too stiff at purely hydrostatic loadings. In a separate section, we have specialized
the previous results in the case of porous media with ideally-plastic matrix phase.
Now, the porous media, considered in this study, are subjected to finite deformations and as
a consequence the microstructure evolves in time. Thus, based on the work of Ponte Castan˜eda
and Zaidman (1994) and Kailasam and Ponte Castan˜eda (1998), we have presented the relevant
evolution laws for the internal microstructural variables used to describe the volume fraction, shape
and orientation of the voids. In addition, we have provided the conditions for shear localization
instabilities that may occur when porous media with ideally-plastic matrix phase are subjected to
finite deformations.
Finally, it should be mentioned that the “second-order” method is based on a rigorous variational
principle and can be used for general ellipsoidal microstructures and loading conditions. In addition,
it is emphasized that the method is general enough to be capable of handling composites whose
phases are described by more general constitutive laws (Lopez-Pamies and Ponte Castan˜eda, 2007)
as opposed to the present study where the focus is on porous media with a power-law matrix phase.
2.11 Appendix I. Computation of the Q tensor
This section deals with the consideration of the incompressibility limit for the microstructural tensor
Q. In the context of the “variational” method, this computation has been performed by several
authors (Kailasam, 1998; Aravas and Ponte Castan˜eda, 2004) and it will not be discussed here. On
the other hand, in the context of the “second-order”, taking the incompressibility limit in the matrix
phase is not as simple as in the “variational” method. This difference is a direct consequence of the
fact that in the “variational” method the viscous modulus tensor L of matrix phase in the LCC is
isotropic and is given by (2.139), whereas in the context of the “second-order” method L is anisotropic
and is given by (2.167). For this reason, it is very hard to consider the limit of incompressibility for
a general loading, even by making use of the commercial package Mathematica. However, it has
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been possible to write the components of L by making use of the principal loading directions. This
procedure is described in the following.
Thus, in order to consider the incompressibility limit (i.e., the bulk part of the modulus tensor
L(1) = L of the matrix phase κ → ∞) in the computation of the microstructural tensor Q given by
expression (2.59), we need to simplify the form of the modulus tensor L, which is given by relation
(2.167). In this regard, it is recalled that the the modulus tensor L of the matrix phase depends
on the macroscopic stress tensor σ through the definition of the fourth-order tensor E in relation
(2.168). Then, it is convenient to express the components of L in terms of the eigenvectors of the
macroscopic stress tensor σ. For this reason, we write the macroscopic stress tensor as
σ = RσuRT . (2.323)
In this relation, R is a proper orthogonal matrix (i.e., RRT = δ, det(R) = 1 and T denotes the
transpose of the matrix) and σu is diagonal and can be evaluated by solving the following eigenvalue
problem for σ:
(σ − pi δ)u(i) = 0. (2.324)
Here, pi and u(i) (with i = 1, 2, 3) are the eigenvalues and eigenvectors of σ, respectively, such that
σu = diag{p1, p2, p3}, R = {u(1),u(2),u(3)}. (2.325)
It is noted that for this specific analysis, the order of the eigenvalues does not affect the final result.
Having introduced the previous definition for σ, it is easily verified that the fourth-order, tensor
E may be expediently expressed as
Eijkl = RimRjnRkpRlq Eumnpq, E
u =
3
2
σ ′u ⊗ σ ′u
σ2eq
, (2.326)
where the “prime” denotes the deviatoric part of σu. This last result implies that the corresponding
modulus tensor of the matrix phase may also be written as
Lijkl = RimRjnRkpRlq Lumnpq, (2.327)
where Lumnpq is given by
Lu =
1
2λ
Eu +
1
2µ
Fu, Fu = K−Eu, (2.328)
withK denoting the standard fourth-order shear projection tensor. The reason for this decomposition
is that for a general loading, the tensor L is fully populated and taking the limit of incompressibility in
relation (2.59)2 becomes an extremely difficult task. However, the corresponding fourth-order tensor
Lu has a diagonal form, which makes the calculation of the incompressibility limit feasible.
Next, we define the fourth-order tensor Γ as
Γijkl =
1
4pi det(Z)
∫
|ζ|=1
(Liakbζaζb)−1ζjζl
|Z−1 · ζ|3 dS, (2.329)
where Z is a second order tensor that describes the shape and orientation of the ellipsoidal voids and
is given by (see (2.19))
Z = w1 n(1) ⊗ n(1) + w2 n(2) ⊗ n(2) + n(3) ⊗ n(3), det(Z) = w1 w2, (2.330)
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with w1 and w2 denoting the aspect ratios of the ellipsoidal voids, whereas n(i) (i = 1, 2, 3) describing
the orientation of the principal axes of the voids.
Next, it can be shown that the tensor Γ can be expressed as
Γijkl = RimRjnRkpRlq Γumnpq, (2.331)
with
Γumnpq =
1
4pi det(Z)
∫
|ζ|=1
(Lumapbζaζb)
−1ζjζl
|Z−1R · ζ|3 dS. (2.332)
By making use of the fact that
1
4pi det(Z)
∫
|ζ|=1
|Z−1 · ζ|−3 dS = 1, (2.333)
it can be shown that the tensor Q, defined in relation (2.59), reduces to
Q = L− L Γ˘L, (2.334)
where Γ˘ijkl = (Γijkl + Γijlk + Γjikl + Γjilk)/4. This final result for the Q tensor can be shown to
reduce to
Qijkl = RimRjnRkpRlq Qumnpq, Q
u = Lu − Lu Γ˘u Lu, (2.335)
where Γ˘uijkl = (Γ
u
ijkl +Γ
u
ijlk +Γ
u
jikl +Γ
u
jilk)/4. This last relation allows us to express the components
of Qu in terms of the vectors u(i).
The above expressions provide a way to compute the incompressibility limit κ → ∞ by making
use of the Mathematica package. Note that a direct substitution of L in (2.329) makes the analytical
evaluation of the incompressibility limit too challenging. On the other hand, by making use of the
equivalent representation (2.327) for L allows us to simplify the calculations considerably.
Apart from the tensor Q, it is also necessary to compute the incompressibility limit κ → ∞ for
the combined term ΠL, which is used for the computation of the average spin Ω
(2)
in the vacuous
phase from relations (2.154) for the “variational” method and (2.220) for the “second-order” method.
The consideration of the incompressibility limit can be taken directly by considering the product
ΠL without the need of using the equivalent representation (2.327) for L. However, the resulting
expressions are to cumbersome to be included here.
Once the incompressibility limit is considered in (2.332), then the corresponding integral (2.335)
can be determined numerically. For this, one needs to evaluate surface integrals of the form
I =
∫
|ζ|=1
A(ζ)dS(ζ) =
∫ Pi
φ=0
∫ 2pi
θ=0
A(ζ(θ, φ)) sinφ dθdφ, (2.336)
where ζ = {sinφ cos θ, sinφ sin θ, cosφ}. The above integration scheme has been observed to become
inadequate in terms of accuracy, when the aspect ratios become large or small, such as w1 = 5 and
w2 = 0.2 (Aravas and Ponte Castan˜eda, 2004). For this reason, we write the vector ζ in cylindrical
coordinates, such that
ζ1 =
√
1− z cos θ, ζ2 =
√
1− z sin θ, ζ3 = z. (2.337)
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Then, the aforementioned integral I becomes
I =
∫ 1
z=−1
∫ 2pi
θ=0
A(ζ(θ, z)) dθdz. (2.338)
Employing the transformation θ(r) = (r + 1)pi in the previous expression, one finds
I = pi
∫ 1
z=−1
∫ 1
r=−1
A(ζ(θ(r), z)) drdz. (2.339)
This integral can be evaluated numerically by using Gauss integration of the form
I = pi
NG∑
i=1
NG∑
j=1
WiWj A(ζ(ri, zi)). (2.340)
where ri and zi are the integration stations, Wi and Wj the corresponding weights, and NG the
number of Gauss integration stations. At this point, it is important to mention that in a very recent
work Masson (2008) was able to reduce the surface integral to the solution of a single one, allowing
for more accurate and faster calculations of the aforementioned integrals. Unfortunately, due to the
recent of this work, we were not able yet to implement this recent result in our work. Nonetheless,
we expect to perform such a computation in the near future.
2.12 Appendix II. Computation of the macroscopic strain-
rate
In this section, we derive the expression (2.186) for the macroscopic strain-rate tensor D. First, we
recall relations (2.172) and (2.170), which describe the effective stress potential U˜som of the nonlinear
material and U˜L of the LCC, respectively, and they are repeated here for convenience:
U˜som (σ) = stat
λ, µ
{
U˜L (σ; σˇ, λ, µ) + (1− f)V (σˇ, λ, µ)
}
, (2.341)
with
U˜L(σ; σˇ,M) = (1− f)U(σˇ) + η · (σ − (1− f) σˇ) + 12 σ · M˜σ −
1− f
2
σˇ ·M σˇ, (2.342)
and
V (σˇ, λ, µ) = stat
σˆ
[U (σˆ)− UL (σˆ; σˇ, λ, µ)] . (2.343)
Next, by making use of definition (2.167), with κ→∞, we can rewrite M as
M =
(
1
2λ
+
1
2µ
)
E+
1
2µ
K. (2.344)
The fourth-order tensor E is given by relations (2.168) and (2.166), which is recalled here for com-
pleteness, such that
E =
3
2
S ⊗ S, S = σˇ
σˇeq
. (2.345)
Then, it is helpful to compute the following derivative,
∂Eklmn
∂σˇij
=
3
2 σˇeq
(
Fijkl Smn + Fijmn Skl
)
, (2.346)
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where F = K−E is given by (2.168).
The macroscopic strain-rate is described by relation (2.6) such that
D =
∂U˜som
∂σ
(σ; σˇ, λ, µ) =
∂U˜som
∂σ
∣∣∣∣∣
σˇ,λ,µ
+
∂U˜som
∂λ
∣∣∣∣∣
σ, σˇ,µ
∂λ
∂σ
+
+
∂U˜som
∂µ
∣∣∣∣∣
σ, σˇ,λ
∂µ
∂σ
+
∂U˜som
∂σˇ
∣∣∣∣∣
σ,λ,µ
∂σˇ
∂σ
. (2.347)
This last equation requires the determination of four terms. However, the effective stress potential
U˜som is stationary with respect to λ and µ as a consequence of the optimality conditions in relation
(2.341). This last observation implies that the second and third terms in relation (2.347) are identically
zero. In contrast, the first term is associated with the macroscopic strain-rate in the LCC, such that
∂U˜som
∂σ
∣∣∣∣∣
σˇ,λ,µ
=
∂U˜L
∂σ
∣∣∣∣∣
σˇ,λ,µ
= M˜σ + η =DL, (2.348)
where U˜L is given by (2.342). Hence, the only remaining term and certainly the most challenging
one is the fourth term in relation (2.347). In order to proceed further it is essential to recall that
the fourth-order tensor E depends on σˇ and hence, the last term in relation (2.347) can be further
spelled out so that
∂U˜som
∂σˇ
∣∣∣∣∣
σ,λ,µ
∂σˇ
∂σ
=
 ∂U˜som
∂σˇ
∣∣∣∣∣
σ,E, λ,µ
+
∂U˜som
∂E
∣∣∣∣∣
σ, σˇ,λ,µ
∂E
∂σˇ
 ∂σˇ
∂σ
. (2.349)
The first term of the last relation is equal to
∂U˜som
∂σˇ
∣∣∣∣∣
σ,E, λ,µ
= (1− f)(M−Mt)(σˆ − σ(1− f) ), (2.350)
where Mt is a fourth-order, symmetric tensor originally defined by Ponte Castan˜eda (1996) and
corresponds to the tangent compliance tensor:
Mt =
∂ 2U(σˇ)
∂σˇ∂σˇ
=
(
1
2λt
+
1
2µt
)
E+
1
2µt
K. (2.351)
where λt is given by relation (2.190) and µt = nλt. Then, with the use of relations (2.177), result
(2.350) can be further simplified to
∂U˜som
∂σˇ
∣∣∣∣∣
σ,E, λ,µ
= (1− f)
[(
1
2λ
− 1
2λt
)(
σˆ|| − σeq1− f
)
S+
+
(
1
2µ
− 1
2µt
)
σˆ⊥S⊥
]
(2.352)
where S⊥ · S = 0. In turn, the second term in relation (2.349) is
∂U˜som
∂Eklmn
∣∣∣∣∣
σ, σˇ,λ,µ
∂Eklmn
∂σˇij
=
∂U˜L
∂Eklmn
∣∣∣∣∣
σ, σˇ,λ,µ
∂Eklmn
∂σˇij
+
(1− f) ∂V
∂Eklmn
∣∣∣∣
σ, σˇ,λ,µ
∂Eklmn
∂σˇij
. (2.353)
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The first term in this last relation follows from relation (2.342) and (2.346), such that
∂U˜L
∂Eklmn
∣∣∣∣∣
σ, σˇ,λ,µ
∂Eklmn
∂σˇij
=
[
3
(
λ−1 − µ−1)
σˇeq
(σˇkl((1− f)σˇmn − σmn)+
+
1
2
σklσmn
)(
Fijkl Smn + Fijmn Skl
)]
+
f
2 (1− f)σpq
∂Q−1pqrs
∂Eklmn
∂Eklmn
∂σˇij
σrs. (2.354)
Note that with the use of relations (2.177) and particularly the identities Fijkl σkl = Fijkl σˇkl = 0, it
can be easily verified that the term of the last expression in the square brackets is identically zero so
that
∂U˜L
∂Eklmn
∣∣∣∣∣
σ, σˇ,λ,µ
∂Eklmn
∂σˇij
=
f
2 (1− f)σpq
∂Q−1pqrs
∂σˇij
σrs. (2.355)
In turn the second term in of relation (2.353) is
(1− f) ∂V
∂Eklmn
∣∣∣∣
σ, σˇ,λ,µ
∂Eklmn
∂σˇij
= −λ
−1 − µ−1
2 σˇeq
(
σˆ|| − σˇeq
)
σˆ⊥ (S⊥)ij . (2.356)
Now, combining relations (2.349),(2.352), (2.353), (2.355) and (2.356) we get
∂U˜som
∂σˇij
∣∣∣∣∣
σ,λ,µ
= (1− f)
{(
1
2λ
− 1
2λt
)(
σˆ|| − σeq1− f
)
Sij +
+
[(
1
2µ
− 1
2µt
)
− λ
−1 − µ−1
2 σˇeq
(
σˆ|| − σˇeq
)]
σˆ⊥(S⊥)ij
}
+
+
f
2 (1− f)σpq
∂Q−1pqrs
∂σˇij
σrs. (2.357)
Finally, making use of the secant equations (2.178) and the definitions for λt and µt in relation
(2.351), it can be shown that the term proportional to S⊥ is zero. Then, the last expression reduces
to
∂U˜som
∂σˇij
∣∣∣∣∣
σ,λ,µ
= (1− f)
(
1
2λ
− 1
2λt
)(
σˆ|| − σeq1− f
)
Sij+
+
f
2 (1− f) σpq
∂Q−1pqrs
∂σˇij
σrs. (2.358)
If this last relation together with expression (2.348) are plugged into relation (2.347), we recover the
result (2.186).
2.13 Appendix III. Definition of the reference coefficients
The coefficients introduced in relation (2.203) are given by
q =
1 +X4Σ
1 + 2 q1X2Σ +X
4
Σ
, (2.359)
with
q1 = 10
1−
arctan
(
104f3
exp(−f)
)
pi/2
4
 , (2.360)
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and
β =
2
e
38m2
1 + 10m2
1−
arctan
(
104f2
exp(−500f)
)
pi/2
6
 . (2.361)
It should be emphasized that the coefficient β becomes approximately zero for porosities larger than
1% and for very high nonlinearities (i.e., m smaller than 0.05) and hence it could be neglected in
these cases.
2.14 Appendix IV. Homogeneity in the anisotropy ratio of
the LCC
In this section, we prove expressions (2.278), where the fourth-order microstructural tensors Q and
Π can be shown to be proportional to the moduli µ of the matrix phase in the LCC. The proof
that follows is made in the context of the “second-order” method. However, the results obtained are
also valid for the “variational” method by setting the anisotropy ratio k = 1. Thus, making use of
definition (2.59) for Q, we have that
Q = L− LPL, Pijkl = 14pi det(Z)
∫
|ζ|=1
(Liakbζaζb)−1ζjζl
|Z−1 ζ|3 dS
∣∣∣∣∣
(ij)(kl)
, (2.362)
where the tensor Z is given by relation (2.19), serving to characterize the instantaneous shape and
orientation of the inclusions and their distribution function in this context of particulate microstruc-
tures, L is the modulus tensor of the matrix phase in the LCC given by (2.167) (in the context of the
“second-order” method), such that
L = 2λE+ 2µF = µ (2 kE+ 2F) = µL(k), k = λ
µ
. (2.363)
Substituting this last result in relation (2.362), the following expression is obtained:
Pijkl =
1
4µpi det(Z)
∫
|ζ|=1
(L(k)iakbζaζb)−1ζjζl
|Z−1 ζ|3 dS
∣∣∣∣∣
(ij)(kl)
=
1
µ
P̂ijkl, (2.364)
which in turn implies that
Q(λ, µ) = L− LPL = µL(k)− µL(k) P̂(k)L(k) = µ Q̂(k). (2.365)
In the case of the “variational” method, the anisotropy ratio k = 1 and thus Q̂ is independent of the
moduli of the matrix phase in the LCC. This last relation implies also that the effective compliance
tensor M˜ is given by
M˜(λ, µ) =M+
f
1− f Q
−1 =
1
µ
(
M(k) + f
1− f Q̂(k)
−1
)
=
1
µ
M̂(k). (2.366)
where M = L−1 is the compliance tensor of the matrix phase in the LCC. Note that when k = 1, we
simply recover relation (2.143).
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Similarly, the tensor Π is given by (2.74), such that
Πijkl =
1
4µpi det(Z)
∫
|ζ|=1
(L(k)iakbζaζb)−1ζjζl
|Z−1 ζ|3 dS
∣∣∣∣∣
[ij](kl)
=
1
µ
Π̂ijkl. (2.367)
Thus, we have
Π(λ, µ) =
1
µ
Π̂(k). (2.368)
Finally, it is interesting to note as well that the term ΠL is also independent of µ as a consequence
of relations (2.363) and (2.368).
2.15 Appendix V. Evaluation of the hydrostatic point
In the computation of the reference stress σˇ, we make use of the mean normalized stress Σ
H
m, which
corresponds to the hydrostatic stress as predicted by the various methods described previously in the
hydrostatic limit (the superscript H denotes that limit). More specifically, we define the quantities
Σ
H
m
∣∣∣
som
and Σ
H
m
∣∣∣
var
in the context of relation (2.207). In this section, we spell out explicitly the
expressions for the computation of these two quantities.
Thus, consider the definition of the effective stress potential U˜ , defined by (2.195), which is
repeated here to be
U˜(σ; f, w1, w2) =
ε˙o σ˜w
1 + n
(
3
2
|σm|
σ˜w
)1+n
. (2.369)
with σ˜w denoting the effective flow stress of the porous medium. The above definition holds for both
the “second-order” and the “variational” method.
By contrast, consider the corresponding definition of the gauge factor (see (2.28)) such that
U˜(σ; sα) =
ε˙o σo
n+ 1
(
Γn(σ; sα)
σo
)n+1
. (2.370)
It follows then from (2.369) and (2.370) that
Γn(σ) =
3
2
(
σo
σ˜w
) n
n+1
|σm|. (2.371)
Following then the definition of the normalized stress Σ = σ/Γn(σ), one finds that
|Σm| = 23
(
σ˜w
σo
) n
n+1
≡ ΣHm, (2.372)
where H is used to emphasize that the above estimate is true for purely hydrostatic loading. Thus,
the normalized mean stress Σ
H
m depends explicitly on the effective flow stress σ˜w.
Then, σ˜w is given approximately by (2.199), such that
σ˜w =
σ˜w=1
σ˜ varw=1
σ˜ varw , with
σ˜w=1
σo
= n
(
f−1/n − 1
)
,
σ˜varw=1
σo
=
1− f
√
f
1+n
n
, (2.373)
with (
σ˜varw
σo
)−n
= (1− f)
[
4 I · M̂ I
3 (1− f)
]n+1
2
, (2.374)
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denoting the effective flow stress delivered by the “variational” method, while M̂ given by (2.143),
which is not analytical for general ellipsoidal microstructures.
It follows from the definition (2.372) that
Σ
H
m
∣∣∣
som
=
2
3
(
σ˜w
σo
) n
n+1
and Σ
H
m
∣∣∣
var
=
2
3
(
σ˜varw
σo
) n
n+1
(2.375)
with σ˜w and σ˜varw given by (2.373) and (2.374), respectively.
In the special case of spherical voids, i.e., w1 = w2 = 1, σ˜w = σ˜w=1 such that
Σ
H
m
∣∣∣
som
=
2
3
(
n
(
f−1/n − 1
)) n
n+1
and Σ
H
m
∣∣∣
var
=
2
3
(
1− f
√
f
1+n
n
) n
n+1
(2.376)
Special case of ideal-plasticity. The expressions for the special case of ideal-plasticity can be
easily obtained by considering the limit n→∞ in (2.372), such that
|Σm| = 23
σ˜w
σo
≡ ΣHm. (2.377)
Making use of (2.373) in the ideally-plastic limit and the results
σ˜w=1
σo
= ln
(
1
f
)
and
σ˜varw=1
σo
=
1− f√
f
, (2.378)
and (see equation (2.234))
σ˜varw
σo
=
[
4 I · M̂ I
3 (1− f)
]− 12
, (2.379)
we can readily compute Σ
H
m
∣∣∣
som
and Σ
H
m
∣∣∣
var
.
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Chapter 3
Other models for porous materials
The purpose of this chapter is to summarize the main features and results of other approaches for the
estimation of the effective behavior of porous materials. First, we refer to the works of McClintock
(1968) and Rice and Tracey (1969), who studied the problem of estimating the behavior of a porous
material with an ideally-plastic matrix phase and dilute concentration of voids (these models are not
discussed in detail here). These authors proposed a set of trial velocity fields based on a suitably
chosen stream function, which they used to minimize a suitably constructed variational dissipation
principle. Based on this idea of trial velocity fields, Gurson (1977) proposed a two-velocity field
model for non-dilute porous media. In particular, the author made use of the analytical solution
for a spherical (or cylindrical) hollow shell subjected to purely hydrostatic pressure to propose an
approximate yield criterion for isotropic porous media.
Next, we discuss the methodology introduced by Budiansky et al. (1982) (see also Duva and
Hutchinson (1984)) for dilute viscoplastic porous materials consisting of spherical and cylindrical (with
circular cross-section) voids. This methodology is based on the technique introduced by McClintock
(1968) and Rice and Tracey (1969) and involves a more sophisticated choice for the stream function
based on an eigen-function expansion by making use of the Rayleigh-Ritz method. This technique
has been extended to dilute viscoplastic porous media consisting of cylindrical voids with elliptical
cross-section by Fleck and Hutchinson (1986) and Lee and Mear (1992b), as well as to spheroidal
voids subjected to axisymmetric loading conditions (aligned with the pore symmetry axis) by Lee
and Mear (1992c).
In the next section, we present the Leblond et al. (1994) model, which is a generalization of
the Gurson model in the context of isotropic viscoplastic porous media. In addition, we discuss
the extension of this last model in the case of spheroidal voids and axisymmetric loading conditions
(Gologanu et al., 1993, 1994, 1997; Gaˇraˇjeu et al., 2000; Flandi and Leblond, 2005). In the following,
we describe the analysis performed initially by deBotton and Hariton (2002) and later by Idiart
(2006) in the context of a special class of isotropic porous materials, known as “high-rank sequential
laminates.” Finally, we discuss the application of the finite element method to compute the effective
behavior of a cubic (periodic) or cylindrical unit cell consisting of a single void subjected to several
loadings.
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3.1 Gurson model
In this section, we describe briefly the Gurson (1977) model, which was developed to estimate the
overall behavior of porous solids with an ideally-plastic matrix phase and cylindrical (2D) or spherical
(3D) microstructures. This model makes use of the exact solution for a shell (spherical or cylindrical
cavity) under hydrostatic loadings, suitably modified, to obtain estimates for the effective behavior
of ideally-plastic solids with isotropic or transversely isotropic distributions of porosity.
For the case of cylindrical cavities, Gurson’s yield criterion takes the form
Φ2DGUR(σ) =
σ2eq
σ2o
+ 2 f cosh
(√
3
2
σγγ
)
− 1− f2 = 0, γ = 1, 2 (3.1)
while for spherical cavities
Φ3DGUR(σ) =
σ2eq
σ2o
+ 2 f cosh
(
1
2
σii
)
− 1− f2 = 0, i = 1, 2, 3. (3.2)
For purely hydrostatic loadings, i.e., σeq = 0, both criteria recover the exact solution for a cylindrical
or spherical shell, as defined by relation (2.293) . On the other hand, for purely deviatoric loadings,
i.e., σm = 0, Gurson’s criterion recovers the Voigt bound (uniform strain-rate in the entire shell).
One of the main disadvantages of the Gurson model is that, it contains no information about
other microstructural variables such as the shape and orientation of the voids. As we will see in the
following chapters, the evolution of the shape and the orientation of the voids can cause significant
geometrical softening or hardening, as opposed to the softening or hardening that the evolution of
porosity may induce in the porous material. However, the Gurson model can only predict the evolution
of the porosity and consequently deliver inaccurate estimates when the shape and the orientation of
the voids is expected to change significantly, such as in the case of low triaxiality loading. More
specifically, the expression for the corresponding hardening rate, predicted by the Gurson model, is
given by
HGUR = −(1− f) ∂ΦGUR
σii
∂ΦGUR
∂f
. (3.3)
Thus, if the loading is such that the porosity increases, the porous medium exhibits an overall softening
behavior, which can be verified by a negative hardening rate (HGUR < 0). In contrast, when the
loading causes a decrease in the porosity, the material hardens and hence the hardening rate is positive
(HGUR > 0). In the special case of pure stress or strain-rate deviatoric loadings, however, there is no
change in the porosity and hence the hardening rate is identically zero (HGUR = 0).
In summary, Gurson criterion contains information only for the volume fraction of the voids,
namely the porosity f , which implies that these models are valid only for spherical or cylindrical
microstructures. In this regard, Gurson’s model is expected to be sufficiently good for high triaxial
loadings, i.e., σeq/σo ¿ 1, where the initially cylindrical or spherical voids preserve their shape during
the deformation process. However, for low triaxial loadings the shape and orientation of the voids
evolve significantly resulting in a highly anisotropic behavior for the porous material. In this last
case, the Gurson model is expected to be highly inaccurate.
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3.2 Models for porous media with dilute concentrations
In this section, we will make an attempt to summarize the main issues of earlier studies made in
the context of dilute porous media. We discuss first the methodology developed by Budiansky et al.
(1982) in the context of porous media containing a spherical (or cylindrical with circular cross-section)
void subjected to axisymmetric loading conditions (aligned with the void symmetry axis). Then, we
discuss the extension of this method to cylindrical voids with elliptical cross-sections by Fleck and
Hutchinson (1986) and Lee and Mear (1992b), and to spheroidal voids by Lee and Mear (1992c).
3.2.1 Spherical void and axisymmetric loading
To begin with, based on the early study of McClintock (1968) and Rice and Tracey (1969) in dilute
porous solids with ideally-plastic matrix phase, Budiansky et al. (1982) proposed a methodology
making use of the minimum principle of velocities as stated by Hill (1956), to compute the effective
energy of dilute viscoplastic porous media (i.e., an infinite block Ω occupying volume V containing
a single void Ω(2) occupying volume V2) subjected to axisymmetric loading conditions. The matrix
phase Ω(1) occupies a region with volume V1. In this procedure, the minimum principle can be written
in terms of the dissipation potential W such that
F =
∫
V1
[
W (D)−W (D∞)− σ∞ij D˜ij
]
dV −
∫
S2
σ∞ij nj v˜i (3.4)
where the subscripts 1 and 2 denote quantities in the matrix and the void, respectively, D∞ is a
uniform strain-rate due to σ∞ in the absence of the void and
vi = v∞i + v˜i, D =D
∞ + D˜, (3.5)
with
D˜ij =
1
2
(v˜i,j + v˜j,i), v˜k,k = 0. (3.6)
In these expressions, D is the local strain-rate in the specimen, whereas the F is minimized with
respect to the velocity field v˜. By considering the volume average in (3.5), we get
D =D∞ + 〈D˜〉. (3.7)
In this regard, the Rayleigh-Ritz method is used in the sequel to generate approximate expressions
for the additional velocity field v˜. More specifically, the authors make use of the incompressibility of
the matrix phase and the axisymmetric loading to introduce a “stream function”, so that
v˜r = − 1
r2 sin θ
∂ (χ sin θ)
∂θ
and v˜θ =
1
r
∂ χ
∂r
. (3.8)
It is worth recalling that the stream function is introduced mainly for two reasons; (i) instead of
guessing a form for the two components of the velocity field v˜r and v˜θ, we need to provide a form
for a scalar function, i.e., the stream function χ, and (ii) the above velocity fields satisfy the incom-
pressibility condition trivially. In this regard, a form for the stream function χ can be obtained by
considering an eigen-function expansion, such that
χ(r, θ) = A cot θ +
∑
k=2,4,...
Pk,θ(cos θ) fk(r), (3.9)
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where Pk(cos θ) is the Legendre polynomial of degree k and fk(r) =
M∑
i=1
A
(i)
k r
2−i. It is interesting
to remark that the first term, A cot θ, generates the spherically symmetric contribution to the field.
Note, however, that the notion of a stream function is mainly used in two-dimensional or three-
dimensional with certain symmetries (i.e., axisymmetric symmetry) problems. In contrast to extend
this technique to the cases of a general three-dimensional loading or void geometry (such as general
ellipsoidal voids), which is of interest in many applications, becomes a very difficult task and so far
the author is not aware of such a more general result in the context of porous materials. This is a
certain limitation of this procedure, since a generalization of this methodology to more complicated
microstructures and loadings is not straightforward.
Now, the associated with the stream function strain-rate fields are simply
D˜r = v˜r,r, D˜θ =
1
r
(v˜θ,θ + v˜r), D˜φ = −D˜r − D˜θ, D˜r θ = 12
(
1
r
v˜r,θ − 1
r
v˜θ + v˜θ,r
)
. (3.10)
In these expressions, the velocity and strain-rate fields depend explicitly on the amplitude factors
A
(i)
k , with respect to which F must be minimized. Thus, the actual velocity field is approximated
by the velocity field v˜, described previously, in terms of the factors A(i)k . It is evident that the larger
number of factors A(i)k used, the better the approximation to the actual field will be. However, this
poses numerical limitations to the solution of the problem. Nonetheless, the authors used physically
based considerations — the trial velocity field v˜ should be able to recover the Eshelby (1957) solution
in the linear case — to choose a minimal number of A(i)k to include in the minimization procedure.
On the other hand, Huang (1991b) has shown that the choice of the number of amplitude factors is
of critical importance, particularly at high nonlinearities, where a sufficiently large number of A(i)k
must be used for convergence. As a consequence, he showed that the results delivered by Budiansky
et al. (1982), as well as Rice and Tracey (1969), seriously underestimate the dilatation rate of the
void at large stress triaxialities.
In summary, the above mentioned methodology approximates the actual field by a sum of linearly
independent functions that are multiplied by certain amplitude factors. The relevant function then is
minimized “numerically” with respect to these amplitude factors. In turn, it is emphasized that this
technique is based on a choice of a stream function, where a special class of microstructures and loading
conditions is considered. This special class of microstructures involves the cases of porous media with
cylindrical voids with circular or elliptical cross-sections as we will see in the following sections, as
well as porous materials consisting of spherical voids subjected to axisymmetric loading conditions
(aligned with the pore symmetry axis). On the other hand, the extension of this methodology to
general three-dimensional ellipsoidal microstructures and loading conditions is not straightforward,
due to the fact that the stream function technique is restricted to problems with two-dimensional
character, such as the ones mentioned previously. Nonetheless, these limitations do not eliminate the
usefulness of such methods, which were able to predict interesting nonlinear effects to be discussed
in the following chapters.
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3.2.2 Cylindrical void with elliptical cross-section using conformal map-
ping
Building on the work of Budiansky et al. (1982) and Duva and Hutchinson (1984), Fleck and Hutchin-
son (1986) made an attempt to apply the methodology described previously to dilute porous media
consisting of cylindrical voids with elliptical cross-section. In order to generalize this methodology,
Fleck and Hutchinson (1986) made use of a conformal mapping technique, which allowed them to
write a stream function for a void with elliptical cross-section. In order to achieve this mapping, they
used a complex variable z in the physical plane and a complex variable ζ in the mapped plane (see
Fig. 3.1 for details), which are related by
z = r ei θ = x1 + ix2 = R (ζ +m/ζ), ζ = ξ1 + i ξ2, (3.11)
where x1, x2 and r, θ are Cartesian and polar coordinates in the physical plane, and ξ1, ξ2 and µ, φ
are Cartesian and polar coordinates in the mapped plane. In turn, the variables R and m = |m|eiλ
contain information about the shape and orientation of the void and are given by
R =
a1 + a2
2
, |m| = a1 − a2
a1 + a2
, λ = 2ψ. (3.12)
Here, a1 is the length of the semi-major axis of the ellipse, a2 is length of the semi-minor axis, and
ψ 1x
( )1n( )2n
1α
2α
2x
physical plane
1ξ
2ξ µ
φ
mapped plane
1x
2x
θ
r
Figure 3.1: Geometry of the void and mapping from physical plane to mapped plane.
ψ is the orientation angle of the semi-major axis. The details of the geometry and the mapping are
shown schematically in Fig. 3.1. Then, they defined a stream function, similar to the one defined by
Budiansky et al. (1982) in relation (3.9), which is expressed as
χ(r, θ) = Aθ +
N∑
j=1
N∑
k=1
{
Ajk µ
k−1 sin 2jφ+Bjk µk−1 sin 2jφ
}
. (3.13)
From this stream function, the authors need to compute the velocity and strain-rate fields, substitute
in the minimum principle (3.4), and optimize with respect to the amplitude factors A, Ajk and Bjk.
Note that the leading term Aθ in (3.13) gives rise to the radially symmetric contribution and thus
to the dilatation rate of the void.
In the following, we discuss the boundary conditions considered in that work and the connection
with the homogenization estimates presented in the previous chapter. In particular, the remote field
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is considered to be a state of simple shear parallel to the e(1)−direction with hydrostatic tension
superimposed on the incompressible material. The remote field is then specified by the velocities
v∞1 = γ˙ x2, v
∞
2 = v
∞
3 = 0, (3.14)
where γ˙ is the remote shear strain-rate, and x2 is the coordinate in the e(2)−direction. The associated
non-zero components of the remote strain-rate, spin and stress are
D∞12 =
1
2
γ˙, Ω∞12 =
1
2
γ˙ (3.15)
and
σ∞11 = σ
∞
22 = σ
∞
33 = σm, σ
∞
12 = τ. (3.16)
The corresponding stress triaxiality defined in the work of Fleck and Hutchinson is related to the
standard stress triaxiality used in this work by
σm
τ
=
√
3XΣ =
σm
σeq/
√
3
=
σm
τ/
√
3
, (3.17)
where σm and σeq are the macroscopic mean and von Mises stress measures, respectively. It is also
useful to relate γ˙ with the remote, equivalent strain-rate D∞eq and the equivalent macroscopic stress
by noting that
γ˙ =
√
3D∞eq =
√
3σneq, (3.18)
where n describes the nonlinearity of the matrix phase and has been introduced in relation (2.23).
In this case of a long cylindrical void the considered deformation is one of plane-strain and therefore
independent of x3. When the cylindrical void has a circular cross-section in the plane 1 − 2 then
the behavior of the porous medium is isotropic in this plane. However, when the aforementioned
boundary conditions are applied, then the volume, shape and orientation of the void are expected to
evolve in time.
More specifically, the interest is focused on the determination of the initial dilatation rate, which
is related to the macroscopic strain-rate D, defined in relation (3.7), through the relation
V˙2
γ˙ V2 =
Dαα√
3 f D∞eq
, α = 1, 2. (3.19)
In summary, based on the work of Budiansky et al. (1982), Fleck and Hutchinson (1986) proposed
a stream function by making use of a conformal mapping technique, which allowed them to obtain
estimates for dilute porous materials consisting of cylindrical voids with elliptical cross-section. In the
following chapters, the estimates delivered by the homogenization methods, described in the previous
chapter, will be compared with the Fleck-Hutchinson results in the case of an initially cylindrical
void with circular cross-section.
3.2.3 Cylindrical voids with elliptical cross-section using elliptical coordi-
nates
In addition to the work of Fleck and Hutchinson (1986), Lee and Mear (1992b) have also studied the
problem of a dilute, viscoplastic porous medium made up of an isolated cylindrical void with elliptical
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cross-section. In their work, they made use of an equivalent representation of the minimum principle
in terms of stress potentials, whereas they also proposed a somewhat different stream function by
making use of elliptical coordinates.
More specifically, the effective stress potential of a solid containing dilute concentration of voids
can be expressed as
U˜(σ) = U(σ) + f
δU˜
δf
,
δU˜
δf
=
1
A2
∫
A1
[U(σ)− U(σ)] dA− U(σ) (3.20)
where A2 and A1 are the regions occupied by the void and the matrix phase, while U denotes
the stress potential of the matrix phase and is given by relation (2.23)1. It is important to note
that expression (3.20) implies that the effective stress potential U˜ of the porous solid has a linear
correction in the concentration of the voids, i.e., the porosity f . However, we will see at the end of
this section that such an expansion may have a very small range of validity for very nonlinear solids
and particularly for ideally-plastic solids where such an expansion may not be valid at all (see Duva
and Hutchinson, 1984). In any case, the above correction term δU˜/δf can be directly related to the
minimum principle, defined previously in the context of relation (3.4), through the relation (Duva
and Hutchinson, 1984; Lee and Mear, 1992b)
δU˜
δf
=W (D∞)− FminA2 , (3.21)
where Fmin denotes the minimized (optimal) value of F . Note that the volume and surface terms V1
and S2 in relation (3.4) should be replaced here by the surface and line terms A1 and C2 due to the
in-plane character of the problem. For further details the reader is referred to the original work of
Lee and Mear (1992b).
In order to compute the correction term δU˜/δf for porous media containing cylindrical voids with
elliptical cross-section, these authors proposed a stream function in terms of elliptical coordinates (η,
θ) (the η coordinate is equivalent to the radial variable in polar coordinates), such that
χ = Aθ +
∑
k=2,4,...
[Fk(η) sin k θ +Gk(η) cos kθ] , (3.22)
where Fk and Gk are functions of η alone given by
Fk(η) =
∑
m=−1,0,1,...
Akm exp(−mη)
Gk(η) =
∑
m=−1,0,1,...
Bkm exp(−mη). (3.23)
The reduced displacement v˜, defined in relation (3.5), is simply given by
v˜η =
α
H
∂χ
∂θ
, v˜θ = − αH
∂χ
∂η
, (3.24)
where H = α (cosh2 η− cos2 θ)1/2 and α is a scaling parameter related to the distance from the origin
to the foci of the elliptical void. Similarly to the work of Budiansky et al. (1982), the above velocity
fields are plugged in the minimum principle F defined in relation (3.4), where the minimization
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procedure is performed with respect to the amplitude factors A, Akm and Bkm, defined in (3.22) and
(3.23).
In the following, we discuss the boundary conditions used by Lee and Mear (1992b) in their
study. In particular, these authors imposed somewhat different boundary conditions than the ones
considered by Fleck and Hutchinson (1986). More specifically, Lee and Mear studied the response
of a dilute, porous solid subjected to plane-strain, traction boundary conditions. The corresponding
remote stresses, that have been used, are
σ∞11 = S
∞, σ∞22 = T
∞, σ∞33 =
1
2
(S∞ + T∞). (3.25)
The stress triaxiality XΣ may be defined as in relation (3.17) by noting that σm = (S∞ + T∞)/2
and σeq =
√
3|S∞ − T∞|/2. It is important to note that in the case that the void has an initially
circular cross-section in the plane 1 − 2 then the behavior is isotropic in this plane. In this special
case, the boundary conditions applied by Fleck and Hutchinson (1986), described by relation (3.16),
are equivalent to the boundary conditions imposed by Lee and Mear (1992b) given by relation (3.25).
The reason for this lies in the fact that the initial response of isotropic media subjected to simple or
pure, in-plane shear combined with superimposed pressure is identical.
In this regard, it is essential to analyze the relevant dilatation and deviatoric quantities introduced
by Lee and Mear (1992b). In particular, the Lee and Mear (LM) effective stress potential can be
written in the form
U˜LM (σ) = (1 + fh(XΣ))
ε˙o σo
n+ 1
(
σeq
σo
)n+1
. (3.26)
In this expression, the authors make the hypothesis that the effective stress potential U˜ has a linear
correction in the porosity f , and since the interest is for dilute porous media, only the first order
term is considered.
By comparing the last expression for the effective stress potential U˜LM with the corresponding
expression provided by the homogenization methods in relation (2.24), it is easily deduced that
h(XΣ) =
1
f
(ĥ(XΣ)− 1). (3.27)
Then, Lee and Mear define a scalar function P (XΣ), which is directly related to the dilatational rate
defined in relation (3.19) by
P =
1
n+ 1
∂h
∂XΣ
=
Dαα
fD∞eq
⇒ V˙2
γ˙ V2 =
P√
3
, α = 1, 2, (3.28)
where D∞eq denotes the remote equivalent strain-rate in the absence of voids. In addition to the
dilatational part of the macroscopic strain-rate, it is useful to study, as well, the deviatoric part of
D. For this reason, Lee and Mear have defined the scalar function Q(XΣ), which is directly related
to the equivalent part of the macroscopic strain-rate Deq, defined in (3.7), such that
Q = h−XΣ P =
Deq −D∞eq
f D∞eq
. (3.29)
Making use of the last two expressions, we will be able to compare the estimates obtained by the
“second-order” and the “variational” method with the “exact” numerical results of Lee and Mear
(1992b) in the dilute limit.
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In addition to the aforementioned analysis associated with the initial response of a dilute porous
solid subjected to plane-strain loading conditions, Lee and Mear (1999) have also studied the evo-
lution of microstructure in dilute porous viscoplastic composites subjected to the loading conditions
described previously in relation (3.25). Thus, it is also relevant to compare the corresponding “second-
order” estimates with the Lee and Mear (1999) predictions for the evolution of microstructure.
It is important to remark here that the authors have adopted the approximation that the void
evolves through a sequence of elliptical shapes (see also Fleck and Hutchinson, 1986) during the
deformation process for all nonlinearities considered. As already known, Eshelby (1957) has shown
that in the context of linear porous materials, the shape of the void remains elliptical during the
loading procedure. However, for nonlinear materials, the fields in the inclusions are non-uniform
and thus the shape of the pores becomes in general non-elliptical. Note that in the homogenization
procedures, described in the previous chapters, we make use of the average fields in the vacuous phase
to compute an average elliptical shape for the void. On the other hand, in the technique proposed
by Lee and Mear, the authors make use of information about the local velocity field provided by the
stream function to compute an approximate elliptical void shape. More specifically, for an elliptical
void with principal semi-axes a1 and a2 oriented at an angle ψ, as shown in Fig. 3.1, that deforms
through a sequence of elliptical shapes, the velocity component normal to the void surface is given
as (Fleck and Hutchinson, 1986)
vη = ψ˙(x1N2 − x2N2) + a˙1
a1
x1N1 +
a˙2
a2
x2N2, (3.30)
where Ni are the components of the unit normal to the surface of the void in the xi system. Then, the
quantities, a˙1/a1, a˙2/a2 and ψ˙ are determined by three equations obtained from (3.30) by evaluating
vη (obtained from the numerical minimization of the effective stress potential (3.21)) at three points
on the void boundary (e.g., the points corresponding to ψ = 0o, 45o and 90o). Obviously, such a
procedure is not the same as computing the aspect ratio of the void by making use of the average
strain-rate in the vacuous phase, which is the case in the homogenization theories described in the
previous chapter.
In summary, Lee and Mear (1992b) have proposed a more general stream function by making
use of elliptical coordinates. In the limit that the cross-section of the void becomes circular this
procedure is similar to the one followed by Budiansky et al. (1982) in the context of cylindrical voids.
In addition, by making use of the above described methodology, they were able to provide results
for the evolution of the microstructure under plane-strain loading conditions. These results will be
compared with corresponding results obtained by the homogenization procedures, described in the
previous chapter, as well as with finite element results which are discussed later in this chapter.
3.2.4 Spheroidal voids using spheroidal coordinates
This section deals with the work of Lee and Mear (1992c), who extended the previous study for
cylindrical voids to porous materials consisting of spheroidal voids subjected to axisymmetric load-
ing conditions aligned with the pore symmetry axis by making use of prolate or oblate spheroidal
coordinates. In this connection, it is convenient to use the notation introduced in subsection 2.2.1 for
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the description of the microstructural variables. Thus, for spheroidal voids, the corresponding aspect
ratios are defined by w1 = a3/a1 and w2 = a3/a1, with a1 = a2. This implies that the voids can be
either prolate, with aspect ratios w1 = w2 > 1, or oblate w1 = w2 < 1. The effective stress potential
is given by the same expression (3.20) as in the two-dimensional case, such that
U˜(σ) = U(σ) + f
δU˜
δf
,
δU˜
δf
=
1
V2
∫
V1
[U(σ)− U(σ)] dV − U(σ), (3.31)
where V2 and V1 are the regions occupied by the void and the matrix phase, while U denotes the
stress potential of the matrix phase and is given by relation (2.23)1. Similar to the two-dimensional
case presented previously, expression (3.31) implies that the effective stress potential U˜ of the porous
solid has a linear correction in the concentration of the voids, i.e., the porosity f . However, we will
see in the following subsection that such an expansion may have a very small range of validity for
very nonlinear solids and particularly for ideally-plastic solids where such an expansion may not be
valid at all (see Duva and Hutchinson, 1984). In any case, the above correction term δU˜/δf can be
directly related to the minimum principle, defined previously in the context of relation (3.4), through
the relation (3.21) (Duva and Hutchinson, 1984; Lee and Mear, 1992b), which takes the form
δU˜
δf
=W (D∞)− FminV2 , (3.32)
for the case of spheroidal voids.
The next step in this procedure involves the definition of a stream function in terms of spheroidal
coordinates (η, θ, φ). Then, the physical components of the velocity field v˜, defined by relation (3.5),
are given for prolate voids by
v˜η =
α2
H
 Asinh η + ∑
k=2,4,...
∑
m=0,1,...
k(k + 1)BkmQm(cosh η)Pk(cos θ)
 (3.33)
and
v˜θ = −α
2
H
∑
k=2,4,...
∑
m=1,2,...
m(m+ 1)BkmQm(cosh η)Pk(cos θ). (3.34)
In turn, for oblate voids, the components of v˜ are chosen as
v˜η =
α2
H
 Acosh η + ∑
k=2,4,...
∑
m=0,1,...
k(k + 1) im+1BkmQm(i sinh η)Pk(cos θ)
 (3.35)
and
v˜θ = −α
2
H
∑
k=2,4,...
∑
m=1,2,...
m(m+ 1) im+1BkmQm(im+1 sinh η)Pk(cos θ). (3.36)
In these relations,
H =
 α (sinh2 η + sin2 θ)1/2, prolate voidsα (cosh2 η − sin2 θ)1/2, oblate voids, (3.37)
α is a scaling factor related to the distance from the origin to the foci of the spheroidal void, Pk
are the associated Legendre functions of order one, Qm are the associated Legendre functions (of
the second kind) of order one, i =
√−1 is the imaginary unity, and the constants {A,Bkm} are the
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amplitude factors with respect to which F (see relation (3.4)) must be minimized. It is remarked
at this point that because of the symmetry of the microstructure and the axisymmetric loading, the
velocity fields v˜ do not depend on the third coordinate φ. Note that if the void was ellipsoidal or
misaligned with the principal loading directions, the above procedure would become too complicated,
and so far there are no results for those more general cases. This is because this procedure is based
on the construction of a stream function, which is a technique that is used mainly in two-dimensional
problems, or three-dimensional problems with certain symmetries.
In the following, we recall the boundary conditions used by Lee and Mear (1992c) to solve the
above described problem. The loading is axisymmetric about the 3−axis, such that the only non-zero
components of the stress tensor are
σ∞11 = σ
∞
11 = T
∞, σ∞33 = S
∞. (3.38)
The stress triaxiality may be defined by
XΣ =
σm
σeq
, (3.39)
where σm = (S∞ + 2T∞)/3 and σeq = |S∞ − T∞|.
In this regard, it is essential to analyze the relevant dilatation and deviatoric quantities introduced
by Lee and Mear (1992c). In particular, the Lee and Mear (LM) effective stress potential can be
written similarly to the two-dimensional case, so that it takes the form
U˜LM (σ) = (1 + fh(XΣ))
ε˙o σo
n+ 1
(
σeq
σo
)n+1
. (3.40)
By comparing the last expression for the effective stress potential with the corresponding expression
provided by the homogenization methods, in relation (2.26), it is easily deduced that
h(XΣ) =
1
f
(ĥ(XΣ)− 1). (3.41)
Then, Lee and Mear defined a scalar function P (XΣ), which is directly related to the dilatational
rate of the void, defined by
P =
1
n+ 1
∂h
∂XΣ
=
Dii
fD∞33
, i = 1, 2, 3. (3.42)
Here, D∞33 is the axial component of the remote strain-rate field in the absence of voids. In addition
to the dilatational part of the macroscopic strain-rate, it is useful to study, as well, the deviatoric
part of D. For this reason, Lee and Mear have defined the scalar function Q(XΣ), which is directly
related to the axial component of the deviatoric macroscopic strain-rate D
′
33, such that
Q = h−XΣ P = D
′
33 −D∞33
f D∞33
, (3.43)
where the prime is used to denote the deviatoric part ofD. Making use of the last two expressions, we
are able to compare the estimates obtained by the “second-order” and the “variational” method with
“exact” numerical results in the dilute limit. Note that the above quantities P and Q depend also on
the microstructural variables, such as the aspect ratios w1 = w2. Relevant comparisons between the
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homogenization methods and the numerical results of this section will also be made in a following
chapter.
In addition to the aforementioned analysis associated with the initial response of a dilute porous
solid subjected to axisymmetric loading conditions, Lee and Mear (1994) have also studied the evo-
lution of microstructure in dilute porous viscoplastic composites subjected to the loading conditions
described previously by relation (3.38). Thus, it is also relevant to compare the corresponding ho-
mogenization estimates, described in the previous chapter, with the corresponding Lee and Mear
predictions for the microstructure evolution. However, in order to determine the evolution of the
pore shape, Lee and Mear have idealized the nonlinear problem by allowing the voids to remain
spheroidal during the deformation process. As already explained in the previous subsection, this ap-
proximation is different than the one described in the context of the homogenization theories, where
the objective is to compute an average void shape by making use of the average fields in the vacuous
phase. As we will see in a following chapter, this idealization proposed by Lee and Mear could lead
to inaccurate estimates for the evolution of the microstructural variables, including the evolution of
porosity.
In summary, Lee and Mear (1994) have proposed a velocity field based on a stream function by
making use of spheroidal coordinates. In the limit that the void becomes spherical this procedure is
identical to the one followed by Budiansky et al. (1982) in the context of spherical voids. However, it
is emphasized that this procedure is limited to spheroidal voids and axisymmetric loading conditions
aligned with the pore symmetry axis. Moreover, it is based on the assumption that the effective stress
potential has a linear correction in the porosity in the dilute limit. An attempt to comment on the
validity of this expansion is performed in the following subsection.
3.2.5 Validity of the dilute expansion
In this section, we discuss the validity of the expansion proposed by Budiansky et al. (1982) and then
used by many authors such as Duva and Hutchinson (1984), Fleck and Hutchinson (1986) and Lee
and Mear (1992b). As already mentioned in the context of relation (3.20), the computation of the
effective potential U˜ for the porous material is based on a linear (regular) expansion in the porosity
as f → 0. In order to check this expansion, it is convenient to consider the analytical result obtained
when a CSA or CCA (Composite-Sphere or Composite-Cylinder Assemblage) is subjected to purely
hydrostatic pressure. In this case, the effective stress potential U˜ can be computed analytically and
is given by relations (2.195) and (2.196). In the case that f → 0, a regular Taylor expansion for U˜
about f = 0 leads to the following result
U˜w=1(σm; f) ∼ ε˙o σo n
−n
n+ 1
f (1 + n f
1
n + o(f
1
n ))
(
3
2
|σm|
σo
)n+1
. (3.44)
In relation (3.44), the expansion is valid only if the second term n f
1
n is smaller than the first term
which is linear in f . It is obvious that as n becomes large the second term in the expansion is
comparable to the first term. Hence, the range of validity of this expansion is expected to diminish to
zero for high values of n. This puts into question the validity of the above discussed dilute estimates
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in the limit as n→∞ for purely hydrostatic loading.
Perhaps at this point, it is interesting to note that the corresponding hydrostatic result of the
“variational” method (see relation (2.197)) does not have a linear dependence on f in the dilute limit.
In fact, as f → 0, the corresponding “variational” result is of the form
U˜varw=1(σm; f) ∼
ε˙o σo
n+ 1
f
n+1
2 (1 + f + o(f))
(
3
2
|σm|
σo
)n+1
. (3.45)
This result implies that the “variational” estimate approaches zero faster than linear and is thus in
contrast with the analytical shell result. On the other hand, the “second-order” method is constructed
such that it recovers the analytical shell result and therefore is consistent with the analysis made in
relation (3.44).
3.2.6 Brief Summary
In summary, we described a set of methods developed in the context of dilute porous media. First,
we have discussed the technique of Budiansky et al. (1982) which is based on a choice of a stream
function to generate trial velocity fields for a dilute porous medium with initially spherical inclusions
subjected to axisymmetric loading conditions. These trial fields are then used to minimize a suitably
constructed dissipation potential. This methodology has then been extended to cylindrical voids
with elliptical cross-section by Fleck and Hutchinson (1986) and Lee and Mear (1992b), as well as
to spheroidal voids subjected to axisymmetric loading conditions (aligned with the pore symmetry
axis). All these methods, however, are based on a choice of a stream function, and as a consequence
their generalization to more complicated microstructures and loadings is not straightforward.
In addition, the stream function is chosen by using an eigen-function sequence. The number of
terms that need to be used in this sequence depends on the nonlinearity of the matrix phase, as well
as the stress triaxiality. It is worth noting here that Huang (1991b) has shown that as the nonlinear
exponent n and the stress triaxiality increases a very large number of terms in this sequence (see
for example (3.23)) is needed for the accurate estimation of the dilatational rate (e.g., (3.19)). This
need for a large number of amplitude factors may be explained by the fact that the stress potential
of the porous medium is assumed to have a linear correction in the porosity in the dilute limit. The
range of validity of this dilute expansion, however, has been shown to diminish to zero for purely
hydrostatic loading and large values of the nonlinear exponent n. Therefore, the numerical solution
of the minimization problem in (3.4) is expected to become very sensitive at high nonlinearities and
stress triaxialities. Note that the accurate prediction of the dilatation rate in dilute porous media
constitutes an important measure of cavitation instabilities in solids (Huang et al., 1991a).
Nonetheless, the above-mentioned limitations do not eliminate the usefulness of such methods,
which will be used in the following chapters to compare with the corresponding homogenization
methods, described in chapter 2, for the case of dilute porous media. More specifically, comparisons
will be made for the determination of the instantaneous behavior and the evolution of microstructure
in dilute viscoplastic porous media consisting of cylindrical voids with elliptical cross-section subjected
to plane-strain loadings, as well as of spheroidal voids subjected to axisymmetric loading conditions
aligned with the pore symmetry axis.
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3.3 Gurson-type generalized models
In this section, we discuss several extensions of the Gurson model that have been proposed over
the years, to account for more general constitutive behaviors and porosity distributions. Partially
inspired by the work of Lee and Mear (1992c, 1994), Gologanu et al. (1993,1994,1997) provided
analytical expressions for the effective yield function of porous solids with ideally-plastic matrix phase
by considering a spheroidal hollow shell (the spheroidal void is confocal with the external boundary
of the shell) subjected to axisymmetric loadings, such that the spheroidal symmetry is preserved
during the deformation process. Leblond et al. (1994) and Flandi and Leblond (2005) later extended
these models to the more general case of viscoplastic porous materials. In a separate work, Gaˇraˇjeu
et al. (2000) studied the case of an initially spherical void embedded in a cylindrical or spherical
shell subjected to axisymmetric loading conditions. In this study, they also compared the difference
between the two different shells. Recently, Monchiet et al.(2007) have proposed a model for isotropic
porous materials by making use of an Eshelby-like trial velocity fields. In this work, we will provide
a brief discussion of the latest Flandi and Leblond (2005) model, which will be used later to compare
with the homogenization methods of the previous chapter.
Building on the work of Gologanu et al. (1993,1994,1997), Flandi and Leblond (2005) consider a
spheroidal shell containing a confocal spheroidal void. In their analysis they made use of spheroidal
coordinates, where they proposed trial velocity fields in order to approximate the effective stress
potential of the porous material. Their trial velocity fields are based on an exact solution that can
be achieved under certain axisymmetric loading conditions (see relevant work for further details). In
fact, these axisymmetric loading conditions reduce to purely hydrostatic loading conditions in the
limiting case of a spherical void.
In particular, two types of spheroids were considered: prolate (w1 = w2 > 1) and oblate (w1 =
w2 < 1). Of course the case of w1 = w2 = 1 corresponds to a spherical void and is included as a
limiting case. In addition, the applied loading is axisymmetric such that the spheroidal symmetry
of the problem is preserved. In other words, by setting w1 = w2 = w, the spheroidal symmetry is
preserved only if the non-zero components of the stress tensor are σ11 = σ22 and σ33. Corresponding
expressions defining the effective stress potential are given in the works by Flandi and Leblond (2005)
and they will not be repeated here in detail. Nonetheless, for completeness, we include the effective
yield criterion for a porous solid with ideally-plastic matrix phase, such that
Φ˜FL(σ) =
C
σ2o
(σ33 − σ11 + η σh) + 2 q (g + 1)(g + f) cosh
(
κ
σh
σo
)
− (g + 1)2 − q2(g + f)2 = 0,
σh = 2α2σ11 + (1− α2)σ33. (3.46)
In the last expression, C = C(f, w), η = η(f, w), α2 = α2(w), g = g(w) and κ = κ(f, w). The above
yield criterion reduces to the Gurson (1977) model in the case of purely hydrostatic loading and the
“variational” method (Ponte Castan˜eda, 1991) for isochoric loadings. Furthermore, in expression
(3.46), q is equivalent to the “q1” parameter introduced by Tvergaard (1981) and Gurson (1977)
to improve the predictions of their models with respect to numerical unit-cell results for periodic
porous media. Thus, the value of q = 1 has been used by Flandi and Leblond for the case of a
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spheroidal shell consisting of a confocal spheroidal void, whereas for a cylindrical shell, which is a
rough approximation to a hexagonal shell (see Gaˇraˇjeu et al., 2000) containing a spheroidal void, the
following expression has been proposed
q = 1 + (q0 − 1)/ coshS, S = lnw1 = lnw2 = lnw, (3.47)
with q0 = 4/e ≈ 1.47 (Perrin and Leblond, 1990, 2000). Note that when w = 1 (i.e., for a spherical
void), q = q0 = 1.47. This value is consistent with the value of 1.5 initially proposed by Tvergaard
(1981).
A first comment on expression (3.47) is that when q0 = 1, the Flandi-Leblond model reproduces
exactly the solution of the CSA and CCA of Hashin in the case of purely hydrostatic loading. In
addition, it recovers the “variational” bound of Ponte Castan˜eda (1991) for purely isochoric loadings
(XΣ = 0). In this connection, this model is expected to be sufficiently accurate for the axisymmetric
loadings, especially at high stress triaxialities. In contrast, for a cylindrical shell containing a spherical
void, the choice q0 6= 1 is made. In this case, the resulting estimate for the effective behavior of the
porous material is much softer than the CSA or CCA prediction, defined in relation (2.196), which
is consistent with numerical periodic unit-cell calculations.
In summary, the above-defined effective yield function Φ˜FL depends on two microstructural vari-
ables, i.e., on the porosity f and the aspect ratio of the spheroidal voids w. For the special case of
axisymmetric loading conditions aligned with the pore symmetry axis, this model has been validated
against finite element calculations and has been found to deliver sufficiently accurate results for the
evolution of the porosity and the aspect ratio in a wide range of stress triaxialities. However, the
Flandi-Leblond model cannot be used, in general, for more complicated loading conditions such as
combination of in-plane shear with superimposed pressure, because this would induce an ellipsoidal
shape for the void with two different aspect ratios w1 6= w2. In contrast, the “second-order” and the
“variational” methods are based on a more rigorous homogenization procedure and thus are capable
of handling general ellipsoidal microstructures and loading conditions, including the possible rotation
of the anisotropy axes.
3.4 High-rank sequential laminates
In this section, we study a special class of nonlinear composites, known as “high-rank sequentially
laminates”, to estimate the effective behavior of isotropic viscoplastic porous media. In this context,
we recall that the “second-order” and the “variational” estimates, discussed in the previous chapter,
involve two approximations: the linearization of the nonlinear phases and the homogenization of the
LCC (relation (2.170)). For the second approximation, use was made of the Willis (1998) estimates
(2.171). These linear estimates are known (Frankfort and Mura, 1986; Milton, 2002) to be exact
for composites with a special class of “sequentially laminated” microstructures. For this reason,
nonlinear sequential laminates are particularly appropriate to assess the accuracy of the “second-
order” method and, in general, of any LCC-based homogenization method (such as the “variational”
method of Ponte Castan˜eda (1991)), on condition that the Willis estimates be used for the LCC. In
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this section, exact results for this special class of nonlinear sequential laminates are provided.
A sequential laminate is an iterative construction obtained by layering laminated materials (which
in turn have been obtained from lower-order lamination procedures) with other laminated materials,
or directly with the homogeneous phases that make up the composite, in such a way as to produce
hierarchical microstructures of increasing complexity (e.g., Milton, 2002). The rank of the laminate
refers to the number of layering operations required to reach the final sequential laminate. Of the
many possible types of sequential laminates, we restrict attention to porous sequential laminates
formed by layering at every step a porous laminate with the matrix phase (denoted as phase 1).
Thus, a rank-1 laminate corresponds to a simple laminate with a given layering direction n(1), with
matrix and porous phases in proportions 1 − f1 and f1. In turn, a rank-2 laminate is constructed
by layering the rank-1 laminate with the matrix phase, in a different layering direction n(2), in
proportions f2 and 1−f2, respectively. Rank-M laminates are obtained by iterating this procedureM
times, layering the rank-(M−1) laminate with the matrix phase in the direction n(M), in proportions
fM and 1− fM , respectively. A key point in this procedure is that the length scale of the embedded
laminate is assumed to be much smaller than the length scale of the embedding laminate. This
assumption allows to regard the rank-(M − 1) laminate in the rank-M laminate as a homogeneous
phase, so that available expressions for the effective potential of simple laminates (e.g., deBotton and
Ponte Castan˜eda, 1992) can be used at each step of the process to obtain an exact expression for
the effective potential of the rank-M sequential laminate (e.g., Ponte Castan˜eda, 1992; deBotton and
Hariton, 2002). From this construction process, it follows that the microstructure of these sequential
laminates can be regarded as random and particulate, with phase 1 playing the role of the (continuous)
matrix phase embedding the (discontinuous) porous phase. A distinctive feature of this very special
class of porous materials is that the strain-rate and stress fields in the inclusion phase (in this case,
the pores, denoted as phase 2) are uniform.
The effective stress potential of the resulting rank-M porous laminate can be shown to be (de-
Botton and Hariton, 2002; Idiart, 2006)
U˜M (σ) = min
w
(i)
j
σ(2)=0
M∑
i=1
(1− fi)
 M∏
j=i+1
fj
 U (1) (σ(1)i ) , (3.48)
where U (1) is the matrix potential given by relation (2.23), and the average stress tensors in the
matrix phase, σ(1)i (i = 1, ...M), and the pore phase, σ
(2), are given by
σ
(1)
i = σ + fi w
(i) −
M∑
j=i+1
(1− fj) w(j), (3.49)
σ(2) = σ −
M∑
i=1
(1− fi) w(i). (3.50)
In these expressions, the w(i), i = 1, ...,M , are second-order tensors of the form
w(i) = w(i)1 m
(i)
1 ⊗m(i)1 + w(i)2 m(i)2 ⊗m(i)2 + w(i)3 m(i)1 ⊗sm(i)2 , (3.51)
where m(i)1 and m
(i)
2 are two orthogonal vectors lying on the plane with normal n
(i), and ⊗s denotes
the symmetric part of the outer product. The total porosity f in this rank-M laminate is given in
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terms of the partial volume fractions fi by
f =
M∏
i=1
fi. (3.52)
Thus, expression (3.48) requires the solution of a 3M -dimensional convex minimization with
respect to the scalar variables w(i)α (i = 1, ..,M , α = 1, 2, 3), which, for a given set of fi and n(i)
and macroscopic stress σ, can be solved numerically using standard numerical techniques. This
minimization problem is constrained by the fact that the (uniform) stress in the porous phase σ(2),
as given by (3.50), must be zero. This constraint (in the variables w(i)j ) can be enforced in two
different ways. One way is to enforce that the magnitude of the second-order tensor σ(2) be zero, in
which case there is a single non-linear constraint, while a different, equivalent way is to enforce that
each component of σ(2) be zero, in which case there are six linear constraints (see (3.50)). The latter
approach has been found easier to implement and was therefore adopted in this work.
It is important to note that the effective behavior of the sequential laminates considered here,
unlike that of typical nonlinear composites, does not depend on all the details of the microstructure,
but only on partial information of it in the form of the volume fractions fi and lamination directions
n(i). Of particular interest here are porous materials exhibiting overall isotropic symmetry. In general,
the effective potential (3.48) will be anisotropic, even if the matrix potential is isotropic. However,
appropriate lamination sequences, i.e., particular choices of fi and n(i), can be found such that the
effective potential (3.48) tends to be isotropic as the rankM increases (deBotton and Hariton, 2002).
To that end, the following lamination sequence has been adopted in this work:
fi =
1− iM (1− f)
1− i−1M (1− f)
, (3.53)
and
n(i) = sinψi sinφi e1 + cosψi sinφi e2 + cosφi e3, (3.54)
where f is the prescribed porosity in the rank-M laminate, and the angles ψi and φi, which determine
the ith direction (i = 1, ...,M) of lamination relative to a reference basis {eα}, are given by
φj+kMη = arccoshj , hj = 2
j − 1
Mη − 1 − 1, (3.55)
j = 1, ...,Mη, k = 0, ..., η − 1,
ψj+kMη =
ψj−1 + 3.6√
Mη
1√
1− h2j
mod 2pi, (3.56)
j = 2, ...,Mη − 1, ψ1 = ψMη = 0.
In these expressions, η and Mη are two integers such that the rank of the laminate is M = ηMη. The
set of angles (3.55)-(3.56) corresponds toMη lamination directions (3.54), uniformly distributed on the
unit sphere (Saff et al., 1977), with η laminations for each direction. It has been verified numerically
that, for this specific lamination sequence, the effective potential (3.48) becomes progressively less
sensitive to the orientation of the principal axes of σ as the parameters Mη and η increase, meaning
that the effective potential tends to be more isotropic with increasing rank. The results provided in
the next chapters correspond to M = 1500 with Mη = 50 and η = 30.
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Finally, the macroscopic strain-rate is obtained by differentiating (3.48) with respect to σ. Noting
that the expression is stationary with respect to the variables w(i)j , we have that
D =
M∑
i=1
(1− fi)
 M∏
j=i+1
fj
 ∂U (1)
∂σ
(
σ
(1)
i
)
+ λ(2), (3.57)
where the second-order tensor λ(2) is the optimal Lagrange multiplier associated with the traction-
free constraint in (3.48). The expressions for the computation of the phase average quantities are not
included here because they are too cumbersome to be shown here. However, a complete derivation
of these results are given in the thesis of Idiart (2006).
In summary, the estimates obtained by the high-rank sequential laminates are very useful in the
sense that they can be compared with the homogenization methods presented in the previous chapter
and the Gurson-type models. This comparison is particularly pertinent in view of the fact that it
has been recently shown (Idiart, 2007) that power-law, porous, sequential laminates with isotropic
microstructures reproduce exactly the hydrostatic behavior of the composite-sphere assemblage, as
described by expressions (2.196). Furthermore, as already stated in the beginning of the section, the
linear estimates of Willis (1978) are exact for the high-rank sequential laminates. In this regard,
comparing the “second-order” and the “variational” methods (which make use of the Willis estimates
to solve the linear comparison composite) with the high-rank sequential laminates provides a good
estimate for the accuracy of these homogenization theories.
3.5 FEM periodic solutions
One of the main objectives is to validate the “second-order” model for the case that the porous
medium is subjected to large deformations. However, for reasons that have been explained in the
introduction, it is extremely difficult to estimate numerically — with the finite element method
(FEM) in this case — the effective behavior and the evolution of the underlying microstructure
of a random porous material. On the other hand, it is feasible to solve the problem of a periodic
porous material considering a unit-cell that contains a single void, as shown in Fig. 3.4. However,
the random and the periodic material exhibit substantially different effective behavior except in the
limit when the porosity is sufficiently small (f → 0). As we will see later, for sufficiently small initial
porosity, such as fo = 0.01%, the periodic unit-cell estimates, and thus the effective properties of
the periodic composite, are independent of the prescribed tractions, velocities or periodic boundary
conditions (Gilormini and Michel, 1998), which implies that the concentration of the voids is close
to dilute. In this regard then, the comparison between the various models presented previously and
the FEM calculations are meaningful provided that the porosity remains at low values during the
deformation process. It is noted that for the FEM calculation use has been made of the commercial
package Abaqus.
Note however, that in the special case of ideally-plasticity, the comparison between periodic and
random porous media may not be meaningful. This is due to the possible formation of shear bands
connecting the voids in the material. In this case, the interaction between the voids could be come
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important even at very low porosities. To avoid these ill-conditioned cases, we will not perform
comparisons between the homogenization and the FEM unit-cell results for porous solids with an
ideally-plastic matrix phase.
3.5.1 Brief review of the theory for periodic composites
This subsection deals with the theoretical aspects of the periodic homogenization, where numerous
studies have been performed over the past thirty years (Needleman, 1972; Sanchez-Palencia, 1974;
Tartar, 1977; Bensoussan et al., 1983; Suquet, 1983; Bouchitte and Suquet, 1991). In those studies,
the effective properties of the composite in the macroscopic scale are determined from geometrical and
material data available from the study of a representative volume element (RVE) denoted as Ω. To
make contact with the previous chapter, for random composites, these data are specified in terms of
geometrical and material properties which are known only partially through n−point statistics, e.g.,
the volume fraction and the two-point correlation function (for particulate microstructure, the shape
and orientation of the inclusions is also known). On the other hand, for periodic composites, the
RVE is completely defined by the geometrical and material properties of a unit-cell, which generates
by periodic repetition the whole microstructure of the composite. In this connection, the problem of
estimating the effective behavior of the composite reduces in determining numerically the behavior
of the unit-cell under appropriate boundary conditions to be discussed in the following.
Making use of the general definition (2.4), we introduce the effective stress potential U˜ of a porous
periodic medium by
U˜(σ) = (1− f) min
σ ²S(σ)
〈U(σ)〉(1), (3.58)
where U is the stress potential of the matrix phase, given by (2.23), 〈·〉(1) denotes the volume average
of a field over the matrix phase in the unit-cell and
S (σ) = {σ,divσ = 0 in Ω, 〈σ〉 = σ, σ n−#}, (3.59)
is the set of statically admissible stresses that are compatible with the applied average stress σ. The
abbreviated notation σ n−# has been used to denote that the traction is opposite in opposite sides
of the RVE.
On the other hand, by using (2.9), the effective dissipation potential W˜ of a periodic porous
medium is defined by
W˜ (D) = min
D ∈K(D)
= (1− f) 〈W (D)〉(1), (3.60)
where W is the dissipation potential of the matrix phase given by (2.23) and K(D) is the set of
kinematically admissible strain-rate fields given by
K(D) =
{
D | D = 1
2
[
∇v + (∇v)T
]
in Ω, v = Lx+ v∗ on ∂Ω, v∗#
}
. (3.61)
Here, L is the macroscopic velocity gradient, while the macroscopic strain-rate D and spin Ω are
given by
D =
1
2
[
L+L
T
]
, and Ω =
1
2
[
L−LT
]
. (3.62)
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In turn, v∗ is a periodic velocity field in the sense that all the components of v∗ take identical
values on points of the boundary ∂Ω of the unit-cell, which are deduced by translation parallel to the
invariance of the lattice.
As we will see in the following subsections, the above general definitions and boundary conditions
are specialized for the case of a unit-cell containing a cylindrical void with initially circular cross-
section subjected to plane-strain loading conditions, as well as to the case of a cylindrical unit-cell
containing an initially spherical void subjected to axisymmetric loading conditions.
3.5.2 Plane-strain unit-cell: aligned loadings
First, we consider a unit-cell made up of a long cylindrical void with an initially circular cross-
section in the plane 1 − 2 subjected to plane-strain conditions, which implies that the problem is
two-dimensional. The applied load is such that the principal axes of the void do not rotate around
the 3−axis, and thus the only non-zero components of the macroscopic stress tensor are
σ = σ11 e(1) ⊗ e(1) + σ22 e(2) ⊗ e(2), (3.63)
while the stress triaxiality is defined by
XΣ =
σ11 + σ22√
3 |σ11 − σ22|
. (3.64)
Next, the unit-cell exhibits two orthogonal lines of symmetry, and thus it is sufficient to consider
only one quarter of the unit-cell (Needleman, 1972; Suquet, 1987; Michel et al., 1999), as shown in
Fig. 3.2. Now, consider that the quarter of the unit-cell occupies a region 0 ≤ x1 ≤ a and 0 ≤ x2 ≤ b,
where x1 and x2 are the coordinates in the e(1) and e(2) directions, respectively. This implies that
the velocity field is expressed as v = v(x1, x2). The applied boundary conditions must be periodic†,
as defined in (3.61), which implies that the upper and right side of the quarter of the unit-cell must
remain straight during the deformation process (Suquet, 1987; Michel et al., 1999). This can be easily
implemented by tying all the nodes of the right (x1 = a) and top (x2 = b) sides forcing them to move
in parallel to a straight line. Concerning the left and bottom sides of the shell, symmetry boundary
conditions are applied, i.e.,
v1(0, x2) = v2(x1, 0) = 0. (3.65)
Finally, in order to apply a constant stress triaxiality loading, the components of the velocity at the
top and right sides of the unit-cell need to be related at each step of the deformation process in such
a way that the stress ratio σ11/σ22 remains constant and equal to its prescribed value. Nonetheless,
this requires the construction of a subroutine which is not straightforward. On the other hand, we
could make use of the fact that the porosity is small (i.e., fo = 0.01%) and thus apply constant
stresses on the top and right side of the unit-cell, which would keep the stress triaxiality constant
during the deformation process. It is important to emphasize that this trick cannot be used at finite
porosities, such as fo ∼ 5%. To ensure that the results presented in the following chapters correspond
†If the porosity is sufficiently small then the periodic boundary conditions and the uniform stress or strain boundary
conditions deliver identical results as we will see in the following.
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to the prescribed constant stress triaxiality, we compute the ratio σ11/σ22 at each instant in time
and when this ratio deviates from its prescribed value by an error of 10−6, the FEM calculation is
terminated.
22σ
11σ
oR
(a) (b)
Figure 3.2: Undeformed mesh for (a) plain-strain unit-cell, (b) the unit-cell near the void boundary.
Next, we describe the evaluation of the aspect ratio of the void and the porosity by making use
of geometrical information provided by the FEM . More specifically, it is assumed for simplicity that
the sides of the quarter specimen in Fig. 3.2 have a unit length, i.e., a = b = 1. Because of the
geometry of the unit-cell, the radius Ro, shown in Fig. 3.2b, is computed by considering the fraction
between the total surface of the unit-cell over the circular surface defined by the boundary of the
void. Hence,
fo =
piR2o
(2 a)× (2 a) → Ro =
√
4a2fo
pi
. (3.66)
For convenience, Fig. 3.3 shows the boundary of the void, while on the circular segment certain nodes
are shown schematically. Thus, the computation of the aspect ratio is achieved by considering the
ratio of the x2−coordinate of the node 61 over the x1−coordinate of the node 1. It is emphasized
at this point that the void is not expected to preserve an elliptical shape during the deformation
process, especially in the case that the matrix phase is nonlinear. A more appropriate calculation
would be to compute the average strain-rate in the void and then use equation (2.222) to determine
the evolution of the aspect ratio. Such a computation has shown that in most of the cases (except
in large compressive strains) the geometrical result, which makes use of the geometrical ratio of the
coordinates of nodes 61 and 1, and the average result, which makes use of the average strain-rate in
the void, are very close. In this regard, and for simplicity of the postprocessing of the FEM results,
we will consider that the aspect ratio is given approximately by the geometrical definition.
In turn, for the evolution of porosity, we need to compute the sum of the surfaces occupied by the
trapezoids produced by connecting two subsequent nodes as shown in Fig. 3.3. Then by dividing with
the total surface we have the porosity at any deformed state. It is worth recalling that the surface of
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Figure 3.3: Void geometry in two-dimensions with initial radius Ro. The shaded region denotes a fraction
of the total surface occupied by the void. The total surface of the void results by the sum of the surfaces of
the trapezoidal shaded regions.
the trapezoid in the context of Fig 3.3 is given by
Ai = x
i
1 + x
i+1
1
2
(xi+12 − xi2) (3.67)
such that the porosity is
f =
60∑
i=1
Ai
Atot , (3.68)
where Atot is the surface of the unit-cell, which can be computed by making use of the coordinates
of the node that lies in the upper right corner of the cell (see Fig. 3.2).
3.5.3 Plane-strain unit-cell: simple shear loading
On the other hand, when the porous material is subjected to simple shear loading, the unit-cell does
not have a line of symmetry. Thus, it is necessary to consider the whole unit-cell, as shown in Fig. 3.4.
The reason for this is linked to the application of the loading condition, which is described next.
In this regard, consider that the the unit-cell occupies a region 0 ≤ x1 ≤ a and 0 ≤ x2 ≤ b,
where x1 and x2 are the coordinates in the e(1) and e(2) directions, respectively. Due to the loading,
the principal axes of the void are expected to rotate around the out-of-plane axis e(3), since during
this deformation process an external macroscopic spin Ω is applied in the problem. In particular,
consider a velocity gradient L with the only non-zero component to be L12 = γ˙, with γ˙ denoting the
shear strain-rate. Consequently, the only non-zero macroscopic components of the strain-rate and
spin tensors are
D12 =
1
2
γ˙, Ω12 =
1
2
γ˙. (3.69)
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The total applied shear strain is given by
γ =
∫ tf
0
γ˙ dt = 1. (3.70)
Based on (3.61), the periodic boundary conditions in this case read as (see for example Needleman
1x
2x
1 2u xγ=
b
a
Figure 3.4: Undeformed unit-cell for simple shear loading conditions.
(1972), Suquet (1987), Michel et al. (1999))
v(x) = Lx+ v∗(x), (3.71)
where v∗(x) is a periodic velocity field that needs to be computed. However, the existing commercial
packages can only provide solution for the original velocity field v. For this reason, we define a
reference point, which has a zero velocity (and displacement) v(0, 0) = 0 (see Aravas et al. (1995)).
In the present study, the reference point is expediently chosen to be the lower left point (the axes
origin). Then, by applying the periodicity condition of relation (3.71) in the left and right side of the
specimen, we obtain the following conditions
vi(a, x2) = Li1 a+ v∗i (a, x2),
vi(0, x2) = Li1 0 + v∗i (0, x2). (3.72)
Then, subtraction of these two equations yields
v1(a, x2)− v1(0, x2) = L11 a = 0, v2(a, x2)− v2(0, x2) = L21 a = 0. (3.73)
Similar to the left and right sides, the same exactly procedure can be followed for the top and bottom
sides, which yields the following relations
v1(x1, b)− v1(x1, 0) = L12 b = γ˙b, v2(x1, b)− u2(x1, 0) = L22 b = 0. (3.74)
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The last four conditions together with the condition that v(0, 0) = 0 completely define the boundary
conditions in the four sides of the unit-cell. It is worth noting here that for simple shear loading, we
have considered an initial porosity fo = 1%, in order to have a sufficiently good mesh without the
need for a large number of degrees of freedom. Moreover, because of the simple shear loading the
porosity does not evolve in time and therefore, the error introduced by considering a “large” value
for fo does not get amplified during the deformation process.
In summary, the above-described unit-cells are used to compare the “second-order” and the “vari-
ational” methods with numerical finite element calculations in the context of plane-strain loading.
Of course, this is not the ultimate test for these homogenization methods, however, it constitutes a
significant tool to validate their estimates under several loading conditions.
3.5.4 Axisymmetric unit-cell
z
r
/ 2H
eR
H
oR
Figure 3.5: Cylindrical unit-cell with circular cross-section containing a spherical void.
In this subsection, following Bao et al. (1991), Needleman et al. (1999) and Gaˇraˇjeu et al. (2000),
we consider a cylindrical cell of height H with circular cross-section of radius Re that contains an
initially spherical void of radius Ro, as shown in Fig. 3.5. This cell has been introduced as an
approximation to a unit-cell of a periodic array of cylindrical cells with hexagonal cross-section. On
the other hand, the applied load is axisymmetric, such that the only non-zero stress components are
(see Fig. 3.6)
σ = σ33 e(3) ⊗ e(3) + σ11 (e(1) ⊗ e(1) + e(2) ⊗ e(2)), (3.75)
whereas the stress triaxiality is redefined as
XΣ =
σ33 + 2σ11
3 |σ33 − σ11| . (3.76)
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In turn, the velocity field can be written in terms of a homogenous deformation and a periodic field
v∗, as defined in (3.61), such that
vr(x) = D11 r + v∗r (r, z), vθ(x) = 0, vz = D33 z + v
∗
z(r, z), (3.77)
where r and z are polar coordinates introduced here for convenience.
Next, in order to approach the periodicity conditions met in the case of a cylindrical unit-cell
with hexagonal cross-section, we apply the following boundary condition on the outer surface of the
cylindrical unit-cell with circular cross-section:
v∗r (Re, z) = v
∗
z(r,±H/2) = 0. (3.78)
This implies that the unit-cell remains a cylinder with circular cross-section during the deformation
process.
Note that due to the axisymmetric loading conditions and the symmetry of the unit-cell, the
three-dimensional problem can be readily reduced to a two-dimensional problem, where only a cross-
section (denoted with grey in Fig. 3.5) of the unit-cell needs to be considered. Then, it is convenient
to introduce in-plane Cartesian coordinates x1, x3, such that the cross-section of the unit cell occupies
a region 0 ≤ x1 ≤ Re and 0 ≤ x3 ≤ H/2. Then, the previous periodicity condition (3.78) can be
easily implemented in ABAQUS by tying all the nodes of the right (x1 = Re) and upper (x3 = H/2)
side of the cross-section of the unit-cell (see Fig. 3.6) forcing them to move parallel to a straight line.
On the other hand, for the left and bottom sides of the shell, symmetry boundary conditions are
applied, i.e.,
v1(0, x3) = v2(x1, 0) = 0. (3.79)
Then, constant stresses are applied at the top and right sides of the unit-cell, whose ratio is determined
by the specific choice of the stress triaxiality XΣ. Similar to the two dimensional case, use is made
of the fact that due to the small porosity considered (i.e., fo = 10−4), the aforementioned applied
boundary conditions are appropriate in this case.
Next, the initial radius of the spherical void Ro can be computed in terms of the given porosity
fo by the following relation
fo =
4piR3o/3
pi R2e ∗H
→ Ro =
(
3foR2eH
2
)1/3
. (3.80)
In addition, it is useful to provide expressions for the computation of the aspect ratio and the
porosity at each deformation state. For the computation of the aspect ratio, we adopt the same
exactly procedure described previously, i.e., we compute w by considering the ratio x3−coordinate
of the node 61 over the x1−coordinate of the node 1, as shown in Fig. 3.7. Note that because of the
axisymmetric loading conditions and the symmetries of the problem, the initially spherical void will
evolve into a spheroidal void, whose aspect ratios are equal (w1 = w2 = w).
In turn, for the evolution of porosity, we divide the volume of the void over the total volume of
the cylindrical cell. The total volume of the void is equal to the sum of the independent volumes of
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Figure 3.6: Undeformed mesh for (a) a cross-section of a cylindrical unit-cell, and (b) a cross-section of the
unit-cell near the void boundary.
the truncated cones resulting from the revolution of the shaded regions around x3−axis, as shown in
Fig. 3.7. Thus, it is easily deduced that
Vi = pi (xi+12 − xi2)
(xi1)
2 + (xi+11 )
2 + xi+11 x
i
1
3
, (3.81)
such that the porosity is
f =
60∑
i=1
Vi
Vtot , (3.82)
where Vtot is the volume of the cylindrical cell and can be computed by making use of the coordinates
of the node that lies in the upper right corner of the cell (see Fig. 3.6).
In summary, the cylindrical unit-cell will be used in the following sections to provide estimates for
porous media consisting of spheroidal voids. The “second-order” and “variational” methods, as well
as the Flandi and Leblond (2005) model will be compared against the unit-cell FEM predictions,
discussed in this section. On the other hand, in order to perform more general loading conditions,
such as in-plane shear with superimposed pressure, it is necessary to consider a three-dimensional
unit-cell, which complicates the calculations significantly. However, such calculations go beyond the
goal of this study, and they will be possibly performed in the future.
3.6 Brief summary
In this chapter, we have made an attempt to summarize some of the many methods and models
proposed over the last twenty years for viscoplastic porous materials. These models will be used to
compare with the “second-order” and the “variational” methods presented in the previous chapter.
It is worth emphasizing in this context that none of the methods presented in this chapter is complete
enough to account for general ellipsoidal microstructures and loading conditions, in contrast with the
Other models for porous materials 109
3x
1x
1
i
1i +
61
1
1
i
x
+
1
i
x
iH
1
2 2
i i
iH x x
+
= −
iV
oR
Figure 3.7: Void geometry in three-dimensions with initial radius Ro. The shaded region denotes a fraction
of the total volume occupied by the spherical (or spheroidal) void. The total volume of the void is equal
to the sum of the independent volumes of the truncated cones resulting from the revolution of the shaded
regions around x3−axis.
“second-order” and the “variational” methods, which are based on a general homogenization analysis
and can handle general ellipsoidal pore shapes and loading condition including non-aligned loadings.
First, we discussed briefly a well-known model proposed by Gurson (1977), who made use of
the exact solution for a shell (spherical or cylindrical cavity) under hydrostatic loadings, suitably
perturbed, to obtain estimates for the effective behavior of ideally-plastic solids with isotropic or
transversely isotropic distributions of porosity. This model has been used extensively during the last
years. However, the main disadvantage of this model lies in the fact that it contains no information
about the shape of the void and as we will see later, it becomes highly inaccurate at low and moderate
stress triaxialities.
Next, we have presented the methodology proposed by Budiansky et al. (1982) in the context
of dilute viscoplastic porous media consisting of spherical or cylindrical (with circular cross-section)
voids, and later extended by Fleck and Hutchinson (1986) and Lee and Mear (1992b) for cylindrical
voids with elliptical cross-section, as well as for spheroidal voids by Lee and Mear (1992c). This
method is based on the minimum principle of velocities as stated by Hill (1956), as well as on a regular
expansion of the effective stress potential of the porous medium in the dilute limit. In addition, this
theory requires the choice of a stream function allowing the approximation of the actual field in terms
of an approximate field consisting of a sum of linearly independent functions.
Although, this procedure is capable of extracting useful and interesting results for dilute porous
materials, it may fail at very high nonlinearities and stress triaxialities. The reason for this is linked
to the fact that, for purely hydrostatic loading, the expansion of the effective stress potential of a
spherical shell becomes irregular in the ideally-plastic limit. A direct consequence of this result is that
the range of validity of this expansion is expected to diminish to zero for high triaxiality loadings and
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high nonlinearities. On the other hand, the need of this theory for a stream function poses limitations
on the range of problems that can be solved. For example, it becomes too complicated to apply such
a technique to estimate the effective behavior of dilute porous materials consisting of ellipsoidal voids
that are subjected to general loading conditions.
In the sequel, we presented models that were inspired by the work of Gurson. Such models are
numerous and is not possible to mention all of them here. In the context of this work, we have
discussed briefly the studies of Gologanu et al. (1993,1994,1997), Leblond et al. (1994), Gaˇraˇjeu et
al. (2000) and Flandi and Leblond (2005) (but see also Monchiet et al. (2007), Pellegrini (2002)).
All of these models improve significantly on the Gurson model by being able to provide estimates
for spheroidal voids subjected to axisymmetric loading conditions that are perfectly aligned with
the pores symmetry axes. However, they are still not capable of handling more general ellipsoidal
microstructures and loading conditions.
In a separate section, we have presented a special class of isotropic porous media with sequentially
laminated microstructures for which the exact effective behavior may be computed. These materials
have the distinctive feature of recovering the exact result for a shell under hydrostatic loading (Idiart,
2007), and they are in exact agreement with the Willis (1978) estimates in the linear case. For
this reason, they constitute an excellent test case for the LCC-homogenization methods, such as the
“second-order” and the “variational” methods considered in this study. Unfortunately, in the present
work, those results are available only for isotropic and transversely isotropic porous media.
Finally, we have discussed the numerical evaluation of the effective behavior of porous materi-
als generated by periodic repetition of unit-cells containing cylindrical (with circular cross-section)
voids subjected to plane-strain loadings, as well as spherical voids subjected to axisymmetric loading
conditions. Nonetheless, in order to be able to compare these numerical results for periodic porous
materials with the homogenization procedures, described in the previous chapter, for random particu-
late porous media, it is necessary to consider a sufficiently small initial porosity so that the periodicity
or the randomness of the microstructure does not affect the macroscopic response of the porous ma-
terials. Then, these unit-cells are subjected to finite deformations which has as a consequence the
evolution of the underlying microstructure. Results obtained by the finite element method for the
evolution of the microstructural variables (i.e., porosity, shape and orientation of the voids) as well as
of the effective behavior of the porous medium will be compared with corresponding results obtained
by the homogenization and the Gurson-type models described in the last two chapters.
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Chapter 4
Instantaneous behavior: cylindrical voids
In the preceding chapters, we have described several homogenization and numerical models for deter-
mining the overall behavior and the evolution of the underlying microstructure in viscoplastic porous
media subjected to finite deformations. In the present and subsequent chapters, these models will be
used to study the behavior of porous media with specific microstructures.
In this chapter, we deal with the instantaneous response of porous materials consisting of aligned
cylindrical voids in the 3−direction distributed randomly in an isotropic viscoplastic (or ideally-
plastic) matrix phase subjected to plane-strain loading conditions (see Fig. 2.3). Specifically, we
study the effect of the microstructure on the instantaneous response of the composite by making
use of the “second-order” and the “variational” homogenization methods as well as numerical and
analytical results presented briefly in the previous chapter.
For simplicity, we will consider in the rest of the chapter that the only non-zero in-plane compo-
nents of the macroscopic stress tensor are σ11 and σ22, so that the equivalent and in-plane hydrostatic
macroscopic stresses are defined by
σeq =
√
3
2
|σ11 − σ22|, σm = σ11 + σ222 , XΣ =
σm
σeq
, (4.1)
where XΣ is the stress triaxiality defined in the context of two-dimensional, plane-strain problems.
4.1 General expressions
Before proceeding to the discussion of the results, it is useful to present first analytical expressions for
the evaluation of the effective stress potential, as well as the macroscopic and phase average fields, as
delivered by the “variational” and the “second-order” method. Because of the plane-strain loading, it
is possible to extract analytical (or semi-analytical) expressions for the above mentioned quantities,
which are presented in the following two subsections.
4.1.1 ”Variational” estimates
As already discussed in the context of the “variational” method in section 2.5, the effective stress
potential U˜var of the porous material is given by (2.150), which is recalled here for completeness to
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be
U˜var(σ) = (1− f) ε˙o σo
n+ 1
(
σˆeq
σo
)n+1
= (1− f) ε˙o σo
n+ 1
[
3σ · M̂σ
(1− f)σ2o
]n+1
2
, (4.2)
where f is the porosity, n is the nonlinear exponent of the matrix phase taking values between 1
(linear) and ∞ (ideally-plastic), while ε˙o and σo denote a reference strain-rate and the flow stress
of the matrix phase, respectively. The tensor M̂ is related to the effective compliance tensor M˜ by
(2.143), such that
M̂ = µ M˜, (4.3)
where µ is the shear modulus of the matrix phase in the LCC, defined by relation (2.167). It
is important to note that M˜ is homogenous of degree −1 in µ, and hence, the tensor M̂ and,
consequently, the effective potential U˜var are independent of µ.
Then, M˜, given by (2.85), reads
M˜ =
1
1− f M+
f
1− f G, G = Q
−1 −M, M = 1
2µ
K, (4.4)
where Q is given by (2.59) for three-dimensional microstructures, K is the shear projection tensor
given by (2.140), while the fourth-order tensorG has been introduced for convenience. It is interesting
to note that for the case of cylindrical voids with elliptical cross-section distributed randomly in the
plane, the tensor Q, and thus G and M˜, can be evaluated analytically. In this connection, the tensor
G can be expressed in terms of the shear modulus µ of the LCC, defined in relation (2.167), the
in-plane aspect ratio w and the orientation angle ψ of the voids (see section 2.2.1 and Fig. 2.3) as
follows:
G =
1
2wµ
G, (4.5)
where the in-plane components of G are given by
G1111 = w2 cos(ψ)2 + sin(ψ)2, G1122 = 0, G1112 = 12 (w
2 − 1) sin(2ψ),
G2222 = cos(ψ)2 + w2 sin(ψ)2, G2212 = G1112, G1212 = 1 + w2. (4.6)
In this last expression, use has been made of the fact that G possesses both minor and major symmetry.
In addition, by noting that the tensor G is homogeneous of degree −1 in µ, it follows from (4.3) and
(4.4) that M̂ can be expressed as
M̂ =
1
2(1− f) K+
f
2w (1− f) G, (4.7)
where the in-plane components of G are given by (4.6).
Then, the macroscopic strain-rate D, defined by (2.153), is repeated here for completeness to be
D =
√
3 ε˙o
(
3σ · M̂σ
(1− f)σ2o
)n
2 M̂σ√
σ · M̂σ
. (4.8)
On the other hand, the corresponding phase average strain-rate D
(2)
and spin Ω
(2)
in the pore
phase, are given by relations (2.154), such that
D
(2)
=
1
µ (1− f) Q̂
−1
σ, Ω
(2)
= Ω +
1
µ
ΠLQ̂
−1
σ, (4.9)
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with µ (see (2.149)) given by
1
µ
=
3 ε˙o
σno
(
3σ · M̂σ
1− f
)n−1
2
. (4.10)
In expression (4.9), Ω is the applied macroscopic spin and Q̂
−1
= (G/w + K)/2 from (4.4). On
the other hand, the limit of incompressibility κ → ∞ of the matrix phase in the LCC needs to be
considered in the term ΠL of relation (4.9). This calculation is detailed in Appendix I.
Porous media with an ideally-plastic matrix phase. For the special case of ideally-plastic
media (n → ∞), the condition describing the effective yield surface is expressed in terms of the
effective yield function Φ˜var (see (2.232)), via
Φ˜var(σ; f, w, ψ) =
√
3σ · M̂σ
1− f − σo = 0, (4.11)
where the tensor M̂ is given by (4.7). The macroscopic strain-rate D is given by
D = Λ˙
√
3
1− f
M̂σ√
σ · M̂σ
, (4.12)
where Λ˙ is the plastic multiplier and needs to be determined by the consistency condition ˙˜Φvar. A
detailed discussion on the evaluation of Λ˙ has been provided in sections 2.8.1 and 2.8.3 and is not
repeated here. On the other hand, the phase average fields are given by relation (4.9), with µ given
in terms of Λ˙ by (2.257), recalled here to be
1
µ
=
3 Λ˙
(1− f)σo . (4.13)
The above expressions conclude the determination of the effective behavior, as well as of the phase
average fields of the porous medium in the context of the “variational” method.
4.1.2 “Second-order” estimates
In this subsection, we present the corresponding expressions for the estimation of the effective stress
potential, as well as the macroscopic strain-rate and the phase average fields, obtained by the “second-
order” method, described in section 2.6.
In this connection, the effective stress potential U˜som of the porous material is given by (2.183),
which is repeated here for completeness:
U˜som(σ) = (1− f)
[
ε˙o σo
1 + n
(
σˆeq
σo
)n+1
− ε˙o
(
σˇeq
σo
)n (
σˆ|| − σeq(1− f)
)]
, (4.14)
with
σˆeq =
√
σˆ2|| + σˆ
2
⊥. (4.15)
In these expressions, f is the porosity, n is the nonlinear exponent of the matrix phase taking values
between 1 (linear) and ∞ (ideally-plastic), while ε˙o and σo denote a reference strain-rate and the
flow stress of the matrix phase, respectively.
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For the evaluation of σˆ|| and σˆ⊥, given by (2.180), (2.181), we need to compute the effective
compliance tensor M˜, the anisotropy ratio k of the matrix phase in the LCC and the reference stress
tensor σˇ.
Similar to the “variational” method, the effective compliance tensor M˜ is described by relation
(4.4), with the G tensor given by
G =
1
2w
√
k µ
G, (4.16)
where k is the anisotropy ratio of the matrix phase in the LCC, while G is the same as in the
“variational” method and is given by (4.6). Making use of the last result and restricting attention to
aligned loadings (as described by (4.1)), the evaluation of the scalars σˆ|| and σˆ⊥, presented in relations
(2.180) and (2.181), respectively, can be determined analytically (up to the unknown anisotropy ratio
k), such that
σˆ|| = σˇeq +
√
6 f
√
k
2(1− f)√w
[
(σ211 + σ
2
22)(1 + w
2) + (σ211 − σ222)(w2 − 1) cos(2ψ)+
+2(σ11 − σ22 − (1− f)(σˇ11 − σˇ22))2
]1/2
, (4.17)
with σˇeq =
√
3|σˇ11 − σˇ22|/2 and
σˆ⊥ =
√
6f
2(1− f)
√
w
√
k
[
(σ211 + σ
2
22)(1 + w
2) + (σ211 − σ222)(w2 − 1) cos(2ψ)
]1/2
. (4.18)
In expressions (4.17) and (4.18), the anisotropy ratio k is the solution of the following nonlinear
algebraic equation
k
(
σˆeq
σˇeq
)1−n
= (k − 1) σˆ||
σˇeq
+ 1. (4.19)
To complete the set of relations required for the complete evaluation of the effective stress poten-
tial, it is necessary to provide an expression for the reference stress tensor σˇ. As already described
in subsection 2.6.2, σˇ is defined by (2.202), such that
σˇ = ξ
(
XΣ, S; f, w, ψ, n
)
σ ′, (4.20)
where S = σ ′/σeq (see (2.166)) and
ξ
(
XΣ,S
)
=
1− t f
1− f + αm(S) |XΣ|
(
exp
[
−αeq(S)|XΣ|
]
+ β
X4Σ
1 +X4Σ
)
, (4.21)
is a suitably chosen interpolation function. The coefficients t and β are prescribed in an ad-hoc
manner to ensure the convexity of the effective stress potential at dilute concentrations and are
detailed in Appendix III of chapter 2. In turn, the computation of the two factors αm = αm(S; f, w)
and αeq(S; f, w, ψ) require an estimate for the effective response of the porous material subjected to
hydrostatic loading conditions. The procedure for estimating these quantities has been detailed in
subsection (2.6.2) in the general three dimensional case, while specific details for the two-dimensional
microstructure considered in this chapter are presented in Appendix II.
In addition, the determination of the macroscopic strain-rate D, defined in (2.186) in the general
context of three dimensional microstructures, has the same form in the case of cylindrical voids and
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reads
Dij = (DL)ij + (1− f) gmn ∂σˇmn
∂σij
, (4.22)
where DL is the macroscopic strain-rate in the LCC given by (2.187), such that
DL = M˜σ + η, with η = ε˙o
(
σˇeq
σo
)n
−M σˇ, (4.23)
where M is the compliance tensor of the LCC (see (2.167)) defined by
M =
1
2λ
E+
1
2µ
F, E =
3
2
S ⊗ S, F = K−E. (4.24)
In turn, the second-order tensor g, defined by (2.188) in the general context of three dimensional
microstructures, can be shown to simplify to
gij =
(
1
2λ
− 1
2λt
)(
σˆ|| − σeq(1− f)
)
σˇij
σˇeq
, (4.25)
for the two-dimensional porous medium considered in this chapter. In (4.25), the scalars λt,λ and µ
are given by
λt =
σo
3n
(
σˇeq
σo
)1−n
, λ = k µ, µ =
σo
3 ε˙o
(
σˆeq
σo
)1−n
. (4.26)
On the other hand, the phase average quantities, D
(2)
and Ω
(2)
, are given by the corresponding
expressions presented in section 2.6.3. For completeness, we recall these results here:
D
(2)
=
1
f
Dm I +K
(
1
1− fQ
−1 σ + η
)
, (4.27)
and
Ω
(2)
= Ω
(2)
L = Ω +ΠLQ
−1 σ. (4.28)
In these expressions, Q−1 = G +M with G given by (4.16), L = M−1 is the modulus tensor of
the matrix phase in the LCC, given by (2.167), while the term ΠL requires the consideration of the
incompressibility limit κ→∞ and is detailed in appendix I of this chapter.
Porous media with an ideally-plastic matrix phase. For the special case of ideally-plastic
media (n → ∞), the yield criterion may be expressed in terms of the effective yield function Φ˜som,
given by (2.266), via
Φ˜som(σ; σˇ f, w, ψ) = σˆeq − σo = 0, (4.29)
where σˆeq is given by (4.15), while equation (4.19) for the anisotropy ratio k reduces to
(1− k) σˆ|| − σˇeq = 0, (4.30)
in the ideally-plastic limit. The reference stress tensor σˇ is given by the expression (4.20), while the
computation of the factors αm and αeq are detailed in Appendix II.
Then, the macroscopic strain-rate D is given in terms of the plastic multiplier Λ˙ by
D = Λ˙
∂σˆeq
∂σ
. (4.31)
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The determination of Λ˙ has been provided in sections (2.8.2) and 2.8.3 and is not repeated here. In
turn, the phase average fields are given by relation (4.27) and (4.28), with µ given in terms of Λ˙ by
(2.275), which is recalled here for completeness to be
1
µ
=
3 Λ˙
(1− f)σo . (4.32)
In the following sections, we will make use of the aforementioned expressions to obtain estimates for
the instantaneous effective behavior of porous media consisting of cylindrical voids that are subjected
to plane-strain loading conditions.
4.2 Dilute estimates for transversely isotropic porous media
Results characterizing the behavior of dilute porous materials consisting of isolated cylindrical voids
with circular cross-section subjected to plane-strain conditions are discussed in this section. In par-
ticular, the SOM and the V AR methods are compared with corresponding results obtained by the
works of Fleck and Hutchinson (1986) (FH) and Lee and Mear (1992b) (LM), which have been
discussed briefly in chapter 3.
Remark 4.2.1. However, before proceeding to the discussion of the results it is important to recall some
observations made in the context of section 3.2, where the dilute methods of Fleck and Hutchinson
(1986) and Lee and Mear (1992b) have been discussed. More specifically, these methods are based on
a dilute expansion of the effective stress potential, as well as on the construction of a stream function
to approximate the actual velocity field around the pore surface by making use of the Rayleigh-Ritz
method. A first point that should be made is related to the fact that the range of validity of this
dilute expansion diminishes to zero for purely hydrostatic loading and high nonlinearities close to
the ideally plastic limit. This result is consistent with the observations made by Huang (1991b),
who showed that a large number of terms in the representation of the stream function needs to be
considered for convergence at high nonlinearities and stress triaxialities. In contrast, use of a small
number of terms could lead to underestimation of the dilatation rate at high stress triaxialities and
nonlinearities.
Remark 4.2.2. A second remark that should be made here is that Duva and Hutchinson (1984) and
Duva (1986) found that the dilute methods, such as the one of Lee and Mear (1992b) under consid-
eration here, become less accurate for small but finite concentrations of voids (fo ∼ 10−2) at high
nonlinearities and stress triaxialities. The reason for this has been attributed by the aforementioned
authors to the fact that these dilute techniques are not able to take into account the interactions
between voids, which may become large at high nonlinearities even when the concentration of voids
is small. For this reason, the SOM and V AR estimates are obtained numerically for a very low
porosity of fo = 10−6.
To begin with, the initial dilatation rate of an isolated void of circular cross-section is studied for
an exponent n = 5 (or m = 0.2) as a function of a special measure of the stress triaxiality, denoted
as σm/τ =
√
3XΣ (see (3.17)). Fig. 4.1 shows the normalized dilatation rate V˙2/(γ˙ V2) as predicted
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Figure 4.1: Dilatational rate for a dilute, transversely, isotropic porous medium, whose matrix phase is
described by an exponent n = 5, predicted by the SOM . Corresponding homogenization estimates by the
variational method (V AR) and numerical results by Fleck and Hutchinson (1986) (FH) and Lee and Mear
(1992) (LM) are shown for comparison.
by the SOM , the V AR, the FH and the LM methods for dilute concentration of voids. A first
observation that can be made in the context of Fig. 4.1 is that the V AR method underestimates
significantly the dilatation rate as the stress triaxiality increases, while the SOM remains in very
good agreement with the numerical FH and LM results. The improvement of the SOM over the
V AR estimate is due to the fact that the SOM recovers — by construction — the analytical shell
result for purely hydrostatic loadings (see subsection 2.6.2). On the other hand, it has already been
shown that, in the dilute limit and for purely hydrostatic loadings, the V AR estimate is inconsistent
with the analytical shell result (see equation (3.45)).
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Figure 4.2: Homogenization (SOM and V AR) and numerical estimates (LM) for (a) Pcir, which is related to
the hydrostatic part of the strain-rate and (b) Qcir, which is related to the deviatoric part of the strain-rate,
are shown for a porous medium consisting of dilute concentration of voids with circular cross-section and
matrix phase described by exponents n = 1, 3, 5, 10 as a function of the stress triaxiality XΣ.
A more thorough study of the macroscopic strain-rate D in a dilute porous medium is discussed
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in Fig. 4.2, where various values for the nonlinearity exponent n = 1, 3, 5, 10 are considered. In this
figure, Pcir and Qcir denote measures of the hydrostatic and the deviatoric part of the strain-rate D,
respectively (for further details see relations (3.28) and (3.29)), which are shown as a function of the
stress triaxiality XΣ. The main observation in the context of this figure is that both the SOM and
the LM estimates are strong functions of the stress triaxiality and the nonlinearity. In addition, the
SOM estimates are found to be in good agreement with the LM results, although the LM predicts
lower values for both Pcir and Qcir than the SOM method. These differences could be explained by
the comments made in remark 4.2.1. On the other hand, it is emphasized that the SOM model is
based on a rigorous variational principle but does not constitute an exact solution. In this regard, it
could lead to overestimation of Pcir and Qcir. Note however that for purely hydrostatic loading the
SOM is exact and thus, it is expected to predict accurately the effective behavior of porous media
at high stress triaxialities.
On the other hand, the V AR underestimates both the hydrostatic Pcir and deviatoric Qcir part
of the macroscopic strain-rate when compared with the SOM and the LM results. In particular, the
V AR estimate for Pcir is independent of the nonlinearity n, such that all the estimates coincide with
the n = 1 curve. This peculiar result can be explained by noting that the V AR estimate for Pcir is not
linear in the porosity f in the dilute limit, as discussed in (3.45). On the other hand, the equivalent
part of D (i.e., Qcir) predicted by the V AR is linear in f as f → 0 (Idiart et al., 2006). However,
even in this case, the V AR method still underestimates Qcir when compared with corresponding
estimates by the SOM and the LM methods, especially at high triaxialities and nonlinearities.
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Figure 4.3: Homogenization (SOM) and numerical estimates (LM) for (a) P/Pcir, which is related to the
hydrostatic part of the strain-rate and (b) Q/Qcir, which is related to the deviatoric part of the strain-rate,
are shown for a porous medium consisting of dilute concentration of voids with elliptical cross-section and
matrix phase described by exponents n = 1, 3, 5. The results are plotted as a function of the in-plane aspect
ratio 1/w of the elliptical voids for a uniaxial tension loading.
For completeness, Fig. 4.3 shows results for the normalized P/Pcir and Q/Qcir for a fixed stress
triaxiality XΣ = 1/
√
3 or equivalently uniaxial tension loading, as a function of the in-plane aspect
ratio 1/w for nonlinearities of n = 1, 3, 5. As already mentioned previously, the quantities P and Q
are associated with the hydrostatic and deviatoric part of the macroscopic strain-rateD, respectively,
whereas Pcir and Qcir correspond to estimates for voids with circular cross-section (see definitions
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Figure 4.4: Homogenization (SOM) and numerical estimates (LM) for (a) P/Pcir, which is related to the
hydrostatic part of the strain-rate and (b) Q/Qcir, which is related to the deviatoric part of the strain-rate,
are shown for a porous medium consisting of dilute concentration of voids with elliptical cross-section and
matrix phase described by exponents n = 1, 3, 5. The results are plotted as a function of the in-plane aspect
ratio 1/w of the elliptical voids for a biaxial tension loading with XΣ = 3.
(3.28) and (3.29), respectively). The main observation in the context of this figure is that the
SOM estimates for both P/Pcir and Q/Qcir are in very good agreement with the corresponding
LM predictions for all aspect ratios shown here†. In particular, we observe in Fig. 4.3a that the
normalized ratio P/Pcir increases almost linearly with the aspect ratio 1/w as predicted by both
the SOM and the LM methods. On the other hand, both estimates exhibit no dependence on the
nonlinear exponent n, since for all the n shown here, the curves coincide.
In turn, Fig. 4.3b shows corresponding SOM and LM estimates for the normalized equivalent
part of D, denoted with Q/Qcir, as a function of the aspect ratio 1/w for a uniaxial tension loading.
Similar to the previous case, the increase of Q/Qcir is almost linear with respect to the in-plane
aspect ratio 1/w. In contrast to the P/Pcir curves, the Q/Qcir estimates depend on the nonlinear
exponent n, as predicted by both SOM and LM methods. Note that Q/Qcir increases at higher
nonlinearities for the special case of uniaxial loading. As we will see in the following figure this trend
is not preserved for higher triaxial loadings.
Fig. 4.4 shows results for the normalized dilatation P/Pcir and deviatoric Q/Qcir part of the
macroscopic strain-rate D, with a fixed stress triaxiality XΣ = 3 (biaxial tension loading), as a
function of the in-plane aspect ratio 1/w for nonlinearities of n = 1, 3, 5. The main observation
in the context of this figure is that the SOM and the LM predictions for Q/Qcir are in better
agreement than for P/Pcir. More specifically, we observe in Fig. 4.4a, that as the nonlinear exponent
n increases, the rate of change of P/Pcir decreases. This trend is obtained by both the SOM and the
LM method, with the first one providing a lower rate of increase for P/Pcir than the LM method,
especially for higher values of n. It is important to emphasize though that this does not mean that
the SOM underestimates P , since from Fig. 4.2a it has already been deduced that, for n = 5, the
SOM estimate for Pcir lies higher than the corresponding LM prediction. However, in Fig. 4.4a, the
only relevant conclusion that we can draw is that the qualitative behavior of P , as predicted by the
†In this case, V AR estimates are not included, since it has already been found in Fig. 4.2 that the they underestimate
significantly Pcir and Qcir and thus the comparison is not meaningful.
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SOM is consistent with the LM result for any aspect ratio 1/w. On the other hand, it is important to
mention here that the SOM makes use of a prescription for the reference stress tensor, as described in
subsection 2.6.2, which is related with the evaluation of the hydrostatic behavior of a porous medium
consisting of cylindrical voids with arbitrary aspect ratio w. Indeed this prescription is approximate
and in general it could lead to “conservative” estimates for the estimation of the dilatation rate at
high stress triaxialities.
On the other hand, in Fig. 4.4b, the corresponding SOM estimate for Q/Qcir is in very good
agreement with the LM prediction. It is interesting to observe that the curves for n = 3 lie higher
than the ones for n = 5 and n = 1. This interesting nonlinear behavior is captured by the SOM
model, which is found to agree, at least qualitatively, with the LM predictions for the entire range
of nonlinearities and aspect ratios at this high triaxial loading (XΣ = 3). Note that in Fig. 4.3
associated with a uniaxial tension loading, such a trend was not observed.
In summary, the above results provide a first indication of the improvement of the SOM on
the earlier V AR method. Furthermore, the SOM has been found to compare well with the LM
results for all nonlinearities, triaxialities and aspect ratios considered here. However, it is worth
noting that the accuracy of the LM results (as well as the FH results) is expected to deteriorate
at high nonlinearities and stress triaxialities for the reasons explained in remark 4.2.1. This could
result in an underestimation of the dilatational rate, as already observed by Huang (1991b). On
the other hand, the SOM is constructed such that it recovers the exact hydrostatic solution of a
CCA (composite cylinder assemblage), and as a consequence of this it is expected to be accurate at
high stress triaxialities. In the sequel, we study the effective response of porous media consisting of
cylindrical voids with circular (or elliptical) cross-section for finite porosities.
4.3 Effective behavior for isochoric loadings
In this section, we consider transversely isotropic porous materials that are loaded in transverse shear
(XΣ = 0). From the homogeneity of the local potential (2.23) in σ, it follows that in the case of
purely deviatoric loadings the effective stress potential can be written as
U˜(σ) =
ε˙o σ˜o
n+ 1
(
σeq
σ˜o
)n+1
, (4.33)
where ε˙o is a reference strain-rate and σ˜o is the effective flow stress of the composite. The effective
behavior is thus completely characterized by σ˜o. In the following, the “second-order” estimates
(SOM) are compared with corresponding estimates from the high-rank sequential laminates (LAM)
and the “variational” (V AR) method. Note that for isochoric loadings, the reference stress tensor,
defined in subsection 2.6.2, is simply σˇ = σ ′.
More specifically, Fig. 4.5 presents results for the normalized effective flow stress σ˜o/σo (σo is the
flow stress of the matrix phase) as function of the strain-rate sensitivity parameterm and the porosity
f . The main observation, in the context of this figure, is that the agreement of the SOM estimates
with the exact LAM results is quite good, and certainly much better than the V AR estimates for
all the porosities and nonlinearities considered. In addition, in Fig. 4.5b, the SOM exhibits a non-
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Figure 4.5: Estimates and exact results for transversely, isotropic porous materials subjected to isochoric
loadings (XΣ = 0). Effective flow stress σ˜ curves normalized by the flow stress of the matrix σo, (a) as a
function of the strain-rate sensitivity parameterm for several porosities (f = 5, 20, 50%), and (b) as a function
of the porosity f in the case of an ideally-plastic matrix (m = 0).
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Figure 4.6: Estimates and exact results for transversely, isotropic porous materials subjected to isochoric
loadings (XΣ = 0). The average equivalent strain-rate in the void D
(2)
eq normalized by the macroscopic
equivalent strain-rate Deq is shown, (a) as a function of the strain-rate sensitivity parameter m for several
porosities (f = 5, 20, 50%), and (b) as a function of the porosity f in the case of an ideally-plastic matrix
(m = 0).
analytic behavior in the case of porous solids with ideally-plastic matrix phase when the dilute limit
is considered (σ˜o → 1− 32
(
f
2
)2/3
as f → 0). In contrast, the V AR and the LAM estimates behave
as 1 − af , where a > 0 in the dilute limit. For completeness, the well known Voigt bound is also
included in Fig. 4.5b. Of course all the models satisfy this bound. It is noted that the reason for the
122 Instantaneous behavior: cylindrical voids
big differences in behavior in this case of ideal-plasticity is that, as pointed out by Drucker (1966),
this is a sensitive limit, where the exact solution corresponds to shear bands passing through the
pores (see also Sab, 1994b).
Fig 4.6 shows results for the equivalent average strain-rate D
(2)
eq in the void normalized with
the average equivalent strain-rate Deq as function of the strain-rate sensitivity parameter m and
the porosity f . In Fig 4.6a, the SOM is certainly in better agreement with the LAM estimates
than the corresponding results of the V AR, although in the case of f = 5% the SOM tends to
overestimate D
(2)
eq . Regardless of this, it is interesting to note in Fig 4.6b that for porous media with
an ideally-plastic matrix phase, both the SOM and the LAM estimates for D
(2)
eq blow up in the dilute
limit, while the corresponding V AR estimates remain finite. In fact the SOM estimates behave as
D
(2)
eq /Deq ∼ f−1/3 as f → 0. This is a very interesting result which illustrates the sensitivity of the
first moments of the strain-rate in the void in the case of nonlinear materials.
In summary, these results illustrate that the SOM estimates are in very good agreement with the
LAM results for isochoric loadings in the entire range of porosities and nonlinearities. In comparison,
they are found to improve significantly on the earlier V AR method, especially for the estimation of
the average strain-rate D
(2)
in the vacuous phase.
4.4 Gauge surfaces for cylindrical voids with circular cross-
section
In order to complete the study of the effective behavior of transversely isotropic porous materials, it is
necessary to include plots for the entire range of the stress triaxialities. For this reason, we specialize
the more general expression for the gauge function (Leblond et al., 1994), defined in subsection 2.2.4
for ellipsoidal particulate microstructures, to the case of transversely isotropic porous media, such
that
Φ˜n(Σ; f) = Γn(Σ; f)− 1. (4.34)
Here, Γn is the gauge factor defined by (2.151) for the “variational” method and (2.184) for the
“second-order” method, whereas Σ is a normalized stress tensor, defined in (2.30), that is homoge-
neous of degree zero in σ. Then, the equation Φ˜n = 0 describes the corresponding gauge surface
defined in (2.29).
In turn, the normalized, macroscopic strain-rate is given by
E =
D
ε˙o (Γn(σ; f)/σo)
n =
∂Γn(σ; f)
∂σ
, (4.35)
and the macroscopic stress and strain-rate triaxialities are expressed as
XΣ =
Σm
Σeq
=
σm
σeq
and XE =
Em
Eeq
=
Dm
Deq
, (4.36)
where the normalized, in-plane mean stress and strain-rate are defined as Σm = (Σ11 + Σ22)/2,
Em = (E11+E22)/2, and Σeq and Eeq denote the von Mises equivalent parts of the normalized stress
and strain-rate, respectively.
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In the sequel, the “second-order” estimates (SOM), discussed in section 2.6, are compared with
corresponding results generated by the sequential laminates (LAM) described in section 3.4. In
addition, these results are compared with the earlier “second-order” (SOMS) estimates using the
simpler prescription σˇ = σ ′ for the reference stress tensor (see subsection 2.6.2), as well as with
the “variational” estimates (V AR) and the Gurson criterion (GUR) (for the case of ideally-plastic
materials). Note that Leblond et al. (1994) only considered axisymmetric loadings for the cylindrical
microstructures, and therefore it was not possible to compare with their estimates for the case of
plane-strain loading. However, relevant comparisons will be carried out in chapter 6 for isotropic
porous media.
Fig. 4.7 shows the various estimates for the gauge surface and the corresponding macroscopic
triaxialities, for moderate values of the porosity (f = 10%) and nonlinearity (m = 0.2). The main
observation in the context of this figure is that the SOM estimates proposed in this work are in
very good agreement with the exact LAM results, for the entire range of the stress triaxialities. In
contrast, the agreement exhibited by the SOMS estimates is very good for low triaxialities, but
deteriorates for sufficiently large triaxialities.
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Figure 4.7: (a) Gauge surfaces and (b) strain-rate - stress triaxiality plots for a transversely, isotropic porous
material with porosity f = 10% and strain-rate sensitivity parameter m = 0.2. The SOM is compared
with corresponding estimates obtained by the variational method (V AR), the high-rank sequential laminates
(LAM), and the earlier second-order estimate (SOMS) (σˇ = σ ′).
In the hydrostatic limit, the SOM estimates coincide, by construction, with the exact result for
CCAs, denoted by ¤ in Fig. 4.7a. In turn, the LAM results, which correspond to high but finite rank
laminates, also tend to this exact result — further support to the fact that the LAM results should
agree exactly with the hydrostatic behavior of CCAs in the limit of infinite rank has been provided
by Idiart (2007). On the other hand, both the SOMS curve, and the V AR estimates are found
to deviate from the analytical solution (2.195) in the hydrostatic limit. Note that Fig. 4.7b shows
that, although the V AR predictions for the strain-rate triaxiality XE tend to infinity as the stress
triaxiality XΣ becomes infinite, they deviate significantly from the SOM and the LAM estimates for
the entire range of the stress triaxialities. Correspondingly, the SOMS curve in this figure reaches
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an asymptotic value at high stress triaxialities (i.e., Deq 6= 0 as |XΣ| → ∞), which is consistent with
the existence of a corner in the Σeq-Σm plot.
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Figure 4.8: SOM gauge surfaces for a transversely, isotropic porous material, as a function of (a) the
porosity f for a strain-rate sensitivity parameter m = 0.2, and (b) the strain-rate sensitivity parameter m
for a porosity f = 10%. Corresponding results by the “second-order” (SOM) and the “variational” method
(V AR), as well as the high-rank sequential laminates (LAM) are included for comparison. In the case of
ideally-plastic matrix (m = 0), the Gurson criterion (GUR) is also shown.
At this point, it is worth noting that there exist evidence (Pastor and Ponte Castan˜eda, 2002)
suggesting that the yield surface of porous materials with an ideally-plastic matrix phase may exhibit
a corner on the hydrostatic axis (but see also Bilger et al. (2005)). A possible explanation for this
vertex-like behavior could be the development of shear bands in the matrix phase. However, it is
unrealistic to expect formation of shear bands for a porous material whose matrix phase is described
by an exponent m > 0. For this reason, we have assumed our new gauge surfaces to be smooth on
the hydrostatic axis, even in the ideally-plastic limit.
Fig. 4.8 shows effective gauge surfaces for different values of the porosity f and the strain-rate
sensitivity parameter m. The gauge surfaces delivered by the SOM are in very good agreement with
the LAM estimates for the entire range of Σeq − Σm. In particular, gauge surfaces are shown in
Fig. 4.8a as functions of the porosity f for a given value of m = 0.2, where it is clearly observed
that the V AR method significantly overestimates the resistance of the porous medium at high stress
triaxialities and low porosities, when compared with the SOM and LAM estimates. However, it
is worth noting that the estimate delivered by the V AR method in the hydrostatic limit improves
at higher porosities (see corresponding curve for f = 20% in Fig. 4.8a). This observation is a mere
consequence of the fact that the V AR estimate (2.197) approaches the exact hydrostatic solution,
given by relation (2.196), at high porosities.
Fig. 4.8b shows gauge surfaces as a function of the strain-rate sensitivity parameter m for a
given value of porosity f = 10%. Due to numerical difficulties, LAM results are only provided for
m ≥ 0.2. Similarly to Fig. 4.8a, the SOM and the LAM estimates are in very good agreement for
the entire range of macroscopic triaxialities, while the V AR estimate, albeit a rigorous upper bound,
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remains too stiff as the nonlinearity of the matrix phase increases (i.e., m decreases). In addition, for
the special case of ideally-plastic materials, the GUR estimate deviates significantly from the SOM
estimate, despite the fact that it recovers the exact hydrostatic solution. As already anticipated, it
violates the variational bound, V AR, for low stress triaxialities, in which case it tends to the Voigt
bound. In any event, all the methods indicate a softening of the composite as the porosity or the
nonlinearity increases, which is consistent with the contraction of the effective gauge surfaces.
4.4.1 Macroscopic strain-rates
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Figure 4.9: Macroscopic strain-rates obtained by the SOM as a function of the porosity f and the strain-rate
triaxiality XE . (a) shows the equivalent part Eeq and (b) shows the hydrostatic part Em of the macroscopic
strain-rate for a strain-rate sensitivity parameter m = 0.2 and several porosities f = 1, 10, 20%. V AR and
LAM estimates are shown for comparison.
In order to complete the study of the macroscopic properties of the porous medium, Fig. 4.9
shows the two “modes” of the normalized, macroscopic strain-rate E, the equivalent (Eeq) and the
hydrostatic (Em) mode, as functions of the strain-rate triaxiality XE and the porosity f , for a fixed
value of the nonlinearity m = 0.2. The estimates obtained by the SOM for the modes Eeq and
Em are found to be quite good, when compared with the LAM estimates, for the whole range of
triaxialities and porosities, considered here. On the other hand, the V AR bound underestimates
Eeq at low triaxialities and Em at high triaxialities, when compared with the LAM and the SOM
estimates. In particular, at high triaxialities, it predicts an asymptotic value for Em that is 40%
lower than the SOM estimate (see Fig. 4.9 for f = 1%) and thus, the exact result for Em obtained
by direct derivation of the exact relation (2.195) with respect to σm.
Finally Fig. 4.10 shows Eeq and Em, as functions of the strain-rate triaxiality XE and the non-
linearity m, for a fixed value of the porosity f = 10%. Note that for the case of m = 0 (i.e.,
ideal-plasticity) the GUR estimates are also shown. The SOM estimates are in very good agreement
with the LAM results for the entire range of the strain-rate triaxiality and nonlinearities considered.
On the other hand, as already anticipated, the V AR method underestimates the two modes Eeq
and Em at low and high strain-rate triaxialities, respectively. In addition, it is further noted that,
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Figure 4.10: Macroscopic strain-rates obtained by the SOM as a function of the strain-rate sensitivity
parameter m and the strain-rate triaxiality XE . (a) shows the equivalent part Eeq and (b) shows the
hydrostatic part Em of the macroscopic strain-rate for a porosity f = 10% and several exponents m0, 0.2, 0.5.
V AR and LAM estimates are shown for comparison. In the case of ideally-plastic matrix (m = 0), the
Gurson criterion (GUR) is also shown.
although GUR recovers by construction the analytical estimate for Em and Eeq = 0 in the limit
of hydrostatic loading for the case of ideally-plastic materials (provided that the case of a corner in
the yield surface is excluded), it is found to underestimate both of these modes of the strain-rate
for moderate to low triaxialities, when compared with the SOM estimates. It should be emphasized
that the accurate prediction of Em is critical, as it controls the dilatation rate of the voids, which is
even more sensitive at high triaxialities. The dilatation of the voids may lead to a significant increase
of the porosity measure and eventually to the failure of the material. Therein lies the significance of
the GUR model which was the first to be able to account for this effect.
In summary, the new SOM estimates are found to be in very good agreement with the LAM
results for the case of transversely isotropic porous media consisting of cylindrical voids. In particular,
the new prescription for the reference stress tensor, discussed in the context of section 2.6, improves
significantly on earlier choices by being able to recover the exact hydrostatic shell result. On the
other hand, the V AR method overestimates significantly the effective strength of the porous material
and as a consequence underestimates the hydrostatic part of the strain-rate at high triaxialities.
4.5 Gauge surfaces for cylindrical voids with elliptical cross-
section
In the previous section, a complete comparison has been made between the “second-order” method
(SOM), the “variational“ bound (V AR) and the high-rank, sequentially laminated results (LAM)
in the case of transversely isotropic porous materials. In this section, we extend the predictions
of the homogenization methods in the context of anisotropic microstructures. This extension is
important, since the goal of this work is to propose a model that is able to approximate the effective
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behavior of porous materials that are subjected to large deformations. A priori large deformations are
synonymous with evolution of microstructure which in turn leads to an overall anisotropic response
of the material. For a better understanding of the results that follow, it is useful to refer to Fig. 2.3
for a complete definition of the geometry of the voids.
-3 -2 -1 0 1 2 3
-3
-2
-1
0
1
2
3
f=5%, m=0, w=1
PS axis HP axis
22Σ
11Σ
SOM
VAR
FEM
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
f=5%, m=0, w=10
PS axis HP axis
22Σ
11Σ
SOM
VAR
FEM
(a) (b)
Figure 4.11: Isotropic and anisotropic gauge surfaces as predicted by the SOM , the V AR and FEM
calculations for porous materials with cylindrical voids with in-plane, aspect ratio (a) w = 1 and (b) w=10.
The matrix phase exhibits an ideally-plastic behavior (m = 0) and the porosity f = 5%.
In this regard, Fig. 4.11 shows comparisons between the SOM , the V AR and FEM results
provided by Mariani and Corigliano (2001) in the case of porous media consisting of cylindrical voids
with in-plane, aspect ratio w = 1 and w = 10 and an ideally-plastic matrix phase. In the first case,
the response of the composite is transversely, isotropic about the 3−axis, whereas, in the second
case, the material exhibits anisotropic behavior in the plane 1 − 2. When w = 1, in Fig. 4.11a, the
SOM estimates are in very good agreement with the FEM results, as already anticipated from the
analysis of the previous section. The V AR estimate although quite accurate at low triaxialities, it
overestimates the effective behavior of the composite at high ones. On the other hand, for w = 10
in Fig. 4.11b, the SOM , although quite accurate for a large section of the stress space, it becomes
too soft compared to the FEM results for Σ22 > Σ11 > 0 and Σ22 < Σ11 < 0. The V AR estimate,
in turn, remains stiffer than both the SOM and the FEM results in the entire stress space. It is
noted that the case of w = 10 corresponds to a material that is highly anisotropic in the plane and,
in principle, the SOM shows some of the qualitative effects of this complicated behavior. A main
effect of this anisotropy is the non-standard shape of the gauge curve as determined by the SOM
and the FEM results, in contrast with the V AR estimate which remains a pure ellipsoid.
Next, Fig. 4.12 and Fig. 4.13 show a set of results obtained by the SOM for three values of the
porosity f = 1, 5, 10% and the aspect ratio w = 1, 0.3, 0.1 for a porous material with an ideally-
plastic matrix phase. They are plotted in two different ways in order to highlight several effects of
the anisotropy induced when the voids do not have a circular cross-section. First, in Fig. 4.12, the
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Figure 4.12: Anisotropic gauge surfaces obtained by the SOM for porous materials made up of cylindrical
voids with in-plane, aspect ratios w = 0.1, 0.3, 1, and porosities (a) f = 1%, (b) f = 5% and (c) f = 10%.
The matrix phase exhibits an ideally-plastic behavior (m = 0).
porosity is kept fixed and we let the aspect ratio change. For all the porosities, we observe that
reduction of the aspect ratio, mainly, induces a rather significant softening of the material at high
triaxiality loadings (look at the HP (hydrostatic) axis). While for f = 1%, the gauge curve shrinks
with the reduction of the aspect ratio without changing its shape significantly, for f = 10% in turn,
the reduction of w induces a crucial distortion of the gauge curve. More specifically, for f = 10%, a
porous material with aspect ratio w = 0.1 is stiffer than the one with w = 1 in the 1−direction, which
of course, is intuitively expected. In contrast, the material softens in the 2−direction as the aspect
ratio decreases. Of course, the exactly opposite effect is observed when the aspect ratio increases,
i.e., w À 1 (see for example Fig. 4.11b).
On the other hand, in Fig. 4.13, the aspect ratio is kept fixed, while we let the porosity change.
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Figure 4.13: Anisotropic gauge surfaces obtained by the SOM for porous materials made up of cylindrical
voids with porosities f = 1, 5, 10% and in-plane, aspect ratios, (a) w = 1, (b) w = 0.3 and (c) w = 0.1. The
matrix phase exhibits an ideally-plastic behavior (m = 0).
As expected, in all the cases shown here, the reduction of porosity has a hardening effect on the
effective behavior of the porous medium, especially at high triaxialities. It is interesting to observe,
though, that in the case of w = 0.1 the increase of the porosity causes a very small softening effect
in the direction that the voids are elongated (see Fig. 4.13c in the direction of Σ11). This is a direct
consequence of the fact that while in the direction of the major axis of the elliptical void the material
hardens, perpendicular to this direction the material softens (see Fig. 4.13c in the direction of Σ22).
Hence, in the first case, even though the increase of the porosity induces overall softening for the
composite, the elongation of the void acts against this by causing hardening in the direction of the
major axis of the void. The result of this “competition” between the aspect ratio and the porosity
brings about a very slight softening in the direction of the major axis of the void. On the other hand,
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in the direction perpendicular to the major axis of the void the material is softer and together with
the increase of the porosity, the material becomes significantly softer in this case.
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Figure 4.14: Anisotropic gauge surfaces obtained by the SOM , the V AR and the GUR models for porous
materials made up of cylindrical voids with porosities f = 1, 5, 10% and in-plane, aspect ratios, w = 1 and
w = 0.1. The matrix phase exhibits an ideally-plastic behavior (m = 0).
Finally, Fig. 4.14 compares the SOM estimates with the “variational” results (V AR) and the
Gurson criterion (GUR) for three values of the porosity f = 1, 5, 10% and two values for the aspect
ratio w = 1, 0.1. Of course, the GUR criterion contains no information about the shape of the void
and hence only one curve is shown in each plot. A general comment for all the plots is that for w = 1
(transversely isotropic porous media) the SOM and the GUR models recover by construction the
exact shell result defined by relation (2.195). In contrast, the V AR method is much stiffer than both
the SOM and the GUR model at high stress triaxialities. As long as low stress triaxiality loadings
are considered and still w = 1, the SOM and the V AR are in good agreement while the GUR model
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violates slightly the V AR bound.
More specifically, a main observation in the context of Fig. 4.14a, is that for f = 1% the V AR
is significantly stiffer than the SOM for both values of the aspect ratio, especially at high stress
triaxialities. In turn, the deficiency of the GUR criterion to capture any information for the shape of
the voids becomes obvious in this plot. While the GUR model is sufficiently accurate for circular voids
and high stress triaxialities, when the aspect ratio becomes small, e.g., w = 0.1 in this case, the GUR
predictions become overly stiff. Similar observations can also be made in the context of Fig. 4.14b
and Fig. 4.14c. It is emphasized, though, that in the case of f = 5% and f = 10% the GUR estimates
violate considerably the V AR bound as a consequence of not being able to include information on
the shape of the voids. Consequently, the GUR model is expected to be highly inaccurate in the case
of a porous material with an initially low (or high) aspect ratio.
In summary, the SOM is able to capture several features of the effective behavior of porous
materials consisting of cylindrical voids with elliptical cross-section. Moreover, it is found that the
aspect ratio of the voids affects significantly the response of the porous medium in all directions. In
particular, the elongation of the voids can lead to geometric hardening or softening of the porous
medium, which is in “competition” with the hardening or softening induced by the reduction or
increase of the porosity. We will see in the following chapter how these two microstructural variables
can affect the response of the porous medium when subjected to finite deformations.
4.5.1 Macroscopic strain-rates
For completeness, we present results for the macroscopic strain-rates as predicted by the SOM , the
V AR and the GUR models for porous materials consisting of cylindrical voids with (circular) elliptical
cross-section. Similar to the previous gauge curves, we show results for two values of the aspect ratio
w = 1, 0.1 and a representative value of the porosity f = 5%. Note that GUR curves are shown only
for w = 1.
Fig. 4.15 shows curves for the deviatoric Ed = E11 − E22 and the hydrostatic Em part of the
normalized macroscopic strain-rate defined in relation (4.35) as a function of the stress triaxiality
XΣ. More specifically Fig. 4.15a shows estimates for the deviatoric part Ed. The main observation
in the context of this figure is the asymmetry of the w = 0.1 curve about the Ed- and XΣ−axes,
in contrast with the w = 1 curve, which is completely symmetric about these axes. Note that for
w = 1, all the models deliver a zero deviatoric strain-rate at XΣ → ±∞. Even so the GUR estimates
are significantly lower than the corresponding SOM and V AR estimates in the case of w = 1. In
turn, when w = 0.1, the deviatoric strain-rate, predicted by both the SOM and the V AR methods, is
found to increase for low stress triaxialities, whereas it does not become zero in the purely hydrostatic
limit (XΣ → ±∞). In fact, it reaches an asymptotic value for high triaxial loadings. Furthermore,
it is worth to mention that, for w = 0.1, the deviatoric strain-rate becomes negative at sufficiently
high positive stress triaxialities (i.e., XΣ & 3) and positive for sufficiently negative stress triaxialities
(i.e., XΣ . 3).
On the other hand, Fig. 4.15b shows results for the macroscopic mean strain-rate Em as a function
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Figure 4.15: Macroscopic strain-rates obtained by the SOM as a function of the porosity f and the stress
triaxiality XΣ for two values of the aspect ratio w = 1, 0.1. (a) shows the deviatoric part E11 − E22 and
(b) shows the hydrostatic part Em of the macroscopic strain-rate for an ideally-plastic matrix phase m = 0.
V AR and GUR estimates are shown for comparison.
of the stress triaxiality XΣ. First, we observe that the V AR method significantly underestimates Em
for both w = 1 and w = 0.1 when compared with the SOM method. Note that for w = 1, the SOM
and the GUR models recover by construction the exact mean strain-rate obtained by a cylindrical
hollow shell when subjected to purely hydrostatic loading. In addition, it is remarkable to observe
such an increase of Em in the case of w = 0.1. This last result highlights the importance of proposing
a model that is capable of handling porous media with more general elliptical microstructures.
4.6 Concluding Remarks
In this chapter, the instantaneous effective behavior of random porous materials with cylindrical voids
has been studied. The effects of the aspect ratio of the voids and the porosity on the overall response of
these materials have been discussed in detail, while the “second-order” and the “variational” nonlinear
homogenization methods were compared with several exact and approximate results existing in the
literature.
Firstly, “second-order” estimates, obtained for a small, but finite, porosity, have been compared
with earlier numerical results by Fleck and Hutchinson (1986) and Lee and Mear (1992b) for dilute
porous media. This comparison revealed that the dilute estimates of Fleck and Hutchinson and Lee
and Mear predict lower values for the dilatational rate and the deviatoric part of the strain-rate
than the “second-order” model does. In addition, it is also important to refer to the work of Huang
(1991b), who found that a very large number of terms needs to be considered in the Rayleigh-Ritz
eigen-function expansion to achieve sufficient accuracy at high stress triaxialities and nonlinearities.
A possible reason for this difficulty in obtaining convergent results could be attributed to the fact that
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the range of validity of the dilute expansion for the effective stress potential of the porous medium
diminishes to zero at high nonlinearities and purely hydrostatic loading. A detailed discussion about
this dilute expansion has been made in subsection 3.2.5. On the other hand, the “variational”
estimates have been found to underestimate significantly both the dilatation and the deviatoric part
of the macroscopic strain-rate, when compared with the “second-order” and the dilute estimates of
Fleck and Hutchinson and Lee and Mear.
The dilute results for transversely isotropic porous media have been supplemented by correspond-
ing results for porous materials consisting of cylindrical voids with elliptical cross-section. In this
connection, the “second-order” model was found to be in very good qualitative agreement with the
Lee and Mear (1992b) results, although at high nonlinearities the quantitative agreement was less
good. However, it is worth noting that, for the above mentioned reasons, the “second-order” model is
expected to predict more compliant behavior for the porous material than the Lee and Mear method
particularly for elliptical voids with higher aspect ratios. It is emphasized that the aforementioned
work of Huang (1991b) was made for spherical voids, while no convergence studies have been per-
formed for the case that the void is significantly elongated.
In the sequel, we have attempted to perform a thorough study of the effective behavior and the
phase average strain-rate in the void as predicted by the “second-order”method, the “variational”
bound and the high-rank laminate results for the case of purely deviatoric loading. The “second-
order” estimates were found to be in good agreement with the laminate results, while they improved
significantly on the “variational” method. A result that requires special attention in this case is
the non-analytical effective behavior predicted by the “second-order” method in the dilute limit for
porous media with an ideally-plastic matrix phase, and the blow-up of the average strain-rate in the
voids in this case.
Next, the new “second-order” model has been studied in the case of transversely isotropic porous
materials subjected to general plane-strain loading. In particular, the new “second-order” estimates
were found to improve significantly on earlier estimates, particularly at high stress triaxialities where
both the “variational” method and earlier versions of the “second-order” method seriously underesti-
mated the effective response of the composite under hydrostatic loadings. The key ingredient for this
improvement lies in the choice of the reference stress tensor, as already discussed in subsection 2.6.2,
which allowed the “second-order” estimate to recover the analytical hydrostatic shell result. As a
consequence, the “second-order” estimate for the corresponding macroscopic strain-rate, both hydro-
static and deviatoric, has also been shown to improve dramatically on the earlier “variational” result,
which was found to underestimate significantly the hydrostatic part of the macroscopic strain-rate,
especially at low porosities.
In the following, the “second-order” model has been extended to anisotropic microstructures,
where it was illustrated that the value of the aspect ratio plays an important role in the determination
of the effective behavior of anisotropic porous materials with cylindrical voids. In particular, it was
found that the aspect ratio acts as a softening or a hardening mechanism, depending on the relative
direction of the loading with respect to the major axis of the elliptical void. In this regard, it may cause
an overall hardening to the material, even in cases that the porosity is increasing (increase of porosity
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is a softening mechanism). The examples presented illustrated the subtle role that the underlying
microstructure plays in the overall response of the material. Moreover, it was found that even though
the Gurson criterion can be sufficiently accurate in the cases of transversely isotropic microstructures,
it becomes overly stiff and thus is expected to give poor predictions when the microstructure becomes
anisotropic.
Those results have been complemented with corresponding results for the macroscopic strain-rate.
In this case, dramatic differences have been found between the case of cylindrical voids with circular
and elliptical cross-sections. The deficiency of the Gurson model to include information about the
pore shape was evident in that case. Moreover, it is important to remark that the mean macroscopic
strain-rate can take very high values as the pore elongates. In this regard, it is expected that the
macroscopic strain-rate takes the highest value in the case of a crack (i.e., as the aspect ratio goes to
infinity or zero).
As a concluding remark of this chapter, it is worth noting that the “second-order” estimates for
the instantaneous behavior of anisotropic porous materials with cylindrical voids can be used for
the determination of the evolution of microstructure when the porous medium is subjected to finite
deformations. In the following chapter, we will attempt to apply the results of this chapter to compute
the evolution of microstructure for general plane-strain loading conditions.
4.7 Appendix I. Computation of the microstructural tensors
In this section, we give details for the computation of the microstructural tensors Q (or P from
(2.60) and (2.61)) and Π in the context of porous media consisting of cylindrical voids with elliptical
cross-section. For simplicity, we will present the evaluation of this tensor in the context of the “second-
order” method, i.e., for a modulus tensor L of the matrix phase given by (2.167), recalled here for
completeness
L = 2λE+ 2µF+ 3κJ. (4.37)
Then, by letting λ = µ, L becomes isotropic and is the one used in the context of the “variational”
method. Note that the incompressibility limit κ→∞ has to be considered in the computation of Q
and Π.
Now, the microstructural variables describing the shape of the voids in the plane are the aspect
ratio of the elliptical void w and the orientation angle of the ψ. Thus, making use of the results of
Willis (1982) for cylindrical voids, it is convenient to introduce here the tensor Y, which is given by
Yijkl =
w
2pi
∫ 2pi
0
(Liakb ξa ξb) ξj ξl
ξ · (ZT Z)−1 ξ dφ (4.38)
where ξ = {cosφ, sinφ} and
Z = n(1) ⊗ n(1) + 1/w n(2) ⊗ n(2), (4.39)
with n(1) = {cosψ, sinψ} and n(2) = {− sinψ, cosψ}. Then, we can write the tensors Q and Π in
terms of Y such that
Q = L− LPL, with Pijkl = 14(Yijkl + Yijlk + Yjikl + Yjilk) (4.40)
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and
Πijkl =
1
4
(Yijkl + Yijlk − Yjikl − Yjilk). (4.41)
The above expressions are valid for any modulus tensor L. However, in this work, we deal with
an incompressible matrix phase, which requires that κ → ∞ in (4.37). Such a calculation could be
achieved by making use of the commercial package Mathematica. First of all, taking the incompress-
ibility limit in (4.40), one finds the result (4.5), (4.6) and (4.16), presented in the beginning of this
chapter.
On the other hand, for the computation of the phase average spin in (4.28), it is necessary to
evaluate the product ΠL, in the limit κ→∞. This computation has been achieved by Mathematica
but the details are too cumbersome to be reported here.
4.8 Appendix II. Evaluation of the reference stress tensor in
2D
In this section, we describe briefly the evaluation of the two factors that are present in the expression
(4.20) that defines the reference stress tensor σˇ, which is repeated here for completeness:
σˇ = ξ
(
XΣ, S; f, w, ψ, n
)
σ ′, (4.42)
where S = σ ′/σeq (see (2.166)) and
ξ
(
XΣ,S
)
=
1− t f
1− f + αm(S) |XΣ|
(
exp
[
−αeq(S)|XΣ|
]
+ β
X4Σ
1 +X4Σ
)
, (4.43)
is a suitably chosen interpolation function, with t and β given in Appendix III of chapter 2.
To evaluate the factor αm, it is necessary to provide an estimate for the effective behavior of
the porous material in purely hydrostatic loading. In this regard, we recall that the effective stress
potential U˜ of a porous material consisting of cylindrical voids, defined by (2.195), is expressed as
U˜(σ; f, w) =
ε˙o σ˜w
1 + n
(
3
2
|σm|
σ˜w
)1+n
. (4.44)
For the estimation of effective flow stress σ˜w, we make use of the approximation proposed in relation
(2.199), such that
σ˜w =
σ˜w→∞
σ˜ varw→∞
σ˜ varw , (4.45)
where
σ˜w→∞
σo
=
(√
3
2
) 1+n
n
n
(
f−1/n − 1
)
, and
σ˜varw→∞
σo
=
(√
3
2
) 1+n
n 1− f
√
f
1+n
n
. (4.46)
Here, the notation w →∞ has been used to indicate that the void has a cylindrical shape, in accor-
dance with the general definitions introduced in subsection (2.2.1). The quantity σ˜w→∞ corresponds
to the flow stress of a porous medium containing cylindrical voids with circular cross-section subjected
to purely hydrostatic pressure. On the other hand, σ˜varw→∞ and σ˜
var
w are the effective flow stresses of a
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porous material consisting of cylindrical voids with circular and elliptical cross-section, respectively,
as predicted by the “variational” method. The effective flow stress σ˜varw is given by (2.201) in the
general case of ellipsoidal voids. However, for cylindrical voids, it can be shown to reduce to
σ˜ varw = σ˜
var
w→∞
(
2w
w2 + 1
)n+1
2n
. (4.47)
Then, the factor αm is determined numerically by solving the following condition
U˜som → U˜ as |XΣ| → ∞ ⇒ αm = αm
(
S, f, w, n
)
, (4.48)
where U˜som is the effective stress potential of the porous material given by (4.14), and needs to be
computed in the hydrostatic limit. On the other hand, for the computation of the second factor αeq,
we make use of the analytical relation (2.207), which holds also for the cylindrical microstructures.
Porous media with an ideally-plastic matrix phase. For the computation of αm and αeq
in the limit of ideal-plasticity, we just need to consider the limit n→∞ in the previous expressions.
Thus, one finds in this limit that
σ˜w→∞ =
√
3
2
log
1
f
, and
σ˜varw→∞
σo
=
√
3
2
1− f√
f
, (4.49)
and
σ˜ varw = σ˜
var
w→∞
√
2w
w2 + 1
. (4.50)
By making use of relation (4.29) (see also (2.290)), as well as of expression (4.49), the equation
for the factor αm becomes
σ˜somw = σ˜w, as |XΣ| → ∞, (4.51)
with σ˜w given by (4.45). On the other hand, the factor αeq, is determined in the ideally-plastic limit
from relation (2.297), which is also valid in the case of cylindrical microstructures.
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Chapter 5
Evolution of microstructure: cylindrical
voids
The main objective of this chapter is to make use of the results of the previous one in order to estimate
the evolution of microstructure for porous materials with cylindrical voids subjected to plane-strain
loading conditions. For completeness and validation of the “second-order” model (SOM), presented
in section 2.6, we study also the evolution of microstructure as predicted by the Lee and Mear
(1999) (LM) method (see subsection 3.2.3), the “variational” method (V AR) (see section 2.5) and
unit-cell finite element (FEM) calculations (see section 3.5). As already discussed in chapter 3,
the two homogenization methods used in this work consider that the porous material consists of a
random distribution of cylindrical voids aligned in the 3−direction. On the other hand, the unit-cell
calculation requires periodic boundary conditions. In this regard, the two problems, random and
periodic, are not equivalent unless a sufficiently small value for the porosity is used. Note, however,
that the computation of the fields in FEM becomes too cumbersome for very small porosities, since a
large number of degrees of freedom needs to be used. Thus, for our problem, a porosity of fo = 0.01%
(sufficiently small) is used to perform the FEM calculations. Furthermore, it is noted that in the
case of plane-strain loading, the problem reduces in estimating the in-plane effective behavior of the
composite.
5.1 Evolution laws in two-dimensions
In particular, we study the problem of porous materials consisting of cylindrical voids with initially
circular cross-section, subjected to plane-strain loading conditions. Due to the finite deformations,
the initially circular voids evolve into elliptical ones with certain orientation in the plane. Thus, the
relevant microstructural variables are the porosity f , the in-plane aspect ratio w and the in-plane
orientation angle ψ. The general evolution equations presented in section 2.7, reduce here to:
Porosity . By making use of the incompressibility of the matrix phase, the evolution law for the
porosity is obtained from the kinematical relations
f˙ = (1− f)Dαα, α = 1, 2, (5.1)
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Figure 5.1: Representative ellipsoidal void in the case of cylindrical microstructures.
where D is evaluated from relation (4.8) for the “variational” method and (4.22) for the “second-
order” method.
Aspect ratio. The evolution of the in-plane aspect ratio of the void is defined by
w˙ = w
(
n(2) ·D(2) n(2) − n(1) ·D(2) n(1)
)
= w
(
n(2) ⊗ n(2) − n(1) ⊗ n(1)
)
·D(2). (5.2)
The average strain-rate in the void D
(2)
is computed by relation (4.9) for the “variational” method
and (4.27) for the “second-order” method.
Orientation vectors. The evolution of the orientation vectors n(i) (with i = 1, 2) is determined
by the spin of the in-plane principal axes of the void, or microstructural spin ω, via
n˙(i) = ω n(i), i = 1, 2. (5.3)
Because of the two-dimensional character of the problem, the unit-vectors n(i) are defined completely
by the in-plane angle ψ, such that
n(1) = cosψ e(1) + sinψ e(2), n(2) = − sinψ e(1) + cosψ e(2). (5.4)
Then, by making use of the standard notation
ω = ω(e(1) ⊗ e(2) − e(2) ⊗ e(1)), (5.5)
then the evolution law (5.3) can be replaced by the scalar expression
ψ˙ = −ω. (5.6)
Now, the microstructural spin ω is related to the average spin in the void, Ω
(2)
, and the average
strain-rate in the void,D
(2)
, by the well-known kinematical relation (2.224) (Hill, 1978; Ogden, 1984),
which takes the following form in two-dimensional problems
ω = Ω
(2) − 1
2
1 + w2
1− w2
(
n(1) ⊗ n(2) + n(2) ⊗ n(1)
)
·D(2), w 6= 1. (5.7)
The average spin tensor Ω
(2)
in the pore phase is given by (4.9) for the “variational” method and by
(4.28) for the “second-order” method.
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Following definition (2.228) and expression (2.229) for the plastic spin (i.e., Ωp = Ω − ω), the
Jaumann rate of the orientation vectors n(i) is defined by
O
n (i) = −Ωp n(i) i = 1, 2, 3. (5.8)
The above definition is helpful for the computation of the Jaumann hardening rate in the context
of ideal-plasticity. Note that the above evolution laws are valid for both the “variational” and the
“second-order” method, while the computation of the phase average fields in the composite is the one
that brings about the difference between the “variational” and the “second-order” estimates.
In the following, we study the evolution of microstructure in dilute porous media consisting of
cylindrical voids with initially circular or elliptical cross-section. The Lee and Mear (1999) (LM)
predictions are used as a comparison for the corresponding “second-order” (SOM) estimates. Next,
we study the evolution of microstructure in porous materials subjected to loading conditions that
do not induce a rotation of the principal axes of the void. In this case, we discuss the effect of the
porosity and the aspect ratio on the effective response of the porous material. The results obtained
by the SOM and the “variational” (V AR) methods are compared with corresponding estimates by
FEM unit-cell calculations. Finally, a simple shear loading is applied. In this case, the effect of the
orientation angle on the effective response of the material is studied.
5.2 Dilute porous media
In this section, we compare the evolution of the microstructure as predicted by the “second-order”
method (SOM) with the Lee and Mear (1999) (LM) method presented in subsection 3.2.3 in the
context of dilute porous media. The main objective of this comparison is to check the range of
validity of the results obtained by the two methods. In this connection, it has been observed by
Duva and Hutchinson (1984) and Duva (1986) that the dilute methods, such as the one of Lee
and Mear (1999) under consideration here, cannot be used to deliver accurate estimates for small
but finite concentrations of voids, particularly at high nonlinearities and stress triaxialities. The
reason for this has been attributed to the fact that these dilute techniques are not able to take into
account the interactions between voids, which may become large at high nonlinearities even when
the concentration of voids is small. In this regard, we present results derived by the SOM method
for an initial porosity fo = 10−6, as well as results provided by the work of Lee and Mear (1999) for
dilute porous media. For validation of these two methods, we also include SOM and FEM results
for small but finite porosities, e.g., fo = 10−4. It will be seen that the difference between the SOM
results for fo = 10−6 and fo = 10−4 is negligible indicating that convergence of the SOM results is
achieved.
Next, referring to Fig. 5.1, we define the loading considered in this section in terms of the remote
non-zero, in-plane components of the stress tensor
σ11 = T, σ22 = S, σ33 =
1
2
(S + T ). (5.9)
The σ33 takes the aforementioned value due to the fact that the matrix phase is incompressible and
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the loading is plane-strain. Then, the stress triaxiality is defined in terms of S and T by
XΣ =
S + T√
3 |S − T | =
S
|S|
1 + T/S√
3 |1− T/S| . (5.10)
In the figures to follow, we use the ratio T/S as the loading parameter in the problem. The values
used are T/S = 0, 0.2, 0.4, 0.6, which correspond to stress triaxialityXΣ = ± 1/
√
3, 0.866, 1.347, 2.309,
respectively. Obviously, the sign of the XΣ depends on the sign of the normalized quantity S/|S|. For
later use, it is pertinent to define here the remote equivalent strain-rate ε˙∞eq and strain in the absence
of voids, which take the form
ε˙∞eq = ε˙o
(
σeq
σo
)n
, ε∞eq =
∫
t
ε˙∞eqdt, (5.11)
where σo is the flow stress of the matrix phase and ε˙o is a reference strain-rate taken in the calculation
to follow equal to unity.
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Figure 5.2: Results are shown for the evolution of the normalized porosity f/fo as a function of the remote
equivalent strain ε∞eq for a dilute porous material consisting of cylindrical pores with initially circular cross-
section. The matrix phase exhibits a viscoplastic behavior with an exponent n = 10. SOM and LM estimates
are shown for (a) tensile and (b) compressive loading conditions for ratios of the in-plane stress components
T/S = 0, 0.2, 0.4, 0.6 or XΣ = ± 1/
√
3, 0.866, 1.347, 2.309.
Fig. 5.2 shows results for the evolution of the normalized porosity f/fo for several stress ratios
T/S = 0, 0.2, 0.4, 0.6, as a function of the remote equivalent strain ε∞eq for a nonlinear exponent n = 10.
In this figure, the SOM estimates are found to be in agreement with the LM results for all stress
ratios considered. In particular, Fig. 5.2a shows results for tensile loadings, i.e., S/|S| > 0, where it
is illustrated that by increasing the stress ratio T/S, the normalized porosity f/fo climbs up rapidly
at very high values. Here, we observe that the LM method is found to slightly underestimate the
evolution of the porosity when compared with the SOM results, which is consistent with the results
shown in section (4.2). In turn, Fig. 5.2b shows corresponding results for compressive loadings, i.e.,
S/|S| < 0. In this case, the voids collapse, i.e., the porosity closes down at finite strains. The strain,
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where pore closure occurs, is strongly dependent on the stress triaxiality in that for a T/S = 0.6 the
voids collapse at very low remote strain ∼ 4%, whereas for T/S = 0 pore closure occurs at a remote
strain ∼ 16%. The results predicted by the SOM are found to be softer in comparison with the LM
predictions, which is in accord with the remark made in the context of Fig. 5.2a, i.e., that the LM is
stiffer at high nonlinearities.
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Figure 5.3: Results are shown for the evolution of the normalized porosity f/fo as a function of the remote
equivalent strain ε∞eq for a dilute porous material consisting of cylindrical pores with initially circular cross-
section. The matrix phase exhibits a viscoplastic behavior with an exponent n = 10. SOM and LM estimates
are shown for (a) tensile and (b) compressive loading conditions for ratios of the in-plane stress components
T/S = 0, 0.2, 0.4, 0.6 or XΣ = ± 1/
√
3, 0.866, 1.347, 2.309.
As already stated in the introduction of this section, in order to validate further the results
obtained in the previous figure, we present in Fig. 5.3 results for the evolution of the normalized
porosity f/fo as predicted by the SOM and the FEM methods for porosities fo = 10−4, which are
“compared” with the dilute estimates of Lee and Mear. It should be noted that the SOM predictions
corresponding to fo = 10−4 and fo = 10−6 did not exhibit any difference indicating that both values
could be used to approximate sufficiently the dilute limit. In turn, the stress triaxialities considered
here are the same used previously, i.e., T/S = 0, 0.2, 0.4, 0.6. First of all, we observe that the FEM
results lie closer to the corresponding SOM estimates for both tensile and compressive loadings than
to the LM predictions. In particular, the FEM results are more compliant than the LM estimates,
which is in accordance with the observations made previously in the context of the SOM predictions.
It is also important to recall here that contrary to the FEM calculations, the LM procedure assumes
that the void evolves through a sequence of elliptical shapes (see also Fleck and Hutchinson, 1986)
during the deformation process, which constitutes an idealization that may become rough particularly
at high stress triaxialities and nonlinearities. On the other hand, in the SOM , use is made of the
average fields in the vacuous phase to compute an average elliptical shape for the void. Obviously,
all of the three procedures are different and, in general, are expected to lead to different estimates.
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However, it is evident from Fig. 5.3 and the results discussed in section 4.2, that the LM procedure
may underestimate slightly the effective response of dilute porous media.
5.2.1 Effect of the orientation angle
In this subsection, the SOM method is compared with the LM method for the prediction of the
behavior of a dilute porous medium consisting of cylindrical voids with elliptical cross-section, whose
principal axes are misaligned with the principal loading directions. For this reason, we consider a
void with in-plane aspect ratio w = 0.5, whose semi-major axis (i.e., a1 in Fig. 5.1) is oriented at
ψ = 22.5, 45, 67.5o with respect to the e(1)−axis. The porous material is subjected to uniaxial tension
and compression loading conditions with T/S = 0 (i.e., XΣ = ± 1/
√
3 w ± 0.57738). The behavior
of the matrix phase is described by a nonlinear exponent n = 5.
For the microstructural state described previously, Fig. 5.4 shows results for the evolution of the
normalized porosity f/fo and the orientation angle ψ as a function of the remote equivalent strain
ε∞eq , when the porous medium is subjected to uniaxial tension loading. Concerning the evolution
of f/fo, in Fig. 5.4a, both the SOM and the LM methods agree very well for the entire range of
deformations considered. In particular, they both predict that when the semi-major axis of the void is
initially oriented at ψ = 22.5o the porosity grows much faster than for ψ = 45o and ψ = 67.5o, which
is intuitively expected. In turn, Fig. 5.4b shows corresponding curves for the evolution of ψ during
the deformation process. As already expected the semi-major axis of the void tends to align with the
direction of the maximum principal stretch, which occurs obviously at the direction of the maximum
principal stress S, i.e., at ψ = 90o. It is interesting to observe that rotation of the principal axes of
the void happens relatively fast, approaching the asymptotic value of ψ = 90o in ∼ 40% strain.
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Figure 5.4: Comparison of SOM with LM results are shown for the evolution of (a) the normalized porosity
f/fo and (b) the orientation angle ψ as a function of the remote equivalent strain ε
∞
eq for a dilute porous
material consisting of an elliptical void with initial aspect ratio w = 0.5 oriented at initial angles ψ =
22.5, 45, 67.5o. The matrix phase exhibits a viscoplastic behavior with an exponent n = 5 and the material is
subjected to uniaxial tension loading, i.e., XΣ = 1/
√
3 or T/S = 0 with S/|S| > 0.
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In turn, Fig. 5.5 shows results for the evolution of the normalized porosity f/fo and the orientation
angle ψ as a function of the remote equivalent strain ε∞eq for a porous medium subjected to uniaxial
compression loading. More specifically, in Fig. 5.5a, the SOM is found to be in good agreement with
the LM results for all the angles ψ considered here. According to the observations made in the case
of uniaxial tension, the porosity is found to close down faster in the case of ψ = 22.5o and slower for
ψ = 67.5o. On the other hand, Fig. 5.5b shows the evolution of the angle ψ as a function of ε∞eq . As
expected intuitively, the semi-major axis of the void tends to align with the e(1)−axis (i.e., ψ = 0o),
which is transverse to the maximum principal compressive stress. However, due to the fact that the
porosity becomes zero at finite values of the remote strain ε∞eq , the void never reaches the asymptotic
value of ψ = 0o for any of the initial configurations considered here.
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Figure 5.5: Comparison of SOM with LM results are shown for the evolution of (a) the normalized porosity
f/fo and (b) the orientation angle ψ as a function of the remote equivalent strain ε
∞
eq for a dilute porous
material consisting of an elliptical void with initial aspect ratio w = 0.5 oriented at initial angles ψ =
22.5, 45, 67.5o. The matrix phase exhibits a viscoplastic behavior with an exponent n = 5 and the material is
subjected to uniaxial compression loading, i.e., XΣ = −1/
√
3 or T/S = 0 with S/|S| < 0.
In summary, we have shown some selective results for evolution of microstructure in dilute porous
media. The SOM was compared with the LM model and it has been found to be in good agreement,
particularly at lower triaxialities. On the other hand, at higher triaxialities, the LM results were
found to underestimate slightly the evolution of the porosity, as already expected from the analysis
made in subsection 3.2.5 and the results presented in section 4.2. Finally, the SOM has been found
to predict the right evolution of the porosity and orientation angle for dilute porous media consisting
of voids with initially elliptical cross-section misaligned with the principal directions of the loading.
In the following sections, we validate the SOM model against FEM calculations for finite, but still
small initial porosities. In addition, we include also the “variational” method, presented in section
2.5. As already explained in subsection 3.2.5, the hydrostatic part of the effective stress potential
predicted by the “variational” method does not have a linear correction in the porosity f in the dilute
limit and for this reason it was not meaningful to include results in this section.
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5.3 Viscoplasticity
In this section, we study the problem of estimating the evolution of the microstructure and the
macroscopic behavior of porous media consisting of cylindrical voids with initially circular cross-
section. For the calculations performed in this section (except in subsection 5.3.4), traction boundary
conditions are applied, so that the only non-zero in-plane, components of the macroscopic stress
tensor are
σ11 = T, σ22 = S, σ12 = 0, XΣ =
σ11 + σ22√
3 |σ11 − σ22|
=
S
|S|
1 + T/S√
3 |1− T/S| , (5.12)
where XΣ is the stress triaxiality and is recalled here for clarity. In the figures to follow, we use
the stress triaxiality XΣ as the loading parameter in the problem. The values used are XΣ =
0,±1/√3, 1, 5, which correspond to stress ratio T/S = −1, 0, 0.268, 0.793 with S/|S| being positive
for tensile or negative for compressive loadings, respectively.
Provided that the major axis of the voids is aligned with the laboratory frame of reference and
the principal loading axes, the only relevant microstructural variables are the porosity f and the
in-plane aspect ratio w = a2/a1, with a1 and a2 denoting the lengths of the principal semi-axes
of the ellipsoidal void (see Fig. 5.1). In turn, the orientation of the void remains fixed during the
deformation process. Now, for reasons explained in subsection 3.5, the initial porosity is chosen to
be fo = 0.01%. In the following subsections, we study a sequel of tensile and compressive loadings
at several stress triaxialities and nonlinearities in an attempt to validate the “second-order” (SOM)
method against finite-element calculations (FEM), while compare it with the earlier “variational”
method (V AR).
5.3.1 Pure shear loading
Fig. 5.6 presents results for the evolution of the normalized porosity f/fo, the aspect ratio w and the
macroscopic equivalent strain-rate Deq normalized by the equivalent strain-rate ε˙∞eq in the absence of
voids (see relation (5.11)), as a function of the macroscopic equivalent strain εeq and the nonlinearity
n = 1, 2, 4, 10. The porous medium is subjected to pure shear loading, i.e., XΣ = 0 or σ22 = −σ11 > 0
(or T/S = −1 with S/|S| > 0). The main observation in the context of this figure is that the SOM is
in excellent agreement with the FEM for all nonlinearities considered. In contrast, the V AR estimate
for the evolution of the normalized porosity f/fo and the aspect ratio w shows no dependence on the
nonlinear exponent n and coincides with the n = 1 curve. In addition, it underestimates significantly
the normalized macroscopic strain-rate Deq/ε˙∞eq especially at high nonlinearities.
More specifically, in Fig. 5.6a, it is observed that the normalized porosity f/fo finally becomes
zero at finite values of the total deformation. The value of the strain, that pore closure occurs,
depends strongly on the nonlinearity of the problem, i.e., for n = 1 the porosity becomes zero at
∼ 58% deformation, whereas for n = 10 the corresponding deformation is ∼ 24%. In addition, as
the porosity approaches zero, the corresponding aspect ratio w (see Fig. 5.6b) approaches infinity,
which implies that the void evolves into a crack. Note that the evolution of w depends strongly on
the nonlinearity of the problem, similar to the evolution of the porosity. The macroscopic strain-rate
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Figure 5.6: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisting of cylindrical pores with an initially, circular cross-section and porosity
fo = 0.01%. The matrix phase exhibits a viscoplastic behavior with exponents n = 1, 2, 4, 10, while the
composite is subjected to in-plane, pure shear (XΣ = 0 or T/S = −1 with S/|S| > 0) loading conditions.
SOM , FEM and V AR estimates are shown for the evolution of the (a) normalized porosity f/fo, (b) the
aspect ratio w and (c) the normalized equivalent strain-rate Deq/ε˙eq (ε˙eq is the corresponding remote strain-
rate in the absence of voids). The V AR estimate for the evolution of the normalized porosity f/fo and the
aspect ratio w is found to be independent of the nonlinear exponent n and the corresponding predictions
coincide with the n = 1 curves. Part (d) shows a typical deformed and undeformed FEM mesh at a given
instant in time.
Deq/ε˙
∞
eq , in turn, is found to take higher values as the nonlinearity increases and is always greater
than the corresponding remote strain-rate ε˙∞eq , as shown in Fig. 5.6c. It is obvious from this plot that
the V AR method underestimates the effective behavior of the porous medium. On the other hand,
the SOM method is in excellent agreement with the FEM results for all n considered here. For
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visualization reasons, a plot of the initial and deformed mesh of the unit-cell is shown in Fig. 5.6d
for a nonlinearity n = 10. In this figure, we can clearly observe the decrease of the porosity and the
elongation of the pore in the direction of the maximum principal stress.
5.3.2 Tensile loadings
Uniaxial tension loading. Fig. 5.7 presents results for the evolution of the normalized porosity
f/fo, the aspect ratio w, and the normalized macroscopic axial component of the strain-rate D22/ε˙∞eq
as a function of the nonlinear exponent n = 1, 2, 4, 10 and the macroscopic axial strain ε22 for
uniaxial tension (i.e., XΣ = 1/
√
3 or T/S = 0 with S/|S| > 0). In Fig. 5.7a, the predictions
of the SOM for the evolution of porosity are in very good agreement with the FEM results for
all the nonlinearities considered, except for the case of n = 10 and large deformation ε22 > 60%,
where a small difference between the two estimates is observed. On the other hand, the V AR
estimates for f/fo are independent of n so that all the V AR predictions coincide with the n = 1
curve. This implies that the V AR method underestimates the evolution of the porosity f/fo at high
nonlinearities. Furthermore, a main feature of this loading predicted by all the methods shown here,
is that the porosity initially grows but finally it approaches an asymptote for sufficiently large strains.
For n = 10 the initial porosity f = 0.01% increases four times to take a value f ∼ 0.04%, after 100%
deformation. In turn, looking at Fig. 5.7b, the corresponding aspect ratio grows substantially for
large deformations. In this case, both predictions are in good agreement up to a nonlinearity n = 4,
whereas for n = 10 the SOM overestimates the evolution of w when compared with the FEM . On
the other hand, the V AR estimates for w are independent of n and thus they all coinceide with the
n = 1 curve.
In turn, the corresponding macroscopic axial strain-rate D22/ε˙∞eq is in good agreement for all the
nonlinearities, certainly in much better agreement than the corresponding V AR estimate, which tends
to underestimate significantly D22/ε˙∞eq , especially at large nonlinearities. Of course all the estimates
coincide for the linear case (i.e., n = 1). Finally, Fig. 5.7d shows undeformed and deformed meshes of
the unit-cell for n = 10. In this figure, it is clearly observed that for this stress triaxiality XΣ = 1/
√
3
the elongation of the pore is much more significant than the total increase of the void surface.
Biaxial tension loading with XΣ = 1. In the previous loading conditions, the stress triaxiality
was sufficiently small (XΣ < 0.6). In Fig. 5.8, we consider a biaxial tension loading such that the stress
triaxiality is XΣ = 1 (or T/S = 0.268 with S/|S| > 0). Corresponding results for the evolution of the
normalized porosity f/fo, the aspect ratio w and the normalized macroscopic equivalent strain-rate
Deq/ε˙
∞
eq are shown as a function of the nonlinearity and the total equivalent strain εeq. In particular,
in Fig. 5.8a, the porosity f/fo grows rapidly to high values especially at high nonlinearities. The
corresponding SOM and FEM are in good agreement, while the V AR estimate is independent of
the nonlinearity so that all the predictions coincide with the n = 1 curve. This last observation
shows clearly the improvement of the SOM estimate on the earlier V AR estimates. This is a direct
consequence of the fact that the SOM is constructed such that it recovers the analytical hydrostatic
point predicted by a cylindrical shell subjected to hydrostatic pressure (see subsection 2.6.2). On the
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Figure 5.7: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisting of cylindrical pores with an initially, circular cross-section and porosity
fo = 0.01%. The matrix phase exhibits a viscoplastic behavior with exponents n = 1, 2, 4, 10, while the
composite is subjected to uniaxial tension (XΣ = 1/
√
3 or T/S = 0 with S/|S| > 0) loading conditions.
SOM , FEM and V AR estimates are shown for the evolution of the (a) normalized porosity f/fo, (b) the
aspect ratio w and (c) the normalized axial strain-rate D22/ε˙eq (ε˙eq is the corresponding remote strain-rate
in the absence of voids). The V AR estimate for the evolution of the normalized porosity f/fo and the aspect
ratio w is found to be independent of the nonlinear exponent n and the corresponding predictions coincide
with the n = 1 curves. Part (d) shows a typical deformed and undeformed FEM mesh at a given instant in
time.
other hand, in Fig. 5.8b, the SOM estimates for the aspect ratio w deviate from the corresponding
FEM predictions, especially at high nonlinearities (i.e., for n = 10). Nonetheless, this difference in
the prediction of w does not affect the estimation of the normalized macroscopic strain-rate Deq/ε˙∞eq ,
where the SOM and the FEM are found to be in very good agreement. This last result indicates
148 Evolution of microstructure: cylindrical voids
0 0.2 0.4 0.6 0.8 1
4
8
12
16
20
Biaxial Tension - X
Ó
=1
f
0
=0.01%, w=1
n=4
n=2
n=1
n=10f / fo
SOM
FEM
eqε 0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
2
2.5
3
3.5
4
n=4
n=2
n=1
n=10
w
SOM
FEM
eqε
Biaxial Tension - X
Ó
=1
f
0
=0.01%, w=1
(a) (b)
0 0.2 0.4 0.6 0.8 1
1
1.01
1.02
1.03
1.04
1.05
n=4
n=2
n=1
SOM
FEM
VAR
eqε
n=10 Biaxial Tension - XÓ=1
f
0
=0.01%, w=1
n=4
n=10
n=2
eq
eq
D
ε ∞
(c) (d)
Figure 5.8: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisting of cylindrical pores with an initially, circular cross-section and porosity
fo = 0.01%. The matrix phase exhibits a viscoplastic behavior with exponents n = 1, 2, 4, 10, while the
composite is subjected to biaxial tension (XΣ = 1 or T/S = 0.268 with S/|S| > 0) loading conditions. SOM ,
FEM and V AR estimates are shown for the evolution of the (a) normalized porosity f/fo, (b) the aspect
ratio w and (c) the normalized equivalent strain-rate Deq/ε˙eq (ε˙eq is the corresponding remote strain-rate in
the absence of voids). The V AR estimate for the evolution of the normalized porosity f/fo and the aspect
ratio w is found to be independent of the nonlinear exponent n and the corresponding predictions coincide
with the n = 1 curves. Part (d) shows a typical deformed and undeformed FEM mesh at a given instant in
time.
that, for triaxiality XΣ = 1, the macroscopic behavior of the composite is mainly controlled by the
evolution of the porosity and not the one of the aspect ratio. In turn, the V AR estimate, which fails
to predict well the evolution of the porosity, fails also to predict the right evolution of the macroscopic
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strain-rate Deq/ε˙∞eq . Finally, Fig. 5.8d shows undeformed and deformed meshes of the unit-cell for
n = 10. In this figure, it is clearly observed that for this stress triaxiality XΣ = 1 the volume of the
void increases significantly, while the aspect ratio of the void remains close to unity.
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Figure 5.9: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisting of cylindrical pores with an initially, circular cross-section and porosity
fo = 0.01%. The matrix phase exhibits a viscoplastic behavior with exponents n = 1, 2, 4, 10, while the
composite is subjected to biaxial tension (XΣ = 5 or T/S = 0.793 with S/|S| > 0) loading conditions. SOM ,
FEM and V AR estimates are shown for the evolution of the (a) normalized porosity f/fo, (b) the aspect
ratio w and (c) the normalized equivalent strain-rate Deq/ε˙eq (ε˙eq is the corresponding remote strain-rate in
the absence of voids). The V AR estimate for the evolution of the normalized porosity f/fo and the aspect
ratio w is found to be independent of the nonlinear exponent n and the corresponding predictions coincide
with the n = 1 curves. Part (d) shows a typical deformed and undeformed FEM mesh at a given instant in
time.
Biaxial tension loading with XΣ = 5. In Fig. 5.9, a high stress-triaxiality loading is applied
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such that XΣ = 5 (or T/S = 0.793 with S/|S| > 0). Corresponding results for the evolution of the
normalized porosity f/fo, the aspect ratio w and the normalized macroscopic equivalent strain-rate
Deq/ε˙
∞
eq are shown as a function of the nonlinearity and the total equivalent strain εeq. The agreement
between the SOM and the FEM is remarkable for the evolution of the normalized porosity f/fo
and the normalized macroscopic strain-rate Deq/ε˙∞eq . This is somewhat expected since, as already
discussed earlier, the SOM method recovers the analytical result of a shell subjected to purely
hydrostatic loading. It is interesting to note that while for n = 1 the porosity f becomes twenty
times higher than the initial porosity fo at a total strain of 20%, for n = 10, the porosity climbs up
to hundred times the initial porosity fo in just 2.5% deformation. In contrast, the V AR estimate is
independent of the nonlinearity and the corresponding results coincide with the n = 1 curve. As a
consequence, the V AR estimates fail completely to predict the evolution of f/fo at high nonlinearities.
Looking now at Fig. 5.9b, it is observed that the SOM estimates for the aspect ratio w are not
in good agreement with the FEM results, although it is evident that the aspect ratio remains very
close to the unity value (i.e., the void remains almost circular) and hence is not expected to affect
the macroscopic behavior of the porous material. Nonetheless, an interesting effect is observed in
the context of this figure. For high nonlinearities, n = 4, 10, the void elongates in the transverse
direction of that defined by the maximum principal loading (see Fig. 5.9d). In other words, while
the maximum stress is applied in the 2−direction, the voids elongates in the 1−direction. This
effect has been observed very early in the work of Budiansky et al. (1982) and later by Fleck and
Hutchinson (1986) and Lee and Mear (1992a) in the context of dilute porous media. Since then
many authors tried to model this effect with ad-hoc approximations, sometimes with success (see
Flandi and Leblond (2005) for the three dimensional case). However, it is important to mention that,
at high stress triaxialities, the evolution of porosity controls the effective behavior of the material,
which is illustrated by the remarkable agreement between the SOM and the FEM predictions for the
normalized macroscopic strain-rate Deq/ε˙∞eq in the context of Fig. 5.9c. On the other hand, the V AR
overly underestimates Deq/ε˙∞eq , so that it is not possible to distinguish the corresponding V AR curve
for n = 10. Lastly, Fig. 5.9d shows undeformed and deformed meshes of the unit-cell for n = 10. In
this figure, it is clearly observed that for this high stress triaxiality XΣ = 5 the volume of the void
increases significantly, while the major axis of the void elongates in the transversely (2− direction)
to the direction of maximum principal stress (2− direction).
5.3.3 Compressive loadings
Uniaxial compression loading. Fig. 5.10 shows results for the evolution of the normalized porosity
f/fo, the aspect ratio w and the normalized macroscopic axial strain-rate D22/ε˙∞eq as a function of the
macroscopic axial strain |ε22| and the nonlinearity n = 1, 2, 4 for uniaxial compression (XΣ = −1/
√
3
or T/S = 0 with S/|S| < 0). More specifically, in Fig. 5.10a, the SOM predictions for the evolution of
the normalized porosity f/fo are found to be in very good agreement with the corresponding results
obtained by the FEM , whereas the corresponding V AR estimates are independent of n so that all
the V AR results coincide with the n = 1 curve. At this point, it is noted that it was not possible
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Figure 5.10: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisting of cylindrical pores with an initially, circular cross-section and porosity
fo = 0.01%. The matrix phase exhibits a viscoplastic behavior with exponents n = 1, 2, 4, while the composite
is subjected to uniaxial compression (XΣ = −1/
√
3 or T/S = 0 with S/|S| < 0) loading conditions. SOM ,
FEM and V AR estimates are shown for the evolution of the (a) normalized porosity f/fo, (b) the aspect
ratio w and (c) the normalized axial strain-rate |D22|/ε˙eq (ε˙eq is the corresponding remote strain-rate in the
absence of voids). The V AR estimate for the evolution of the normalized porosity f/fo and the aspect ratio
w is found to be independent of the nonlinear exponent n and the corresponding predictions coincide with
the n = 1 curves. Part (d) shows a typical deformed and undeformed FEM mesh at a given instant in time.
to have good numerical accuracy with the FEM method for nonlinearities greater than n = 4. The
reason for this is linked to the fact that as the porosity becomes smaller the void loses its concave
shape and develops contact zones (see Fig. 5.10d). In this case, we do not proceed further with the
FEM calculations. In fact, this is the reason that the n = 4 curve predicted by the FEM stops
before the porosity becomes zero.
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Looking now at Fig. 5.10b, the SOM slightly overestimates the decrease of the aspect ratio w
when compared with the FEM . However, both methods predict a very sharp change in the aspect
ratio, which finally tends to zero as the porosity becomes zero. Similar to the evolution of porosity,
the V AR method underestimates the evolution of w, since it delivers results that are independent of
n and thus coincide with the n = 1 curve.
Next, the SOM estimates for the evolution of the normalized macroscopic axial strain-rateD22/ε˙∞eq
are certainly in better agreement with the FEM , than the V AR results, while they exhibit a very
abrupt change in the slope as the porosity approaches zero. This happens because the matrix phase is
incompressible and therefore it cannot sustain any compressive strains as the porosity becomes zero.
Next, Fig. 5.10d shows undeformed and deformed meshes of the unit-cell for n = 4. In this figure, it
is clearly observed that total surface of the void shrinks during the deformation process, while at a
certain strain the void develops contact points losing its elliptical shape. After that point, the FEM
calculations are terminated since they would require to redefine the boundary conditions in order to
preserve material impenetrability.
Biaxial compression loading with XΣ = −1. Fig. 5.11 presents results for the evolution of the
normalized porosity f/fo, the aspect ratio w and the normalized macroscopic equivalent strain-rate
Deq/ε˙
∞
eq as a function of the total equivalent macroscopic strain εeq and the nonlinearity n = 1, 2, 4
for biaxial compression loadings (XΣ = −1 or T/S = 0.268 with S/|S| < 0). For the same reasons
explained in the context of Fig. 5.10, no results are presented for a nonlinear exponent n = 10. More
specifically, in Fig. 5.11a, the SOM estimate is in quite good agreement with the FEM results for the
evolution of the normalized porosity f/fo. In addition, we observe that the porosity approaches the
zero value faster than the corresponding prediction obtained in the context of the uniaxial compression
loading. The corresponding V AR estimates are independent of n and thus coincide with the n = 1
curve. Consequently, they underestimate significantly the decrease of f/fo at high nonlinearities.
On the other hand, the SOM estimates are not in very good quantitative agreement with the
FEM results for the evolution of the aspect ratio w, as shown in Fig. 5.11b. However, it should be
noted that, in the FEM , the aspect ratio w is measured by computing the geometrical ratio between
the major and the minor axis of the void, based on the assumption that the void remains elliptical in
shape. Now, when the porosity approaches the zero value the void does not have an elliptical cross-
section and the comparison is not meaningful after this point. Even so, the corresponding estimates
of the SOM for the normalized macroscopic strain-rate Deq/ε∞eq , in Fig. 5.11c, are in much better
agreement with the FEM , certainly better than the V AR estimates. This observation indicates that
the evolution of porosity f/fo dominates over the evolution of the aspect ratio w and thus, the SOM
is able to capture adequately the effective response of the porous medium for this moderate stress
triaxiality. Finally, Fig. 5.11d shows undeformed and deformed meshes of the unit-cell for n = 4.
In this figure, it is clearly observed that total surface of the void shrinks significantly during the
deformation process, while the void develops contact points losing its elliptical shape, and similarly
to the previous case of uniaxial compression, the FEM calculations are terminated at that point.
Biaxial compression loading with XΣ = −5. Finally, the set of results for aligned loadings is
completed with Fig. 5.12, where the porous material is subjected to high-triaxiality biaxial compres-
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Figure 5.11: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisting of cylindrical pores with an initially, circular cross-section and porosity
fo = 0.01%. The matrix phase exhibits a viscoplastic behavior with exponents n = 1, 2, 4, while the composite
is subjected to biaxial compression (XΣ = −1 or T/S = 0.268 with S/|S| < 0) loading conditions. SOM ,
FEM and V AR estimates are shown for the evolution of the (a) normalized porosity f/fo, (b) the aspect
ratio w and (c) the normalized equivalent strain-rate Deq/ε˙eq (ε˙eq is the corresponding remote strain-rate in
the absence of voids). The V AR estimate for the evolution of the normalized porosity f/fo and the aspect
ratio w is found to be independent of the nonlinear exponent n and the corresponding predictions coincide
with the n = 1 curves. Part (d) shows a typical deformed and undeformed FEM mesh at a given instant in
time.
sion (XΣ = 5 or T/S = 0.793 with S/|S| < 0). Similarly to the rest of the results for compression
loadings, we consider here nonlinear exponents n = 1, 2, 4, while the corresponding predictions for
the evolution of the normalized porosity f/fo, the aspect ratio w and the normalized macroscopic
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Figure 5.12: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisting of cylindrical pores with an initially, circular cross-section and porosity
fo = 0.01%. The matrix phase exhibits a viscoplastic behavior with exponents n = 1, 2, 4, while the composite
is subjected to biaxial compression (XΣ = −5 or T/S = 0.793 with S/|S| < 0) loading conditions. SOM ,
FEM and V AR estimates are shown for the evolution of the (a) normalized porosity f/fo, (b) the aspect
ratio w and (c) the normalized equivalent strain-rate Deq/ε˙eq (ε˙eq is the corresponding remote strain-rate in
the absence of voids). The V AR estimate for the evolution of the normalized porosity f/fo and the aspect
ratio w is found to be independent of the nonlinear exponent n and the corresponding predictions coincide
with the n = 1 curves. Part (d) shows a typical deformed and undeformed FEM mesh at a given instant in
time.
equivalent strain-rate Deq/ε˙∞eq are plotted as a function of the equivalent macroscopic strain εeq. The
main observation in the context of Fig. 5.12a is that the SOM estimates for the porosity f/fo are
in very good agreement with the FEM results for all nonlinearities considered, whereas the V AR
significantly underestimate f/fo by being independent of n and thus coinciding with the n = 1 curve.
In this connection, it is interesting to note that while for n = 1 the porosity becomes zero at strain
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∼ 15%, the corresponding prediction for n = 10 indicates that the porosity goes to zero at very low
strains of the order ∼ 2.5%. Moreover, while f/fo initially decreases rapidly, as it approaches the
zero value, the rate of decrease of f/fo diminishes leading to an asymptotic behavior for the evolution
of the porosity.
On the other hand, the SOM estimate fails to predict qualitatively the change in the shape of the
void, in Fig. 5.12b. Here, the void elongates parallel to the direction of the maximum (compressive)
principal stress, as shown in Fig. 5.12d. This phenomenon is equivalent to that observed in Fig. 5.9
for high triaxiality tensile loadings, and is intuitively unexpected. However, it is remarkable to note
that the evolution of the aspect ratio w has a minor effect on the prediction of the normalized
equivalent macroscopic strain-rate Deq/ε˙∞eq , as shown in Fig. 5.12c. In this figure, the SOM is found
to be in very good agreement with the FEM results, which clearly implies that for high-triaxiality
loadings, the evolution of porosity mainly controls the effective response of the porous material. In
contrast, the V AR method underestimates significantly the evolution of the Deq/ε˙∞eq , and hence, fails
to predict accurately the effective behavior of the porous medium. The set of results for this loading
are completed with Fig. 5.12d, which shows undeformed and deformed meshes of the unit-cell for
n = 4. As already mentioned before, we can observe the significant growth of the porosity, and the
elongation of the void towards the direction of the maximum compressive stress.
5.3.4 Simple shear loading
In the previous subsections, we studied the effects of the evolution of the porosity and the aspect
ratio on the overall response of a porous material consisting of aligned cylindrical voids with initially
circular cross-section subjected to biaxial loading conditions. In this subsection, we study the effective
behavior of these materials when subjected to simple shear loading conditions. In this case, the in-
plane principal axes of the void evolve during the deformation process. More specifically, the applied
load is such that the only non-zero components of the macroscopic strain-rate and spin tensor are
D12 and Ω12, respectively. The material is subjected to total shear strain 2 ε12 = γ. For comparison,
FEM results are also included, which were discussed in detail in section 3.5. Because of the applied
load (isochoric loading), the porosity does not evolve during the deformation process. For numerical
reasons related to the FEM calculations, the initial porosity has been chosen to be fo = 1%.
Fig. 5.13 presents results for the evolution of the orientation angle ψ and the components of the
macroscopic stress tensor σ as a function of the applied shear strain γ for various nonlinearities
n = 1, 2, 4. Fig. 5.13a shows the evolution of the orientation angle of a void with initially circular
cross-section for a nonlinear exponent n = 4. Because of the loading, the initial orientation of the
major axis of the void lies at 45o. As the deformation progresses, the orientation angle ψ evolves
reaching a value of ∼ 32o at shear strain 100%. Both the SOM and the V AR estimates are in good
agreement† with the FEM predictions. It should also be noted that the evolution of the orientation
angle ψ depends very slightly on the nonlinearity, This is the reason that we do not include graphs
for other values of n. In turn, Fig. 5.13b, Fig. 5.13c and Fig. 5.13d show evolution curves for the
†The SOM and the V AR estimates coincide and this is the reason that the two curves are not distinguishable in
Fig. 5.13a.
156 Evolution of microstructure: cylindrical voids
0 0.2 0.4 0.6 0.8 1
0
10
20
30
40
50
Simple Shear, 
f
0
=1%, n=4
γ
ψ
FEM
SOM
VAR
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Simple Shear
 n=1
f
0
=1% , w
0
=1
11 SOMσ −
22 SOMσ −
12 SOMσ −
11 FEMσ −
22 FEMσ −
12 FEMσ −
ij
ο
σ
σ
γ
(a) (b)
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Simple Shear
 n=2
f
0
=1% , w
0
=1
γ
ij
ο
σ
σ
11 SOMσ −
22 SOMσ −
12 SOMσ −
11 FEMσ −
22 FEMσ −
12 FEMσ −
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Simple Shear
 n=4
f
0
=1% , w
0
=1
γ
11 SOMσ −
22 SOMσ −
12 SOMσ −
11 FEMσ −
22 FEMσ −
12 FEMσ −
ij
ο
σ
σ
(c) (d)
Figure 5.13: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisting of cylindrical pores with an initially, circular cross-section. The matrix phase
exhibits a viscoplastic behavior with exponents n = 1, 2, 4, while the composite is subjected to simple shear
loading (D12 > 0 and D11 = D22 = 0) conditions. SOM and FEM estimates are shown for the evolution of
the (a) orientation angle ψ (the V AR estimate coincides with the SOM curve) and the components of the
macroscopic stress tensor σ for (b) n = 1, (c) n = 2, and (d) n = 4.
macroscopic components of the stress tensor σ normalized by the flow stress σo in the matrix phase
as a function of the applied shear strain γ and the nonlinearity n = 1, 2, 4. The SOM estimates
are in very good agreement with the FEM results for all the nonlinearities considered. In all the
cases, the shear stress σ12 starts from a finite value, whereas σ11 and σ22 are initially zero. During
the deformation process, the two components, σ11 and σ22, evolve similarly, except at sufficiently
large shear strain γ, where they start to deviate from each other. On the other hand, the shear
stress σ12 remains almost unaffected by the evolution process. For clarity, in Fig. 5.14, we present
various deformed states of the unit-cell for n = 4, whereas the undeformed initial mesh is shown in
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Figure 5.14: Contour plots for simple shear loading at various shear strains γ.
the background for comparison. In this figure, it is obvious that the principal axes of the void evolve
with the increase of the shear strain γ.
5.3.5 Brief summary
In this subsection, we summarize the main results obtained in this section. First of all, the SOM
is found to be in very good agreement with the FEM results for the majority of the loadings,
nonlinearities and stress triaxialities considered. Furthermore, it is found to improve significantly
on the earlier V AR method particularly at high stress triaxialities, where the V AR method fails
to predict accurately the evolution of the porosity and consequently the evolution of the effective
behavior of the porous material. This is a direct consequence of the fact that the SOM model is
constructed such that it recovers the analytical result obtained when a composite-cylinder assemblage
is subjected to purely hydrostatic loading conditions.
Next, it is worth noting that the SOM is also capable of predicting with sufficient accuracy the
evolution of the aspect ratio (shape of the void) at low triaxialities. On the other hand, it is not
in good agreement with the FEM predictions for the evolution of the aspect ratio at high stress
triaxialities. In this case, the FEM results confirm the observation made initially by Budiansky et
al. (1982), and later by Fleck and Hutchinson (1986) and Lee and Mear (1992b) in the context of
dilute porous media, where it was found that at sufficiently high triaxialities and nonlinearities, the
void elongates in a direction that is transverse to the maximum macroscopic principal stretching. This
counterintuitive result however, was found to have a minor effect on the overall response of the porous
medium. This can be easily explained by noting that the evolution of porosity is much more significant
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than the corresponding evolution of the aspect ratio at high stress triaxialities. As a consequence, the
evolution of the porosity controls the effective behavior of the porous material. In this connection,
the SOM is found to predict accurately the evolution of the porosity and consequently the effective
behavior of the porous material during the deformation process.
Finally, the SOM estimates are compared with FEM and V AR results for the evolution of the
orientation angle of the voids and the macroscopic stress, when the porous material is subjected to
simple shear loading conditions. It is worth noting that — to the knowledge of the author — the
SOM and the V AR methods are the only available methods in the literature, apart from the FEM
method, to be able to provide estimates for non-dilute porous media consisting of cylindrical voids
with elliptical cross-section, that are subjected to general plane-strain loading conditions.
5.4 Ideal plasticity
In this section, we consider porous materials with an ideally-plastic matrix phase consisting of cylin-
drical voids aligned in the 3−direction with initially circular cross-section subjected to plane-strain
loading conditions. As already discussed in section 2.9, these materials can lose ellipticity and thus
become unstable. For simplicity, we will consider loadings that do not induce a change in the orien-
tation of the principal axes of the voids (but see Kailasam and Ponte Castan˜eda, 1998). The reason
for this is that the computation of the effective Jaumann hardening rate, HJ , introduced in relation
(2.318) can be simplified considerably, since in this case the Jaumann rates and the standard time
derivatives of the relevant quantities coincide.
“Variational” method. Thus following the analysis presented in subsection 2.8.1 for ideally-
plastic materials, the Jaumann hardening rate, delivered by the “variational” method (V AR), is
written as
HJ = H = −
{
qf
∂Φ˜var
∂f
+ qw
∂Φ˜som
∂w
}
, (5.13)
where Φ˜var is the effective yield condition defined in (4.11). In turn, the functions qf and qw are
given by
qf (σ; f, w) = (1− f) ∂Φ˜var
∂σjj
, j = 1, 2, (5.14)
and
qw(σ; f, w) = w
(
n(2) n(2) − n(1) n(1)
)
· 3
(1− f)2 Q̂
−1 σ
σo
, (5.15)
where Q̂
−1
= (G/w + K)/2 with G given by (4.6). Note that the use of n(i) is somewhat redundant
in the sense that we considered that the principal axes of the voids are aligned with the axes of the
laboratory frame, i.e., n(1) = e(1) and n(2) = e(2).
“Second-order” method. Next following the analysis presented in subsection 2.8.2 for ideally-
plastic materials, the Jaumann hardening rate, delivered by the “second-order” method (SOM), is
written as
HJ = H = −
{
yf
∂Φ˜som
∂f
+ yw
∂Φ˜som
∂w
}
. (5.16)
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where Φ˜som is the effective yield condition defined in (4.29). In turn, the functions yf and yw are
given by
yf (σ; f, w) = (1− f) ∂Φ˜som
∂σjj
, j = 1, 2, (5.17)
and
yw(σ; f, w) = w
(
n(2) n(2) − n(1) n(1)
)
· 3
1− fK
(
3
1− f Q̂(k)
−1 σ
σo
−M(k) σˇ
σo
)
, (5.18)
where
Q̂
−1
=
1
2w
√
k
G + M(k), M = 1
2 k
E+
1
2
F, (5.19)
with G given by (4.6) and E and F by (4.24). The evaluation of k has been described in the context
of relation (4.30). Similar to the previous case, the principal axes of the voids are considered to be
aligned with the axes of the laboratory frame, i.e., n(1) = e(1) and n(2) = e(2).
Finally, the sufficient conditions for shear localization are given by relations (2.320) and (2.321).
The first condition is related to the determination of the critical hardening rate Hcr. In the case of
aligned, plane-strain loading considered in this section, the critical hardening rate can be shown to
be Hcr = 0 (Rice, 1976). The second condition (2.321) simply yields that there should exist a non-
deforming surface in the deformation field. Because of the plane-strain character of the problem this
is trivially satisfied. Hence, the only condition sufficient for shear localization is the zero hardening
rate, H = 0. In the next two subsections, we will study the possibility of shear localization in the
cases of fixed strain-rate and stress triaxiality, respectively.
5.4.1 Applied strain-rate triaxiality
The applied in-plane load is such that the only non-zero components of the strain-rate tensor are
D11 6= 0, D22 6= 0. (5.20)
In the following, it is convenient to assume without any loss of generality that |D22| > |D11|. Then,
making use of the definitions for the mean and equivalent macroscopic strain-rate, Dm and Deq, and
the strain-rate triaxiality, XE , which are recalled here for completeness
Deq =
|D11 −D22|√
3
, Dm =
D11 +D22
2
, XE =
Dm
Deq
, (5.21)
we can rewrite the components of the strain-rate tensor as
D11 =
(
XE − ρ
√
3
2
)
Deq, D22 =
(
XE + ρ
√
3
2
)
Deq, Deq = 1. (5.22)
In the last expression, Deq and XE are externally applied in the problem and ρ = ±1 such that the
condition |D22| > |D11| is always true. In the sequel, we discuss the evolution of microstructure and
the possible instabilities in the porous medium for given values of the strain-rate triaxiality, XE , as
predicted by the “second-order” method (SOM), the “variational” method (V AR) and the Gurson
model (GUR).
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Figure 5.15: Results are shown for the evolution of the relevant microstructural and macroscopic variables for
a porous material consisted of cylindrical pores with an initially, circular cross-section and porosity fo = 10%.
The matrix phase exhibits an ideally-plastic behavior, while the composite is subjected to biaxial tension and
compression loading conditions with fixed strain-rate triaxiality, XE = −0.05, 0.1. SOM , V AR and GUR
(Gurson, 1977) estimates are shown for the evolution of the (a) porosity f , (b) the aspect ratio w, (c) the
hardening rate H and (d) the normalized, macroscopic equivalent stress σeq/σo (σo denotes the flow stress
of the matrix phase) of the composite as a function of the macroscopic, equivalent strain εeq. In (c) the
symbols ◦ and ¤ denote the loss of stability for the porous medium as predicted by the SOM and the V AR,
respectively.
Fig. 5.15 shows evolution curves for the porosity f , the aspect ratio w, the hardening rate H
and the macroscopic equivalent stress σeq normalized by the flow stress of the matrix phase σo as
a function of the strain-rate triaxiality XE and the total equivalent strain-rate εeq for a porous
material consisting of cylindrical voids with circular cross-section and initial porosity fo = 10%. For
completeness, the SOM is compared with corresponding estimates obtained by the V AR and the
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GUR models. Two values of the strain-rate XE = −0.05, 0.1 are chosen to study the instability
conditions described above. More specifically, Fig. 5.15a shows evolution curves for the porosity f
as predicted by the three models considered here. In this case that the loading is strain-controlled
and the matrix phase is incompressible, all the methods deliver exactly the same evolution for the
porosity. On the other hand, in Fig. 5.15b, the corresponding evolution of the aspect ratio is different
for the various methods. Of course, the GUR model does not include any information about the
shape of the voids and therefore, no curve is shown here. In contrast, the SOM predicts a higher rate
of change in the aspect ratio w, when compared with the corresponding V AR estimate in both cases
of XE considered. In particular, for XE = 0.1 the ellipsoidal void elongates in the direction of the
maximum principal loading, i.e., for XE = 0.1, D22 > D11 the aspect ratio grows in the 2−direction
implying that w > 1. Consequently, the evolution of the aspect ratio w acts as a hardening mechanism
during the deformation process in both methods, whereas in the case of the SOM this hardening
effect is stronger than in the V AR method. On the other hand, the porosity f also grows inducing a
softening in the overall behavior of the composite. These two mechanisms, i.e., the hardening effect
induced by the growth of the aspect ratio w and the softening caused by the growth of the porosity
f are in competition. Looking at Fig. 5.15c the curves for XE = 0.1, we observe that for the SOM
estimate the hardening effect caused by the growth of the aspect ratio w dominates initially over the
softening mechanism of the porosity growth until a total strain of ∼ 25%, where the hardening rate
H crosses zero. This point, denoted with a circle on the graph, corresponds to a possible instability
of the material. On the other hand, in the V AR method and certainly in the GUR model, the
softening effect induced by the growth of the porosity f is dominant and the corresponding curves
for H never cross zero. This has as a consequence that both the V AR and the GUR models do not
predict instability for strain-rate triaxiality XE = 0.1. Fig. 5.15d in turn shows the corresponding
stress curves where for XE = 0.1 the SOM predicts a lower value for σeq than both the V AR and
the GUR results. Of course, GUR model is the stiffest of the three models in this case and predicts
higher stress values.
Similar observations can be made in the context of Fig. 5.15 for XE = −0.05. In this case the
material is subjected to compression in the 2−direction and, therefore, the void elongates in the
1−direction (i.e., w < 1). While the material softens in the 2−direction, (i.e., in the direction of the
maximum (absolute) principal loading) due to the change of the aspect ratio w, the overall porosity
f is decreasing which induces hardening in the material. In this case, both the SOM and the V AR
exhibit an initial softening due to the elongation of w in the 1−direction, which is observed by the
initial negative hardening rate H, in Fig. 5.15c. Nonetheless, the corresponding SOM and the V AR
estimates for H cross zero and become positive (i.e., the medium hardens) at a critical total strain
εeq ∼ 10%, which indicates a possible point of instability (the SOM becomes unstable earlier than the
V AR). In contrast, the GUR model predicts hardening as a consequence of the decreasing porosity
and never loses stability.
This procedure, described above, can be repeated for the entire range of strain-rate triaxialities,
i.e., XE ∈ (−∞,∞). In this regard, Fig. 5.16 summarizes results for the critical equivalent strain-rate
εcreq for loss of stability as a function of the strain-rate triaxiality in the case of a porous medium with
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Figure 5.16: Macroscopic onset-of-failure curves as predicted by the SOM and V AR calculations, for an
initially transversely, isotropic porous medium with ideally-plastic matrix phase and initial porosity fo = 10%.
The plot shows the critical equivalent strain εcreq as a function of the applied strain-rate triaxiality XE .
cylindrical voids and initial porosity fo = 10%. The main observation in the context of this figure
is that for negative strain-rate triaxialities, the SOM is more unstable than the corresponding V AR
method. In contrast, for positive XE , the V AR method becomes unstable earlier than the SOM .
Furthermore, it is shown that instabilities occur at low strain-rate triaxialities, where the shear strains
are dominant over the dilatational strains.
In summary, it is important to mention that based on the analysis made in the context of finite
nonlinearities in the previous section, the SOM is expected to predict more accurately the evolution of
porosity and aspect ratio when compared with the V AR method and consequently be more accurate
in determining instabilities in porous media. Nonetheless, both methods exhibit a similar qualitative
behavior, while they improve substantially on the GUR model by being capable of capturing the
effects of the void shape, which has been shown to be very significant in the prediction of instabilities
in ideally-plastic solids.
5.4.2 Applied stress triaxiality
In this subsection, we study the possible development of shear localization in porous media with
an ideally-plastic matrix phase consisting of cylindrical voids with initially circular cross-section
subjected to plane-strain loading with fixed stress triaxiality XΣ during the deformation process.
Similarly to the previous case, the only non-zero components of the strain-rate and stress tensor are
D11, D22, σ11 and σ22, respectively. The mean and equivalent strain-rates, Dm and Deq and the
strain-rate triaxiality, XE , are defined by relation (5.21), whereas the corresponding stress quantities
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are recalled here to be
σeq =
√
3
2
|σ11 − σ22|, σm = σ11 + σ222 , XΣ =
σm
σeq
. (5.23)
The applied load is such that the condition |σ22| > |σ11| is always satisfied during the deformation
process. Then making use of definitions (5.23), we could write the stress components in terms of the
stress triaxiality XΣ and the equivalent stress σeq, such that
σ11 =
(
XΣ − ρ 1√
3
)
σeq, σ22 =
(
XΣ + ρ
1√
3
)
σeq. (5.24)
Here, ρ = ±1 such that the condition |σ22| > |σ11| is always true. It is further noted that σeq is the
unknown of the problem, which is computed such that Deq = 1. In turn, the stress triaxiality XΣ
is given. Because of the plane-strain loading the only sufficient condition for instability is H = 0,
similarly to the previous case of the fixed strain-rate triaxiality XE .
Fig. 5.17 shows evolution curves for the porosity f , the aspect ratio w, the hardening rate H
and the equivalent stress σeq normalized by the flow stress in the matrix phase σo as a function of
the stress triaxiality (XΣ = −0.1, 0.5) and the macroscopic strain εeq for initial porosity fo = 10%.
Since the stress triaxiality remains fixed during the deformation process, the strain-rate triaxiality is
expected to change in time. As a consequence, the corresponding predictions of the SOM , the V AR
and the GUR model for the evolution of the porosity are different. In Fig. 5.17a, for XΣ = 0.5, the
SOM and the V AR methods predict initially an increase in the porosity, which later decreases to
zero (at sufficiently high strain not shown here). In contrast, the GUR model predicts a continuously
increasing porosity during the deformation, which has as a consequence the softening of the porous
material. In order to have a complete view of the softening or hardening of the material as predicted
by the SOM and the V AR methods, it is necessary to study, as well, the evolution of the aspect
ratio w, in Fig. 5.17b. For XΣ = 0.5, w is greater than unity for both the SOM and the V AR, which
implies that the porous medium hardens in the direction of the maximum principal stress, i.e., in the
2−direction. This hardening is in contrast with the softening induced by the initial increase of the
porosity.
However, as we observe in Fig. 5.17c, the SOM predicts initially softening, which is translated to
a negative hardening rate H, whereas the V AR estimate predicts initially hardening, indicated by the
positive H. In the sequel the SOM estimate for the hardening rate H becomes positive, which implies
that H crosses zero at a critical equivalent strain εeq ∼ 10% and consequently the material becomes
unstable at this point, in contrast to the corresponding V AR estimate, which remains positive during
the deformation and therefore does not satisfy the condition for shear localization. On the contrary,
the GUR model predicts softening during the deformation process and hence exhibits a behavior that
is substantially different than the SOM and the V AR. Finally, Fig. 5.17d shows that the equivalent
stress σeq as predicted by the SOM is lower than the corresponding estimates obtained by the V AR
and the GUR models, which implies that the SOM predicts, at least initially, a much softer response
for the porous medium. In large deformations, however, the SOM predicts a rapid decrease in the
porosity and hence a significant hardening for the composite.
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Figure 5.17: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisted of cylindrical pores with an initially, circular, in-plane cross-section and initial
porosity fo = 10%. The matrix phase exhibits an ideally-plastic behavior, while the composite is subjected
to biaxial tension and compression loading conditions with fixed stress triaxiality, XΣ = −0.1, 0.5. SOM ,
V AR and GUR (Gurson, 1977) estimates are shown for the evolution of the (a) porosity f , (b) the aspect
ratio w, (c) the hardening rate H and (d) the normalized, macroscopic equivalent stress σeq/σo (σo denotes
the flow stress of the matrix phase) of the composite as a function of the macroscopic, equivalent strain εeq.
In (c) the symbols ◦ and ¤ denote the loss of stability for the porous medium as predicted by the SOM and
the V AR, respectively.
Similar to the previous case, the SOM and the V AR methods exhibit a very different behavior
than the corresponding GUR model for an applied stress triaxiality XΣ = −0.1. While, the SOM and
the V AR methods predict a decrease in the porosity, as shown in Fig. 5.17a, the corresponding GUR
estimate for f remains almost constant during the deformation process. In addition, both the SOM
and the V AR estimates exhibit a sharp decrease in the aspect ratio, w < 1, which induces a softening
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Figure 5.18: Macroscopic onset-of-failure curves as predicted by the SOM and V AR calculations, for an
initially transversely, isotropic porous medium with ideally-plastic matrix phase and initial porosity fo = 10%.
The plot shows the critical equivalent strain εcreq as a function of the applied stress triaxiality XΣ.
in the direction of the maximum (absolute) principal stress (|σ22| > |σ11| with σ22 < 0) as shown in
Fig. 5.17b. Looking now at the corresponding estimates for the hardening rate H in Fig. 5.17c, both
the SOM and the V AR exhibit softening initially, while at a finite strain they become unstable (see
the points where H crosses zero). On the other hand, the GUR model predicts slight hardening for
the porous medium and as already anticipated it never becomes unstable for this loading. It is worth
mentioning at this point that for the case of aligned loading, the GUR model can give a hardening
rate equal to zero only in the case of isochoric loadings, i.e., XΣ = 0 or XE = 0.
Finally, Fig. 5.18 shows a map of the critical strains εcreq for loss of stability, as determined by the
SOM and the V AR methods for the entire range of the stress triaxialities XΣ. In the context of this
figure, it is obvious that according to the SOM and the V AR estimates the material is unstable for
a wide range of stress triaxialities. In particular, the SOM and the V AR estimates exhibit several
differences especially at positive stress triaxialities where the V AR estimates become unstable just in
a small vicinity of XΣ, close to uniaxial tension loading conditions. In contrast the SOM estimates
has a small branch of unstable behavior at stress triaxialities 0 . XΣ . 0.3. It is remarkable to note
that there is a sharp transition (see both the SOM and the V AR lines close to XΣ = 0.5), where the
material passes from loadings that induce hardening (0.3 . XΣ . 0.5) to ones that predict softening
(XΣ & 0.5). This transition region lies closely to the uniaxial tension loading (i.e., XΣ = 0.57735),
while it is interesting to note that none of the two methods loses stability for this loading. In turn,
for negative triaxialities, the SOM is more unstable at lower critical strains, while the V AR becomes
unstable at higher values of εcreq. In overall, it is observed that, similarly to the case of fixed strain-rate
triaxialities XE , instabilities may occur when the porous medium is subjected to low stress triaxiality
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loadings, where the shear strains are expected to dominate over the corresponding dilatational strains.
5.5 Concluding Remarks
In this chapter, we have studied the evolution of microstructure in porous media consisting of cylin-
drical voids with initially circular or elliptical cross-section. The “second-order” estimates have been
compared with the Lee and Mear (1999) results, finite element unit-cell calculations and the earlier
“variational” predictions for a wide range of stress triaxialities and nonlinearities. It has been found
that the “second-order” model improves significantly on the earlier “variational” method by giving
much better agreement with the corresponding Lee and Mear and finite element calculations. The im-
provement was dramatic at higher stress triaxialities, where it was already known (Ponte Castan˜eda
and Zaidman, 1994; Kailasam and Ponte Castan˜eda, 1998) that the “variational” method is overly
stiff and thus underestimates significantly the evolution of the porosity.
More specifically, the “second-order” estimates were found to be in good agreement with the Lee
and Mear (1999) results, for the entire range of stress triaxialities considered. However, it should be
remarked that the Lee and Mear dilute results were found to underestimate slightly the evolution
of the porosity at high stress triaxialities, when compared with the corresponding “second-order”
estimates for very small but finite porosity fo = 10−6. To validate further this observation, we have
included finite element, unit-cell results for a porosity fo = 10−4. It should be noted that the “second-
order” predictions corresponding to fo = 10−4 and fo = 10−6 did not exhibit any difference indicating
that both values could be used to approximate sufficiently the dilute limit. In this connection, the
finite element results have been found to lie closer to the “second-order” estimates, leading to the
conclusion that the Lee and Mear results underestimate slightly the evolution of the porosity at high
stress triaxialities and nonlinearities.
To understand the difference in the predictions of the various models it was necessary to recall
that Lee and Mear (see also Fleck and Hutchinson, 1986) make the assumption that the void evolves
through a sequence of elliptical shapes during the deformation process, which is not the case in
the finite element calculations where the void can take non-elliptical shapes. On the other hand,
the “second-order” model, which is based on an homogenization procedure, makes use of the average
fields in the vacuous phase to compute an average elliptical shape for the void. In this regard then, the
accuracy of the “second-order” model is related to the estimation of the average fields in the porous
material. Obviously, this procedure is different than the one adopted by Lee and Mear who solve the
problem locally. Moreover, it is also important to mention that, according to Huang (1991b), in the
method used by Lee and Mear to predict the evolution of microstructure in dilute porous media, a
very large number of terms needs to be considered in the Rayleigh-Ritz eigen-function expansion to
achieve sufficient accuracy at high stress triaxialities and nonlinearities. In this regard, the author
believes that these two aforementioned observations could explain the fact that the Lee and Mear
technique predicts lower values for the evolution of porosity, while the “second-order” model is able
to predict with sufficient accuracy the evolution of porosity and thus be in closer agreement with the
finite element results.
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In the sequel, both the “second-order” and the Lee and Mear (1999) methods were found to be in
good agreement for the prediction of the evolution of the porosity and the orientation angle of a void
with initially elliptical cross-section, misaligned with the principal loading directions, when the porous
medium is subjected to uniaxial tension or compression loading. In addition, the principal axes of
the void evolved with a tendency to align themselves with the principal loading directions, which
is intuitively expected, at least for the loadings considered here. In this connection, the “second-
order” model was found to predict both qualitatively and quantitatively the evolution of the axes of
anisotropy (or equivalently the principal axes of the voids) for tensile and compressive loadings.
Next, the “second-order” estimates were compared with corresponding results obtained by the
finite-element and the “variational” method. The improvement of the “second-order” method over
the “variational” method was dramatic at higher stress triaxialities. For instance, at a stress triaxiality
XΣ = 5 (biaxial tension) the “second-order” method and the finite element results predict that the
porosity can increase up to hundred times the initial porosity at a strain of ∼ 2.5%, whereas the
corresponding “variational” estimate delivers an increase in the porosity that is negligible at this
strain. On the other hand, for a stress triaxiality XΣ = −5 (biaxial compression), the porosity
approaches the zero value at a strain of ∼ 15% as determined by the “variational” method, in
contrast to the corresponding “second-order” and finite element estimates that predict zero porosity
at a strain value of ∼ 2.5%. A second remark in the context of this set of results is associated with
the evolution of the shape of the voids (or the evolution of the in-plane aspect ratio). In this case, it
has been found that the evolution of the aspect ratio is expected to affect significantly the effective
behavior of the porous material at low stress triaxialities, since for such loadings the void evolves
rapidly in a crack shape. For this case of low stress triaxialities, the “second-order” model has been
found to provide fairly accurate estimates for the evolution of the aspect ratio when compared with
finite element results for all the range of the nonlinearities considered.
On the other hand, at high stress triaxialities and nonlinearities, the “second-order” method has
been shown to be in disagreement with the corresponding finite element results for the evolution of the
aspect ratio. In this particular case, the finite element results confirm the observation made initially
by Budiansky et al. (1982), and later by Fleck and Hutchinson (1986) and Lee and Mear (1992b,1999)
in the context of dilute porous media, where it was found that the void elongates in a direction that
is transverse to the maximum macroscopic principal stretching at sufficiently high triaxialities and
nonlinearities. This counterintuitive result however, was found to have a minor effect on the overall
response of the porous medium. The reason for this lies in the fact that at high stress triaxialities the
evolution of porosity controls the effective behavior of the porous medium. Consequently, the “second-
order” method, which predicts accurately the evolution of porosity at high stress triaxialities, is also
capable of predicting with remarkable accuracy the macroscopic strain-rates and thus the effective
response of the porous medium.
In the sequel, the “second-order” method has been compared with corresponding finite element
results and “variational” estimates in the case of simple shear loading conditions. The main result in
the context of this case, is that both the “second-order” and the “variational” methods predict with
sufficient accuracy the evolution of the orientation angle of the elliptical void during the deformation
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process, when compared with corresponding finite element results. Furthermore, the “second-order”
estimates for the macroscopic stress tensor have been found to be in very good agreement with the
corresponding finite element predictions for all the nonlinearities considered. It is worth noting that
— to the best knowledge of the author — the “second-order” and the “variational” methods are the
only available methods in the literature, apart from numerical techniques (such as the finite element
or FFT methods), to be able to provide estimates for non-dilute porous media consisting of cylindrical
voids with elliptical cross-section, that are subjected to general plane-strain loading conditions.
Finally, the “second-order” model has been used to predict possible development of instabilities in
porous media with an ideally-plastic matrix phase. The “variational” method and the Gurson criterion
have also been used for comparison. The main observation in the context of this section was that the
porosity and the aspect ratio of the void may have opposite effects on the macroscopic behavior of
the porous material and as a consequence they lead to possible development of instabilities. However,
at large strain-rate or stress triaxialities the evolution of the porosity dominates over the the change
of the aspect ratio and hence instability is unlikely to occur. Furthermore, the “second-order” and
the “variational” methods were shown to have similar qualitative behavior as far as the prediction
of instabilities is concerned. However, the “second-order” method has been shown to predict more
accurately the evolution of the porosity and the aspect ratio in the case of finite nonlinearities and thus
is expected to deliver more accurate results than the “variational” method in the case of porous media
with an ideally-plastic matrix phase, particularly for the prediction of shear localization instabilities.
On the contrary, the Gurson model does not involve any information on the shape of the voids and
thus was incapable of predicting unstable behaviors except in the case of purely isochoric loadings
(XΣ = 0) where it delivers zero hardening during the deformation process. However, even in this
case, the Gurson model is expected to be highly inaccurate, since for isochoric loadings the change
in the shape of the void is significant.
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Chapter 6
Instantaneous behavior: spherical and
ellipsoidal voids
This chapter deals with the instantaneous effective behavior of porous materials consisting of ellip-
soidal voids distributed randomly in the specimen. First, the study will be focused on isotropic porous
materials made out of spherical voids. The “second-order” estimates (SOM) of Ponte Castan˜eda
(2002a), discussed in section 2.6, will be compared with corresponding results obtained by the “vari-
ational” method (V AR) of Ponte Castan˜eda (1991), discussed in section 2.5, the Lee and Mear
(1992c) method for dilute porous media methods, the high-rank sequential laminates (LAM) and
the Leblond et al. (1994) (LPS) model – as well as the Flandi and Leblond, (2005) (FL) – for a
wide range of nonlinearities and loadings (see chapter 3 for these last models). In the sequel, we will
consider anisotropic porous materials consisting of ellipsoidal voids initially aligned with the loading
directions. A thorough study of the effect of the pore shape on the effective behavior of the porous
material will be attempted. Finally, this chapter will be concluded with corresponding estimates
for the effective behavior of anisotropic porous media whose microstructure is misaligned with the
loading directions.
6.1 General expressions
In this section, we provide expressions as explicit as possible for the computation of the effective stress
potential as determined by the “variational” method, described in section (2.5) and the “second-order”
method, described in section (2.6).
6.1.1 “Variational” method
In this subsection, we recall the main expressions for the estimation of the effective stress potential
U˜var as presented in section (2.5). Thus, it follows from equation (2.150)
U˜var(σ) = (1− f) ε˙o σo
n+ 1
(
σˆeq
σo
)n+1
= (1− f) ε˙o σo
n+ 1
[
3σ · M̂σ
(1− f)σ2o
]n+1
2
, (6.1)
where f is the porosity, n is the nonlinear exponent of the matrix phase taking values between 1
(linear) and ∞ (ideally-plastic), while ε˙o and σo denote a reference strain-rate and the flow stress
170 Instantaneous behavior: spherical and ellipsoidal voids
of the matrix phase, respectively. The tensor M̂ is related to the effective compliance tensor M˜ by
(2.143), such that
M̂ = µ M˜, M˜ =M+
f
1− f Q
−1 =
1
µ
(
1
2
K+
f
1− f Q̂
−1
)
. (6.2)
Here, the effective compliance tensors M˜ and Q are homogeneous of degree −1 and 1 in the moduli
µ, respectively, and hence M̂ and Q̂ are independent of µ (see Appendix IV of chapter 2). The
microstructural fourth-order tensor Q (or Q̂) has been defined in relation (2.59) and its calculation
is detailed in Appendix I of chapter 2.
Next, the corresponding macroscopic strain-rate D is given by (see (2.153))
D = M˜(µ)σ =
1
µ
M̂σ =
√
3 ε˙o
(
3σ · M̂σ
(1− f)σ2o
)n
2 M̂σ√
σ · M̂σ
. (6.3)
In order to complete the study of the “variational” method, it is necessary to provide estimates for
the phase average fields in the nonlinear composite. These estimates have been presented in section
2.5 and are presented here for completeness:
D
(2)
=
1
µ (1− f) Q̂
−1
σ, Ω
(2)
= Ω +
1
µ
ΠLQ̂
−1
σ. (6.4)
In all the above expressions, use has been made of the homogeneity of the fourth order tensors M,
L, Q and Π on µ (see Appendix IV of chapter 2 for details). In turn, the second-order tensor
Ω is the macroscopic spin tensor and is applied externally to the material. On the other hand,
the incompressibility limit κ → ∞ needs to be considered before evaluating numerically the term
ΠL. Similar to the two-dimensional case discussed in the previous two chapters, the methodology of
computing this limit is described in Appendix I of chapter 2.
Porous media with an ideally-plastic matrix phase. For the special case of ideally-plastic
media (n→∞), the yield criterion is given in terms of the effective yield function Φ˜var ( see (2.232)),
such that
Φ˜var(σ; sα) =
√
3σ · M̂σ
1− f − σo = 0, (6.5)
where the tensor M̂ is given by (6.2). The macroscopic strain-rate D becomes
D = Λ˙
√
3
1− f
M̂σ√
σ · M̂σ
, (6.6)
where Λ˙ is the plastic multiplier and needs to be determined by the consistency condition ˙˜Φvar. A
detailed discussion on the evaluation of Λ˙ has been provided in sections 2.8.1 and 2.8.3 and is not
repeated here. On the other hand, the phase average fields are given by relation (4.9), with µ given
in terms of Λ˙ by (2.257), recalled here to be
1
µ
=
3 Λ˙
(1− f)σo . (6.7)
The above expressions conclude the determination of the effective behavior, as well as of the phase
average fields of the porous medium in the context of the “variational” method.
Instantaneous behavior: spherical and ellipsoidal voids 171
6.1.2 “Second-order” method
Expressions as explicit as possible for the computation of the effective stress potential U˜som, defined
in the context of the “second-order” method by relation (2.183) are provided in this subsection. For
convenience we recall this result here, which reads
U˜som(σ) = (1− f)
[
ε˙o σo
1 + n
(
σˆeq
σo
)n+1
− ε˙o
(
σˇeq
σo
)n (
σˆ|| − σeq(1− f)
)]
. (6.8)
In this last expression, σeq is applied externally in the problem, while the determination of σˇeq
has been extensively discussed in subsection 2.6.2 and is recalled for completeness in the following
paragraphs. In turn, the stress measures σˆ|| and σˆeq have been defined in relations (2.174) (or (2.180))
and (2.175), respectively. For the determination of these variables, it is necessary to compute the
two partial derivatives ∂U˜L/∂(2λ)−1 and ∂U˜L/∂(2µ)−1, where U˜L is the effective stress potential in
the linear comparison composite (LCC) defined by relation (2.170), and λ and µ are the moduli of
the compliance tensor M, defined in relation (2.167). Making use of these definitions, it is possible
to write
σˆ|| = σˇeq +
√
σˇ2eq +
σ2eq
1− f −
2 σˇeq σeq
1− f −
3 f
(1− f)2 σQ
−1 ∂Q
∂λ−1
Q−1 σ, (6.9)
and
σˆ⊥ =
√
− 3 f
(1− f)2 σQ
−1 ∂Q
∂µ−1
Q−1 σ, (6.10)
with
σˆeq =
√
σˆ2|| + σˆ
2
⊥. (6.11)
In the previous two expressions, Q is a microstructural tensor defined by relation (2.59). In
general, this tensor involves the computation of surface (double) integrals and cannot be written in
analytical form. For some special cases, though, it is possible to solve the integrals (see Mura, 1987;
Ponte Castan˜eda and Zaidman, 1994), but explicit expressions will not be supplied here since they
correspond only to some very special cases, such as the one that the matrix phase in the LCC is
isotropic and the voids are spherical or spheroidal in shape. On the contrary, in the context of the
“second-order” method the matrix phase in the LCC is anisotropic, which has as a consequence the
non-analyticity of the integrals. Even so, the above expressions can be easily evaluated numerically
with sufficient accuracy. In addition, the aforementioned expressions require a prescription for the
reference stress tensor σˇ. The determination of σˇ has been extensively discussed in subsection (2.6.2),
whereas the definition of σˇ is given for completeness
σˇ = ξ
(
XΣ,S, sa, n
)
σ ′, (6.12)
where S = σ ′/σeq, sa = {f, w1, w2, n(1), n(2), n(3) = n(1) ×n(2)} denotes the set of the microstruc-
tural variables, n is the nonlinear exponent of the matrix phase, and
ξ
(
XΣ,S
)
=
1− t f
1− f + αm(S) |XΣ|
(
exp
[
−αeq(S)|XΣ|
]
+ β
X4Σ
1 +X4Σ
)
, (6.13)
is a suitably chosen interpolation function. The coefficients t and β are detailed in Appendix III of
chapter 2. On the other hand, the factors αm and αeq are, in general, functions of the microstructural
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variables sa, the nonlinearity n of the matrix, the stress tensor S, but not of the stress triaxiality
XΣ . The determination of these factors has been discussed in detail in subsection (2.6.2) and is not
repeated here.
In turn, the macroscopic strain-rate D is given by (2.186)), and is recalled here to be
Dij = (DL)ij + (1− f) gmn ∂σˇmn
∂σij
. (6.14)
Here, DL is the macroscopic strain-rate in the LCC given by (2.118) and (2.124), such that
DL = M˜σ + η˜, η˜ = η, (6.15)
whereas the second-order tensor g reads as
gij =
(
1
2λ
− 1
2λt
)(
σˆ|| − σeq(1− f)
)
σˇij
σˇeq
+
f
2(1− f)2 σkl Tklmnij σmn, (6.16)
with
Tklmnij =
∂ [Q(σˇ)]−1klmn
∂σˇij
∣∣∣∣∣
λ, µ
, (6.17)
and
λt =
σo
3n ε˙o
(
σˇeq
σo
)1−n
. (6.18)
Next, the phase average fields in the vacuous phase, i.e., the average strain-rate D
(2)
and spin
Ω
(2)
, are recalled. In particular, D
(2)
has been defined by (2.219)
D
(2)
=
1
f
Dm I +
1
(1− f)µKQ̂(k)
−1 σ + η, (6.19)
where Q is given by (2.59) (see details in Appendix I of chapter 2), K denotes the fourth-order
shear projection tensor defined by (2.140), while use has been made of the fact that η is a deviatoric
second-order tensor, such that Kη = η.
On the other hand, Ω
(2)
has been given by (2.220), such that
Ω
(2)
= Ω +
1
µ
ΠLQ̂(k)−1 σ, (6.20)
where Π is given by relation (2.60). Note that, similar to the “variational” method, the incom-
pressibility limit κ → ∞ needs to be considered before evaluating numerically the term ΠL. The
methodology of computing this limit is described in Appendix I of this chapter.
Porous media with an ideally-plastic matrix phase. For the special case of ideally-plastic
media (n → ∞), the yield criterion is written in terms of the effective yield function Φ˜som (see
(2.266)), such that
Φ˜som(σ; σˇ sα) = σˆeq − σo = 0, (6.21)
where σˆeq is given by (6.11), while the equation (4.19) for the anisotropy ratio k reduces to
(1− k) σˆ|| − σˇeq = 0, (6.22)
in the ideally-plastic limit. The reference stress tensor σˇ is given by the expression (6.12), while the
computation of the factors αm and αeq are detailed in subsection (2.8.2).
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Then, the macroscopic strain-rate D is given in terms of the plastic multiplier Λ˙ by
D = Λ˙
∂σˆeq
∂σ
. (6.23)
The determination of Λ˙ has been provided in sections (2.8.2) and 2.8.3 and is not repeated here. In
turn, the phase average fields are given by relation (6.19) and (6.20), with µ expressed in terms of Λ˙
by (see (2.275))
1
µ
=
3 Λ˙
(1− f)σo . (6.24)
The above expressions are used to describe the instantaneous effective behavior of porous me-
dia consisting of general ellipsoidal microstructures subjected to general loading conditions. In the
following sections, we will make use of the aforementioned expressions to obtain estimates for the
instantaneous effective behavior of porous media consisting of cylindrical voids that are subjected to
plane-strain loading conditions.
6.2 Dilute estimates for transversely isotropic porous media
Results characterizing the behavior of dilute porous materials consisting of isolated spherical or
spheroidal voids subjected to axisymmetric loading conditions are discussed in this section. In par-
ticular, the “second-order” (SOM) and the “variational” (V AR) methods are compared with corre-
sponding results obtained by the work of Lee and Mear (1992c) (LM), which have been discussed
briefly in chapter 3 (see subsection 3.2.4). It is important to note here that the SOM and V AR
results are obtained numerically for a porosity fo = 10−6. Next, we define the loading considered in
this section in terms of the remote non-zero components of the stress tensor:
σ11 = σ22 = T, σ33 = S. (6.25)
Then, the stress triaxiality is defined in terms of S and T by
XΣ =
S + 2T
3 |S − T | =
S
|S|
1 + 2T/S
3 |1− T/S| . (6.26)
In the figures to follow, we use the ratio T/S as the loading parameter in the problem. The values used
are T/S = 0, 0.2, 0.4, 0.6, 0.7, which correspond to stress triaxiality XΣ = ± 1/3, 0.583, 1, 1.833, 2.667,
respectively. Obviously, the sign of the XΣ depends on the sign of the normalized quantity S/|S|.
To begin with, Fig. 6.1 shows results for the dilatation rate Psph and the deviatoric part of the
axial strain-rate Qsph as a function of the stress triaxiality XΣ and the nonlinearity n = 1, 3, 5, 10.
The quantities Psph and Qsph have been detailed in relations (3.42) and (3.43), respectively. Partic-
ularly in Fig. 6.1a, we observe that the SOM is in good agreement with the LM results for all the
nonlinearities and triaxialities considered here, although the LM results are found to underestimate
the dilatation rate at high nonlinearities. This is in accordance with the results of section 4.2 for
cylindrical microstructures. A possible reason for this underestimation of the hydrostatic and devia-
toric part of D has been discussed in remark 4.2.1. More specifically, these methods are based on a
dilute expansion of the effective stress potential, as well as on the construction of a stream function
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Figure 6.1: Homogenization (SOM and V AR) and numerical estimates (LM) for (a) Psph, which is related
to the hydrostatic part of the strain-rate and (b) Qsph, which is related to the deviatoric part of the strain-
rate, are shown for a porous medium consisting of dilute concentration of spherical voids (fo = 10
−6 for SOM
and V AR) with matrix phase described by exponents n = 1, 3, 5, 10 as a function of the stress triaxiality XΣ.
to approximate the actual velocity field around the pore surface by making use of the Rayleigh-Ritz
method. A first point to be made is related to the fact that the range of validity of this dilute ex-
pansion diminishes to zero for purely hydrostatic loading and high nonlinearities close to the ideally
plastic limit (see subsection 3.2.5). In addition, this result is consistent with the observations made
by Huang (1991b), who showed that a large number of terms in the representation of the stream
function needs to be considered for convergence at high nonlinearities and stress triaxialities.
In contrast, the V AR method underestimates significantly the dilatation rate Psph, partially due
to the fact that it fails to recover the analytical shell result in hydrostatic loading, as well as the
fact that for hydrostatic loadings the V AR estimate does not have a linear correction in the porosity
f in the dilute limit. This last observation has been extensively discussed in subsection 3.2.5. In
turn, Fig. 6.1b shows corresponding results for the deviatoric part of the axial strain-rate Qsph. The
agreement of the SOM and the LM results is good for all nonlinearities and triaxialities considered
here, whereas the V AR method completely fails to follow the rate of change of Qsph with increasing
stress triaxiality. Obviously, all the curves coincide in the linear case, i.e., n = 1. This indicates
that with increasing nonlinearity the determination of the behavior of dilute porous media becomes
very sensitive on the stress triaxiality, and therein lies the difficulty in obtaining numerically accurate
results with the stream function technique, as discussed by Huang et al. (1991b).
Having discussed the behavior of dilute isotropic porous media, we extend this study to dilute
porous media consisting of spheroidal voids with prolate or oblate shapes subjected to axisymmetric
loading conditions aligned with the pore symmetry axis. In particular, Fig. 6.2 and Fig. 6.3 show
results for the normalized ratio of the dilatation rate P/Psph and the deviatoric axial strain-rate
Q/Qsph as a function of the aspect ratio w of the spheroidal voids, whereas the nonlinearity of the
matrix is n = 10. Note that in this case, V AR estimates are not included, since they have already been
found to be too stiff for isotropic porous materials and, thus, the comparison of the aforementioned
ratios is not meaningful.
More specifically, Fig. 6.2 shows results for P/Psph and Q/Qsph for porous media consisting of
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Figure 6.2: Homogenization (SOM and V AR) and numerical estimates (LM) for (a) P/Psph, which is
related to the hydrostatic part of the strain-rate and (b) Q/Qsph, which is related to the deviatoric part of
the axial strain-rate D
′
33, are shown for a porous medium consisting of dilute concentration of prolate voids
(fo = 10
−6 for SOM and V AR). The matrix phase is described by an exponent n = 10. The results are
plotted as a function of the aspect ratio w of the spheroidal voids for axisymmetric tensile loadings with stress
ratio T/S = 0, 0.2, 0.4, 0.6, 0.7. For clarity between the Q/Qsph curves, the ratios T/S = 0, 0.4, 0.7 are not
included.
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Figure 6.3: Homogenization (SOM and V AR) and numerical estimates (LM) for (a) P/Psph, which is
related to the hydrostatic part of the strain-rate and (b) Q/Qsph, which is related to the deviatoric part of
the axial strain-rate D
′
33, are shown for a porous medium consisting of dilute concentration of oblate voids
(fo = 10
−6 for SOM and V AR). The matrix phase is described by an exponent n = 10. The results are
plotted as a function of the aspect ratio 1/w of the spheroidal voids for axisymmetric tensile loadings with
stress ratio T/S = 0, 0.2, 0.4, 0.6, 0.7. For clarity between the Q/Qsph curves, the ratios T/S = 0, 0.4, 0.7 are
not included.
prolate voids subjected to axisymmetric loading conditions with stress ratios T/S = 0, 0.2, 0.4, 0.6, 0.7
as a function of the aspect ratio w of the spheroidal voids. The main observation in the context of this
figure, is that the SOM is in good agreement with the LM results for all the stress triaxialities and
aspect ratios shown here. In Fig. 6.2a, the SOM estimates for P/Psph is in excellent agreement with
the corresponding LM results, particularly at low and moderate triaxialities, i.e., T/S = 0, 0.2, 0.4. In
contrast, for higher stress triaxialities (T/S = 0.6, 0.7), the SOM is found to underestimate slightly
the ratio P/Psph, when compared with the LM results. However, this does not mean that the SOM
underestimates the value P , since we have already seen in Fig. 6.1, that the LM delivers a much
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lower value for Psph at high triaxialities.
In turn, Fig. 6.2b shows results for Q/Qsph, where the SOM is found to be in excellent agreement
with the LM results for all stress triaxialities T/S and aspect ratios w shown. For clarity of the
curves, the values T/S = 0.2, 0.6 have not been included. It is also important to emphasize that
in Fig. 6.2b, we observe a clear trend in the Q/Qsph curves, in that the corresponding estimates
for T/S = 0 lie higher than the corresponding results for T/S = 0.4 and lower that the ones for
T/S = 0.7. This is an effect observed at high nonlinearities, which certainly is not met in the linear
case, which is not included here‡. This last observation suggests that the SOM is able to capture
adequately very strong nonlinear effects as the one discussed previously.
This section is concluded with corresponding results for dilute porous media with oblate spheroidal
voids. Fig. 6.3 shows results for the dilatation rate P/Psph and the deviatoric axial strain-rate
Q/Qsph as a function of the aspect ratio of the oblate void 1/w. The porous medium is subjected
to axisymmetric loading conditions with stress ratio T/S = 0, 0.2, 0.4, 0.6, 0.7, whose matrix phase is
described by a nonlinear exponent n = 10. The main observation in the context of this figure is that
the SOM is in relatively good agreement with the LM predictions, particularly for low and moderate
stress triaxialities. In Fig. 6.3a, we observe that as the stress triaxiality increases the rate of change of
the dilatation rate P/Psph decreases. The SOM is seen to overestimate the value of P/Psph at high
triaxialities and high aspect ratios. This may be due to the prescription of the reference stress tensor
involved in the SOM method, as described in subsection 2.6.2, which is related with the evaluation of
the hydrostatic behavior of a porous medium consisting of spheroidal (or more generally ellipsoidal)
voids with arbitrary aspect ratio w. Indeed this prescription is approximate and in general it could
lead to “conservative” estimates for the estimation of the dilatation rate at high stress triaxialities.
On the other hand, Fig. 6.3b shows corresponding estimates for the deviatoric axial strain-rate
Q/Qsph as a function of the aspect ratio 1/w for stress ratios T/S = 0, 0.4, 0.7. The values T/S =
0.2, 0.6 are not included for clarity of the rest of the curves. Similarly to the curves for P/Psph, the
SOM estimates for Q/Qsph are in very good agreement for low and moderate triaxialities T/S =
0, 0.4, while the overestimate the rate of change of Q/Qsph at higher ones. Note, however, the trend
observed in the context of this figure, where the curve for T/S = 0 lies lower than the one for
T/S = 0.4 and higher than the corresponding curve for T/S = 0.7. This trend is an effect of the high
nonlinearity considered here (n = 10), and has already been observed for prolate voids.
In a nutshell, the SOM is found to improve significantly on the V AR method by being in good
agreement with the LM results for all the nonlinearities and stress triaxialities considered here.
6.3 Isotropic porous media under isochoric loadings
For consistency with the two-dimensional results presented in chapter 4, we present results on the
effective behavior of isotropic porous media subjected to isochoric loading conditions. For complete-
ness, we consider two distinct values for the Lode angle θ = 0, pi/6, which is related to the third
invariant of the macroscopic stress tensor, as defined by (6.30)2. Results are obtained by making
‡The reader is referred in the original work of Lee and Mear (1992c) for details on the linear case.
Instantaneous behavior: spherical and ellipsoidal voids 177
use of the “second-order” method (SOM), the “variational” method (V AR) and the sequentially
laminated microstructures (LAM), discussed in section 3.4. In addition, the well-known Voigt bound
is also shown whenever applicable. At this point, it is important to note that, for isochoric loadings,
the reference stress tensor σˇ, discussed in subsection (2.6.2), reduces to σˇ = σ ′ (the prime denotes
the deviatoric part of a second-order tensor). Moreover, it is emphasized that by making use of the
homogeneity of the local potential (2.23) in σ, it follows that in the case of purely deviatoric loadings
the effective stress potential can be written as
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Figure 6.4: Estimates and exact results for isotropic porous materials subjected to isochoric axisymmetric
loadings (XΣ = 0 and θ = 0). Effective flow stress σ˜ curves normalized by the flow stress of the matrix σo
are shown, (a) as a function of the strain-rate sensitivity parameter m for porosity (f = 25%), and (b) as a
function of the porosity f in the case of an ideally-plastic matrix (m = 0).
U˜(σ) =
ε˙o σ˜o(θ)
n+ 1
(
σeq
σ˜o(θ)
)n+1
, (6.27)
where σ˜o is the effective flow stress of the composite and, in general, depends on the third invariant
of the macroscopic stress tensor, which is denoted here with the Lode angle θ, defined by (6.30)2.
More specifically, Fig. 6.4 presents results for the normalized effective flow stress σ˜o/σo (σo is
the flow stress of the matrix phase) as function of the strain-rate sensitivity parameter m and the
porosity f for an axisymmetric loading, i.e., for a Lode angle θ = 0. The main observation in the
context of this figure is that the SOM is in good agreement with the LAM results, and certainly
much better than the V AR estimates for all the porosities and nonlinearities considered. Obviously,
the Voigt bound is much stiffer and hence is much less accurate. Fig. 6.4a shows corresponding results
for σ˜o/σo as a function of the strain-rate sensitivity parameter m for a porosity f = 25%. In this
figure, the SOM improves on the V AR estimates by being in much better agreement with the LAM
results, even though it tends to be slightly softer than the rest of the methods. In turn, Fig. 6.4b
shows corresponding results for σ˜o/σo as a function of the porosity f for an ideally-plastic matrix
(m = 0). Here, we observe that both the SOM and the LAM estimates satisfy the V AR bound
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Figure 6.5: Estimates and exact results for isotropic porous materials subjected to isochoric in-plane shear
loadings (XΣ = 0 and θ = pi/6). Effective flow stress σ˜ curves normalized by the flow stress of the matrix σo
are shown, (a) as a function of the strain-rate sensitivity parameter m for porosity (f = 25%), and (b) as a
function of the porosity f in the case of an ideally-plastic matrix (m = 0).
in the entire range of the porosities. Note, however, that in this case all the methods — except
the Voigt bound — are in quite good agreement for the entire range of the porosities considered.
Nonetheless, it is remarked that all the methods — except the Voigt bound — are expected to be
sufficiently accurate in the entire range of nonlinearities and porosities when the material is subjected
to isochoric axisymmetric loading conditions.
For completeness, Fig. 6.5 shows corresponding results for the normalized effective flow stress
σ˜o/σo (σo is the flow stress of the matrix phase) as a function of the strain-rate sensitivity parameter
m and the porosity f for in-plane shear loading, i.e., for a Lode angle θ = pi/6. Note that, while
the SOM and the LAM depend on all the three invariants of the macroscopic stress tensor, the
V AR method depends only on the first two invariants, i.e., on the mean Σm and the equivalent
Σeq macroscopic stress tensor, and thus is independent of the Lode angle θ. By comparing the
corresponding results for axisymmetric loading, presented in Fig. 6.4 with the estimates for in-plane
shear in Fig. 6.5, we observe that, for isochoric loadings, both the SOM and the LAM estimates
depend only slightly on θ and hence the observations made in the previous figure for θ = 0 apply also
in this case of θ = pi/6.
Fig. 6.6 presents results for the average equivalent strain-rate in the void D
(2)
eq normalized by
the macroscopic equivalent strain-rate Deq as a function of the strain-rate sensitivity parameter m
(part (a)) and the porosity f (part (b)) for a Lode angle θ = 0 (axisymmetric shear loading). In
particular, in Fig. 6.6a, we observe that D
(2)
eq /Deq is not a strong function of the m for the given
porosity f = 25%. The corresponding SOM improves on the V AR by being in good agreement with
the LAM estimates for the entire range of the nonlinearities. In turn, the V AR estimate is found to
be independent of the nonlinearity m and thus underestimate the average strain-rate in the pores.
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Figure 6.6: Estimates and exact results for transversely, isotropic porous materials subjected to isochoric
axisymmetric loadings (XΣ = 0 and θ = 0). The average equivalent strain-rate in the void D
(2)
eq normalized by
the macroscopic equivalent strain-rate Deq is shown, (a) as a function of the strain-rate sensitivity parameter
m for porosity (f = 25%), and (b) as a function of the porosity f in the case of an ideally-plastic matrix
(m = 0).
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Figure 6.7: Estimates and exact results for transversely, isotropic porous materials subjected to isochoric in-
plane shear loadings (XΣ = 0 and θ = pi/6). The average equivalent strain-rate in the void D
(2)
eq normalized by
the macroscopic equivalent strain-rate Deq is shown, (a) as a function of the strain-rate sensitivity parameter
m for porosity (f = 25%), and (b) as a function of the porosity f in the case of an ideally-plastic matrix
(m = 0).
Looking now at Fig. 6.6b, it is evident that the SOM is in much better agreement with the LAM
than the corresponding V AR, particularly for low and moderate porosities (f . 0.2). It is further
remarked that the maximum difference between the SOM -LAM estimates and the V AR predictions
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is observed for m = 0.
Fig. 6.7 presents corresponding results for the normalized average equivalent strain-rate in the
void D
(2)
eq /Deq as a function of the strain-rate sensitivity parameter m (part (a)) and the porosity f
(part (b)) for a Lode angle θ = pi/6 (in-plane shear loading). More specifically, in part (a), the SOM
still remains in good agreement with the LAM estimates for the entire range of nonlinearities m,
in contrast with the V AR estimate, which shows no dependence on the nonlinearity. Note that the
V AR estimates do not depend on the Lode angle θ and hence they are identical to those presented in
Fig. 6.6. On the other hand, Fig. 6.7b shows corresponding results for D
(2)
eq /Deq as a function of the
porosity f for an ideally-plastic matrix. Here, it is interesting to observe that the SOM estimate is
found to increase significantly at sufficiently small porosities, whereas the LAM estimates deliver a
lower value for dilute concentrations. In this context, the V AR is found to underestimate significantly
the corresponding estimate for D
(2)
eq /Deq when compared with the SOM and the LAM method. Note
that the dependance of the SOM and the LAM methods on the third invariant of the macroscopic
stress tensor σ, or equivalently on the Lode angle θ is more evident in the plots for the D
(2)
eq /Deq.
In summary, the SOM method is found to improve on the earlier V AR method by being in
much better agreement with the LAM estimates for the determination of the effective behavior of
isotropic porous materials subjected to isochoric loading conditions. Moreover, the SOM and the
LAM estimates for the normalized effective flow stress σ˜o/σo of the porous material depend on all
three invariants of the macroscopic stress tensor σ, although only slightly on the third invariant,
denoted here with the Lode angle θ. In contrast, the V AR predictions depend only on the first two
invariants, i.e., on the mean Σm and equivalent Σeq macroscopic stress. In this connection, it is
interesting to remark that the corresponding SOM estimates for the average strain-rate in the void
exhibit a much stronger dependence on the Lode angle, particularly at dilute concentrations, whereas
the corresponding LAM estimates depend slightly on θ. In the next section, we will examine the
behavior of isotropic porous materials under general loading conditions.
6.4 Isotropic porous media under general loading conditions
This section presents results on the effective behavior and the macroscopic strain-rate fields of
isotropic, power-law, porous materials, delivered by the second-order method (SOM), when the
choice (2.202) for the reference stress tensor is made. The predictions of the model proposed in this
work are compared with corresponding results generated by high-rank sequential laminates (LAM)
described in section 3.4. For completeness, the SOM estimates are also compared with the earlier
variational bound (Ponte Castan˜eda, 1991) (V AR), the most recent Leblond-Perrin-Suquet (LPS)
model (Leblond et al., 1994; Flandi and Leblond, 2005), which reduces to the model of Gologanu et.
al. (1993) in the ideally-plastic limit, and the Gurson model (GUR) (1977) (for ideally-plastic media).
This comparison is particularly pertinent in view of the fact that it has been recently shown (Idiart,
2007) that power-law, porous, sequential laminates with isotropic microstructures reproduce exactly
the hydrostatic behavior of the composite-sphere assemblage, as described by expressions (2.196).
Instantaneous behavior: spherical and ellipsoidal voids 181
6.4.1 The gauge function for isotropic porous media
Before proceeding to the discussion of the results, it is necessary to recall the gauge function in
the three-dimensional isotropic case. The definition of the gauge function is given for a general
microstructure in (2.31). For isotropic porous media, the corresponding effective stress potential U˜
depends only on the three principal values of the stress tensor σ and the representation of the gauge
surface lies in the three-dimensional space defined by the three principal directions of σ. Note that
in the more general anisotropic case, the effective stress potential of the porous medium depends on
all of the six components of the stress tensor σ, and this case will be discussed later. Thus, from
(2.31), the gauge function is given by
Φ˜n(Σ; f) = Γn(Σ; f)− 1, (6.28)
where Γn is the gauge factor defined in (2.28), and is given by (2.151) for the “variational” method and
(2.184) for the “second-order” method, whereas Σ is an appropriately normalized stress tensor that
is homogeneous of degree zero in σ. Thus, the gauge function is a positively homogeneous function
of degree zero in the macroscopic stress σ, and is such that Φ˜n = 0 defines the corresponding gauge
surface defined by (2.29).
Using standard definitions for the stress measures, the normalized macroscopic stress tensor Σ is
written relative to its principal axes as
Σ = Σm I +Σeq S = diag{Σ1,Σ2,Σ3}. (6.29)
The stress quantities Σm = Σii/3 and Σeq are the normalized macroscopic mean and von Mises
equivalent stress, respectively, I is the identity tensor, S = Σ
′
/Σeq is a normalized stress tensor (see
also relation (2.166)) with Σ
′
denoting the stress deviator, while Σi with i = 1, 2, 3 denote the three
principal values of the normalized macroscopic stress tensor Σ. Making use of the previous notation,
it is pertinent to define the following stress invariants
XΣ =
Σm
Σeq
, cos(3θ) =
27
2
det(S). (6.30)
The first is the stress triaxiality, and the second is the Lode angle (see also Kachanov, 1971) in stress
space, which is related to the third invariant of the macroscopic stress tensor. The values θ = Npi/3
and θ = (2N + 1)pi/6, with N being a positive integer, correspond to axisymmetric and simple
shear loading conditions, respectively. Relation (6.30)2 may then be inverted so that, relative to its
principal axes, S is represented in terms of the Lode angle θ through
S =
2
3
diag
{
− cos
(
θ +
pi
3
)
,− cos
(
θ − pi
3
)
, cos (θ)
}
. (6.31)
Thus, the applied normalized stress tensor Σ is defined in terms of the three stress invariants, Σm,
Σeq and θ. Overall isotropy of the material implies then that Φn in relation (6.28) can be expediently
written as
Φ˜n(Σ) = φn(Σ1,Σ2,Σ3) = φ̂n(Σm,Σeq, θ), (6.32)
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where φn is a symmetric function of its arguments. At this point, it is also important to mention
that as a consequence of definition (2.23) for the matrix phase, the overall response of the porous
material is insensitive to the sign of Σ. This condition may be expressed as Φ˜n(Σ) = Φ˜n(−Σ).
Based now on definition (6.32), it is convenient to define two cross-sections of the gauge surface
in order to study in detail the effective response of the porous material. One cross-section of the
gauge surface may be defined by considering θ = const. This cross-section lies on a plane which is
described by the Cartesian coordinates Σeq and Σm, which is also known as the meridional plane.
In turn, an alternative cross-section of the gauge surface may be considered on a plane defined by
a constant hydrostatic pressure, i.e. Σm = const. This projection is equivalent to the standard
deviatoric Π−plane (or else octahedral plane) in the theory of plasticity. The polar coordinates on
this plane are r =
√
2/3Σeq and the Lode angle θ, respectively. For convenience, in-plane Cartesian
coordinates may also be defined (Lubliner, (1990)) by using definitions (6.29) and (6.31), such that
x =
2Σ3 − Σ1 − Σ2√
6
=
√
2
3
Σeq cos(θ) (6.33)
and
y =
Σ1 − Σ2√
2
=
√
2
3
Σeq sin(θ). (6.34)
On the other hand, the macroscopic strain-rate and strain-rate triaxiality measures recalled here
to be
E =
D
ε˙o (Γn(σ; f)/σo)
n =
∂Γn(σ; f)
∂σ
, XE =
Em
Eeq
, (6.35)
where the normalized, mean strain-rate is defined as, Em = Eii/3, whereas Eeq denotes the von Mises
equivalent part of the normalized strain-rate, defined in terms of the deviatoric strain-rate tensor E ′
as Eeq =
√
2
3 E
′ ·E ′.
In summary, the previous definitions allow us to study in an efficient and complete manner the
effective response of isotropic porous media subjected to general loading conditions.
6.4.2 Gauge surfaces for isotropic porous media
Before proceeding to the discussion of the results, it is useful to introduce first the material and loading
parameters used in the plots that follow. The present study is focused on high nonlinearities such as
m = 0.1 and m = 0 (i.e., ideally-plastic materials) and small to moderate porosities, f = 1, 5, 10%.
Results for porosity levels below 1% — relevant to ductile fracture — have not been included in the
present section due to difficulties encountered in the numerical computation of the LAM values. In
contrast, it is emphasized that SOM estimates have been obtained for small and dilute porosities
and have already been reported in the section 6.2. It is noted, however, that the conclusions drawn
below are expected to remain valid at those porosity levels.
As already discussed in the previous section, the SOM and the LAM models depend on all the
three invariants of the macroscopic stress tensor (i.e., on Σm, Σeq and θ) introduced in relations
(6.30) and (6.32). For completeness, gauge curves are shown for three representative values of the
Lode angle, θ = 0, pi/4, pi/2. The value θ = 0 is associated with an axisymmetric shear loading. In
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turn, the value θ = pi/2 denotes a simple shear loading condition, whereas θ = pi/4 corresponds to a
combination of axisymmetric and simple shear loading. It is emphasized that the rest of the models
(V AR, LPS and GUR) depend only on the first two invariants, i.e., on Σm and Σeq.
Fig. 6.8 shows effective gauge curves in the Σm − Σeq plane (or meridional plane) for a fixed
nonlinearity m = 0.1. In Fig. 6.8a the various models are compared for axisymmetric loadings
(θ = 0) and a typical porosity f = 5%. The main result in the context of this figure is that the SOM
estimates are in very good agreement with the LAM predictions for the entire range of the stress
triaxialities (XΣ ∈ (−∞,∞)), while both models recover the exact effective response of a hollow
shell subjected to pure hydrostatic loading, described by relation (2.195) and (2.196). The fact that
the LAM results should agree exactly with the hydrostatic behavior of CSAs in the limit of infinite
rank has been shown rigorously in (Idiart, 2007). Furthermore, the SOM improves “significantly”
on the earlier V AR estimate, which in spite of being in good agreement with the LAM results at low
triaxialities, it is found to be too stiff at high triaxialities. Indeed, for the given porosity f = 5%,
the V AR method predicts that the effective response of the porous material is almost 50% stiffer
than the exact shell result, when subjected to pure hydrostatic loading. It can be easily verified
by comparing relations (2.196) and (2.197), that the V AR estimate deviates significantly from the
analytical shell result for small porosities. On the other hand, the LPS model, even though exact
in the hydrostatic loading, it deviates from the LAM results for moderate to high triaxialities (i.e.,
approximately 1 ≤ XΣ ≤ 10 ). In contrast, the LPS model coincides — by construction — with the
V AR bound for isochoric loadings (XΣ = 0).
Figs. 6.8b, 6.8c, 6.8d, show gauge curves for three different Lode angles, θ = 0, pi/4, pi/2, and
porosities, f = 1, 5, 10%. With these graphs, we verify the very good correlation between the SOM
and the LAM estimates for the whole range of stress triaxialities, porosities and Lode angles shown
here. Furthermore, it is interesting to note that for θ = 0 and θ = pi/4, the predicted gauge curves of
both the SOM and the LAM are found to be slightly “asymmetric” about the Σeq-axis, in contrast
with the case of θ = pi/2, where the SOM and the LAM curves are completely symmetric. This
“asymmetry” is a direct consequence of the coupling between the three invariants (i.e., Σm, Σeq, θ)
in the expression for the gauge function introduced in relation (6.32). While the SOM and the LAM
curves exhibit this particularly interesting behavior, the V AR and the LPS model show a lack of
this asymmetric effect about the Σeq-axis. This is a direct consequence of the fact that the V AR and
the LPS models involve no dependence on the third invariant of the macroscopic stress tensor, and
thus they cannot capture this effect, which, as will be seen later, can become non negligible at high
stress triaxialities.
More specifically, in the case of axisymmetric loading (θ = 0) (see Fig. 6.8b), the SOM and the
LAM estimates are found to be slightly stiffer in the negative pressure regime (Σm < 0), while the
converse is observed when θ = pi/4 (see Fig. 6.8c), i.e., the porous material is stiffer in the positive
pressure regime (Σm > 0). On the other hand, for θ = pi/2 (see Fig. 6.8d), the corresponding gauge
curves are completely symmetric about the Σeq-axis. This can be explained by noting that in the case
of θ = pi/2, the term det(Σ
′
/Σeq) = 0, which has the implication that the gauge function becomes
an even function of the mean macroscopic stress, and therefore is independent of the sign of Σm. In
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Figure 6.8: Gauge surfaces (on the Σm − Σeq plane) for isotropic, porous materials as predicted by the
SOM , the high-rank sequential laminates LAM , the V AR and the recently updated Leblond-Perrin-Suquet
(1994) (LPS) model by Flandi and Leblond (2005) as a function of the porosity and the Lode angle θ (θ is
directly related to the third invariant of the macroscopic stress tensor Σ). The strain-rate sensitivity of the
matrix phase is m = 0.1. (a) shows gauge surfaces as predicted by the aforementioned models for a porosity
f = 5% and Lode angle θ = 0 (axisymmetric loading). The rest of the graphs show gauge surfaces for several
porosities f = 1, 5, 10% and (b) θ = 0, (c) θ = pi/4 (combination of in-plane shear and axisymmetric loading),
and (d) θ = pi/2 (in-plane shear–pressure loading) as predicted by the SOM and the exact LAM results.
contrast, for θ = 0 and θ = pi/4, the term det(Σ
′
/Σeq) is not zero and hence the gauge function is
not an even function of Σm. In addition, it is important to remark that the observed asymmetry of
the SOM and the LAM gauge curves about the Σeq-axis is more pronounced at moderate porosities
(f = 10%) than small ones (f = 1%), as can be seen in Figs. 6.8b, 6.8c, 6.8d.
The special case of porous materials with an ideally-plastic matrix phase is studied next. Specif-
ically, gauge (or yield) surfaces (m = 0) are shown in Fig. 6.9 for a fixed porosity f = 5% and
θ = 0, pi/2. Here, the GUR model is also included, whereas LAM estimates are not available for
this case due to numerical difficulties. The main observation in the context of this figure is that
even though all but the V AR estimate recover the analytical hydrostatic point, the SOM exhibits
a softer behavior than the LPS and the GUR models at moderate and high stress triaxialities. In
addition, similar to Fig. 6.8, an interesting effect of the presence of the third invariant is the asym-
metry of the gauge curve predicted by the SOM about the Σeq-axis, in the case of θ = 0, as shown
in Fig. 6.9a. In this case, the SOM estimates are found to be slightly stiffer in the negative pressure
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Figure 6.9: Gauge surfaces (on the Σm−Σeq plane) for isotropic, porous materials as predicted by the SOM ,
the V AR, the Gurson model (GUR) and the recently updated Leblond-Perrin-Suquet (1994) (LPS) model
by Flandi and Leblond (2005) as a function of the porosity and the Lode angle θ( θ is directly related to the
third invariant of the macroscopic stress tensor Σ). The matrix phase exhibits an ideally-plastic behavior
m = 0. The graphs show gauge surfaces for porosity f = 5% and (a) θ = 0, (b) θ = pi/2 as predicted by the
aforementioned models.
regime (Σm < 0) than in the positive pressure regime (Σm > 0). On the contrary, for θ = pi/2,
the corresponding gauge curve is symmetric about the Σeq-axis, since in this case det(Σ
′
/Σeq) = 0.
Furthermore, it is emphasized that the GUR model violates, as already anticipated, the V AR bound
at low triaxialities. To amend this drawback of the GUR model at low triaxialities, the LPS model
was constructed such that it recovers the V AR bound for isochoric loadings (i.e., XΣ = 0), while it
lies very close to the GUR model for moderate and high triaxialities.
-2 -1 0 1 2
0
0.2
0.4
0.6
0.8
1
SOM
LAM
n=5
m
Σ
eqΣ
n=2
n = ∞
θ =0,  f=5%
-2 -1 0 1 2
0
0.2
0.4
0.6
0.8
1
SOM
LAM
n=5
m
Σ
eqΣ
n=2
n = ∞
θ =ð / 2,  f=5%
(a) (b)
Figure 6.10: Gauge surfaces (on the Σm−Σeq plane) for isotropic, porous materials as predicted by the SOM
and the high-rank sequential laminates LAM as a function of the nonlinear exponent and the Lode angle θ
(θ is directly related to the third invariant of the macroscopic stress tensor Σ). The porosity takes the typical
value f = 5%. In particular, this figure shows gauge surfaces as predicted by the aforementioned models
for nonlinear exponents n = 2, 5,∞% and Lode angle (a) θ = 0 and (b) θ = pi/2 (in-plane shear–pressure
loading).
For completeness, Fig. 6.10 shows SOM and LAM gauge surfaces for nonlinear exponents n =
2, 5,∞ and a typical porosity f = 5%. Part (a) of this figure corresponds to Lode angle θ = 0 and
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part (b) to θ = pi/2. The main observation in the context of this figure is that both SOM and LAM
gauge surfaces are functions of the nonlinear exponent, as already expected, while the dependence
on n becomes somewhat stronger at higher stress triaxialities. In addition, it is observed that the
effect of the third invariant of the macroscopic stress tensor on the effective response of the porous
medium, indicated by the slight asymmetry of the gauge curves about the Σeq − axis, diminishes at
low nonlinearities, i.e., n = 2. This is expected since in the purely linear case (n = 1) there is no
effect of the Lode angle.
In summary, the previous analysis made in the context of Fig. 6.8, Fig. 6.9 and Fig. 6.10 shows
that the effective response of the porous material as predicted by the SOM and the LAM models
exhibits somewhat softer behavior when compared with the estimates obtained by the LPS and the
GUR models. In addition, the SOM and the LAM estimates depend on the third invariant of the
macroscopic stress tensor Σ, in contrast with the rest of the models (V AR, LPS and GUR) that
depend only on the first two invariants of Σ. Similar observations have been made by Shtern et al.
(2002a,b) in the context of unit-cell, porous media, who introduced the effect of the third invariant
of the macroscopic stress tensor in a somewhat ad-hoc manner.
For a better understanding of the effect of the third invariant on the effective response of the porous
material, we need to study an alternative cross-section of the gauge surface, as shown in Fig. 6.11
for a fixed porosity f = 10% and strain-rate sensitivity parameter m = 0.1. This cross-section lies
on the deviatoric or Π−plane which is defined (see subsection 6.4.1) by considering constant mean
stresses Σm = 0 and Σm = 0.99Σ
H
m (with Σ
H
m denoting the mean stress delivered by the analytical
shell result for a given porosity and nonlinearity, given in Appendix V of Chapter 2). The origin of
these two graphs corresponds to zero deviatoric macroscopic stress Σ
′
, while Σ
′
1 , Σ
′
2 and Σ
′
3 are the
three principal values of Σ
′
.
Fig. 6.11a thus presents the deviatoric cross-sections of the gauge surface obtained by the SOM ,
the LAM and the LPS models for Σm = 0. It is recalled that for isochoric loadings, the LPS
model is identical to the V AR bound. In this figure, all the methods give very similar predictions
for all θ. However, in order to understand further these results, it is useful to recall that overall
isotropy of the porous material together with the fact that the corresponding effective gauge function
in relation (6.32) is insensitive to the sign of Σ (see subsection 6.4.1) yields the continuous and the
dotted symmetry lines on the Π-plane (see Fig. 6.11a). This implies that the whole gauge curve
may be constructed by considering stress states in any one of the twelve (pi/6) segments defined by
the continuous and dotted lines, which can be easily verified for all the models shown in Fig. 6.11a.
However, because of the fact that the SOM and the LAM estimates depend slightly on θ in this
case of isochoric loadings, the corresponding gauge curves do not form a perfect circular arc at the
interval 0 < θ < pi/6. On the other hand, the LPS (and the V AR) model, which is independent of
θ, does form a circle with radius r =
√
2/3Σeq.
Considering now the second set of gauge curves in Fig. 6.11b, it is observed that the shape of
the curves delivered by the SOM and the LAM models no longer conform to the above-mentioned
pi/6-symmetry. This is because in this case the origin corresponds to zero deviatoric stresses, while
the total stress at this point is Σ = Σm I with I denoting the identity tensor. For this reason, the
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Figure 6.11: Cross-sections of the gauge surface on the deviatoric plane (or Π−plane) for f = 10% and
matrix phase with exponent m = 0.1. The cross-sections are defined by: (a) a constant pressure Σm = 0, and
(b) a constant pressure Σm = 0.99Σ
H
m (with Σ
H
m denoting the mean stress delivered by the analytical hollow
shell result subjected to purely hydrostatic loading).
dotted lines no longer form axes of symmetry, since the corresponding gauge function in relation
(6.32) is insensitive to the sign of Σ and not the sign of the deviatoric stress Σ
′
. On the other hand,
isotropy of the porous material still requires that the continuous lines form axes of symmetry. This
last observation implies that the shape of the gauge curve is determined by each of the “six” (pi/3)
segments formed by the continuous lines. Evidently, all the gauge curves shown in Fig. 6.11b comply
to this requirement. However, as a result of the dependence on the third invariant, the shape of
the SOM and LAM cross-sections is substantially different from that of the LPS model which is a
perfect circle. The importance of this difference in shape stems from the fact that the normal to the
gauge surface prescribes the macroscopic direction of flow.
Before proceeding to the discussion of the corresponding macroscopic strain-rates, it is worth
mentioning that McElwain et al. (2006) have recently obtained numerical estimates (with the finite
element method) for the effective behavior of periodic, porous media with an ideally-plastic matrix
phase for high porosities (f > 20%). In particular, the resulting gauge curves have — in qualitative
terms — the same shape as the one obtained by the SOM and the LAM in Fig. 6.11b, while they also
remark the inaccuracy of the models that make use of only the first two invariants of the macroscopic
stress tensor.
6.4.3 Macroscopic strain-rates
For completeness, estimates for the macroscopic equivalent and mean strain-rates, Eeq and Em, re-
spectively, are presented in this subsection. Thus, Fig 6.12 shows estimates for the macroscopic
equivalent strain-rate Eeq as a function of the porosity and the stress triaxiality XΣ, for a fixed value
of θ = 0 (i.e., axisymmetric loads) and strain-rate sensitivity parameter m = 0.1. In particular,
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Fig 6.12a compares the macroscopic equivalent strain-rate estimates obtained by the various models
for a porosity, f = 5%. In this case, all the methods are shown to be in good agreement at low stress
triaxialities, while they are all somewhat different from the LAM results with increasing stress triax-
iality. The SOM estimates are in better agreement with the LAM results in the positive triaxiality
regime, whereas for negative triaxialities the LPS estimates lie closer to the LAM results, for this
particular choice of the porosity and nonlinearity. In turn, the V AR estimates differ significantly
from the LAM results at moderate triaxialities. Note that, by definition, all the methods deliver
zero equivalent strain-rate in the hydrostatic limit (|XΣ| → ∞). In turn, in Fig 6.12b, the SOM
estimates are compared with the LAM estimates for two different porosities, f = 1, 10%. In this
figure, a clear trend is observed for both the SOM and the LAM curves at low stress triaxialities,
where Eeq takes higher values at larger porosities, while no such pattern could be observed at higher
triaxialities. Nonetheless, the SOM remains in good agreement with the LAM results for the whole
range of triaxialities and porosities considered here.
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Figure 6.12: Results for the suitably-normalized, equivalent macroscopic strain-rate Eeq as a function of
the stress triaxiality XΣ as determined by the SOM , the high-rank, sequential laminates (LAM), the V AR
and the recently updated Leblond-Perrin-Suquet (1994) (LPS) model by Flandi and Leblond (2005). (a)
compares the various models in the case of f = 5%, Lode angle θ = 0 and strain-rate sensitivity parameter
m = 0.1, and (b) shows predictions by the SOM and the LAM for porosities f = 1, 10% and Lode angle
θ = 0.
Next, Fig. 6.13 shows estimates for the mean (hydrostatic) macroscopic strain-rate Em as a
function of the porosity and the stress triaxiality XΣ, for a fixed value of θ = 0 (i.e., axisymmetric
loads) and strain-rate sensitivity parameter m = 0.1. The SOM and the LAM results are in very
good agreement for the whole range of the stress triaxialities and porosities shown here. Particularly,
in Fig 6.13a, the SOM is found to improve significantly on the earlier “variational” bound V AR,
which severely underestimates the macroscopic mean strain-rate at high triaxialities. The LPS model
is also in good agreement with the LAM results, although at moderate triaxialities it tends to be
slightly stiffer than the SOM estimates. In addition, Fig. 6.13b shows that the SOM estimates are
in excellent agreement with the LAM results for all the porosities considered.
Lastly, it should be emphasized from Figs. 6.12 and 6.13 that the equivalent part of the macroscopic
strain-rate, Eeq, is predominant over the corresponding hydrostatic part, Em, at low triaxialities, and
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Figure 6.13: Results for the suitably-normalized, mean macroscopic strain-rate Em as a function of the stress
triaxiality XΣ as determined by the SOM , the high-rank, sequential laminates (LAM), the V AR and the
recently updated Leblond-Perrin-Suquet (1994) (LPS) model by Flandi and Leblond (2005). (a) compares
the various models in the case of f = 5%, Lode angle θ = 0 and strain-rate sensitivity parameter m = 0.1,
and (b) shows predictions by the SOM and the LAM for porosities f = 1, 5, 10% and Lode angle θ = 0.
therefore controls the effective response of the porous material in this regime. For the case of low
triaxialities, the SOM is found to be in good agreement with the LAM estimates as discussed in
the context of Fig. 6.12. In turn, the hydrostatic part of the macroscopic strain-rate, Em, dominates
over the corresponding equivalent part, Eeq, in the high-triaxiality regime, where the SOM is also
found to be in excellent agreement with the LAM , while improving significantly on the earlier V AR
estimates. These two observations together suggest that the SOM should be able to predict accurately
the effective response of the porous material for the entire range of the stress triaxialities, porosities
and nonlinearities.
6.5 Anisotropic porous media
The main objective of this section is to study the effective behavior of anisotropic porous materials
in the most simplified way possible. In general, the behavior of such a material depends on all
microstructural variables sa = {f, w1, w2,n(1),n(2),n(3) = n(1)×,n(2)}, where w1 and w2 are the
two aspect ratios defining the shape of the ellipsoidal void, while the vectors n(i) (with i = 1, 2, 3)
denote the orientation of the principal axes of the voids. Furthermore, the effective behavior of an
anisotropic porous material is a function of all six components of the macroscopic stress tensor σ.
However, it would be to complicated to extract useful conclusions, if we considered the most general
state of microstructure and loading conditions. For this reason, only a few configurations, albeit
representative ones, will be considered in the sequel.
To begin with, it is useful to recall the general definition of the gauge factor and gauge function,
introduced in relations (2.28) and (2.31), respectively, which are recalled here for completeness to be
U˜(σ; sα) =
ε˙o σo
n+ 1
(
Γn(σ; sα)
σo
)n+1
, (6.36)
and
Φ˜n(Σ; sα) = Γn(Σ; sα)− 1, (6.37)
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such that Φ˜n = 0 defines the gauge surface (see (2.29)), whereas Σ is an appropriately normalized
stress tensor (see (2.30)) that is homogeneous of degree zero in σ.
Next, consider that the principal directions of the macroscopic stress tensor σ (or Σ) are aligned
with a fixed Cartesian laboratory frame of reference defined by the three unit vectors e(i) (with
i = 1, 2, 3). Then, the normalized macroscopic stress tensor Σ can be written in terms of its three
principal values Σ1, Σ2, Σ3, or, equivalently, in terms of the principal values of the deviatoric stress
tensor, i.e., Σ
′
1, Σ
′
2, Σ
′
3 and the mean stress Σm, such that
Σ = Σm I +Σ
′
1 e
(1) ⊗ e(1) +Σ ′2 e(2) ⊗ e(2) +Σ
′
3 e
(3) ⊗ e(3), (6.38)
with
Σm = (Σ1 +Σ2 +Σ3)/3 and Σ
′
1 +Σ
′
2 +Σ
′
3 = 0. (6.39)
Based now on definition (6.37) and similar to the isotropic case discussed in the previous section,
it is convenient to define two cross-sections of the gauge surface in order to study in detail the effective
response of the anisotropic porous material. One cross-section of the gauge surface may be defined
by considering that the direction of the deviatoric stress tensor Σ
′
is fixed or, equivalently, that the
ratio between two eigenvalues of Σ
′
is constant (the third eigenvalue is then computed by (6.39)).
This cross-section lies on a plane which is described by the Cartesian coordinates Σeq and Σm, which
is also known as the meridional plane.
In turn, an alternative cross-section of the gauge surface may be considered on a plane defined
by a constant hydrostatic pressure, i.e. Σm = const. This projection is equivalent to the standard
deviatoric Π−plane (or else octahedral plane) in the theory of plasticity. In this case of anisotropic
microstructures, the Lode angle θ (see relation (6.30)) can still be used, similar to the case of isotropic
microstructures discussed in the previous section. In this connection, in-plane Cartesian coordinates
may be defined (Lubliner, (1990)) by using definitions (6.29) and (6.31), such that
x =
2Σ3 − Σ1 − Σ2√
6
=
√
3
2
Σ
′
3 =
√
2
3
Σeq cos(θ), (6.40)
and
y =
Σ1 − Σ2√
2
=
Σ
′
1 − Σ
′
2√
2
=
√
2
3
Σeq sin(θ). (6.41)
It is emphasized that the above representation in terms of the quantities Σm, Σeq and θ is a direct
consequence of the fact that we work in the space of principal stresses, and thus the complete stress
tensor may be expressed in terms of the three principal stresses or, equivalently, in terms of the three
quantities Σm, Σeq and θ.
Next, we introduce the microstructural configurations to be studied in this work, which are shown
schematically in Fig. 6.14. In the first case (a), we consider prolate spheroidal voids with aspect
ratios w1 = w2 = 5, whose major (symmetry) axis is aligned with the n(3)−direction. The second
configuration, in Fig. 6.14b considers oblate spheroidal voids with aspect ratios w1 = w2 = 0.2,
whose minor (symmetry) axis is aligned with the n(3)−direction. As a third case (c), we consider a
third microstructural configuration, which involves ellipsoidal voids with two different aspect ratios
w1 = a3/a1 = 5 and w2 = a3/a1 = 0.2, whose major axis is aligned with the n(2)-direction and the
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minor axis with n(1)−direction. This last case has been introduced to emphasize the importance of
having a model that is capable of handling more general ellipsoidal microstructures.
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( )1n
( )2n
(a) (b) (c)
Figure 6.14: Void shapes in the frame of reference defined by the vectors n(i) which define the orientation
of the principal axes of the voids. Three configurations are considered: a) prolate voids with aspect ratios
w1 = w2 = 5, b) oblate voids with aspect ratios w1 = w2 = 0.2 and c) ellipsoidal voids with aspect ratios
w1 = 5 and w2 = 0.2.
Finally, it is essential to study the effect of the orientation of the three previous microstructural
configurations with respect to the loading directions. For instance, if the principal directions of the
ellipsoidal voids, i.e., n(i), do not coincide with the principal loading directions e(i), then the overall
behavior of the composite is fully anisotropic, while the microstructure is also expected to spin during
the deformation process.
In this regard, it is convenient to introduce, here, the standard notation used to describe the
orientation of a vector in space in terms of the unit vectors e(i) (with i = 1, 2, 3) denoting a fixed
Cartesian frame of reference. Thus, let us consider an arbitrary unit vector u such that
u = x1 e(1) + x2 e(2) + x3 e(3) with
√
u · u =
√
x21 + x
2
2 + x
2
3 = 1. (6.42)
Then, we consider twelve possible orientations of this vector u relative to the base vectors e(i), which
Table 6.1: Orientation convention
Cases x1 x2 x3 Cases x1 x2 x3
(1 0 0) 1 0 0 (1 1 0) 1/
√
2 −1/√2 0
(0 1 0) 0 1 0 (0 0 1) 0 0 -1
(0 0 1) 0 0 1 (0 1 0) 0 -1 0
(1 1 0) 1/
√
2 1/
√
2 1 (1 0 1) −1/√2 0 1/√2
(1 0 1) 1/
√
2 0 1/
√
2 (0 1 1) 0 1/
√
2 −1/√2
(0 1 1) 0 1/
√
2 1/
√
2 (0 1 1) 0 −1/√2 1/√2
are summarized in Table 6.1 employing the standard notation that has been widely used to describe
the slip direction of single crystals. The above notation will be used to describe the orientation of
the principal axes of the voids in the following paragraphs.
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As already discussed in subsection 2.2.1, the orientation of the principal axes of the voids is
completely defined by the unit vectors n(i) (with i = 1, 2, 3), which can be written in terms of the
unit vectors e(i) (with i = 1, 2, 3) by using relation (2.17) such that
n(i) = Rψ e(i), with Rψ = Rψ3 Rψ2 Rψ1 , (6.43)
where Rψ is a proper orthogonal matrix, defined in terms of three other proper orthogonal matrices
given by
Rψ1 =

1 0 0
0 cosψ1 sinψ1
0 − sinψ1 cosψ1
 ,
Rψ2 =

cosψ2 0 sinψ2
0 1 0
− sinψ2 0 cosψ2
 , (6.44)
Rψ3 =

cosψ3 sinψ3 0
− sinψ3 cosψ3 0
0 0 1
 ,
where ψ1, ψ2 and ψ3 are three Euler angles, which denote rotation of the principal axes of the ellipsoid
about the 1−, 2− and 3− axis, respectively. It is important to emphasize that the order of rotation in
(6.43) matters. For instance, assume that initially n(3) coincides with e(3). Then, in order to rotate
the vector n(3) in the (1 1 0) direction, we need to use the values ψ1 = 0o – ψ2 = 90o – ψ3 = −45o
in expression (6.43). Hence, the above relations provide the tools to treat in a complete manner the
orientation of the voids with respect to the fixed frame of reference defined by the unit vectors e(i).
In the following paragraphs, we present gauge curves as predicted by the “second-order” (SOM),
the “variational” (V AR) and the Flandi and Leblond (2005) (FL) methods for the various loading
conditions and microstructural configurations described previously. Nevertheless, we include only
selective results derived by the “variational” method, although this method is capable of handling
the more general ellipsoidal microstructures and loading conditions considered here. The reason for
this is linked to the fact that it has already been found that the “variational” method is too stiff for
isotropic microstructures, and certainly is expected to be to stiff for anisotropic microstructures as
well. Thus, for a better presentation of the results to follow, we will include “variational” curves only
in special cases.
6.5.1 Aligned loadings
This subsection deals with the determination of the effective behavior of porous materials consisting
of voids with prolate, oblate or ellipsoidal shapes, as shown in Fig. 6.14, whose principal axes (or
equivalently n(i) with i = 1, 2, 3) coincide with the principal loading directions and therefore with e(i).
In addition, these materials are subjected to two types of loading conditions, which are expressed as
Σ = Σm I +
T
3
(−e(1) ⊗ e(1) − e(2) ⊗ e(2) + 2 e(3) ⊗ e(3)), (AXS) (6.45)
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and
Σ = Σm I +
T√
3
(e(1) ⊗ e(1) − e(2) ⊗ e(2)), (PS), (6.46)
where T can be either positive or negative with |T | = Σeq, while Σm denotes the mean stress. The
corresponding stress triaxiality is simply defined as
XΣ =
Σm
|T | . (6.47)
The first of the two stress states, given by (6.45), is an axisymmetric loading, denoted as AXS,
with the maximum stress component in the 3−direction. The second stress state given by (6.46) is a
combination of in-plane (plane 1− 2) shear loading with superimposed pressure Σm, denoted as PS.
Due to the fact that the porous material is anisotropic, different loading conditions with the same
stress triaxiality XΣ would certainly result in different effective behaviors. In this connection, there
are two questions that need to be answered. The first one is related to the effect of the void shape
on the effective behavior of the porous medium for a given loading. The second question is linked to
the effect of the loading conditions on the effective behavior of the porous material for a given void
shape. An attempt to provide an answer to these two issues will be made in what follows.
Note further that if an axisymmetric loading of the form (6.45) is applied in the case of prolate
or oblate voids (see Fig. 6.14), whose symmetry axis is aligned with the maximum absolute principal
stress, which is the case in this subsection, the composite exhibits a transversely isotropic response
about the 3−axis, provided that the behavior of the matrix phase is isotropic. Those two microstruc-
tural states, i.e., prolate and oblate voids together with the loading condition (6.45) has also been
studied by Flandi and Leblond (2005) (FL) in their model and their estimates will be included in
this study for comparison with the corresponding “second-order” (SOM) predictions. Note, how-
ever, that if the second loading condition (6.46) is considered, the porous medium will exhibit an
orthotropic behavior. For this last case, Flandi and Leblond have proposed an extension of their
model to arbitrary stress states. However, this generalization has not been validated by the authors
and corresponding results will only be shown in subsection (6.5.3), where we study the effective be-
havior of the porous medium on the deviatoric planes. Finally, when the void is ellipsoidal in shape
(see Fig. 6.14c) with two different aspect ratios, the porous material exhibits an orthotropic response
and hence, only the SOM model will be shown for this case.
More specifically, Fig. 6.15 shows gauge curves, as predicted by the SOM and FL model, on the
plane Σm−T , for a porous material consisting of prolate and oblate voids (see Fig. 6.14) subjected to
the axisymmetric loading conditions defined by (6.45). Fig. 6.15a is concerned with prolate voids with
aspect ratios w1 = w2 = 5, while the nonlinear exponent of the matrix phase is m = 0.2 (or n = 5).
The SOM and the FL estimates are found to be in good agreement for all the porosities f = 1, 5, 10%
considered. On the other hand, in Fig. 6.15b, which involves gauge curves for oblate voids with
aspect ratios w1 = w2 = 0.2, the SOM and the FL models give different estimates, especially near
the purely hydrostatic loading (i.e., T → 0), where the SOM is found to be more conservative
than the corresponding FL estimate. This difference may be partially due to the approximation
introduced in the context of the SOM for the computation of the hydrostatic point, in relation
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Figure 6.15: Gauge surfaces on the Σm − T plane (T denotes a measure of the deviatoric stress Σ ′, such
that |T | = Σeq) for anisotropic, porous materials made up of spheroidal voids (w1 = w2) that are subjected to
axisymmetric loading conditions aligned with the pore symmetry axis. Comparisons between the SOM and
Flandi and Leblond (2005) (FL) model are included. The matrix phase is described by an exponent m = 0.2
(n = 5), while three values of porosity, f = 1, 5, 10% are used. The plots correspond to (a) w1 = w2 = 5
(prolate voids), and (b) w1 = w2 = 0.2 (oblate voids).
(2.198) for any given shape of the voids. On the other hand, the FL model is based on a hollow shell
model consisting of two confocal spheroids (see Flandi and Leblond, (2005)), which certainly does
not constitute a random, porous material, but rather a rough approximation for such a composite.
For a more consistent comparison of the SOM estimates, numerical results for random porous media
need to be obtained. However, determining the effective behavior of such materials is a very difficult
task and such estimates are not yet available in the literature.
In the following, we study the three different microstructural configurations introduced previously
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Figure 6.16: Gauge surfaces on the Σm − T plane (T denotes a measure of the deviatoric stress Σ ′, such
that |T | = Σeq) for anisotropic, porous materials made up of spheroidal (w1 = w2) and ellipsoidal (w1 6= w2)
voids subjected to axisymmetric (about the 3−axis) loading conditions. The matrix phase is described by
an exponent m = 0.2 (n = 5), while the porosity is f = 5%. The graph shows gauge surfaces as predicted
by the SOM and the Flandi-Leblond (2005) models for w1 = w2 = 5 (prolate), w1 = w2 = 0.2 (oblate) and
w1 = 5, w2 = 0.2 (general ellipsoids).
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Figure 6.17: Gauge surfaces on the Σm − T plane (T denotes a measure of the deviatoric stress Σ ′, such
that |T | = Σeq) for anisotropic, porous materials made up of spheroidal (w1 = w2) and ellipsoidal (w1 6= w2)
voids subjected to axisymmetric (AXS) and a combination of in-plane (1−2 plane) pure shear–pressure (PS)
loadings. The matrix phase is described by an exponent m = 0.2 (n = 5), while the porosity is f = 5%. The
graph shows gauge surfaces as predicted by the SOM model for w1 = w2 = 5 (prolate) and w1 = 5, w2 = 0.2
(general ellipsoids).
for a porous medium with nonlinear exponent m = 0.2 (or n = 5) and porosity f = 5% that
is subjected to axisymmetric loading conditions defined by (6.45). In particular, Fig. 6.16 shows
corresponding gauge curves for spheroidal and ellipsoidal voids with aspect ratios w1 = w2 = 5
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(prolate), w1 = w2 = 0.2 (oblate) and w1 = 5, w2 = 0.2 (general ellipsoid). For the prolate and
oblate case the FL model is also included. However, for the general ellipsoidal voids only SOM
estimates are available. The main observation in the context of this figure is that the effective
behavior of the porous material is substantially different in all three cases considered here. Indeed,
it is found that the porous medium with ellipsoidal voids (w1 = 5-w2 = 0.2) is softer than the one
with oblate voids (w1 = w2 = 0.2) for stress states lying in the second (T > 0 and Σm < 0) and the
fourth (T < 0 and Σm > 0) quadrant, while it is softer than the corresponding medium with prolate
voids (w1 = w2 = 5) for all stress states shown in this figure.
This last example illustrates that ellipsoidal and spheroidal voids lead to very different effective
behaviors. Thus, although the FL method has been shown to provide accurate estimates for the
effective behavior of porous materials with spheroidal voids subjected to axisymmetric loading con-
ditions, it is evident that it cannot be used to handle the cases of more general anisotropic porous
media containing ellipsoidal voids. In contrast, the SOM model is based on a rigorous variational
principle and thus is able to provide estimates for more general ellipsoidal microstructures. However,
as already stated above, further validation of the SOM is needed in these general cases.
In the following, an attempt is made to examine the effect of the two different loading conditions,
defined by relations (6.45) (AXS) and (6.46) (PS), on the effective behavior of anisotropic porous
media. Fig. 6.17 shows only SOM gauge curves for two different microstructural configurations; (a)
for prolate voids with aspect ratio w1 = w2 = 5 and (b) for general ellipsoidal voids with aspect
ratios w1 = 5 and w2 = 0.2. It is remarkable, although expected, to observe that the type of loading
has significant effects on the effective behavior of anisotropic porous media. More specifically, the
effective response of a porous medium consisting of prolate voids is much softer when subjected to
PS loading than AXS loading. Moreover, the corresponding PS curve for prolate voids is symmetric
about the T− and Σm−axis, in contrast with the AXS curve, which exhibits no symmetry. The
effect of the loading is even more dramatic in the case of ellipsoidal voids (w1 = 5, w2 = 0.2). In
this case the PS and AXS loadings deliver a completely “reverse” effective behavior for the porous
material. Note further that the gauge curves corresponding to the two different loadings coincide
in the hydrostatic point, as they should be. However, the slope of the gauge curve at this point is
totally different. This is in complete agreement with the physical intuition, and certainly a necessary
requirement for any other general constitutive model that may be proposed in the future.
6.5.2 Shear–Pressure planes for misaligned microstructures
In this subsection, we consider the same loading conditions described by relations (6.45) and (6.46),
whereas the principal axes of the voids are allowed to be misaligned with the loading principal
directions. For convenience, the figures that follow are supplemented with a table indicating the
orientation of the vectors n(i) (with i = 1, 2, 3) with respect to the fixed Cartesian frame of reference
defined by the unit vectors e(i) (with i = 1, 2, 3). The notation to be used in the sequel has already
been introduced in Table (6.1) for an arbitrary unit vector u.
Prolate voids. Starting from Fig. 6.18, we consider porous media containing prolate voids with
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aspect ratios w1 = w2 = 5 subjected to axisymmetric loading conditions given by (6.45), while
the major (symmetry) axis of the voids, which is aligned with n(3), is oriented at four different
directions identified with the labels 1p, 2p, 3p and 4p, which are itemized in Table 6.2. In particular,
Fig. 6.18a shows that the effective behavior of the porous material is affected by the orientation of
the microstructure, particularly in the first and the fourth quadrant. Although, this effect does not
seem to be so strong in overall, we will see in the next subsection that this effect is quite significant,
when we consider a different cross-section of the gauge curve on the Π−plane. In fact, the largest
difference is observed between the gauge curves corresponding to 1p and 2p, where the pore symmetry
axis lies in two directions orthogonal to each other (see Table 6.2). On the other hand, an interesting
observation in the context of this figure is that because of the symmetry of the microstructure and
the loading, the corresponding curves for 3p and 4p coincide, as they should be, since the material
exhibits certain invariance properties due to the fact that the void has a spheroidal shape. Note
further that the effective behavior of a porous material consisting of spheroidal voids with a circular
cross-section in the 1−2 plane subjected to axisymmetric loading conditions (in the 3−direction with
Σ11 = Σ22), as is the case here, is invariant under rotations of the voids about the 3−axis.
In turn, Fig. 6.18b, shows corresponding gauge curves for in-plane shear—pressure loading, defined
by relation (6.46). In this case the effect of the orientation of the microstructure seems to be less
important on the overall behavior of the material. However, it is worth noting that due to the loading
the response of the material is substantially different from the previous case, discussed in Fig. 6.18a.
This can be easily deduced by noting that, unlike the previous case, the curves corresponding to 3p
and 4p do not coincide, whereas, the 1p curve is completely symmetric about the T− and Σm−axes.
These observations imply that the porous material exhibits very different behaviors under various
loading conditions, as already expected.
Table 6.2: Prolate voids: Orientation of principal axes
Cases n(1) n(2) n(3) ψ1 ψ2 ψ3
1p – – (0 0 1) 0o 0o 0o
2p – – (0 1 0) 90o 0o 0o
3p – – (0 1 1) −45o 0o 0o
4p – – (1 0 1) 0o 45o 0o
Oblate voids. Fig. 6.19a shows corresponding gauge curves for porous media containing oblate
voids with aspect ratios w1 = w2 = 0.2 subjected to axisymmetric loading conditions given by (6.45),
while the minor (symmetry) axis of the voids, which is aligned with n(3), is oriented at four different
directions identified with the labels 1o, 2o, 3o and 4o, which are itemized in Table 6.3. The main
observation in the context of this figure is that the orientation of oblate voids has a very important
effect on the macroscopic behavior of the porous medium when subjected to axisymmetric loading
conditions. Note the difference in the gauge curves corresponding to 1o and 2o cases, where the
material shows a completely “reverse” behavior. On the other hand, because of the symmetry of the
microstructure and the loading conditions the 3o and 4o curves coincide, similar to the prolate case.
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Figure 6.18: Gauge surfaces on the Σm−T plane (T denotes a measure of the deviatoric stress Σ ′, such that
|T | = Σeq) for anisotropic, porous materials made up of prolate spheroidal (w1 = w2 = 5) voids as determined
by the SOM . The matrix phase is described by an exponent m = 0.2 (n = 5), while the porosity is f = 5%.
The curves involve different orientations of the major axis of the prolate voids as shown in Table 6.2, while
the loading is: (a) axisymmetric about the 3−axis. (b) combination of in-plane (1 − 2 plane) shear with
pressure.
In turn, Fig. 6.19b corresponding to in-plane shear—pressure loading is discussed next. In the
context of this figure, we observe that, similarly to the Fig. 6.19a, the effect of the orientation of
the voids on the overall response of the porous medium is quite significant. Note the difference
exhibited by the several gauge curves at sufficiently high triaxial loadings (i.e., Σm À T ), where
it is evident that misorientation of the voids may lead to softening or hardening, depending on the
relative symmetry of the loading and the microstructure.
Table 6.3: Oblate voids: Orientation of principal axes
Cases n(1) n(2) n(3) ψ1 ψ2 ψ3
1o – – (0 0 1) 0o 0o 0o
2o – – (0 1 0) 90o 0o 0o
3o – – (0 1 1) −45o 0o 0o
4o – – (1 0 1) 0o 45o 0o
Ellipsoidal voids. Fig. 6.20 shows corresponding gauge curves for porous materials containing
ellipsoidal voids with aspect ratios w1 = a3/a1 = 5 and w2 = a3/a2 = 0.2 (see Fig. 6.14). Note that
in the context of this microstructural configuration, it is not sufficient to describe only the orientation
of the major axis of the voids, which is aligned with n(2) in this case (since a2 > a3 > a1), but it is
necessary to provide as well information about the orientation of the minor or middle axis. In fact,
the minor and middle axes are aligned with n(1) and n(3), respectively. In Table 6.4, we present four
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Figure 6.19: Gauge surfaces on the Σm − T plane (T denotes a measure of the deviatoric stress Σ ′, such
that |T | = Σeq) for anisotropic, porous materials made up of oblate spheroidal (w1 = w2 = 0.2) voids as
determined by the SOM . The matrix phase is described by an exponent m = 0.2 (n = 5), while the porosity
is f = 5%. The curves involve different orientations of the major axis of the oblate voids as shown in Table 6.3,
while the loading is: (a) axisymmetric about the 3−axis. (b) combination of in-plane (1−2 plane) shear with
pressure.
different orientations for the principal axes of the void, which are used in Fig. 6.20.
More specifically, in Fig. 6.20a, we consider an axisymmetric loading about the e(3)−axis defined
by (6.45). As a consequence of the orthotropic symmetry of the void, none of the curves corresponding
to the four cases considered here coincide. It is further emphasized that the effect of the orientation
of the ellipsoidal voids on the effective behavior of the porous medium is rather significant, similar to
the case of oblate voids.
Table 6.4: Ellipsoidal voids: Orientation of principal axes
Cases n(1) n(2) n(3) ψ1 ψ2 ψ3
1e (1 0 0) (0 1 0) (0 0 1) 0o 0o 0o
2e (1 0 0) (0 0 1) (0 1 0) 90o 0o 0o
3e (1 0 0) (0 1 1) (0 1 1) 45o 0o 0o
4e (1 1 0) (1 0 1) (0 1 0) 0o 45o 0o
In turn, looking at Fig. 6.20b corresponding to in-plane shear – pressure loading given by (6.46),
we observe that the effective behavior of the porous medium is substantially different than the one
predicted for axisymmetric loading. Moreover, it is interesting to remark that as a consequence of the
microstructure (fully anisotropic) and the loading, the porous material exhibits completely different
behaviors for all four orientations shown in Fig. 6.20b.
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Figure 6.20: Gauge surfaces on the Σm−T plane (T denotes a measure of the deviatoric stress Σ ′, such that
|T | = Σeq) for anisotropic, porous materials made up of ellipsoidal (w1 = 5, w2 = 0.2) voids as determined
by the SOM . The matrix phase is described by an exponent m = 0.2 (n = 5), while the porosity is f = 5%.
The curves involve different orientations of the principal axes of the ellipsoidal voids as shown in Table 6.4,
while the loading is: (a) axisymmetric about the 3−axis. (b) combination of in-plane (1−2 plane) shear with
pressure.
6.5.3 Deviatoric planes for anisotropic porous media
In this subsection, we make an attempt to complement the results presented in the previous subsec-
tion by presenting cross-sections of the gauge surface in the deviatoric plane (Π−plane or octahedral
plane), similarly to the cross-sections presented in the context of isotropic porous media (see Fig. 6.11).
As already discussed in the beginning of this section, we assume that the principal directions of the
macroscopic stress tensor coincide with the Cartesian system of reference defined by the three or-
thonormal vectors e(i) with i = 1, 2, 3. In this connection, the gauge function is defined by (6.37) and
the Π−plane is defined by considering a constant pressure, i.e., Σm = const and in-plane Cartesian
coordinates defined by (6.40). For consistency with the isotropic results presented previously, we
choose a constant pressure Σm = 0.9Σ
H
m, with Σ
H
m denoting the mean stress for purely hydrostatic
loading for a given microstructural configuration as predicted by the SOM method. The determina-
tion of Σ
H
m (denoted alternatively in Chapter 2 as Σ
H
m
∣∣∣
som
to emphasize that it corresponds to the
hydrostatic point as predicted by the SOM) is detailed in Appendix V of Chapter 2.
In what follows, we present cross-sections of the gauge surface on the Π−plane as predicted
by the SOM , the V AR for the three microstructural configurations introduced in the context of
Fig. 6.14, i.e., for (i) prolate voids with aspect ratios w1 = w2 = 5, (ii) oblate voids with aspect ratios
w1 = w2 = 0.2 (the generalized FL model is also shown for the cases (i) and (ii)) and (iii) ellipsoidal
voids w1 = 5 and w2 = 0.2. In addition, the principal axes of the voids are allowed to be misaligned
with the principal loading directions, similar to the cases discussed in the previous subsection. For
clarity, we also include a table together with each figure corresponding to the three aforementioned
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microstructural configurations, which includes information about the orientation of the principal axes
of the voids relative to the fixed frame of reference, as presented in the beginning of this section.
It is useful to present explicitly the values of Σ
H
m for the three aforementioned configurations, as
predicted by the procedure described in Appendix V of Chapter 2. Thus, one finds for a porosity
f = 5% and nonlinearity m = 0.2 (or n = 5) that
1. if w1 = w2 = 5 (prolate) : Σ
H
m = 1.93848
2. if w1 = w2 = 0.2 (oblate) : Σ
H
m = 1.44014
3. if w1 = 5, w2 = 0.2 (ellipsoid) : Σ
H
m = 1.18390
In the following analysis, the above mentioned values will be used to define the cross-sections on the
Π−plane, by considering a constant pressure Σm = 0.9ΣHm, as noted previously. It should be noted,
however, that the above value is approximate and results from the criterion (2.199), which implies
that the V AR and FL methods predict a different hydrostatic point, which is not exact as well. In
this light, we choose as a reference hydrostatic point for arbitrary ellipsoidal microstructures the one
delivered by the criterion (2.199).
Prolate voids. Fig. 6.21 shows SOM gauge curves on the Π−plane for a porous material
consisting of prolate voids with aspect ratios w1 = w2 = 5. The continuous (and dashed) symmetry
lines on the graph correspond to the three axisymmetric loading conditions aligned with the laboratory
frame of reference. More specifically, Fig. 6.21a shows results for prolate voids whose principal axes
are aligned with the principal loading directions. According to Table 6.5, the 1p, 2p and 3p curves
correspond to prolate voids, whose major (symmetry) axis is aligned with the e(3), e(2) and e(1)
directions, respectively.
Table 6.5: Prolate voids: Orientation of principal axes
Cases n(1) n(2) n(3) ψ1 ψ2 ψ3
1p – – (0 0 1) 0o 0o 0o
2p – – (0 1 0) 90o 0o 0o
3p – – (1 0 0) 0o 90o 0o
4p – – (0 1 1) −45o 0o 0o
5p – – (1 1 0) 0o 90o 45o
6p – – (1 0 1) 0o 45o 0o
7p – – (0 3 4) 34.35o 0o 0o
As already expected, the form of the gauge curves is identical for these three cases, while the 2p
and 3p curves can be obtained by 2pi/3 and 4pi/3 clockwise rotation of the 1p curve about the axes
origin. In addition, due to the spheroidal symmetry of the microstructure, the 1p, 2p and 3p curves
are symmetric about the Σ
′
3−, Σ
′
2− and Σ
′
1−axis, respectively. A second important observation is
linked to the fact that if axisymmetric loading conditions are considered transversely to the pore
symmetry axis (e.g., look at 1p curve when it crosses the positive Σ
′
2−axis), the effective behavior of
202 Instantaneous behavior: spherical and ellipsoidal voids
-0.6 -0.4 -0.2 0 0.2 0.4 0.6
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
 m=0.2
f=5%
w
1
=w
2
=5
1′Σ
2′Σ
3′Σ
0.9 Hm mΣ = Σ
3
p
1
p2p
-0.6 -0.4 -0.2 0 0.2 0.4 0.6
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
 m=0.2
f=5%
w
1
=w
2
=5
1′Σ
2′Σ
3′Σ
0.9 Hm mΣ = Σ
6
p
4
p
5
p
(a) (b)
-0.6 -0.4 -0.2 0 0.2 0.4 0.6
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
 m=0.2
f=5%
w
1
=w
2
=5
1′Σ
2′Σ
3′Σ
0.9 Hm mΣ = Σ
case: 7p
(c)
Figure 6.21: SOM cross-sections of the gauge surface on the Π−plane (or octahedral plane) for porous media
consisting of prolate voids with aspect ratios w1 = w2 = 5, porosity f = 5% and nonlinearity m = 0.2 (n = 5).
The cross-sections are defined by a constant pressure Σm = 0.9Σ
H
m (with Σ
H
m denoting the mean stress for
purely hydrostatic loading for a given microstructural configuration). The relevant graphs correspond to the
cases that the pore symmetry axis is (a) aligned (1p–3p) and (b)-(c) misaligned (4p–7p) with the principal
directions of the loading.
the material is significantly more compliant than in the case of axisymmetric loading along the pore
symmetry axis (e.g., look at 1p curve when it crosses the positive Σ
′
3−axis).
On the other hand, Fig. 6.21b shows gauge curves for porous media containing prolate voids
whose principal axes are misaligned with the principal loading directions. According to According to
Table 6.5, the curves 4p, 5p and 6p correspond to the cases that the major (symmetry) axis of the voids
lies in the 2−3, 1−3 and 1−2 plane, respectively. Similar to the curves in part (a) of this figure, the
5p and 6p estimates can be obtained by 2pi/3 and 4pi/3 clockwise rotation of the 4p curve about the
Instantaneous behavior: spherical and ellipsoidal voids 203
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
 m=0.2
f=5%
w
1
=w
2
=5
1′Σ
2′Σ
3′Σ
0.9 Hm mΣ = Σ
3
p
1
p
2
p
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
 m=0.2
f=5%
w
1
=w
2
=5
1′Σ
2′Σ
3′Σ
0.9 Hm mΣ = Σ
6
p
4
p
5
p
(a) (b)
Figure 6.22: V AR cross-sections of the gauge surface on the Π−plane (or octahedral plane) for porous media
consisting of prolate voids with aspect ratios w1 = w2 = 5, porosity f = 5% and nonlinearity m = 0.2 (n = 5).
The cross-sections are defined by a constant pressure Σm = 0.9Σ
H
m (with Σ
H
m denoting the mean stress for
purely hydrostatic loading for a given microstructural configuration). The relevant graphs correspond to the
cases that the principal directions of the void are (a) aligned and (b) misaligned with the principal directions
of the loading.
axes origin. In addition, the 4p, 5p and 6p curves are symmetric about the Σ
′
1−, Σ
′
3− and Σ
′
2−axis,
respectively. This is a direct consequence of the specific choice for the orientation of the symmetry
axis of the voids relative to the principal loading directions. Note that the effective behavior of a
porous medium with prolate voids, whose symmetry axis is not aligned with the principal loading
directions, is, in general, anisotropic and thus no symmetry of the gauge surface on the Π−plane
should be expected. Indeed, Fig. 6.21c verifies this observation, where we chose to show the 7p
gauge curve corresponding to prolate voids aligned in the direction (034). Finally, by comparing
parts (a) and (b) of Fig. 6.21, we observe that the shape of the gauge curves and, consequently, the
effective behavior of the porous medium becomes very different when the principal axes of the voids
are misaligned with respect to the principal loading directions.
For completeness, Fig. 6.22 shows gauge curves on the Π−plane for a porous material consisting
of prolate voids with aspect ratios w1 = w2 = 5, as predicted by the V AR method. As previously, the
curves 1p, 2p and 3p in Fig. 6.22a correspond to prolate voids, whose major (symmetry) axis is aligned
with the e(3), e(2) and e(1) directions, respectively. In turn, the curves 4p, 5p and 6p in Fig. 6.22b
correspond to the cases that the major (symmetry) axis of the voids lies in the 2− 3, 1− 3 and 1− 2
plane, respectively. A major observation in the context of this figure is related to the shape of the
curves, which are found to remain elliptical in shape, in contrast with the SOM curves of Fig. 6.21.
In addition, the V AR delivers stiffer estimates (note the scale in the plots) than the SOM method
(a comparison between all the methods for a given loading and microstructure is presented later in
this section). In addition, it is evident from Fig. 6.22 that the effect of the orientation of the voids is
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not so strong by comparison with the corresponding effect observed in the context of the SOM .
Table 6.6: Oblate voids: Orientation of principal axes
Cases n(1) n(2) n(3) ψ1 ψ2 ψ3
1o – – (0 0 1) 0o 0o 0o
2o – – (0 1 0) 90o 0o 0o
3o – – (1 0 0) 0o 90o 0o
4o – – (0 1 1) −45o 0o 0o
5o – – (1 1 0) 0o 90o 45o
6o – – (1 0 1) 0o 45o 0o
7o – – (0 3 4) 34.35o 0o 0o
Oblate voids. Similar to the prolate case, Fig. 6.23 shows SOM gauge curves on the Π−plane
for a porous material consisting of oblate voids with aspect ratios w1 = w2 = 0.2. As before, the
continuous (and dashed) symmetry lines on the graph correspond to the three axisymmetric loading
conditions aligned with the laboratory frame of reference. In particular, Fig. 6.23a shows gauge curves
for porous media containing oblate voids whose minor (symmetry) axis is aligned with the principal
loading directions. In accord with Table 6.6, the curves 1o, 2o and 3o correspond to the cases that
the symmetry axis of the voids is aligned with the e(3), e(2) and e(1) direction, respectively. Due to
the spheroidal symmetry of the microstructure, the corresponding 1o, 2o and 3o curves are symmetric
about the Σ
′
3−, Σ
′
2− and Σ
′
1−axis, respectively. Furthermore, the 2o and 3o curves can be obtained
by 2pi/3 and 4pi/3 clockwise rotation of the 1p curve about the axes origin. Nonetheless, the curves
for oblate voids are significantly different in shape than the ones for prolate voids (Fig. 6.21a).
In turn, Fig. 6.23b shows gauge curves for porous materials consisting of oblate voids whose
symmetry axis is misaligned with the principal loading directions. More specifically, the curves 4o, 5o
and 6o correspond to the cases that the symmetry axis of the voids lies in the 2− 3, 1− 3 and 1− 2
plane. Table 6.6 contains information about the orientation of the principal axes of the voids. In this
case, the porous medium is still transversely isotropic about a direction that is not parallel to any of
the three principal loading directions and, thus, the shape of the gauge curves is very different from
those corresponding to the cases 1o, 2o and 3o. Similar to the prolate case, the 4o, 5o and 6o curves
can be obtained by 2pi/3 and 4pi/3 clockwise rotation of the 1p curve about the axes origin, whereas
they are symmetric about the Σ
′
1−, Σ
′
3− and Σ
′
2−axis, respectively. However, this is only due to the
specific choice for the orientation of the symmetry axis of the voids relative to the principal loading
directions. As already remarked in the context of prolate voids, when the pores are misaligned with
the principal loading directions, the corresponding gauge curve is expected to exhibit no symmetry
on the Π−plane. This is easily verified by showing in Fig. 6.23c the case 7o of oblate voids whose
symmetry axis is aligned in the direction (034).
On the other hand, Fig. 6.24 shows gauge curves on the Π−plane for a porous material consisting
of oblate voids with aspect ratios w1 = w2 = 0.2, as predicted by the V AR method. In particular,
the curves 1o, 2o and 3o, shown in Fig. 6.24a, correspond to the cases that the symmetry axis of the
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Figure 6.23: SOM cross-sections of the gauge surface on the Π−plane (or octahedral plane) for porous
media consisting of oblate voids with aspect ratios w1 = w2 = 0.2, porosity f = 5% and nonlinearity m = 0.2
(n = 5). The cross-sections are defined by a constant pressure Σm = 0.9Σ
H
m (with Σ
H
m denoting the mean stress
for purely hydrostatic loading for a given microstructural configuration). The relevant graphs correspond to
the cases that pore symmetry axis is (a) aligned (1o–3o) and (b)-(c) misaligned (4o–7o) with the principal
directions of the loading.
voids is aligned with the e(3), e(2) and e(1) direction, respectively, whereas the curves 4o, 5o and 6o,
shown in Fig. 6.24b, correspond to the cases that the symmetry axis of the voids lies in the 2 − 3,
1− 3 and 1− 2 plane, respectively. Similar to the prolate configuration, the V AR curves remain also
elliptical for oblate voids. However, the effect of the orientation of the oblate voids on the effective
response of the porous medium is somewhat amplified, although not as significant as in the context
of the SOM method in Fig. 6.23.
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Figure 6.24: V AR cross-sections of the gauge surface on the Π−plane (or octahedral plane) for porous media
consisting of oblate voids with aspect ratios w1 = w2 = 0.2, porosity f = 5% and nonlinearitym = 0.2 (n = 5).
The cross-sections are defined by a constant pressure Σm = 0.9Σ
H
m (with Σ
H
m denoting the mean stress for
purely hydrostatic loading for a given microstructural configuration). The relevant graphs correspond to the
cases that the principal directions of the void are (a) aligned and (b) misaligned with the principal directions
of the loading.
Ellipsoidal voids. On the other hand, Fig. 6.25 shows SOM gauge curves for porous materials
consisting of ellipsoidal voids with aspect ratios w1 = w2 = 0.2. In this case, the behavior of the
material is orthotropic in a frame of reference defined by the orientation vectors of the principal axes
of the voids, i.e., n(i) (with i = 1, 2, 3). Unlike the previous two configurations involving spheroidal
voids, in this case, it is necessary to describe the orientation of all three (or at least two) orientation
vectors n(i) (with i = 1, 2, 3) with respect to the unit vectors e(i) (with i = 1, 2, 3). Thus, Table 6.7
includes the six cases studied in this work. More specifically, Fig. 6.25a presents gauge curves for
voids whose principal axes are aligned with the principal loading directions. The main observation
in the context of this figure is that the gauge curves 1e, 2e and 3e do not exhibit any symmetry in
contrast to the two previous cases involving spheroidal pore shapes. Nevertheless, these curves are
all identical in shape, and for instance, the 2e and 3e estimates can be reproduced by 2pi/3 and 4pi/3
rotation of the 1e estimate about the axes origin.
Fig. 6.25b shows corresponding curves for ellipsoidal voids whose principal axes are not aligned
with the principal loading directions. As a consequence, the shape of the 4e, 5e and 6e curves is
substantially different than the ones shown for the 1e, 2e and 3e curves in part (a) of this figure. An
interesting observation that should be made in the context of Fig. 6.25b, is that the 4e, 5e and 6e
curves are symmetric about the Σ
′
1−, Σ
′
3− and Σ
′
2−axis, respectively. This is in contrast with the
corresponding curves in part (a) of this figure. This “unexpected” behavior reveals the complicated
interaction between the loading conditions and the microstructure for the prediction of the effective
behavior of the porous material. It is remarked that this state of microstructure involving ellipsoidal
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Table 6.7: Ellipsoidal voids: Orientation of principal axes
Cases n(1) n(2) n(3) ψ1 ψ2 ψ3
1e (1 0 0) (0 1 0) (0 0 1) 0o 0o 0o
2e (0 0 1) (1 0 0) (0 1 0) 0o −90o −90o
3e (0 1 0) (0 0 1) (1 0 0) 90o 0o 90o
4e (1 0 0) (0 1 1) (0 1 1) 45o 0o 0o
5e (0 0 1) (1 1 0) (1 1 0) 0o 90o −45o
6e (0 1 0) (1 0 1) (1 0 1) 45o 0o 90o
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Figure 6.25: SOM cross-sections of the gauge surface on the Π−plane (or octahedral plane) for porous media
consisting of ellipsoidal voids with aspect ratios w1 = 5 and w2 = 0.2, porosity f = 5% and nonlinearity
m = 0.2 (n = 5). The cross-sections are defined by a constant pressure Σm = 0.9Σ
H
m (with Σ
H
m denoting the
mean stress for purely hydrostatic loading for a given microstructural configuration). The relevant graphs
correspond to the cases that the principal directions of the void are (a) aligned and (b) misaligned with the
principal directions of the loading.
voids constitutes the most difficult case among the three microstructural configurations considered
here, because of the different possible behaviors that can occur due to the nontrivial interaction
between the microstructure and the loading conditions.
Finally, Fig. 6.26 shows V AR gauge curves for porous materials consisting of ellipsoidal voids with
aspect ratios w1 = w2 = 0.2. The geometrical interpretation of the 1e-6e curves, shown in parts (a)
and (b) of this figure is described in Table 6.7, where, as previously, the orientations of the principal
axes of the voids n(i) are shown with respect to the fixed unit vectors e(i). In particular, it is observed
that the V AR curves remain elliptical even in this case that the voids exhibit orthotropic symmetry.
In addition, it is interesting to mention that although the effect of the orientation of the voids in each
of part (a) and (b) is shown to be significant, it can be observed that the pair of the curves 1e-4e,
2e− 5e and 3e-6e exhibit very minor differences. Of course, by comparison of Fig. 6.25 and Fig. 6.26,
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Figure 6.26: V AR cross-sections of the gauge surface on the Π−plane (or octahedral plane) for porous media
consisting of ellipsoidal voids with aspect ratios w1 = 5 and w2 = 0.2, porosity f = 5% and nonlinearity
m = 0.2 (n = 5). The cross-sections are defined by a constant pressure Σm = 0.9Σ
H
m (with Σ
H
m denoting the
mean stress for purely hydrostatic loading for a given microstructural configuration). The relevant graphs
correspond to the cases that the principal directions of the void are (a) aligned and (b) misaligned with the
principal directions of the loading.
it is evident that the V AR estimates are in fact much stiffer than the corresponding SOM estimates,
which is already expected.
All models. In the following, we choose the cases 1p, 1o and 1e, presented previously, and we
plot the SOM and the V AR simultaneously. In addition, we include FL (Flandi and Leblond, 2005)
gauge curves by making use of the extension of the FL model to arbitrary stress states, provided by
these authors in the appendix of part I of their work. Since, this extension is not validated further
by the authors, we just include these results without making further comments about the accuracy
of this extension.
Thus, Fig. 6.27a shows SOM , V AR and FL gauge curves on the Π−plane for a porous medium
consisting of prolate voids with aspect ratios w1 = w2 = 5, whose major axis is aligned with the
e(3)−direction. The main observation in the context of this figure is that the V AR estimate is
significantly stiffer than both the SOM and FL method. In addition, the FL curve seems to have an
elliptical shape, similar to the elliptical shape of the V AR curve, in contrast with the SOM which
exhibits a very non-elliptical shape, which is significantly flattened in certain directions. Nonetheless,
all estimates are symmetric about the Σ
′
3−axis, which is a consequence of the transversely isotropic
response of the porous medium under axisymmetric loading along the pore symmetry axis.
In turn, Fig. 6.27b shows corresponding SOM , V AR and FL gauge curves on the Π−plane for
a porous medium consisting of oblate voids with aspect ratios w1 = w2 = 0.2, whose major axis
is aligned with the e(3)−direction. Similar to part(a) of this figure, in part (b), the V AR estimate
is found to be significantly stiffer than the SOM and the FL, particularly in the positive Σ
′
3−axis,
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Figure 6.27: Collective SOM , V AR and FL results for voids with aspect ratios equal to (a) w1 = w2 = 5
(prolate), (b) w1 = w2 = 0.2 (oblate) and (c) w1 = 5, w2 = 0.2 (ellipsoids).
while all methods remain symmetric about this axis since the porous material is transversely isotropic
about the pore symmetry axis (i.e., e(3)−axis) under axisymmetric loading about the 3−direction.
In addition, the FL curve is very similar in shape with the V AR curve, in contrast with the SOM
method, which exhibits a flattening in the positive Σ
′
3−axis.
Finally, Fig. 6.27c shows SOM and V AR gauge curves on the Π−plane for a porous medium
consisting of ellipsoidal voids with aspect ratios w1 = 5-w2 = 0.2, whose principal axes are oriented
according to the 1e case in Table 6.7. It is emphasized, here, that the FL model cannot handle
orthotropic microstructures (i.e., ellipsoidal voids with two different aspect ratios) and thus is not
included in this figure. More specifically, the difference in the shape between the SOM and the
V AR estimates is significant. Due to the orthotropic symmetry of the porous medium, the SOM
curve exhibits no symmetry, whereas the V AR curve remains elliptical, which implies that it has two
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axes of symmetry. However, those axes of symmetry in the V AR estimate do not coincide with any
particular axes in the graph. In addition, the V AR estimate is significantly stiffer than the SOM
estimate for all loadings considered here.
6.6 Concluding Remarks
In this chapter, we studied the instantaneous effective response of isotropic and anisotropic porous
materials subjected to general loading conditions. The main conclusions can be separated in two
main groups. The first one is related to isotropic porous media, whereas the second to anisotropic
ones. In particular, the new “second-order” model, developed in section 2.6, makes use of a new
prescription for the reference stress tensor, given by relation (2.202), which is such that the resulting
“second-order” estimates reproduce exactly the behavior of the “composite-sphere assemblage” in
the limit of hydrostatic loading and therefore coincides with the hydrostatic limit of Gurson’s (1977)
criterion for porous materials with an ideally-plastic matrix phase. This has as a consequence a
significant improvement of this new model over the earlier “variational” method for the estimation
of the effective behavior of isotropic and anisotropic porous materials.
More specifically, the “second-order” estimates have been compared with the Lee and Mear (1992c)
estimates in the context of dilute porous media consisting of spheroidal (prolate or oblate) voids that
are subjected to axisymmetric loading conditions aligned with the pore symmetry axes. The main
conclusion of this section is that the “second-order” method was found to improve dramatically on
the earlier “variational” method by being in good agreement with the Lee and Mear results for all
nonlinearities, stress triaxialities and void shapes considered. On the other hand, the Lee and Mear
estimates were found to predict lower values than the “second-order” model for the dilatational and
the deviatoric part of the strain-rate, particularly at high stress triaxialities. As already discussed in
section 4.6, the difference between the two models is possibly due to the fact that the dilute methods
used by Lee and Mear require a very large number of terms in the Rayleigh-Ritz eigen-function
expansion to achieve sufficient accuracy at high stress triaxialities and nonlinearities (Huang, 1991b).
A possible reason for this difficulty in obtaining convergent results could be attributed to the fact
that the range of validity of the dilute expansion for the effective stress potential of the porous
medium, which was found to diminish to zero at high nonlinearities and purely hydrostatic loading
(see subsection 3.2.5).
In turn, for finite porosities, the new second-order model was found to improve significantly on
the earlier “variational” estimates of Ponte Castan˜eda (1991), discussed in section 2.5, especially at
high stress triaxialities, low porosities and high nonlinearities, where the “variational” bound was
known to be overly stiff. To establish this, the new “second-order” estimates were compared with
exact results obtained by high-rank sequential laminates, discussed in section 3.4, and were found to
be in very good agreement for the entire range of stress triaxialities and nonlinearities considered. By
comparison, the Leblond et al. (1994) and the Gurson (1977) models were found to be stiffer than
the “second-order” estimates in a significant range of the stress triaxialities.
In addition, both the “second-order” model and the sequential laminates were found to depend on
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all three invariants of the macroscopic stress tensor. Interestingly, the effect of the third invariant was
found to be non negligible even at moderate and high triaxialities and moderate porosities leading
to an “asymmetric” response of the composite in the Π−plane (or octahedral plane). On the other
hand, the Leblond et al. (1994), the Gurson (1977) and the “variational” model depend only on the
first two invariants of the macroscopic stress tensor.
It is worth mentioning that even though the interest in this work is on small concentration of
the vacuous phase, the above homogenization methods (i.e., “second-order” theory and “variational”
bound) may be also applied for composites with high concentration of voids. For example, (Despois et
al., 2006) have used the “variational” bound to fit experimental data in the context of metal foams.
For such high-porosity materials, however, the improvements documented in this work relative to
the earlier “variational” model are expected to be comparatively smaller. Moreover, it should be
emphasized that the Willis type estimates for linear composites are expected to be sufficiently accurate
for small and moderate concentrations of the inclusions (or voids in the present study). Thus, the
application of the estimates presented in this chapter and the previous ones are expected to hold
for porous media with high concentrations provided that we deal with closed-pore media. On the
other hand, for very high porosities and open-pore materials appropriate linear schemes or numerical
techniques (such as finite element calculations) should be used for foamed materials (Chen et al.,
1999; Deshpande and Fleck, 1999; McCullough et al. 1999; Ashby, 2000; Despois et al., 2006; Conde
et al., 2006; San Marchi and Mortensen, 2001; ).
In turn, the “second-order” model has been compared with the recent Flandi and Leblond (2005)
model in the case of transversely isotropic porous materials consisting of spheroidal voids subjected
to axisymmetric loading directions aligned with the pore symmetry axis. The agreement of the two
models was better for prolate than for oblate voids. However, it was shown that the effective behavior
of the porous material is substantially different if it consists of ellipsoidal voids with two different
aspect ratios. This last case can only be studied by the “second-order” method, which is capable
of handling materials with more general ellipsoidal microstructures, in contrast with several earlier
models, such as Flandi and Leblond (2005) (Gologanu et al., 1993; Gaˇraˇjeu et al., 2000; Monchiet
et al., 2007) that are valid only for transversely isotropic microstructures and axisymmetric loading
conditions aligned with the pore symmetry axis.
In addition, it was found that the applied load can also affect significantly the effective behavior of
anisotropic porous media. In order to study the effect of the applied loading conditions, two different
stress states were considered; an axisymmetric and an in-plane shear–pressure loading condition. The
two conditions were compared for porous media consisting of prolate and ellipsoidal voids. In the case
of prolate voids, the porous material was found to have a softer effective response when subjected
to in-plane shear–pressure loading than in axisymmetric loading. On the other hand, the porous
material with ellipsoidal voids exhibited a significantly different behavior when subjected to the two
aforementioned loadings. Note that these curves for the two different loadings coincide in the purely
hydrostatic loading as they should be, but the slope of the curves at these points is substantially
different.
In the following, we studied the effect of the orientation of the voids on the effective response
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of anisotropic porous media by making use of the “second-order” model developed in this study. It
was found that in all cases considered, involving prolate, oblate and ellipsoidal voids, this effect can
be significant and certainly cannot be neglected. Initially, we considered cross-section of the gauge
surfaces on the meridional plane, i.e., on the Σm − Σeq plane. As already expected, all the curves
coincide at the hydrostatic point, as they should be. Nonetheless, the slope of the curves at this point
can be very different indicating the importance of having a model that is able to distinguish between
different orientations of the principal axes of the voids, even at high triaxial loading conditions.
Next, we have presented “second-order” curves for anisotropic microstructures on the Π− plane.
In those cross-sections, the effect of the orientation of the voids relative to the principal directions of
the loading was found to be very significant for the effective behavior of the porous material. In the
same context, we were able to observe certain symmetries in the behavior of the porous medium, when
the relative orientation of the voids and the loading yields certain symmetries on the effective response
of the material. For instance, when the voids are spheroidal and the matrix phase isotropic, then
the material is transversely isotropic in the direction parallel to the pore symmetry axis. However,
if none of loading directions coincide with the pore symmetry axis then the effective behavior of the
porous material is substantially different from the one that we would obtain if the loading and the
pores were aligned. For further validation and comparison of the “second-order” estimates, we have
shown corresponding results as predicted by the “variational” method, as well as the Flandi-Leblond
(2005) model (only for spheroidal voids). The main conclusion drawn out of these comparisons is
that the “second-order” curves exhibit very non-elliptical shapes, in contrast to the “variational”
method, which remains elliptical for all configurations considered here. In turn, the Flandi-Leblond
curves seem to remain elliptical, as well, however this has to be shown analytically. Of course, the
“variational” estimates are significantly stiffer than both the “second-order” and the Flandi-Leblond
models, as already expected.
In this connection, we conclude by emphasizing that the new “second-order” model is based on
a rigorous variational principle, which has been generalized to more complex anisotropic microstruc-
tures (arbitrary pore shapes and orientation) and general, three-dimensional loadings, in contrast
to the Gurson model which is restricted to isotropic microstructures, and the Leblond et al. (1994)
(Gologanu et al., 1993,1994,1997; Gaˇraˇjeu et al., 2000; Flandi and Leblond, 2005) model which is valid
only for axisymmetric loading conditions and transversely isotropic microstructures. Furthermore,
the strategy followed in this work can be extended, in principle, to more general constitutive laws
(non-power law) for the matrix phase. It is relevant to emphasize in this connection that our ulti-
mate objective is to develop a completely general constitutive models for porous media with evolving
anisotropy in the spirit of the earlier works of Ponte Castan˜eda and Zaidman (1994) and Kailasam
and Ponte Castan˜eda (1998) in the context of the “variational” procedure (1991). Such an attempt
will be presented in the following chapter.
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Chapter 7
Evolution of microstructure: spherical and
ellipsoidal voids
This chapter is concerned with the determination of the effective response and evolution of mi-
crostructure of random porous media subjected to general loading conditions. The “second-order”
model (SOM) of Ponte Castan˜eda (2002a), discussed in section 2.6, is compared with the earlier
“variational” model (V AR) of Ponte Castan˜eda (1991), discussed in section 2.5, the Lee and Mear
(1994) (LM) method for dilute porous media (see subsection 3.2.4), unit-cell finite element calcu-
lations (FEM) (see subsection 3.5) and the recent model by Flandi and Leblond (2005) (FL) (see
subsection 3.3) for several nonlinearities and triaxialities. The results discussed in the previous chap-
ter will be applied in the present one, where we will make an attempt to study the importance of
the various microstructural variables, introduced in section 2.2.1, for given loading conditions. It
should be noted that the Lee and Mear and the finite element method, as well as the Flandi-Leblond
model are valid only for porous media consisting of spheroidal voids subjected to axisymmetric load-
ing conditions aligned with the pore symmetry axis. On the other hand, the “second-order” and the
“variational” methods are valid for general ellipsoidal microstructures and loading conditions. For
clarity, we include Fig. 7.1 to describe the microstructural variables involved in this section. Further
details about the relevant microstructural variables are given in subsection 2.2.1.
7.1 Evolution laws for general ellipsoidal voids
In particular, we study the problem of porous materials consisting of ellipsoidal voids, subjected to
general loading conditions. Due to the finite deformations, the initially spherical voids evolve into
ellipsoidal ones with certain orientation in space. Thus, the relevant microstructural variables are
the porosity f , the aspect ratios w1 and w2 and the orientation vectors n(i) (with i = 1, 2, 3). The
general evolution equations for these microstructural variables have been presented in section 2.7,
and, for completeness, they are recalled briefly here:
Porosity . By making use of the incompressibility of the matrix phase, the evolution law for the
porosity is obtained from the kinematical relations
f˙ = (1− f)Dii, i = 1, 2, 3, (7.1)
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Figure 7.1: Representative ellipsoidal void in the case of spherical microstructures.
where D is evaluated from relation (6.3) for the “variational” method and (6.14) for the “second-
order” method.
Aspect ratios. The evolution of the aspect ratios of the ellipsoidal void is defined by
w˙i = wi
(
n(3) ·D(2) n(3) − n(i) ·D(2) n(i)
)
= wi
(
n(3) ⊗ n(3) − n(i) ⊗ n(i)
)
·D(2), (7.2)
(no sum on i = 1, 2). The average strain-rate in the void D
(2)
is computed by relation (6.4) for the
“variational” method and (6.19) for the “second-order” method.
Orientation vectors. The evolution of the orientation vectors n(i) is determined by the spin of
the Eulerian axes of the ellipsoidal voids, or microstructural spin ω, via
n˙(i) = ω n(i), i = 1, 2, 3. (7.3)
The microstructural spin ω is related to the average spin in the void, Ω
(2)
, and the average strain-rate
in the void, D
(2)
, and can be expressed in direct notation (Aravas and Ponte Castan˜eda, 2004) by
ω = Ω
(2)
+
1
2
3∑
i,j=1
i 6=j
wi 6=wj
w2i + w
2
j
w2i − w2j
[
(n(i) ⊗ n(j) + n(j) ⊗ n(i)) ·D(2)
]
n(i) ⊗ n(j), (7.4)
with w3 = 1. On the other hand, the Jaumann rate of the orientation vectors n(i), denoted by
O
n (i)
(i = 1, 2, 3) is given by
O
n (i) = −Ωp n(i) i = 1, 2, 3, (7.5)
where Ωp = Ω − ω is the plastic spin (Dafalias, 1985). The above definition is helpful for the
computation of the Jaumann hardening rate in the context of ideal-plasticity. Note that the above
evolution laws are valid for both the “variational” and the “second-order” method, whereas the
computation of the phase average fields in the composite is the one that brings about the difference
between the “variational” and the “second-order” estimates.
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7.2 Dilute porous media
In this section, we present selective results, extracted by the Lee and Mear (1994) (LM) work,
the “second-order” method (SOM) and finite element calculations (FEM) for the evolution of mi-
crostructure in porous media consisting of spheroidal voids that are subjected to axisymmetric loading
conditions aligned with the pore symmetry axis. Thus, depending on the loading, the pores may take
prolate or oblate shapes.
As already discussed in detail in chapters 4, 5 and 6, the LM estimates are valid for dilute porous
media. On the other hand, it has been observed by Duva and Hutchinson (1984) and Duva (1986) that
the dilute methods, such as the one of Lee and Mear (1994) under consideration here, cannot be used
to deliver accurate estimates for small but finite concentrations of voids at high nonlinearities and
stress triaxialities. For this reason, the SOM estimates are obtained for porosity fo = 10−6, which
can be considered sufficiently small for the purpose of these comparisons. In turn, for validation of
the two methods, i.e., the SOM and the LM , we include also results obtained by FEM calculations
for porosity fo = 10−4. Although, this value is not as small as the one of fo = 10−6, it will be seen
that the corresponding SOM results do not exhibit any differences for these two different values of
fo, indicating that even the value fo = 10−4 can be considered as dilute provided that the porosity
remains at low values during the deformation process. This remark is made in order to emphasize
that for sufficiently large triaxiality loadings, the porosity increases rapidly leading to non-dilute
concentrations of voids. In this case, the comparisons between the LM , the SOM and the FEM are
not meaningful and the estimates can diverge significantly from each other.
Next, the loading conditions considered here are the same defined in section 6.2, such that the
remote non-zero components of the macroscopic stress tensor σ are
σ11 = σ22 = T, σ33 = S. (7.6)
Then, the stress triaxiality is defined in terms of S and T by
XΣ =
S + 2T
3 |S − T | =
S
|S|
1 + 2T/S
3 |1− T/S| . (7.7)
In the figures to follow, we use the ratio T/S as the loading parameter in the problem. The values
used are T/S = 0, 0.2, 0.4, 0.6, which correspond to stress triaxiality XΣ = ±1/3,±0.583,±1,±1.833,
respectively. Obviously for the values of T/S given previously, the sign of XΣ depends on the sign of
the normalized quantity S/|S|. For later use, it is pertinent to define here the remote axial strain-rate
ε˙∞33 and strain ε
∞
33 in the absence of voids, which take the form
ε˙∞33 = ε˙o
(
σeq
σo
)n
S − T
σeq
, ε∞33 =
∫
t
ε˙∞33dt, (7.8)
where σo is the flow stress of the matrix phase and ε˙o is a reference strain-rate taken in the calculation
to follow equal to unity.
Fig. 7.2 shows results for the evolution of the normalized porosity f/fo for various stress ratios
T/S = 0, 0.2, 0.4, 0.6, as a function of the remote axial strain ε∞33 for a nonlinear exponent n = 10.
In this figure, the SOM estimates are found to be in agreement with the LM results for all stress
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Figure 7.2: Results are shown for the evolution of the normalized porosity f/fo as a function of the remote
axial strain ε∞33 for a dilute porous material consisting of initially spherical pores subjected to axisymmetric
loading conditions. The matrix phase exhibits a viscoplastic behavior with an exponent n = 5. SOM and
LM estimates are shown for (a) tensile and (b) compressive loading conditions for ratios of the in-plane stress
components T/S = 0, 0.2, 0.4, 0.6 or XΣ = ± 1/3, 0.583, 1, 1.833.
ratios considered. In particular, Fig. 7.2a shows results for tensile loadings, i.e., S/|S| > 0, where it is
found that by increasing the stress ratio T/S, the normalized porosity f/fo grows rapidly taking very
high values at small deformations. As already anticipated by the results presented in the previous
chapters associated with dilute porous media, the LM method predicts lower values for f/fo when
compared with the SOM results, at sufficiently high stress triaxialities (T/S = 0.4, 0.6). In turn,
Fig. 7.2b shows corresponding results for compressive loadings, i.e., S/|S| < 0. In that case, the
voids collapse, i.e., the porosity closes down at finite strains, whereas the strain of the pore closure is
strongly dependent on the stress ratio T/S. The results predicted by the SOM are found to be more
compliant than the LM predictions. This observation is in accordance with the remark made in the
context of Fig. 7.2a, i.e., that the LM is stiffer at high nonlinearities and triaxialities.
As already stated in the introduction of this section, in order to validate further the results
obtained in the previous figure, we present in Fig. 7.3 results for the evolution of the normalized
porosity f/fo as predicted by the SOM and the FEM methods for porosities fo = 10−4, which
are “compared” with the dilute estimates of Lee and Mear. The stress triaxialities considered here
are the same used previously, i.e., T/S = 0, 0.2, 0.4, 0.6. First of all, we observe that the FEM
estimates lie closer to the corresponding SOM results for both tensile and compressive loadings
than to the LM predictions. In particular, the FEM results are more compliant than the LM
estimates, which is in agreement with the observations made previously in the context of the SOM
predictions. It is also important to recall here that contrary to the FEM calculations, the LM
procedure assumes that the void evolves through a sequence of spheroidal shapes (see also Fleck
and Hutchinson, 1986) during the deformation process, which constitutes an idealization that may
Evolution of microstructure: spherical and ellipsoidal voids 217
0 0.2 0.4 0.6 0.8 1
4
8
12
16
20
T/S=0
f / f
o
T/S=0.2
T/S=0.4
T/S=0.6
33ε
∞
n=10
SOM
LM
(f
o
=10- 4)
(dilute)
FEM (f
o
=10- 4)
0 0.2 0.4 0.6
0
0.2
0.4
0.6
0.8
1
T/S=0
f / f
o
T/S=0.2
T/S=0.4
T/S=0.6
33ε
∞
SOM
LM
(f
o
=10- 4)
(dilute)
FEM (f
o
=10- 4)
n=10
(a) (b)
Figure 7.3: Results are shown for the evolution of the normalized porosity f/fo as a function of the remote
axial strain ε∞33 for a dilute porous material consisting of initially spherical pores subjected to axisymmetric
loading conditions. The matrix phase exhibits a viscoplastic behavior with an exponent n = 5. SOM and
LM estimates are shown for (a) tensile and (b) compressive loading conditions for ratios of the in-plane stress
components T/S = 0, 0.2, 0.4, 0.6 or XΣ = ± 1/3, 0.583, 1, 1.833.
become rough particularly at high stress triaxialities and nonlinearities. On the other hand, in the
SOM , use is made of the average fields in the vacuous phase to compute an average spheroidal shape
for the void. Obviously, all of the three procedures are different and, in general, are expected to lead
to different estimates. However, it is evident from Fig. 5.3 and the results discussed in section 6.2,
that the LM procedure could underestimate slightly the effective response of dilute porous media,
particularly at high nonlinearities and stress triaxialities.
7.2.1 Effect of the initial pore shape
Finally, Fig. 7.4 presents results for the evolution of the normalized porosity f/fo in dilute porous
media subjected to axisymmetric compressive loadings with stress ratios T/S = 0, 0.4 and nonlinear
exponent for the matrix phase n = 5, as a function of the remote axial strain |ε∞33| and the aspect
ratio of the spheroidal voids w. In this figure, we consider porous media consisting of spherical voids
(w = 1), prolate voids with aspect ratios w = 3/2, 2 and oblate voids with aspect ratios w = 2/3, 1/2.
More specifically, Fig. 7.4a shows results for a stress ratio T/S = 0 with S/|S| < 0, i.e., uniaxial
compression. The SOM estimates for f/fo are in agreement with the LM results for all the aspect
ratios considered here. Both methods predict a faster pore closure (i.e., f/fo → 0) in the case of oblate
voids (w = 2/3, 1/2), than for prolate ones (w = 3/2, 2), which is intuitively expected. This result
indicates that a porous material containing prolate voids is stiffer than oblate voids in the direction
of the pore symmetry axis. Similar observations can be made in Fig. 7.4b, which corresponds to
an axisymmetric compressive loading with higher stress ratio T/S = 0.4. As already expected, the
SOM predicts a faster reduction of the normalized porosity f/fo than the LM method at higher
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Figure 7.4: Results are shown for the evolution of the normalized porosity f/fo as a function of the remote
axial strain ε∞33 for a dilute porous material consisting of spherical and spheroidal pores subjected to axisym-
metric compressive loading conditions. The matrix phase exhibits a viscoplastic behavior with an exponent
n = 5. SOM and LM estimates are shown for stress ratios (a) T/S = 0 and (b) T/S = 0.4 for spherical
voids (w = 1), prolate voids with aspect ratios w = 3/2, 2 and oblate voids with aspect ratios w = 2/3, 1/2.
stress triaxialities. This result is consistent with the observations made previously, i.e., that the SOM
method predicts a more compliant effective response for the porous material than the LM at high
triaxialities and nonlinearities.
7.3 Axisymmetric loading conditions
In this section, we validate the “second-order” (SOM) and the “variational” (V AR) estimates by
comparing them with unit-cell finite element calculations (FEM). For completeness, it is recalled
that we consider a cylindrical unit-cell consisting of an initially spherical void with initial porosity
fo = 0.01%. The unit-cell is subjected to periodic boundary conditions, as already discussed in
section 3.5, such that the applied stress triaxiality XΣ, remains constant during the deformation
process. Furthermore, the loading is axisymmetric such that the initially spherical void evolves into
a spheroidal void (i.e., the void has a circular cross-section on a specific plane). Several nonlinear
exponents are used, i.e., n = 1, 2, 4, 10, while the material is subjected to both tensile and compressive
loadings. The effect of the stress triaxiality and the nonlinearity on the evolution of the microstructure
is studied in detail.
In this regard, for the calculations performed in this section, axisymmetric traction boundary
conditions defined in (7.6) are applied, whereas the stress triaxiality XΣ is given by (7.7). The
values used in the following paragraphs are XΣ = ±1/3,±1,±3, which correspond to stress ratio
T/S = 0, 0.4, 0.727 (with S/|S| ≶ 0), respectively.
Next, provided that the major axis of the voids is aligned with the laboratory frame of reference
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and the principal loading axes, the only relevant microstructural variables (see Fig. 7.1) are the
porosity f and the aspect ratio w = w1 = w2 = a3/a1 = a3/a2, with a1 = a2 and a3 denoting the
lengths of the principal semi-axes of the spheroidal void. The cases w > 1 and w < 1 correspond to
prolate and oblate spheroidal voids, respectively. In turn, the orientation of the void and thus the
orientation vectors n(i) (with i = 1, 2, 3) remain fixed during the deformation process.
7.3.1 Tensile loadings
Uniaxial tension loading with XΣ = 1/3 or T/S = 0 with S/|S| > 0. Fig. 7.5 presents results
for the evolution of the relevant microstructural variables for an initially isotropic porous medium
subjected to uniaxial tension loading. The porosity f normalized by the initial porosity fo, the aspect
ratio w, and the macroscopic axial component of the strain-rate D33 normalized by the equivalent
strain-rate in the absence of voids ε˙∞eq are shown as a function of the nonlinear exponent n = 1, 2, 4, 10
and the total axial strain ε33. In Fig. 7.5a, the predictions of the SOM for the evolution of the porosity
f are in very good agreement with the FEM results for all the nonlinearities considered. Similarly
to the case of cylindrical voids, the main feature of this loading predicted by both the SOM and
the FEM estimates, is that the porosity initially grows but finally it approaches an asymptote for
sufficiently large strains. In Fig. 7.5b, the evolution of the aspect ratio w is shown for the four
nonlinear exponents considered here. The SOM tends to overestimate slightly the evolution of the
aspect ratio w, when compared with the corresponding FEM predictions. However, it is observed
that the evolution of the aspect ratio does not depend strongly on the nonlinearity of the matrix
phase, certainly much less than the corresponding evolution of the porosity. It should be noted
here that the corresponding evolution curves obtained by the V AR method do not depend on the
nonlinearity and they all coincide with the n = 1 curve. In this regard, the SOM is found to improve
significantly on the earlier V AR method, especially at high nonlinearities. Finally, Fig. 7.5c shows the
evolution of the normalized macroscopic axial strain-rate D33/ε˙∞eq . The agreement between the SOM
and the FEM estimates is remarkable even at very high nonlinearities (i.e., n = 10). In contrast,
the corresponding V AR results are found to underestimate the evolution of D33/ε˙∞eq , particularly at
high nonlinearities.
For completeness, deformed (and superimposed undeformed) states of the relevant cross-section
of the unit-cell are shown in Fig. 7.6 for several stages of the deformation process. In Fig. 7.6a and
7.6b, the matrix phase is described by an exponent n = 1, whereas in Fig. 7.6c and 7.6d by n = 10.
In particular, Fig. 7.6a and 7.6c correspond to a total macroscopic strain ∼ 30%, where it is easily
observed that for n = 10 the porosity and the aspect ratio take higher values than for n = 1. Similarly,
Fig. 7.6b and 7.6d correspond to a total macroscopic strain ∼ 80%. An interesting remark in the
context of this figure, is that the shape of the void remains almost ellipsoidal even in the nonlinear
case n = 10, which implies that the fields in the vacuous phase are fairly uniform. In addition, it
is easily observed that the elongation of the void occurs in the direction of the maximum principal
stress.
Triaxial tension loading with XΣ = 1 or T/S = 0.4 with S/|S| > 0. Fig. 7.7 shows results
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Figure 7.5: Results are shown for the evolution of the relevant microstructural and macroscopic variables for
a porous material consisting of initially spherical pores embedded in a matrix with exponent n = 1, 2, 4, 10
as a function of the axial macroscopic strain ε33. The initial porosity is fo = 0.01% and the material is
subjected to axisymmetric uniaxial tension loading (XΣ = 1/3 and T/S = 0 with S/|S| > 0) so that the
voids become spheroidal in shape. SOM , FEM and V AR estimates are shown for the evolution of the (a)
normalized porosity f/fo, (b) the aspect ratio w and (c) the normalized axial strain-rate D33/ε˙
∞
eq (ε˙
∞
eq is
the corresponding strain-rate in the absence of voids). The V AR estimate for the evolution of the porosity
f/fo and the aspect ratio w is found to be independent of the nonlinear exponent n and the corresponding
predictions coincide with the n = 1 curves.
for the evolution of the relevant microstructural and macroscopic variables for an initially isotropic
porous material subjected to triaxial tension with stress triaxiality XΣ = 1. The normalized porosity
f/fo, the aspect ratio w, and the normalized macroscopic equivalent strain-rate Deq/ε˙∞eq are shown
as a function of the nonlinear exponent n = 1, 2, 4, 10 and the total equivalent strain εeq. In Fig. 7.7a,
the SOM estimates for the evolution of the porosity f are found to be in excellent agreement with
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Figure 7.6: Deformed and undeformed contours for uniaxial tension loading with stress triaxiality XΣ = 1/3.
Part(a) and (b) correspond to an exponent n = 1 of the matrix phase for an axial deformation ε33 ∼ 0.3
and ε33 ∼ 0.8, respectively. In turn, parts (c) and (d) correspond to an exponent n = 10 and ε33 ∼ 0.3 and
ε33 ∼ 0.8, respectively.
the corresponding FEM predictions especially at high nonlinearities n > 4. In contrast with the
uniaxial tension loading, in the case of XΣ = 1, the rate of growth of the porosity increases during
the deformation process, such that for ∼ 80% strain and nonlinearity n = 10 the initial porosity fo
has increased twenty times. On the other hand, in Fig. 7.7b, the aspect ratio w of the void is found to
increase in a much slower rate than in the uniaxial tension loading. The SOM estimates overestimate
the evolution of the aspect ratio when compared with the FEM results. However, the inaccurate
prediction of the evolving aspect ratio by the SOM seems to leave unaffected the evolution of the
normalized porosity f/fo in Fig. 7.7a and certainly the normalized macroscopic strain-rate Deq/ε˙∞eq
in Fig. 7.7c, which is seen to be in very good agreement with the FEM results for all nonlinearities.
This last observation implies that in the case of XΣ = 1, the evolution of porosity controls the
effective behavior of the porous medium. In contrast, the V AR estimates seriously underestimate
the evolution of the porosity f/fo (the V AR curves for the evolution of f/fo and w coincide with
the n = 1 curve for all nonlinearities), which has as a consequence the inaccurate prediction of the
normalized macroscopic strain rate Deq/ε˙∞eq and thus the effective behavior of the porous medium.
Triaxial tension loading with XΣ = 3 or T/S = 0.727 with S/|S| > 0. Similarly to the
previous case, Fig. 7.8 shows evolution plots for the normalized porosity f/fo, the aspect ratio w
and the normalized macroscopic equivalent strain-rate Deq/ε˙∞eq as a function of the nonlinearity
n = 1, 2, 4, 10 and the macroscopic equivalent strain εeq for an initially isotropic porous material
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Figure 7.7: Results are shown for the evolution of the relevant microstructural and macroscopic variables for
a porous material consisting of initially spherical pores embedded in a matrix with exponent n = 1, 2, 4, 10
as a function of the equivalent macroscopic strain εeq. The initial porosity is fo = 0.01% and the material
is subjected to axisymmetric triaxial tension loading (XΣ = 1 and T/S = 0.4 with S/|S| > 0) so that the
voids become spheroidal in shape. SOM , FEM and V AR estimates are shown for the evolution of the (a)
normalized porosity f/fo, (b) the aspect ratio w and (c) the normalized axial strain-rate Deq/ε˙
∞
eq (ε˙
∞
eq is
the corresponding strain-rate in the absence of voids). The V AR estimate for the evolution of the porosity
f/fo and the aspect ratio w is found to be independent of the nonlinear exponent n and the corresponding
predictions coincide with the n = 1 curves.
subjected to high triaxiality loading with XΣ = 3. In this high triaxiality loading, the evolution of
the porosity f/fo is expected to increase rapidly with the macroscopic strain εeq, which is verified by
the corresponding SOM and FEM estimates in Fig. 7.8a. The SOM and the FEM are in very good
agreement in this case, while the SOM improves dramatically on the earlier V AR method, which is
independent of the nonlinearity n and thus, all the V AR estimates coincide with the n = 1 curve.
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Figure 7.8: Results are shown for the evolution of the relevant microstructural and macroscopic variables for
a porous material consisting of initially spherical pores embedded in a matrix with exponent n = 1, 2, 4, 10
as a function of the equivalent macroscopic strain εeq. The initial porosity is fo = 0.01% and the material
is subjected to axisymmetric triaxial tension loading (XΣ = 3 and T/S = 0.727 with S/|S| > 0) so that
the voids become spheroidal in shape. SOM , FEM and V AR estimates are shown for the evolution of the
(a) normalized porosity f/fo, (b) the aspect ratio w and (c) the normalized axial strain-rate Deq/ε˙
∞
eq (ε˙
∞
eq is
the corresponding strain-rate in the absence of voids). The V AR estimate for the evolution of the porosity
f/fo and the aspect ratio w is found to be independent of the nonlinear exponent n and the corresponding
predictions coincide with the n = 1 curves.
Note that for n = 10, the initial porosity fo increases approximately by fifty times after a total strain
∼ 5%, as predicted by the SOM and the FEM method. On the other hand, in Fig. 7.8b, the aspect
ratio of the void w evolves only slightly, while remaining very close to its initial spherical shape. At
this point, it is interesting to note that at sufficiently high nonlinearities n > 4 the void elongates
in the direction transverse to the maximum principal stress (see that w < 1 for n > 4), as predicted
by the FEM results. In other words, the initially spherical void evolves into an oblate void. This
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Figure 7.9: Deformed and undeformed contours for triaxial tension loading with stress triaxiality XΣ = 1.
Part(a) and (b) correspond to an exponent n = 1 of the matrix phase for a deformation εeq ∼ 0.2 and
εeq ∼ 0.4, respectively. In turn, parts (c) and (d) correspond to an exponent n = 10 and εeq ∼ 0.03 and
εeq ∼ 0.06, respectively.
interesting effect has initially been observed by Budiansky et al. (1982) and Fleck and Hutchinson
(1986) in the dilute case. Such an effect can only be a direct consequence of the nonlinearity of the
matrix phase and the high triaxiality loading, which induce a certain distribution of strains around
the void resulting in this unexpected phenomenon. However, even though the SOM method is not
able to capture this very nonlinear, “local” effect accurately, it remains in remarkable agreement
with the FEM predictions for the normalized macroscopic strain-rate Deq/ε˙∞eq , as can be observed
in Fig. 7.8c. This is a direct consequence of the fact that the SOM is able to predict accurately
the evolution of porosity f/fo, which clearly dominates over the evolution of the aspect ratio w. In
contrast, the V AR estimates underestimate significantly the evolution of the porosity and thus the
evolution of Deq/ε˙∞eq . The improvement of the SOM over the V AR estimates in this high triaxiality
loading is attributed to the fact that the SOM is constructed such that it recovers the analytical
CSA (composite sphere assemblage) result in purely hydrostatic loading, in contrast with the V AR
method, which is too stiff in this case (see subsection 2.6.2).
It is interesting to include here the deformed meshes of the unit-cell for the linear n = 1 and
nonlinear case n = 10, as shown in Fig. 7.9a,b and Fig. 7.9c,d, respectively. In particular, for the
n = 1, the void is seen to elongate in the direction of the maximum principal stress (i.e., in the
3−direction). On the other hand, for n = 10, the void elongates transversely to the direction of the
maximum principal stress. Nonetheless, it is worth noting that the porosity evolves with such a high
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rate that dominates over the evolution of the shape of the void at high stress triaxialities.
7.3.2 Compressive loadings
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Figure 7.10: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisting of initially spherical pores embedded in a matrix with exponent n = 1, 2, 4, 10
as a function of the axial macroscopic strain |ε22|. The initial porosity is fo = 0.01% and the material is
subjected to axisymmetric triaxial compressive loadings (XΣ = −1/3 and T/S = 0 with S/|S| < 0) so that
the voids become spheroidal in shape. SOM , FEM and V AR estimates are shown for the evolution of the
(a) normalized porosity f/fo, (b) the aspect ratio w and (c) the normalized axial strain-rate |D33|/ε˙∞eq (ε˙∞eq
is the corresponding strain-rate in the absence of voids). The V AR estimate for the evolution of the porosity
f/fo and the aspect ratio w is found to be independent of the nonlinear exponent n and the corresponding
predictions coincide with the n = 1 curves.
Uniaxial compression loading with XΣ = −1/3 or T/S = 0 with S/|S| < 0. Fig. 7.10
presents results for the evolution of the relevant microstructural and macroscopic variables for an
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Figure 7.11: Deformed and undeformed contours for uniaxial compression loading with stress triaxiality
XΣ = −1/3. Part(a) and (b) correspond to an exponent n = 1 of the matrix phase for a deformation
|ε33| ∼ 0.3 and |ε33| ∼ 0.6, respectively. In turn, parts (c) and (d) correspond to an exponent n = 4 and
|ε33| ∼ 0.3 and |ε33| ∼ 0.45, respectively.
initially isotropic porous medium subjected to uniaxial compression loading. The normalized porosity
f/fo, the aspect ratio w, and the macroscopic axial component of the strain-rate |D33| normalized
by the equivalent strain-rate in the absence of voids ε˙∞eq are shown as a function of the nonlinear
exponent n = 1, 2, 4, 10 and the total axial strain |ε33|. In Fig. 7.10a, the SOM estimates for the
normalized porosity f/fo are found to be in good agreement with the corresponding FEM results,
certainly better than the earlier V AR estimates that are independent of the nonlinearity and they
all coincide with the n = 1 curve. As expected, both the SOM and the FEM models predict a
sharp decrease of the porosity f/fo at finite strains. As the nonlinearity increases, the point of zero
porosity occurs at a lower strain |ε33|.
In turn, Fig. 7.10b shows corresponding estimates for the evolution of the aspect ratio w of the
spheroidal void. Obviously, the initially spherical void evolves into an oblate spheroidal void which
eventually becomes a pancake-shape crack (w → 0). In this case, the SOM is found to overestimate
the change in the aspect ratio w when compared with the FEM results which exhibit a very weak
dependence on the nonlinear exponent n. It should be mentioned, however, that because of the strong
nonlinearity of the matrix phase the void shape may deviate significantly from being a spheroid (see
Fig. 7.11c,d). In this case, the void develops contact zones and special numerical care needs to be
taken after this point in order to ensure material impenetrability. However, the objective of this work
is not to perform with great accuracy the FEM calculations, rather than to provide a qualitative and,
if possible, a quantitative comparison to the SOM estimates. For this reason, the FEM calculations
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are terminated when the void develops these contact zones.
In order to complete the study of the porous material subjected to uniaxial compression, Fig. 7.10c
shows corresponding curves for the normalized macroscopic axial strain-rate |D33|/ε˙∞eq . The SOM es-
timates are in good agreement with the corresponding FEM results, while they improve significantly
on the earlier V AR estimates that are shown to underestimate the evolution of D33/ε˙∞eq , particularly
at high nonlinearities. It is worth noting that both the SOM and the V AR estimates for D33/ε˙∞eq
exhibit a sharp increase. This is due to the rapid decrease of the aspect ratio w, which is found
to close faster than the normalized porosity f/fo. Conversely, if the porosity f/fo decreased faster
than w, as is the case for the corresponding loading in the cylindrical microstructures in Fig. 5.10,
the macroscopic strain-rate D33/ε˙∞eq would have a sharp decrease. In fact, this is the case for the
compressive loadings to follow.
To make the aforementioned geometrical interpretations more clear, we include Fig 7.11 for uni-
axial compression loading and for nonlinearities n = 1, 4. More specifically, in Fig 7.11a and 7.11b,
deformed meshes are shown for the linear case n = 1 at two different deformation states. It is obvious
in the context of this figure that in the linear case, the shape of the void remains strictly spheroidal
even at very high compressive strains. On the other hand, for n = 4 the void remains ellipsoidal
at relatively low strains (see Fig 7.11c), whereas, at higher strains, the void loses its concave shape
and develops contact zones. In order to proceed further with the calculations, special care needs to
be taken. However, as already mentioned in the previous paragraph, the focus in this study is not
perform elaborate FEM calculations rather than to provide a quantitative validation to the SOM
method.
Triaxial compression loading with XΣ = −1 or T/S = 0.4 with S/|S| < 0. Fig. 7.12
shows evolution curves of the normalized porosity f/fo, the aspect ratio w, and the normalized
macroscopic equivalent strain-rate |Deq|/ε˙∞eq for an initially isotropic porous medium subjected to
triaxial compression loading with stress triaxiality XΣ = −1 as a function of the total macroscopic
equivalent strain εeq. Fig. 7.12a shows evolution of the normalized porosity f/fo as predicted by the
SOM and the FEM methods for n = 1, 2, 4. In particular, the SOM is in quite good agreement
with the FEM results, while it improves on the earlier V AR estimates, which are independent of the
nonlinearity and hence they coincide with the n = 1 curve. It is worth noting that FEM results for
n = 10 are not included here due to numerical difficulties.
Moreover, for the same reasons described in the case of uniaxial compression, where the void loses
its concave shape at a certain deformation (see Fig. 7.13c,d), the FEM curve for n = 4 is cut off at
a normalized porosity f/fo ∼ 0.2. In this connection, Fig. 7.12b shows corresponding results for the
evolution of the aspect ratio w. The main observation in the context of this figure is that the FEM
curves are shown to depend weakly on the nonlinear exponent n for this specific loading. In contrast
the SOM estimates are found to overestimate the evolution of the aspect ratio when compared with
the FEM results.
Even so, the corresponding SOM predictions for the normalized macroscopic strain-rate Deq/ε˙eq
are in good agreement with the FEM estimates for all the nonlinearities considered. Similarly to the
case of XΣ = 1, this last observation implies that the evolution of the aspect ratio w does not affect
228 Evolution of microstructure: spherical and ellipsoidal voids
0 0.1 0.2 0.3 0.4 0.5
0
0.2
0.4
0.6
0.8
1
Triaxial Compression - X
Ó
=-1
f
0
=0.01%, w
1
=w
2
=1
n=4
n=2
n=1
f / f
o
eqε
SOM
FEM
VAR
0 0.1 0.2 0.3 0.4 0.5
0
0.2
0.4
0.6
0.8
1
n=4 n=2
n=1
w
SOM
FEM
eqε
n=2
n=4
Biaxial Compression - X
Ó
=-1
f
0
=0.01%, w
1
=w
2
=1
VAR
(a) (b)
0 0.1 0.2 0.3 0.4 0.5
1
1.0005
1.001
1.0015
n=4
n=2
n=1
SOM
FEM
VAR
eq
eq
D
ε ∞
eqε
Triaxial Compression - X
Ó
=-1
f
0
=0.01%, w
1
=w
2
=1
(c)
Figure 7.12: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisting of initially spherical pores embedded in a matrix with exponent n = 1, 2, 4
as a function of the equivalent macroscopic strain εeq. The initial porosity is fo = 0.01% and the material
is subjected to axisymmetric triaxial compressive loading (XΣ = −1 and T/S = 0.4 with S/|S| < 0) so that
the voids become spheroidal in shape. SOM , FEM and V AR estimates are shown for the evolution of the
(a) normalized porosity f/fo, (b) the aspect ratio w and (c) the normalized axial strain-rate Deq/ε˙
∞
eq (ε˙
∞
eq is
the corresponding strain-rate in the absence of voids). The V AR estimate for the evolution of the porosity
f/fo and the aspect ratio w is found to be independent of the nonlinear exponent n and the corresponding
predictions coincide with the n = 1 curves.
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Figure 7.13: Deformed and undeformed contours for triaxial compression loading with stress triaxiality
XΣ = −1. Part(a) and (b) correspond to an exponent n = 1 of the matrix phase for a deformation εeq ∼ 0.25
and εeq ∼ 0.45, respectively. In turn, parts (c) and (d) correspond to an exponent n = 4 and εeq ∼ 0.25 and
εeq ∼ 0.35, respectively.
the macroscopic behavior of the porous medium. Instead, the evolution of the porosity f/fo is the
dominant parameter in the problem. On the other hand, the V AR estimates severely underestimate
the normalized macroscopic strain-rate Deq/ε˙eq, particularly at high nonlinearities. This is clearly
due to the underestimation of the normalized porosity f/fo in Fig. 7.12a. In addition, it is interesting
to note that, while the V AR estimates for Deq/ε˙eq show a sharp increase, the corresponding SOM
results predict a sharp decrease. This qualitative difference between the two methods can be explained
by noting that the V AR method predicts that the aspect ratio w goes faster to zero than the porosity
f/fo, whereas the opposite is true for the corresponding SOM result. Unfortunately, the FEM
results are cut of before being able to extract such information.
Next, Fig. 7.13 shows deformed meshes of the unit-cell for nonlinearities n = 1 (parts (a) and (b))
and n = 4 (parts (c) and (d)). While the void remains strictly spheroidal in the linear case as shown
in Fig. 7.13a and 7.13b, when n = 4, the void collapses at relatively low strains and after this point
special care needs to be taken in order to continue further with the simulation of the unit-cell. This
implies that estimating the effective response of porous media under compressive loadings is expected
to be more sensitive than for tensile loadings.
Triaxial compression loading with XΣ = −3 or T/S = 0.727 with S/|S| < 0. Fig. 7.14
shows evolution curves of the normalized porosity f/fo, the aspect ratio w, and the normalized
macroscopic equivalent strain-rate |Deq|/ε˙∞eq for an initially isotropic porous medium subjected to
triaxial compression loading with fixed stress triaxiality XΣ = −3 as a function of the total macro-
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Figure 7.14: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisting of initially spherical pores embedded in a matrix with exponent n = 1, 2, 4
as a function of the equivalent macroscopic strain εeq. The initial porosity is fo = 0.01% and the material is
subjected to axisymmetric triaxial compressive loading (XΣ = −3 and T/S = 0.727 with S/|S| < 0) so that
the voids become spheroidal in shape. SOM , FEM and V AR estimates are shown for the evolution of the
(a) normalized porosity f/fo, (b) the aspect ratio w and (c) the normalized axial strain-rate Deq/ε˙
∞
eq (ε˙
∞
eq is
the corresponding strain-rate in the absence of voids). The V AR estimate for the evolution of the porosity
f/fo and the aspect ratio w is found to be independent of the nonlinear exponent n and the corresponding
predictions coincide with the n = 1 curves.
scopic equivalent strain εeq. Fig. 7.14a shows SOM and FEM estimates for the evolution of the
normalized porosity f/fo. Both methods are in very good agreement, at least up to f/fo ∼ 0.1. The
main observation in the context of this figure is that both methods predict initially a sharp drop
of the porosity, whereas for f/fo < 0.2 the corresponding curves change slope so that the rate of
decrease of the porosity becomes smaller. In turn, Fig. 7.14b shows corresponding curves for the
evolution of the aspect ratio w, where the SOM estimate differs significantly from the corresponding
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Figure 7.15: Deformed and undeformed contours for triaxial compression loading with stress triaxiality
XΣ = −3. Part(a) and (b) correspond to an exponent n = 1 of the matrix phase for a deformation εeq ∼ 0.15
and εeq ∼ 0.27, respectively. In turn, parts (c) and (d) correspond to an exponent n = 4 and εeq ∼ 0.06 and
εeq ∼ 0.14, respectively.
FEM prediction. Similarly to the observations made in the context of Fig. 7.8b, the void elongates
in the direction parallel to the maximum compressive stress, taking a prolate spheroidal shape (see
Fig. 7.15). As already discussed previously for the case of XΣ = 3, the SOM does not capture this
effect here. However, it is interesting to observe that the corresponding SOM prediction for the
normalized macroscopic strain-rate Deq/ε˙eq is in remarkable agreement with the FEM results for
all the nonlinearities considered. This observation simply implies that the evolution of the porosity
f/fo controls the effective response of the porous medium. On the contrary, the evolution of the
aspect ratio w, albeit interesting in a local level, does not affect the behavior of the porous material
in the macroscopic level. Finally note that the V AR estimates fail to capture even qualitatively the
evolution of Deq/ε˙eq, particularly at high nonlinearities.
For completeness, Fig. 7.15 shows the deformed meshes of the unit-cell for n = 1 (parts (a) and
(b)) and n = 4 (parts (c) and (d)). Looking at Fig. 7.15a and 7.15b, we observe that the porosity
decreases during the deformation process, while the void shrinks in the direction of the maximum
compressive stress. In contrast, for n = 4, we verify the observation initially made by Budiansky et
al. (1982), where it was found that the void shrinks in the direction, which is parallel to the maximum
compressive stress, inducing a prolate shape for the void, as shown in Fig. 7.15c and 7.15d. Note also
the huge deformation of the elements in Fig. 7.15d, which probably implies that after this point, it is
necessary to remesh the unit-cell for more accurate results.
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7.3.3 Brief summary
In the previous subsections, we made an attempt to validate the SOM model for several nonlin-
earities and stress triaxialities by comparing it with FEM results. As a general remark, the SOM
is capable of predicting with sufficient accuracy the evolution of the relevant microstructural and
macroscopic variables in the context of initially isotropic porous media subjected to axisymmetric
loading conditions.
In particular, the SOM has been studied for tensile loading conditions, which induce, in general,
an increase of the initial porosity. While for lower stress triaxialities (e.g., uniaxial tension) the
porosity evolves slightly, at high stress triaxialities the evolution of the porosity can be dramatic. As
a consequence of the fact that the SOM is constructed to recover the analytical hydrostatic shell
result (see relation (2.196)), it improves significantly on the earlier V AR estimates, which fail to
provide even qualitative agreement with the FEM results at high stress triaxialities.
In addition, it has been shown that the SOM estimates for the evolution of the aspect ratio of the
void shape are sufficiently accurate for low stress triaxialities and high nonlinearities, when compared
with the FEM predictions. However, at high stress triaxialities and nonlinearities, the FEM predict
an elongation of the void in the direction which is transverse to the maximum principal stress. Such a
counterintuitive result has already been known in the literature since the early work of Budiansky et
al. (1982). Nonetheless, this highly nonlinear phenomenon does not affect the macroscopic behavior
of the porous material. In contrast, at high stress triaxialities the evolution of the porosity controls
the effective response of the material. This is the main reason that the SOM delivers accurate results
for the macroscopic strain-rates even though it fails to predict accurately the evolution of the aspect
ratio at high stress triaxialities.
Similarly to the tensile loadings, the SOM has been validated under compressive loadings, where
the evolution of porosity has been found to dominate over the evolution of the aspect ratio at high
triaxial loadings. Furthermore, it is worth noting that under compressive loadings the FEM method
requires special care when the porosity reaches low values. The reason for this lies in the large
distortion of the elements observed in this case. Therein lies the importance of the homogenization
methods that can provide estimates even at very low values of the porosity.
7.4 Comparison of existing models for spheroidal voids
In this section, the “second-order” method (SOM) is compared with the Flandi and Leblond (2005)
model (FL), the “variational” method (V AR) and finite element calculations (FEM) for the deter-
mination of the evolution of microstructure in porous media consisting of initially spherical voids. As
already discussed in detail in the previous section, this comparison is meaningful for sufficiently small
porosities, i.e., fo = 0.01% and axisymmetric loading conditions as defined by relation (7.6). In fact,
we will make use of the previous results, where, now, we will also include the FL and the V AR model
for all the microstructural variables. These methods are compared for a nonlinear exponent n = 10,
and stress triaxialities XΣ = ±1/3,±1,±3, which correspond to stress ratio T/S = 0, 0.4, 0.727 (with
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S/|S| ≶ 0), respectively.
Before proceeding with the discussion of the results, it is important to emphasize that the FL
results are obtained by making use of the value q = 1.47 instead of q = 1 for the parameter introduced
in section 3.3. This parameter has been initially introduced by Tvergaard (1981) in the model of
Gurson (1977) in order to achieve a better agreement between the numerical and approximate criteria.
However, when q 6= 1, the FL model exhibits a softer behavior than the spherical shell under purely
hydrostatic loading (see exact result (2.196)). On the other hand, if the value q = 1 is used in the
calculations, the analytical hydrostatic result is recovered, but the corresponding predictions of the
FL model become very stiff for moderate and high triaxialities (e.g., XΣ = 1, 3) and consequently
they do not compare well with the FEM results. Such results will not be included in this study,
instead the use of the value q = 1.47 will be used in accordance with the initial proposal of the authors
in their published manuscript (Flandi and Leblond, 2005).
7.4.1 Tensile loadings: comparison between several models
In this subsection, we present corresponding results for tension loadings as predicted by the various
methods discussed previously. In particular, we consider a porous material with initially spherical
voids subjected to axisymmetric boundary conditions defined by relations (7.6).
Uniaxial tension loading with XΣ = 1/3 or T/S = 0 with S/|S| > 0. First, the uniaxial
tension loading is considered in Fig. 7.16, where the relevant evolution variables are shown as a
function of the axial strain ε33 for a nonlinear exponent n = 10. The main observation in the context
of this figure is that, for the evolution of the normalized porosity f/fo, the SOM is in much better
agreement with the FEM predictions than the FL and the V AR models. On the contrary, the SOM
overestimates the evolution of the aspect ratio w, while the FL method is in very good agreement
with the FEM results. The V AR method underestimates the evolution of w, as already expected.
Looking at Fig. 7.16c, the SOM estimates for the normalized axial strain-rate D33/ε˙∞eq (ε˙
∞
eq is the
strain-rate in the absence of voids) improve significantly on the V AR results by giving very good
agreement with the FEM predictions. In contrast, the FL method exhibits a somewhat different
qualitative behavior from the FEM and the SOM results.
Triaxial tension loading with XΣ = 1 or T/S = 0.4 with S/|S| > 0. In the sequel, analogous
evolution curves are shown for triaxial tension loading for a stress triaxiality XΣ = 1. The evolution
variables are plotted as a function of the total equivalent strain εeq for a nonlinear exponent n = 10.
In Fig. 7.17a, the SOM and the FL estimates for the evolution of the normalized porosity f/fo are
in very good agreement with the FEM predictions. On the other hand, the V AR method under-
estimates significantly the evolution of the porosity f/fo, as already expected. In turn, Fig. 7.17b
shows corresponding curves for the evolution of the aspect ratio w, where the FL model is found to
be in good agreement with FEM predictions. In contrast, the SOM and the V AR overestimate the
evolution of w. Even so, the SOM estimates for the normalized equivalent macroscopic strain-rate
Deq/ε˙
∞
eq remain in good agreement with the FEM and the FL results. In contrast, the V AR method
still provides a very poor estimate in this case, which is a direct consequence of the inaccurate pre-
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Figure 7.16: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisted of initially spherical pores embedded in a matrix with exponent n = 10 as a
function of the axial macroscopic strain ε33. The initial porosity is fo = 0.01% and the material is subjected
to axisymmetric uniaxial tension loading (XΣ = 1/3 and T/S = 0 with S/|S| > 0) so that the voids evolve
into prolate spheroids with aspect ratio w1 = w2 = w > 1. The SOM and the V AR estimates are compared
with FEM results and the recent Flandi-Leblond (2005) model (FL) for the evolution of the (a) porosity f ,
(b) the aspect ratio w and (c) the normalized axial strain-rate D33/ε˙
∞
eq (ε˙
∞
eq is the corresponding strain-rate
in the absence of voids).
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Figure 7.17: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisted of initially spherical pores embedded in a matrix with exponent n = 10 as a
function of the axial macroscopic strain εeq. The initial porosity is fo = 0.01% and the material is subjected
to axisymmetric triaxial tension loading (XΣ = 1 and T/S = 0.4 with S/|S| > 0) so that the voids evolve
into prolate spheroids with aspect ratio w1 = w2 = w > 1. The SOM and the V AR estimates are compared
with FEM results and the recent Flandi-Leblond (2005) model (FL) for the evolution of the (a) porosity f ,
(b) the aspect ratio w and (c) the normalized axial strain-rate Deq/ε˙
∞
eq (ε˙
∞
eq is the corresponding strain-rate
in the absence of voids).
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diction of the evolution of the porosity. This result implies that the evolution of the porosity controls
the effective response of the porous material at this moderate stress triaxiality, while the effect of the
evolution of the aspect ratio w is minor in this case.
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Figure 7.18: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisted of initially spherical pores embedded in a matrix with exponent n = 10 as a
function of the axial macroscopic strain εeq. The initial porosity is fo = 0.01% and the material is subjected
to axisymmetric triaxial tension loading (XΣ = 3 and T/S = 0.727 with S/|S| > 0) so that the voids evolve
into prolate spheroids with aspect ratio w1 = w2 = w > 1. The SOM and the V AR estimates are compared
with FEM results and the recent Flandi-Leblond (2005) model (FL) for the evolution of the (a) porosity f ,
(b) the aspect ratio w and (c) the normalized axial strain-rate Deq/ε˙
∞
eq (ε˙
∞
eq is the corresponding strain-rate
in the absence of voids).
Triaxial tension loading with XΣ = 3 or T/S = 0.727 with S/|S| > 0. Finally, the series
of evolution plots for tension loadings is completed by corresponding results for a stress triaxiality
XΣ = 3, as shown in Fig. 7.18. In this figure, it is obvious that the normalized porosity f/fo evolves
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rapidly, in contrast to the aspect ratio w, which takes values very close to unity, and hence remains
almost spherical. In particular, the SOM is in very good agreement with the FEM predictions, while
the FL tends to underestimate the evolution of the porosity f/fo, although it is found to behave very
well as far as the evolution of the aspect ratio w is concerned. As already discussed in the previous
section, for this high triaxiality loading, the void tends to elongate in the direction transverse to the
maximum principal stress, leading to an oblate shape for the void, as already discussed in the context
of Fig. 7.8. This effect is captured by the FL model, which is found to be in qualitative agreement
with the FEM results. On the other hand, even though the SOM does not predict accurately
the evolution of w, it remains in good agreement with the FEM results, certainly better than the
FL estimates, for the evolution of the equivalent macroscopic strain-rate Deq/ε˙∞eq . In contrast, the
V AR method severely underestimates the evolution of the porosity f/fo and as a consequence fails
to predict accurately the evolution of the normalized macroscopic strain-rate Deq/ε˙∞eq and thus the
effective response of the porous medium. Similarly to the previous figure, the main conclusion in the
context of this figure is that the evolution of the porosity f/fo is predominant over the evolution of
the aspect ratio w and hence, it controls the overall behavior of the composite.
7.4.2 Compressive loadings: comparison between several models
.
In this subsection, we present corresponding results for compression loadings. In particular, we
consider a porous material with initially spherical voids subjected to axisymmetric loading conditions
defined by relations (7.6).
Uniaxial Compression loading with XΣ = −1/3 or T/S = 0 with S/|S| < 0. Initially,
we consider uniaxial compression loading conditions (XΣ = −1/3) with nonlinear exponent n = 10,
as shown in Fig. 7.19. Part (a), provides comparisons of the various models for the evolution of
the normalized porosity f/fo as a function of the absolute macroscopic axial strain |ε33|. The main
observation in the context of this figure is that, while the SOM , the FL and the FEM predictions are
in good agreement during the whole deformation process (up to the closure of the porosity), the V AR
method overestimates significantly the evolution of the porosity almost by ∼ 50%. On the contrary,
in Fig. 7.19b, all the methods exhibit the same qualitative behavior for the evolution of the aspect
ratio w. Nonetheless, they progressively deviate from each other, with the V AR estimate delivering
the highest values for w. Fig.7.19c shows corresponding plots for the normalized macroscopic axial
strain-rate D33/ε˙∞eq (ε˙
∞
eq is the strain-rate in the absence of voids). In this figure, the SOM and the
FEM predictions are in very good agreement, whereas the corresponding FL results are found to be
qualitatively different than the previous two methods. The V AR method, in turn, underestimates
the evolution of D33/ε˙∞eq as a consequence of the poor estimation for the evolution of the porosity.
Triaxial compression loading with XΣ = −1 or T/S = 0.4 with S/|S| < 0. Fig. 7.20
provides evolution plots for a stress triaxiality XΣ = −1 as a function of the equivalent macroscopic
strain εeq for a nonlinear exponent n = 4. The main observation in the context of this figure is
that, while initially the SOM and the FL predictions for the normalized porosity f/fo are in very
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Figure 7.19: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisted of initially spherical pores embedded in a matrix with exponent n = 10 as a
function of the axial macroscopic strain |ε33|. The initial porosity is fo = 0.01% and the material is subjected
to axisymmetric uniaxial compression loading (XΣ = −1/3 and T/S = 0 with S/|S| < 0) so that the voids
evolve into oblate spheroids with aspect ratio w1 = w2 = w < 1. The SOM and the V AR estimates are
compared with FEM results and the recent Flandi-Leblond (2005) model (FL) for the evolution of the (a)
porosity f , (b) the aspect ratio w and (c) the normalized axial strain-rate D33/ε˙
∞
eq (ε˙
∞
eq is the corresponding
strain-rate in the absence of voids).
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Figure 7.20: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisted of initially spherical pores embedded in a matrix with exponent n = 4 as a
function of the axial macroscopic strain εeq. The initial porosity is fo = 0.01% and the material is subjected
to axisymmetric triaxial compression loading (XΣ = 1 and T/S = 0.4 with S/|S| < 0) so that the voids evolve
into oblate spheroids with aspect ratio w1 = w2 = w < 1. The SOM and the V AR estimates are compared
with FEM results and the recent Flandi-Leblond (2005) model (FL) for the evolution of the (a) porosity f ,
(b) the aspect ratio w and (c) the normalized axial strain-rate Deq/ε˙
∞
eq (ε˙
∞
eq is the corresponding strain-rate
in the absence of voids).
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good agreement with the FEM results, as the porosity decreases, the SOM and FL remain sharper
predicting a closure of the porosity at strains ∼ 30%. In contrast, the FEM results — due to reasons
already explained in the context of Fig. 7.12 — are abruptly cut off. This occurs because the void
boundary in the FEM unit-cell calculation loses its concave shape and develops contact zones (see
Fig. 7.13). This behavior is also observed in the corresponding FEM curve for the evolution of the
aspect ratio w in Fig. 7.20b. In this figure, the V AR estimate is in better agreement with the FEM
results than the rest of the methods. However, this agreement is believed to be a consequence of the
loading conditions and the nonlinearity considered here. It is worth noting that although the FL
estimate is initially in good agreement with the FEM and the V AR estimate, it deteriorates as the
aspect ratio w becomes smaller and finally, approaches the corresponding SOM estimate.
The set of results for XΣ = −1 is completed with the curve for the evolution of the normalized
macroscopic equivalent strain-rate Deq/ε˙∞eq . It is interesting to note that despite the fact that the
SOM provides the worst prediction than the rest of the methods for the evolution of the aspect
ratio, it is in very good agreement with the FEM results for the evolution of Deq/ε˙∞eq . This is a
direct consequence of the fact that the evolution of the void shape has a minor effect on the overall
behavior of the porous medium, as already remarked in the context of high-triaxiality plots of the
previous subsections. In contrast, the V AR estimate does not exhibit the same qualitative features
with the SOM and the FL models in this last curve. Note the sharp change of the V AR curve
upwards, contrary to the sharp decrease of the SOM and the FL curves. Definite conclusions cannot
be drawn, however, for the FEM curve due to the cut off point. The sharp decrease of the Deq/ε˙∞eq
is due to the fact that the porosity f/fo approaches the zero value faster than the aspect ratio w
does. In contrast, in the V AR method, the aspect ratio w decreases faster than the porosity f/fo
and thus the slope of Deq/ε˙∞eq exhibits a sharp increase.
Triaxial compression loading with XΣ = −3 or T/S = 0.727 with S/|S| < 0. Finally,
Fig. 7.21 shows evolution plots for a stress triaxiality XΣ = −3 as a function of the equivalent
macroscopic strain εeq for a nonlinear exponent n = 4. In particular, part (a) shows evolution of the
normalized porosity f/fo, where all but the V AR methods are in very good agreement. As already
anticipated, for high triaxialities the V AR method overestimates the evolution of the porosity due to
the lack of reproducing the exact hydrostatic solution of the spherical shell problem (compare relations
(2.196) and (2.197)). In Fig. 7.21b, in turn, the various models deliver very different estimates for
the evolution of the aspect ratio w, with the FL model being in closer agreement with the FEM
results. This disagreement between the various methods is due to the fact that the void elongates
in a direction parallel to the maximum compressive principal stress (see previous discussion for high
triaxialities), leading to a prolate shape for the void. This is a “local” phenomenon that occurs at
sufficiently high triaxialities and nonlinearities. However, it is interesting to note that even though
the SOM provides a poor estimate for the aspect ratio w, it predicts with remarkable accuracy the
normalized macroscopic equivalent strain-rate Deq/ε˙∞eq when compared with the corresponding FEM
and FL results. This “paradox” can be easily explained by the fact that for high triaxiality loadings
the evolution of porosity f/fo is so dramatic that it completely controls the effective behavior of
the porous material, whereas the corresponding evolution of the aspect ratio w is significant only at
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Figure 7.21: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisted of initially spherical pores embedded in a matrix with exponent n = 4 as a
function of the axial macroscopic strain εeq. The initial porosity is fo = 0.01% and the material is subjected
to axisymmetric triaxial compression loading (XΣ = 3 and T/S = 0.727 with S/|S| < 0) so that the voids
evolve into oblate spheroids with aspect ratio w1 = w2 = w < 1. The SOM and the V AR estimates are
compared with FEM results and the recent Flandi-Leblond (2005) model (FL) for the evolution of the (a)
porosity f , (b) the aspect ratio w and (c) the normalized axial strain-rate Deq/ε˙
∞
eq (ε˙
∞
eq is the corresponding
strain-rate in the absence of voids).
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a local level and thus does not affect the overall behavior of the composite. Of course, the V AR
estimate provides poor estimates for the evolution of the porosity and consequently fails to predict
accurately the evolution of Deq/ε˙∞eq as well.
7.4.3 Brief summary
In the previous subsections, we compared the SOM model with the FL (Flandi and Leblond, 2005)
and V AR model, and the FEM method for the estimation of the evolution of the relevant mi-
crostructural and macroscopic variables in porous materials containing initially spheroidal voids in
small concentrations (fo = 0.01%) that are subjected to axisymmetric loading conditions with several
stress triaxialities. For completeness, we have chosen to compare the various methods for a nonlinear
exponent n = 10, where the behavior of the composite is highly nonlinear. A general remark in the
context of this section, is that both the SOM and the FL methods can predict qualitatively and
quantitatively the evolution of the microstructural and macroscopic variables when compared with
the corresponding FEM results. In contrast, the V AR method is significantly stiffer than the rest
of the methods, and although being in qualitative agreement with the FEM predictions in most of
the cases, it fails to estimate accurately the evolution of the relevant variables, particularly at high
stress triaxialities.
In particular, the SOM has been found to be in better agreement with the FEM results than
the FL for lower stress triaxialities (such as uniaxial tension loading), especially for the evolution
of the porosity and the macroscopic strain-rate. In contrast, the SOM has been found to be in less
good agreement with the FEM and FL results for the evolution of the aspect ratio at high stress
triaxialities. However, it has been noted that the evolution of the aspect ratio has only a minor
effect on the effective behavior of the porous material at high triaxiality loadings. This is a direct
consequence of the fact that the porosity evolves significantly when compared with the rate of change
of the aspect ratio in this case. Thus, the effective behavior of the porous material is mainly controlled
by the evolution of the porosity which induces a strong softening (hardening) at tensile (compressive)
loading conditions. For this reason, the SOM and the FL predictions — even though very different
for the evolution of the aspect ratio — are in good agreement with the FEM results for the evolution
of the macroscopic strain-rate in the porous medium.
Finally, it is emphasized that in the previous subsections, we have validated the various models
in the context of porous materials with initially spherical voids that are subjected to axisymmetric
loading conditions, leading to voids with spheroidal shape. However, it is important to note that this
type of loading and microstructural configurations, albeit very common ones, are very restrictive to
draw general conclusions about the accuracy of these models. For this reason, we will attempt to study
the effective behavior of initially anisotropic porous media subjected to various loading conditions
in the following sections. Note that the SOM and the V AR methods are capable of handling more
general microstructures and loading conditions (as already discussed in section 6.5), in contrast with
the FL model which is valid only for spheroidal voids and axisymmetric loading conditions aligned
with the pore symmetry axis.
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7.5 Evolution in porous media with an ideally-plastic matrix
phase
This section is concerned with the evolution of microstructure in porous materials consisting of
“misoriented” spheroidal (prolate or oblate) voids subjected to tensile or compressive axisymmetric
loading conditions, defined in (7.6). Thus, we consider spheroidal voids whose symmetry axis is
oriented in three different directions. For simplicity, we consider rotations of the voids only about the
1−axis by ψ1 = 45o and ψ2 = 90o, while the aligned case ψ1 = 0o is also considered. The rest of the
angles are ψ2 = ψ3 = 0o. Due to the axisymmetric loading conditions considered here, the angles ψ2
and ψ3 remain fixed during the deformation process. More general conditions could be considered,
however, the problem would be to complicated to extract useful conclusions about the influence that
the orientation of the voids exerts on the macroscopic behavior of such porous media.
The reasoning behind the study of such configurations is linked to the recent work of Nakajima
(2007). In that work, the author constructed “lotus-type” porous metals made out of long voids
aligned in a certain direction. In the sequel, these materials where subjected to compressive loads
parallel and transverse to the major axis of the pores. Significant differences in the effective response
of the porous material were found in those cases. In particular, when the loading direction was
parallel to the axis of the voids, the author found that it is difficult to reduce the porosity sufficiently
after 80% deformation. However, when compressive loading was applied transverse to the axis of
the voids, the porous material exhibited much softer behavior and after 80% deformation the total
porosity in the material was observed to be much smaller than in the previous case.
Although, we are still far from considering any type of quantitative comparison with these ex-
perimental evidence, it is interesting to study the above mentioned problem by making use of the
“second-order” model (SOM) developed in this work in section 2.6. We expect that, at least in qual-
itative terms, the new SOM model is able to capture the main features of the previously described
problem. For comparison, we will also include the Flandi and Leblond (2005) (FL) model, which can
only be used in cases that the void will remain spheroidal during the deformation process. However,
when the void symmetry relative to the loading is not preserved this last model cannot be used.
7.5.1 Tensile loadings: prolate voids
More specifically, tensile and compressive loading conditions are considered, while the stress triaxiality
remains fixed during the deformation process. Fig. 7.22 shows evolution curves for porous media with
an ideally-plastic matrix phase consisting of prolate voids with aspect ratio w1 = w2 = 5 and initial
porosity fo = 5%, subjected to uniaxial tension loading (XΣ = 1/3 or T/S = 0 with S/|S| > 0) as a
function of the macroscopic equivalent strain εeq. In Fig. 7.22a, when the orientation angle ψ1 = 0o,
both the SOM and the FL models can be used to predict the effective response of the material.
In fact, the evolution of the porosity f is not significant in the case of ψ1 = 0o. However, as the
initial orientation of the voids changes, substantial differences in the evolution of f occur. While for
ψ1 = 0o and ψ1 = 45o the growth of the voids is of the order of ∼ 1% and ∼ 20% over the initial
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porosity fo, respectively, the corresponding increase of f for ψ1 = 90o is of the order of ∼ 120% after
a deformation of 100%.
The corresponding normalized equivalent macroscopic stress σeq/σo curves (σo is the flow stress
of the matrix phase), shown in Fig. 7.22b, verify the findings of part (a) by predicting that the porous
material is softer in the case of ψ1 = 90o than in ψ1 = 0o. Moreover, while for ψ1 = 0o the σeq/σo
exhibits a slight hardening, as predicted by both the SOM and the FL models, the corresponding
SOM curve for ψ1 = 90o clearly shows softening of the material. In the intermediate case of ψ1 = 45o
the σeq/σo (σo is the flow stress of the matrix phase) initially increases, whereas, at higher strains
(εeq > 60%), it decreases. This peculiar behavior is due to the misorientation of the voids relative
to the loading directions, which, in turn, has as a consequence the spin of the voids, and their final
alignment with the principal loading directions.
The rest of the two figures, part (c) and part (d) complete the set of the evolution curves. In
particular, Fig. 7.22c shows the evolution of the aspect ratios w1 and w2 for these various angles
considered here. For ψ1 = 0o, the void remains spheroidal during the deformation and thus both the
SOM and the FL estimates are in good agreement predicting significant increase in w1 = w2. In turn,
for ψ1 = 45o, the aspect ratios evolve in a different manner, with w1 remaining always higher than the
w2. Nonetheless, both w1 and w2 finally increase to high values at sufficiently high strains. On the
other hand, for ψ1 = 90o the two aspect ratios decrease, with w1 preserving approximately its initial
value, while w2 approaches the zero value asymptotically. In this regard, it is obvious that apart from
the purely aligned case ψ1 = 0o, in the rest of the cases, the voids are expected to evolve in ellipsoidal
shapes. Therein lies the main difference between the more general SOM and the FL method which
can only handle spheroidal pore shapes. Finally, Fig. 7.22d shows the evolution of the angle ψ1 in
the case of initially oriented voids at ψ1 = 45o, where it is found to approach asymptotically the zero
value. The interpretation of this is linked to the fact that because of the loading the voids try to
align themselves with the direction of the maximum principal stress. It is noted that in the cases
of ψ1 = 0o and ψ1 = 90o, the orientation angle does not evolve, as expected. In summary, those
results verify that the misorientation of the microstructure relative to the loading direction can have
great impact on the effective response and possible failure of the porous material. Thus, while the
FL method is accurate enough for spheroidal microstructures and axisymmetric loading conditions
aligned with the pore symmetry axis, it is evident that it cannot be used to study more complex
problems which require a more general description of the relevant microstructural variables.
For completeness, in Fig. 7.23, higher triaxiality loadings are considered, where evolution curves
for porous media with an ideally-plastic matrix phase are shown as a function of the equivalent
macroscopic strain εeq for initial porosity f = 5%. It is worth noting that for purely hydrostatic
loading, the effect of the orientation is expected to be minimal, however, it is interesting to see what
is the effect of the misorientation of the microstructure at a moderate stress triaxiality such as the
one used here, i.e., XΣ = 1 or T/S = 0.4 with S/|S| > 0. Fig. 7.23a presents results for the evolution
of the porosity f as predicted by the SOM and the FL models. The FL model refers to the case of
ψ1 = 0o, as already discussed in the context of the previous figure. For this case, it is observed that
the FL provides a much higher estimate for the evolution of the porosity f than the SOM method.
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Figure 7.22: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisted of prolate voids with initial aspect ratio w1 = w2 = 5 and orientated in three
different directions ψ1 = 0, 45, 90
o, ψ2 = ψ3 = 0. The initial porosity is fo = 5% and the matrix phase
exhibits an ideally-plastic behavior. The composite is subjected to uniaxial tension loading conditions with
fixed stress triaxiality, XΣ = 1/3 or T/S = 0 with S/|S| > 0. SOM and FL (Flandi and Leblond, 2005)
estimates are shown for the evolution of the (a) porosity f , (b) the macroscopic stress σeq/σo normalized by
the yield stress of the matrix phase, (c) the aspect ratios w1 and w2, and (d) the orientation angle ψ1.
It should be noted, however, that the FL results have been obtained by considering the parameter
q = 1.47 (see section 3.3), which is introduced by the authors in order to approximate the behavior
of a periodic microstructure and certainly, in the case of f = 5% the responses of “periodic” and
“random” materials are very different. Thus this difference between the two models is attributed to
this special parameter q. Nonetheless, it is remarkable to observe very different predictions for the
various angles ψ1. As already expected, the porosity evolves in a much higher rate in the case of
ψ1 = 90o than in ψ1 = 0o. In contrast, the porosity curves for ψ1 = 0o and ψ1 = 45o do not show
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Figure 7.23: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisted of prolate voids with initial aspect ratio w1 = w2 = 5 and orientated in three
different directions ψ1 = 0, 45, 90
o, ψ2 = ψ3 = 0. The initial porosity is fo = 5% and the matrix phase
exhibits an ideally-plastic behavior. The composite is subjected to triaxial tension loading conditions with
fixed stress triaxiality, XΣ = 1 or T/S = 0.4 with S/|S| > 0. SOM and FL (Flandi and Leblond, 2005)
estimates are shown for the evolution of the (a) porosity f , (b) the macroscopic stress σeq/σo normalized by
the yield stress of the matrix phase, (c) the aspect ratios w1 and w2, and (d) the orientation angle ψ1.
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significant differences. Looking now at the normalized equivalent macroscopic stress σeq/σo curves,
in Fig. 7.23b, the SOM predictions indicate that the porous material is stiffer for ψ1 = 0o than
for ψ1 = 90o. This is directly related to the increase of porosity which is a softening mechanism,
described previously. In the case of ψ1 = 45o, though, the material exhibits an initial hardening,
while at strains ∼ 20% it starts softening. As already mentioned in the case of uniaxial tension this
behavior is a direct consequence of the spin of the microstructure.
To complete the study of this figure, the evolution of the aspect ratios w1 and w2 and the ori-
entation angle ψ1, in Fig. 7.23c and Fig. 7.23d, respectively, is discussed next. For ψ1 = 0o, the
voids remain prolate during the deformation and hence the two aspect ratios w1 = w2 are equal. In
this case the SOM predicts higher aspect ratios than the FL model. In contrast, for ψ1 = 45o and
ψ1 = 90o the initially prolate voids evolve into ellipsoidal voids, where the two aspect ratios w1 and
w2 take different values. In this case, only SOM estimates are available. It is interesting to observe
that, while for ψ1 = 0o and ψ1 = 45o, the aspect ratios finally increase to a relatively high value, for
ψ1 = 90o, w1 and w2 decrease to very low values. Finally, Fig. 7.23d shows the evolution of the ori-
entation angle ψ1 in the case that the voids are oriented initially at ψ1 = 45o. As already anticipated
intuitively, the angle evolves asymptotically to ψ1 → 0o, since the voids try to align themselves with
the loading directions.
7.5.2 Compressive loadings: prolate voids
In this subsection, porous materials with an ideally-plastic matrix phase, discussed previously, are
subjected to axisymmetric compressive loading conditions, as defined by (7.6). First, in Fig. 7.24, we
consider uniaxial compression loading XΣ = −1/3 (or T/S = 0 with S/|S| < 0) for porous materials
consisting of prolate voids oriented at three different angles, ψ1 = 0o, 45o, 90o. The initial aspect
ratios of the voids are w1 = w2 = 5 and the porosity fo = 5%. For the case of ψ1 = 0o, FL estimates
are also included. In Fig. 7.24a, evolution curves for the porosity f are shown as a function of the
equivalent macroscopic strain εeq. The main observation in the context of this plot is that the effect of
the misorientation of the voids relative to the loading directions has dramatic effects on the evolution
of the porosity. Thus, while the SOM and the FL estimates for ψ1 = 0o predict that the porosity
is still finite at 100% deformation, for ψ1 = 45o and ψ1 = 90o, f is found to become zero at strains
∼ 30% and ∼ 40%, respectively. This has direct consequences on the prediction of the normalized
macroscopic equivalent stress σeq/σo (σo is the flow stress of the matrix phase), in Fig. 7.24b, where
it is observed that for ψ1 = 45o and ψ1 = 90o, the effective response of the material is softer than for
ψ1 = 0o. Furthermore, in the case of ψ1 = 45o, where the principal axes of the voids rotate during
the deformation process, the corresponding SOM estimate shows an initial sharp drop in the stress,
which may lead to possible unstable behaviors. In contrast, the FL model is valid only for ψ1 = 0o
and thus, incapable of predicting such behaviors that are related with the spin of the microstructure
during the deformation process.
Next, Fig. 7.24c shows corresponding estimates for the evolution of the aspect ratios w1 and
w2. As already anticipated, for the ψ1 = 0o case, both the SOM and the FL models predict a
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Figure 7.24: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisted of prolate voids with initial aspect ratio w1 = w2 = 5 and orientated in three
different directions ψ1 = 0, 45, 90
o, ψ2 = ψ3 = 0. The initial porosity is fo = 5% and the matrix phase
exhibits an ideally-plastic behavior. The composite is subjected to uniaxial compression loading conditions
with fixed stress triaxiality, XΣ = −1/3 or T/S = 0 with S/|S| < 0. SOM and FL (Flandi and Leblond,
2005) estimates are shown for the evolution of the (a) porosity f , (b) the macroscopic stress σeq/σo normalized
by the yield stress of the matrix phase, (c) the aspect ratios w1 and w2, and (d) the orientation angle ψ1.
decrease of the aspect ratios, while the initial spheroidal shape is preserved. Note, however, that
when w1 = w2 becomes less than unity, the prolate voids become oblate. On the other hand, for
ψ1 = 45o and ψ1 = 90o, the initially spheroidal voids become ellipsoidal with two different aspect
ratios, i.e., w1 6= w2. In particular, w2 grows faster in the case of ψ1 = 90o than in ψ1 = 45o, whereas
w1 remains almost constant in both cases. In turn, Fig. 7.24d presents the corresponding evolution
of the orientation angle ψ1 as a function of εeq, in the case that the voids are initially oriented at
ψ1 = 45o. Here, the angle ψ1 tends to evolve towards 90o, but because of the fact that the porosity
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Figure 7.25: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisted of prolate voids with initial aspect ratio w1 = w2 = 5 and orientated in three
different directions ψ1 = 0, 45, 90
o, ψ2 = ψ3 = 0. The initial porosity is fo = 5% and the matrix phase
exhibits an ideally-plastic behavior. The composite is subjected to triaxial tension loading conditions with
fixed stress triaxiality, XΣ = −1 or T/S = 0.4 with S/|S| < 0. SOM and FL (Flandi and Leblond, 2005)
estimates are shown for the evolution of the (a) porosity f , (b) the macroscopic stress σeq/σo normalized by
the yield stress of the matrix phase, (c) the aspect ratios w1 and w2, and (d) the orientation angle ψ1.
becomes zero at finite strain, the curve stops before this value is reached.
Finally, the set of results for porous materials with an ideally-plastic matrix phase consisting of
initially prolate voids is completed by considering the case of axisymmetric compressive loading with
fixed stress triaxiality XΣ = −1 (or T/S = 0.4 with S/|S| < 0), as shown in Fig. 7.25. Similarly, to
the previous case of uniaxial compression, in Fig. 7.25a, the evolution of porosity f for prolate voids
aligned at ψ1 = 0o exhibits significant differences when compared with the corresponding results for
ψ1 = 45o and ψ1 = 90o. While for ψ1 = 0o, both the SOM and the FL models predict finite porosity
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at 100% deformation, for ψ1 = 45o and ψ1 = 90o, the porosity becomes zero at much lower values
of the εeq as predicted by the SOM . Because of this, the corresponding σeq/σo curves in Fig. 7.25b
are very different for the three values of the initial orientation angle of the voids. In particular, for
ψ1 = 45o and ψ1 = 90o the porous material exhibits a very strong hardening, although initially is
softer than the ψ1 = 0o case, where the SOM and the FL models are found to be in good agreement.
These results are complemented with corresponding estimates for the evolution of the aspect
ratios w1 and w2 in Fig. 7.25c. This plot is rather complicated, however, the main observation in the
context of this figure is that for ψ1 = 45o and ψ1 = 90o, the initially prolate voids become ellipsoidal
in shape with w1 taking significantly higher values than w2 in both cases. In contrast, for ψ1 = 0o,
the voids remain spheroidal during the deformation process with the FL method predicting almost
constant values for w1 = w2 ∼ 5, while the SOM curve predicts sufficient decrease in w1 = w2.
Finally, Fig. 7.25d illustrates the evolution of ψ1 for the case that the voids are initially oriented at
45o. Similarly to the uniaxial compression loading, the principal axes of the voids tend to align with
the principal loading directions, and thus they rotate towards 90o. However, due to the fact that the
porosity becomes zero very fast they never reach this value.
7.5.3 Tensile loadings: oblate voids
For completeness, it is also important to consider porous materials that consist of oblate voids sub-
jected to the previously mentioned axisymmetric loading conditions (see (7.6)). The oblate voids
have initial aspect ratios w1 = w2 = 0.2 and they are oriented initially with three different angles,
i.e., ψ1 = 0o, 45o, 90o relative to the loading directions. The initial porosity is fo = 5% and the rest
of the orientation angles ψ2 and ψ3 are set for simplicity equal to zero. Moreover, because of the
applied loading, ψ2 and ψ3 remain fixed during the deformation process, i.e., equal to zero. The
conclusions that can be drawn by studying porous materials with oblate voids are similar to the ones
in the previous subsection for prolate voids.
Fig. 7.26 shows evolution curves for porous media with an ideally-plastic matrix phase subjected
to uniaxial tension loading with fixed stress triaxiality XΣ = 1/3 (or T/S = 0 with S/|S| > 0) as a
function of the macroscopic equivalent strain εeq. In Fig. 7.26a, it is observed that for oblate voids
aligned at ψ1 = 0o, the SOM and the FL estimates for the evolution of porosity f are in good
agreement. In particular, for ψ1 = 0o, SOM and FL predict a very fast growth of the porosity, in
contrast with the corresponding SOM estimates for ψ1 = 45o and ψ1 = 90o, which predict relatively
low values for f . This differences in the predictions for the evolution of the porosity are translated into
significant differences between the corresponding estimates for the normalized equivalent macroscopic
stress σeq/σo (σo is the flow stress of the matrix phase) in Fig. 7.26b. Here, the porous material is
stiffer for ψ1 = 90o and softer for ψ1 = 0o. For the intermediate value of ψ1 = 45o, the principal axes
of the voids rotate during the deformation process. As a consequence, the porous medium initially
exhibits a hardening, which changes to softening at higher values of the macroscopic equivalent strain
εeq.
Note that for ψ1 = 0 the FL model predicts softer behavior for the porous material than the
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Figure 7.26: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisted of oblate voids with initial aspect ratio w1 = w2 = 0.2 and orientated in
three different directions ψ1 = 0, 45, 90
o, ψ2 = ψ3 = 0. The initial porosity is fo = 5% and the matrix phase
exhibits an ideally-plastic behavior. The composite is subjected to uniaxial tension loading conditions with
fixed stress triaxiality, XΣ = 1/3. SOM and FL (Flandi and Leblond, 2005) estimates are shown for the
evolution of the (a) porosity f , (b) the macroscopic stress σeq/σo normalized by the yield stress of the matrix
phase, (c) the aspect ratios w1 and w2, and (d) the orientation angle ψ1.
SOM model. This can be explained by looking at the evolution of the aspect ratios w1 and w2 in
Fig. 7.26c. For ψ1 = 0o the FL predicts a slower rate of increase for the aspect ratios than the
SOM , which in connection with the increase of the porosity, implies an initial softer response for the
porous material when compared with the corresponding SOM estimates. In turn, when ψ1 = 45o
and ψ1 = 90o the aspect ratios take very low values. In addition, w1 and w2 evolve in a different
manner so that the initially oblate voids become ellipsoidal during the deformation process. Finally,
Fig. 7.26d concludes the set of figures for this specific loading. In this figure, the evolution of the angle
ψ1 is presented for porous materials with oblate voids initially oriented at ψ1 = 45o as a function
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of the macroscopic equivalent strain εeq. As already anticipated, the voids tend to align with the
principal loading directions and hence ψ1 approaches the asymptotic value of 90o.
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Triaxial Tension, X
Ó
=1
m=0, f
0
=5%, w
1
= w
2
=0.2
f
eqε
1 45
οψ =
1 90
οψ =
SOM
FL
1 0
οψ =
0 0.25 0.5 0.75 1
0
0.2
0.4
0.6
0.8
1
Triaxial Tension, X
Ó
=1
m=0, f
0
=5%, w
1
= w
2
=0.2
eqε
1 45
οψ =
1 90
οψ = SOM
FL
1 0
οψ =
eq
o
σ
σ
(a) (b)
0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
2
2.5
3
Triaxial Tension, X
Ó
=1
m=0, f
0
=5%, w
1
= w
2
=0.2
eqε
SOM
FL
1 1 20, w wψ = =
1 45
οψ =
1 2,w w
1 90
οψ =
1 2w w=
1w
2w
0 0.2 0.4 0.6 0.8
0
15
30
45
60
75
90
eqε
SOM
1ψ
Triaxial Tension, X
Ó
=1
m=0, f
0
=5%, w
1
= w
2
=0.2
(c) (d)
Figure 7.27: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisted of oblate voids with initial aspect ratio w1 = w2 = 0.2 and orientated in
three different directions ψ1 = 0, 45, 90
o, ψ2 = ψ3 = 0. The initial porosity is fo = 5% and the matrix
phase exhibits an ideally-plastic behavior. The composite is subjected to triaxial tension loading conditions
with fixed stress triaxiality, XΣ = 1. SOM and FL (Flandi and Leblond, 2005) estimates are shown for the
evolution of the (a) porosity f , (b) the macroscopic stress σeq/σo normalized by the yield stress of the matrix
phase, (c) the aspect ratios w1 and w2, and (d) the orientation angle ψ1.
Next, we consider triaxial loadings with fixed stress triaxiality XΣ = 1 (or T/S = 0.4 with
S/|S| > 0), as shown in Fig. 7.27. Part (a) of this figure presents SOM and FL estimates for the
evolution of porosity f as a function of the equivalent macroscopic strain εeq. The SOM curves that
correspond to ψ1 = 45o and ψ1 = 90o are almost identical, while the ψ1 = 0o curve is slightly higher
than the previous ones. However, an interesting observation in the context of this figure is that the
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different orientation angles of the voids do not affect significantly the evolution of porosity. On the
other hand, the evolution of the normalized macroscopic equivalent stress σeq/σo, shown in Fig. 7.27b,
depends strongly on the angle ψ1. For instance, the SOM estimate for ψ1 = 0o and ψ1 = 90o differ
by almost ∼ 35%, although in both cases the porous medium exhibits the same qualitative behavior,
namely softening. In contrast, for ψ1 = 45o, the porous material initially hardens and then softens.
This is due to the spin of the voids in this case. The FL model, finally, shows very strong softening
compared to the rest of the estimates, as a consequence of the fact that it predicts high rates of
growth for the porosity during the deformation process.
With regard to the evolution of the aspect ratios w1 and w2 in Fig. 7.27c, the SOM and the FL
are in qualitative agreement for the ψ1 = 0o curve, with the latter taking lower values than the earlier
one for the entire deformation process. On the other hand, for ψ1 = 45o and ψ1 = 90o, the aspect
ratios evolve similarly. In particular, w1 increases to a value close to unity, while w2 remains close
to its initial value 0.2. This last results implies that even at this moderate triaxiality, the initially
oblate voids evolve into ellipsoidal ones with significant differences in the two aspect ratios. In turn,
Fig. 7.27d illustrates the evolution of the orientation angle ψ1, which starts from the initial value of
45o, and approaches asymptotically the value of 90o. As already concluded in the previous figures,
this result implies that the major axis of the voids tend to align with the principal loading directions.
7.5.4 Compressive loadings: oblate voids
In this subsection, the porous materials with an ideally-plastic matrix phase, discussed previously,
are subjected to axisymmetric compressive loading conditions, as defined by (7.6). More specifically,
Fig. 7.28 presents evolution curves for porous media with an ideally-plastic matrix phase subjected
to uniaxial compression loading with fixed stress triaxiality XΣ = −1/3 (or T/S = 0 with S/|S| < 0)
as a function of the macroscopic equivalent strain εeq. Looking at Fig. 7.28a, the corresponding
estimates for the evolution of the porosity f , as predicted by the SOM and the FL (only for ψ1 = 0),
are remarkably different for the various angles ψ1. The effect of the orientation of the voids is very
strong in this case, since for ψ1 = 0o and ψ1 = 45o the porosity becomes zero at very low strains
(εeq ∼ 15%), whereas for ψ1 = 90o the voids close down at strains εeq ∼ 90%. Making use of these
observations in the context of the evolution of porosity, it is relevant to look at the corresponding
curves for the normalized macroscopic equivalent σeq/σo (σo denotes the flow stress of the matrix
phase) in Fig. 7.28b. Here, the porous material is initially much softer for the case of ψ1 = 0o and
ψ1 = 45o than for ψ1 = 90o. However, as the porosity approaches the zero value, the porous medium
hardens rapidly, which is illustrated by the sharp change of the slope in the ψ1 = 0o and ψ1 = 45o
curves for σeq/σo. On the other hand, the corresponding estimate for ψ1 = 90o shows a very slight
hardening. It is important to note here that for ψ1 = 0o and ψ1 = 90o the SOM predicts hardening of
the porous material during the entire deformation process. In contrast, the corresponding estimates
for the ψ1 = 45o curve exhibit a very strong softening initially, before they start increasing rapidly at
a strain ∼ 15%, which implies the hardening of the porous medium. This is a direct consequence of
the spin of the microstructure that occurs for ψ1 = 45o, in contrast with the ψ1 = 0o and ψ1 = 90o
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Figure 7.28: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisted of oblate voids with initial aspect ratio w1 = w2 = 0.2 and orientated in
three different directions ψ1 = 0, 45, 90
o, ψ2 = ψ3 = 0. The initial porosity is fo = 5% and the matrix phase
exhibits an ideally-plastic behavior. The composite is subjected to uniaxial compression loading conditions
with fixed stress triaxiality, XΣ = −1/3. SOM and FL (Flandi and Leblond, 2005) estimates are shown for
the evolution of the (a) porosity f , (b) the macroscopic stress σeq/σo normalized by the yield stress of the
matrix phase, (c) the aspect ratios w1 and w2, and (d) the orientation angle ψ1.
configurations, where the principal axes of the voids remain fixed during the deformation process.
Next, Fig. 7.28c presents results for the evolution of the aspect ratios w1 and w2. As already
expected, for ψ1 = 0 and ψ1 = 45o the aspect ratios drop rapidly to zero. On the other hand,
for ψ1 = 90o, w1 remains almost constant, close to unity, whereas w2 grows fast to higher values.
Finally, Fig. 7.28d shows the change of the orientation angle ψ1, when the voids are initially oriented
to ψ1 = 45o. The angle ψ1 approaches progressively the zero value, since the voids try to align
themselves with the principal loading directions. However, the closure of the porosity occurs before
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ψ1 reaches this asymptotic value.
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Figure 7.29: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisted of oblate voids with initial aspect ratio w1 = w2 = 0.2 and orientated in
three different directions ψ1 = 0, 45, 90
o, ψ2 = ψ3 = 0. The initial porosity is fo = 5% and the matrix phase
exhibits an ideally-plastic behavior. The composite is subjected to triaxial compression loading conditions
with fixed stress triaxiality, XΣ = −1. SOM and FL (Flandi and Leblond, 2005) estimates are shown for
the evolution of the (a) porosity f , (b) the macroscopic stress σeq/σo normalized by the yield stress of the
matrix phase, (c) the aspect ratios w1 and w2, and (d) the orientation angle ψ1.
Finally, we discuss the case of triaxial compression with fixed stress triaxiality XΣ = −1 (or
T/S = 0.4 with S/|S| < 0). Fig. 7.29a presents SOM and FL estimates for the evolution of porosity
f as a function of the equivalent macroscopic strain εeq. The FL curve corresponds to the case
of oblate voids with ψ1 = 0o. The main observation in the context of this figure is that all the
curves predict a very sharp drop of the porosity f (note that the scale of the εeq axis is blown up).
Similarly to the XΣ = 1 predictions, the evolution of porosity is found to depend slightly on the
orientation angle ψ1. On the contrary, the corresponding normalized equivalent macroscopic stress
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σeq/σo in Fig. 7.29b, shows a much stronger dependence on ψ1. Even though all the curves predict
a progressive hardening of the porous medium, the ψ1 = 90o estimate is significantly higher than the
corresponding ψ1 = 0o and ψ1 = 45o curves. Of course the FL estimate lies closer to the ψ1 = 0o
result of the SOM . In all the cases, the σeq/σo curves exhibit a sharp increase, which is linked to
the closure of the porosity, and thus the hardening of the porous material.
Fig. 7.29c, in turn, shows the corresponding estimates for the evolution of the aspect ratios w1
and w2. In this figure, the SOM estimate for ψ1 = 0o and the relevant FL predictions are in good
agreement. It is also interesting to note that, for ψ1 = 45o and ψ1 = 90o, the aspect ratios remain
almost identical, i.e., w1 w w2, which implies that the initially oblate voids preserve their shape
during the deformation process. Finally, Fig. 7.29d shows the evolution of ψ1, which starts at 45o,
but because of the early closure of the porosity, the ψ1 curve is not able to reach any asymptotic
value, which is intuitively the zero value in this case.
7.5.5 Brief summary
In summary, the SOM and FL estimates have been used to predict the evolution of the microstructure
in porous media with an ideally-plastic matrix phase consisting of initially prolate or oblate voids,
whose principal axes were assumed to be aligned and misoriented with the applied loading directions.
For simplicity, we considered only rotations of the voids around the 1−axis, while the loading was
axisymmetric about the 3−direction. Even in these particular cases, there has been found that the
misorientation of the voids can have a crucial effect on the macroscopic response of the material. In
this regard, it has been shown that the SOM model is able to to explain qualitatively ‡ experimental
evidence presented in the beginning of the section. On the other hand, the FL model is valid
only for spheroidal voids and axisymmetric loading conditions that preserve the alignment of the
microstructure and the loading during the deformation, and thus is not capable of handling these
more general microstructural and loading conditions.
Furthermore, it is important to mention that in cases that the porosity decreases rapidly due
to compressive loadings, which is a hardening mechanism, the porous medium could exhibit strong
softening due to the spin of the microstructure. This certainly implies that the material may become
unstable in those cases. In addition, the voids exhibit a tendency to align themselves with the
principal loading directions, which is intuitively expected. Indeed, the SOM method predicts such a
behavior for all the loadings presented in this section. In the following section, we examine possible
development of instabilities in porous media with an ideally-plastic matrix phase when subjected to
plane-strain loading conditions.
‡We have no definite experimental or numerical results to perform a quantitative study.
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7.6 Plane-strain loading for porous media with an ideally-
plastic matrix phase: instabilities
In this section, we make use of the “second-order” (SOM) and the “variational” (V AR) method
to study the effective response and possible development of instabilities in porous materials with an
ideally-plastic matrix phase consisting of initially spherical voids subjected to plane-strain loading
conditions. As already discussed in section 2.9, these materials can lose ellipticity and thus become
unstable. Similar to the two-dimensional case discussed in section 5.4, we will consider loadings that
do not induce a change in the orientation of the principal axes of the voids. The reason for this is
that the computation of the effective Jaumann hardening rate, introduced in relation (2.318) can be
simplified considerably, since in this case the Jaumann rates and the standard time derivatives of the
relevant quantities coincide.
“Variational” method. Thus following the analysis presented in subsection 2.8.1 (and section
6.1) for ideally-plastic materials, the Jaumann hardening rate, delivered by the “variational” method
(V AR), is written as
HJ = H = −
{
qf
∂Φ˜var
∂f
+
2∑
i=1
q(i)w
∂Φ˜var
∂wi
}
, (7.9)
where Φ˜var is the effective yield condition defined in (6.5). In turn, the functions qf and q
(i)
w have
been derived in relations (2.241) and (2.242), such that
qf (σ; f, w1, w2) = (1− f) ∂Φ˜var
∂σjj
, j = 1, 2, 3, (7.10)
and
q(i)w (σ; f, w1, w2) = wa
(
n(3) n(3) − n(i) n(i)
)
· 3
(1− f)2 Q̂
−1 σ
σo
, i = 1, 2, (7.11)
with no sum on i. Furthermore, Q̂ = 1µ Q has been defined in the context of relation (6.2) and is
independent of the shear moduli µ (see Appendix IV of chapter 2). In turn, the computation of
Q (see (2.59)) is performed numerically and its calculation is detailed in Appendix I of chapter 2.
Note that in this case, the use of n(i) is somewhat redundant in the sense that we considered that
the principal axes of the voids are aligned with the axes of the laboratory frame, i.e., n(1) = e(1),
n(2) = e(2) and n(3) = e(3).
“Second-order” method. Next following the analysis presented in subsection 2.8.2 (and section
6.1) for ideally-plastic materials, the Jaumann hardening rate, delivered by the “second-order” method
(SOM), is written as
HJ = H = −
{
yf
∂Φ˜som
∂f
+
2∑
i=1
y(i)w
∂Φ˜som
∂wi
}
, (7.12)
where Φ˜som is the effective yield condition defined in (6.21). In turn, the functions yf and y
(i)
w are
given by
yf (σ; f, w1, w2) = (1− f) ∂Φ˜som
∂σjj
, j = 1, 2, 3, (7.13)
and
y(i)w (σ; f, w1, w2) = w
(
n(3) n(3) − n(i) n(i)
)
· 3
1− fK
(
3
1− f Q̂(k)
−1 σ
σo
−M(k) σˇ
σo
)
, (7.14)
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with i = 1, 2 and no sum on i. In addition, E and F are given by (4.24), whereas Q̂ = 1µ Q is a
function of the anisotropy ratio k but is independent of the shear moduli µ (see Appendix IV of
chapter 2). In turn, the computation of Q (see (2.59)) is performed numerically and its calculation
is detailed in Appendix I of chapter 2. The evaluation of the anisotropy ratio k has been described
in relation (6.22). Similar to the previous case, the principal axes of the voids are considered to be
aligned with the axes of the laboratory frame, i.e., n(1) = e(1), n(2) = e(2) and n(3) = e(3).
Now, the only non-zero components of the strain-rate and stress tensor are D11, D22, σ11, σ22
and σ33, respectively. We recall here the definitions for the mean stress σm and the equivalent stress
σeq
σeq =
1√
2
√
(σ11 − σ22)2 + (σ11 − σ33)2 + (σ33 − σ11)2, σm = σ11 + σ22 + σ333 , (7.15)
as well as for the stress triaxiality XΣ,
XΣ =
σm
σeq
. (7.16)
In this application, we are interested for loadings with fixed stress triaxiality XΣ during the defor-
mation process. Hence, the known quantities in the problem are:
D11 = 1, D33 = 0, XΣ = given. (7.17)
The previous three relations need to be satisfied together with the effective yield condition Φ˜(σ) = 0
(see relation (6.5) and (6.21)). Thus, the unknowns of the problem are
σ11, σ22, σ33, Λ˙. (7.18)
It is worth mentioning that we have arbitrarily made the choice of D11 = 1 and D33 = 0, while
different options could also be considered. Nonetheless, since the porous medium is initially isotropic,
the choice of the plane-strain direction is arbitrary and does not affect the final result, which in this
case is the prediction of the shear localization instability. On the other hand, if we consider anisotropic
porous media that consist of initially ellipsoidal voids with aspect ratios w1 6= 1 or w2 6= 1, then the
specific choice of the plane-strain direction is crucial. For simplicity, we will consider only porous
media that are initially isotropic in this work.
The sufficient conditions for shear localization are given by relations (2.320) and (2.321). The
first condition is related to the determination of the critical hardening rate Hcr. For the previously
described loading, the critical hardening rate can be shown to be Hcr = 0 (Rice, 1976). The second
condition (2.321) simply yields that there should exist a non-deforming surface in the deformation
field. Because of the plane-strain character of the problem this is satisfied trivially. Hence, the only
condition sufficient for shear localization is the zero hardening rate. In the following paragraphs, we
will study the possibility of shear localization in the case of fixed stress triaxiality loading.
Fig. 7.30 shows evolution curves for the porosity f , the aspect ratios w1 and w2, the hardening rate
H and the equivalent stress σeq normalized by the flow stress in the matrix phase σo as a function of
the stress triaxiality (XΣ = −0.05, 0.4) and the macroscopic strain εeq for initial porosity fo = 10%.
More specifically, Fig. 7.30a shows the evolution of porosity f as predicted by the SOM and the
V AR methods. For XΣ = −0.05, the SOM predicts a faster decrease in the porosity than the V AR
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Figure 7.30: Results are shown for the evolution of the relevant microstructural and macroscopic variables
for a porous material consisted of initially spherical pores with initial porosity fo = 10%. The matrix phase
exhibits an ideally-plastic behavior, while the composite is subjected to plane-strain loading conditions with
fixed stress triaxiality, XΣ = −0.05, 0.4. SOM and V AR estimates are shown for the evolution of the (a)
porosity f , (b) the aspect ratio w, (c) the normalized, macroscopic equivalent stress σeq/σo (σo denotes the
flow stress of the matrix phase), and (d) the hardening rate of the composite as a function of the macroscopic,
equivalent strain εeq. In (d) the symbols ◦ and ¤ denote the loss of ellipticity for the porous medium as
predicted by the SOM and the V AR, respectively.
method, and thus a faster hardening of the porous medium. On the other hand, in Fig. 7.30b, the
corresponding SOM estimates for the evolution of the aspect ratios w1 and w2 indicate that the
material softens faster in the direction of the applied loading (this is explained by the sharp increase
of w2 and decrease of w1). In contrast, the rate of change of the aspect ratios predicted by the V AR
method is lower than the one of the SOM . These two contradicting mechanisms, i.e., evolution of
porosity and aspect ratios, when they are combined together, they yield an overall hardening of the
porous medium, which is illustrated by the initial positive hardening rate H in Fig. 7.30c, for both
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methods. This geometrical hardening of the porous medium continues as the deformation progresses,
and as a consequence, the material does not exhibit instabilities, which is deduced by observing thatH
never crosses zero. In Fig. 7.30d, the corresponding normalized equivalent macroscopic stress σeq/σo
just verifies this observations, while the SOM exhibits initially softer behavior than the corresponding
V AR estimate.
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Figure 7.31: Macroscopic onset-of-failure curves as predicted by the SOM and V AR calculations, for an
initially isotropic porous medium with ideally-plastic matrix phase and initial porosity fo = 10%. The plot
shows the critical equivalent strain εcreq as a function of the applied stress triaxiality XΣ.
On the other hand, for XΣ = 0.4, the corresponding SOM estimate predicts an initially positive
rate of growth of the porosity f , whereas at a finite strain (e.g., εeq ∼ 50%), it starts slowly to decrease.
The same observation is also true for the V AR estimate with the only difference that the growth of f
is smaller than in the SOM case. Note that the increase of the porosity is a softening mechanism. On
the other hand, the fast rate of change in the aspect ratios results in the hardening of the material in
the direction of the applied loading. This is true for both the SOM and the V AR methods, with the
difference that in the SOM the rate of change of w1 and w2 is higher than in the V AR. In contrast
to the previous case, the porous material exhibits an initial softening, which evolves into hardening at
a finite strain. This is shown in Fig. 7.30c, where for both the SOM and the V AR the corresponding
curve for H crosses zero. Note that the symbols ◦ and ¤ indicate the critical strain-rate that H
becomes zero as predicted by the SOM and the V AR models respectively. As already mentioned
before, when H = 0 the porous material material may become unstable. Obviously, both the SOM
and the V AR methods predict such shear localization instabilities, however, the critical strain where
the instability occurs is different. In Fig. 7.30d, the corresponding macroscopic equivalent stress
σeq/σo simply verifies the previous conclusions. It is noted, though, that the V AR predicts a stiffer
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response (higher values for σeq/σo) for the porous composite than the SOM .
The procedure of identifying an instability point, described previously, can be repeated for the
entire range of stress triaxialities XΣ ∈ (−∞,+∞). Thus, Fig. 7.31 is a map of these instability
points. In particular, the critical strain εcreq, where the instability occurs, is plotted as a function
of the stress triaxiality XΣ. It is interesting to note that despite the many differences exhibited by
the SOM and the V AR methods for the prediction of the evolution of the porosity and the aspect
ratios (see Fig. 7.30), the corresponding instability map is very similar. In fact, the SOM predicts
instabilities at lower values of the deformation when compared to the V AR method. It should be
emphasized at this point that, the FL (Flandi and Leblond, (2005)) model is not capable of predicting
this type of instabilities due to the fact that it cannot consider plane-strain loading conditions.
7.7 Concluding remarks
In this chapter, we have studied the important problem of estimating the evolution of microstructure
in porous media consisting of spherical or ellipsoidal voids subjected to general loading conditions.
It is apparent that the combinations of loading conditions and microstructural configurations are
countless. For this reason, we had to choose among the many possible loadings and microstructures,
a representative and, at the same time, a simple combination of the relevant variables so that we can
extract useful information on the effective response of porous media when subjected to finite defor-
mations. In particular, the new “second-order” model, discussed in section 2.6, has been compared
with results extracted by the Lee and Mear (1994) study for dilute porous media, as well as with
unit-cell finite element calculations for axisymmetric loading conditions such that the alignment of
the principal axes of the voids and the principal loading directions is preserved. For comparison,
the “variational” method and the recent Flandi and Leblond (2005) model were also included in
this study. The “variational” method, as already expected by earlier studies (Ponte Castan˜eda and
Zaidman, 1994; Kailasam and Ponte Castan˜eda, 1998) and the discussion made in the context of the
previous chapter, delivers much stiffer estimates than the “second-order” method especially at high
stress triaxialities. On the other hand, the Flandi-Leblond model is constructed only for transversely
isotropic porous materials (i.e., spheroidal voids) subjected to axisymmetric loading conditions such
that the transverse isotropy of the material is preserved during the deformation process. Thus,
this last model has been used to compare with the “second-order” estimates in the cases that it is
applicable.
Firstly, the “second-order” model has been compared with corresponding estimates by Lee and
Mear (1994) in the case of dilute porous media consisting of spheroidal voids subjected to axisym-
metric tensile or compressive loading conditions aligned with the pore symmetry axis. The main
conclusion in the context of this comparison was that the “second-order” model is in good agreement
with the Lee and Mear method. However, it is interesting to note that the Lee and Mear estimates
predict a stiffer effective response for the porous material than the “second-order” model leading to
lower or higher values for the porosity at tensile or compressive loadings, respectively. To explain
this differences between the two models, we have included finite element unit-cell results, where it
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was found that the “second-order” predictions lie closer to the finite element results than the Lee
and Mear estimates do. The reason for this was attributed to the fact that the Lee and Mear proce-
dure makes use of the assumption that the void evolves through a sequence of spheroidal shapes (see
also Fleck and Hutchinson, 1986) during the deformation process, which constitutes an idealization
that may become rough when compared with finite element calculations where the void is allowed to
deform in a non-spheroidal shape.
Moreover, it is also important to mention that, according to Huang (1991b), in the method used
by Lee and Mear to predict the evolution of microstructure in dilute porous media, a very large
number of terms needs to be considered in the Rayleigh-Ritz eigen-function expansion to achieve
sufficient accuracy at high stress triaxialities and nonlinearities. In this regard, the author believes
that similar to the case of cylindrical pores, these two aforementioned observations could explain the
fact that the Lee and Mear technique predicts lower values for the evolution of porosity.
On a separate subsection, we studied the effect of the initial shape of the voids on evolution of
porosity under compressive loadings. In this regard, both the “second-order” and the Lee and Mear
(1999) methods were found to be in good agreement for the prediction of the evolution of the porosity.
In particular, both methods predict that if a compressive load is applied along the symmetry axis
of the spheroidal void, then the materials containing oblate voids are more compliant than the ones
comprising prolate voids leading to a fast closure of the porosity. In contrast, when the voids are
prolate the porosity still goes to zero but with a much slower rate than in the case of oblate voids.
In the sequel, the “second-order” method has been compared with unit-cell finite element results
for a wide range of stress triaxialities (XΣ = ±1/3,±1,±3 or T/S = 0, 0.4, 0.727 with S/|S| ≶ 0)
and low initial porosities fo = 0.01%. The “second-order” model was found to improve significantly
on the earlier “variational” method, which was shown to underestimate (overestimate) the evolution
of porosity when the porous medium is subjected to tension (compression) loadings. Although,
at high triaxialities and nonlinearities the “second-order” model overestimates the evolution of the
aspect ratio, the corresponding predictions for the macroscopic equivalent strain-rate are in very
good agreement with the finite element results. This is due to the fact that the evolution of porosity
dominates over the evolution of the aspect ratios of the voids and thus controls the effective behavior
of the porous medium. In this regard then, it is safe to say that the “second-order” method is
capable of estimating with very high accuracy the macroscopic behavior of porous media that are
subjected to this special, albeit important, axisymmetric loading condition, for the entire range of
stress triaxialities and nonlinearities.
For completeness, these results have been compared in a separate section with the Flandi-Leblond
(2005) model for a high nonlinearity (nonlinear exponent of the matrix phase n = 10) and for all
the aforementioned triaxialities. The main conclusion that comes out of this comparison is that
both models provide accurate estimates for the determination of the effective response of a porous
medium. The “second-order” method delivers better results for the evolution of the porosity and
the macroscopic strain-rate, particularly for low stress triaxialities. On the other hand, the Flandi-
Leblond model can capture nonlinear effects of the evolution of the aspect ratio of the voids. This
effect was initially discussed by Budiansky et al. (1982) and Fleck and Hutchinson (1986). These
Evolution of microstructure: spherical and ellipsoidal voids 263
authors found that at sufficiently high triaxialities and nonlinearities the voids elongate in a direction
that is transverse to the maximum principal strain or stress. Nonetheless, it is also important to
emphasize that in this study it has been shown that this counterintuitive elongation of the void is
a local phenomenon and thus, does not affect the macroscopic behavior of the composite, which is
mainly controlled by the evolution of the porosity at high stress triaxialities.
In the following, we have studied the problem of estimating the evolution of microstructure in
porous media with an ideally-plastic matrix phase and spheroidal voids whose principal axes do not
coincide with the principal loading directions. For simplicity, we have considered initially prolate
and oblate voids rotated around the 1−axis and axisymmetric loading conditions with the maximum
tensile or compressive principal stress aligned with the 3−axis. When the major axis of the voids was
aligned with the loading at 0o, the Flandi-Leblond model was also used to provide estimates for the
evolution of the relevant microstructural variables. However, when the voids are considered misaligned
with the loading directions the Flandi-Leblond model was not valid and only “second-order” estimates
were shown. The main conclusion in the context of these examples is that the initial orientation of
the voids relative to the applied loading can have dramatic effects on the effective response of the
porous medium. Interestingly, we observed that even though the porosity may decrease significantly
during the deformation process, which implies that the porous medium may harden, because of the
rotation (or spin) of the microstructure the material exhibits strong softening. We further noted that
the initially misoriented voids tend to spin in order to align their principal axes with the principal
loading directions.
Then, the “second-order” and the “variational” methods have been used to predict possible shear
localization instabilities for porous media with an ideally-plastic matrix phase and initially spherical
voids subjected to plane-strain loading conditions with fixed stress triaxiality. An important conclu-
sion that results from the study of this problem is that the various microstructural variables interact
in very complicated ways such that the final response of the material may exhibit overall geometrical
softening or hardening. This evolution of the microstructural variables then leads to shear localization
instabilities as presented by Rice (1976). In particular, we have studied the evolution of microstruc-
ture for initially isotropic porous media with porosity fo = 10% for two different stress triaxialities
XΣ = −0.05, 0.4. For the first one, both the “second-order” and the “variational” models did not
predict a shear localization instability. In this particular case, the material always hardens during
the deformation process. On the other hand, for XΣ = 0.4 the porous medium initially exhibits a
softening which evolves into hardening during the deformation. This change in the effective response
of the porous material is translated into a change of sign for the corresponding hardening rate H,
which, in turn, implies that the material may lose stability at this point (Rice, 1976). Then, we have
complemented this study with a complete map of the instability points as a function of the stress
triaxiality. In that plot, it was interesting to observe that the “second-order” and the “variational”
predictions exhibited a very similar qualitative behavior by predicting instabilities only in the posi-
tive triaxiality regime. However, the “second-order” has been found to predict shear localization at
a lower macroscopic equivalent strain than the “variational” method. It is further noted that the
Flandi-Leblond model cannot be used for plane-strain loading conditions and for this reason was not
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included in this study.
As a closing remark, it is emphasized that the new “second-order” model is based on a rigorous
variational principle which is valid for general ellipsoidal microstructures and loading conditions. It
has been shown that the response of a porous material depends strongly on the orientation of the
microstructure relative to the loading directions. This last conclusion amplifies the significance of
having general models that are able to take into account this microstructural effects, in contrast with
earlier models that can only deal with simple microstructures and loading conditions (i.e., spheroidal
microstructures and axisymmetric loading conditions aligned with the pore symmetry axis). It should
be mentioned that the “variational” method is also able to deal with general microstructures, where
it provides relatively good qualitative agreement with the finite element calculations and the new
“second-order” model. However, the “variational” method is overly stiff for high triaxialities and this
prohibits its use in several applications where the applied pressures are high.
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Chapter 8
Closure
In this thesis, homogenization-based constitutive models have been developed for viscoplastic two
phase materials, and particularly porous materials subjected to finite deformations. These constitu-
tive models have the capability of handling the nonlinear response of the local phases, microstructural
information, such as the volume fraction, shape, orientation and distribution of the phases in a given
two-phase system, as well as the evolution of these microstructural and macroscopic variables along
a given loading path. Incorporating the evolution of the microstructure and the effective response of
the material in these models allows us to predict possible development of macroscopic instabilities,
such as shear localization, which occur due to the geometrical softening or hardening of the medium
during the deformation process.
The proposed constitutive models, discussed in this work, are based on two nonlinear homoge-
nization methods:
• the “variational” method (V AR) of Ponte Castan˜eda(1991),
• the “second-order” method (SOM) of Ponte Castan˜eda (2002a).
It is noted that the “variational method has been given an interpretation as “modified secant method”
by Suquet (1995). Both of the aforementioned nonlinear homogenization methods are based on the
construction of a “linear comparison composite” (LCC). The reason for such a construction is linked
to the fact that there exist several linear homogenization methods in the literature, that are capable
of dealing with N−phase systems, such as the Hashin-Shtrikman bounds (1963), the Willis estimates
(1977, 1978), as well as the Ponte Castan˜eda and Willis (1995) results for ellipsoidal particulate
microstructures. In turn, these linear estimates can be used to deliver estimates for the nonlinear
composite via the construction of the LCC. It is important to point out that, in spite of the fact
that the homogenization is carried out at the level of the LCC, these methods have the capability of
accounting for the nonlinear behavior of the phases by letting the moduli of the phases in the LCC
depend on the nonlinear properties of the phases in the original nonlinear composite.
Motivated by several experiments and applications, special attention has been given to viscoplastic
composites, and particularly porous media with “particulate” microstructures and isotropic phases.
General expressions have been presented for the effective stress potential, as well as for the phase
average and second moments of the fields of two-phase composites consisting of ellipsoidal inclusions
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(or voids for the case of porous media) distributed randomly in a matrix phase. It is remarked that
spherical or cylindrical inclusions, cracks and laminated microstructures can be recovered as limiting
cases of the ellipsoidal inclusions.
For completeness, we have studied first the problem of homogenization in two-phase composites
consisting of linearly viscous and “thermo-viscous” phases. Within this class of linear composites with
“particulate” microstructures, use has been made of the Willis estimates (1978) to obtain expressions
for the effective behavior of the composite. Further specialization of these general expressions has been
provided for the limiting case of a linearly viscous and “thermo-viscous” porous materials. Having
established rigorous estimates and bounds for this class of linear composites, we have proceeded
with the discussion of the “variational” and “second-order” nonlinear homogenization methods in the
general context of two-phase viscoplastic systems, which were later specialized for viscoplastic porous
media. A key difference between the “variational” and the “second-order” method is the type of the
LCC used. More specifically, the “variational” method makes use of an isotropic LCC, which leads to
rigorous lower bounds for the effective stress potential of the composite. These bounds can be shown
to be optimal. On the other hand, the LCC within the “second-order” method is anisotropic. The
anisotropy of the LCC can be viewed as a necessary feature when dealing with viscoplastic composites.
The key for this explanation is associated with the fact that the local incremental response of nonlinear
materials, and particularly viscoplastic ones, is anisotropic. Thus, one expects that by allowing the
LCC to be anisotropic would reveal many of the nonlinear features of the local phases. Indeed, this
is the case in our problem, particularly for low triaxiality loadings.
However, when the interest is on viscoplastic porous materials and high triaxiality loadings (or
purely hydrostatic loadings), both the “variational” and the “second-order” (in the original formu-
lation of Ponte Castan˜eda (2002a) and later by Idiart and Ponte Castan˜eda (2005)) methods over-
estimate significantly the effective response of the porous medium, particularly at low and moderate
volume fractions of the porous phase (or porosity). Nonetheless, it is emphasized that it has not yet
been possible to fully optimize the “second-order” method, in terms of all the parameters involved
in this technique, especially with respect to the “reference” second-order stress tensor. In this work,
we have made an attempt to propose a more general reference stress tensor that would improve
the hydrostatic behavior of the “second-order” method, while preserving the capability of handling
completely general loadings and ellipsoidal microstructures. To achieve that, we made use of the ex-
act hydrostatic solution for the “composite sphere or cylinder assemblage” microstructure of Hashin
(1962), to compute the reference stress tensor. In the sequel, this choice has been approximately
generalized for more general ellipsoidal microstructures and loading conditions. In this manner, we
managed to bridge the gap between the earlier “variational” method and the recent “second-order”
method, at least in the context of viscoplastic porous media.
In order to validate and compare the new “second-order” model, we have included in our study
several models for porous viscoplastic media proposed in the past thirty years in the literature. In
this regard, Chapter 3 deals with the discussion of these methods and models. These studies can
be divided into four main categories. The first group is related with the methodologies introduced
by McClintock (1968), Rice and Tracey (1969) and Budiansky et al. (1982) in the context of dilute
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viscoplastic porous media. These methods are based on a dilute approximation of the effective stress
potential up to the first order in the volume fraction of the pores. In addition to that these models
require the choice of a stream function, which leads to a proposed velocity field that ultimately
minimizes the energy function of the dilute medium. Initially, these studies were restricted to the
instantaneous response of dilute porous media consisting of spherical voids subjected to high triaxiality
loadings. These techniques have been developed later by Fleck and Hutchinson (1986) and Lee and
Mear (1992b,c; 1994; 1999) to account for cylindrical voids with elliptical cross-section, as well as for
spheroidal voids with prolate or oblate shape subjected to axisymmetric loading conditions aligned
with the pore symmetry axis. However, these models are based on a choice of a stream function,
which poses limitations in the applicability of these approximations to two-dimensional problems or
three-dimensional ones with certain symmetries, such as the one of spheroidal voids and axisymmetric
loadings (aligned with the pore symmetry axis). In addition to this, the range of the validity of the
expansion of the effective stress potential about the porosity diminishes to zero at high nonlinearities
and stress triaxialities. This possibly explains the observations made by Huang (1991b), who found
that a large number of terms needs to be considered in the representation of the stream function
for convergence of the results at high nonlinearities and stress triaxialities. As a consequence, these
methods can lead to underestimation of the dilatation rate of the void.
A second group of studies, related to viscoplastic porous materials, is associated with the well-
known work of Gurson (1977), who made use of the exact solution for a shell (spherical or cylindrical
cavity) under hydrostatic loadings, suitably modified, to obtain estimates for the effective behavior of
porous solids with an ideally-plastic matrix phase and isotropic or transversely isotropic distributions
of porosity. This model has been successfully extended to spheroidal voids and axisymmetric loading
conditions (aligned with the symmetry of the void) by Gologanu et al. (1993, 1994, 1997). In the
sequel, Leblond et al. (1994) extended the Gurson model to account for a more general viscoplas-
tic behavior for the matrix phase. A series of works followed after that, including the studies of
Gaˇraˇjeu et al. (2000), Flandi and Leblond (2005a,b) and Monchiet et al. (2007), which made use of
trial velocity fields to obtain approximate estimates for the effective behavior of viscoplastic porous
media. Nonetheless, all these methods are restricted to porous media consisting of spheroidal voids
subjected to axisymmetric loading conditions (aligned with the pore symmetry axis). In contrast,
the aforementioned nonlinear homogenization methods are based on a rigorous variational principle
and thus are capable of dealing with more general ellipsoidal microstructures and loading conditions.
A third group of studies on viscoplastic porous media is related to the class of “sequentially
laminated” microstructures. One of the main features of these composites, is that in the linear
case, they are identical (Frankfort and Mura, 1986; Milton, 2002) to the Willis estimates (1978) for
particulate microstructures used in this work to solve for the LCC. In this connection, the nonlinear
sequential laminates are particularly appropriate to assess the accuracy of the “second-order” method
and, in general, of any LCC-based homogenization method (such as the “variational” method), on
condition that the Willis estimates be used for the LCC. It can be observed (deBotton and Hariton,
2002) that as the rank of the lamination increases, the material becomes isotropic. In this study, we
made use of these isotropic high-rank laminates to compare with corresponding estimates obtained by
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the “second-order” and the “variational” method. It should also be emphasized that recently Idiart
(2007) has shown that when the high-rank sequential laminates are subjected to purely hydrostatic
loading, they recover the composite sphere or cylinder assemblage solution. This result makes these
materials an ideal test case for the homogenization methods studied in this thesis.
Finally, a fourth group of studies on viscoplastic porous media deals with the numerical compu-
tation of the fields in a periodic unit-cell consisting of a single void by making use of the well-known
finite element method. However, the problem we are interested in is the one of random porous media.
For this reason, a very small porosity (0.01%) has been used in the finite element calculations in order
for the comparison with the nonlinear homogenization methods to be meaningful. For simplicity, we
have studied porous media consisting of cylindrical voids subjected to plane-strain loading conditions,
as well as of spherical voids subjected to axisymmetric loading conditions.
In the sequel of this thesis, Chapters 4 through 7 have dealt with the application of the above
discussed methods in the context of viscoplastic porous materials. To be precise, Chapters 4 and
5 deal with the estimation of the effective behavior and evolution of microstructure in porous me-
dia consisting of cylindrical voids subjected to plane-strain loading conditions. The possibility of
instabilities has also been addressed in this context. In turn, Chapters 6 and 7 are related to the
determination of the effective behavior and evolution of microstructure in porous media consisting of
spherical or ellipsoidal voids subjected to general loading conditions. In what follows, we summarize
the main results obtained in these chapters.
Chapter 4 deals with the estimation of the effective behavior of porous materials consisting of
aligned cylindrical voids with circular or elliptical voids distributed randomly and isotropically in an
isotropic viscoplastic matrix. The material is subjected to plane-strain loading conditions. One of
the main results of this chapter was that the “second-order” model, proposed in this work, improves
dramatically on the earlier “variational” method, particularly at high stress triaxialities and nonlin-
earities. As already pointed out previously, the new “second-order” model is constructed such that
it recovers the exact solution for a shell (cylindrical cavity in this case) under hydrostatic loadings.
As a consequence, the “second-order” estimates are found to be in good agreement with correspond-
ing results obtained by Fleck and Hutchinson (1986) and Lee and Mear (1992b) for the dilatation
rate and the deviatoric part of the macroscopic strain-rate in dilute porous media. Furthermore, the
“second-order” is found to be in very good agreement, for all nonlinearities, porosities and triaxialities
considered, with corresponding results obtained by the high-rank laminates in the case of isotropic
porous material with finite volume fraction of voids. Lastly, the “second-order” model has been
used to estimate the effective behavior of porous media consisting of cylindrical voids with elliptical
cross-section, where it was found that the effect of the porosity and the shape of the void may induce
contradicting effects. For instance, elongation of the pore leads to geometrical hardening (softening)
in the direction parallel (transverse) to its major axis, whereas increase of the porosity leads to soft-
ening and vice versa. Combination of these effects may lead to hardening in certain directions and
softening in others.
In Chapter 5, use is made of the results of chapter 4 to predict the evolution of microstructure
and the macroscopic behavior of porous media with cylindrical voids subjected to finite plane-strain
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deformation. The new “second-order” model, as well as the “variational” method have been compared
with corresponding results obtained by the Lee and Mear (1999) method (for dilute porous media) and
unit-cell finite element calculations. In this connection, the “second-order” estimates were found to
improve significantly on the earlier “variational” method by being in remarkable agreement with the
Lee and Mear results in the dilute case, and the finite element predictions for finite, but still small,
porosities for all nonlinearities and stress triaxialities considered. In particular, one of the main
improvements of the “second-order” model is linked to the use of the anisotropic LCC as opposed
to the isotropic LCC in the “variational” method. A second improvement of the “second-order”
method against the “variational” method is associated with the accurate prediction of the evolution
of porosity at high stress triaxialities. This has been achieved by choosing the “reference” stress tensor
such that the “second-order” method recovers the analytical shell result in hydrostatic loadings. In
this regard then, the “second-order” method has been used to predict shear localization instabilities
in porous solids with an ideally-plastic matrix phase. For comparison reasons, the “variational”
method and the Gurson model were also used. It has been observed that for the loadings considered
(aligned loadings which induce no rotation of the principal axes of the pores), the Gurson model did
not predict instabilities, while the “second-order” model was more unstable than the “variational”
method. However, it is interesting to remark that the “second-order” model was in qualitative
agreement with the “variational” method for the prediction of instabilities in porous solids with
ideally-plastic matrix phase.
In contrast to Chapter 4 and 5, where two-dimensional model problems were studied in order to
gain insight on the behavior of viscoplastic porous media, Chapters 6 and 7 deal with more realistic
three-dimensional microstructures and loadings. More specifically, in Chapter 6, we have studied
the effective behavior of isotropic and anisotropic viscoplastic porous media when subjected to more
general loading conditions. One of the main results in the context of isotropic porous media is related
to the fact that the “second-order” method and the sequential laminates were found to depend on all
three invariants of the macroscopic stress tensor. Interestingly, the effect of the third invariant was
found to be non negligible even at moderate and high triaxialities and moderate porosities leading
to an “asymmetric” response of the composite in the Π−plane. On the other hand, the Leblond et
al. (1994), the Gurson (1977) and the “variational” model depend only on the first two invariants
of the macroscopic stress tensor. In the sequel, the “second-order” method has been compared with
corresponding estimates obtained by the Flandi and Leblond (2005a) model for spheroidal (prolate
and oblate) voids subjected to axisymmetric loading conditions. The agreement of the two methods
was relatively good for these two cases.
In addition to these special cases, the “second-order” method has also been used to predict
the effective behavior of porous materials with ellipsoidal voids subjected to more general loading
conditions, not necessarily aligned with the principal axes of the voids. The main conclusion that
came out of this chapter was that the misorientation of the microstructure relative to the principal
loading directions can lead to significant softening or hardening of the material in certain directions.
To study this effect in a more complete way, we have included cross-sections of the effective stress
potential (or gauge surface) on the Π−plane (or octahedral plane). The resulting gauge curves
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exhibited very different shapes, which were found to depend strongly on the shape of the voids, as
well as on the relative orientation of the principal axes of the voids with respect to the principal
loading directions. Furthermore, the effective behavior of a porous medium consisting of spheroidal
voids has been shown to be completely different to the one of a porous material with ellipsoidal voids
under the same loading conditions.
Finally, in Chapter 7, we have made use of the previous results to predict the evolution of mi-
crostructure in porous media consisting of spherical or ellipsoidal voids. The “second-order” method
has been initially compared with corresponding results by Lee and Mear (1994) for dilute porous
materials, where both methods delivered very similar results regarding the evolution of the porosity
under several stress triaxialities. Next, the “second-order” and the “variational” methods have been
compared with finite element predictions and results obtained by the Flandi and Leblond (2005b)
model for porous media with initially spherical pores subjected to axisymmetric loading conditions.
The main result of this comparison was that both the “second-order” and the Flandi and Leblond
(2005a) models were in good agreement with the finite element predictions for all stress triaxialities
considered. The “second-order” method delivers better results for the evolution of the porosity and
the macroscopic strain-rate, particularly for low stress triaxialities. On the other hand, the Flandi-
Leblond model can capture nonlinear effects of the evolution of the aspect ratio of the voids. This
effect was initially discussed by Budiansky et al. (1982) and Fleck and Hutchinson (1986). These
authors found that the voids elongate in a direction that is transverse to the maximum principal
strain or stress at sufficiently high triaxialities and nonlinearities. Nonetheless, it is also important
to emphasize that in this study it has been shown that this counterintuitive elongation of the void
is a local phenomenon and thus, does not affect the macroscopic behavior of the composite, which is
mainly controlled by the evolution of the porosity at high stress triaxialities.
Based on experimental evidence by Nakajima (2007), we have used the ”second-order” method
to study the evolution of the relevant microstructural and macroscopic variables in lotus-type porous
metals. These materials consist of aligned elongated pores in a certain direction such that their
initial response is transversely isotropic. It has been observed experimentally that if one performs a
uniaxial compression test parallel to the symmetry axis of the voids the remaining porosity after 80%
deformation is still significant. On the other hand if one applies the same load transversely to the
pore symmetry axis the remaining porosity reduces dramatically. Interestingly, although expected, the
”second-order” method has been able to predict such a qualitative behavior for a material consisting
of prolate or oblate voids oriented in different angles. For completeness, the ”second-order” and the
”variational” models have then been used to predict shear localization instabilities in porous media
consisting of initially spherical voids that are subjected to plane-strain loading conditions. Both
the ”second-order” and the ”variational” methods were found to predict instabilities at low stress
triaxialities, with the first one delivering unstable behaviors at lower strains than the second one.
However, it should be mentioned that the porous media considered here are expected to become less
unstable if the ideally-plastic assumption for the behavior of the matrix is relaxed by introducing
hardening effects.
In summary, the new “second-order” model, developed in this thesis, has been shown to deliver
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accurate estimates for viscoplastic porous media with general ellipsoidal microstructures subjected
to general loading conditions. This new model is the continuation of a series of studies in the
context of porous media, which manages to bridge the gap between various homogenization methods
developed in the last years in the context of porous power-law materials. The main improvement of
this new model against the previous versions of the “second-order” and the “variational” methods,
is associated with the fact that it is constructed to recover the exact shell result under hydrostatic
loading conditions. This allows the use of this method to solve several problems of interest, where the
porous medium is subjected to high stress triaxiality loadings leading to a significant increase of the
porosity and thus to failure of the material. Another advantage of this new model is linked to the fact
that it is based on a rigorous variational principle which is valid for general ellipsoidal microstructures
and loading conditions, in contrast with earlier models that can only deal with simple microstructures
and loading conditions (i.e., spheroidal microstructures and axisymmetric loading conditions aligned
with the pore symmetry axis). Lastly, the model is simple enough to be implemented in standard
finite element packages to solve structural problems of interest.
At this stage, it is important to address some of the future directions associated with the results
presented in this thesis. First of all, the present version of the “second-order” model is based on
an ad-hoc prescription for the “reference” stress tensor. This choice requires the computation of
two factors, which are related to the effective behavior of the porous material at purely hydrostatic
loadings. It would be really useful if we could define a reference stress tensor that depends only in one
factor leading to simplification of the calculations that need to be performed. Moreover, when the
behavior of the porous material is not isotropic, there are no available exact results for hydrostatic
pressure loadings, and for this reason, we had to introduce approximations for the computation of
the reference stress tensor in this case. This approximation has led to a conservative prediction of
the effective behavior of the porous material, particularly for ellipsoidal voids with very different
aspect ratios. Although, this is not a bad feature of the method, especially in terms of designing, it
would be interesting to investigate further this problem in this direction, as it would provide even
more accurate results than the ones presented here. In addition, it has already been identified that
the new “second-order” model does not predict accurately the evolution of the shape of the voids at
sufficiently high stress triaxialities. Although to this end, it has been shown that the aspect ratio
has only a minor effect on the effective behavior of the material, it would be interesting to examine
further the reason for this inaccuracy and possibly propose a solution to this. This would allow us to
study coalescence of voids for arbitrary loading conditions.
Another important remark is that the new “second-order” model has been applied in the context
of porous solids with viscoplastic and ideally-plastic matrix phase. However, in real life applications,
the mechanical behavior of the materials under consideration exhibit also elastic effects. Thus, it
would be of great interest to be able to incorporate elastic effects in the above described models,
which would allow the study of “elasto-plastic” porous materials. This can now be accomplished
by making use of the recently proposed variational procedure by Lahellec and Suquet (2007a,b,c) to
obtain estimates for the effective response and evolution of microstructure in elasto-plastic or elasto-
viscoplastic porous media. The use of this procedure would allow us to solve more realistic problems
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(such as metal fatigue), where a non-monotonic load is applied leading to unloading and unstable
behaviors in the porous material. In addition, the model could then be implemented to standard
finite element packages for solving real life applications such as rolling or extrusion of metals, ductile
fracture and necking of specimens.
Finally, new lotus-type porous materials have been developed recently by Nakajima (2007), which
are proposed for various bio-applications such as implants at regions of fractured bone or as superior
dental prosthetics. One of the important reasons for using such materials is related to the fact that
bone tissue is able to grow inside the porous phase of the metal, and thus allow the material interact
more efficiently with the bio-environment. However, it is essential to be able to provide estimates for
the mechanical behavior of such materials, since in most of the cases mentioned previously, they are
subjected to complicated loading conditions leading to failure. The methods developed previously
could ultimately provide qualitative and hopefully quantitative understanding of the mechanical
behavior of such materials. It should also be mentioned that these materials possess lightweight
and superior mechanical properties, and thus they could be used in several prospective applications
such as mechanical parts of airplanes, automobiles, etc.
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