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In this paper, we give an analytical model of the compression error of down-sampled
compression based on wavelet transform, which explains why down-sampling before
compression can improve coding performance. And we approximate the missing details
due to down-sampling and compression by using the linear combination of a set of basis
vectors withL1 norm. Then we propose a down-sampled and high frequency information
approximated coding scheme and apply it to natural images, and achieve gains of both
subjective quality and objective quality compared with JPEG2000.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Emerging during the past three decades, the wavelet can be considered as a synthesis established and applied in various
fields such as mathematics and applied sciences like signal processing and numerical analysis. Wavelets are functions that
satisfy certain mathematical requirements and are used in representing data or other functions, and its fundamental idea is
to analyze according to scale. Because the original signal or function can be represented in terms of awavelet expansion, data
operations can be performed using the corresponding wavelet coefficients. If the wavelets are further chosen best adapted
to data, or the coefficients are truncated below a threshold, the data is then sparsely represented. This sparse coding makes
wavelets an excellent tool in the field of data compression.
The fundamental paper [1] by Daubechies et al. gave a solid mathematical footing to discrete versions of wavelet
transforms(DWT). And their major advance was the discovery of smooth mother wavelets whose set of discrete translates
and dilates forms an orthonormal basis for L2(R) [2]. Daubechies [3] and other scholars also formulated an orthogonal DWT
specifically designed for analyzing a finite set of observations over the set of scales, which means a dyadic discretization.
The lifting method proposed by Sweldens [4] facilitates the construction new wavelets that are well suited for the
DWT. It allows generating an infinite number of discrete biorthogonal wavelets starting from an initial one. And the
multiresolution analysis, proposed by Mallat [5], is an important tool for the design of DWT and the justification for fast
wavelet transform(FWT).
The application of the wavelet transform in image coding is motivated by the assumption that images are locally smooth
functions and can be well-modeled as piecewise polynomials. And with the feature of multiresolution analysis, wavelets
provide an efficientmeans for approximating such functionswith a small number of basis elements [6]. This newperspective
provides some valuable insights into the coding process and has motivated some significant advances. As the superseder of
DCT-based JPEG, the DWT-based JPEG2000 image compression standard outperforms JPEG in various aspects, which can be
considered as a paradigm of wavelet application.
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Based on such existing image coding standards, many efforts have been made to improve the codec efficiency. One
category is down-sampling image coding, which compresses a down-sampled image and up-samples the decompressed
image to its original size. Zeng and Venetsanopoulos [7] first proposed this image compression idea, and it beats the high
resolution image compressed directly via JPEG with the same number of bits. Bruckstein [8] gave an analytical explanation
to why it benefits to do so, then he derived an analytical model of the compression–decompression reconstruction error for
DCT-based JPEG images. Furthermore, Tsaig et al. [9] used the Variable Projection to solve the least squares optimization
problem to find optimal filters in practice for the decimation and interpolation stages. Different from the above methods
in which the down-sampling ratio is preset by users, Lin and Dong [10] utilized the strategies to adaptively decide the
appropriate down-sampling ratio/direction and quantization step for encoding every macroblock in an image, based upon
the local visual significance of the signal. Gan et al. [11]proposed to use undersampled boundary pre- and post-filtering
modules, so as to improve compression performance and reduce computational complexities at low bit rates. And Wu
et al. [12] developed a collaborative adaptive down-sampling and upconversion approach for low bit-rate image coding.
By using adaptive directional low-pass prefiltering prior to uniform down-sampling in the encoder, and upconversion
by constrained least squares using the piecewise autoregressive(PAR) model, the scheme achieves superior low bit-rate
performance.
In this paper we propose a sparse representation based down-sampling image coding scheme.We first give an analytical
model of the compression error of DWT-based JPEG2000, and the model represents the compression error as a function of
down-sampling factor, bit allocation for the coefficients and other characteristics of the image. Based on the conclusion, we
propose a down-sampling coding scheme on DWT-based JPEG2000 and restore the high frequency information removed
during the down-sampling process to further obtain better subjective quality and objective quality. Rather than adaptive
down-sampling in [12], we adopt an universal and simple down-sampling, as we focus on recovering the missing details
due to down-sampling in the encoder. And recent research on vision and learning based image restoration schemes
[13–15] enlighten us to approximate the removedhigh frequency informationwith a pre-trained codebook and image sparse
representation, which is also different from the PAR modeling of edges in images in [12].
The rest of the paper is organized as follows. In Section 2, the analytical model of compression error of down-sampled
compression based on discrete wavelet transform will be given. The sparse representation based approximation of missing
high frequency information due to down-sampling and compression is in Section 3. Our down-sampled and high frequency
approximation coding schemewill be presented in Section 4, and the experimental resultswill be demonstrated in Section 5.
Final conclusions will be drawn in Section 6.
2. Analysis of expected error of down-sampled compression based on wavelet transform
In this section we shall derive an analytical model of image compression–decompression reconstruction error of down-
sampled compression based on wavelet transform, which can be formulated as a function of the down-sampling factor, bit
allocation scheme and characteristics of the image.
Given images on the unit square [0, 1]×[0, 1], fω(x, y) : [0, 1]×[0, 1] → R, and we assume the image is a realization of
a Markov random field for simplification, that is a realization of 2-D random process {fω(x, y)}with second order statistics
E[fω(x, y)] = 0, and R(x, y; x+ τx, y+ τy) = t20e−ax|τx|e−ay|τy|. (2.1)
where e−ax and e−ay are measures of the horizontal and vertical correlation respectively. The unit square domain [0, 1] ×
[0, 1] is sliced intoM · N regions in the form
δij :=
[
i− 1
M
,
i
M
]
×
[
j− 1
N
,
j
N
]
, for i = 1, 2, . . . ,M; j = 1, 2, . . . ,N; (2.2)
Suppose the decompressed result is fˆω(x, y), then the compression error between fω(x, y) and fˆω(x, y) is:
ε2ω =
∫∫
[0,1]×[0,1]
(fω(x, y)− fˆω(x, y))2dxdy
=
M−
i=1
N−
j=1
∫∫
δij
(fω(x, y)− fˆω(x, y))2dxdy
=
M−
i=1
N−
j=1
1
M · N (MSEfω (δij)). (2.3)
whereMSEf (δij) := 1S(δij)

δij
(fω(x, y)− fˆω(x, y))2dxdy, and S(δij) is the area of δij, which is equally 1M · 1N .
Since the assumed wide-sense stationarity of the image process, the expectation of mean square error of each slice are
the same. Then we can represent it with δ11:
E[ε2ω] = M · N
1
M · N E[MSEfω (δ11)]
= E[MSEfω (δ11)] (2.4)
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If the image is decomposed by wavelet transform, then its approximation based on the DWT can be represented as a
series of sub-bands:
fˆω(x, y) =
−
i,j
aLi,jϕ
L
i,j(x, y)+
−
m,d
−
i,j
cm,di,j ψ
m,d
i,j (x, y),
for aLi,j : 0 ⩽ i < 2−LN1, 0 ⩽ j < 2−LN2;
for cm,di,j : 0 ⩽ i < 2−mN1, 0 ⩽ j < 2−mN2, m = 1, 2, . . . , L, d = 1, 2, 3. (2.5)
where N1 and N2 are the scales of the image in discrete form, while {ϕLi,j} and {ψm,di,j } are respectively bases for the low
frequency sub-band and other high frequency sub-bands, L is the level of wavelet decomposition, andm is the index of the
sub-band in the same level.
For the orthonormality of the commonly used DWT basis, the mean square error of the approximation over δ11 is
MSEfω (δ11) =
1
1
M · 1N
∫∫
δ11
(fω(x, y)− fˆω(x, y))2dxdy

= M · N
∫∫
δ11
f 2ω (x, y)dxdy− 2
∫∫
δ11
fω(x, y)fˆω(x, y)dxdy+
∫∫
δ11
fˆ 2ω (x, y)dxdy

= M · N
∫∫
δ11
f 2ω (x, y)dxdy−
−
i,j
(aLi,j)
2 −
−
m,d
−
i,j
(cm,di,j )
2

. (2.6)
Then
E[ε2ω] = E[MSEfω (δ11)]
= M · N
∫∫
δ11
E[f 2ω (x, y)]dxdy−
−
i,j
E[(aLi,j)2] −
−
m,d
−
i,j
E[(cm,di,j )2]

.
= M · N · t20
1
M · N −M · N
−
i,j
E[(aLi,j)2] −M · N
−
m,d
−
i,j
E[(cm,di,j )2]
= t20 −M · N
−
i,j
E[(aLi,j)2] −M · N
−
m,d
−
i,j
E[(cm,di,j )2]. (2.7)
Since the quantization of the coefficients is taken after the transform in image coding, we incorporate quantization into
the compression error estimation. If aQ Li,j and c
Q m,d
i,j denote the quantized approximation of a
L
i,j and c
m,d
i,j , the error of such
representation is (aLi,j − aQ Li,j )2 and (cm,di,j − cQ m,di,j )2 respectively, and we can get the following result:
MSEQfω (δ11) =
1
1
M · 1N
∫∫
δ11
(fω(x, y)− ˆf Qω (x, y))2dxdy. (2.8)
where ˆf Qω (x, y) =∑i,j aQ Li,j ϕLi,j(x, y)+∑m,d∑i,j cQ m,di,j ψm,di,j (x, y). And the expected error is
E[MSEf Qω (δ11)] = E[MSEfω (δ11)] +M · N
−
i,j
(E[(aLi,j − aQ Li,j )2] + E[(cm,di,j − cQ m,di,j )2]). (2.9)
According to [16], for uniform or Gaussian random variables, the expected MSE due to quantization can be formulated
as:
E[(Ci,j − CQi,j)2] ∼ K
Var{Ci,j}
22bi,j
. (2.10)
where bi,j is the number of bits for representing Ci,j and K is a constant in the range [1, 3]. After wavelet transform to an
image, the coefficients of high frequency sub-bands can be approximated as a Gaussian distribution. And we assume the
low frequency sub-band as a Gaussian distribution to simplify our derivation. Then the total expected quantization error is
the sum of expected quantization error of each sub-band, that is:
E[(aLi,j − aQ Li,j )2] + E[(cm,di,j − cQ m,di,j )2] = KL
Var{aLi,j}
22b
L
i,j
+
−
m,d
Km,d
Var{cm,di,j }
22b
m,d
i,j
= KL
E[(aLi,j)2]
22b
L
i,j
+
−
m,d
Km,d
E[(cm,di,j )2]
22b
m,d
i,j
. (2.11)
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Specifically when it comes to the situation of wavelet coding, it is reasonable to choose a separable wavelet basis for the
slices. Then a separablewavelet basis can be chosen for the slices that are over [0, 1/M]×[0, 1/N], soϕLi,j(x, y) = gLi (x)gLj (y).
Then aLi,j can be defined as:
aLi,j :=
∫∫
δ11
fω(x, y)gLi (x)g
L
j (y)dxdy. (2.12)
Then the expected error is
E[(aLi,j)2] = E
[∫∫
δ11
∫∫
δ11
fω(x, y)f (ξ , η)gLi (x)g
L
j (y)g
L
i (ξ)g
L
j (η)dxdydξdη
]
=
∫∫
δ11
∫∫
δ11
t20e
−ax|x−ξ |e−ay|y−η|gLi (x)g
L
j (y)g
L
i (ξ)g
L
j (η)dxdydξdη
= t20
∫ 1
M
0
∫ 1
M
0
e−ax|x−ξ |gLi (x)g
L
i (ξ)dxdξ
∫ 1
N
0
∫ 1
N
0
e−ay|y−η|gLj (y)g
L
j (η)dydη. (2.13)
For simplicity, we can define∫ 1
M
0
∫ 1
M
0
e−A|x−ξ |gLk(x)g
L
k(ξ)dxdξ := FL(M, A, k). (2.14)
Then the expected error of aLi,j is
E[(aLi,j)2] = t20FL(M, ax, i)FL(N, ay, j). (2.15)
Similarly, we can define∫ 1
M
0
∫ 1
M
0
e−A|x−ξ |gm,dk (x)g
m,d
k (ξ)dxdξ := Fm,d(M, A, k). (2.16)
And we obtain the expected error of cm,di,j
E[(cm,di,j )2] = t20Fm,d(M, ax, i)Fm,d(N, ay, j). (2.17)
Since uniformquantization is adopted in each sub-band in JPEG2000,we assume the bits for representing each coefficient
in the same sub-band are the same, so we denote them as bL and bm,d in the low frequency sub-band and high frequency
sub-bands respectively. Together with all the above results we have that the final expected error is
E([εQω ]2) = E[MSEf Qω (δ11)]
= t20 −M · N
−
i,j
t20FL(M, ax, i)FL(N, ay, j)−M · N
−
m,d
−
i,j
t20Fm,d(M, ax, i)Fm,d(N, ay, j)
+M · N
−
i,j

KL
E[(aLi,j)2]
22bL
+
−
m,d
Km,d
E[(cm,di,j )2]
22bm,d

= t20

1−M · N
−
i,j
FL(M, ax, i)FL(N, ay, j)

1− KL
22bL

− M · N
−
m,d
−
i,j
Fm,d(M, ax, i)Fm,d(N, ay, j)

1− Km,d
22bm,d

. (2.18)
Then the compression expected error E([εQω ]2) can be formulated as a function of slicing numberM and N , bit allocation for
the coefficients and characteristics of the image. Suppose a certain bit allocation and other factors are chosen, then E([εQω ]2)
is the function of M and N . Considering the actual compression process of JPEG2000 is much more complicated than the
above model, it is reasonable to believe the reconstruction error varies when increasing the slicing numberM and N , which
means down-sampling to the original image. By adopting an appropriate slicing number M and N , from which the down-
sampling factor can be derived, the reconstruction error can be reduced. And our experiment in the following Section 5
proves this.
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Fig. 1. Framework of the proposed image compression scheme.
3. High frequency information approximation based on sparse representation
Obviously the restored image after down-sampling and compression in Section 2 is blurred due to the loss of high
frequency information of the image. We need to recover the lost high frequency information to get better subjective quality
and objective quality. And inspired by the recent research result on signal sparse representation, we approximately restore
this part via sparse representation of the imagewith overcomplete bases. In this sectionwewill discuss the original image in
the discrete domain rather than the continuous domain. That is, the image is denoted as f , and a pixel value at position (i, j)
in the image is f (i, j), i, j ∈ Z . Suppose an original image is composed of a base component and an enhancing component, the
former is the restored image after down-sampling and compression while the latter is the lost high frequency information
during the previous process. It can be represented as:
f ≈ fb + fe. (3.1)
where fb is the base component and fb = UD(f ), while fe is the enhancing component and
fe(i, j) =

h ∗ f , (i, j) ∈ Γ
0, (i, j) ∉ Γ . (3.2)
UD is the operator representing down-sampling and up-sampling to the original image and UD is a linear operator, h is a
high-pass filter and Γ is the edge area of f . There are two reasons why we focus on the edge area of the image: on the one
hand, the human visual system is more sensitive to the salient edge area; on the other hand, the edge area has much lower
dimension, which has been proved by the experimental result of Lee [17], and low dimension means an image can be well
represented with fewer samples.
According to the sparse coding theory first introduced by Mallat and Zhang [18], an image patch can be approximately
represented by a dictionary of basis vectors. Specifically, from a dictionary rather than traditional orthonormal basis
functions a number of basis vectors γ⃗1, . . . , γ⃗n ∈ Rk is weighted and linearly combined to approximate the image patch
such that I⃗ ≈ ∑i αiγ⃗i, where I⃗ is an image patch and α⃗ ∈ Rn is a sparse vector of weights or coefficients. The basis vector
dictionary is overcomplete if n > k, and can thus capture a large number of patterns in the image. If we define the t-th
patch in the enhancing component fe as f te , where t = 1, . . . ,Num, Num is the number of patches in Γ , then it can also be
represented by a set of overcomplete basis vectors:
f te ≈
−
i
αti γ⃗i. (3.3)
where {γ⃗i} can be trained from a set of training images and is universal for representing different images. Then the down-
sampled and up-sampled version of f te is:
UD(f te ) = UD
−
i
αti γ⃗i

=
−
i
αti UD(γ⃗i) =
−
i
αti γ⃗i
′
. (3.4)
where γ⃗i
′ is the down-sampled and up-sampled version of γ⃗i. According to the recent research on sparse signal
representation [19], the linear relationships among high-dimensional signals can be precisely recovered from their low-
dimensional projections under mild conditions. And here UD(f te ) can be viewed as low-dimensional measurements of f
t
e ,
which can be reconstructed via sparse representationwith overcomplete bases under the constraint of measurements. Then
the coefficients can be obtained by solving an optimization problem:
min
α⃗
‖UD(f te )−
−
i
αti γ⃗i‖22 + λ
−
i
‖αti ‖1. (3.5)
where λ is the tuning factor andL1 regularization is used as the sparse function. Once the coefficient vector α⃗t is obtained,
fe can be approximately reconstructed by the coefficients and the overcomplete basis.
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Fig. 2. PSNR comparison between our scheme and JPEG2000.
4. Down-sampled and high frequency approximated coding scheme
As we have analyzed in Section 2, down-scaling before image compression may make gains compared with directly
encoding the image with the same bits. And the analysis in Section 3 has demonstrated that the lost high frequency
information in the image due to down-scaling can be approximated by sparse representation. Based on these conclusions,
we propose our sparse representation based down-sampling image compression scheme.
The whole framework of the proposed image compression scheme is illustrated in Fig. 1. The input image is first down-
sampled before being compressed by JPEG2000, then the missing detail of the decompressed and up-sampled image is
approximately restored with a pre-trained codebook, in which the overcomplete basis is stored. The two parts are blended
at last and a better reconstructed image is formed. The two main steps of the scheme are generation of the basis vector
codebook and reconstruction of the missing high frequency information, which are depicted as below.
4.1. Basis vector codebook generation
The key role of the basis vector codebook generation is to construct the codebook which contains the overcomplete basis
from a set of training images. For each specific training image IT , primitive patches are extracted from two different images,
both of which are derived from IT but undergo different image processing. The primitive patches from the same position of
two images constitute a high quality and low quality patch pair. The high quality primitive patch and corresponding low
quality primitive patch are similar to each other, only the latter is blurred. And such inherent similarity is utilized to infer
the removed high frequency information.
To extract the low quality primitive patches, for an original input training image IT , it is first down-sampled into 1/a
size by a low-pass filter, where a is the down-sampling factor. Then the low resolution image ID is encoded by the standard
JPEG2000, while I ′D is the corresponding decoded version of ID. Another low-pass filter is utilized to up-sample the low
resolution I ′D to IU , which has the same resolution as IT . Obviously, compared with the original input image IT , the decoded
and up-sampled image IU is blurred significantly for losing its high frequency information during the quantization and
up-sampling process, especially the regions around the edges and contours. For us to concentrate on the area around the
edge and the contour, edge detection is used to specify such areas, and here we adopt the orientation energy based edge
detection [20]. The decoded and up-sampled image IU is filtered by a high-pass filter to get the low quality primitive patches.
From high-pass filtered I ′F the edge information after edge detection is used to extract low quality primitive patches, which
are N × N blocks and whose centers are located at an edge pixel. To get the high quality primitive patches, the original
training image IT is directly filtered by the same high-pass filter. Then the high quality primitive patches are extracted from
IF at the same position as their low quality counterparts. The high quality primitive patches are similar with corresponding
low quality primitive patches, only that the latter is blurred. To remove the effect of noise and other factors, each extracted
low quality primitive patch is normalized by its standard deviation. And from the high quality primitive patches and
corresponding normalized low quality primitive patches, the high quality and low quality sparse bases are learned using
Lee’s algorithm [21], and the high quality sparse basis vectors and corresponding low quality ones are stored as pairs in the
codebook.
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(a) 0.1 bpp PSNR = 29.96 dB.
(b) 0.1 bpp PSNR= 30.33 dB.
Fig. 3. Subjective quality comparison between our scheme and JPEG2000. (a) JPEG2000 (b) our scheme.
4.2. High frequency information approximation
For an image to be compressed, it goes through some of the same procedures as the training images do in the primitive
learning process. It is reasonable to use the similarity between primitive patches fromdifferent images to restore themissing
high frequency information. As shown in Fig. 1, the original image is also first down-sampled, then JPEG2000 encoded and
decoded. The decoded low resolution image is up-sampled to its original size, with high frequency information removed.
Then on the one hand, the blurred image is high-pass filtered to obtain the low quality primitive patches; on the other hand,
the image is used to extract edge information by the orientation energy based edge detection, which is the same as in the
basis vector codebook generation process. The edge information is used to locate the low quality primitive patches. Each
low quality primitive patch PL is normalized by its standard deviation σL, that is
PˆL = PL/σL. (4.1)
The normalized primitive patch PˆL is then used to retrieve the nearest high quality primitive patch in the codebook.
When it comes to high frequency patch reconstruction, we should consider both the reconstruction accuracy and
compatibility of neighboring patches in the restored high frequency image. To get a better reconstruction accuracy, sparse
representation is utilized to determine the best fit patch, that is
PˆL ≈ DLα⃗. (4.2)
PH ≈ DH α⃗. (4.3)
where DH is the overcomplete dictionary of high quality basis vectors, and γ⃗i is the i-th column in the dictionary, while DL
is the corresponding low quality one.
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(a) 0.1 bpp PSNR= 30.55 dB.
(b) 0.1 bpp PSNR= 30.91 dB.
Fig. 4. Subjective quality comparison between our scheme and JPEG2000. (a) JPEG2000 (b) our scheme.
The representation of the low quality primitive patch can be formulated as an optimization problem:
min‖α⃗‖0, s.t. ‖DLα⃗ − PˆL‖22 ≤ ε. (4.4)
And the problem can be further described as aL1 optimization if α⃗ is sparse enough:
min‖α⃗‖1, s.t. ‖DLα⃗ − PˆL‖22 ≤ ε. (4.5)
The compatibility of two neighboring patches can be considered as a constraint to the optimization, which means the
current patch partly overlaps its reconstructed neighbor:
min‖α⃗‖1, s.t. ‖DLα⃗ − PˆL‖22 ≤ ε1, ‖FDH α⃗ − E‖22 ≤ ε2. (4.6)
where matrix F extracts the overlapping region between the previously reconstructed area and the current patch, and E
represents the values of previously reconstructed high quality patches in the overlap.
5. Experimental result
To build the learned codebook, we take 24,768× 512 or 512× 768 Kodak images [22] as a training set, from which we
extract 666,490 pairs of primitive patches. Each primitive patch in the codebook is a 9 × 9 block. Daubechies 9/7 wavelet
filters are adopted to down-sample and up-sample images and the down-sampled image is 1/2 the original size in each
dimension. A 7-tap low pass filter is used for high pass filtering.
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The proposed scheme is tested on various images. Fig. 2 shows the Peak Signal-to-Noise Ratio (PSNR) comparison
between our scheme and JPEG2000 ranging from 0.02 bpp to 0.2 bpp. We can find that our scheme is more effective at
low bit-rates. The subjective quality comparison between the two methods is demonstrated in Fig. 3 and Fig. 4. The ringing
artifact is alleviated in the proposed scheme. Our scheme outperforms JPEG2000 at low bit-rate both in terms of objective
quality and subjective quality. However, artifacts still can be found on Lena’s shoulder and the top area of the hat. The
codebook can be further optimized and better image similarity metrics such as structural similarity (SSIM) [23] may be
employed to further improve the scheme.
6. Conclusion
In this paper, we give an analytical model of the compression error of down-sampled compression based on wavelet
transform, then we obtain a function representing the relation between compression error and down-sampling factor
together with other characteristics of the image. The removed high frequency information of the image due to down-
sampling and compression can be approximated with a pre-trained sparse basis vector codebook and image sparse
representation. Experimental results demonstrate that our scheme achieves better objective quality and subjective quality
than JPEG2000 at low bit rates.
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