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Abstract
Let p be a prime and let A be a subset of Fp with A = −A and
|A \ {0}| ≤ 2 log3(p). Then there is an element of Fp which has a
unique representation as a difference of two elements of A.
1 Introduction
Let p be a prime and let Fp denote the field with p elements. Let A be a
nonempty subset of Fp. We say that A has a unique difference if there
is x ∈ Fp such that there is exactly one ordered pair (a, b), a, b ∈ A, with
x = a − b. Unique sums are defined similarly. A subset B of Fp is called
symmetric if B = −B.
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According to [13], the following problem was first proposed by W. Feit.
Problem 1.1. Given a prime p, what is the largest number f(p) such that
every subset of Fp with at most f(p) elements has a unique difference?
Let logn(·) denote the logarithm with base n. Straus [13] showed f(p) ≥
1 + log4(p − 1). This result was improved by Browkin, Divis, and Schinzel
[1] who obtained
f(p) ≥ log2 p, (1)
which is the best known lower bound for f(p). It is not known whether this
bound is asymptotically sharp.
In [13, Thm. 2], subsets of Fp were constructed which do not have unique
differences and are of cardinality (2+o(1)) log3(p). These sets are symmetric.
Thus [13, Thm. 2] implies
g(p) ≤ (2 + o(1)) log3(p) (2)
where g(p) denotes the largest number such that every symmetric subset of
Fp with at most g(p) elements has a unique difference.
Note that a symmetric subset of Fp has a unique difference if and only
if it has a unique sum. Thus we could as well formulate the results of this
paper in terms of unique sums.
The above-mentioned result of Browkin, Divis, and Schinzel implies
g(p) ≥ log2 p. (3)
The following theorem is the main result of this paper. It implies g(p) ≥
2 log3(p), which is a substantial improvement upon (3).
Theorem 1.2. Let p ≥ 5 be a prime and let A be a symmetric subset of Fp
with |A \ {0}| ≤ 2 log3(p). Then A has a unique difference.
In view of Straus’ result (2), Theorem 1.2 is sharp in the following sense.
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Corollary 1.3. We have g(p) ≥ 2 log3(p) for every prime p. Moreover, for
every ε > 0, there exists a constant C(ε) such that
g(p) ≤ (2 + ε) log3(p) (4)
for every prime p > C(ε).
Results like (1) and Theorem 1.2 have applications in various areas, see
[1, 5, 6, 7, 8, 9, 10], for instance. In the last section, we present a new
application to cyclotomic integers X for which |X|2 is an integer.
2 Preliminaries
In this section, we state some well known results which will be needed later.
We include proofs for the convenience of the reader. For a ring R, letMm,n(R)
denote the set of m× n matrices with entries from R. The Euclidean norm
of x ∈ Rn is denoted by ||x||.
Result 2.1. Let m ≤ n and let A ∈ Mm,n(R) with rows r1, . . . , rm. Set
d(1) = ||r1||. For 2 ≤ j ≤ m, let d(j) be the distance of rj from the subspace
of Rn spanned by r1, . . . , rj−1. We have
det(AAT ) =
m∏
j=1
d(j)2. (5)
Proof. If rankR(A) < m, then left hand and right side of (5) are both zero.
Hence we may assume rankR(A) = m. By Gram-Schmidt orthogonaliza-
tion, there is a nonsingular lower triangular matrix L ∈ Mm×m with di-
agonal entries d(j)−1, j = 1, . . . , m, such that the rows of Q = LA are
an orthonormal basis of the subspace of Rn spanned by r1, . . . , rm. Thus
QQT = Im where Im denotes the m × m identity matrix. We conclude
AAT = L−1QQT (L−1)T = L−1(L−1)T . Hence
det(AAT ) = (det(L−1))2 =
m∏
j=1
d(j)2.
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Result 2.2. Let A ∈Mu,n(R), B ∈Mw,n(R), and C =
(
A
B
)
. Then
det(CCT ) ≤ det(AAT ) det(BBT ).
Proof. Let r1, . . . , ru be the rows of A and let ru+1, . . . , ru+w be the rows of
B. For 1 ≤ i < j ≤ u + w, let d(i, j) denote the distance of rj from the
subspace of Rn generated by ri, . . . , rj−1. Furthermore, set d(i, i) = ||ri|| for
all i. By Result 2.1, we have
det(AAT ) =
u∏
j=1
d(1, j)2,
det(BBT ) =
u+w∏
j=u+1
d(u+ 1, j)2,
det(CCT ) =
u+w∏
j=1
d(1, j)2.
Moreover, d(1, j) ≤ d(u+ 1, j) for j ≥ u+1 by the definition of the d(i, j)’s.
Hence
det(CCT ) =
u+w∏
j=1
d(1, j)2
≤
u∏
j=1
d(1, j)2
u+w∏
j=u+1
d(u+ 1, j)2
= det(AAT ) det(BBT ).
A repeated application of Result 2.2 gives the following.
Corollary 2.3. Let Ai ∈Mui,n(R), i = 1, . . . , k, and
C =


A1
A2
...
Ak

 .
Then
det(CCT ) ≤
k∏
i=1
det(AiA
T
i ).
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3 Set-up
In this section, we introduce some notation and assumptions which will be
implicitly assumed in the rest of the paper. Let p be an odd prime and
suppose that A is a symmetric subset of Fp which has no unique difference.
Recall that we assume p ≥ 5. Write A = {±a1, ...,±an} such that aj 6=
±ai for i 6= j. We set an = 0 if 0 ∈ A. Let m = ⌊|A|/2⌋. Note that m = n if
0 6∈ A and m = n− 1 if 0 ∈ A.
Next, we show that we may assume |A| ≥ 4. If |A| = 1, then A certainly
has a unique difference. If 2 ≤ |A| ≤ 3, then A = {±a1} or A = {0,±a1} for
some a1 6= 0. Then a1 − (−a1) = 2a1 is a unique difference in A. Hence we
can indeed assume |A| ≥ 4.
We now set up a linear system arising from A and derive some useful
properties of its coefficient matrix. Let i be arbitrary with 1 ≤ i ≤ m. As
2ai = ai − (−ai) is not a unique difference in A and 2ai 6= ±ai − ai, there
exists an ordered pair (σ(i), τ(i)) 6= (i, i) with
2ai ± aσ(i) ± aτ(i) = 0. (6)
Here “±aσ(i)±aτ(i)” means that any combination of signs is possible including
aσ(i) − aτ(i) and −aσ(i) + aτ(i). We use this convention throughout the rest of
the paper.
We consider the homogeneous linear system corresponding to these equa-
tions:
2xi ± xσ(i) ± xτ(i) = 0, i = 1, . . . , m. (7)
Here we use the convention xn = 0 if 0 ∈ A (and thus an = 0).
Note that the coefficient vectors corresponding to the system (7) all have
at most 3 nonzero entries. The nonzero coefficients, however, are not neces-
sarily 2,±1, since i, σ(i), τ(i) are not necessarily distinct. We now determine
exactly which coefficient vectors can occur.
Case 1 σ(i) = i or τ(i) = i. By symmetry, we can assume τ(i) = i.
Thus 2ai ± aσ(i) ± ai = 0. As (σ(i), τ(i)) 6= (i, i), we have σ(i) 6= i. If
2ai±aσ(i)−ai = 0, then ai±aσ(i) = 0, contradicting the assumption ai 6= ±aj
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for i 6= j. Hence 2ai±aσ(i)+ai = 3ai±aσ(i) = 0. Recall that we assume p ≥ 5.
If aσ(i) = 0, then 3ai = 0 and thus ai = 0, contradicting the assumptions.
Thus aσ(i) 6= 0, i.e., σ(i) ≤ m.
Hence (6) can be written as
3xi ± xσ(i) = 0 (8)
with σ(i) 6= i and σ(i) ≤ m. We call (8) an equation of type 1.
Case 2 σ(i) 6= i and τ(i) 6= i. If τ(i) = σ(i), then (6) implies ai = 0
or ai = ±aσ(i), contradicting the assumptions. Thus τ(i) 6= σ(i). Hence
i, σ(i), τ(i) are pairwise distinct.
Recall that xn = 0 if 0 ∈ A. Hence, if 0 ∈ A and n ∈ {σ(i), τ(i)},
then one of the variables xσ(i), xτ(i) occurs with coefficient zero in (6). By
symmetry, we can assume that xτ(i) occurs with coefficient zero in this case.
Hence, in Case 2, we can write (6) as
2xi ± xσ(i) = 0 if 0 ∈ A and τ(i) = n,
2xi ± xσ(i) ± xτ(i) = 0 otherwise,
(9)
where i, σ(i), τ(i) are pairwise distinct. In both cases, we call (9) an equation
of type 2.
In summary, as Case 1 and Case 2 cover all possible cases, for every
i ∈ {1, . . . , m}, one of the following equations is contained in the linear
system (7).
3xi ± xσ(i) = 0 (type 1),
2xi ± xσ(i) = 0 (type 2),
2xi ± xσ(i) ± xτ(i) = 0 (type 2).
Furthermore, the following hold.
• σ(i) ≤ m and τ(i) ≤ m,
• i, σ(i), τ(i) are pairwise distinct.
6
Of course, the statements involving τ(i) only apply if the equation 2xi ±
xσ(i) ± xτ(i) = 0 is contained (7).
We use a similar terminology for the coefficient vectors of the system (7):
We say a coefficient vector is of type 1 if it has exactly one entry 3, exactly
one entry ±1, and all its remaining entries are zero. A coefficient vector is
of type 2 if it has exactly one entry 2, at most two entries ±1, and all its
remaining entries are zero.
4 A Congruence for Minors of the Coefficient
Matrix
Let M be the coefficient matrix of the linear system (7). Recall that all
entries of M are from {0,±1, 2, 3}. Note that M can be considered as a
matrix with rational entries as well as a matrix with entries from Fp. In
the following, we make use of both interpretations. Let r be the rank of the
coefficient matrix M over Q. We now prove that all r × r-minors of M are
divisible by p. This result is useful, as it can be combined with estimates for
minors of M which we get from Result 2.1.
Theorem 4.1. Suppose that A = {±a1, ...,±an} ⊂ Fp does not have a unique
difference and let M be the coefficient matrix of the corresponding linear
system (7). Write r = rankQ(M). Every r × r-minor of M is divisible by p.
Proof. Recall that M is an m × m-matrix and that M has entries from
{0,±1, 2, 3} only. In this proof, we consider the entries of M as integers (not
as elements of Fp), and we will work with the Smith Normal Form of M over
the integers.
Let D = diag(d1, ..., dr, 0, ..., 0) be the Smith Normal Form of M . Note
that d1, . . . , dr are integers such that di divides di+1 for i = 1, . . . , r − 1.
Furthermore, there are B,C ∈ Mm,m(Z) with det(B) = ±1, det(C) = ±1,
and M = BDC. It is important for this proof to note that B, C, D are
matrices with integer entries and the equation M = BDC holds over Z (not
only over Fp). Furthermore, note that all entries of C
−1 are integers, as
det(C) = ±1.
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Write x = (a1, . . . , am)
T . Note x ∈ Fmp . We have x 6= 0, as |A| > 1.
Recall that Mx = 0 over Fp by (7).
Suppose that p does not divide dr. Then p does not divide any of the
integers d1, . . . , dr. Write Cx = (b1, . . . , bm)
T where b1, . . . , bm ∈ Fp. Note
that DCx = 0 over Fp if and only if b1 = · · · = br = 0, since we assume
that d1, . . . , dr are not divisible by p. Hence DCx = 0 if and only if x =
C−1(0, . . . , 0, br+1, . . . , bm)
T for some bi ∈ Fp. As BDCx = Mx = 0 over Fp,
we indeed have DCx = 0 over Fp. Thus
x = C−1b with b = (0, . . . , 0, br+1, . . . , bm)
T ∈ Fmp . (10)
For convenience, we set bi = 0 for i = 1, . . . , r.
We now switch from equations over Fp to equations over Z. We first define
a vector c with integer entries which represent the residue classes b1, . . . , bm
mod p. Formally, let c1, . . . , cm be the unique integers with 0 ≤ ci ≤ p − 1
and
bi = ci + pZ/Z (11)
(here we use the standard notation Fp = {k + pZ/Z : k = 0, . . . , p − 1}).
Note that c1 = · · · = cr = 0, as b1 = · · · = br = 0 (again, note that
c1 = · · · = cr = 0 are equations over Z, not only over Fp).
Define y = (y1, . . . , ym) ∈ Zm by
y = C−1(0, . . . , 0, cr+1, . . . , cm)
T (12)
(recall that the ci’s are considered as integers, not as elements of Fp). Then
we have
My = BDCy = B diag(d1, ..., dr, 0, ..., 0)(0, . . . , 0, cr+1, . . . , cm)
T = 0 (13)
over Z (note that all entries of matrices and vectors occurring in (13) are
considered as integers and to derive (13), we need the fact that the equation
M = BDC holds over Z, not only over Fp).
Let Γj be the jth row of C
−1, j = 1, . . . , m. By (10) and (12), we have
aj = Γjb and yj = Γjc (14)
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where b = (0, . . . , 0, br+1, . . . , bm)
T and c = (0, . . . , 0, cr+1, . . . , cm)
T . Note
that (11) and (14) imply
aj = yj + pZ/Z, i = 1, . . . , m. (15)
Recall that M is the coefficient matrix of the linear system (7) and that
My = 0 over Z by (13). This implies that {±y1, . . . ,±ym} does not have a
unique difference (where the differences are taken in Z). Recall that ai 6= ±aj
for i 6= j by assumption. Thus (15) implies yi 6= ±yj for i 6= j. Hence there
is k ∈ {1, . . . , m} such that |yk| > |yi| for all i 6= k. This implies that
2yk = yk − (−yk) is a unique difference of {±y1, . . . ,±ym}, a contradiction.
We conclude that p divides dr.
From the theory of the Smith Normal Form (see [11, p. 41], for instance),
it is well known that dr divides the greatest common divisor of all r×r-minors
of M .
5 Equations of Type 1
Equations of type 1 play a critical role in the proof of Theorem 1.2, as the
Euclidean norm of their coefficient vectors is the largest among the equations
occurring in the linear system (7). In this section, we study the structure of
the set of equations of type 1 contained in (7). Recall that equations of type
1 have the form
3xi ± xσ(i) = 0
where 1 ≤ i ≤ m, σ(i) 6= i, and σ(i) ≤ m.
Lemma 5.1. Suppose 3⌊|A|/2⌋ ≤ p. Let I be a subset of {1, . . . , m} such
that 3xi ± xσ(i) = 0, i ∈ I, are equations of type 1 contained in (7). Let
G be the directed graph with vertex set I ∪ {σ(i) : i ∈ I} and edge set
E = {(i, σ(i)) : i ∈ I}. Then E can be decomposed into directed paths
which are pairwise vertex disjoint.
Proof. We show
(i) every vertex of G has outdegree at most 1,
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(ii) every vertex of G has indegree at most 1,
(iii) G does not contain a directed cycle.
Note that (i-iii) imply that G indeed can be decomposed into directed
paths which are pairwise vertex disjoint.
First of all, there is at most one edge (i, σ(i)) for every vertex i. This
means that the outdegree of every vertex in G is at most one.
Suppose that the indegree of a vertex i is at least 2. Then there are
distinct vertices j, k with σ(j) = σ(k) = i. By definition, this implies 3aj ±
ai = 0 and 3ak ± ai = 0 and thus 3(aj − ak) = 0 or 3(aj + ak) = 0. As p > 3,
we conclude aj = ±ak which contradicts the assumption aj 6= ±ak for j 6= k.
This shows that all vertices of G have indegree at most 1.
Now suppose that G contains a directed cycle. Then there are vertices
v1, v2, . . . , vk with vk = v1 such that (vi, vi+1) ∈ E for i = 1, . . . , k − 1, i.e.,
vi+1 = σ(vi) for i = 1, . . . , k− 1. By definition, this implies 3avi = ±avi+1 for
i = 1, . . . , k − 1. Hence
av1 = avk = ±3avk−1 = ±9avk−2 = · · · = ±3k−1av1 .
Thus (±3k−1 − 1)av1 = 0. Note that k ≤ m+ 1, as the cycle contains every
vertex 6= v1 at most once. Moreover, p ≥ 3m = 3⌊|A|/2⌋ by assumption and
thus p ≥ 3m + 2, as p > 3 is a prime. We conclude 3k−1 + 1 ≤ 3m + 1 < p.
Hence (±3k−1 − 1)av1 = 0 implies av1 = 0, contradicting the assumption
ai 6= 0 for i = 1, . . . , m. This shows that G does not contain a directed cycle.
In summary, we have shown that (i)-(iii) hold, and this completes the
proof.
Remark 5.2. Note that Lemma 5.1 implies that G does not contain any
cycle, directed or undirected.
Next, we compute determinants arising from matrices whose rows are
coefficient vectors of equations of type 1.
Lemma 5.3. Let G be the graph defined in Lemma 5.1. Suppose J is a subset
of {1, . . . , m} such that {(i, σ(i)) : i ∈ J} is a directed path in G and let B be
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the coefficient matrix of the corresponding equations 3xi ± xσ(i) = 0, i ∈ J .
Then
det(BBT ) =
1
8
(−1 + 9|J |+1) . (16)
Proof. Write v = |J |. By relabeling vertices of G, if necessary, we may
assume that the directed path consists of the edges (i, i + 1), i = 1, . . . , v.
The corresponding equations are 3xi ± xi+1 = 0, i = 1, . . . , v. Hence B is a
v ×m-matrix of the form

3 ±1 0 · · · 0 0 0 · · · 0
0 3 ±1 · · · 0 0 0 · · · 0
...
...
...
. . .
...
... 0 · · · 0
0 0 0 · · · 3 ±1 0 · · · 0

 .
Thus
BBT =


10 3δ1 0 · · · 0 0 0
3δ1 10 3δ2 · · · 0 0 0
0 3δ2 10 3δ3 · · · 0 0
...
...
. . .
. . .
. . .
...
0 · · · 0 3δv−3 10 3δv−2 0
0 · · · 0 0 3δv−2 10 3δv−1
0 · · · 0 0 0 3δv−1 10


with δi = ±1, i = 1, . . . , v − 1. We now prove (16) by induction on v. It is
straightforward to check that (16) holds for v = 1. Suppose v ≥ 2. Using
Laplace expansion with respect to the last column of BBT and the inductive
hypothesis, we find
det(BBT ) = 10
(
1
8
(−1 + 9v)
)
− (3δv−1)2
(
1
8
(−1 + 9v−1)) .
Note (3δv−1)
2 = 9. Hence
det(BBT ) =
1
8
(−10 + 9 + (10− 1)9v) = 1
8
(−1 + 9v+1) .
Corollary 5.4. Suppose 3⌊|A|/2⌋ ≤ p. Let I be a subset of {1, . . . , m} such
that 3xi ± xσ(i) = 0, i ∈ I, are equations of type 1. Let G be the directed
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graph defined in Lemma 8 and let P1, . . . , Pt be vertex disjoint directed paths
in G with E =
t⋃
j=1
Pj. Let B be the matrix whose rows are the coefficient
vectors of the equations 3xi ± xσ(i) = 0, i ∈ I. Then
det(BBT ) < 11t9|I|−t.
Proof. For j = 1, . . . , t, let Bj be the matrix whose rows are the coefficient
vectors of the equations 3xi ± xσ(i) = 0, (i, σ(i)) ∈ Pj. By Lemma 5.3, we
have
det(BjB
T
j ) =
1
8
(−1 + 9|Pj |+1) .
Note that
1
8
(−1 + 9x+1) < 11 · 9x−1
for all x ≥ 1. Using Corollary 2.3 and ∑tj=1 |Pj| = |I|, we conclude
det(BBT ) ≤
t∏
j=1
det(BjB
T
j )
=
t∏
j=1
(
1
8
(−1 + 9|Pj |+1))
<
t∏
i=1
(
11 · 9|Pj|−1)
= 11t9|I|−t.
6 Proof of Theorem 1.2
Let p be prime and let A be a symmetric subset of Fp with
|A \ {0}| ≤ 2 log3(p). (17)
We have to prove that A has a unique difference. As shown in Section 3, we
may assume p ≥ 5.
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Suppose A does not have a unique difference. Write A = {±a1, . . . ,±an}
as in Section 3 where an = 0 if 0 ∈ A. Recall m = ⌊A/2⌋. Note |A \ {0}| =
2⌊A/2⌋. Hence 3⌊A/2⌋ ≤ p by (17) and thus
3⌊A/2⌋ < p, (18)
as p 6= 3.
Let M be the coefficient matrix of the linear system (7) and write r =
rankQ(M). Note r ≤ m. Let N be a nonsingular r × r submatrix of M .
We claim that
| det(N)| ≤ 3r. (19)
We say that a row vector is of type 3 if it has exactly one entry 3 and all its
remaining entries are zero. Note that N may contain rows of type 3, as some
rows ofM of type 1 may turn into type 3 when columns ofM are deleted. IfN
contains a row of type 3, then, by Laplace expansion, | det(N)| = 3| det(N1)|
where N1 is a (r − 1) × (r − 1) submatrix of M . Repeating this process, if
necessary, we either get | det(N)| = 3r or obtain a d× d submatrix N2 of M
with
| det(N)| = 3r−d| det(N2)| (20)
such that N2 does not contain any row of type 3. If | det(N)| = 3r, then (19)
holds. Thus we may assume that (20) holds.
As N2 is a submatrix of M , all rows of N2 which are not of type 1 have
at most three nonzero entries ±1, 2, at most one of which is 2. Hence every
row of N2 which is not of type 1 has Euclidean norm at most
√
6.
Swapping rows, if necessary, we can write
N2 =
(
B
C
)
where B consists of the rows of N2 of type 1 and C of the remaining rows of
N2. Let I be the subset of {1, . . . , m} such that 3xi ± xσ(i) = 0, i ∈ I, are
the equations corresponding to the rows of B. Note that |I| is the number
of rows of B and d− |I| is the number of rows of C.
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Let G be the directed graph with vertex set V = I ∪ {σ(i) : i ∈ I} and
edge set E = {(i, σ(i)) : i ∈ I}. Note that |V | ≤ d, as every element of V is
an index of a column of N2.
By Lemma 5.1, there is a decomposition of E into pairwise vertex disjoint
directed paths. Note that these directed paths are connected components
of G. Let t be the number of paths in the decomposition. As G has at
most d vertices and contains no cycles, it has at most |V | − |E| connected
components. Hence
t ≤ |V | − |E| ≤ d− |I|. (21)
By Corollary 5.4, we have
det(BBT ) < 11t9|I|−t. (22)
From (21) and (22), we get
det(BBT ) < 11d−|I|9|I|−(d−|I|) = 11d−|I|92|I|−d. (23)
As the rows of C all have Euclidean norm at most
√
6, we have
det(CCT ) ≤ 6d−|I| (24)
by Result 2.1. From Result 2.2, we get
det(N2N
T
2 ) ≤ det(BBT ) det(CCT ). (25)
Putting (23-25) together, we find
det(N2N
T
2 ) < 11
d−|I|92|I|−d6d−|I|
= 66d−|I|92|I|−d
≤ 81d−|I|92|I|−d
= 9d.
Hence | det(N2)| ≤ 3d and thus | det(N)| ≤ 3r by (20). This proves (19).
Finally, recall that det(N) is a nonzero r×r-minor ofM . Hence | det(N)| ≥
p by Theorem 4.1. But r ≤ ⌊|A|/2⌋ and thus | det(N)| ≤ 3r < p by (18), a
contradiction. This completes the proof of Theorem 1.2. 
14
7 Application to Weil Numbers
Let m,n be positive integers. Write ζm = exp(2pii/m). An n-Weil number
in Z[ζm] is an element Y of Z[ζm] with |Y |2 = n. In this section, we show
that Theorem 1.2 implies that under certain conditions Weil numbers in
Z[ζm] necessarily are contained in proper subfields of Q(ζm). This result is a
partial improvement of the “field descent” introduced in [12] and is relevant
for the study of difference sets and related objects. We will assume basic
algebraic number theory in this sections, as treated in [4], for instance.
For a finite group G and a ring R, let R[G] denote the group ring of G over
R. Every element B of R[G] can be written as B =
∑
g∈G rgg with rg ∈ R.
The rg’s are called the coefficients of B. We write B
(−1) =
∑
g∈G rgg
−1
where rg is the complex conjugate of rg.
For Y ∈ Z[ζm], let
M(Y ) = 1
ϕ(m)
∑
σ∈Gal(Q(ζm)/Q)
(Y Y )σ,
where ϕ denote the Euler totient function. Note
M(Y ) ≥ 1 (26)
for Y 6= 0 by the inequality of geometric and arithmetic means, since∏ (Y Y )σ
is the norm of an algebraic integer and thus
∏
(Y Y )σ ≥ 1. The following is
due to Cassels [3].
Result 7.1. Let X ∈ Z[ζm] where m = pm′ and p is a prime with (p,m′) = 1.
Write X =
∑p−1
i=0 Xiζ
i
p with Xi ∈ Z[ζm′ ]. We have
(p− 1)M(X) =
p−1∑
i<j
M(Xi −Xj).
We denote the cyclic group of order k by Ck.
Theorem 7.2. Let p, q be distinct primes and r be a positive integer with
gcd(r, pq) = 1. Let n = qb where b is a positive integer. Suppose that Y Y¯ = n
for some Y ∈ Z[ζpr]. If ordp(q) is even and p > max{3n/2, n2 + n+ 1}, then
Y η ∈ Z[ζr] for some root of unity η.
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Proof. Write ordp(q) = 2f , and define σ ∈ Gal(Q(ζpr)/Q) by ζσpr = ζqfpr .
Note that σ fixes all prime ideals above n in Z(ζpr) (see [12, Thm. 2.1], for
instance). Hence Y σ = Y α for some unit α. Note |α|2 = Y σY σ/(Y Y ) =
nσ/n = 1. Thus α is a root of unity, i.e., α = ±ζcpζdr for some integers c, d.
Let e be an integer with 2e ≡ c (mod p). Note that ζσp = ζ−1p and thus
(Y ζep)
σ = Y (±ζcpζdr )ζ−ep = Y (±ζc−ep ζdr ) = Y (±ζepζdr ).
Let Y1 = Y ζ
e
p . Then
Y σ1 = Y1(±ζdr ). (27)
Write Y1 =
∑p−1
i=0 aiζ
i
p with ai ∈ Z[ζr]. NoteM(Y1) =M(Y ) = n. By Result
7.1, we have
(p− 1)n = (p− 1)M(Y1) =
p−1∑
i<j
M(ai − aj). (28)
Let t be the maximum number such that there are distinct indices i1, . . . , it
with ai1 = · · · = ait . If t ≤ p/2, then, by (26), the right hand side of (28) is
at least p2/4 and thus 4n > p, contradicting the assumption p > n2 + n+ 1.
Hence t ≥ p/2. Note that, by (26), the right hand side of (28) is at least
(p − t)t. Hence (p − t)t ≤ n(p − 1). Note that (p − t)t is decreasing for
t ∈ [p/2, p] and that (p− (p−n−1))(p−n−1) = n(p−1)+p−n−1−n2 >
n(p−1), as p > n2+n+1. Hence t ≥ p−n. Recall that ai1 = · · · = ait . Note
Y1 =
∑p−1
i=0 (ai − ai1)ζ ip. Thus, writing bi = ai − ai1 , we have Y1 =
∑p−1
i=0 biζ
i
p
and |{i : bi 6= 0}| ≤ n. If |{i : bi 6= 0}| = 1, then the assertion of Theorem
7.2 holds. Hence, to complete the proof, it suffices to show that
2 ≤ |{i : bi 6= 0}| ≤ n (29)
leads to a contradiction. Define X =
∑
big
i where g is a generator of Cp,
the cyclic group of order p. Let K be the kernel of the ring homomorphism
ρ : Z[ζr][Cp] → Z[ζpr] determined by g 7→ ζp. It is well known and straight-
forward to verify that K = {ACp : A ∈ Z[ζr][Cp]}. Note that ρ(X) = Y1,
ρ(X(−1)) = Y1 and thus ρ(XX
(−1)) = Y1Y1 = n. Hence
XX(−1) = n+ ACp (30)
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for some A ∈ Z[ζr][Cp]. Suppose A 6= 0. Then there are at least p−1 nonzero
coefficients on the right hand side of (30). On the other hand, by (29), there
are at most n(n−1) nonzero coefficients on the left hand side of (30). Hence
p ≤ n(n− 1) + 1 which contradicts the assumptions. Thus A = 0 and hence
XX(−1) = n. (31)
Recall that X =
∑
big
i. By (29), we can write X =
∑z
j=1 bijg
ij with 2 ≤
z ≤ n and bij 6= 0 for all j. Note
XX(−1) =
p−1∑
k=0
( ∑
ir−is≡k mod p
birbis
)
gk. (32)
Write S = {i1, . . . , iz} and view S as a subset of Fp. Note 2 ≤ |S| ≤ n.
Suppose S has a unique difference, say, k = ir− is ∈ Fp is a unique difference
in S. Note that k 6= 0, as |S| ≥ 2 and thus 0 is not a unique difference
in S. In view of (32), the coefficient of gk in XX(−1) is nonzero. But this
contradicts XX(−1) = n. Thus S has no unique difference.
Using (27), we get
Y σ1 =
p−1∑
i=0
bσi ζ
−i
p = ±ζdrY1 = ±ζdr
p−1∑
i=0
biζ
i
p
Hence, for i 6= 0, we have bi 6= 0 if and only if bp−i 6= 0. This implies that S
is symmetric. As S has no unique difference, we have p ≤ 3|S|/2 by Theorem
1.2. As |S| ≤ n, we conclude p ≤ 3n/2, contradicting the assumptions.
Example Let p = 107, q = 2, and n = 8 in Theorem 7.2. Note that ordp(2)
is even and that p > max{3n/2, n2 + n+ 1}. Thus, for any prime odd prime
r and Y ∈ Z[ζ107r] with |Y |2 = 8, we have Y η ∈ Z[ζr] for some root of unity
η.
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