The authors compared the fit of the 2-and 3-parameter logistic models (2PLM; 3PLM) on 15 unidimensional factor scales derived from the Minnesota Multiphasic Personality Inventory-Adolescent item pool. Log-likelihood chi-square deviance tests indicated that a 3PLM provided an improved fit. However, residual statistics indicated that the difference in fit between the 2 models was negligible. An unexpected finding was that from 10% to 30% of the items had substantial lower asymptote parameters (c Ն .10) when the scales were scored in the pathology or nonpathology directions. The authors argue that the large lower asymptote parameters are attributable to item-content ambiguity possibly caused by item-level multidimensionality. These findings suggest that the direction of scoring can critically affect an item response theory analysis.
1 measures, explored herein, is the question of model choice. That is, which parametric IRT model is superior in terms of describing the relationship between a latent trait and an item endorsement propensity?
Parametric IRT Models for Dichotomous Personality Items
Our analyses are restricted to the two-parameter logistic (2PLM) and three-parameter logistic (3PLM) IRT measurement models. Both models (a) are parametric, (b) assume monotonicity in the relationship between the latent trait and the item endorsement probability, and (c) assume unidimensionality of the latent trait (i.e., only a single dimension is allowed to influence the probability of an item endorsement). We do not consider the fit of unfolding, nonparametric, multidimensional, or Rasch models.
Mathematical details of IRT models are available in many sources (Embretson & Reise, 2000; Hambleton & Swaminathan, 1985) . For our purposes, we need only review the item response functions (IRFs) for the 2PLM and 3PLM. Equations 1 and 2 describe these response functions for the two-parameter and threeparameter models, respectively:
and
where j refers to examinees and i refers to items, is a continuous variable denoting the latent trait, a is an item discrimination parameter reflecting the steepness of the IRF, b is an item difficulty parameter that indicates the location of the IRF along the continuum, and c is a lower asymptote parameter. Item parameters have slightly different interpretations in the two models. In the 2PLM (Equation 1), item discrimination is proportional to the slope of the IRF at its inflection point, which, in turn, equals the item's difficulty parameter (i.e., where ‫ס‬ b). The difficulty parameter indicates the trait level necessary to have a .50 probability of responding to the item in the keyed direction. In the 3PLM (Equation 2), item discrimination is also proportional to the slope of the IRF at its inflection point. However, in the 3PLM when ‫ס‬ b, the probability of item endorsement is (1 + c)/2 rather than .50. Finally, in the 3PLM the c parameter is the lower asymptote of the IRF and represents the probability that an examinee with a low trait score will endorse the item in the keyed direction. When c ‫ס‬ 0, the two-and three-parameter models are equivalent.
To date, the majority of IRT applications have been in the field of cognitive (i.e., aptitude, achievement) assessment. In cognitive measures, IRT item parameters have clear interpretations. For instance, on multiple-choice aptitude tests, the c parameter is traditionally interpreted as a "guessing" parameter that reflects the nonzero probability of a low trait examinee (i.e., an unknowledgeable examinee) obtaining a correct answer by chance. In personality data, however, this interpretation is not applicable because personality items do not have a correct response option. Examinees responding to personality (and psychopathology) tests are assumed not to guess. Nevertheless, as we describe shortly, several authors have reported nonzero lower asymptotes for personality items. This raises the interesting question: What are the psychological factors that cause personality items to display a significant lower asymptote parameter? Roskam (1985) -one of the first to address the meaning of IRT item parameters in personality scales (see also Ferrando, Lorenzo, & Molina, 2001 )-proposed that more concretely worded items have higher discrimination parameters. Although this speculation has not received empirical support (Zumbo, Pope, Watson, & Hubley, 1997 ), Roskam's article illustrates the need to carefully consider attributes (i.e., content properties) that make personality items relatively more discriminating, difficult, or prone to "guessing." Related to the issue of parameter interpretation is the equally important issue of model choice. Specifically, how many item parameters are needed to characterize the IRFs for dichotomous personality items?
In earlier publications (Reise & Waller, 1990) , we argued that the 2PLM is an adequate model for normal-range personality items. We based this view on our analyses of the 11 normal-range scales of the Multidimensional Personality Questionnaire (Tellegen, 1982) . Although that work was favorably received, other researchers suggested that the 3PLM might better characterize personality-item responding. For example, Zumbo, Pope, Watson, and Hubley (1997) fit both the 2PLM and 3PLM to the Eysenck Personality Questionnaire (Eysenck & Eysenck, 1975) . Unfortunately for our work, these authors did not report descriptive statistics for the estimated c parameters. They were, however, the first to hypothesize that the lower asymptote parameter in personality data may reflect an item's social desirability value. Their argument appears to be that some items are so universally attractive that even individuals low on a trait will endorse the item with high frequency. We critique the merits of this argument in the Discussion section.
Other researchers working within personality assessment have also linked the lower asymptote parameter to social desirability. For instance, this hypothesis was put forward by Rouse, Finger, and Butcher (1999) in their IRT analyses of Personality Psychopathology-Five (PSY-5; Harkness, 1993; Harkness, McNulty, & Ben-Porath, 1995) . These researchers found that on the Aggressiveness and Negative Emotionality scales of the PSY-5, the estimated c parameters were small and often less than .10. But on three other scales, the Psychoticism, Constraint, and Positive Emotionality scales, the estimated c parameters were much higher and ranged from .10 to .25 (with two items having very large estimated c parameters of .32 and .36).
Intrigued by the variation in c parameter estimates across scales, Rouse, Finger, and Butcher (1999) correlated the estimated c parameters with item socialdesirability ratings from the Minnesota Multiphasic Personality Inventory-2 (MMPI-2) manual (Butcher et al., 1992) and found correlations of . 49, .60, .10, .31, and .20 , for the Aggressiveness, Psychoticism, Constraint, Negative Emotionality, and Positive Emotionality scales, respectively. Although these correlations are noteworthy, we believe that caution must be exercised when interpreting them because of the rela-tively small number of items per scale, and the withinscale distributions of estimated c parameters were highly skewed. Combined, these factors make it likely that outliers artificially inflated these correlations. Nevertheless, the authors concluded that social desirability is one of many factors that cause personality items to have nonzero lower asymptotes (i.e., to have nonzero c parameter estimates).
Current Research
The present research was conducted with two related goals in mind. First, we further investigated the necessity of the lower asymptote parameter in personality data. To accomplish this, we compared the fit of the 2PLM and 3PLM on 15 factor scales from the Minnesota Multiphasic Personality InventoryAdolescent version (MMPI-A; Butcher et al., 1992) . Our second goal was to acquire a deeper understanding of the meaning of the lower asymptote parameter in personality items. That is, we ask, why do some personality/psychopathology items have a nonzero lower asymptote?
Method and Results

Subjects and Measure
To address the above questions, we used MMPI-A item response data from 13,577 adolescent girls and 19,326 adolescent boys who completed the MMPI-A in inpatient, outpatient, and school settings. Within this large group is included the MMPI-A normative sample (N ‫ס‬ 758 boys and 751 girls) to increase sample heterogeneity.
2 At the time of testing, the examinees had an average age of approximately 15 years with a standard deviation of 1.4. As part of another project (Reise & Waller, 2001 ), we used itemlevel factor analysis of tetrachoric correlations, as implemented by MicroFACT 2 (Waller, 2000) , to create 17 unidimensional factor scales from the MMPI-A item pool. Only 15 of these scales are considered in this project. Two scales, the Lie and Family Disdain scales, are not considered because the Lie scale is a validity scale, and the responses to the seven-item Family Disdain scale displayed violations of IRT model assumptions (e.g., violations of local independence).
Extensive precautions were taken to ensure that the data were free from randomly generated or purposely distorted item responses by using the MMPI-A validity scales: variable response inconsistency (VRIN), true response inconsistency (TRIN), and F-back (F2). Protocols from female subjects were deemed invalid if F2 > 18, VRIN Ն 11, TRIN > 13, or TRIN < 6. Protocols from males were deemed invalid if F2 Ն 20, VRIN Ն 13, TRIN > 13, or TRIN < 5 (for definition and discussion of these response validity checks, see Butcher et al., 1992) . Having such large samples at our disposal allowed us to use these stringent screening criteria. Table 1 displays scale names, the number of items per scale, alpha coefficients, and a goodness-of-fit index (GFI, as described in McDonald, 1999, p. 83) from an item-level factor analysis of each MMPI-A factor scale. The GFI indicates the percent of common variance among the items accounted for by the latent factor. These results were generated with MicroFACT 2.0 (Waller, 2000) . As noted in the table, almost every scale has a high GFI (i.e., GFI > .95). These findings suggest that a single dimension accounts for the majority of common variance among the items (McDonald, 1980 (McDonald, , 1999 and thus forms an appropriate context for fitting unidimensional IRT models.
Evaluation of Dimensionality and Monotonicity
Parametric IRT models also assume that the probability of responding in the keyed direction increases monotonically with increases in the latent trait. This issue is important to address in this context because in comparing the fit of the 2PLM and 3PLM, violations of monotonicity potentially confound our evaluations. It is pointless to explore the relative fit of the 2PLM and 3PLM, if, in fact, no monotonic model is appropriate for the items.
To explore monotonicity, we plotted individual item endorsement proportions against raw scale scores. 3 The results of these analyses overwhelmingly support the monotonicity assumption. For illustrative purposes, Figure 1A shows a representative plot of an item that meets the monotonicity assumption well (Extraversion Item 1, boys sample). This figure illustrates that as examinee raw scores increase the item endorsement rates increase monotonically. Although this important assumption was satisfied for most items, a few revealed minor violations. For example, the plot in Figure 1B reveals a function with small deviations from monotonicity (Extraversion Item 9, boys sample). For this item, examinees with a raw score of 7 have a lower endorsement rate than examinees with a raw score of 6. Nevertheless, because similar examples were so rare in our sample (fewer than 10 items showed minor deviations from monotonicity), we proceeded with the model comparisons.
Item Parameter Estimation
All IRT analyses were conducted separately for each gender to avoid any biases due to differential item functioning (Millsap & Everson, 1993; Waller, Thompson, & Wenk, 2000) . We used BILOG 3.11 (Mislevy & Bock, 1998) to estimate IRT item parameters for both the 2PLM and 3PLM for each of the 15 MMPI-A factor scales. The 3PLM was estimated twice for each scale, once when the scales were keyed in the pathology direction (e.g., depression) and once when the scales were keyed in the nonpathology direction (e.g., nondepression). In describing subsequent findings, we refer to the former estimates as 3PLM and the latter estimates as 3PLM-R (we use the letter R to denote reversed-nonpathology-keying).
The direction of scoring in a personality scale is often arbitrary (e.g., it often makes no conceptual difference whether an extraversion scale is scored as extraversion or as introversion). In this study, all scales were parameterized with the three-parameter model twice for several reasons. Primarily, an "empirical" IRF (i.e., a plot of observed item endorsement rates as a function of latent trait scores) can fail to conform to the 2PLM in two ways: (a) by having a nonzero lower asymptote, and (b) by having a nonone upper asymptote.
4 By estimating the 3PLM under both directions of scale keying, we hope to more fully capture and illustrate the extent to which personality items fail to conform to the 2PLM. Note that it is unnecessary to estimate the 2PLM under both scoring directions because the 2PLM does not contain asymptote parameters.
We should mention that although we estimated the 3PLM twice for each scale, we are not claiming that these scales are bipolar. Moreover, we are not condoning the practice of scoring the MMPI-A factor scales in the nonpathology direction. The MMPI-A factor scales are not ideal bipolar scales because they do not contain varied item content on both ends of the trait continuum. For example, inspection of item content reveals that a low score on the Low Self-Esteem scale does not indicate high self-esteem, and a low ever, we cannot infer that they are hopeful about the future. We believe that many of the constructs that are measured by the MMPI-A factor scales (e.g., psychotic ideation, alienation) are both psychometrically and psychologically unipolar in the sense that they are not conceptually defined, or measured well, at the low (nonpathological) end of the trait continuum. In an important sense these constructs are only measured at one end (i.e., the pathological end) of the trait continuum. All item parameters were estimated in the metric of the normal ogive (i.e., a scaling constant D ‫ס‬ 1.7 is inserted in Equation 1 or 2), and BILOG (Mislevy & Bock, 1998) program defaults were used with two exceptions. First, we used the FREE command to estimate an empirical distribution for the latent trait rather than rely on the default normal distribution. We felt that it would be unreasonable to impose a latent normal distribution on trait measures of psychopathology. Second, we used the BILOG FLOAT command to allow the means of the prior distributions on the item parameters to be estimated and to change between estimation cycles. Finally, we used the expected a posteriori (EAP) method to estimate latent trait scores (Bock & Mislevy, 1982) . Table 2 provides summaries of the item parameter estimates. On average, all scales appear to have reasonable estimated a parameters. Although not shown in the table, we note that there was substantial withinscale variability of the estimated item discriminations. This observation is important because it suggests that a Rasch (one-parameter) model would not be appropriate for these data. On the other hand, there was relatively little within-scale variability for the b parameters. This suggests that the MMPI-A factor scales are "peaked tests" (Weiss, 1982) that provide psychometric information in a limited trait range. This is not surprising because the MMPI-A was designed to measure psychopathology and, in general, the item pool contains few items designed for differentiating among individuals in nonpathological trait ranges.
Item Parameter Estimates
Note that Table 2 lists the average c parameter estimates for each scale under the 3PLM and 3PLM-R. Under the 3PLM, the average within-scale c parameter estimate was small for both girls and boys, with values ranging from .00 to .14. The largest c parameter estimates occur for the items on the Extraversion scale. In contrast to these findings, in the 3PLM-R the average within-scale c parameter estimate was somewhat larger for both genders with values ranging from .03 to .21. The largest c parameter estimates occur in the reversed Low Self-Esteem scale. We provide a more detailed description of these findings in a subsequent section.
Relative Fit of 2PLM Versus 3PLM
and 3PLM-R
Chi-Square Deviance Tests
For each scale, we evaluated the relative fit of the 2PLM versus 3PLM and 2PLM versus 3PLM-R by considering deviance statistics that are defined as the difference between the −2 log-likelihood values for each model (see Bishop, Fienberg, & Holland, 1975; Thissen, Steinberg, & Gerrard, 1986) . Theoretically, these deviance values are distributed as chi-square variates with degrees of freedom equal to the difference in the number of estimated parameters for the two nested models being compared. In our case, the degrees of freedom are equal to the number of scale items. Table 3 shows that with few exceptions, either the 3PLM or 3PLM-R provided a better statistical fit than the 2PLM (p < .01). The 3PLM and 3PLM-R are not nested and thus cannot be compared statistically using a chi-square test. However, inspection of Table  3 reveals that the 3PLM-R was more of an improvement than the 3PLM for most scales.
Root-Mean-Square Residuals
The above results indicate that the 3PLM or 3LPM-R models are a statistically significant improvement over the 2PLM, but they do not indicate the degree of improvement in any meaningful or practical sense. To explore differences in model fit more closely, we computed the root-mean-square residuals (RMSRs).
5 RMSR values were computed as
5 We could have computed any of a half-dozen item chisquare item-fit statistics, but we purposely selected the RMSR because of its obvious interpretation and because chi-square item-fit statistics have serious drawbacks. For example, BILOG (Mislevy & Bock, 1998) provides item chi-square fit statistics, but these are problematic on a number of grounds and cannot be used to compare the fit of different models on an item-by-item basis. See Orlando and Thissen (2000) for further comment. where we take the sum of squared differences (x ij ) and predicted (P ij ) item responses for every cell in the Persons (J) × Items (I) matrix. The resulting sum was divided by the number of cells in the Persons × Items matrix before taking the square root. Values of RMSR closer to zero indicate superior fit. 
RMSR and Comparative Model Fit
Our earlier findings indicated that the threeparameter models-either the 3PLM or 3LPM-Rprovide a better statistical fit to the data than the twoparameter model. Yet, the RMSR findings suggest that the difference in fit among the models (i.e., as indexed by the residuals) is negligible. What are we to make of these results? We believe that, in many cases, the 2PLM provides acceptable parameter estimates (in terms of RMSR fit) even when the data are more appropriate for a three-parameter model (e.g., when there is a nonzero lower asymptote or a non-one upper asymptote).
To illustrate this point we use figures produced by the BILOG (Mislevy & Bock, 1998) program. These figures display the estimated IRF and a set of dots that represent "observed" response proportions (i.e., an empirical IRF). These observed response proportions are computed by dividing the trait continuum into a number of ordered groups (e.g., nine groups). Within each group of estimated trait scores ( ), the observed proportion endorsed is plotted as a function of the median within-group EAP trait level estimate. Figure 2A displays the IRF from the 3PLM for an item with a large lower-asymptote parameter. This item is from the Social Discomfort scale (I often talk to strangers in public; keyed FALSE). This figure shows that the item is consistent with a 3PLM; examinees at very low trait levels (low Social Discomfort) have approximately a 45% chance of responding FALSE to the item. Figure 2B displays the IRF for this same item under the 2PLM. Notice that 2PLM has a lower item discrimination parameter (0.43 vs. 0.88). This lower item-discrimination parameter results in the 2PLM function fitting the observed points almost as well as the 3PLM function. In both models, the difference between the IRF and the observed proportion endorsed within each trait level group is small, especially in the middle of the trait distribution. Consequently, RMSR values computed for this item are similar in the 2PLM and 3PLM. This same phenomenon-a lower item-discrimination parameter es- timate in the 2PLM-also occurs for items with significant lower asymptotes in the 3PLM-R. Figure 3A displays an IRF for an item with a large lower-asymptote parameter under the 3PLM-R. This item (Away from home I am anxious) is from the reverse-keyed Low Self-Esteem scale. Figures 3B and 3C demonstrate that this is an item with a non-one upper asymptote when the scale is scored in the low self-esteem (pathology) direction and modeled using the 3PLM or 2PLM, respectively. Comparison of these figures reveals that when an item has a non-one upper asymptote, the 3PLM and 2PLM have similar item parameter estimates. Consequently, for items of this type, the 3PLM and 2PLM yield nearly identical RMSR fit to the data.
To summarize, given that a function is monotonic, there are two main ways that an empirical IRF can differ from a two-parameter logistic IRF: (a) a nonzero lower asymptote and (b) a non-one upper asymptote. 6 The former is identified by a significant c parameter estimate in the 3PLM and the latter by a significant c parameter estimate in the 3LPM-R. Because the factor scales contain a substantial proportion of items with significant c parameter estimates in either the 3PLM or 3PLM-R, we might expect the 3PLM or 3PLM-R to significantly reduce RMSR values relative to those found for the 2PLM. However, our results indicate little difference in RMSR values across the three models.
Our explanation of this finding is as follows. When an item has a non-zero lower asymptote, the estimated item discrimination parameter will be smaller in the 2PLM relative to the estimated item discrimination value in the 3PLM. The lower item-discrimination parameter results in the IRF fitting the observed data equally well in both models. Furthermore, when an item has a non-one upper asymptote, the estimated item parameters are similar in the 2PLM and 3PLM, with both models displaying lower discrimination parameters relative to the 3PLM-R. The end result is that the estimated IRFs fit the observed data equally well, and hence there is little difference in RMSR fit among the various models. 6 No MMPI-A factor scale item displayed evidence of having both a nonzero lower asymptote and a non-one upper asymptote. Such an item would probably not be included in a factor-analytically derived scale because its loading would be small. 
Correlations Among Trait Level Estimates From the Different Models
To further explore whether the aforementioned statistical differences coincide with any practical differences, we estimated EAP latent trait scores for all examinees under all models. We do not report the results of these analyses in a table because they are easy to summarize. Specifically, as expected from statistical theory, all correlations among the trait level estimates taken from the 2PLM, 3PLM, and 3LPM-R models were larger than r ‫ס‬ |.99|. Thus, in terms of the relative scaling of individual differences, the different models are essentially equivalent. This result should not be taken to mean that the model used for scoring does not matter in practice. On the contrary, although highly correlated, estimated trait level scores from different IRT models are not equivalent because the models scale examinees differently (Embretson, 1996; Goldstein, 1980; Thissen & Wainer, 2001; Wright, 1999; Yen, 1986) . We return to this critically important issue of model fit, model choice, and applied consequences in the Discussion section.
A Closer Look at the Estimated Lower Asymptote Parameters
For both genders, across the 316 items that are scored on the MMPI-A factor scales, the distribution of estimated c parameters departs greatly from a normal distribution. For girls, the distribution of c parameter estimates has M ‫ס‬ .03, SD ‫ס‬ .05, skewness ‫ס‬ 4.03, and kurtosis ‫ס‬ 19.85 when scored in the pathology direction (3PLM), and M ‫ס‬ .09, SD ‫ס‬ .09, skewness ‫ס‬ 1.66, and kurtosis ‫ס‬ 2.96 when scored in nonpathology directions (3PLM-R). For boys, the distribution of the c parameter estimates has M ‫ס‬ .03, SD ‫ס‬ .06, skewness ‫ס‬ 5.22, and kurtosis ‫ס‬ 32.79 when scored in the pathology direction (3PLM) and M ‫ס‬ .11, SD ‫ס‬ .11, skewness ‫ס‬ 1.47, and kurtosis ‫ס‬ 1.91 when scored in the nonpathology direction (3PLM-R). These distributions indicate that when the scales are scored in the pathology direction (e.g., depression), the c parameter estimates are near zero for the majority of items. It is only for a few items that the c parameter estimates are of sufficient magnitude to warrant closer inspection. Substantively, these results indicate that when the items are keyed in the pathology direction, individuals with low pathology scores rarely endorse psychiatric content. When the scales are scored in the nonpathology direction (nondepression), however, the estimated c parameters average around .10. Stated differently, this finding suggests that many items have non-one upper asymptotes when the scales are scored in the pathology direction. Substantively, this means that examinees with elevated psychopathology scores often do not endorse items that describe relevant psychiatric symptoms.
To further explore why certain items have sizable c values under the 3PLM or 3PLM-R, we arbitrarily decided that a c parameter estimate greater than .10 would be considered substantial. Using this criterion, 20 and 20 (although not the same 20), or approximately 6%, of the 316 items had substantial c parameter estimate for girls and boys, respectively, in the 3PLM. For the 3PLM-R, however, 105 and 137, or between 33%-43%, of the 316 items had substantial c parameter estimates for girls and boys, respectively.
Tables 5 and 6 display the item content for the five items with the highest ĉ values for girls and boys under the 3PLM and 3PLM-R, respectively. Note that the correlation for the estimated c parameters between girls and boys were .77 and .77 for the 3PLM and 3PLM-R, respectively. These values reflect a high degree of cross-gender replication and suggest that there is a strong tendency for the same items to display high and low c parameter estimates for both genders.
Inspection of Tables 5 and 6 reveals that many items display a nonsymmetric type of item content ambiguity. For instance, the meaning of an item is clear for examinees on one end of the trait scale but ambiguous for examinees at the opposite end of the trait scale. In other words, at one end of the continuum, the item is a good marker of a single latent trait, whereas at the opposite end the item is related to several traits. From a psychometric standpoint, this content ambiguity reflects multidimensionality at the item level. Note also that for some of these items, the nonsymmetric item content ambiguity (multidimensionality) may be due to the inclusion of extreme terms. Perhaps the clearest example of this phenomenon is Item 142 in the 3PLM (see Tables 5 and 6 ), which is keyed FALSE on the MMPI-A Depression factor scale. Although a depressed adolescent will likely respond FALSE to this item, it is unclear how a nondepressed (low trait) individual should respond. Certainly, individuals without depression can easily think of at least one time in their lives when they felt better than now (hopefully, filling out a questionnaire with 478 items is not the high point of one's life). As a second example, consider Item 328, which is keyed FALSE on the MMPI-A Extraversion factor scale. An extravert should say FALSE to this item, but what about the nonextravert or introvert? In our judgment, it is unlikely that even an extreme introvert will always respond TRUE (nonkeyed) to this item because of the extreme item phrasing.
Similar phenomena occur when we look at the findings from the 3PLM-R. (Note that items with significant ĉs in the reversed [nonpathological scoring] direction are items with non-one upper asymptotes when the scale is scored in the pathological direction.) For example, Item 297 is keyed FALSE on the reversed Low Self-Esteem scale. Clearly, an individual with reasonably high self-esteem will respond FALSE to this item; however, the meaning of the item is ambiguous for individuals with low self-esteem. Low self-esteem is not necessarily associated with agoraphobic tendencies-as demonstrated by the significant c parameter estimate for this item-although agoraphobic tendencies are typically associated with low self-esteem. For a second example, Item 12 is keyed FALSE for the reversed Alienation scale. Again, nonalienated individuals will likely respond FALSE to this item. However, examinees who are low on the trait (i.e., an alienated individual) may or may not endorse this item, which appears overly contaminated by negative school attitudes and paranoid tendencies.
A Closer Look at the Direction of Keying
In cognitive tests, the direction of scoring is obvious. It makes little sense to score a multiple-choice cognitive test for lack of aptitude-or to reverse score an intelligence test for mental dullness-and then estimate a lower asymptote parameter that would indicate the probability of responding incorrectly for high aptitude (low trait) examinees. In personality and psychopathology assessment, however, the direction of scale keying is putatively arbitrary. We prefer, on the basis of item content considerations and applied purposes, to score the MMPI-A factor scales so that high scores indicate psychopathology (although with some scales, such as the Extraversion scale, neither end re- flects increasing psychopathology). This is consistent with the MMPI-A clinical scales. However, we could easily score the scales in the opposite direction and provide alternative scale labels. If all MMPI-A factor scale items fit a 2PLM, with upper asymptotes of one and lower asymptotes of zero, then scale keying should make no difference in IRT modeling. Of course, item difficulty parameters would change sign such that easy items become difficult, and vice versa. However, when a 2PLM function is not consistent with the data, such as when an IRF has a nonzero lower asymptote or a non-one upper asymptote, then scale keying can make a difference. This is because currently estimable IRT models 7 only incorporate an asymptote parameter on one side of the trait continuum. In the present data, the difference among the models is not a difference in RMSR fit, or in the relative ordering of individuals on the latent trait, as the above results attest. Rather, the difference among the models lies in interpreting the psychometric properties of the items and scale.
To make this point more concrete, we provide the following example. Table 7 reports the item parameter estimates for the 2PLM, 3PLM, and 3PLM-R using data from the adolescent boys sample. The first two sets of columns in Table 7 list the item parameter 7 Although a four-parameter model that includes a nonzero lower and a non-one upper asymptote parameter has been proposed in the IRT and factor analytic literatures (Barton & Lord, 1981; McDonald, 1967) , this model is not implemented by any major program. In fact, Hambleton and Swaminathan (1985) argued that the four-parameter model was abandoned because no practical utility or benefit could be found for it. The reason, perhaps, is that it is absurd to think of a psychometrically sound cognitive item where the proportion of examinees obtaining the correct answer asymptotes significantly below one. In personality data, as clearly attested to by our results (see Figure 3C ), for some items even examinees who are very high on the latent trait will have endorsement rates significantly below one. Note. Lower asymptote parameters greater than or equal to .10 are in bold for easy identification. 2PLM ‫ס‬ two-parameter logistic model; 3PLM ‫ס‬ three-parameter logistic model; 3PLM-R ‫ס‬ scale was scored in the nonpathological direction.
estimates that were obtained when the items were keyed for low self-esteem (i.e., 2PLM and 3PLM). The third set of columns lists the item parameter estimates when the items were keyed for "high" selfesteem (3PLM-R). Figure 4 displays the scatter plot of the item-discrimination parameter estimates in the 2PLM versus 3PLM and 2PLM versus 3PLM-R. There are several observations to note in Table 7 and Figure 4 . First, observe in Figure 4 that the relative ordering of item discrimination parameters within each model remains highly consistent across models (for instance, the rank-order correlation between the discrimination parameters in the 2PLM and 3PLM is .95; and between the 2PLM and 3PLM-R is .87). Judging by the item discrimination values in Table 7 , Items 340, 421, 326, and 415 appear to be the best items, whereas Items 392, 123, 58, and 447 appear to be the weakest. However, the absolute value of the item discrimination parameter changes depending on the direction of scoring. Item 477, for example, has â ‫ס‬ 1.06 in the 3PLM-R and â ‫ס‬ 0.69 in the 3PLM. To the extent that researchers rely on item discrimination parameters to inform them of item quality, they might come to different conclusions on the basis of a psychometric decision that has been previously thought to be inconsequential in personality assessment: namely, the direction of scale keying. Table 7 also illustrates a second interesting effect. Namely, whether or not an item has a significant lower asymptote parameter depends on the direction of scale keying. When the items are keyed for low self-esteem (3PLM), only Item 223 has a substantial lower asymptote.
Conversely, when the scale is keyed for high selfesteem (3PLM-R), 17 of the 23 items have substantial lower asymptote parameter estimates. This result implies that to truly understand the psychometric properties of these items and scale, the 3PLM needs to be fit under both directions of keying.
Finally, direction of keying can affect understanding of test precision. Figure 5 displays the test information functions for the three models. These curves provide slightly different perspectives on how this set of self-esteem items functions. The curve to the far left is the test information function when the items are keyed for high self-esteem (3PLM-R). On the right Figure 4 . Scatter plot of the item-discrimination parameter estimates in the 2PLM versus 3PLM and 2PLM versus 3PLM-R. 2PLM ‫ס‬ two-parameter logistic model; 3PLM ‫ס‬ threeparameter logistic model; 3PLM-R ‫ס‬ scale was scored in the nonpathological direction.
are the information functions for the 2PLM and 3PLM when the items are keyed for low self-esteem (2PLM and 3PLM). These latter curves are nearly identical because the estimated item parameters in the two models are nearly identical. Slight differences are found because the 3PLM provides more information in the vicinity of ‫ס‬ 1.0 but less information in lower trait ranges.
The most interesting contrast is between the test information functions for the 3PLM-R and 3PLM. Notice that these functions are not symmetric. When the scale is keyed in the direction of high self-esteem, the test appears to provide "peaked" information with the peak occurring in trait ranges slightly lower than the mean ( ‫ס‬ 0); information is greatly reduced at the distribution extremes. When the scale is keyed in the direction of low self-esteem, test information is also peaked but to a lesser degree, especially in the positive trait range (low self-esteem). These differences are not great; nevertheless, they do have applied consequences. To provide a concrete example, visual inspection of the test information curves reveals that an examinee who is two standard deviations above the mean ( ‫ס‬ 2) on the Low Self-Esteem scale (3PLM) would have a smaller standard error than an examinee who is two standard deviations below the mean ( ‫ס‬ −2) on the High Self-Esteem scale (3PLM-R).
Discussion
The primary objective of this research was to compare the relative fit of the 2PLM and 3PLM when applied to the MMPI-A factor scales. The 3PLM was estimated twice for each scale: (a) keying the scale in the pathology direction (3PLM, e.g., depression) and (b) keying the scale in the nonpathology direction (3PLM-R, e.g., nondepression). For most scales, the chi-square deviance test indicated that the 3PLM and 3PLM-R were significant improvements over the 2PLM. Although these findings are intriguing, the analyses of RMSRs tell a different story. Specifically, the residual analyses revealed that there was little difference in fit among the various models (i.e., 2PLM, 3PLM, and 3PLM-R). Moreover, across models, examinee trait-level estimates were nearly collinear indicating that examinees maintain the same relative standing regardless of the model used to calibrate the items.
The RMSR and correlational findings require some extended discussion. First, recall that we described two ways a monotonic empirical IRF can deviate from a 2PLM: (a) by having a nonzero lower asymptote and (b) by having a non-one upper asymptote. Although almost half of the 316 MMPI-A items violated the 2PLM in one of these two ways, we could not differentiate among the models using the RMSR index. This suggests that the estimated IRFs were doing equally well in fitting the observed data points across models.
In the present data, we believe that the reason why the 2PLM fits as well as the 3PLM or 3PLM-R is that the 2PLM compensates for model violations with a lower item-discrimination parameter. When an item has a significant nonzero lower asymptote in either the 3PLM or 3PLM-R, the estimated item-discrimination parameter is lower in the 2PLM. This, in turn, leads to a 2PLM IRF that does not reach its asymptote of zero, or one, in the viable range of the latent trait dimension (i.e., between ‫ס‬ −2.5-2.5). Also, when an item has a non-one upper asymptote, the two-and three-parameter models estimate similar IRFs and thus cannot be distinguished by the RMSR index.
We are not the first to observe that estimating extra item parameters leads to small or trivial improvements in model fit, or that trait level estimates from different IRT models are highly correlated. For example, Hambleton and Cook (1983) observed essentially the same phenomena in their analysis of simulated aptitude data. Moreover, Wright (1999, p. 92) cited studies that found little "practical" difference in fit even when simulated multiple-choice aptitude data with known guessing are fit to the parsimonious oneparameter logistic model (i.e., a model with no lower Figure 5 . Test information functions for the Self-Esteem items when calibrated under 2PLM, 3PLM, and 3LPM-R. 2PLM ‫ס‬ two-parameter logistic model; 3PLM ‫ס‬ threeparameter logistic model; 3PLM-R ‫ס‬ scale was scored in the nonpathological direction. asymptote or discrimination parameter). Given these results, it is temping to conclude that the 2PLM may be adequately applied to personality data even when the items display nonzero lower asymptotes (i.e., low trait examinees have a nonzero probability of endorsing the item in the keyed direction) or non-one upper asymptotes (i.e., high trait examinees have a non-one probability of endorsing the item in the keyed direction).
We argue, however, that it is often important to estimate the "correct" model whenever possible. That is, it is sometimes important to estimate a lower or upper asymptote parameter whenever the data demand it, even if the improvement in fit appears trivial by one or more indexes of fit (such as the RMSR). For example, computerized adaptive administration and scoring of the scales (Waller & Reise, 1989) , the study of person-fit (Meijer & Sijtsma, 1995 , the investigation of differential item functioning (Holland & Wainer, 1993; Waller, Thompson, & Wenk, 2000) , and the comparison of group mean differences on the latent trait (Thissen & Wainer, 2001) can, in theory, all be adversely impacted if an incorrect model is specified. Moreover, in our own study, we demonstrated that the psychometric properties of a test could change depending on scoring direction. Such findings further support the importance of fitting the correct model to data.
On the other hand, we note that there are considerations in model choice that go beyond the evaluation of model-to-data fit. For example, for item content and practical reasons, we support the scoring of the MMPI-A scales in the pathology direction despite our finding that the 3PLM-R (relative to the 3PLM) had a slightly lower negative log-likelihood value (i.e., better fit) for most MMPI-A factor scales. Thus, in certain cases, substantive reasons outweigh fit statistics in determining model choice (especially when sample sizes are large, a situation in which higher parameterized models almost always fit better than lower parameterized models; cf. McDonald, 1989) . One recommendation we might put forth is that the process of IRT fit assessment and model comparison be viewed more as a way of learning about item and test functioning than as a process of mere statistical decision making. Indeed, we believe that we have learned a great deal about the psychometric and psychological properties of MMPI-A items by fitting alternative models.
Our second study objective was to explore the degree to which MMPI-A items require a lower asymptote parameter. Surprisingly, we found that the answer to this question changed as a function of the direction of scale keying. Specifically, when the scales were keyed in the pathology direction, relatively few items (i.e., around 10%) displayed large estimated c parameters. Apparently, for many constructs, individuals with low psychopathology scores admit to various psychiatric symptoms. Because psychiatric symptoms are inherently undesirable, we cannot attribute the large estimated c parameters to socially desirable responding when the MMPI-A scales are keyed in the psychopathology direction.
When the MMPI-A factor scales were keyed in the nonpathology direction, nearly a third (around 30%) of the items displayed a substantial (ĉ > .10) lowerasymptote parameter. There are two equivalent ways of interpreting this finding. First, in the 3PLM-R, low trait individuals (individuals with elevated psychopathology scores) tend to have a nonzero probability of responding to many items in the keyed (nonpathological) direction. Second, in the 3PLM, high trait individuals (individuals with high pathology scores) tend to have a non-one probability of responding in the keyed (pathological) direction.
Both models lead to the same conclusion. Namely, examinees with elevated psychopathology scores do not endorse all construct-relevant signs or symptoms. In other words, specific symptomatic behavioral patterns (i.e., the main content of the MMPI-A) are not universally manifest in any clinical group. To make this discussion less abstract, consider the following example. Within a group of highly depressed individuals, very few persons will manifest all key symptoms (e.g., believe life to be meaningless, experience sleeping or appetite problems, etc.). Consequently, researchers who fit only the 3PLM to scales like the MMPI-A Depression scale might miss this fact because the 3PLM does not fit a non-one upper asymptote to the IRF. It is only when the scale is reversed, and the 3PLM-R is fit to the data, that it becomes clear that a substantial percentage of low trait individuals (with extreme pathology scores) are responding to items in the keyed (nonpathological) direction. Obviously, these findings support the prudence of visually inspecting IRFs.
Having established that some MMPI-A items have significant nonzero lower asymptotes (as revealed by the 3PLM results) or non-one upper asymptotes (as revealed by the 3PLM-R results), we then attempted to explore why this occurs. Some researchers speculate that a significant lower asymptote parameter in personality data reflects socially desirable responding (e.g., faking good or a desire to convey a particular self-image to others or to oneself). As noted above, this interpretation makes little sense when the scales are scored in the pathology direction. However, social desirability is one possible interpretation of why an item may have a nonzero lower asymptote when a scale is scored in the nonpathological direction (as in the 3PLM-R).
Although it is plausible, we do not favor the social desirability interpretation of the c parameters for the following reasons. We do not favor it for either a "faking good" or "self-deception" interpretation of social desirability. First, it seems unlikely that examinees would fake good or engage in self-deception on a few items only. We ask, why would socially desirable responding work so selectively in a pool of items where the overwhelming majority of item content is highly undesirable? Recall that even in the 3PLM-R, two-thirds of the items have near zero c parameter estimates. Second, it is more reasonable to suppose that social desirability affects the item difficulty parameter, making items appear easier than they really are. For example, consider a scale that is scored in the nonpathology direction (3PLM-R). If an individual responds in a socially desirable manner to the items on this scale, then his or her trait estimates will be high. These "phony" high scoring (healthy looking) individuals may bias the estimation of the latent trait distribution and the item parameters, but they cannot cause a nonzero response probability for low-trait examinees (nonfaking or self-deceived individuals with elevated psychopathology scores).
In our data, it appears that the large lower asymptote parameter estimates have a very simple explanation that has little to do with social desirability. Specifically, the items with the largest estimated c parameters appeared to have nonsymmetric item content ambiguity possibly caused by item-level multidimensionality, that is, by the multitude of unique (i.e., noncommon) influences on the response to a particular psychological item (see McDonald, 1980 , for distinction between item and scale dimensionality). For examinees at one end of the latent trait scale, the item appears relevant and discriminating, but for examinees at the other end of the latent trait scale, the item appears ambiguous, multidimensional, and nondiscriminating. As Hy and Loevinger (1996) pointed out in reference to sentence completion items, behavioral signs can sometimes discriminate in one direction only. We think an analogous argument can be made regarding certain MMPI-A psychopathology items. Moreover, for some items, the nonsymmetric ambiguity (multidimensionality) may have been due to the use of extreme item modifiers (i.e., terms such as "always" and "never").
Generalizability and Limitations
Although we have focused on MMPI-A items and factor scales, we believe that our findings are representative of other measures of psychopathology and personality for several reasons. First, although the MMPI is usually considered a psychopathology measure, several factor scales clearly fall under the rubric of normal-range personality (e.g., extraversion, selfesteem). Second, previously cited research has found evidence for lower asymptote parameters in normalrange personality measures (e.g., Eysenck & Eysenck's 1975 scale) . Third, we have found that other widely used psychopathology measures (e.g., Kovacs, 1992) included items with extreme adjectival modifiers. Although these reasons support the belief that our findings will generalize to other instruments and constructs, they do not speak to the interpretation of the 3rd parameter (i.e., the nonzero or non-one asymptote) in personality and psychopathology items. We have offered an interpretation of this parameter that is sensible for MMPI-A items. Whether this interpretation applies to all scales that are not in the aptitude or achievement domains will require a more systematic study of item phrasing and content analysis (Angleitner, John, & Lohr, 1986; Zumbo, Pope, Watson, & Hubley, 1997) .
Implications
In conclusion, we briefly summarize three applied implications of the present findings. First, when analyzing dichotomous personality or psychopathology data, we recommend that a 3PLM be routinely estimated under both directions of scale keying and that fit plots be routinely inspected. This will allow easy identification of items with nonzero or non-one asymptotes. We then suggest that researchers carefully consider item content. Specifically, researchers should consider whether there are ways of changing an item so that low-trait examinees almost never endorse it and that high-trait examinees nearly always endorse it. In other words, researchers should ask, is there a way to phrase the item to make it more discriminating over a wider range of the latent trait? Also, a researcher needs to consider whether there are secondary factors possibly influencing the item re-sponse. Note that just because a measure is shown to contain a single strong "common" dimension, as each of the MMPI-A scales, this does not mean that the items are highly univocal or that it discriminates well across the entire trait range.
A second implication of our results lies in the domain of factor analysis. In the factor-analysis literature (e.g., Carroll, 1945 Carroll, , 1983 , research points to the need to correct tetrachoric correlations for the guessing effects that occur on multiple-choice exams. Specifically, Carroll's (1945 Carroll's ( , 1983 research has shown that a nonzero lower asymptote biases tetrachoric correlations, attenuating their estimates relative to their true values. Obviously, the bias in these correlations spreads to multivariate procedures that are based on the correlations, such as factor analysis. Our results indicate a need to broaden this perspective and to explore tetrachoric corrections for non-one upper asymptotes or for both a non-one upper asymptote and nonzero lower asymptote. We are currently working on this problem.
Finally, when considered in aggregate, our results suggest that to completely characterize the functioning of psychopathology items, there is a need for a four-parameter model estimation program (see Barton & Lord, 1981; Hambleton & Swaminathan, 1985, p. 49) . Although no software programs exist for estimating the four-parameter model, our findings suggest that when such software is developed it may be possible to improve parameter estimation by allowing for flexible parameter constraints. For instance, with many items in the current analyses, we found evidence for either a nonzero lower asymptote or a nonone upper asymptote. However, and this is the big point, no items called for more than three parameters. Thus, it appears that we need an IRT model (and estimation software) that will let some items have a nonzero lower asymptote (but with fixed upper asymptote) and other items have a non-one upper (but with fixed lower) asymptote. Of course, whether this four-parameter model leads to applied benefits remains the topic of future research.
