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ABSTRACT
Upon cooling past a critical temperature

Tc = 340 K

Vanadium dioxide (VO2 ) exhibits

a metal-insulator transition (MIT) from a metallic rutile R to an insulating monoclinic
M1 phase. Other insulating phases, a monoclinic M2 and triclinic T, have been identied
and are accessible via strain or doping.

Despite decades of research, the nature of the

VO2 MIT is still not fully understood. In this work we present ab-initio hybrid density
functional theory (DFT) calculations on the insulating phases, compare the results to
experimental measurements and discuss their implications on our understanding of the
VO2 MIT. Recent measurements on M1 VO2 under high pressure found a transition to
a metallic monoclinic state X at

Pc = 34.3 GPa.

Following this increased interest in the

study of VO2 at high pressures, we will also present results of hybrid-DFT calculations on
the M1 phase under increasing pressure. Our calculations predict that M1 may become
metallic above

∼ 32 GPa,

in good agreement with experiment.
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A FIRST-PRINCIPLES STUDY OF THE NATURE OF THE INSULATING GAP IN
VO2

CHAPTER 1
Introduction
Transition metal oxides (TMOs) form one of the most fascinating classes of materials that spans a broad variety of structures and exhibits a diverse array of interesting
properties. This versatility and adaptability make them suitable for many scientic and industrial applications, such as microactuators, supercapacitors, and photocatalysts, among
many others. Research interest in TMOs are also driven by the complex phenomena they
exhibit, which include multiferroicity, superconductivity, long-range magnetic order, and
metal-insulator transitions. These arise from the subtle interplay between structural, electronic and magnetic degrees of freedom in these materials, and despite decades of fruitful
research there remains much to understand about them.
Of particular interest in this study is the nature of metal-insulator transitions (MITs).
In the 1920s the weakly-interacting electronic band picture was developed and used to distinguish between insulators and metals:

in the former the highest occupied band was
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completely lled, while in the latter it is only partially lled [13]. Although initially successful, in 1937 it was reported that contrary to what one would expect from band theory,
many TMOs were in fact poor conductors. This led Peierls [4] to note the importance of
strong electronic correlation as a possible origin of the insulating behavior, the theory of
which was further developed by Mott [58].
Unfortunately, many TMOs that exhibit MITs possess large unit cells, complex stoichiometry, require varying degrees of chemical doping or physical strain to induce a transition, or any combination of the above, hindering eorts at understanding the nature of
their MITs. So when it was discovered that vanadium dioxide (VO2 ) experienced a MIT at

340 K, it was considered an ideal material for study:

it had a relatively small unit cell, was

stoichiometrically simple, and its near-room-tempreature transtion point made it practical
to experiment on. However, despite its apparent simplicity, the history of research on the
material shows us that the nature of its properties are anything but.
As will be discussed in greater detail later, the study of VO2 spawned a debate on
the nature of its MIT that lasted for decades. Briey, the problem is as follows: due to a
partially-lled

d-orbital,

band theory would lead us to expect VO2 to be metallic at any

temperature. Instead, VO2 transitions into an insulator at temperatures below
an energy gap of about

0.6 eV[9].

340 K with

This electronic transition is accompanied by a structural

transition, from a metallic rutile (R) phase to a monoclinic (M1) one.

The debate is

centered on what exactly causes the emergence of the insulating gap, and researchers are
generally split into two camps. Those in favor of the so-called Peierls mechanism argue that
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the insulating gap arises as a consequence of the structural changes during the transition.
Meanwhile, the opposing group argues that strong electronic correlation is responsible for
the insulating gap, and changes to the band structure from structural distortions alone
could not be sucient to explain the observed band gap. A strong argument was made
by Pouget

et al.

in 1974 in favor of strong correlation[10], but technical diculties made

experimental verication of this argument impractical at the time.
Meanwhile, foundations were being laid for the practical modeling of physical systems
and calculation of their properties. The year 1964 saw the publication of the HohenbergKohn theorems[11], followed in 1965 by the publication of the Kohn-Sham equations[12].
As will be described in further detail in Chapter 2, these works would form the basis of what
is now known as density functional theory (DFT). In the decades that followed, renements
to the approximations used in the theory allowed increasingly accurate calculations and
models of physical systems. At the same time, the exponential increase of computational
power available to researchers made DFT and other computational methods increasingly
popular and accessible. Today, DFT has become a workhorse of materials research and is
used extensively in the calculation of atomic, molecular, and crystal properties.
This essence of this dissertation is thus the application of DFT to the MIT problem
in VO2 .

Therefore this work is organized as follows: Chapter 2 will discuss the debate

on the nature of the VO2 in more detail and lay the theoretical foundation for the rest of
the work. Chapter 3 will detail the results of our investigation into the nature of VO2 , in
which we settle the debate over the nature of VO2 in favor of strong electronic correlation.
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In Chapter 4 we investigate the behavior of VO2 under high pressure and identify two
nearly-degenerate phases, one of which transitions into a metallic monoclinic phase under
sucient pressure. Finally, in Chapter 5 we reiterate our conclusions and provide a brief
outlook on potential future research.
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CHAPTER 2
An Overview of VO2
The existence of a metal-insulator transition (MIT) in VO2 was discovered by Morin[9]
in 1959. Previously VO2 was expected to be metallic due to the presence of a partiallylled

d-orbital,

as prescribed by the weakly-interacting electronic band picture. Instead,

Morin found that VO2 exhibited an insulating gap at low temperatures, and transitioned
to a metallic state at a critical temperature

Tc ≈ 340 K.

In addition, this electronic

transition was accompanied by a simultaneous structural phase transition (SPT) from
a monoclinic (M1) to a tetragonal rutile (R) crystal structure.

Two mechanisms were

proposed to explain the insulating phase: strong electronic correlation (Mott-Hubbard)
and lattice distortions (Peierls)[13].

However, the concurrent nature of the transition

makes it dicult to uncouple the two mechanisms from each other, as the VO2 M1→R
transition exhibits features reminiscent of both.
However, a second monoclinic (M2) and a triclinic (T) state have been identied
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and can be stabilized by the application of tensile strain[14] or doping with Cr, Al, or
W[10, 1517], as shown in Fig. 2.1. The presence of these intermediate phases presents a
unique opportunity to uncouple the eects of electronic correlation and lattice distortions
by avoiding the concurrent MIT and SPT of the M1→R path.

FIG. 2.1: Experimental phase diagram of VO2 showing the various phases and the triple-point.

Adapted from [14].

More recently, experiments conducted on bulk VO2 under high pressures demonstrate
a phase transition from the M1 to a metallic phase X whose structure appears to retain
the

P 21 /c

symmetry of the ground state[18, 19].

Bai

et al.

found that bulk VO2 in

both the M1 and R states undergo a transition to X under suciently high pressures.
This presents another transition pathway in which the MIT is decoupled from an SPT,
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and its investigation may provide further insight into the workings of the VO2 transition
mechanism.
The aim of this chapter is thus to set the stage for the results and discussion on
the nature of the insulating gap in VO2 in the following chapters. The rst sections will
describe the lattice structure and electronic properties of the known phases of VO2 ; this
will be followed by a more thorough description of the debate over the mechanism of the
insulating gap; the remaining sections will describe the theoretical framework of and touch
on the current state of VO2 research.

2.1

Lattice Structure

Under ambient pressure below
space group

P 21 /c

β ≈ 122.6◦ [21].
P 42 /mnm

Tc ,

bulk VO2 takes on a monoclinic M1 structure with

(#14)[20] and lattice constants

Above

Tc

a ≈ 5.75 Å, b ≈ 4.53 Å, c ≈ 5.38 Å,

VO2 becomes a tetragonal rutile R structure with space group

(#136) and lattice constants

a = b ≈ 4.55 Å, c ≈ 2.85 Å[15].

monoclinic structure M2 has been classied as space group
(T) phase was identied as space group

P 1 (#2).

The second

C2/m (#12) while the triclinic

The lattice parameters of these insulating

phases corresponds approximately to linear combinations of the rutile lattice, and these
relationships are shown in Table 2.1.
Setting aside the high-pressure metallic monoclinic phase which has yet to be fully
described, there exists a structural relationship between the dierent lattices that becomes
clear upon examination of the positions of the vanadium atoms in each phase.
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Each

M1
M2
T

aM1 ↔ 2cR
aM2 ↔ 2aR
aT ↔ bR

bM1 ↔ aR
bM2 ↔ 2cR
bT ↔ 2cR

cM1 ↔ bR − cR
cM2 ↔ −bR
cT ↔ aR

TABLE 2.1: Approximate relationship between lattice parameters of the insulating phases in

terms of the rutile lattice.

FIG. 2.2:

The unit cell of VO2 in the metallic rutile phase showing the oxygen octahedra

surrounding the center vanadium atom. Vanadium and oxygen atom positions are shown as large
red and small blue spheres, respectively.

vanadium atom in any one phase belongs to one of two distinct chains oriented along
the rutile

cR

axis.

In the metallic R phase the two chains are equivalent, each forming

an equidistant linear array of V atoms along the
dimerize and tilt away from the

cR

cR

axis. In the M1 phase the V atoms

axis equally, so the two chains remain equivalent. This

is not the case in the other insulating phases. In M2, half the V atoms dimerize but do
not tilt, while the other half form equidistant zig-zag chains along the rutile

cR

axis. The

triclinic phase can then be understood as an intermediate between the M1 and M2 phases,
as vanadium atoms on either chain also dimerize and tilt but to diering degrees such that
the chains remain distinct. This is summarized in Fig.2.3.
As will be seen later, this simplied structural framework enables us to more readily
consider the eect of the dierent lattices on their respective electronic structures.
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FIG. 2.3:

Schematic representation of vanadium atom positions along the rutile

ent phases of VO2 .

cR

in dier-

Solid lines indicate dimerization; dashed lines indicate equidistant atoms.

Empty circles and gray lines indicate rutile vanadium positions and rutile unit cells, respectively.
Displacements from the rutile positions have been exaggerated for clarity.

2.2

Electronic Structure

2.2.1 The Band Picture
The description of VO2 and its metal-insulator transition in the weakly-interacting
band picture was rst analyzed by Goodenough in his foundational 1971 paper [20], and
is summarized here. In VO2 each vanadium atom is surrounded by an oxygen octahedron
as shown in Fig. 2.2. We thus have the usual crystal-eld splitting of the electronic
orbitals into upper and lower bands referred to as

eσg

and

t2g ,

d-

respectively. Now consider

the metallic rutile R phase; to further describe the details of the electronic orbitals in this
structure, let us dene a cartesian coordinate system whose
rutile

cR

and whose

x-axis

is directed along the

z -axis lies along the line connecting the apical oxygen atoms, as shown

in Fig. 2.4. The lobes of the

dz 2

and

dxy

orbitals all point toward the negatively-charged

oxygen atoms, raising their energies and collectively forming the higher-energy

eσg

Similarly for the lower-energy t2g bands, the lobes of

cR toward
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dx2 −y2

point along the rutile

bands.

positively-charged vanadium atoms, lowering its energy relative to the other two orbitals.
The slight distortion from ideal tetragonal symmetry causes the
(dx2 −y 2 ) and

eπg (dxz

and

dyz )

t2g

to split into the

a1g

bands. With the Fermi level lying within these lower bands,

the band picture correctly predicts that the rutile R phase should be metallic.

FIG. 2.4: Angular parts of the vanadium

d-orbitals

within an oxygen octahedron. V atoms are

in red, O atoms are in blue. Figure adapted from [22].

In the insulating M1 phase, however, the vanadium atoms dimerize, eectively doubling the unit cell; this splits the

a1g

∗
band into bonding(a1g ) and antibonding(a1g ) compo-

nents. Further, the vanadium dimers tilt away from the rutile
the energy of the

eπg

cR

direction; this increases

bands. These splittings are schematically shown in Fig. 2.5. Thus the

main argument of the so-called Peierls mechanism is that together, these two eects fully
account for the insulating gap in the monoclinic M1 phase: the dimerization is sucient
to push the bonding

a1g

band fully below the Fermi level, while the tilt raises the

clear of the Fermi level, creating the insulating gap.
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eπg

well

FIG. 2.5: Schematic of

d-orbital

band splitting in VO2 .

2.2.2 The Role of Strong Electronic Correlation
The debate on the nature of the MIT in VO2 is not only a debate on the validity of
the band picture, but also one on the role of strong electronic correlation in the opening
of the insulating gap. Those in the so-called Peierls camp maintain, as Goodenough did,
that the lattice distortions and resulting changes in the electronic bands is sucient to
open an insulating gap during the phase transition. Those in the opposing camp argue
that electron-electron many-body correlations are necessary to actually open the insulating
gap. Such many-body eects are not captured by standard band structure theory.
Zylbersztejn and Mott[23], in particular, have pointed out that the lack of appreciable
dierence in the size of the band gaps in the three insulating phases, in spite of their structural dierences, can only mean that lattice distortions cannot be singularly responsible
for the opening of the insulating gap. If they were, then one would expect the M2 phase,
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where only half the vanadium chains dimerize, to have either a very small gap or to be
metallic in nature. Since this is not the case, they argue that electronic correlation, and
not lattice distortion, must be the driving force behind the MIT.
A similar argument was advanced by Pouget

et al.

Hubbard model for a linear chain of dimerized atoms, with
energy,

t

the intra-dimer hopping matrix element, and

t0

[10], in which they consider a

U

as the intra-atomic Coulomb

the inter-dimer hopping integral.

This one-dimensional chain is analogous to the chain of vanadium atoms along the rutile
direction in VO2 . In the band limit where
while in the localized limit of

tU

tU

the insulating gap would be

the gap would be

E ≈ U −2 |t0 |.

cR

E ≈ 2 |t − t0 |,

In the M1 phase, where

all vanadium atoms form equivalent dimers, it would be dicult to distinguish between
the two limiting cases. However, Pouget
be made when

t → t0 ,

et al.

pointed out that a clear distinction can

which is the case for the linear chains in the M2 phase. Moreover,

their NMR measurements show the presence of localized 3d electrons in the equidistant
vanadium chains of the M2 phase, implying

tU

for that phase.

Despite the strength of this argument, technical diculties and lack of computational
power in the past has prevented its conrmation until very recently.

In Chapter 3 we

will present the rst experimental measurements and theoretical calculations of the optical
conductivities of VO2 in the insulating phases (M1, M2, T) in conrmation of this argument
for the role of correlation in the MIT in VO2 .
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2.3

Density Functional Theory

2.3.1 The Problem
In quantum mechanics, the energies and evolution of a system are fully described by
the Schrödinger equation

Ĥψi = Ei ψi

where

Ĥ

is the Hamiltonian of the system,

Ei

(2.1)

are its energies and

ψi

its wavefunctions.

For a system consisting of multiple nuclei and electrons, we can express the Hamiltonian
in atomic units (where

N

~ = 1, me = 1,

and

N

N

e = 1)

as

N

N

N

N

N

e X
e X
e
e
X X Zα Zβ
Zα X
1
1X 1 2 X
1X
∇α −
+
+
∇2i −
Ĥ = −
2 i=1
2 α=1 Mα
r
r
rαβ
α=1 β=1
i=1 α=1 iα
i=1 j>i ij

where

N

and

Ne

(2.2)

are the total number of nuclei and electrons, respectively; latin indices

denote electrons while greek indices denote nuclei. This Hamiltonian can be further simplied using the Born-Oppenheimer approximation (Mα

 1),

eliminating the nuclear

kinetic term. Dropping the constant ion-ion coulomb term, we are left with

N

Ĥ = −

N

N

e
e X
e
X
1X
1
∇2i +
+ Vext
2 i=1
r
ij
i=1 j=1

The problem is now reduced to solving the Schrödinger equation for an interacting system
of electrons in an external potential

Vext .

This external potential includes the electron-ion

term and any external electric and magnetic elds.
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That said, solving this electronic-

only Schrödinger equation is an intractable problem for systems with a large number of
electrons.

2.3.2 Mapping the Many-Electron Problem onto a Non-interacting
N -electron System
Density Functional Theory (DFT) provides a framework to solve this problem for
realistic systems. It starts with the Hohenberg-Kohn (HK) theorems, which state that

1. the ground state energy of a system of electrons is a unique
state electron density (EGS

= E [nGS ]),

functional

of the ground

and that

2. this ground state energy can be obtained via the variational principle  that is, the
electron density that minimizes the total energy of the system is in fact the ground
state electron density.

Proof of these theorems are relatively straightforward and have been covered extensively
elsewhere so they will not be repeated here[11].

These theorems form the basis of the

Kohn-Sham formulation of DFT[12], where the many-body interacting electron system is
mapped into a

ctitious

system of noninteracting electrons within an eective potential

that nevertheless yields the same ground state density and energy as the original system.
In their formulation Kohn and Sham expressed the total energy functional of this
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ctitious system as

Z
E [n] = TKS [n] + EH [n] + EXC [n] +

vext (r) n (r) dr

(2.3)

where

TKS =

N Z
X

φ∗i

i=1



1 2
(r) − ∇ φi (r) dr
2

(2.4)

is the non-interacting Kohn-Sham kinetic energy,

Z
EH =

n (r) n (r0 )
dr dr0
0
|r − r |

(2.5)

is the classical Hartree (Coulomb) interaction energy, and

correlation

EXC

is the so-called

exchange-

energy, a catch-all term that includes contributions to the total energy not

covered by the other terms. This includes but is not limited to the self-energy correction
to the Hartree term, electron-electron interaction energies, and corrections to the kinetic
term due to said interaction eects.
Expressing the density of the ctitious system as
energy yields the Euler-Lagrange equations for the

n (r) =

PN
i

φ∗i φi ,

minimizing the

φi



1 2
− ∇ + veff (r) φi (r) = εi φi (r)
2

an eectively one-particle Schrödinger equation, with
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εi

being the energy of the Kohn-

Sham orbital

φi .

The Hohenberg-Kohn theorems say

EXC

exists, but unfortunately its exact expression

is unknown. In implementing the Kohn-Sham procedure, one must choose an approximate
form for this functional. This will be discussed in more detail in the next section. Thus
the Kohn-Sham eective potential can be calculated from the density as

Z
veff (r) =

n (r0 ) 0 δEXC [n]
dr +
+ vext (r)
|r − r0 |
δn (r)

(2.6)

Solving for the ground state density thus becomes a self-consistent iterative process:

1. Begin with an initial guess to the ground state density.

2. Use this density to construct the eective potential

veff .

3. Solve the Schrödinger-like equation to obtain the Kohn-Sham orbitals

φi , and calculate

the total energy.

4. Construct a new ground state density from the calculated orbitals.

5. Repeat steps 2-4 until new density and total energy do not change appreciably.

2.3.3 Exchange-Correlation Approximations
The exchange-correlation functional

EXC and resulting potential vXC are the only truly

unknown quantities in the Kohn-Sham formulation of DFT; thus in principle if we knew
the exact form of the exchange-correlation functional for a given system then we could
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determine its exact ground state density and calculate its properties.
Luckily, it turns out that even approximate forms of the exchange-correlation functional can yield useful predictions of physical properties of many real systems and materials. We will now briey mention a few forms that are particularly relevant to the research
presented in this dissertation.

Local Density Approximation (LDA)
The

Local Density Approximation is one of the simplest approximations of the exchange-

correlation functional, and is based on the assumption that the term depends only on the
density at the point where the functional is being evaluated,

LDA
EXC

with

gas

εXC

Z
[n] =

3
εLDA
XC (n) n (r) d r

being the exchange-correlation energy per electron of a

of density

n (r).

(2.7)

homogeneous electron

In this formulation, the exchange-correlation energy is split into its

exchange and correlation components,

LDA
= EX + EC
EXC
 1 Z
4
3 3 3
{n (r)} 3 dr + EC
=−
4 π

(2.8)

(2.9)

where the exchange term is that of the homogeneous electron gas. No exact expression
exists for the correlation term; approximations exist for the edge cases of very weak and
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very strong correlation, and numerical quantum Monte Carlo simulations have been performed for certain intermediate cases.

Dierent approaches and approximations to the

correlation term have thus given rise to various "avors" of LDA, such as the Vosko-WilkNusair (VWN), Perdew-Zunger (PZ81), and Perdew-Wang (PW92) functionals. Despite
its relative simplicity, the LDA has been successfully used to calculate various properties
of solids.

Generalized Gradient Approximation (GGA) and Beyond
The logical extension of the LDA would be to incorporate local gradient eects; thus
the

Generalized Gradient Approximation

GGA
EXC

Z
[n] =

denes the exchange-correlation functional as

3
εGGA
XC (n, ∇n) n (r) d r

(2.10)

As in the case of LDA, there exists many dierent avors of GGA functionals, both empirical and non-empirical.

While empirical GGA functionals are often tted to certain

sets of molecules or materials and thus perform well only for those systems, non-empirical
functionals are usually tted to more general physical constraints and are generally applicable to more systems. Examples of the latter include the Perdew-Burke-Ernzerhof (PBE),
Perdew-Wang (PW91), and the Armiento-Mattsson (AM05) functionals.
From here the natural progression would be to include the second derivative of the
density in the approximation to the exchange-correlation functional. This class of functional are collectively known as

meta-GGA functionals, and show improvements over GGA
19

functionals in the calculation of certain physical properties. The Tao-Perdew-StaroverovScuseria (TPSS) functional is an example of a meta-GGA functional.

2.3.4 DFT+U
Despite its widespread success in describing the properties of many dierent materials and systems, DFT often fails to properly describe systems with localized (and hence
strongly correlated) electrons. One attempt to correct this issue is to introduce a strong
intra-atomic interaction in a screened Hartree-Fock-like manner, which is commonly reffered to as the DFT+U approach[24, 25].
The two most popular implementations of this approach are those introduced by
Liechtenstein

et al,[24] and Dudarev et al [25].

the Hubbard-like onsite repulsion term
Dudarev approach only an "eective"

U

In general both depend on two parameters:

and the onsite exchange term

Ueff = U −J

J,

though in the

is relevant. The specic implementation

of these methods vary, but in general they involve additional (somewhat ad-hoc) term(s)
to the DFT total energy. Since this work utilizes the Vienna Ab-initio Software Package

vasp) throughout, we will briey describe its specic implementation.

(

The Liechtenstein

method writes the total energy as

EDFT+U = EDFT + EHF − EDC

where

EHF

is the Hartree-Fock-like term, and
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EDC

(2.11)

is the double counting energy.

The

former is of the form

EHF =

1X
(Uγ1 γ3 γ2 γ4 − Uγ1 γ3 γ4 γ2 ) n̂γ1 γ2 n̂γ3 γ4
2
{γ}

with

n̂γ1 γ2

being the on-site occupancies

n̂γ1 γ2 = hφs2 |m2 i hm1 |φs1 i

and

Uγ1 γ3 γ2 γ4

being the on-site electron-electron interaction

Uγ1 γ3 γ2 γ4 = hm1 m3 |

1
|m2 m4 iδs1 s2 δs3 s4
|r − r0 |

Meanwhile, the double counting term takes the form

EDC =

with

ntot =

P

σ

nσ .

JX σ σ
U
ntot (ntot − 1) −
n (n − 1)
2
2 σ

(2.12)

The Dudarev approach is simpler and modies the DFT total energy

as follows:

EDFT+U

(U − J) X
= EDFT +
2
σ

"

!
X

nσm1 ,m1

m1

!#
−

X

nσm1 ,m2 nσm2 ,m1

with the occupancy matrix elements as dened above. The appropriate values of

J)

(2.13)

m1 ,m2

U

(and

vary by system and are often obtained by tting the calculation results to known
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experimental quantities. Further details on the implementation can be found in Refs.[24
27]

2.3.5 Hybrid Functionals
Aside from the preceding exchange-correlation functionals, there exist a class of functionals that incorporate a portion of exact

Hartree-Fock exchange

empirical or non-empirical exchange-correlation terms.

brid functionals,

along with the usual

These functionals are called

hy-

and the exact Hartree-Fock(HF) exchange term they incorporate can be

expressed as

EXHF

1X
=−
2 i,j

Z

φ∗i (r1 ) φ∗j (r2 )

1
φj (r1 ) φi (r2 ) dr1 dr2
r12

Thus a hybrid functional will consist of a linear combination of
other exchange and/or correlation density functionals.

EXHF

(2.14)

and any number of

For example, the PBE0 hybrid

functional is expressed as

3
1
PBE0
EXC
= EXHF + EXPBE + ECPBE
4
4

(2.15)

As the results presented in chapters 3 and 4 were obtained using the Heyd-ScuseriaErnzerhof (HSE) hybrid functional, it would be appropriate to discuss it in more detail
here. In addition to incorporating a fraction of exact HF exchange, the HSE functional
also separates its exchange terms into so-called short-range and long-range components;
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thus it is also sometimes referred to as a range-separated hybrid functional. Specically,
the HSE functional is expressed as

HSE
= αEXHSE,SR (µ) + (1 − α) EXPBE,SR (µ) + EXPBE,LR (µ) + ECPBE
EXC

(2.16)

The superscripts SR and LR refer to short-range and long-range components, respectively;
the

mixing parameter α denotes the fraction of exact HF exchange; nally, µ is a parameter

that controls the range separation. The creators of the functional originally set
as in PBE0, and found the optimal value for the range parameter to be

α = 0.25
−1

µ = 0.3 Å

;

these choices of parameters yield what is now known as the HSE03 functional. They later
revised their range parameter to

−1

µ = 0.2 Å

while keeping

α = 0.25, yielding what is now

referred to as the HSE06 functional.
Although HSE03 and HSE06 are the most commonly used variants of HSE, it has been
shown that treating

α as an material-dependent parameter can yield computed parameters

that are in better agreement with experimental values[28, 29]. Moreover, it has also been
shown that

α

can be semi-quantitatively related to the Hubbard

U

in DFT+U [30]. This

is the approach that is adopted in this work.

2.4

Overview of Computational VO2 Research

If we accept that VO2 is a strongly-correlated material, then it is not terribly surprising that early DFT calculations on VO2 yielded unphysical results. LDA calculations
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performed by Wentzcovitch
gap

≈ 0.04 eV,

of about

et al.

found the M1 phase to be a semimetal with an energy

whereas experiment rmly classies M1 as an insulator with a band gap

0.6 eV[31,

32]. A similar LDA treatment of the M1 and M2 insulating phases by

Eyert [22] also failed to open an insulating gap. Later calculations by Eyert using GGA[33]
similarly found a metallic ground state, underscoring the inadequacy of standard DFT in
describing the insulating phases of VO2 .
Later work by Human
value of

U ≥ 3 eV

et al.

reported DFT+U calculations on the M1 phase with a

that does open up an insulating gap and yields phonon frequencies that

are in good agreement with measured values [34].

We found similar results in our own

DFT+U calculations. As will be discussed in the next chapter, we also note certain features
at or around the band gap energy in the calculated M1 and M2 optical conductivities that
are inconsistent with experimental measurements, and nd that DFT+U shares the same
problem as regular DFT of incorrectly predicting the antiferromagnetic M2 as the lowestenergy phase.
In his 2011 Letter Eyert also reported hybrid-DFT calculations on VO2 using one of
the standard HSE functionals [33]. Although correct in identifying the antiferromagnetic
ordering as the lowest energy state of the M2 phase, his HSE calculations also yielded insulating gaps of about

1.1 eV in the M1 phase and about 1.2 eV in the M2, an overestimation

of the experimental gaps by roughly a factor of two.
A number of studies have also been performed using Dynamical Mean-Field Theory (DMFT), with varying results and conclusions.
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Initial calculations by Biermann

et

al.

employing the usual single-site impurity model on the vanadium atoms in M1 fail to

open an insulating gap[35], making it clear that a cluster-DMFT (cDMFT) approach with
both V atoms in the dimer pair as impurity sites would be necessary. Describing M1 as a
"correlation-assisted Peierls insulator," Biermann

et al.

argue that while correlation is nec-

essary to open the insulating gap, the material remains Peierls-like since its energy bands
do not exhibit the usual features of Mott-Hubbard insulators[36]. Conversely, Kotliar

al.

et

describe the R→M1 MIT as a "Peierls-assisted orbital selective Mott transition" and

a "Mott transition in the presence of strong intersite exchange"[37, 38]. The calculated
electronic structures for the M1 and M2 phases reported in Ref. [38] are quite similar to
each other, in line with the arguments set forth by Mott and others [10, 23].
Finally, in recent years there has been increasing interest in VO2 under high pressures.
Following experimental reports of metallization of monoclinic VO2 under suciently high
pressures [18, 19], He

et al.

performed DFT+U calculations on the insulating M1 phase

under increasing pressures [39]. Their calculations identied two structurally similar phases
that were nearly degenerate, which they labeled M1' and M1. These phases are mainly
dierentiated by opposite rotations of their oxygen octahedra about the rutile

c-axis

with

respect to the ambient-pressure M1 structure. Interestingly, the behavior of these phases
under increasing pressure diered greatly: while M1' would maintain an insulating gap,
M1 would become metallic at

40 GPa.

The authors therefore suggested M1 as a possible

explanation for the observed metallization of monoclinic VO2 .
further in Chapter 4.
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This will be discussed

CHAPTER 3
The Insulating Phases of VO2 are of
Mott-Hubbard Type
3.1

Introduction

Numerous experimental and theoretical studies of the metal-insulator transition (MIT)
between the insulating monoclinic M1 and the metallic rutile R phases of vanadium dioxide
(VO2 ) have been performed since its identication by Morin in 1959. While some attribute
the opening of the insulating gap to the dimerization of the vanadium atoms (so-called
Peierls-type mechanism) in the M1 phase, others argue that although the dimerization
plays a role, the primary driving force behind the MIT is in fact Mott-Hubbard electronic
correlation. These studies have been the subject of extensive reviews[13, 40, 41] and will
therefore not be referenced directly here.

A signicant proportion of the literature on
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the nature of insulating VO2, particularly in recent years [36, 37, 4253], has struggled
to decouple the contributions of the Mott-Hubbard and Peierls mechanisms because of
an emphasis on the M1 phase. Interestingly, it has long been recognized that measuring
the electronic properties of two additional insulating VO2 phases, the monoclinic M2 and
triclinic T , could potentially settle the debate about the origin of the energy gap, but the
measurements have been dicult to achieve.
One of our purposes in this chapter is to refocus attention to the importance of measuring the electronic properties of the monoclinic M2 and triclinic (T) phases to decouple
the eects of the Peierls and Mott-Hubbard mechanisms. This can be seen from the argument put forward by Pouget et al.[10], which can be summarized as follows: One starts
from a model of an isolated vanadium dimer in VO2 , with one electron per site, analogous to the familiar case of the hydrogen molecule. Both the Peierls and Mott-Hubbard
pictures correspond to limiting cases of the Hubbard model for a chain of such dimers,
depending on whether the intradimer hopping parameter (t) or the intra-atomic Coulomb
repulsion (U ), respectively, is the dominant energy scale in the system. Interestingly, in
both cases, the qualitative description of the electronic structure is the same: an insulator
with a bonded spin singlet on the dimer, where the band gap results from splitting of the
bonding and antibonding a1 g bands (the lower and upper Hubbard bands in the Mott
picture). As pointed out by the authors of Ref.[10], the only clear distinction between the
two cases is how the energy gap responds to changes in the hopping parameter resulting
from changes in lattice structure. For the chain of dimers, the bands broaden relative to
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0
the isolated dimer, decreasing the gap based on the interdimer hopping (t ). In the Peierls
limit (U

 t, t0 ),

insulating behavior vanishes as

chains. In contrast, the gap is primarily set by

t

U

approaches

t0 ,

the case of undimerized

in the Mott-Hubbard limit (U

 t, t0 ),

and is thus insensitive to changes in the degree of dimerization. In the M1 phase, where
all of the chains are dimerized and equivalent, it is dicult to decouple the eect of dimerization from intraatomic Coulomb correlations.

This is not the case for the M2 and T

phases.
In this chapter, we present the result of hybrid-functional calculations on the electronic structure of VO2 . These calculations go beyond the Hubbard model for a chain of
vanadium dimers and take into account the multiband nature of the electronic structure.
The calculations were motivated by our experimental collaborators, the Qazilbash group
at the College of William & Mary, who performed infrared microspectroscopy and spectroscopic microellipsometry on internally strained VO2 crystals that undergo a rst order
phase transition with increasing temperature from the T phase to the M2 phase. Both our
calculations and the experimental measurement nd that the energy gap and electronic
structure are essentially unchanged across this structural phase transition. Moreover, the
optical energy gap of 0.6 (±0.1) eV in the M2 and T phases is nearly the same as that
measured by numerous previous measurements on the M1 phase[46, 5458]; the gap is
insensitive to the dierent vanadium pairing arrangements in the M1, M2, and T phases.
This indicates that the gap has a common physical origin in the intra-atomic Coulomb
correlations in the insulating phases of VO2 .
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In the M1 phase, all of the vanadium ions dimerize and tilt in equivalent chains along
the rutile

cR

axis (see Fig. 1). In contrast, the M2 phase contains two distinct types of

vanadium chains: one type consists of vanadium ions that pair but do not tilt, while the
other consists of vanadium ions that tilt but do not pair. The vanadium ions in the latter
chain are equidistant, each carrying a localized electron with a spin-1/2 magnetic moment
and antiferromagnetic exchange coupling between nearest neighbors[10, 59]. The T phase
has two types of inequivalent vanadium chains (or sublattices) in which the vanadium ions
are paired and tilted to dierent degrees (see Fig. 1)[10]. The T phase can be thought
of as an intermediate phase between the M2 and M1 phases, where the chains become
equivalent in M1. While the M1 insulating phase is generally found in bulk VO2 , the M2
and T phases can be accessed via chemical doping or strain[10, 6066].

FIG. 3.1: A plan view of vanadium ion positions for the metallic rutile and insulating M2, T,

and M1 phases of VO2 . In all phases, the vanadium ions at the center of each rutile unit cell
(shown by the grid lines) are oset from the others by

1
2 unit cell (denoted by "1/2" in the rutile

panel). The vanadium ions in the insulating phases undergo small displacements from the rutile
positions (open green circles in the panels of the insulating phases).

cR

and

aR

The rutile lattice vectors

are shown in the lower left corner of the diagram. Vanadium chains in the insulating

phases are oriented along the

cR

direction.
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Nuclear magnetic resonance (NMR) and electron paramagnetic resonance (EPR) have
determined the presence of localized

d

electrons with about one Bohr magneton magnetic

moment on the unpaired vanadium chains of the M2 phase[10, 62, 63]. While this localization is a hallmark of a Mott-Hubbard insulator, the situation in the dimerized chains is less
clear. The NMR and EPR measurements can be interpreted using a model in which the
electrons on the dimerized chains are covalently bonded. Therefore, as alluded to above, it
is unclear whether the dimerized chains should be thought of as Peierls insulators, or MottHubbard insulators with the valence electrons forming covalently bonded singlets which
are localized on the dimers. It has been argued that the M1 and T insulating phases of
VO2 , which dier only slightly in free energy from the M2 phase, cannot have a grossly
dierent energy gap and should thus also be classied as Mott-Hubbard insulators[10, 32].
Although strong, this argument needs experimental verication via direct measurement of
the M2 and T phase energy gaps, which can then be compared to each other and to the
literature values of the M1 phase energy gap.

3.2

Experiment

The samples used in measurements by our collaborators are rod-shaped single crystals with lengths and widths varying between

1 − 3 mm

and

These single crystal samples are oriented such that the rutile

50 − 100 µm,

cR

respectively.

direction in each sample

lies parallel to the long axis of the crystal. These single crystals allow for measurements
of anisotropic properties using infrared spectroscopy and spectroscopic microellipsometry
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across the R→T→M2 transitions on the

same sample, minimizing potential issues that can

stem from collecting and comparing measurements from dierent samples. Raman spectroscopy and observation of changes in sample sizes further conrm the phase assignments
of the samples used in measurements.
Generalized spectroscopic microellipsometry between 0.6 and

∼ 44 000 cm−1 )

was performed at William & Mary.

5.5 eV (∼ 4800

and

Spectroscopic ellipsometry allows

accurate determination of both real and imaginary parts of the optical constants of the
sample, which in turn allows investigation of the material's electronic structure.

3.3

Theory

We then performed ab initio hybrid density functional theory (DFT) calculations on
the three insulating phases with the Heyd-Scuseria-Ernzerhof (HSE) functional [67, 68].
The imaginary part of the frequency-dependent dielectric tensor was obtained from DFT
wavefunctions[69],

(2)

αβ (ω) =

1 X
4π 2 e2
lim 2
2wk δ (ck − vk − ω) × uck+eαq |uvk
Ω q→0 q c,v,k

where the indices
point weights, and

c

and

uck

v

uvk |uck+eβq

refer to conduction and valence states, respectively,

is the periodic part of the orbital wavefunctions at
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k.

wk

are k-

The real part

can then be obtained from a Kramers-Kronig transformation,

(1)
αβ

2
(ω) = 1 + P
π

∞

Z
0

(2)

αβ (χ) χ
dχ
χ2 − ω 2 + iη

Calculated optical conductivities were determined from the imaginary part of the opti-

vasp)

cal dielectric tensor, using the Vienna Ab initio Simulation Package (
HSE (screened) exact-exchange fraction

α = 0.05

and screening parameter

[7073] with

µ = 0.2.

The

optical conductivity calculations are for vertical-only transitions (initial and nal states
are at the same k-point). The theoretical conductivities were broadened by

0.3 eV,

except

as indicated, to account for quasiparticle lifetime eects not included in HSE. With suitably chosen

α,

the HSE functional can, in many instances, provide a good description of

electronic properties ranging from band to Mott-Hubbard insulators as shown in previous
work [28, 29]. The percentage

α

of exact exchange in hybrid DFT can be semiquantita-

tively related to the value of the Hubbard

α

(and

U)

U

parameter in DFT+U , with larger values of

yielding larger optical gaps [2830]. Hybrid DFT and DFT+U both provide

a mean-eld treatment of on-site 3d correlation on the V atoms.
HSE calculations [33, 74] used

α = 0.25

Previous M1 and M2

calculations, which yielded too large band gaps,

1

compared to experiment .

Eyert's 2011 Letter(Ref. [33]) references both HSE papers, Refs [67] and [68]. While not made explicit,
we assume Eyert used the more common HSE06 from Ref. [68]. In either case, both HSE03 and HSE06
sets α = 0.25.
1
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3.4

Results and Discussion

Optical conductivities reported by our experimental collaborators are shown in Fig.3.2(a)(b). It is immediately clear that the optical conductivity, and thus the electronic structure,
of the M2 and T phases is nearly the same. This nding is remarkable given that there are
obvious dierences in the structural and magnetic properties between the two phases, as
discussed above. Interestingly, numerous measurements on single crystals and thin lms
of the M1 phase give almost the same magnitude of the energy gap as measured in the
M2 and T phases [46, 5458]. The optical energy gap is the spectral region with vanishing
conductivity.

Above the gap, the optical interband transition labeled

∆,

is quite rigid

across this wide range of VO2 samples.
For a direct comparison to the M1 phase, Fig.3.2(a)-(b) also shows optical conductivity extracted from the reectance spectrum of Verleur

et al.

on single crystals [75]. The

complex conductivity is not uniquely determined by the reectance intensity spectrum
without knowledge of the reectance phase.

In addition to the optical conductivity re-

ported in Ref. [75], our collaborators presented an alternative determination of the optical
conductivity using the T phase complex conductivity measured here to approximate the
value of the M1 reectance phase shift in the high-energy region of the spectrum. Using
this constraint leads to an M1 conductivity spectrum with a lower uncertainty than that
reported in the original work, where the reectance phase shift was not measured. The
M1 optical gap is nearly the same as that in the M2 and T phases, and similar optical
interband features are present in all three phases.
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FIG. 3.2: Experimental optical conductivity

σ1

of the M2 and triclinic T phases parallel to the

vanadium (V) chains (a) and perpendicular to the vanadium (V) chains (b). Phonon features,
which occur below

0.11 eV,

are not shown.

For comparison, accurate optical conductivity of

the M1 phase is extracted from the reectance spectrum reported in [75] by using the complex
conductivity of the T phase measured in this work as a constraint above

4 eV

(see text). The

inset in panel (b) shows an eective energy level diagram along with optical interband transitions
that appear in the conductivity spectra. First-principles DFT optical conductivities calculated
via the HSE functional are presented in (c) and (d).
broadened by

0.3 eV.

The calculated conductivity for

The calculated raw conductivities are

Ekcr

contains a very sharp

∆k

feature [see

inset of panel (c)]. To account for lifetime eects not handled in the static HSE treatment, the

∆k

feature, which is assigned to transitions between the lower and upper Hubbard bands in the

Mott picture, is further broadened to a FWHM of
models the experiment.
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1.5 eV

in the main panel of (c), which better

The results of our hybrid DFT calculations are presented in Figs.3.2(c) and 3.2(d).
In agreement with experimental measurements, we nd that the energy values of the
interband transitions, particularly
phases.

vasp,

DFT+U calculations (U

∆

across the optical gap, are quite similar for all three

= 5.7 eV

and

J = 0.8 eV,

using LDAUTYPE = 1 in

not shown) yield qualitatively similar results. This insensitivity to the change in

lattice structure in all three insulating phases is incompatible with the Peierls picture. It
is interesting to note that the

∆k

feature in the raw HSE result is much sharper than in

experiment (see Fig. 4). This is indicative of short lifetimes for carriers excited between
the bonding and antibonding

a1 g

bands in the real system that is not captured in the

static HSE theory. Such lifetime broadening is characteristic of signicant electron-electron
interactions in these orbitals of Mott-Hubbard character. This is additional evidence that
the splitting of the

a1 g

bands, and consequently the energy gap, arises from Coulomb

correlations. The most recent iteration of dynamical mean-eld theory electronic structure
calculations nds energy gaps for the M1 and M2 phases that are consistent with our
experimental results [38].
A schematic of the eective electronic structure of the vanadium
insulating VO2 phases is shown in the inset of Fig.
particular note, labeled

∆

and

∆k .

3.2(b).

The interband transition

d bands for the three

There are two features of

∆

across the energy gap is

centered about 1.2 eV for all three phases and has little polarization dependence. Similarly,

∆k

occurs around 2.5 eV in all phases for light polarized along the vanadium chains, and is

thus ascribed to transitions between the bonding and antibonding a1g bands. These can
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be thought of as the lower and upper Hubbard bands in the Mott picture. The features
labeled

Ω

occur at 3 eV or higher energies and are primarily optical interband transitions

between O2 p states and the empty vanadium

d states.

We emphasize that the robustness of

the insulating phase band structure, despite the change in lattice structure, is a remarkable
result that is not anticipated by conventional band theory.

3.5

Conclusions

To conclude, the nature of the VO2 insulating phases is now clear. The optical spectroscopy data and the computational result presented here clearly demonstrates that the
electronic structure of the VO2 insulating phases is robust to changes in lattice structure
and vanadium-vanadium pairing. In particular, the energy gap is insensitive to the dimerization of the equally spaced vanadium ions with localized electrons in the M2 chains. This
result is incompatible with a Peierls gap and is strong evidence that the gap arises due
to Mott-Hubbard type Coulomb correlations. The negative Knight shift is indicative of
localized electrons on the equally spaced vanadium ions in the M2 chains. Its absence in
the dimerized chains of all three phases [18] elucidates the key subtlety of the insulating
VO2 states: in contrast to a more conventional Mott insulator, where valence electrons are
localized on individual ions, the dimerized vanadium chains contain bonded spin singlets
which are localized on the vanadium dimers. This fact has made it dicult to conclusively
distinguish between the Peierls and Mott-Hubbard pictures in the exhaustively studied
M1 phase. Study of the M2 and T phases, with their nonequal V chains, is essential to
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decouple the eects of dimerization and electronic correlations. Seen in a broader context,
our work paves a path for disentangling the contributions of the electronic and structural
degrees of freedom to phase transitions in other correlated electron systems.
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CHAPTER 4
DFT+U and HSE Investigation of the
VO2 Insulator-Metal Transition Under
High Pressures
As mentioned, VO2 is a transition metal oxide that exhibits a metal-insulator transition upon cooling below its critical temperature

Tc ≈ 340 K.

This transition is accom-

panied by a simultaneous structural phase transition (SPT) from a tetragonal rutile R
to a monoclinic M1 structure.

Other insulating phases, another monoclinic M2 phase

and a triclinic T, have been identied and are accessible via tensile strain[14] or chemical doping[16]. In addition to the SPT, electron-electron interaction eects also play an
important role.

For example, regular density functional theory (DFT) band structures

predict metallic behavior or show only a small energy gap[31] in the monoclinic phases.
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Recent work has focused on unraveling the relative importance of these two eects. It has
been pointed out[10] that one way to accomplish this decoupling is by examining the other
insulating phases, especially M2, as we recently did[76].

While most previous work has

focused on the temperature-induced MIT, metallization has also been observed to occur
on monoclinic VO2 samples under suciently high pressures. In this chapter, we focus on
this pressure-induced MIT.
Although explicit many-body calculations for this problem are still beyond the practical limits of current technology, advances in computing have made practical ever more
sophisticated computational methods and techniques. In recent years several studies have
successfully used dynamical mean-eld theory (DMFT)[37, 38] [[and quantum Monte Carlo
(QMC)[45] techniques]] to describe dierent aspects of VO2 .

It was found that while a

single-site impurity model is sucient to describe the rutile R phase, the same model predicts a metallic M1 phase; a cluster-DMFT treatment where the M1 vanadium dimer is
considered as a two-site impurity model is then required to open the insulating gap. While
this underscores the entanglement of structural and electron-electron interaction eects,
it also highlights the drawback of this approach, namely the choice of impurity models to
properly describe each phase.
The simultaneity of the MIT and the SPT in the M1→R transition has been a source
of no small confusion because it blurs the lines between cause and eect. In our previous
work we decoupled these two aspects by calculating the optical conductivities of the three
insulating phases via DFT+U and hybrid-DFT, specically the Heyd-Scuseria-Ernzerhof
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(HSE) functional.

Both methods attempt to account for localized electron-electron in-

teraction beyond what is accounted for in standard DFT. We found that the HSE results
were in remarkable agreement with experiment, much more than the DFT+U calculations.
Moreover, we found the optical gap to be insensitive to the structural dierences between
the three insulating phases, and this was the case in both computed and measured optical
data. From the experimental observations and our calculations[76], it can be concluded
that intra-atomic Coulomb correlation, and not the structural change due to vanadiumvanadium pairing, is mainly responsible for the optical energy gap in the insulating phases
of VO2 .
Previously in 2007 Arcangeletti

et al.[18] reported a so-called isostructural transition

from the insulating M1 phase into a metallic monoclinic phase under suciently high pressures. More recently, Bai

et al.[19]

reported that VO2 in both M1 and R phases would

transition into a metallic phase X above

PcM1 = 34.3 GPa and PcR = 38.3 GPa, respectively.

Although its crystal structure could not be denitively identied, the structure of X was
successfully indexed with a baddeleyite-like monoclinic unit cell (P 21 /c symmetry). Another recent work by Lee

et al.[77]

describes a similar isostructural transition in thin-lm

VO2 . The existence of this high-pressure phase thus provides another pathway to decouple
the electronic and structural aspects of the VO2 metal-insulator transition.
Following the experimental work on phase X, He

et al.[39] performed DFT+U

calcu-

lations on the M1 phase under increasing pressure. They identied two nearly-degenerate
monoclinic phases (dubbed M1' and M1) above

40

20 GPa

whose structures are primarily

distinguished by opposite rotations of their oxygen octahedra with respect to the ambientpressure M1 structure. Under increasing pressure, it was found that the M1 energy gap
would go to zero at

40 GPa,

while M1' would maintain a sizeable insulating gap.

No-

tably, this pressure-induced MIT in M1 is not accompanied by a structural transition,
as both phases retain their monoclinic symmetry. M1 was therefore suggested as a possible explanation for the previously observed metallization of monoclinic VO2 under high
pressures.
In this chapter, we re-examine this nding, applying DFT+U and HSE to study the
pressure-induced MIT. After a brief description of the methodology, we will present our results and discuss the sensitivity of the calculations to the choice of DFT+U formulation and
compare these to HSE results. Both DFT+U formulations fail to nd reasonable metallization pressures, while our HSE calculations predict that the M1 phase becomes metallic
at

∼ 32 GPa,

4.1

in good agreement with the measured experimental value of

34.3 GPa.

Computational Methods

As in the previous chapter, we account for the strong correlation of the

d-electrons

using DFT+U calculations utilizing either the Liechtenstein[24] or Dudarev[25] approach
to model the Hubbard interaction. The former treats the on-site Coulomb parameter
and exchange parameter

J

U

as independent correction terms, while the latter is a simplied

approach in which only a single eective parameter
interactions.
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Ueff = U − J

accounts for the Coulomb

It has been shown[28] that with a suitable choice of

α, the HSE functional can provide

a good description of electronic properties for the material being investigated. Moreover,
the percentage of HSE exact exchange as represented by

U

in DFT+U , and increasing values of

should noted that unlike the Hubbard

U

α

and

U

α

can be linked to the Hubbard

yield larger bandgaps[30]. That said, it

in DFT+U which is applied only to the vanadium

d-electrons, the HSE exact exchange α acts on all bands.

In this sense HSE can be argued to

be a less-parametrized approach to include strong correlation eects compared to DFT+U .
For the hybrid-DFT calculations, a full relaxation from the experimental structure
would have been expensive in terms of computation time. Therefore we made use of the
relaxed DFT+U structures as a starting point for our hybrid-DFT calculations: starting
with the ambient M1 structure, we simulated an increase in external pressure

P

and xed

atomic positions while allowing the unit cell volume and shape to relax until there is no
appreciable change(.

0.1%

change in cell volume). The cell volume and shape are then

xed and the atomic positions are allowed to relax until residual forces were acceptably
small (.

0.01 eV/Å).

The process is repeated until sucient convergence is reached, and

the resulting structure is then used as a starting point for further relaxation using hybridDFT.
All
age (

ab-initio calculations were performed using the Vienna Ab-initio Simulations Pack-

VASP).

DFT+U calculations were completed using the Perdew-Burke-Ernzerhof

(PBE) functional as implemented in
(Ueff

VASP,

and the values

U = 3.45 eV

and

J = 0.8 eV

= U −J = 2.65 eV, using the Dudarev approach as implemented in VASP, LDAUTYPE =
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2, unless otherwise specied) were used for the Hubbard parameter U
eter
in

J.

and exchange param-

Hybrid-DFT calculations were performed using the HSE functional as implemented

VASP,

parameter

with the choice of (screened) exact-exchange fraction

µ = 0.2.

All calculations utilized an

8×8×8

α = 0.05

and screening

Monkhorst-Pack grid to sample

the Brillouin zone.

4.2

Results and Discussion

Under increasing pressure, the oxygen octahedra of the insulating M1 phase simultaneously undergoes a compressive deformation and a near-rigid rotation about the rutile

cR

axis. Both DFT+U and hybrid-DFT calculations found two nearly-degenerate insulat-

ing phases M1' and M1 above

20 GPa,

structurally dierentiated mainly by the sense of

rotation of their oxygen octahedra under increasing pressures, in agreement with previous
ndings[39].

FIG. 4.1: M1 VO2 at ambient pressure; M1' and M1 at

rotations, seen along the rutile

cR

(monoclinic

aM1 )

100 GPa

to emphasize the octahedral

direction. Vanadium atoms are red; oxygen

atoms are a smaller blue. Zigzag distance is then dened as the distance between dimer V
atoms when projected onto the rutile

(001)

(monoclinic
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(100))

plane.

Other than the oxygen octahedra rotations, the main structural features of the insulating M1 phase are the dimerization of the vanadium atoms and their tilting away from
the rutile

cR

direction; the latter is represented h ere by the "zigzag" distance as dened

in Fig.4.1 above.

However, apart from the opposite rotations of corresponding oxygen

octahedra, we nd that our DFT+U calculation yielded little to no signicant structural
dierence between M1' and M1 even up to

100 GPa,

as shown in Fig.4.2; specically, no

signicant dierence in cell volume, or short and long dimer bond lengths between the two
phases were found.
Our Dudarev DFT+U calculations failed to observe metallization of the M1 structure throughout the entire pressure range, in disagreement with the previous report[39].
However, we do nd a pronounced dierence between M1' and M1 in the response of
the bandgap to the external pressure: while no metallization was observed, the bandgap
of the M1 phase was much more sensitive to external pressure, approaching

100 GPa

while M1' maintained a band gap of

∼ 0.4 eV

∼ 0.1 eV

at

at the same pressure. Although

broadening of the energy bands due to external pressure can partially explain the closing
of the gap in both phases, it does not explain the dierence of gap widths between them,
from

∼ 0.1 eV

at

40 GPa

to almost

0.3 eV

at

100 GPa.

Our calculations using Liechtenstein[24] DFT+U as implemented in

1),

with

U = 3.7 eV

and

J = 0.8 eV1

VASP (LDAUTYPE =

results in a similar outcome: a pronounced dierence

between M1' and M1 in the bandgap as a function of external pressure despite little to
no structural dierentiation, with the exception that M1 was found to become metallic

1

These values were chosen to match the HSE gap at α = 0.05.
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at

100 GPa.
The hybrid-DFT HSE calculations again nd little structural dierentiation between

M1' and M1; the bandgap response however, is now markedly dierent. We nd that HSE
predicts that M1 becomes metallic at

∼ 32 GPa,

in good agreement with experimental

measurements[19]. Interestingly, this transition pressure seems to not be sensitive to the
specic details of the structural relaxation, with a similar transition pressure found with
hybrid-DFT calculations done with structures obtained by relaxation via DFT+U .
Using

wannier90 and Wannier function k-point interpolation we generate maximally-

localized Wannier functions (MLWFs) to visualize the band structures of the M1' and
M1 phases.
bands. At

Partial-DOS calculations were done to determine orbital characters of the

30 GPa,

just below the critical pressure, we nd both phases to be insulating;

moreover, their bands retain the orbital characteristics of the M1 phase as described by
Goodenough[20], as shown in Fig.4.4. Thus aside from the smaller gap in M1, we nd
no qualitative dierence between the electronic band structures of the two phases in the
insulating state at this pressure.
At
bonding

100 GPa
a1g

and the

energy gap of
antibonding

the M1 phase is fully metallic, with a

eπg

overlap between the

bands. M1' remains insulating albeit with a greatly diminished

∼ 0.1 eV.

a∗1g

∼ 0.5 eV

Meanwhile, in both phases the high pressure has lifted the

bands above the

eπg

manifold to be easily distinguishable. Visualization

of the generated MLWFs once again conrm the orbital assignments, but fails to provide
any further hints on the origin of the discrepancy.S
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4.3

Conclusions

DFT+U and hybrid-DFT calculations were performed on the insulating M1 phase
of VO2 under increasingly higher pressure. Above

20 GPa

both methods nd two nearly-

degenerate phases M1' and M1 that are structurally dierentiated mainly by opposite
rotations of their oxygen octahedra about the rutile

cR

axis. Both DFT+U and hybrid-

DFT nd little to no dierence in the cell volumes, V-V bond lengths, or dimer tilts
between these high-pressure phases.

Despite this structural similarity the energy gap

response to pressure between the two phases is markedly dierent, with M1 tending toward
metallization at a much more rapid rate than M1'. Critically, where DFT+U fails to nd
a reasonable metallization pressure, hybrid-DFT HSE calculations predict that the M1
phase becomes metallic at

∼ 32 GPa,

of a metallic monoclinic state at

in good agreement with experimental measurements

34.3 GPa.

Although much more work needs to be done to

determine the origin of this metallization, these results reinforce our previous nding[76]
that electronic correlation, and not structural distortion, is the primary mechanism behind
the energy gap in insulating VO2 . Moreover, HSE appears to capture this correlation in
a manner superior to DFT+U , though the specics of how this is achieved remain to be
fully described.
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FIG. 4.2: Comparison of structural properties in M1' and M1 as calculated via DFT+U ; from

top to bottom: (a)zig-zag distance, (b)V-V bond lengths, and (c)cell volumes. Black lines with
square symbols denote M1'; red lines with circle symbols, M1.
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FIG. 4.3: Bandgap as a function of external pressure as calculated using DFT+U and HSE as

implemented in

VASP. Negative values indicate an overlap of the a1 g

and

eπg

bands instead of a

gap, as shown in Fig.4.5. Circles, diamonds and squares denote HSE, Liechtenstein DFT+U
and Dudarev DFT+U , respectively. Solid lines denote M1'; dashed lines denote M1. Note that
the Liechtenstein calculations predict a metallic M1, but at a much higher pressure compared
to HSE. In contrast to a previous study[39] which nds metallization of M1 at

40 GPa,

our

Dudarev calculations fail to nd any metallization whatsoever over the entire pressure range.
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FIG. 4.4: Partial DOS of select vanadium orbitals for M1' (top) and M1(bottom) at

generated using
indicate

dyz ,

wannier90.

Solid blue lines indicate

and dotted magenta lines indicate

reported due to adaptive smearing employed by

dxz .

dx2 −y2

The band gap appears smaller than

wannier90

plots.
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30 GPa

orbital character, dashed red lines
in the process of generating DOS

30 GPa(top) and 100 GPa(bottom) as calculated using
30 GPa M1 is still a small-gap (∼ 0.1 eV) insulator,
π
overlap (∼ 0.5 eV) of the a1 g and eg manifolds.

FIG. 4.5: Band structure of M1 at

HSE and visualized via
while at

100 GPa

wannier90.

there is a large

At
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CHAPTER 5
Conclusions and Outlook
At this point it is clear that the insulating gap of VO2 is driven mainly by strong
correlation eects. The lack of appreciable changes in the band structure throughout the
M2→T→M1 transition is incompatible with the idea that the insulating gap is dominated
by structural eects such as in the case of Peierls transitions. Moreover, our work on the
high-pressure phases M1' and M1 clearly show that structural parameters such as dimer
length, which are of prime importance in the classic Peierls-like mechanism, appear to be
poorly correlated to overall electronic structure. We are thus left with the conclusion that
VO2 must be a Mott insulator.
Having said that, settling the question of the mechanism of the insulating gap is
just one step toward full characterization of VO2 .

As the results of our high-pressure

calculations on VO2 demonstrate, there appears to be some subtle interplay between the
lattice structure and electronic correlations that is not yet understood. Further study of
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the metallic monoclinic phase, via experimental measurements and computational models,
will be needed to gain deeper insight into the workings of this subtle interplay.
Finally, our work shows that there remains a place for DFT in the study of correlated
materials such as VO2 . Despite not being as sophisticated as more recent methods such
as DMFT, our work indicates that with some further renement, hybrid-DFT methods
such as HSE-α may possess predictive power that can greatly assist experimental characterization of correlated systems such as VO2 . If realized, this would be an important step
toward harnessing VO2 in real-world device applications.
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