Let A be a standard operator algebra acting on a (real or complex) normed space E. 
Introduction
Let E be a normed space (not necessarily a Banach space) over K (R or C), let B(E) be the normed algebra of all bounded linear operators acting on E and let A denote a standard operator algebra of B(E) (it is a subalgebra of B(E) that contains all finite rank operators on E). Let F be any (real or complex) normed space. In this note we adopt the following notations and definitions:
(i) We denote by F the topological dual space of F and by (F ) 1 the unit sphere of F .
(ii) If F is an inner product space and x, y ∈ F , the relation x ⊥ y holds if and only if inf λ∈K y + λx = y (or equivalentely to y + λx y , for every λ in K). This last condition makes sense in any normed space and therefore may be taken as a definition of the relation of the orthogonality in this general situation. In this general case, it is clear by using Hahn-Banach Theorem, that the relation x ⊥ y holds if and only if there exists a unit element f in F such that f (x) = 0 and f (y) = y (this relation is not symmetric in a general situation of a normed space). (iii) If F is an inner product space and x, y ∈ F , then the relation x y (that means x, y are linearly dependent) holds if and only if x + λy = x + y for some unit scalar λ. The two conditions make sense on a normed space and the first condition implies the second but the converse is false in general. So we may adopt as definition of the parallelism relation in normed space as follows x y if and only if x + λy = x + y for some unit scalar λ.
Let be any (real or complex) normed algebra with unit I and let A ∈ . We define the algebraic numerical range of A by V (A) = {f (A) : f ∈ P( )}, where P( ) = {f ∈ : f (I ) = f = 1} (the elements of P( ) are called states), and the numerical radius of A by w(A) = sup{|λ| : λ ∈ V (A)}. It is known that V (A) is non-empty, closed and convex (for more details see [3] ). [7] ).
For (x, f ) ∈ E × E , we define the operator x ⊗ f on E by (x ⊗ f )y = f (y)x. We denote by F 1 the set of all unit rank one operators acting on E (it is clear that
The norm problem for elementary operators consists in finding a formula which describes the norm of an elementary operator in terms of its coefficients. It is easy to see that the upper estimate . The lower estimate for the particular elementary operator U A,B is studied by several authors in several algebras (see [1, 4, 5, [8] [9] [10] ). Recently, the best lower estimate of this operator acting on a Hilbert space is given in the two papers [2, 14] , that is U A,B A B . On the other hand in Hilbert space case Stampfli [13] has characterized the norm of In this note, in Section 2, we shall characterize the supremum d
(R A,B ) when it gets the maximal value D(R A,B ). It is clear that the condition d(R A,B ) = D(R A,B ) implies R A,B = D(R A,B )
(we shall show that the converse is not true in general). We shall deduce for every non-zero elements A and 
Proof. We denote by k 1 , k 2 and k 3 the above supremum cited in Theorem 2.1 in the same order. Let x, y ∈ (E) 1 , h ∈ (E ) 1 and f, g ∈ (A ) 1 (R A,B ) , this completes the proof.
Lemma 2.1. Let F be a normed space and
Proof. This follows immediately form Hahn-Banach Theorem. A = (A 1 , . . . , A n ) and B = (B 1 , . . . , B n ) be two n-tuples of non-zero elements in A. The following properties are equivalent: Proof. Using Theorem 2.2, there exist two unit elements f and g in A and n unit scalars
Theorem 2.2. Let
(i) d(R A,B ) = D(R A,B ),(
Proof. The equivalence (ii) ⇐⇒ (iii) follows immediately from Lemma 2.1. (ii) ⇒ (i) is also trivial since
. . , n. This completes the proof.
Corollary 2.2. Let A, B be two non-zero elements in A.
The following properties are equivalent: Proof. This follows immediately from Theorem 2.2.
Proof. (i) The result (i) is trivial if
Corollary 2.6. Let A ∈ A. The following properties are equivalent:
Proof. This follows from the fact that A = U A,I and by using the above Corollary. (ii) ⇒ (iii) and (iii) ⇒ (i) are trivial.
Remark 3.1. The above result is proved in [6] by another method but our proof follows immediately from our Theorem 2.1. Proof. The proof is given in [11] for U A,B but the proof is valid for d (U A,B ) . The second implication follows also by the same argument. (V A,B ) A B .
