Classification is concerned with the development of rules for the allocation of observations to groups, and is a fundamental problem in machine learning. Much of previous work on classification models investigates two-group discrimination. Multi-category classification is less-often considered due to the tendency of generalizations of two-group models to produce misclassification rates that are higher than desirable. Indeed, producing "good" two-group classification rules is a challenging task for some applications, and producing good multi-category rules is generally more difficult. Additionally, even when the "optimal" classification rule is known, intergroup misclassification rates may be higher than tolerable for a given classification model.
Introduction
Classification is a fundamental machine learning task whereby rules are developed for the allocation of independent observations to groups. Classic examples of applications include medical diagnosis -the allocation of patients to disease classes based on symptoms and lab tests, and credit screening -the acceptance or rejection of credit applications based on applicant data. Data are collected concerning observations with known group membership. This training data is used to develop rules for the classification of future observations with unknown group membership.
Commonly-used methods for classification include linear discriminant functions (LDF), decision trees (CART, C4.5), support vector machines (SVM) and other math programming approaches, and artificial neural networks (ANN). These methods can be viewed as attempts at approximating a Bayes optimal rule for classification; that is, a rule which maximizes (minimizes) the total probability of correct classification (misclassification). Even if a Bayes optimal rule is known, intergroup misclassification rates may be higher than desired. For example, in a population that is mostly healthy, a Bayes optimal rule for medical diagnosis might misdiagnose sick patients as healthy in order to maximize total probability of correct diagnosis.
Anderson [2] presents the form of a classification rule that maximizes the total probability of correct classification subject to prespecified limits on misclassification probabilities. To satisfy the misclassification limits, an artificial group called the reserved judgment group is created for observations that do not sufficiently demonstrate their membership to any particular group. Allocation to the reserved judgment group can be interpreted as a signal to collect more information about an observation or an indication that a human expert should review the case individually. Classification with an option to reserve judgment on observations is called constrained or partial discrimination.
Gallagher, Lee, and Patterson [12] was the first to provide computational methods for estimating the param-This work explores the ability of a constrained discrimination model in [12] to generalize; in other words, the ability of classification rules derived from the model to maximize the probability of correct classification of observations with unknown group membership while satisfying limits on intergroup misclassifications.
To this end, we prove that the model is a consistent method for approximating an optimal classifier. A classification model is consistent if the performance of classifiers converge to an optimal classifier as the sample size increases. A proof of convergence for a model can help to describe the confidence that one may have in a classifier that is produced based on a given sample.
Vapnik-Chervonenkis Theory provides a means of evaluating classification rules that is independent of the distribution of any particular data set. In particular, the theory formalizes the notion of a tradeoff between the complexity of a classification rule and the ability of classifiers selected by a rule to generalize. The bounds provided by VC Theory are a measure of the confidence that we may have in a classifier; these bounds depend only on the sample size and the complexity of the classification rule. We will fuse Anderson's result with VC Theory to show that the constrained discrimination model in [12] is a consistent rule.
The remainder of this section provides an introduction to the Bayes optimal rule, the Anderson optimal rule, consistency, and VC Theory. Section 3 reviews the method for constrained discrimination presented by [12] . Section 4 contains a proof of the consistency of the method. Section 5 demonstrates the performance of the classifier on simulated data.
Bayes Optimal Rule
Let (X, Y ) ∈ R d × G be random variables where G = {1, 2, . . . , G} is the set of groups and let f (x) be the probability density function for X. The random variable Y is a discrete random variable defined by a conditional distribution P {Y = h|X = x} = π h f (x|h)dx for h ∈ G where π h is the prior probability for membership to group h and f (x|h) is the conditional group density function value for an observation x occurring given that it belongs to group h. A function φ : R d → G is a classifier. The probability of correct classification for the classifier is P {φ(X) = Y }. The following development extends the treatment in [8] of the two-group case to multiple groups.
Let φ * (x) be the Bayes decision rule, the function that assigns x to the group h for which P {Y = h|X = x} is maximum, or equivalently, φ * (x) = arg max
Theorem 2.1. The Bayes decision function φ * is optimal for the optimization problem
Ordinarily, the Bayes decision rule is defined as that which minimizes the probability of misclassification. The definitions of consistent and strongly consistent are analogously defined.
Proof. For any classifier φ(x),
Integrating the first and third lines with respect to f (x)dx gives
Definition 2.1. A decision rule is consistent if, as the sample size increases, the expected probability of correct classification converges to the probability of correct classification associated with the Bayes rule 
Anderson Optimal Rule
Anderson [2] considers the problem of constrained discrimination which is classification with limits on misclassification rates through the use of a reserved judgment group. He proposes allocation of observations to groups based on "modified posterior probabilities" of the form
An observation is placed in the group for which the modified posterior probability is largest. After determining the prior probabilities and conditional group density functions that characterize the Bayes optimal solution, G(G − 1) λ ih parameters are determined so that the misclassification limits are satisfied. The modified posterior probabilities are not probabilities, as they do not sum to 1 and are not guaranteed to be greater than 0. In fact, having all modified posterior probabilities less than 0 is the condition for an observation to be placed in the reserved judgment region. The L h (x) functions are called "probabilities"
because they give an indication as to the likelihood of events; namely, the likelihood that an observation belongs to a group.
Throughout this work, we will assume that the prior probabilities and conditional group density functions (i.e., the Bayes optimal rule) are known, and that we seek to determine the optimal constrained discrimination rule
which we will call the Anderson optimal rule.
Theorem 2.2. (Theorem 1A in [2] ) Given the prior probabilities and conditional group density function associated with the Bayes optimal rule, the Anderson optimal rule φ † is optimal for the optimization problem
The α hg constants are the pre-specified limit on the probability of misclassification of observations from group h to group g. Note that the presence of the reserved judgment region ensures that the optimization problem always has a feasible solution. Notions of consistency are generalized here to accommodate misclassification limits.
Definition 2.4. For a classification problem with pre-specified misclassification limits, a classification rule
The second condition requires that every sequence of classifiers produced by the method satisfies the misclassification constraints in the limit.
Definition 2.5. A classification rule is strongly consistent if
with probability 1
VC Theory
Vapnik and Chervonenkis developed much of the theory concerning the selection of a classifier from a class C of classifiers based on empirical performance [22, 23, 24] . In particular, they investigated the selection of a classifier based on minimizing empirical loss. Given a data set, the empirical loss of a classifier is the proportion of observations that are misclassified. VC Theory provides a means of proving bounds on the difference between the misclassification probabilities of a classifier selected by minimizing empirical loss and the best possible classifier in the class C.
VC Theory is based on a result due to Vapnik and Chervonenkis [22] on the convergence of frequencies to their probabilities. The notation and development presented here follow from [8] . Let Z j be n i.i.d.
, as stated in Theorem 12.5 in [8] ) For any probability measure ν and class of sets A, and for any n and > 0
where s(A, n) is the shatter coefficient for the collection of sets A.
Definition 2.6. The shatter coefficient s(A, n) of a class of sets A for a set of n points is the maximal number of different subsets of points that can be selected by sets in A.
As with the discussion of the Bayes decision rule, we will evaluate classifiers in terms of their ability to maximize the probability of correct classification, or benefit, rather than minimize the probability of misclassification, or loss. Accordingly, an optimal classifier φ * is one that maximizes benefit B(φ) = P {φ(X) = Y }.
Let φ n be the classifier selected based on a sample of size n. In an effort to minimize approximation error,
Theorem 2.3 provides us with bounds on the difference between empirical benefit and the true benefit of a classifier. For a set of classifiers, let A be the collection of sets
Then define s(C, n) = s(A, n) as the n th shatter coefficient of the set of classifiers C. The shatter coefficient is a measure of the complexity of the set C. Coupled with the following inequality (Lemma 8.
a bound on approximation error is derived:
and therefore,
Estimating the Anderson Optimal Rule
Given a sample of size n, the problem of maximizing empirical benefit subject to limits on misclassification rates can be formulated as follows
The problem can be formulated as a nonlinear mixed-integer program. Let
The u hj variables indicate the allocation of observation X j to the group h for which the (estimated) modified posterior probability is largest. The nonlinear mixed-integer program (DAM IP ) is then
The nonlinearity arises in the definition of the u hj variables, where the maximum of a set of linear functions must be determined. When appropriately chosen constants are introduced, the problem can be converted into an equivalent linear mixed integer program ( [12] Model 3, and [5] ). The computational complexity and solution methods for solving (DAM IP ) are discussed in [12] and [5] .
Consistency of the Constrained Discrimination Model
We now combine Anderson's result [2] with VC Theory to show that a classifier selected by solving (DAMIP)
is consistent in the sense that it converges to an Anderson optimal rule, given that we know a Bayes optimal rule. In estimating the parameters of an Anderson optimal rule, we may think of the posterior probabilities and conditional group density function values as input data and the solution of (DAMIP) as the selection of a classifier based on sample data.
Let φ n be the classifier selected by solving (DAMIP) for a sample of size n and φ † be the Anderson optimal classifier. Let B n (φ) be the number of correctly classified observations in a sample of size n by classifier φ;
similarly, let M hg n (φ) be the number of observations from group h misclassified as belonging to group g by φ. Let B(φ) = P {φ(X) = Y } and M hg (φ) = P {φ(X) = g, Y = h}. The following lemma demonstrates that the approximation error is zero.
The result follows directly from Theorem 2.2 which implies that allocating observations to groups according to optimally-calculated modified posterior probabilities will maximize the probability of correct classification subject to pre-specified limits on misclassification probabilities.
Lemma 4.2. If C is the set of classifiers that partition the feature space using t hyperplanes, then
Proof. According to Corollary 13.1 of [8] , an upper bound for the shatter coefficient for the class C of half
where d is the dimension of the feature space. Theorem 13.5(iii) of [8] implies that if a class C is derived from the intersection of sets from two classes, C 1 and C 2 , then an upper bound on the shatter coefficient for
These two results together imply that the shatter coefficient for the class C consisting of classifiers that partition the feature space using t hyperplanes has an upper bound
For any pair of groups g and h,
The first inequality is due to the constraints in (DAMIP) that restrict the selection of φ n . 
This bound, together with Corollary 2.4, imply that
and thus the estimation error converges uniformly to zero. As Lemma 4.1 shows, the approximation error is zero; therefore, the benefit of an empirically selected classifier converges uniformly to that of an Anderson optimal rule.
Let A c be the following collection of sets
. Then Lemma 4.3 and Theorem 2.3 imply that
Therefore, the intergroup misclassification rates for classifiers selected by solving (DAM IP ) converge uniformly to satisfy the misclassification limits α hg . The convergence results for the benefit B(φ) and misclassification probabilities M hg (φ) depend only on the structure of the set of classifiers and not on the distribution of the data. The constrained discrimination model defined by solving (DAM IP ) is universally strongly consistent method for estimating the Anderson optimal rule.
Simulation Results
The constrained method is tested on simulated data generated from bivariate normal distributions. The simulations in Section 5.1 compare the performance of the constrained method to various standard methods for classification. Section 5.2 investigates the effect of using equal prior probabilities versus unequal priors, and Section 5.3 considers the effect of varying the proportions of training observations from each group.
Comparison to Standard Methods
The data for the first simulation follows the procedure in [18] . Briefly, the data are generated from bivariate The Mahalanobis distance between groups i and j is
where µ i , µ j are the group means and V is the covariance matrix. For configurations E1 − E5, the 2 × 2 identity matrix is used as the covariance matrix for each group. For configurations U 1 − U 3, different covariance matrices are used for different groups. In U 1 − U 3, the first group's covariance matrix is diagonal (1, 0.25) and the second and third groups' covariance matrices are diagonal (0.25, 1). When calculating the Mahalanobis distance for configurations, U 1 − U 3, V is computed as the average of V i and V j , the covariance matrices for groups i and j. For the data from contaminated normal distributions, the same configurations are used, with the exception that 10% of the data is derived from a normal distribution with the covariance matrix multiplied by 100.
The proportions of training observations from each group are used as estimates for the prior probabilities Intel Xeon processors and 2GB RAM. If a provably-optimal solution is not obtained after 7200 CPU seconds, the best-known integer feasible solution is used.
The performance of the constrained method is compared to linear discriminant functions (LDF), quadratic discriminant functions (QDF), classification trees (CART), and support vector machines (SVM). LDF and QDF can be derived by considering the normal distribution as the form for the conditional group density functions f (x|h) (also known as the likelihood function). In the two-group case, LDF is equivalent to Fisher's Compared with standard methods, the misclassification rates using the constrained method are consistently lower when limits of 0, 5, and 15% are placed on the training set. The low misclassification rates are made possible by higher rates of placement in the reserved judgment group. With limits of 15%, misclassification rates are as low or lower than all of the standard methods and 65-100% of the test observations are classified.
The constrained method with 50% limits is comparable to to LDF, the base classifier, and rarely makes use of the reserved judgment region.
The average misclassification rate of the standard methods is 9.6% higher than for the data derived from contaminated normal distributions than for data derived from non-contaminated normal distributions. In contrast, the misclassification rates of the constrained model rise by an average of 2.1%. The constrained method compensates for the contaminated data by increasing the rate of placement in the reserved judgment region by an average of 10.3%.
Sensitivity to Prior Probabilities
To investigate the the effect of prior probabilities on classification performance, we generate data from bivariate normal distributions E1 and U 1 as described in Table 1 . Simulations are conducted as described in Section 5.1 with the exception that the training data consists of 100 observations from group 1, 100 observations from group 2, and 10 observations from group 3. This setup reflects a situation where observations from group 3 are rare; for example, groups 1 and 2 could represent healthy populations in a medical diagnosis setting while group 3 represents a population with a rare disease. The constrained discrimination method is compared to standard methods for which prior probabilities can be specified: LDF, QDF, and CART. The standard methods demonstrate dramatic improvement in the ability to correctly classify observations from group 3, with misclassification rates of 52.9-64.0%. This improvement is accompanied by a drop in the correct classification rates for groups 1 and 2 of approximately 10-15%. In contrast, the constrained method produces classification matrices that are almost identical to those obtained using unequal prior probabilities.
Misclassification rates and correct classification rates change by less than 7.0% for each group. These simulations provide evidence that the constrained method is insensitive to the specification of prior probabilities, yet is capable of reducing misclassification rates when the number of training observations from each group is different.
Effect of Varying Group Sizes
To further investigate the effect of underrepresented groups in the training data, we again use data generated from E1 and U 1 distributions as described in Table 1 . We seek the relationship between the proportions of training observations from each group and the classification performance of the constrained model. Two sets of 3-group simulations are conducted as described in Section 5.1. The first set of simulations consists of training data with a larger number of observations from group 1 than from groups 2 and 3. The second set of simulations consists of training data with a larger number of observations from groups 1 and 2 than from group 3. The constrained method is compared to LDF, the base classifier.
Figures 4 and 5 contain the results of the simulations. The training data for the simulations of Figure 4 is comprised of 100 observations from group 1, and varying numbers of observations from groups 2 and 3.
LDF tends to place most test observations in group 1, misclassifying large numbers of test observations from groups 2 and 3. As relative proportion of observations from groups 2 and 3 is increased, the misclassification rates for groups 2 and 3 drops, while the misclassification rate for group 1 increases. The constrained method, particularly with misclassification limits of 15% or less, makes use of the reserved judgment region to maintain stable misclassification rates with respect to changing proportions of training observations. The classification performance of the constrained method with very few training observations from groups 2 and 3 is very similar to the performance with larger numbers of observations.
The results in Figure 5 further support the claim that the constrained method generates stable classification rules regardless of the proportions of training observations from each group. The training data is comprise of 100 observations from each of groups 1 and 2, and varying numbers of observations from groups 2 and 3. Again, LDF gives preference to the groups with larger numbers of training observations, misclassifying many of the group 3 test observations. The constrained method is able to control misclassification rates for each of the groups. The plot of non-reservation rates for data generated from distribution U 1 in Figures 4b and 5b shows that more observations from group 1 are placed in the reserved judgment region. This effect is due to the fact that the group 1 observations are generated using a different covariance matrix from the matrix used for groups 2 and 3.
Performance on Real-World Data
The constrained method based on solving (DAM IP ) is compared to standard methods on nine real-world data sets. Eight of the data sets are from the UCI machine learning database repository [1] ; the remaining data set, FNlnVN consists of cell motility data [25] . Five of the data sets (wine, iris, new-thyroid, sepal, and FNlnVN ) are 3-group data sets, and four are 5-group data sets (va, switzerland, hungarian, cleveland [7] ). The data set sepal is derived from iris as described in [12] .
Computation of classification rules for each method is carried out as described in Section 5. The rules are evaluated using ten-fold cross-validation. In ten-fold cross-validation, the data set is randomly partitioned into ten sets. Ten rules are generated for each model, witholding one of the partitions of data on each iteration. The witheld partition is used as a test set, and the cumulative performance on all test sets is reported.
The results are contained in Tables 2 and 3 . As was seen on the simulated data, constrained discrimination via solution of (DAM IP ) provides lower misclassification rates than other methods with the misclassification rates are restricted. The price paid for decreased misclassification is placement of observations in the reserved judgement region. For the "easier" data sets, iris, new-thyroid, and wine, misclassification rates are controlled by the constrained method (CD), with little use of the reserved judgment region. For the more "difficult" datasets, 12-35% of observations are placed in the reserved judgment region with 15% misclassification limit.
The use of the reserved judgment region increases as misclassification limits are lowered, with up to 83.1%
of observations placed in the reserved judgment region.
Conclusion and Discussion
We have shown that a method for constrained discrimination is strongly universally consistent, given that the Bayes optimal rule for classification is known. An interesting open question is to investigate the conditions under which the method is consistent when various methods for estimating the Bayes optimal rule are used.
Several consistent methods for estimating the Bayes optimal rule exist, but due to the so-called No Free [8] ), there will always exist distributions of the data for which convergence is arbitrarily slow. Uniform convergence to an optimal rule with a guaranteed rate of convergence requires assumptions on the distributions of X and Y .
The constrained method that we investigate here involves the solution of a mixed-integer program where the number of correctly classified observations is maximized. Support vector machines (SVMs) are another math programming-based classification algorithm. The objective for SVMs attempts to minimize error while maximizing the margin between groups in the training data. One might suggest adding a quadratic term to the constrained method, serving the role of the margin term in a SVM formulation, as a regularization term to prevent overfitting. However, the classification performance of the constrained method on simulated data suggests that the use of the reserved judgment region provides sufficient stability to the classification rules.
The constrained method is able to effectively control error when differing numbers of training observations are available from each group. Further Lee has demonstrated the success of this MIP-based constrained discriminant approach [12, 18] to a broad class of biomedical applications [19, 20] .
A limitation of the constrained method is the need to establish the tradeoff between the costs of misclassification and placement in the reserved judgment group. Lee, Gallagher, and Patterson [18] have provided some insight into the effect of weights on classification rates verus the placement into the reserved judgement region. We expect this tradeoff to be dependent on each particular application, and likely requires testing several sets of misclassification limits on the training data. Further simulation tests are necessary in order to characterize the relationship between misclassification and reservation rates; in particular, tests with data generated from non-normal distributions are of interest.
Constrained discrimination provides a means of controlling intergroup misclassification rates. The introduc-tion of a reserved judgment group is a natural way to handle observations for which the model can effectively say, "I don't know yet," and signal the need to collect more data.
