Abstract. We propose an inertial Douglas-Rachford splitting algorithm for finding the set of zeros of the sum of two maximally monotone operators in Hilbert spaces and investigate its convergence properties. To this end we formulate first the inertial version of the Krasnosel'skiȋ-Mann algorithm for approximating the set of fixed points of a nonexpansive operator, for which we also provide an exhaustive convergence analysis. By using a product space approach we employ these results to the solving of monotone inclusion problems involving linearly composed and parallel-sum type operators and provide in this way iterative schemes where each of the maximally monotone mappings is accessed separately via its resolvent. We consider also the special instance of solving a primal-dual pair of nonsmooth convex optimization problems and illustrate the theoretical results via some numerical experiments in clustering and location theory.
Introduction and preliminaries
The problem of approaching the set of zeros of maximally monotone operators by means of splitting iterative algorithms, where each of the operators involved is evaluated separately, either via its resolvent in the set-valued case, or by means of the operator itself in the single-valued case, continues to be a very attractive research area. This is due to its applicability in the context of solving real-life problems which can be modeled as nondifferentiable convex optimization problems, like those arising in image processing, signal recovery, support vector machines classification, location theory, clustering, network communications, etc.
In this manuscript we focus our attention on the Douglas-Rachford algorithm which approximates the set of zeros of the sum of two maximally monotone operators. Introduced in [23] in the particular context of solving matrix equations, its convergence properties have been investigated also in [26] . One of the methods for proving the convergence of the classical Douglas-Rachford splitting method is by treating it as a particular case of the Krasnosel'skiȋ-Mann algorithm designed for finding fixed points of nonexpansive operators (see [6] , [20] ). This approach has the advantage to allow the inclusion of relaxation parameters in the update rules of the iterates.
In this paper we introduce and investigate the convergence properties of an inertial Douglas-Rachford splitting algorithm. Inertial proximal methods go back to [1, 3] , where it has been noticed that the discretization of a differential system of second-order in time gives rise to a generalization of the classical proximal-point algorithm for finding the zeros of a maximally monotone operator (see [34] ), nowadays called inertial proximal-point algorithm. One of the main features of the inertial proximal algorithm is that the next iterate is defined by making use of the last two iterates. Since its introduction, one can notice an increasing interest in algorithms having this particularity, see [2-4, 11, 17, 27, 28, 31] .
In order to prove the convergence of the proposed inertial Douglas-Rachford algorithm we formulate first the inertial version of the Krasnosel'skiȋ-Mann algorithm for approximating the set of fixed points of a nonexpansive operator and investigate its convergence properties, the obtained results having their own interest. The convergence of the inertial Douglas-Rachford scheme is then derived by applying the inertial version of the Krasnosel'skiȋ-Mann algorithm to the composition of the reflected resolvents of the maximally monotone operators involved in the monotone inclusion problem.
The second major aim of the paper is to make use of these results when formulating an inertial Douglas-Rachford primal-dual algorithm designed to solve monotone inclusion problems involving linearly composed and parallel-sum type operators. Let us mention that the classical Douglas-Rachford algorithm cannot handle monotone inclusion problems where some of the set-valued mappings involved are composed with linear continuous operators, since in general there is no closed form for the resolvent of the composition. The same applies in the case of monotone inclusion problems involving parallel-sum type operators. Primal-dual methods are modern techniques which overcome this drawback, having as further highlights their full decomposability and the fact that they are able to solve concomitantly a primal monotone inclusion problem and its dual one in the sense of Attouch-Théra [5] (see [12-16, 18, 21, 22, 36] for more details).
The structure of the paper is the following. In the remainder of this section we recall some elements of the theory of maximal monotone operators and some convergence results needed in the paper. The next section contains the inertial type of the Krasnosel'skiȋ-Mann scheme followed by the inertial Douglas-Rachford algorithm with corresponding weak and strong convergence results. In Section 3 we formulate the inertial DouglasRachford primal-dual splitting algorithm and study its convergence, while in Section 4 we make use of this iterative scheme when solving primal-dual pairs of convex optimization problems. We close the paper by illustrating the theoretical results via some numerical experiments in clustering and location theory.
For the notions and results presented as follows we refer the reader to [6, 8, 9, 24, 35, 37] . Let N = {0, 1, 2, ...} be the set of nonnegative integers. Let H be a real Hilbert space with inner product ·, · and associated norm · = ·, · . The symbols and → denote weak and strong convergence, respectively. The following identity will be used several times in the paper (see [6, Corollary 2.14]):
When G is another Hilbert space and K : H → G a linear continuous operator, then the norm of K is defined as K = sup{ Kx : x ∈ H, x ≤ 1}, while K * : G → H, defined by K * y, x = y, Kx for all (x, y) ∈ H × G, denotes the adjoint operator of K.
For an arbitrary set-valued operator A : H ⇒ H we denote by Gr A = {(x, u) ∈ H×H : u ∈ Ax} its graph, by dom A = {x ∈ H : Ax = ∅} its domain, by ran A = ∪ x∈H Ax its range and by A −1 : H ⇒ H its inverse operator, defined by (u, x) ∈ Gr A −1 if and only if (x, u) ∈ Gr A. We use also the notation zer A = {x ∈ H : 0 ∈ Ax} for the set of zeros of A. We say that A is monotone if x − y, u − v ≥ 0 for all (x, u), (y, v) ∈ Gr A. A monotone operator A is said to be maximally monotone, if there exists no proper monotone extension of the graph of A on H × H. The resolvent of A is
and the reflected resolvent of A is 
and (see [6, Proposition 23.18] )
Further, let us mention some classes of operators that are used in the paper. The operator A is said to be uniformly monotone if there exists an increasing function φ A : [0, +∞) → [0, +∞] that vanishes only at 0, and
Prominent representatives of the class of uniformly monotone operators are the strongly monotone operators. Let γ > 0 be arbitrary. We say that A is γ-strongly monotone, if
We consider also the class of nonexpansive operators. An operator T : D → H, where D ⊆ H is nonempty, is said to be nonexpansive, if T x − T y ≤ x − y for all x, y ∈ D. We use the notation Fix T = {x ∈ D : T x = x} for the set of fixed points of T . Let us mention that the resolvent and the reflected resolvent of a maximally monotone operator are both nonexpansive (see [6, Corollary 23.10] ).
The following result, which is a consequence of the demiclosedness principle (see [6, Theorem 4.17] ), will be useful in the proof of the convergence of the inertial version of the Krasnosel'skiȋ-Mann algorithm.
Lemma 1 (see [6, Corollary 4.18] ) Let D ⊆ H be nonempty closed and convex, T : D → H be nonexpansive and let (x n ) n∈N be a sequence in D and x ∈ H such that x n x and T x n − x n → 0 as n → +∞. Then x ∈ Fix T . 
The following result is a direct consequence of [6, Corollary 25.5] and will be used in the proof of the convergence of the inertial Douglas-Rachford splitting algorithm.
Lemma 2 Let A, B : H ⇒ H be maximally monotone operators and the sequences
We close this section by presenting two convergence results which will be crucial for the proof of the main results in the next section.
Lemma 3 (see [1] [2] [3] ) Let (ϕ n ) n∈N , (δ n ) n∈N and (α n ) n∈N be sequences in [0, +∞) such that ϕ n+1 ≤ ϕ n + α n (ϕ n − ϕ n−1 ) + δ n for all n ≥ 1, n∈N δ n < +∞ and there exists a real number α with 0 ≤ α n ≤ α < 1 for all n ∈ N. Then the following hold:
(ii) there exists ϕ * ∈ [0, +∞) such that lim n→+∞ ϕ n = ϕ * .
Finally, we recall a well known result on weak convergence in Hilbert spaces.
Lemma 4 (Opial) Let C be a nonempty set of H and (x n ) n∈N be a sequence in H such that the following two conditions hold:
(a) for every x ∈ C, lim n→+∞ x n − x exists; (b) every sequential weak cluster point of (x n ) n∈N is in C;
Then (x n ) n∈N converges weakly to a point in C.
An inertial Douglas-Rachford splitting algorithm
This section is dedicated to the formulation of an inertial Douglas-Rachford splitting algorithm which approaches the set of zeros of the sum of two maximally monotone operators and to the investigation of its convergence properties.
In the first part we propose an inertial version of the Krasnosel'skiȋ-Mann algorithm for approximating the set of fixed points of a nonexpansive operator, a result which has its own interest. Notice that due to the presence of affine combinations in the iterative scheme, we have to restrict the setting to nonexpansive operators defined on affine subspaces. Let us underline that this assumption is fulfilled when considering the composition of the reflected resolvents of maximally monotone operators, which will be the case when deriving the inertial Douglas-Rachford algorithm.
Theorem 5 Let M be a nonempty closed and affine subset of H and T : M → M a nonexpansive operator such that Fix T = ∅. We consider the following iterative scheme:
where x 0 , x 1 are arbitrarily chosen in M , (α n ) n≥1 is nondecreasing with α 1 = 0 and 0 ≤ α n ≤ α < 1 for every n ≥ 1 and λ, σ, δ > 0 are such that
Then the following statements are true:
(ii) (x n ) n∈N converges weakly to a point in Fix T .
Proof. Let us start with the remark that, due to the choice of δ, λ n ∈ (0, 1) for every n ≥ 1. Further, we would like to notice that, since M is affine, the iterative scheme provides a well-defined sequence in M .
Then the iterative scheme reads for every n ≥ 1:
Let us fix an element y ∈ Fix T and n ≥ 1. It follows from (1) and the nonexpansiveness of T that
Applying again (1) we have
hence by (8) we obtain
Further, we have
where we denote ρ n := 1 αn+δλn . We derive from (9) and (10) the inequality (notice that λ n ∈ (0, 1))
where
Taking again into account the choice of ρ n we have
and by (12) it follows
In the following we use some techniques from [3] adapted to our setting. We define the sequences ϕ n := x n − y 2 for all n ∈ N and µ n := ϕ n − α n ϕ n−1 + γ n x n − x n−1 2 for all n ≥ 1. Using the monotonicity of (α n ) n≥1 and the fact that ϕ n ≥ 0 for all n ∈ N, we get
which gives by (11)
We claim that
Let be n ≥ 1. Indeed, by the choice of ρ n , we get
Thus, by using (13), we have
where the last inequality follows by taking into account the upper bound considered for (λ n ) n≥1 in (6) . Hence the claim in (15) is true. We obtain from (14) and (15) that
The sequence (µ n ) n≥1 is nonincreasing and the bound for (α n ) n≥1 delivers
We obtain
where we notice that µ 1 = ϕ 1 ≥ 0 (due to the relation α 1 = 0). Combining (16) and (17), we get for all n ≥ 1
which shows that n∈N x n+1 − x n 2 < +∞. (ii) We prove this by using the result of Opial given in Lemma 4. We have proven above that for an arbitrary y ∈ Fix T the inequality (11) is true. By part (i), (13) and Lemma 3 we derive that lim n→+∞ x n − y exists (we take into consideration also that in (11) α n ρ n < 1 for all n ≥ 1). On the other hand, let x be a sequential weak cluster point of (x n ) n∈N , that is, the latter has a subsequence (x n k ) k∈N fulfilling x n k x as k → +∞. By part (i), the definition of w n and the upper bound requested for (α n ) n≥1 , we get w n k x as k → +∞. Further, by (7) we have
thus by (i) we obtain T w n k − w n k → 0 as k → +∞. Applying now Lemma 1 for the sequence (w n k ) k∈N we conclude that x ∈ Fix T . Since the two assertions of Lemma 4 are verified, it follows that (x n ) n∈N converges weakly to a point in Fix T .
Remark 6
The condition α 1 = 0 was imposed in order to ensure µ 1 ≥ 0, which is needed in the proof. An alternative is to require that x 0 = x 1 , in which case the assumption α 1 = 0 is not anymore necessary.
Remark 7
Assuming that α = 0 (which enforces α n = 0 for all n ≥ 1), the iterative scheme in the previous theorem is nothing else than the one in the classical Krasnosel'skiȋ-Mann algorithm:
Let us mention that the convergence of this iterative scheme can be proved under more general hypotheses, namely when M is a nonempty closed and convex set and the sequence (λ n ) n∈N satisfies the relation n∈N λ n (1 − λ n ) = +∞ (see [6, Theorem 5.14] ).
We are now in position to state the inertial Douglas-Rachford splitting algorithm and to present its convergence properties.
Theorem 8 (Inertial Douglas-Rachford splitting algorithm) Let A, B : H ⇒ H be maximally monotone operators such that zer(A + B) = ∅. Consider the following iterative scheme:
where γ > 0, x 0 , x 1 are arbitrarily chosen in H, (α n ) n≥1 is nondecreasing with α 1 = 0 and 0 ≤ α n ≤ α < 1 for every n ≥ 1 and λ, σ, δ > 0 are such that
Then there exists x ∈ Fix(R γA R γB ) such that the following statements are true:
(iii) (x n ) n∈N converges weakly to x;
(v) (y n ) n≥1 converges weakly to J γB x;
(vi) (z n ) n≥1 converges weakly to J γB x;
(vii) if A or B is uniformly monotone, then (y n ) n≥1 and (z n ) n≥1 converge strongly to the unique point in zer(A + B).
Proof. We use again the notation w n = x n + α n (x n − x n−1 ) for all n ≥ 1. Taking into account the iteration rules and the definition of the reflected resolvent, the iterative scheme in the enunciation of the theorem can be for every n ≥ 1 written as
where T := R γA •R γA : H → H is a nonexpansive operator. From (4) we have zer(A+B) = J γB (Fix T ), hence we get Fix T = ∅. By applying Theorem 5, there exists x ∈ Fix T such that (i)-(iii) hold.
(iv) Follows from Theorem 5 and relation (18) ,
We will show that (y n ) n≥1 is bounded and that J γB x is the unique weak sequential cluster point of (y n ) n≥1 . From here the conclusion will automatically follow. By using that J γB is nonexpansive, for all n ≥ 1 we have
Since (x n ) n∈N is bounded (by (iii)) and (α n ) n≥1 is also bounded, the sequence (y n ) n≥1 is bounded, too. Now let y be a sequential weak cluster point of (y n ) n≥1 , that is, the latter has a subsequence (y n k ) k∈N fulfilling y n k y as k → +∞. We use the notations u n := 2y n − w n − z n and v n := w n − y n for all n ≥ 1. The definitions of the resolvent yields (z n , u n ) ∈ Gr(γA), (y n , v n ) ∈ Gr(γB) and u n + v n = y n − z n ∀n ≥ 1.
Further, by (ii), (iii) and (iv) we derive
Using again (ii) and Lemma 2 we obtain y ∈ zer(γA+γB) = zer(A+B), (y, y −x) ∈ Gr γA and (y, x − y) ∈ Gr γB. As a consequence, y = J γB x.
(vi) Follows from (iv) and (v).
(vii) We prove the statement in case A is uniformly monotone, the situation when B fulfills this condition being similar. Denote y = J γB x. There exists an increasing function φ A : [0, +∞) → [0, +∞] that vanishes only at 0 such that (see also (21) and the considerations made in the proof of (v))
Moreover, since B is monotone we have (see (21)) 0 ≤ y n − y, v n − x + y = y n − y, y n − z n − u n − x + y ∀n ≥ 1.
Summing up the last two inequalities we obtain
Since z n − y n → 0 and w n x as n → +∞, from the last inequality we get lim n→+∞ φ A ( z n − y ) = 0, hence z n → y and therefore y n → y as n → +∞.
Remark 9
In case α = 0, which enforces α n = 0 for all n ≥ 1, the iterative scheme in Theorem 8 becomes the classical Douglas-Rachford splitting algorithm (see [6, Theorem 25.6] ):
the convergence of which holds under the assumption n∈N λ n (1 − λ n ) = +∞.
Remark 10
In case Bx = 0 for all x ∈ H, the iterative scheme in Theorem 8 becomes
which was already considered in [2] as a proximal-point algorithm (see [34] ) in the context of solving the monotone inclusion problem 0 ∈ Ax. Notice that in this scheme in each iteration a constant step-size γ > 0 is considered. Proximal-point algorithms of inertialtype with variable step-sizes have been proposed and investigated, for instance, in [3, Theorem 2.1], [2] and [11, Remark 7] . Problem 11 Let A : H ⇒ H be a maximally monotone operator and let z ∈ H. Further, let m be a strictly positive integer and for every i ∈ {1,..., m}, let r i ∈ G i , B i :
together with the dual inclusion
We say that (
Note that, if (x, v 1 ,..., v m ) ∈ H × G 1 ... × G m is a primal-dual solution to Problem 11, then x is a solution to (22) Several particular instances of the primal-dual system of monotone inclusions (22)-(23) when applied to convex optimization problems can be found in [21, 36] .
The inertial primal-dual Douglas-Rachford algorithm we would like to propose for solving (22) - (23) is formulated as follows.
Furthermore, let (α n ) n≥1 be a nondecreasing sequence with α 1 = 0 and 0 ≤ α n ≤ α < 1 for every n ≥ 1 and λ, σ, δ > 0 and the sequence (λ n ) n≥1 be such that
(25) Theorem 13 In Problem 11, suppose that
and consider the sequences generated by Algorithm 12. Then there exists (x, v 1 ,..., v m ) ∈ H × G 1 ... × G m such that the following statements are true:
(i) By setting
(v) (p 1,n , p 2,1,n ,..., p 2,m,n ) n≥1 converges weakly to (p 1 , p 2,1 ,..., p 2,m );
(vi) (z 1,n , z 2,1,n ,..., z 2,m,n ) n≥1 converges weakly to (p 1 , p 2,1 ,..., p 2,m );
(vii) if A and B
−1
i , i = 1,..., m, are uniformly monotone, then (p 1,n , p 2,1,n ,..., p 2,m,n ) n≥1 and (z 1,n , z 2,1,n ,..., z 2,m,n ) n≥1 converge strongly to the unique primal-dual solution (p 1 , p 2,1 ,..., p 2,m ) to Problem 11.
Proof. For the proof we use Theorem 8 and adapt the techniques from [15] (see also [36] ) to the given setting. We consider the Hilbert space K = H × G 1 × ... × G m endowed with inner product and associated norm defined, for (x, v 1 ,..., v m ), (y, q 1 ,..., q m ) ∈ K, via ( x, v 1 ,..., v m ), (y, q 1 ,..., q m 
respectively. Further, we consider the set-valued operator 
which is skew-symmetric (i. e. S * = −S) and hence maximally monotone (see [6, Example 20.30] ). Moreover, we consider the set-valued operator
which is once again maximally monotone, since D i is maximally monotone for i = 1,..., m. Therefore, since dom S = K, both 
We also introduce the linear continuous operator
which is self-adjoint and ρ-strongly positive (see [15] ) for
namely, the following inequality holds
Therefore, its inverse operator V −1 exists and it fulfills
Note that the algorithmic scheme (25) is equivalent to
By introducing the sequences
the scheme (29) can equivalently be written in the form
which is equivalent to
In the following, we consider the Hilbert space K V with inner product and norm respectively defined, for x, y ∈ K, via
As the set-valued operators 
are maximally monotone on K V . Moreover, since V is self-adjoint and ρ-strongly positive, weak and strong convergence in K V are equivalent with weak and strong convergence in K, respectively. Taking this into account, it shows that (31) becomes (ii) Since V is ρ-strongly positive, we obtain from Theorem 8 (ii) that
and therefore the claim follows by considering (27) . 
Convex optimization problems
The aim of this section is to show how the inertial Douglas-Rachford primal-dual algorithm can be implemented when solving a primal-dual pair of convex optimization problems.
We recall first some notations used in the variational case, see [6, 8, 9, 24, 35, 37] . For a function f : H → R, where R := R ∪ {±∞} is the extended real line, we denote by dom f = {x ∈ H : f (x) < +∞} its effective domain and say that f is proper if dom f = ∅ and f (x) = −∞ for all x ∈ H. We denote by Γ(H) the family of proper, convex and lower semi-continuous extended real-valued functions defined on H. Let f * : H → R, f * (u) = sup x∈H { u, x − f (x)} for all u ∈ H, be the conjugate function of f . The subdifferential of f at x ∈ H, with f (x) ∈ R, is the set ∂f (x) := {v ∈ H : f (y) ≥ f (x) + v, y − x ∀y ∈ H}. We take by convention ∂f (x) := ∅, if f (x) ∈ {±∞}. Notice that if f ∈ Γ(H), then ∂f is a maximally monotone operator (see [33] ) and it holds (∂f ) −1 = ∂f * . For two proper functions f, g : H → R, we consider their infimal convolution, which is the function f g : H → R, defined by (f g)(x) = inf y∈H {f (y) + g(x − y)}, for all x ∈ H.
Let S ⊆ H be a nonempty set. The indicator function of S, δ S : H → R, is the function which takes the value 0 on S and +∞ otherwise. The subdifferential of the indicator function is the normal cone of S, that is N S (x) = {u ∈ H : u, y − x ≤ 0 ∀y ∈ S}, if x ∈ S and N S (x) = ∅ for x / ∈ S. When f ∈ Γ(H) and γ > 0, for every x ∈ H we denote by prox γf (x) the proximal point of parameter γ of f at x, which is the unique optimal solution of the optimization problem
Notice that J γ∂f = (Id H +γ∂f ) −1 = prox γf , thus prox γf : H → H is a single-valued operator fulfilling the extended Moreau's decomposition formula
Let us also recall that a proper function f : H → R is said to be uniformly convex, if there exists an increasing function φ : [0, +∞) → [0, +∞] which vanishes only at 0 and such that
∀x, y ∈ dom f and ∀t ∈ (0, 1).
In case this inequality holds for φ = (β/2)(·) 2 , where β > 0, then f is said to be β-strongly convex. Let us mention that this property implies β-strong monotonicity of ∂f (see [6, Example 22.3] ) (more general, if f is uniformly convex, then ∂f is uniformly monotone, see [6, Example 22.3] ). Finally, we notice that for f = δ S , where S ⊆ H is a nonempty convex and closed set, it holds
where P S : H → C denotes the orthogonal projection operator on S (see [6, 
]).
In the sequel we consider the following primal-dual pair of convex optimization problems.
Problem 14
Let H be a real Hilbert space and let f ∈ Γ(H), z ∈ H. Let m be a strictly positive integer and for every i ∈ {1,..., m}, suppose that G i is a real Hilbert space, let g i , l i ∈ Γ(G i ), r i ∈ G i and let L i : H → G i be a nonzero bounded linear operator. Consider the convex optimization problem
and its conjugate dual problem
By taking into account the maximal monotone operators
the monotone inclusion problem (22) reads
while the dual inclusion problem (23) reads
If
then x is an optimal solution to (P ), (v 1 ,..., v m ) is an optimal solution to (D) and the optimal objective values of the two problems, which we denote by v(P ) and v(D), respectively, coincide (thus, strong duality holds). Combining this statement with Algorithm 12 and Theorem 13 gives rise to the following iterative scheme and corresponding convergence theorem for the primal-dual pair of optimization problems (P )-(D).
Theorem 16 In Problem 14, suppose that
and consider the sequences generated by Algorithm 15. Then there exists (x, v 1 ,..., v m ) ∈ H × G 1 ... × G m such that the following statements are true:
.. × G m is a primal-dual solution to Problem 14, hence p 1 is an optimal solution to (P ) and (p 2,1 ,..., p 2,m ) is an optimal solution to (D);
(ii) n∈N x n+1 − x n 2 < +∞, and n∈N v i,n+1 − v i,n 2 < +∞, i = 1,..., m;
(iii) (x n , v 1,n ,..., v m,n ) n∈N converges weakly to (x, v 1 ,..., v m );
(iv) (p 1,n − z 1,n , p 2,1,n − z 2,1,n ,..., p 2,m,n − z 2,m,n ) → 0 as n → +∞;
(vii) if f and g * i , i = 1,..., m, are uniformly convex, then (p 1,n , p 2,1,n ,..., p 2,m,n ) n≥1 and (z 1,n , z 2,1,n ,..., z 2,m,n ) n≥1 converge strongly to the unique primal-dual solution (p 1 , p 2,1 ,. .., p 2,m ) to Problem 14.
We refer the reader to [15, 21] for qualification conditions which guarantee that the inclusion in (44) holds. Finally, let us mention that for i = 1, ..., m, the function g * i is uniformly convex if it is α i -strongly convex for α i > 0 and this is the case if and only if g i is Fréchet-differentiable with α −1 i -Lipschitz gradient (see [6, Theorem 18.15] ).
5 Numerical experiments
Clustering
In cluster analysis one aims for grouping a set of points such that points within the same group are more similar to each other than to points in other groups. By taking into account [19, 25] , clustering can be formulated as the convex optimization problem inf
where γ ∈ R + is a tuning parameter, p ∈ {1, 2} and ω ij ∈ R + represent weights on the terms x i − x j p , for i, j ∈ {1, . . . , m}, i < j. For each given point u i ∈ R n , i = 1, . . . , m, the variable x i ∈ R n represents the associated cluster center. Since the objective function is strongly convex, there exists a unique solution to (45). The tuning parameter γ ∈ R + plays a central role within the clustering problem. Taking γ = 0, each cluster center x i will coincide with the associated point u i . As γ increases, the cluster centers will start to coalesce, where two points u i , u j are said to belong to the same cluster when x i = x j . One finally obtains a single cluster containing all points when γ becomes sufficiently large. In addition to this, the choice of the weights is important as well, since cluster centers may coalesce immediately as γ passes certain critical values. In terms of our weight selection, we use a K-nearest neighbors strategy, as proposed in [19] . Therefore, whenever i, j ∈ {1, . . . , m}, i < j, we set the weight to ω ij = ι K ij exp(−φ x i − x j 2 2 ), where
We use the values K = 10 and φ = 0.5, which are the best ones reported in [19] on a similar dataset. Let k be the number of nonzero weights ω ij . Then, one can introduce a linear operator A : R mn → R kn , such that problem (45) can be equivalently written as
the function h being 1-strongly convex and differentiable with 1-Lipschitz continuous gradient. Also, by taking p ∈ {1, 2}, the proximal points with respect to g * are known to be available via explicit formulae. For our numerical tests we consider the standard data set consisting of two interlocking half moons in R 2 , each of them being composed of 100 points (see Figure 1) . The stopping criterion asks the root-mean-square error (RMSE) to be less than or equal to a given bound ε which is either ε = 10 −4 or ε = 10 −8 . As tuning parameters we use γ = 4 for p = 1 and γ = 5.2 for p = 2 since both choices lead to a correct separation of the input data into the two half moons.
Given Table 1 , it shows that Algorithm 15 performs better than the noninertial Douglas-Rachford (DR) method proposed in [15, Algorithm 2.1]. One can also see that the inertial Douglas-Rachford algorithm is faster than other popular primal-dual solvers, among them the forward-backward-forward (FBF) method from [21] , and the forwardbackward (FB) method from [36] , where in both methods the function h is processed via a forward step. The accelerated versions of the latter and of the primal-dual (PD) method from [18] converge in less time than their regular variants, but are still slower than Algorithm 12. Notice that the methods called Nesterov and FISTA are accelerated proximal gradient algorithms which are applied to the Fenchel dual problem to (46).
The generalized Heron problem
In the sequel we investigate the generalized Heron problem which has been recently investigated in [29, 30] and where for its solving subgradient-type methods have been proposed.
While the classical Heron problem concerns the finding of a point u on a given straight line in the plane such that the sum of its distances to two given points is minimal, the problem that we address here aims to find a point in a closed convex set Ω ⊆ R n which minimizes the sum of the distances to given convex closed sets Ω i ⊆ R n , i = 1, . . . , m.
The distance function from a point x ∈ R n to a nonempty set Ω ⊆ R n is defined as
Thus the generalized Heron problem reads
where the sets Ω ⊆ R n and Ω i ⊆ R n , i = 1, . . . , m, are assumed to be nonempty, closed and convex. We observe that (47) perfectly fits into the framework considered in Problem 14 when setting f = δ Ω , and g i = · , l i = δ Ω i for all i = 1, . . . , m.
However, note that (47) cannot be solved via the primal-dual methods in [21] and [36] , which require for each i = 1,..., m, that either g i or l i is strongly convex, unless one substantially increases the number of primal and dual variables. Notice that (22) 0.03s (52) 0.01s (25) 0.03s (59) 0.01s (6) 0.01s (32) n = 3, m = 50 0.01s (19) 0.02s (44) 0.01s (21) 0.02s (51) 0.01s (10) 0.01s (17) where B(0, 1) denotes the closed unit ball, thus the proximal points of f , g * i and l * i , i = 1, . . . , m, can be calculated via projections, in case of the latter via Moreau's decomposition formula (36) .
In the following we solve a number of random problems where the closed convex set Ω ⊆ R n will always be the unit ball centered at (1,..., 1) T . The sets Ω i ⊆ R n , i = 1,..., m, are boxes in right position (i. e., the edges are parallel to the axes) with side length 1. The box centers are created via independent identically distributed Gaussian entries from N (0, n 2 ) where the random seed in Matlab is set to 0. After determining a solution, the stopping criterion asks the root-mean-square error (RMSE) to be less than or equal to a given bound ε. Table 2 shows a comparison between Algorithm 15, the Douglas-Rachford type method from [15, Algorithm 3.1] , and the subgradient approach described in [29, 30] when applied to different instances of the generalized Heron problem. One such particular case is displayed in Figure 2 when n = 3 and m = 5, while the evolution of the RMSE values is given there in more detail. Empty cells in Table 2 indicate that it took more than 60 seconds to pass the stopping criterion. Based on the provided data, one can say that both Algorithm 15 and the noninertial Douglas-Rachford type method are performing well in this example and that differences in the computational performance are almost negligible. However, one very interesting observation arises when the dimension of the space is set to n = 3, as the subgradient approach then becomes better and surpasses both primal-dual methods.
