Shallow seismic methods have matured noticeably over the two decades since the first SAGEEP was held in 1988. At that time, the world's scientific literature contained no more than a dozen refereed papers on shallow (less then 30 meters deep) reflection, but now there are hundreds of such examples. Analysis of surface waves was done with two-channel seismic systems in the 1980's, whereas seismographs with dozens of recording channels are used today. Even refraction, the shallow-seismic method in use for nearly three quarters of a century, has undergone evolutionary change over the past two decades as tomographic methods have become available for near-surface geophysical applications. Much of the improvement in shallow seismic methods is related to the revolution in microelectronics and the associated several orders of magnitude decrease in computational costs, while developments in sources, seismographs, computers, and methods have all played a role to differing degrees. In many cases, the concepts and methods have been around for decades, but only recently has the computing power been available to put these into play in a cost-effective way. Clearly, advances in microprocessorbased technology have been the primary catalyst for growth in number and diversity of shallow seismic applications as well as the significant improvements in overall data quality.
Introduction
Most people would agree that the late Prof. Harold Mooney of the University of Minnesota was one of the principal pioneers in near-surface P-wave seismology. For example, Mooney and Kaasa (1962) pointed out that picking the air-coupled wave as a first-arrival when it arrives before the direct through-the-ground P-wave will produce erroneously large calculated depths to refractors. While he performed many successful shallow refraction surveys, his goal of developing shallow reflection into a widely applied and useful tool eluded him. He did live to see the initial shallow-reflection success of others, however, including the landmark optimum-window work of Hunter et al. (1984) .
S-wave reflection examples have entered the near-surface seismic literature over the past two decades. S-wave reflection surveys are hampered by narrow bandwidth signal and interference from Love waves, which themselves are multiply reflected S-waves that propagate near the surface when one or more low-velocity layers are present at the earth's surface. Some good examples of shallow S-wave reflection include Hasbrouck (1991) and Goforth and Hayward (1992) .
Surface waves, which until the past decade were generally treated as noise, are often used to deduce the S-wave velocity structure of soil and bedrock because of a greater effectiveness in data acquisition and processing Miller et al., 1999; Stokoe et al., 1994 ) that occurred in the 1990's. The phase velocity of surface waves is frequency dependent, which results in dispersive wave trains on seismograms. Usually this dependency is controlled mainly by the vertical Vs variation. By recording fundamental-mode Rayleigh waves propagating directly and horizontally from the seismic source, the dispersion property is measured and commonly represented by a dispersion curve depicting the variation of phase velocities with frequency. This curve is then used to back-calculate the vertical variation of Vs through an inversion process.
When compared to classical seismic reflection surveys used predominantly in petroleum exploration, high-resolution applications have much lower budgets and require greater mobility and a modular approach. Most near-surface projects don't have the luxury of climate-controlled field facilities with self-contained AC power sources. Evolution of engineering seismographs and their data storage capabilities for high-resolution applications has predominantly centered on cheaper hardware, more capabilities, low 12V power requirements, improved portability, reduction in size and weight, greater shock-impact resistance, and minimized environmental constraints.
Research opportunities abound in near-surface seismology, particularly in three-component and Love wave seismology. These areas are scarcely mentioned in the scientific literature available in 2007.
Recent Developments

Seismographs
Capabilities of readily available engineering seismographs have improved by a quantum leap over the last two decades as they have gone from predominantly hardware-based to almost exclusively firmware and software. Arguably the two most significant developments have been improvements in analog to digital (A/D) converters and in digital storage media. Faster and quieter A/D converters resulted in the demise of many of the expensive, noisy, unreliable and user-intensive analog components on engineering seismographs. With bigger digital word conversions and lower noise thresholds comes larger instantaneous dynamic ranges and elimination of the need to shape analogically the signal before A/D conversion. A simple two-step analog pre-amplifier is all that is necessary prior to A/D conversion to optimize the recorded data; fast A/D conversion is the primary function of a modern seismograph.
In the late 1970's to mid-1980's, so-called engineering seismographs commonly employed 8, 12 or 24 recording channels. By the turn of the millennium, several dozen to more than a hundred channels were commonly used for shallow surveys. In fact, the number of recording channels readily available for high-resolution seismic reflection surveys has jumped exponentially over the last two decades (see Figure 1 ). The additional recording channels provide greater flexibility to target simultaneously both shallow and deeper zones in the subsurface and to improve trace-to-trace reflection coherency in difficult recording areas. It is quite common to record with two to ten times more channels than are explicitly necessary to image a given target. An added bonus with increased number of recording channels is the decreased need for a roll along switch, which gets rid of a source of electronic connector noise. A roll along switch allows the input signal to the seismograph to be changed as needed to accommodate source station moves, thereby keeping the recorded receivers stations optimally located relative to the source. Increasing the number of recording channels is possible due to the dramatic drop in cost per recording channel (see Figure 2 ). In the early 1980's, seismographs with 12-bit A/D conversion cost about $15,000 per channel (inflation-corrected to 2007 dollars). By 2007, seismographs with 24-bit A/D conversion were available for roughly $1,000 per channel in 2007 dollars, a decrease of more than an order of magnitude in cost while adding a significant and important increment of dynamic range (see Figure 3) . Much of the decrease in cost and increase in quality of recorded data were driven by the mass production of high fidelity music recording, storage, and playback. Seismographs in 2007 were faster by at least a factor of two in terms of time between successive shots and on-board digital filtering allowed in-field analysis of field-parameter variables. In addition, the new generation of seismographs was more reliable, easier to use, lighter, and consumed less power than seismographs in the early 1980's.
In a practical sense, the curve in Figure 3 can be expected to flatten permanently at about 24 bits of A/D conversion. There are two reasons for that. First, that offers enough potential instantaneous dynamic range (138 dB) that a seismologist could record molecular scale motions simultaneously with vertical accelerations large enough to pop the geophones out of the ground. Secondly, cabling systems are noisy enough that the actual attainable dynamic range is less than 120 dB (Owen et al., 1988) . Consequently, there is no reason to A/D convert and record more than 24 bits. 
Data Storage
Storage media changes have allowed seismographs to effectively facilitate increased recording channels, increased productivity, increased reliability, and a greater diversity of recording environments. Instead of bulky 1980's digital tapes that held at most a few tens of megabytes, compact media with tens of gigabytes were available at low cost by the turn of the millennium.
Orders of magnitude change in recording media size and capacity occurred between the mid-1970's and mid-2000's. In the 1970's, tape drives used for high-resolution seismic data storage were large, required significant power, and needed specialized hardware at both the seismograph and the processing center. A large tape of that time held about 30 megabytes (MB); most field tapes were physically limited to around 10 MB. Throughout the 1980's, removable storage media were popular in engineering seismographs, especially 1.4 MB floppies and some small-format DAT tapes. It was during this time that internal hard drives began to be used for short-term, in-field data storage. A 10 MB hard drive seemed immense at the time. In the 1990's hard drives got bigger (some of the first 1-gigabyte hard drives began appearing late in that decade) and tape drives got smaller and faster; storage media began to evolve away from floppies and more to direct hard-wire transfer from seismograph hard drive to computer hard drive.
Just after the turn of the millennium, distributed seismograph systems began to appear using personal computers (PC) to control the seismographs and store the digital data. The concept of distributed systems relies on A/D conversion occurring as close to the receiver as possible (to avoid excessive analog cable noise), digital movement of data from the remote seismographs to the controller, and total flexibility in number of recording channels and their distribution (relative ordering of channel locations with ground stations). Seismic source and geophone positions are commonly determined and automatically recorded using global positioning system technology. Centralized systems transmit all signals between the seismic sensor and seismograph via analog cables. These analog cables are susceptible to the incursion of noise at cable connections and from local electric transmission lines, broadcast radio stations, and distant lightning, decreasing the overall signal-to-noise ratio of the recorded data.
Computational progress
In the early 1980's, processing even small amounts of seismic data (<30 megabytes) required a lot of time and significant resources. All data processing in the 1970's and early 1980's was accomplished on centralized mainframe computers, mostly at commercial processing facilities that tailored their work toward the hydrocarbon-exploration industry. Every aspect from loading the data to analog display required technicians and substantial resources. In the early 1980's development began on PC-based seismic processing software. Apple Computer Company paved the way with the first widely available desktop computer, with a microprocessor operating at one MHz. This excited a whole new breed of geophysical programmers. By the late 1980's, several DOS PC-based seismic data processing packages were available. Since then basic processing software has evolved in efficiency and flexibility, but more importantly, the processing power (now in gigaflops) and storage capacity of PC machines have increased by several orders of magnitude.
The hardware and software needed for digital processing have decreased even faster in cost than have seismographs. In the early 1980's, a minimal facility for digital signal processing of reflective data was in a practical sense not available for less than $300,000 in 2007 inflation-corrected dollars. In 2007, one could purchase a computer and software for roughly $3,000 that would be at least four orders of magnitude faster than a low-end system 20 years earlier. The area in which the least progress has been made is the personnel time required to process a day's worth of field data.
With an average data set (if there is such a thing), parameter selections and data storage management takes longer than the computation part of high-resolution data processing. Currently the biggest bottleneck in the process is I/O speed (time it takes to move bits from the hard drive to the CPU and back to the hard drive). Data maintenance is also a sizeable issue that if not taken seriously will result in significant duplication in processing and possible loss of the scientific integrity of the data.
Another development that is fully hidden from most high-resolution seismic data processors is the innovative improvements in programming languages. In the 1970's Fortran was the scientific language of choice; now there are not only dozens of languages in which to program effectively, but there are a variety of compilers, which if not judiciously selected could represent an order of magnitude or more slowdown in processing speed.
Examples of Progress
One example of progress with shallow reflection since the mid 1980's comes from a field site near Great Bend, Kansas. Birkelo et al. (1987) detected a P-wave reflection from the top of the saturated zone at a depth of about 2.6 meters. The field parameters included a 30.06 rifle bullet source, 100-Hz geophones on 0.25-meter spacings, 12-bit A/D conversion, and the application of a pre-A/D 600 Hz low-cut filter with 24 dB/octave rolloff slope. While the top of the saturated zone provided a very prominent reflection (see Figure 4) , there was no sign of a reflection at shallower depths. Baker et al. (1999) returned to the same site in 1997 and obtained the data seen in Figure 5 . The field parameters involved the same 100-Hz geophones with 0.1-meter spacing. The seismograph had 24-bit A/D conversion, but no analog filtering was applied. The improved sensitivity of the seismograph allowed the use of a much smaller projectile source, in this case a .22 rifle shooting short ammunition. The difference in muzzle energy between the 30.06 rifle and the .22 rifle is more than an order of magnitude (about 2900 foot pounds versus 105 foot pounds or less).
While it is fairly obvious that a 24-bit A/D seismograph is likely to have more dynamic range and to be able to record more reflections than a 12-bit A/D seismograph, it is less obvious that the lower energy .22 rifle bullet fired into the ground will produce a higher frequency P-wave pulse than will the 30.06 bullet fired at the same location. In fact, the .22 short ammunition will produce a higher frequency pulse than the .22 long-rifle ammunition (Baker et al., 2000) even though the .22 long-rifle ammunition has about twice as much muzzle energy. We believe this is caused by a larger volume of earth material undergoing plastic deformation when the larger sources are used. Figure 4 . The tops of the saturated zone had moved from 2.6 meters to 2.2 meters deep, and the corresponding reflection is at about 19 msec. The left half of each common shotpoint gather is real data and the right half is from a finite-difference synthetic seismogram. The two shallower reflections at times of 8 msec and 14 msec are from 63 cm and 140 cm depth respectively. (From Baker et al., 1999) In contrast to seismic reflection methods, refraction methods are limited by the hidden layer problem, and that will always be a limitation in many geological situations. One uncommon but formerly intractable problem from the early 1980's that is now addressable is illustrated in the seismogram of Figure 6 . One can see that first-arrival times decrease with increasing distance on the right half of the seismogram. This arrival-time pattern simply is not addressable with classical refraction analysis methods, including the generalized reciprocal method and its relatives. Figure 7 shows the velocity model obtained by Macy (1997) using refraction tomography. Figure 8 is a synthetic seismogram generated by finite-difference extrapolation using this same velocity model. Notice the similar shapes of the first-arrival times as a function of distance from the seismic source. A practical quantitative solution to this first-arrival problem would not have been attainable in the early 1980's. Figure 7 . Notice that the Pwave arrival time pattern closely mimics that of the data in Figure 6 . (From Macy, 1997) Turning our attention to Rayleigh waves, the multichannel analysis of surface waves (MASW) method Xia et al., 1999; Miller et al., 1999) utilizes some of the pattern-recognition concepts provided by the multichannel recording and processing approaches. It employs multiple individual geophones placed along a linear survey line with a uniform spacing between geophones. Seismic waves generated by an impulsive source (such as a sledgehammer) and propagating along the receiver line are recorded synchronously; this enables the recognition of various types of propagation characteristics.
Surface waves traditionally have been viewed as noise in multi-channel seismic data collected to image targets for shallow engineering, environmental, and groundwater purposes (Steeples and Miller, 1990) . Recent advances in the use of surface waves for near-surface imaging have combined spectral analysis techniques (SASW) developed for civil engineering applications (Nazarian et al., 1983) , with multi-trace reflection technologies exploited for near-surface investigations (Schepers, 1975) and petroleum applications (Glover, 1959) . The combination of these two uniquely different approaches to seismic imaging of the shallow subsurface permits non-invasive estimation of shear wave velocities within 10% of cross-hole measured values (Xia et al., 2002) and delineation of horizontal and vertical variations in near-surface material properties based on changes in these velocities (MASW) Park et al., 1999) .
Continuous acquisition of multichannel surface wave data along linear transects has recently shown great promise in detecting shallow voids and tunnels (Park et al., 1998) , mapping the bedrock surface as in Figure 9 Miller et al., 2005) , locating remnants of underground mines , and delineating fracture systems as can be seen in Figure 10 . Extending this technology from sporadic sampling to continuous imaging required incorporating MASW with concepts from the CDP (Mayne, 1962) method. Integrating these two methodologies resulted in the generation of a laterally continuous 2-D cross-section of the shear-wave velocity field. Cross sections generated in this fashion contain information about the horizontal and vertical continuity and physical properties of materials as shallow as a few inches down to depths of 100 meters or more in some settings.
The flexibility in acquisition and insensitivity to environmental noise allows successful use of shear-wave velocity profiling in areas where other geophysical methods might be limited. When used to image the earth, surface waves provide a rapid and relatively straightforward method of examining the shallow subsurface. One significant current limitation is the one-dimensional inversion used to generate Vs traces, which are gathered to form a 2-D shear-velocity cross section. Unfortunately, interpretations of the two-dimensional shear-wave velocity field derived from the one-dimensional inversion of the surface-wave dispersion curve have much lower resolution than seismic reflection sections. .: Shear-wave velocity contours along a profile beneath a proposed power plant site in Alabama. The area on the left half of the figure shows apparent karst, whereas the right half of the figure indicates a relatively uniform bedrock surface. The location of the construction site for the power plant was moved on the basis of this figure (Miller et al., 2005) . These fractures influenced the flow path of subsurface chemical pollutants .
Conclusions
By any measure, shallow seismic methods have come a long way in the past two decades. The future holds promise for increased automation in fieldwork with land streamers (van de Veen & Green, 1998) and automated geophone planting (Spikes et al., 2005) . Automation of processing of shallow reflection data is fraught with pitfalls because so many digital processes can enhance other modes and other arrivals on near-surface seismograms (Steeples and Miller, 1998) . There is much room in nearsurface geophysics for progress in S-wave reflection, Love wave analysis, 3-component surveying, wavefield inversion, and shallow 3-D surveys.
