Let V denote a vector space with finite positive dimension. We consider an ordered pair of linear transformations A : V → V and A * : V → V that satisfy (i) and (ii) below.
Introduction
We begin by recalling the notion of a Leonard pair [8, 9] . We will use the following terms. Let X denote a square matrix. Then X is called tridiagonal whenever each nonzero entry lies on either the diagonal, the subdiagonal, or the superdiagonal. Assume X is tridiagonal. Then X is called irreducible whenever each entry on the subdiagonal is nonzero and each entry on the superdiagonal is nonzero.
We now define a Leonard pair. For the rest of this paper, K will denote a field. concepts from linear algebra. From now on, we fix a nonnegative integer d. Let Mat d+1 (K) denote the K-algebra consisting of all d + 1 by d + 1 matrices with entries in K. We index the rows and columns by 0, 1, . . . , d. Let K d+1 denote the K-vector space consisting of all d + 1 by 1 matrices with entries in K. We index the rows by 0, 1, . . . , d. Recall that Mat d+1 (K) acts on K d+1 by left multiplication. Let V denote a vector space over K with dimension d + 1. Let End(V ) denote the K-algebra consisting of all linear transformations from V to V . For convenience, we abbreviate A = End(V ). Observe that A is K-algebra isomorphic to Mat d+1 (K) and that V is irreducible as an A-module. The identity of A will be denoted by I. Let {v i } d i=0 denote a basis for V . For X ∈ A and Y ∈ Mat d+1 (K), we say that Y represents X with respect to {v i } A subspace W ⊆ V will be called an eigenspace of A whenever W = 0 and there exists θ ∈ K such that W = {v ∈ V |Av = θv}; in this case, θ is the eigenvalue of A associated with W . We say that A is diagonalizable whenever V is spanned by the eigenspaces of A. We say that A is multiplicity-free whenever it has d + 1 mutually distinct eigenvalues in K. Note that if A is multiplicity-free, then A is diagonalizable.
Definition 2.1 By a system of mutually orthogonal idempotents in A, we mean a sequence
of elements in A such that
rank(E i ) = 1 (0 ≤ i ≤ d).
Definition 2.2 By a decomposition of V , we mean a sequence {U
consisting of onedimensional subspaces of V such that
(direct sum).
The following lemmas are routinely verified.
Lemma 2.3 Let
is a system of mutually orthogonal idempotents. Conversely, given a system of mutually orthogonal idempotents 
is a decomposition of V ; let {E i } d i=0 denote the corresponding system of idempotents from Lemma 2.3. One checks that
We refer to E i as the primitive idempotent of A corresponding to U i (or θ i ).
We now define a Leonard system. 
where tr denotes trace. 
We have been discussing the situation of Assumption 3.1. We now modify this situation as follows. 
Assumption 3.4 Let
≤ i, j ≤ d, E i A * E j = 0 if and only if E j A * E i = 0.
The graph ∆
In the following discussion, a graph is understood to be finite and undirected, without loops or multiple edges. Definition 4.5 With reference to Assumption 3.4, let (E, F ) = (E i , E j ) denote an ordered pair of distinct primitive idempotents for A. This pair will be called a tail whenever the following (i), (ii) occurs in ∆.
(i) i is adjacent to no vertex in ∆ besides j.
(ii) j is adjacent to at most one vertex in ∆ besides i. When working with a tail, pertinent information can be obtained by considering the following related notion.
Definition 4.7 With reference to Assumption 3.4, let E = E i denote a primitive idempotent for A. This idempotent will be called a leaf whenever i is adjacent to at most one vertex in ∆.
With reference to Assumption 3.4, let (E, F ) denote an ordered pair of distinct primitive idempotents for A. Note that by Definitions 4.5 and 4.7, if (E, F ) is a tail then E is a leaf.
We now discuss the connectivity of ∆. 
Recall the following theorem that characterizes the Q-polynomial property using tails. 
For later use, we now review some results from [3] . We first make a necessary definition. 
Suppose conditions (i) and (ii) hold. Then κ = a * 0 .
The bipartite case
Definition 5.1 With reference to Assumption 3.1, we say that A is bipartite whenever
, and
be as in Assumption 3.4. Furthermore, assume that A is bipartite.
We will need material from [3] in a form appropriate to the case when A is bipartite. Therefore, the relevant results will be presented with reference to Assumption 5.2. 
where each of the scalars {b i } 
Normalizing idempotents
Let λ denote an indeterminate. Let K[λ] denote the K-algebra consisting of the polynomials in λ that have all coefficients in K. 
where u −1 = 0. Observe that for 0 ≤ i ≤ d + 1, the polynomial u i has degree i. Moreover, the coefficient of
We say that the sequence {u i } We adopt the following assumption. 
where p −1 = 0. 
Proof: Compare (4)- (6) with (7) and (8). (i) The vector v is an eigenvector for A with eigenvalue θ.
where α −1 and α d+1 are indeterminates.
With reference to Assumptions 5.2 and 6.3, note that by [3, Corollary 7 .10], the polynomial u d+1 is the characteristic polynomial for A.
With reference to Assumptions 5.2 and 6.3, let θ denote an eigenvalue of A. In Lemma 6.6(iii), we encountered the sequence {u i (θ)} (ii) α 0 = 1 and
Suppose conditions (i) and (ii) hold. Then Proof: This is an immediate consequence of Lemma 6.6. (ii) The cosine sequence
where each of α −1 , α d+1 , θ * (ii) ⇔ (iii). This is an immediate consequence of Lemma 6.5.
We make a comment on Proposition 6.9. Although condition (ii) seemingly depends on a choice of feasible basis, it is clear that the equivalent conditions (i) and (iii) do not. Therefore, Proposition 6.9 can be referenced without referencing Assumption 6.3, as in the following definitions.
Definition 6.10 With reference to Assumption 5.2, suppose θ is an eigenvalue of A. We say that θ is normalizing whenever the equivalent conditions (i)-(iii) hold in Proposition 6.9.
Definition 6.11 With reference to Assumption 5.2, let E denote a primitive idempotent for A. This idempotent will be called normalizing whenever E corresponds to a normalizing eigenvalue θ.
Algebraic consequences of the leaf condition
For the remainder of this paper, we fix the following notation. 
Letting i = 0 and i = d in (11), we obtain
Now suppose that in the diagram ∆, vertex 0 is adjacent to vertex 1 and no other vertices. By (10), the following holds for 0
In the sections that follow, we discuss a method for obtaining the three-term recurrence relationship on {θ * i } d i=0 referenced in Theorem 4.9 as condition (ii). Note that if d < 3, then this relationship is automatically satisfied, so we focus our attention on the case when d ≥ 3. 
Assumption 7.2 Let

involves the following conditions (i)-(iii).
(i) The primitive idempotent E is normalizing.
(ii) (E, F ) is a tail.
Throughout the remainder of this paper, we present results that depend on various combinations of these three conditions. Therefore, we will reference which of these conditions are necessary assumptions for each result. When assuming (i), we take E = E 0 without loss of generality. When assuming (ii), we take (E, F ) = (E 0 , E 1 ) without loss of generality. Furthermore, when we assume both (ii) and (iii), the primitive idempotent E 1 is adjacent to one primitive idempotent in ∆ besides E 0 , which we denote E 2 .
We make some additional comments on Note 7.3. By Notation 7.1, E 0 is normalizing if and only if α i = 0 for 0 ≤ i ≤ d. Also, note that under the assumption of Note 7.3(iii), the diagram ∆ is connected by Proposition 4.8.
We now proceed to derive expressions for the scalars a * 0 .
Lemma 7.4 With reference to Assumption 7.2, further assume condition (i) from Note 7.3. Suppose that in the diagram ∆, vertex 0 is adjacent to vertex 1 and no other vertices. Then
Proof: Without loss of generality, fix a feasible basis as in Assumption 6.3. Substituting (12) into (14) at i = 0 and using the fact that θ 0 is normalizing by Note 7.3(i), we obtain the first part of (15). Similarly, the second part of (15) is a consequence of (14) at i = d and (13).
Corollary 7.5 With reference to Assumption 7.2, further assume conditions (i) and (iii) from Note 7.3. Suppose that in the diagram ∆, vertex 0 is adjacent to vertex 1 and no other vertices. Then
Moreover, θ 0 and θ 1 are both nonzero.
Proof: First note that (16) is a consequence of (15). By Note 7.3(iii), both of the coefficients of θ 0 and θ 1 in (16) are nonzero. Therefore, both θ 0 and θ 1 are nonzero. 
Proof: First, eliminate a * 0 and c i α i−1 from (14) using (15) and (11) to obtain (17). Substituting this back into (11), we obtain (18). 
Proof: Without loss of generality, fix a feasible basis as in Assumption 6.3. Suppose θ 0
. This is a contradiction, so (19) follows. Similarly, (20) is a consequence of (18). are 
where
basis, A and A * are represented by the matrices in (21). Using matrix multiplication, we calculate w with respect to this basis,
Accordingly,
Recall that with respect to the basis {v i } We now proceed to derive expressions for the scalars ψ and ζ from (22). 
Proof: Without loss of generality, fix a feasible basis as in Assumption 6.3. Consider the two equations obtained from taking (22) at i = 0 and i = d. Eliminate b 0 using (12), c d using (13), and a * 0 using (15). Invoking the fact that both α 0 and α d are nonzero by Note 7.3(i), we obtain the following system of equations
Take the difference between (25) and (26). Solve the resulting equation for ψ. In the expression for ψ, eliminate θ 0 using (16) and simplify to obtain (23). Using this and (26), we obtain (24). 
Proof: Without loss of generality, fix a feasible basis as in Assumption 6.3. Eliminate a * 0 , ψ, ζ, b i , and c i from (22) using (15), (23), (24), (17), and (18), respectively. The result follows after simplifying and invoking the fact that α i = 0 (0 ≤ i ≤ d) by Note 7.3(i).
The three-term recurrence
We begin by recalling the following fact from arithmetic, whose proof is left as an exercise for the reader.
Lemma 9.1 Let m, n, r, and s denote elements of K such that n, s, and n + s are nonzero and m/n = r/s. Then this common value equals (m + r)/(n + s).
We now utilize Lemma 9.1 to establish some algebraic facts for later use. With reference to Assumption 7.2, our goal is to show that under assumptions (i)-(iii) from Note 7.3,
is independent of j for 3 ≤ j ≤ d. 
is independent of j for 3 ≤ j ≤ i.
(ii) The expression
is independent of j and h for 2 ≤ h < j ≤ i.
Suppose conditions (i) and (ii) hold. Then the common values of (28) and (29) are equal.
Proof: (i) ⇒ (ii). Note that for any j and h such that 3 ≤ j ≤ i and 2 ≤ h ≤ j − 1,
Proof: First note that for i = 3 and i = 4, (31) is trivial. If i = 5, then (31) is true by assumption. So, we assume without loss of generality that i ≥ 6. We consider two cases, depending on whether i is even or i is odd.
Case 1: i = 2n is even. By assumption, note that
Taking the reciprocal of both sides, we obtain
If i = 6, then (32) is (31) and we are done. Otherwise, it also follows by assumption that
Using ( 
Using (34) to simplify (35), we obtain
Taking the reciprocal of both sides, we obtain . If i = 9, then we are done. Otherwise, we continue in the above fashion until we eventually obtain (31). 
is independent of j for 3 ≤ j ≤ d.
Proof: First note that for d = 3, there is nothing to prove, so we may assume without loss of generality that d ≥ 4. We begin by evaluating (27) at i = 2 and solving for θ 1 θ * d−1 to obtain
