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Abstract: The use of controller topology called back-to-back is becoming more widespread in full rated control of wind turbines. In back-to-back converter topology, to control 
the grid side inverter, it is necessary to control the dq currents and dc bus voltage using the vector control method. In order to perform the vector control method, it is important 
to know the LCL filter parameters used at the inverter output and to select the PI controller parameters in accordance with the obtained transfer function. In the classical 
design of the controller, the optimal modulus PI controller method is preferred because it facilitates the design process. In this study, as a new method, a controller structure 
called extreme learning machine based on single hidden layer feed forward artificial neural network is proposed to control the grid side converter. Since the proposed 
controller structure is analytically trained, it provides a faster solution than the iterative solutions of classical artificial neural networks. Various simulation results are presented 
on a wind turbine model in which permanent magnet synchronous generator is used to convert mechanical energy from the wind into electric energy. The modulation of the 
inverter used for energy conversion is performed by the sinusoidal pulse width modulation technique. The simulation results indicated that the extreme learning machine 
based controller provided successful results. 
 





Generators that are one of the most important parts of 
wind turbines are manufactured in various types such as 
asynchronous, brushless DC and permanent magnet 
synchronous generators [1-4]. Due to the lack of need for 
the slip rings and brushes, a permanent magnet 
synchronous generator needs less maintenance, is of high 
efficiency, less noisy and has a long lifespan. Since PMSG 
can be connected directly to rectifier by the appropriate 
number of poles without the use of a gearbox, complexity, 
maintenance and cost can be reduced. In this case, it is 
possible to continue to produce power even at low wind 
speeds [5-8]. 
In addition to the various power electronic equipment 
and topologies for grid connection, IGBT- based inverter 
is frequently preferred to convert the energy, which is 
produced in the generator and transferred to the DC-link 
through controlled/uncontrolled rectifier, to 3-phase 
sinusoidal form [9-11]. The control of the grid side inverter 
is handled independently from the control structure of 
generator side controlled rectifier. The control of the grid 
side inverter basically determines the quality of power 
transferred to the grid and also provides integration and 
synchronization of this power to grid in accordance with 
regulations. In vector control method, active and reactive 
power is transferred from DC bus to grid by controlling d 
and q current components. The synchronous reference PI 
controller and the stationary reference PR controller based 
vector control are the two frequently used methods in 
literature and Industry. In addition to these, other methods 
such as PI controlled synchronous virtual flux direct 
control, adaptive band hysteresis current control, space 
vector modulation-based direct power control, virtual flux 
direct power control have been shown in the literature [12, 
13]. Passive filters are one of the most basic components 
of power electronics equipment used in converting DC bus 
voltage into 3-phase electrical energy at inverter output. 
Although there are various types of filters such as L, LC, 
LLCL to filter the inverter output voltage, LCL filter is 
preferred in this study [23, 24]. 
Unlike the other back-propagation artificial neural 
networks, in the extreme learning machine, which is 
defined as a single hidden layer artificial neural network 
method, the input layer and bias weights are assigned 
randomly. The training of extreme learning machines is 
provided analytically. Therefore, it provides a fast solution 
compared to the conventional iterative artificial neural 
network training. Since the output weights are solved using 
the inverse Moore-Penrose matrix, there are no problems 
affecting performance such as determining optimal 
learning parameters and stacking to local minimum [14, 
15]. A sufficient number of trial/error is required to 
determine the number of neurons and activation function 
due to the network architecture of the extreme learning 
machine [16]. Wu et al. [17] used extreme learning 
machines to calculate the wind speed information needed 
to control the pitch angle of wind turbines. This study 
showed that ELM-based pitch angle control gives better 
results than conventional methods. Wang et al. [18] 
developed an ELM-based sliding-mode controller for 
autonomous underwater vehicles. A structure consisting of 
two cycles was proposed for control of depth and pitch 
angle. The pitch angle in the inner loop was controlled by 
an ELM-based sliding-mode controller and this method 
showed that the system is robust and stable. Matias et al. 
[19] proposed an online sequential extreme learning 
machine for adaptive system identification and model 
predictive controller in their study. In the study, the partial 
iterative least squares method was used instead of the 
iterative least squares method [20]. A solution to the 
problem of multiple linearity in online sequential ELM 
output layers was presented by this proposed method. In 
the same study, it was also mentioned that good results 
were obtained because the root mean square error (RMSE), 
which was developed for system identification and related 
to the generalized predictive control, was lower. Sato et al. 
[21] proposed an ELM-based adaptive PID controller for 
systems with first-order dead time. In order to determine 
PID parameters, the relation between tracking performance 
and robust stability was taken as a basis by using ELM. A 
result obtained by performing various simulations in 
Matlab/Simulink environment is presented in this study, in 
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order to carry out the ELM-based control of the grid side 
inverter. As a result of the simulations, it is observed that 
the extreme learning machine based current controller 
tracked the d-q reference currents quite well for the control 
of the grid side inverter. Because there are few studies in 
the literature on the use of extreme learning machines as a 
controller, this article is an original study in terms of the 
use of extreme learning machines for the control of the grid 
side inverters. 
 
2 WIND TURBINE MODEL AND PERMANENT MAGNET 
SYNCHRONOUS GENERATOR 
 
The permanent magnet synchronous generator 
(PMSG) based wind turbine model in this study and the 
block diagram for the control structure of it are given in 
Figure 1. In the given model, the generator side controlled 
rectifier is used to convert the 3-phase AC voltage to DC 
voltage. The grid side inverter transforms the filtered DC 
voltage to AC voltage. The harmonic voltages at the 
inverter output are filtered by using the LCL filter. 
Thereby, harmonics are eliminated and the quality of the 
energy transferred to the grid is increased [9, 10, 25]. The 
explanations related to the wind turbine model whose 




Figure 1 Grid connected wind turbine model and control structure 
  
The power obtained from a wind turbine changes 
depending on the speed of the wind, air density, 
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A (m2), Cp, Pw, V, ρ (1.225 (15 °C-1 atm.) kg/m3), β (° 
pitch angle), λTsr-Tip Speed Ratio) in Eq. (1) express the 
blade swept area, performance coefficient of wind turbine, 
turbine power, wind speed, air density, pitch angle, blade 
tip speed ratio, respectively. The tip speed ratio expressed 
by the blade radius and the wind speed is shown in Eq. (2). 
The swept area of the turbine blades can be determined by 
the equation of A = πR2/4. The performance coefficient Cp 
given in Eq. (3) is expressed as λ and C1 – C6 in terms of 
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C1 – C6 coefficients have values of C1 = 0.517, C2 = 
116, C3 = 0.4, C4 = 5, C5 = 21, C6 = 0.0068, respectively. 
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The relation between performance coefficient Cp and 
tip speed ratio λ can be shown by the curve in Fig. 2. 
According to Betz law, the theoretical maximum value of 
Cp is 0.593 and the performance coefficient is maximum 
Cp = 0.44 when β = 0° and λ = 6.8. 
 
 
Figure 1 Performance coefficients corresponding to different β − λ values 
 
For each wind speed there is an optimal point where 
power is maximum. In addition, since operating of the 
turbine at each wind speed is not possible, the minimum 
and maximum cutting speeds of the wind turbine should be 
determined. While the wind turbine is closed below the 
minimum speed, the turbine blades are turned around their 
own at critical high wind speeds. In Fig. 3 the optimal 
points giving the maximum powers are indicated by the red 
line. The emerging curve is also expressed as P – ω3 curve. 
 
 
Figure 2 Turbine Output Power for Different Wind Speeds 
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2.1 Permanent Magnet Synchronous Generators 
 
Permanent magnet synchronous machines convert 
mechanical energy obtained from wind into electrical 
energy. The electrical and mathematical equivalent circuit 
model of PMSG can be easily demonstrated by using a dq 
rotating reference frame [4-6]. Vsd and Vsq voltage 
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Ls and Rs are the winding inductance and winding 
resistance of PMSG, respectively. ϕ, we, Isd and Isq indicate 
the magnetic flux, the electrical angles of the generator, the 
dq current components, respectively. Electromagnetic 
torque Te is expressed by: 
 
3 ( )
2e sq d q sd
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where Ld and Lq denote the dq axis inductances and p shows 
the number of pole pairs. If Ld and Lq are equal, the 




T pI φ=                                                                    (9) 
 
2.2 LCL Filter Model  
 
It is important to use a filter at the output of the grid 
side inverter and the type of the selected filter affects 
significantly the quality of the energy transferred to the 
grid. Fig. 4 shows the LCL filter structure connected 
between the inverter and the grid [23, 24]. 
 
 
Figure 3 LCL filter structure 
 
The determination of the transfer function related to 
the LCL filter is very important in suppressing the voltage 
source harmonics and designing the controller. If Vo = 0, 
without damping resistance Rf, the LCL filter can be shown 
by the transfer function in Eq. (10). 
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2.3 Grid Side Inverter Model 
 
The mathematical model of the grid line voltages on 
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where L and R represent the grid inductance and resistance, 
respectively.  
Uid and Uiq are the dq axis voltage components. If the 
reference plane is placed on the same axis with the source 
voltage, the grid vector voltage can be expressed as Eq. 
(13). 
 
0du u j= +                                                                    (13) 
 
In this case, the active and reactive power can be given 
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Figure 4 Vector control scheme of the grid side inverter. 
 
Fig. 5 shows the general structure of the grid side 
inverter called vector control. In this structure, the outer 
loop is used to control the dc bus voltage and the inner loop 
is used to control the dq currents. In the outer loop, dcV
∗  
indicates the reference voltage value. gqI
∗ current is set to 0 
so that the power transmitted to the grid is active power. In 
this study, the developed extreme learning machine based 
controller is proposed instead of the inside dq current 
controllers. The proposed controller structure is shown in 
Fig. 6. 
Fig. 6 shows the block diagram of the extreme learning 
machine based vector control structure of the grid side 
inverter. On the grid side, 3 phase AC voltages are 
measured and phase angle (θ) information obtained 
through phase loop lock (PLL) is converted from 3 phase 
to dq axis. The 2-axis dq currents are obtained by using the 
phase loop lock block and the park transformation. 
Obtained currents are passed to a PI controller after they 
are compared with the reference currents and the error is 
detected. Finally, reference signals are generated by using 
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Figure 5 Extreme learning machine based controller structure of the GSC 
 
2.4 Extreme Learning Machine  
 
The extreme learning machine (ELM) is a feed 
forward artificial neural network learning method with a 
single hidden layer. This artificial neural network learning 
method assigns the input layer and bias weights randomly 
unlike the back propagation learning algorithms [14-16]. 
The network architecture of the ELM needs to be 
adequately tested to determine the number of neurons and 
the activation function. Fig. 7 shows the single layer neural 
network model that forms the basis ELM. Fig. 8 shows the 
flowchart of the ELM based neural network.  
In Fig. 7, β1…m, x1…n, y1…p, bi…m, wi,j represent the 
weights regarding the output layer, the number of input 
layers, the number of output layers, the bias weights in the 
hidden layer, the weights between the input layer and the 
output layer, respectively. The layer regarding the output is 
expressed by Eq. (16). 
 
( ), 1 1m np k i j i ij iY f w x bβ= == +∑ ∑                                 (16) 
 
 
Figure 6 Extreme Learning Machine Network Model 
 
The activation function in the generated network and 
the number of neurons in the hidden network are initially 
assigned. In addition, layer weights and bias values are 
assigned randomly at the beginning. 
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If Eqs. (16) and (17) are combined, Eq. (18) is obtained. 
=Y Hβ                                                                         (18) 
 
Training methods in artificial neural networks mainly 
try to minimize the error. Likewise, extreme learning 




k kk Yˆ Y= −∑ . The lowest possible error 
is obtained by minimizing the difference between the 
actual output value kYˆ and the found value Yk. If the Eq. 
(18) is examined, it will reveal that the value of β must be 
found. The H matrix is not usually a quadratic matrix, so it 
is not possible to find the β weights by taking the inverse 
of the matrices. The generalized Moore-Penrose matrix is 
used to find the approximate inverse of the invertible 
matrices. When the generalized inverse matrix of H matrix 
is denoted as H+, the output weights can be given as the 
following expression: 
 
ˆ ˆ= +β H Y                                                                       (19) 
 
Here βˆ  represents the approximate output weights. 
 
 
Figure 8 Extreme Learning Machine Flowcharts 
 
3 SIMULATION RESULTS AND DISCUSSION 
 
The parameters of the grid side LCL filter must be 
known for the design of the internal loop dq current 
controllers. Based on the filter parameters designed by 
referencing Reznik et al. [26], the controller parameters are 
calculated as Kp = 0.7518 and Ti = 0.0028, according to the 
optimal modulus method. The other parameters used in the 
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simulation are given in Appendix A. As shown in Fig. 9, a 
forward layer artificial neural network is proposed to 
construct the model of the proposed extreme learning 
machine instead of the dq axis PI controllers of the grid 
side inverter. As can be seen, the error and derivation of 
error are used as input, and the output is defined as the 
control signal output of the extreme learning machine. 
A graph of mean square root errors is shown in Fig. 10 
for different activation functions and neuron numbers in 
the training and test steps. It is clearly seen that sigmoid 
function gives more successful results. However, when this 
activation function is used, it is observed that there are no 
significant changes in root mean square error after 150 
neurons. For this reason, results up to 150 neurons are 
added to the created table. 
 
 
Figure 9 Generated artificial neural network model. 
 
  
Figure 10 RMSE training and test performance for various activation functions 
of the artificial neural network. 
 
Table 1 Mean squared error for various neuron numbers and activation 
functions 
Activation 








r 10 0.0039 0.0033 0.0033 0.0044 0.0043 
20 0.0035 0.0030 0.0033 0.0043 0.0043 
30 0.0036 0.0031 0.0032 0.0042 0.0033 
50 0.0037 0.0025 0.0034 0.0034 0.0040 
75 0.0034 0.0011 0.0033 0.0036 0.0033 
100 0.0008 0.0014 0.0033 0.0031 0.0057 
150 0.0009 0.0015 0.0034 0.0032 0.0067 
 
Table 2 Solution times (sec) for various neuron numbers and activation 
functions 
Activation 








r 10 0.0035 0.0021 0.0023 0.0024 0.0022 
20 0.0022 0.0021 0.0022 0.0021 0.0021 
30 0.0041 0.0022 0.0020 0.0024 0.0024 
50 0.0032 0.0027 0.0032 0.0026 0.0023 
75 0.0057 0.0038 0.0042 0.0036 0.0032 
100 0.0097 0.0051 0.0041 0.0045 0.0037 
150 0.0071 0.0065 0.0051 0.0055 0.0047 
 
Tab. 1 shows the mean square error values for different 
neuron numbers and activation functions during the test 
step. The computation times of the computer processor 
depending on neuron numbers and activation functions 
during the test step are given in Tab. 2. It is seen from Tab. 
2 that the sigmoid-activated extreme learning machine 
having 20 neurons in the hidden layer that provides the 
solution in the shortest time. The mean square error 
decreases as the neuron number of the values obtained in 
the test step of the extreme learning machine increases as 
shown in Tab. 1. However, the increasing of the neuron 
number extends the solution time, the network model with 
20 neuron sigmoid activation functions has been 
determined as the most suitable model. 
 
 




Figure 8 Machine side (a) d axis (b) q axis current 
 
In response to the change in wind speed, Fig. 11(a): 
turbine speed, Fig. 11(b): turbine torque and Fig. 11(c): 
generator speed has been investigated in the simulation 
study. The generator speed is important for determining the 
iq reference current that is required for vector control of the 
permanent magnet synchronous generator. To obtain the 
torque information, the curve shown in Fig. 3 is utilized 
and the P – w3 curve in which the maximum power is 
generated is used. The graph of the reference torque 
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obtained by using the mentioned curve is given in Fig. 
11(d). 
Fig. 12 shows dq reference and actual current values 
on the machine side. This graph shows that the actual load 
currents follow the dq reference currents successfully. 
Fig. 13 shows the response of the dq current controllers 
in which the grid side extreme learning machine is used. 
As seen in the figure, the currents of the d and q axes follow 
the reference well. A graph of the DC voltage controller, 
which is part of vector control of the grid side inverter, is 
presented in Fig. 14. It follows the reference value set as 
102 volts well. 
 
 




Figure 14 Dc bus reference and actual voltages 
 
 
Figure 10 Output voltages and currents of LCL Filter 
Fig. 15 shows the phase-to-ground voltages and 
currents plots at the LCL filter output. A 55V/380V 
transformer is connected to the filter output before the grid 
connection. The changes in LCL filter output currents have 




In this study the back-to-back based inverter structure 
is used. The generator side inverter is controlled by the 
field oriented control method and the grid side inverter is 
controlled by the control method called vector control. Dc 
bus voltage is controlled by the PI controller in the outer 
loop while the dq axis currents are controlled by PI 
controllers in the inner loop for the vector control of the 
grid side inverter whose general structure is shown in Fig. 
5. In this study, instead of the control of the dq currents in 
the inner loop of the grid side inverter with PI controllers, 
the extreme learning machine based vector control is 
examined. Since the training of extreme learning machines, 
which is a single hidden layer artificial neural network 
model, is performed analytically, the model provides a 
faster solution than iterative solution methods of the 
conventional artificial neural networks. The LCL filter is 
used to filter the pulsed voltages at the output of the grid 
side inverter. In order to carry out simulation studies, the 
Permanent Magnet Synchronous Generator (PMSG) is 
used. The simulation results showed that the extreme 
learning controller with 20 neurons and sigmoid activation 




Generator Side Parameters 
Pg = 1.5 kW, Vg = 3 faz 110 VAC, Ig = 8.3 A, w = 2000 
r/min, Tork = 7.16 N·m, Rs = 0.26 ohm, Ls = 4.01 mH, 
Torque Constant = 0.87 Nm/A, Voltage Constant = 31.8 
VpeakL−L/krpm, Rotor Inertia = 11.18 kg·m2, R = 1.6 m, 
Machine Side Current PI: Kp = 0.2, Ki =120. 
 
Grid Side Parameters 
LCL Filter: L2 = 47 μH, Rf = 1.2 Ω, Cf = 10 μF, Fs = 8 
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