Optimal pointwise control for a parallel system of Euler–Bernoulli beams  by Sadek, I. et al.
Journal of Computational and Applied Mathematics 137 (2001) 83–95
www.elsevier.com/locate/cam
Optimal pointwise control for a parallel system
of Euler–Bernoulli beams
I. Sadek ∗, M. Abukhaled, T. Abualrub
American University of Sharjah, P.O. Box 26666, Sharjah, United Arab Emirates
Received 11 December 1999; received in revised form 20 September 2000
Abstract
The optimal control of a distributed system consisting of two Euler–Bernoulli beams coupled in parallel with pointwise
controllers is considered. An index of performance is formulated which consists of a modi3ed energy functional of
two coupled structures at a speci3ed time and penalty functions involving the point control forces. The minimization
of the performance index over these forces is subject to the equation of motion governing the structural vibrations, the
imposed initial condition as well as the boundary conditions. A maximum principle is derived for optimal point controls of
one-dimensional coupled structures undergoing transverse vibrations. The optimal control law is obtained using a maximum
principle and the applicability of the results is demonstrated. A method of solution for such a type of structure is suggested
by using the eigenfunction expansion and the maximum principle. The solution involves reducing the original problem to
a system of ordinary di8erential equations. The e8ectiveness of this approach is illustrated numerically by comparing the
behavior of the controlled and uncontrolled problem. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
The purpose of this study is to control the vibration of ;exible structures that consist of two Euler–
Bernoulli beams coupled in parallel by means of the application of a 3nite number of actuators. The
problem considered in this paper is motivated by an analogous problem in Ref. [10], where it is
shown that the system is uniformly exponentially stabilizable by an appropriate application of either
distributed or boundary control.
The present study deals with the control of two parallel simply supported beams coupled by
pointwise springs with an internal dissipative device of pointwise controllers applied along the beams.
The basic control problem is to minimize a given performance index in a given period of time
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with the minimum expenditure of force. Guided by the work of Sadek et al. [11] on the Pontryagin
maximum principle, optimal control laws which optimize the system’s performance index are derived
in the form of a maximum principle.
In the development of a maximum principle, we introduce a homogeneous adjoint system and
terminal conditions which relate the solution of the adjoint system with the optimal state solution at
the terminal time. In the applications of the maximum principle: (i) one obtains a general solution
of the adjoint system in terms of parameters (which could be determined by terminal conditions,
provided the optimal solutions of the original problem were known); (ii) the maximum princi-
ple relates the optimal control to these parameters; (iii) a general optimal solution of the original
problem is found in terms of these parameters; and (iv) 3nally, the parameters are determined by
the terminal conditions, which relate the solution of the adjoint equations to the optimal solution of
the original equations. The maximum principle given in this study provides a method for 3nding the
optimal control under the assumption that a solution to the optimal control problem exists. Indeed, a
method of solution for such a system is suggested using eigenfunction expansion and the maximum
principle. This solution involves reducing the original problem to a system of coupled ordinary dif-
ferential equations. The resulting lumped-parameter system is decoupled producing a 3nite number
of independent ordinary di8erential equations. This method can be applied to control problems in
structural mechanics and electrical engineering.
Maximum principles for a number of distributed optimal control problems have previously been
formulated in Refs. [2,3,5–9,13,14,17], where various aspects of the issues related to control problems
have been studied. Numerical examples of practical importance have also been presented in the
literature (see, e.g., [1,4,15,16]). To our knowledge, active pointwise control of parallel systems
coupled through springs is studied minimally in the literature. On the other hand, there has been
work on the pointwise distributed [12] control of distributed-parameter systems represented by N
serially connected ;exible structures coupled through boundary conditions. Maximum principles are
established for such a system of N partial di8erential equations of second order in time and fourth
order in space. The present study extends the results obtained by Sadek et al. [12] to a class of
optimal control problems of ;exible structures that consists of two Euler–Bernoulli beams coupled
in parallel. The problem of damping out the vibrations of such structures is studied by applying a
3nite number of actuators. In particular, our basic control is the minimization of a given performance
index of the system in a given period of time. The index of performance includes the displacement
and its 3rst derivative with respect to time, as well as, a penalty term involving the control. In the
present study, we state and prove a maximum principle with convexity assumptions. The results are
easily adaptable to problems coupled in parallel structures.
As an example of the applicability of the theory, controlling the vibrations of two beams that
are coupled in parallel is considered. The behavior of the controlled and uncontrolled structures is
numerically studied and the e8ectiveness of the proposed control is illustrated for various parameters.
2. Dynamic model for a parallel system
Consider two beams of the same length l that are coupled in parallel through m-discrete springs
with constant kj placed at xj; j=1; : : : ; m, as shown in Fig. 1.
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Fig. 1. A geometric 3gure of two parallel Euler–Bernoulli beams.
The dynamics of the system under consideration is governed by a set of partial di8erential equa-
tions [10]:
@2t u
i(x; t) + a4i @
4
xu
i(x; t)= (−1)i
m∑
j= 1
kj(u1(xsj ; t)− u2(xsj ; t))(x − xsj); (1)
t¿0; 0¡xsj¡l, where @t and @x represent the partial derivatives with respect to the time t, and space
variable x, respectively, and s refers to spring. ui(x; t); i=1; 2; are the vertical displacement of the
beams measured from the horizontal equilibrium positions. The system parameters, ai¿0; i=1; 2
are de3ned as a4i =EiIi=mi, where Ei denotes Young’s modulus of elasticity and Ii denotes the
cross-sectional moment of interia about an axis normal to the plane of vibration and passing through
the center of the cross-sectional area. The uniform beam properties mi; Ei and Ii are assumed con-
stants. The term (−1)i∑mj= 1 kj(u1(xsj ; t)− u2(xsj ; t))(x− xsj) represents the coupling between the two
beams, where (x − xsi ) are Dirac distributions with discrete points 0¡xsj¡l. For simplicity, the
elastic coupling constants, kj, are assumed to be independent of the spatial parameter. Associated
with the dynamic model of parallel beams, some appropriate boundary and initial conditions need
to be prescribed.
3. Optimal control problem formulation
Given a set of ni discrete points 0¡xai1¡x
a
i2¡ · · ·¡xaini¡l, on the interval = [0; l]; and a terminal
time tf¿0, where a refers to applied force. Consider the set of admissible distributions
Uad =

F(x; t)= [F1(x; t); F2(x; t)] |Fi(x; t)=
ni∑
j= 1
fij(t)(x − xaij); fij ∈L2[0; tf ]

 ;
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where (x − xaij) are Dirac distributions, and fij(t) are the amplitude (or in;uence) of actuators
located at discrete points xaij ∈ [0; l]; for j=1; 2; : : : ; ni.
In order to measure the performance of the system under the in;uence of the applied control
forces Fi(x; t)∈Uad ; we introduce the following performance index:
J [F] =
1
2
∫

(U t(x; tf )W1U (x; tf ) + @tU t(x; tf )W2@tU (x; tf )) dx +
1
2
2∑
i= 1
∫ tf
0
fti (t)Wi+2fi(t) dt: (2)
The last term in Eq. (2) is a penalty term on control energy. The state and control vectors are given
by
U =U (x; t;F)= [u1(x; t;F); u2(x; t;F)]t;
fi =fi(t)= [fi1(t); fi2(t); : : : ; fini ]
t; i=1; 2
and the weighting factor matrices are given by
Wi =
[
i1 0
0 i2
]
; i=1; 2; Wi+2 = diag[
j
i+2]
ni
j= 1
with ik¿0; 
1
k + 
2
k¿0; 
j
k+2¿0, and trace Wk+2¿0, for k =1; 2, and U is the solution of the
controlled system:
L[U ] = @2t U (x; t) + D@tU (x; t) + A@
4
xU (x; t) +
m∑
j= 1
SjG(x; xsj)U (x
s
j ; t)=F(x; t): (3)
The damping and sti8ness operators are given by
D=diag[!i]; A=diag[a4i ];
respectively, and where
Sj = kj
[
1 −1
−1 1
]
; G(x; xsj)=
[
(x − xs1j) 0
0 (x − xs2j)
]
;
0¡xsij¡l, and j=1; 2; : : : ; m.
The boundary conditions for simply supported beams are of the form
U (0; t)= @2xU (0; t)= 0;
U (l; t)= @2xU (l; t)= 0:
(4)
The initial conditions are given by
U (x; 0)=U 0(x);
@tU (x; 0)=U 1(x);
(5)
where
U 0(x)= [u10(x); u
2
0(x)]
t;
U 1(x)= [u11(x); u
2
1(x)]
t:
I. Sadek et al. / Journal of Computational and Applied Mathematics 137 (2001) 83–95 87
The optimal control problem can now be stated in the following form: determine an optimal control
F∗ ∈Uad such that
J [F∗] = min
F ∈Uad
J [F] (6)
with U (x; t) subjected to Eqs. (3)–(5), and J [F] given by Eq. (2), where the existence of such
an optimal control (6) will be assumed. The quadratic control problem (6) can easily be shown
to have at most one optimal solution [12]. An adjoint variable will be introduced, and the optimal
control function will be related to this variable. This relation is achieved by formulating a maximum
principle in terms of a Hamiltonian functional. It is shown that this functional achieves its maximum
at the optimal control function.
4. Maximum principle
The solution of the control problem (6) is obtained by introducing an adjoint problem, with adjoint
vector
V =V (x; t)= [v1(x; t); v2(x; t)]t;
satisfying the adjoint system
L∗[V ] = @2t V (x; t)− D@tV (x; t) + A@4xV (x; t) +
m∑
j= 1
SjG(x; xsj)V (x
s
j ; t)= 0 (7)
with boundary conditions
V (0; t)= @2xV (0; t)= 0;
V (l; t)= @2xV (l; t)= 0
(8)
and terminal conditions
@tV (x; tf )− DV (x; tf ) =W1U (x; tf );
V (x; tf ) = −W2@tU (x; tf ):
(9)
Before stating the main results, the following Hamiltonian function is introduced:
H (xa; t;F] =
2∑
i= 1
ni∑
j= 1
[vi(xaij ; t)fij(t)− 12ji+2f2ij(t)]; (10)
where xa = [xa11; x
a
12; : : : ; x
a
1n1 ; x
a
21; : : : ; x
a
2n2 ].
Theorem 1. Let F and F∗ be two admissible controls with corresponding state variables U =
U (x; t;F) and U ∗=U (x; t;F∗); respectively; and the corresponding adjoint variables V =V (x; t;F)
and V ∗=V (x; t;F∗) satisfy the terminal conditions (9). Assume F∗ to satisfy
H [xa; t;F∗] = max
F ∈Uad
H [xa; t;F]; (11)
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where H is de7ned by (10). Then;
J [F∗]6J [F]; ∀F ∈Uad (12)
that is; F∗ is indeed the optimal control.
Proof. Let
LU =U (x; t)− U ∗(x; t);
LF =F(x; t)− F∗(x; t):
Then LU and LF satisfy
L[LU ] =LF: (13)
This implies that∫

∫ tf
0
{V tL[LU ]−LU tL∗[V ]} dt dx=
∫

∫ tf
0
V tLF dt dx; (14)
where = [0; l]. We label each term in the integral equation (14) as follows. Let
I1 =
∫

∫ tf
0
{V t[@2tLU + D@tLU ]−LU t[@2t V − D@tV ]} dt dx;
I2 =
∫

∫ tf
0
[V tA@4xLU −LU tA@4xV ] dt dx;
I3 =
∫

∫ tf
0

V t m∑
j= 1
SjG(x; xsj)LU (x
s
j ; t)−LU t
m∑
j= 1
SjG(x; xsj)V (x
s
j ; t)

 dt dx:
Consider the functional
I1 =
∫

∫ tf
0
{V t[@2tLU + D@tLU ]−LU t[@2t V − D@tV ]} dt dx
=
∫

∫ tf
0
@t[V t(@tLU + DLU )−LU t@tV ] dt dx
=
∫

{V t(@tLU + DLU )−LU t@tV}|t = tf dx
after using the following relations:
LU (x; 0)=0 since U (x; 0)=U0(x); U ∗(x; 0)=U0(x);
@tLU (x; 0)=0 since @tU (x; 0)=U1(x); @tU ∗(x; 0)=U1(x):
Integrating I2 by parts twice, one obtains
I2 =
∫ tf
0
[(V tA@3xLU − @xV tA@2xLU ) |

+(−LU tA@3xV + @xLU tA@3xV ) |

dt]
+
∫

∫ tf
0
(@2xV
tA@2xLU − @2xLU tA@2xLV ) dt dx
= 0 [due to boundary conditions (4) and (8)]:
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This leaves the last integral I3 which becomes
I3 =
m∑
j= 1
∫ tf
0
[V t(xsj ; t)SjLU (x
s
j ; t)−LU t(xsj ; t)SjV (xsj ; t)] dt=0:
In view of Eq. (14) and the results of expressions I1; I2 and I3; one obtains∫

{V t(@tLU + DLU )−LU t@tV} |
t = tf
dx=
∫

∫ tf
0
V tLF dt dx: (15)
Consider
LJ = J [F]− J [F∗]
=
1
2
1∑
i= 0
∫

[@itU
t(x; tf )Wi+1@itU (x; tf )− @itU ∗
t
(x; tf )Wi+1@itU
∗(x; tf )]
+
1
2
2∑
i= 1
∫ tf
0
[fti (t)Wi+2fi(t)− f∗
t
i (t)Wi+2f
∗
i (t)] dt: (16)
With the use of Taylor series in Eq. (11), one obtains
LJ¿
1∑
i= 0
∫

[@itU
∗tWi+1@itLU ] dx +
1
2
2∑
i= 1
∫ tf
0
[fti (t)Wi+2fi(t)− f∗
t
i (t)Wi+2f
∗
i (t)] dt: (17)
It follows from terminal conditions (9) and Eq. (17) that
LJ ¿
∫

[@tV − DV ]tLU − V t@tLU |
t = tf
dx
+
1
2
2∑
i= 1
∫ tf
0
[fti (t)Wi+2fi(t)− f∗
t
i (t)Wi+2f
∗
i (t)] dt: (18)
However, by Eq. (15), (18) becomes
LJ ¿ −
∫

∫ tf
0
V t(x; t)LF dt dx +
1
2
2∑
i= 1
∫ tf
0
[fti (t)Wifi(t)− f∗
t
i (t)Wif
∗
i (t)] dt
¿ −
2∑
i= 1
ni∑
j= 1
∫ tf
0
vi(xaij ; t)(fij(t)− f∗ij (t)) dt
+
1
2
2∑
i= 1
∫ tf
0
[fti (t)Wi+2fi(t)− f∗
t
i (t)Wi+2f
∗
i (t)] dt
= −
∫ tf
0
{H [xa; t;F]− H [xa; t;F∗]} dt
¿ 0;
in which inequality (11) is used. Hence J [F∗]6J [F] and F∗ is an optimal control.
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5. Solution method
In this section, we obtain the solution of the control problem (6) by applying the maximum
principle. The solution of problem (6) can now be outlined as follows:
Step 1: Transform the distributed parameter adjoint system (7)–(8) by assuming
V (x; t)=
N∑
n= 1
en(x)Vn(t) (19)
into model lumped-parameter system
d2
dt2
V (1)(t)− ND d
dt
V (1)(t) + NBV (1)(t)= 0; (20)
where
en(x)=
[
sin nxl 0
0 sin nxl
]
; Vn(t)= [v1n(t); v
2
n(t)]; n=1; : : : ; N;
V (1)(t)= [V1(t); : : : ; VN (t)]2N×1; ND=diag[D]2N×2N ;
NB=


A'1 + L−1
m∑
j= 1
Sje21(x
s
j) L
−1
m∑
j= 1
Sje1(xsj)e2(x
s
j) : : : L
−1
m∑
j= 1
Sje1(xsj)eN (x
s
j)
L−1
m∑
j= 1
Sje2(xsj)e1(x
s
j) A'2 + L
−1
m∑
j= 1
Sje22(x
s
j) : : : L
−1
m∑
j= 1
Sje2(xsj)eN (x
s
j)
...
...
...
...
L−1
m∑
j= 1
SjeN (xsj)e1(x
s
j) L
−1
m∑
j= 1
SjeN (xsj)e2(x
s
j) : : : A'N + L
−1
m∑
j= 1
Sje2N (x
s
j)


2N×2N
;
in which
L−1 =
[
2=l 0
0 2=l
]
; 'n=
[
(n=l)4 0
0 (n=l)4
]
; xsj = [x
s
1j; x
s
2j]:
To obtain a 3rst-order system, let
V (2)(t)=
d
dt
V (1)(t)
and this gives the coupled system
d
dt
V (t)− B∗V (t)= 0; (21)
where
B∗=
[
02N×2N I2N×2N
− NB2N×2N ND2N×2N
]
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and
V (t)= [V (1)(t); V (2)(t)]4N×1; V
(1)(t)= [V1(t); : : : ; VN (t)]2N×1:
Now, there exists a nonsingular transformation P4N×4N such that PB∗P−1 =', where '4N×4N =
diag()i); )i are the roots of det(B∗−)I)= 0 and PP−1 = I . Apply the transformation NV (t)=P−1V (t)
to the 3nite-dimensional system (21) producing the following uncoupled system:
d
dt
NV (t)− ' NV (t)= 0; t ∈ [0; tf ]: (22)
The solution of Eq. (22) is given by
NV (t)= e't* (23)
where * is a 4N × 1 constant vector to be determined.
Step 2: Solve the maximization problem (11) and thus
∇FH =0⇒ f(t)=W−1i+1 V i(xai ; t); (24)
where W−1i+1 = diag[1=
j
i+2]; j=1; 2; : : : ; ni; i=1; 2; and
V i(xai ; t)= [v
i(xi1; t); vi(xi2; t); : : : ; vi(xini ; t)]
t:
Step 3: Solve the state system (3)–(5) by setting
U (x; t)=
N∑
n= 1
en(x)Un(t); (25)
where
Un(t)= [u1n(t); u
2
n(t)]
t:
Following the same process as in Step 1 for the adjoint system, we arrive at the 3rst-order ordinary
di8erential equations 4N × 1-system:
d2
dt2
U (t)− E∗U (t)=Z(t); (26)
where
U (t)= [U (1)(t); U (2)(t)]4N×1;
U (1)(t)= [U1(t); : : : ; UN (t)]2N×1;
E∗=
[
02N×2N I2N×2N
− NB2N×2N − ND 2N×2N
]
4N×4N
;
Z(t)=
[
H (t)2N×1
02N×1
]
4N×1
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and
H (t)= [r11; r21; r12; r22; : : : ; r1N ; r2N ; ]
t
4N×1;
rin=
ni∑
j= 1
1
ji+2
N∑
k = 1
V (i)k sin
kxij
li

 sinnxij
li
; l=1; 2; n=1; : : : ; N:
Similarly, there exists a nonsingular transformation P∗ such that P∗E∗P∗
−1
=
∗
' along with the trans-
formation
NU (t)=P∗
−1
U (t)
which produces the following uncoupled system:
d
dt
NU (t)− ∗' NU (t)=Z(t): (27)
The solution of Eq. (27) is given by
NU (t)=
−
∗
' t
e NU (0) +
∫ t
0
−
∗
'(t−s)
e Z(s) ds; (28)
where NU (0)=P∗
−1
L−1[U1(0); : : : ; UN (0); (d=dt)U1(0); : : : ; (d=dt)UN (0)]
t in which they are obtained
by the initial conditions (5) by expanding the functions U 0(x) and U 1(x)
U0(x)=
N∑
n= 1
en(x)Un(0);
U1(x)=
N∑
n= 1
en(x)
d
dt
Un(0);
(29)
where Un(0) and (d=dt)Un(0) are Fourier coeOcients given by
Un(0)=L−1b
∫

en(x)U0(x) dx;
d
dt
Un(0)=L−1b
∫

en(x)U1(x) dx;
(30)
in which
L−1b =


L−1 0
. . .
0 L−1


4N×4N
:
Step 4: Terminal conditions.
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Finally, the terminal conditions (9) will be used to determine * of Eq. (23). Inserting expansions
(19) and (25) into (9) leads to
d
dt
NV (tf ) = NW1 NU (tf );
NV (tf ) = − NW2 ddt
NU (tf );
(31)
where
NWi =


Wi 0
. . .
0 Wi


4N×4N
; i=1; 2
and NV (t) and NU (t) are de3ned by Eqs. (23) and (29), respectively. Eq. (31) yields a set of equations
for the determination of the 4N unknown constants in *. The solution * of the system (31) in
conjuction with Eq. (29) will give the optimal solution that corresponds to the optimal control given
by Eq. (25) in conjuction with Eq. (23).
6. Conclusions
A damped distributed parameter system consisting of two Euler–Bernoulli beams coupled in paral-
lel is considered. A convex index of performance is considered, involving space and time derivatives
of the state variable and control force. The optimal control laws, which optimize the system’s per-
formance index are characterized in terms of an adjoint variable by means of a maximum principle.
The maximum principle given reduces the problem of the optimal control to the problem solving an
initial–terminal boundary-value problem with twice as many equations as in the original problem.
The method is illustrated by using a numerical example where the results are presented in tables.
7. Numerical results
We now consider the behavior of the controlled beams and compare it with beams on which
no control force is applied. Moreover, the e8ect of various problem parameters on the control and
motion of beams are investigated. We, in particular, consider problem (6) with one spring, that is,
m=1 subject to the initial conditions
U 0(x)= [0; 0]t;
U 1(x)=
[
sin
x
l1
; sin
x
l2
]t
:
(32)
The initial conditions (32) allow us to study the behavior of the fundamental mode of the par-
allel system of Euler–Bernoulli beams. The simulation results for problem (6) are studied for
l=1:0; a1 = a2 = 1:0; !1 = !2 = 1:0; and tf = 1:0:
Consider the following cases.
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Table 1
E8ects of forces on the parallel system
Forces J [F =0] J [F = 0]
f11 = 0; f12 = 0 5:566 5:64
f11 = 0; f12 = 0 5:566 4:64
f11 = 0; f12 = 0 5:566 6:79
Table 2
E8ect of spring location on the parallel system
(xs1; x
s
2) Jn = J [F =0] Jc = J [F = 0] |J − Jc|
(0; 0) 3:020 1:706 1:314
(0:05; 0:05) 3:142 1:833 1:309
(0:1; 0:1) 3:507 2:228 1:279
(0:15; 0:15) 4:097 2:895 1:202
(0:2; 0:2) 4:833 3:760 1:073
(0:25; 0:25) 5:567 4:645 0:922
(0:3; 0:3) 6:123 5:327 0:796
(0:4; 0:4) 6:227 5:455 0:772
(0:5; 0:5) 5:050 4:030 1:029
(0:6; 0:6) 3:637 2:372 1:265
(0:7; 0:7) 2:837 1:715 1:122
(0:8; 0:8) 2:690 1:729 0:881
(0:9; 0:9) 2:881 1:712 1:169
(0:95; 0:95) 2:980 1:708 1:272
(1; 1) 3:020 1:706 1:314
Table 3
E8ect to the force location
xa2 Jn = J [F =0] Jc = J [F = 0] |J − Jc|
0:0 3:141 3:141 0:000
0:1 3:141 2:743 0:398
0:2 3:141 1:200 1:941
0:3 3:141 1:654 1:487
0:4 3:141 1:741 1:400
0:5 3:141 1:833 1:308
0:6 3:141 1:641 1:400
0:7 3:141 1:654 1:487
0:8 3:141 1:200 1:941
0:9 3:141 2:743 0:398
1:0 3:141 3:141 0:000
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Case I: Determine the e8ect of forces acting on both beams at the points xs1 = x
s
2 = 0:25 and
xa1 = x
a
2 = 0:5.
It is observed from Table 1 that the system achieves a substantial reduction in energy when only
one force is applied on the second beam. This con3rms that the system is controllable optimumally
when one of the two controllers is removed from the system.
Case II: Let us determine the e8ect of the spring’s location using one force on the second beam
as suggested by Case I. It is to be noted from Table 2 that the closer the spring to the boundaries
of the beams, the better the control.
Case III: Now we will determine the e8ect of the location of a force on the second beam, that
is, xa2 = 0 and xa1 = 0: It is observed from Table 3 that symmetric results in |J − Jc| are obtained
when the second force’s location xa2 is changing in a symmetric fashion.
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