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DERIVED CATEGORIES OF SKEW QUADRIC HYPERSURFACES
KENTA UEYAMA
Abstract. The existence of a full strong exceptional sequence in the derived category of a
smooth quadric hypersurface was proved by Kapranov. In this paper, we present a skew gener-
alization of this result. Namely, we show that if S is a standard graded (±1)-skew polynomial
algebra in n variables with n ≥ 3 and f = x21 + · · · + x
2
n ∈ S, then the derived category
Db(qgrS/(f)) of the noncommutative scheme qgrS/(f) has a full strong exceptional sequence.
The length of this sequence is given by n− 2+ 2r where r is the nullity of a certain matrix over
F2. As an application, by studying the endomorphism algebra of this sequence, we obtain the
classification of Db(qgrS/(f)) for n = 3, 4.
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1. Introduction
Throughout this paper, k denotes an algebraically closed field of char k 6= 2.
The theory of exceptional sequences plays an important role in the study of triangulated
categories. It is very useful to describe the structure of a triangulated category. For example, it
is well-known that there is a full strong exceptional sequence
Db(coh Pn−1) = 〈OPn−1(−n+ 1), . . . ,OPn−1(−1),OPn−1〉.
Note that a noncommutative generalization (more precisely, an AS-regular version) of this result
is also known (see [21, Propositions 4.3 and 4.4]).
As another interesting case, M. M. Kapranov showed the existence of a full strong exceptional
sequence in the derived category of a smooth quadric hypersurface.
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Theorem 1.1 ([17], [18, Section 4]). Let X ⊂ Pn−1 be a smooth quadric hypersurface with
n ≥ 3. Then Db(cohX) has a full strong exceptional sequence of the form
Db(cohX) =
{
〈OX(−n+ 3), . . . ,OX(−1),OX ,S〉 if n is odd,
〈OX(−n+ 3), . . . ,OX(−1),OX ,S+,S−〉 if n is even
where S and S± are ACM bundles, called the Spinor bundles.
In this paper, we give a skew generalization of this theorem.
Notation 1.2. For a symmetric matrix ε := (εij) ∈Mn(k) such that εii = 1 and εij = εji = ±1,
we fix the following notations:
(1) the standard graded algebra Sε := k〈x1, . . . , xn〉/(xixj − εijxjxi), called a (±1)-skew
polynomial algebra in n variables;
(2) the central element fε := x
2
1 + · · ·+ x2n ∈ Sε;
(3) Aε := Sε/(fε);
(4) the graph Gε where V (Gε) = {1, . . . , n} and E(Gε) = {ij | εij = εji = 1};
(5) the matrix
∆ε :=

1
M(Gε)
...
1
1 · · · 1 0
 ∈Mn+1(F2)
where M(Gε) is the adjacency matrix of Gε over F2.
In [13], Higashitani and the author proved the following structure theorem for the stable
category CMZ(Aε) of graded maximal Cohen-Macaulay modules over Aε.
Theorem 1.3 ([13, Theorem 1.3]). Let Aε and ∆ε be as in Notation 1.2. Let r = nullF2∆ε and
α = 2r.
(1) CMZ(Aε) ∼= Db(mod kα).
(2) Aε has α indecomposable non-projective graded maximal Cohen-Macaulay modules up to
isomorphism and degree shift.
Let X1, . . . ,Xα ∈ CMZ(Aε) be the complete representatives of the isomorphism classes of
indecomposable non-projective graded maximal Cohen-Macaulay modules where we assume that
every Xi is equipped with the grading (Xi)<0 = 0 and (Xi)0 6= 0.
Let grmodAε be the category of finitely generated right graded Aε-modules, and let qgrAε =
grmodAε/ fdimAε be its quotient category by the category fdimAε of finite-dimensional modules.
The category qgrAε plays the role of the category of coherent sheaves on the projective scheme
associated with Aε. For M ∈ grmodAε, we denote by M the image of M in qgrAε.
As a consequence of Theorem 1.3, it was shown that qgrAε has a nice property.
Theorem 1.4 ([13, Theorem 1.4]). Let Aε be as in Notation 1.2. Then gldim(qgrAε) < ∞,
that is, qgrAε is smooth in the sense of [32].
The main result of this paper is the following theorem.
Theorem 1.5 (Theorem 3.20). We use Notation 1.2 with n ≥ 3. Let r = nullF2∆ε and α = 2r.
Then Db(qgrAε) has a full strong exceptional sequence of the form
Db(qgrAε) = 〈Aε(−n+ 3), . . . ,Aε(−1),Aε,X1,X2, . . . ,Xα〉.
Moreover, if U = Aε(−n+ 3)⊕ · · · ⊕ Aε ⊕ X1 ⊕ · · · ⊕ Xα, then the following statements hold.
(1) Λε := EndqgrAε U is an extremely Fano algebra of gldimΛε = n− 2.
(2) Db(qgrAε) ∼= Db(modΛε).
(3) The (n − 1)-preprojective algebra ΠΛε of Λε is a right noetherian graded Calabi-Yau
algebra of gldimΠΛε = n− 1 (in particular, an AS-regular algebra over Λε in the sense
of [21]).
(4) qgrAε ∼= qgrΠΛε.
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Note that extremely Fano algebras of global dimension d are closely related to d-representation-
infinite algebras which play a key role in higher Auslander-Reiten theory [12]. In Theorem 3.22,
we describe the quiver and relations of Λε.
Now consider the case εij = 1 for all 1 ≤ i < j ≤ n so that Aε is commutative. It is well-known
that qgrAε ∼= cohX for any smooth quadric hypersurface X in Pn−1. Besides, we have
nullF2∆ε =
{
0 if n is odd,
1 if n is even,
so we can recover Theorem 1.1 from Theorem 1.5.
Roughly speaking, Theorem 1.5 states that U is a nice tilting object in Db(qgrAε), so this
paper makes a contribution to tilting theory. Since tilting theory often enables us to construct
an equivalence between a given triangulated category and the derived category of modules
over the endomorphism algebra of a tilting object, it is now indispensable for the study of
triangulated categories. For example, it is well-known that Db(cohX) has a tilting object if
X is a Grassmannian [18], [5] or a rational surface [14]. Furthermore, it is well-known that
CMZ(A) has a tilting object if A is the trivial extension algebra ∆Λ of a finite-dimensional
algebra Λ of finite global dimension [10] or a graded simple surface singularity [7], [8], [16]. If A
is a noetherian graded (not necessary commutative) Gorenstein algebra, then there are strong
connections between tilting theories of Db(qgrA) and CMZ(A). For example, Orlov’s theorem
[28], [15] (see Theorem 2.5 for a particular case) is a powerful result which gives an embedding
between Db(qgrA) and CMZ(A), and leads some interesting applications to tilting theory (see
[11], [6], [23], [33]). Orlov’s theorem also plays an important role in this paper.
If n = 2, then one can verify that Db(qgrAε) is equivalent to D
b(mod k2). From our results it
follows easily that if n = 3, then Db(qgrAε) is equivalent to D
b(mod kQ) where Q is an extended
Dynkin quiver of type A˜1 or type D˜4 (Example 3.23). In the last section (Section 4), as an
application of our results, we give the classification of Db(qgrAε) with n = 4 via Hochschild
cohomology of Λε.
2. Preliminaries
2.1. Basic Notation. In this paper, a graded algebra means an N-graded algebra over k unless
otherwise stated. Recall that a graded algebra A =
⊕
i∈NAi is connected if A0 = k, and it
is locally finite if dimk Ai < ∞ for all i ∈ N. Note that a right noetherian connected graded
algebra is locally finite.
For a graded algebra A, we denote by GrModA the category of graded right A-modules with
degree preserving A-module homomorphisms, and by grmodA the full subcategory consisting
of finitely generated graded A-modules. Note that if A is right noetherian, then grmodA is
an abelian category. We denote by Ao the opposite algebra of A. The category of graded left
A-modules is identified with GrModAo. We denote by Ae the enveloping algebra of A. The
category of graded A-A bimodules is identified with GrModAe.
For a graded module M ∈ GrModA and an integer s ∈ Z, we define the truncation M≥s :=⊕
i≥sMi and the shift M(s) by M(s)i = Ms+i. Note that the rule M 7→ M(s) is a k-linear
autoequivalence for GrModA and grmodA, called the shift functor. For M,N ∈ GrModA, we
write ExtiGrModA(M,N) for the extension group in GrModA, and define
ExtiA(M,N) :=
⊕
s∈Z
ExtiGrModA(M,N(s)).
Let A be a right noetherian locally finite N-graded algebra. We denote by fdimA the full
subcategory of grmodA consisting of finite-dimensional modules over k. Then the Serre quotient
category
qgrA := grmodA/ fdimA.
is an abelian category. If A is a commutative graded algebra finitely generated in degree 1 over
k, then qgrA is equivalent to the category coh(ProjA) of coherent sheaves on the projective
scheme ProjA by Serre’s theorem. For this reason, qgrA is called the noncommutative projective
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scheme associated with A. The study of noncommutative projective schemes has been one of
the major themes in noncommutative algebraic geometry (see [2] for basic information about
noncommutative projective schemes).
Let π : grmodA → qgrA be the (exact) quotient functor. We often denote by M := πM ∈
qgrA the image of M ∈ grmodA. Note that the k-linear autoequivalence M 7→ M(s) for
grmodA induces a k-linear autoequivalenceM 7→M(s) for qgrA, again called the shift functor.
For M,N ∈ qgrA, we write ExtiqgrA(M,N) for the extension group in qgrA, and define
ExtiA(M,N ) :=
⊕
s∈Z
ExtiqgrA(M,N (s)).
The global dimension of qgrA is defined by
gldim(qgrA) := sup{i | ExtiqgrA(M,N ) 6= 0 for someM,N ∈ qgrA}.
It is easy to see that if gldimA <∞, then gldim(qgrA) <∞. The condition gldim(qgrA) <∞
is considered as the smoothness of qgrA and the noncommutative graded isolated singularity
property of A (see [32], [34], [35]).
For example, if Aε is as in Notation 1.2, then gldim(qgrAε) <∞ by [13, Theorem 1.4].
Definition 2.1. A noetherian connected graded algebra A is called AS-regular (resp. AS-
Gorenstein) of dimension d and Gorenstein parameter ℓ if
• gldimA = d <∞ (resp. injdimAA = injdimAo A = d <∞), and
• ExtiA(k,A) ∼= ExtiAo(k,A) ∼=
{
k(ℓ) if i = d,
0 if i 6= d.
For example, if Sε and Aε are as in Notation 1.2, then Sε is a noetherian AS-regular algebra
of dimension n and Gorenstein parameter n and Aε is a noetherian AS-Gorenstein algebra of
dimension n− 1 and Gorenstein parameter n− 2.
Let A be a noetherian AS-Gorenstein algebra. We call M ∈ grmodA graded maximal Cohen-
Macaulay if ExtiA(M,A) = 0 for all i 6= 0. We write CMZ(A) for the full subcategory of
grmodA consisting of graded maximal Cohen-Macaulay modules. The stable category of graded
maximal Cohen-Macaulay modules, denoted by CMZ(A), has the same objects as CMZ(A) and
the morphism space
HomCMZ(A)(M,N) = HomCMZ(A)(M,N)/P (M,N)
where P (M,N) consists of degree preserving A-module homomorphisms factoring through a
graded projective module. Since A is AS-Gorenstein, CMZ(A) is a Frobenius category and
CMZ(A) is a triangulated category whose translation functor [1] is given by the cosyzygy functor
Ω−1 (see [4, Section 4], [32, Theorem 3.1]).
2.2. Serre Duality. For M ∈ GrModA and a graded algebra automorphism σ of A, we define
the twist Mσ ∈ GrModA by Mσ = M as a graded k-vector space with the new right action
m ∗ a = mσ(a). Note that σ induces Aσ ∼= A in GrModA.
If A is a noetherian AS-Gorenstein algebra of dimension d and Gorenstein parameter ℓ,
then A has a balanced dualizing complex Aν(−ℓ)[d] ∈ Db(GrModAe) for some graded algebra
automorphism ν of A. This graded algebra automorphism ν is called the (generalized) Nakayama
automorphism of A. Further, the graded A-A bimodule ωA := Aν(−ℓ) ∈ GrModAe is called
the canonical module over A. The autoequivalence − ⊗A ωA : grmodA → grmodA induces an
autoequivalence −⊗LA ωA : Db(qgrA)→ Db(qgrA).
Lemma 2.2 (Serre duality [27]). Let A be a noetherian AS-Gorenstein algebra of dimension
d ≥ 1 and Gorenstein parameter ℓ. If gldim(qgrA) < ∞, then Db(qgrA) has the Serre functor
−⊗LA ωA[d− 1]. In particular, for M,N ∈ qgrA, we have
ExtqA(M,N ) ∼= DExtd−1−qA (N ,Mν(−ℓ))
where D denotes the graded k-duality.
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The depth of M in grmodA is defined by depthM := inf{i | ExtiA(k,M) 6= 0}. It is well-
known that if A is a noetherian AS-Gorenstein algebra of dimension d and M ∈ CMZ(A) is
nonzero, then depthM = d.
We will need to use the following lemma.
Lemma 2.3. Let A be a noetherian AS-Gorenstein algebra of dimension d ≥ 2 and Gorenstein
parameter ℓ. If gldim(qgrA) <∞, then for M,N ∈ CMZ(A),
(1) ExtqA(M,N ) ∼= ExtqA(M,N) for 0 ≤ q ≤ d− 2.
(2) Extd−1A (M,N ) ∼= DHomA(N,Mν(−ℓ)).
(3) ExtqA(M,N ) = 0 for q ≥ d.
Proof. We only need to check when M,N are nonzero.
(1) Since dimkM/M≥n < ∞ and depthN = d, we have limn→∞ ExtqA(M/M≥n, N) = 0 for
0 ≤ q ≤ d− 1, so it follows from [2, Proposition 7.2 (1)] that
ExtqA(M,N ) ∼= limn→∞Ext
q
A(M≥n, N)
∼= ExtqA(M,N)
for 0 ≤ q ≤ d− 2.
(2) Since depthMν(−ℓ) = depthM = d,
Extd−1A (M,N ) ∼= DHomA(N ,Mν(−ℓ)) ∼= DHomA(N,Mν(−ℓ))
by Lemma 2.2 and (1).
(3) This follows from Lemma 2.2 immediately. 
Besides, using Lemma 2.2, we can easily see that if A is an AS-Gorenstein algebra of dimension
d ≥ 1 and gldim(qgrA) <∞, then gldim(qgrA) = d− 1.
For example, if Aε is as in Notation 1.2 with n ≥ 3, then Aε is an AS-Gorenstein algebra of
dimension n− 1 ≥ 2, and Db(qgrAε) has the Serre functor.
2.3. Orlov’s Theorem.
Definition 2.4. Let T be a triangulated category. A semi-orthogonal decomposition of T is a
sequence E0, . . . ,Eℓ−1 of strictly full triangulated subcategories such that
(1) for all 0 ≤ i < j ≤ ℓ − 1 and all objects Ei ∈ Ei, Ej ∈ Ej, one has HomT (Ej , Ei) = 0,
and
(2) the smallest strictly full triangulated subcategory of T containing E1, . . . ,En coincides
with T .
We use the notation T = 〈E0, . . . ,Eℓ−1〉 for a semi-orthogonal decomposition of T with
components E0, . . . ,Eℓ−1. Note that special and important examples of semi-orthogonal decom-
positions are provided by exceptional sequences of objects (see Definition 3.11).
Let A be a noetherian AS-Gorenstein algebra. Then the graded singularity category of A is
defined by the Verdier localization
DZSg(A) := D
b(grmodA)/ perfZA
where perfZA is the thick subcategory of Db(grmodA) consisting of perfect complexes, that is,
complexes of finite length whose terms are finitely generated projective modules. We denote
the localization functor by υ : Db(grmodA) → DZSg(A). Moreover, there exists the equivalence
CMZ(A)
∼−→ DZSg(A) by Buchweitz [4].
Theorem 2.5 (Orlov’s theorem [28, Theorem 2.5] (cf. [15, Corollary 2.8])). Let A be a noether-
ian AS-Gorenstein algebra of Gorenstein parameter ℓ. If ℓ > 0, then there exists a fully faithful
functor Φ := Φ0 : D
Z
Sg(A)→ Db(qgrA) and a semi-orthogonal decomposition
Db(qgrA) = 〈A(−ℓ+ 1), . . . ,A(−1),A,ΦDZSg(A)〉
where A(i) denotes the full triangulated subcategory generated by the object A(i).
The following lemma is useful.
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Lemma 2.6 ([1, Proof of Theorem 4.3]). Let A be a noetherian AS-Gorenstein algebra of
positive Gorenstein parameter. If M = M≥0 and HomgrmodA(M,A(i)) = 0 for all i ≤ 0, then
Φ(υM) ∼= πM =M.
2.4. Noncommutative Quadric Hypersurfaces. Let S be a d-dimensional noetherian AS-
regular algebra with Hilbert series HS(t) = (1− t)−d. Then S is Koszul by [31, Theorem 5.11].
Let f ∈ S2 be a central regular element and A = S/(f). Then A is a noetherian AS-Gorenstein
Koszul algebra of dimension d − 1 and Gorenstein parameter d − 2. There exists a central
regular element w ∈ A! of degree 2 such that A!/(w) ∼= S! where A!, S! are Koszul duals of A,S.
Following [32], we define
C(A) := A![w−1]0.
By [32, Lemma 5.1], dimk C(A) = 2
d−1. Moreover, by [32, Theorem 3.2], there exists a duality
G : CMZ(A)→ Db(modC(A)o); M 7→ T (RHomA(M,k))[w−1]0
where T (RHomA(M,k))
i
j := Ext
i+j
A (M,k)−j . Under this duality, indecomposable non-projective
graded maximal Cohen-Macaulay A-modules generated in degree 0 correspond to simple C(A)-
modules (see [26, Lemma 4.13 (4)]).
3. Skew Quadric Hypersurfaces
Throughout this section, we freely use Notation 1.2.
3.1. Graded Maximal Cohen-Macaulay Modules. In this subsection, we first calculate a
description of C(Aε) by combinatorial methods developed in [26], [13]. Next, using this, we
study the form of the minimal free resolution of an indecomposable maximal Cohen-Macaulay
module over Aε. At last, we compute the extension groups between indecomposable maximal
Cohen-Macaulay modules over Aε.
Let G = (V (G), E(G)) be a finite simple graph and let v ∈ V (G) be a vertex. We denote by
G \ {v} the induced subgraph of G induced by V (G) \ {v}. Moreover, we define NG(v) := {u ∈
V (G) | uv ∈ E(G)}.
Definition 3.1. Let G be a finite simple graph.
(1) ([26, Definition 6.3]) Let v ∈ V (G). Then the mutation of G at v is the graph G′ defined
by V (G′) = V (G) and
E(G′) = {vw | w ∈ V (G) \NG(v)} ∪ E(G \ {v}).
(2) ([26, Definition 6.6, Lemma 6.7]) Suppose that G has an isolated vertex i. Let u, v ∈
V (G) be vertices not equal to i. Then the relative mutation of G at v with respect to u
is the graph G′ defined by V (G′) = V (G) and
E(G′) = {vw | w ∈ NG(u) \NG(v)} ∪ {vw | w ∈ NG(v) \NG(u)} ∪ E(G \ {v}).
(3) ([26, Lemma 6.18]) Suppose that v,w ∈ V (G) are two distinct isolated vertices. Then
the two points reduction of G is the graph G′ defined by G′ = G \ {v}.
Example 3.2. (1) If G =
1
2
3
4
⑧⑧
⑧⑧
⑧
❄❄
❄❄
❄ , then the mutation of G at 3 is
1
2
3
4
⑧⑧
⑧⑧
⑧
⑧⑧⑧⑧⑧
.
(2) If G =
1
2
3
4
5
6
qqq
✶✶
✶✶
✶✶
✶✶
✶✶
✶✶ , then the relative mutation of G at 4 with respect to 5 is
1
2
3
4
5
6
qqq
✶✶
✶✶
✶✶
✶✶
✶✶
✶✶
▼▼▼
.
Lemma 3.3. Let Gε, Gε′ be graphs associated with ε, ε
′.
(1) ([26, Lemma 6.5]) If Gε′ is obtained from Gε by mutation, then C(Aε) ∼= C(Aε′).
(2) ([26, Lemma 6.7]) If Gε′ is obtained from Gε by relative mutation, then C(Aε) ∼= C(Aε′)
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(3) ([26, Lemma 6.18]) If Gε′ is obtained from Gε by two points reduction, then C(Aε) ∼=
C(Aε′)
2.
Lemma 3.4. For m ∈ N, if
1 3 2m− 1
Gε = · · · 2m+ 1,
2 4 2m
then C(Aε) ∼=M2m(k).
Proof. Since ε2m+1,i = εi,2m+1 = −1 for any 1 ≤ i ≤ 2m, it follows from [36, lemma 3.1(3)] that
C(Aε) ∼= k〈t1, . . . , t2m〉/(titj + ε2m+1,iεijεj,2m+1tjti, t2i − 1)1≤i,j≤2m,i 6=j
∼= k〈t1, . . . , t2m〉/(titj + εijtjti, t2i − 1)1≤i,j≤2m,i 6=j,
so it is enough to show
Γm := k〈t1, . . . , t2m〉/(titj + εijtjti, t2i − 1)1≤i,j≤2m,i 6=j ∼=M2m(k). (3.1)
We use induction on m. The case m = 0 is clear. Suppose that m ≥ 1 and Λm−1 ∼= M2m−1(k).
Since ε2m−1,i = ε2m,i = −1 for any 1 ≤ i ≤ 2m − 2, we see that t2m−1 and t2m commute with
t1, . . . , t2m−2 in Γm, so we have
Γm ∼= k〈t1, . . . , t2m−2〉/(titj + εijtjti, t2i − 1)1≤i,j≤2m−2,i 6=j
⊗k k〈t2m−1, t2m〉/(t2m−1t2m + ε2m−1,2mt2mt2m−1, t22m−1 − 1, t22m − 1)
∼= Γm−1 ⊗k k〈t2m−1, t2m〉/(t2m−1t2m + t2mt2m−1, t22m−1 − 1, t22m − 1)
∼=M2m−1(k)⊗k M2(k)
∼=M2m(k)
as desired. 
Lemma 3.5. Let r = nullF2∆ε, α = 2
r, β = 2
n−r−1
2 . Then C(Aε) ∼=Mβ(k)α as algebras.
Proof. By [13, Lemma 3.2] and the proof of [13, Theorem 1.3], we see that Gε can be transformed
into
1 3 n− r − 2
Gε′ := · · · n− r n− r + 1 · · · n
2 4 n− r − 1
by applying mutation and relative mutation several times. Notice that Gε′ consists of
n−r−1
2
isolated edges and r + 1 isolated vertices. Using two points reductions r times, Gε′ becomes
1 3 n− r − 2
Gε′′ := · · · n− r.
2 4 n− r − 1
By Lemma 3.3, C(Aε) ∼= C(Aε′) ∼= C(Aε′′)α. Moreover, by Lemma 3.4, C(Aε′′) ∼=Mβ(k). Hence
we have C(Aε) ∼=Mβ(k)α. 
We define
Mε := {M ∈ CMZ(Aε) |M is indecomposable, non-projective, and generated in degree 0}/∼=
Lemma 3.6. Let r = nullF2∆ε, α = 2
r, β = 2
n−r−1
2 .
(1) Mε consists of α modules, say X1,X2, . . . ,Xα.
(2) Every indecomposable non-projective graded maximal Cohen-Macaulay Aε-module is iso-
morphic to Xi(j) for some 1 ≤ i ≤ α and some j ∈ Z.
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(3) If X ∈Mε, then there exists an exact sequence
0→ X(−2)→ Aε(−1)β → Aβε → X → 0 (3.2)
in grmodAε for every 1 ≤ i ≤ α.
(4) If X ∈Mε, then ΩiX(i) ∈Mε for any i ∈ Z.
Proof. (1) By [26, Lemma 4.13 (4)], the duality G induces a bijection between Mε and isomor-
phism classes of simple C(Aε)-modules. Since C(Aε) ∼= Mβ(k)α by Lemma 3.5, C(Aε) has α
simple modules up to isomorphism, so the claim holds.
(2) Since C(Aε) ∼=Mβ(k)α is semisimple, the result follows from [26, Lemma 5.2].
(3) Since C(Aε) ∼= Mβ(k)α, every simple C(Aε)-module has dimension β, so it follows from
the proof of (1) that dimk G(X) = β. Since X has a linear free resolution by [25, Proposition
7.8 (1)], we see
G(X) = Ext∗Aε(X, k)[w
−1]0 ∼= Ext2iAε(X, k)
for i≫ 0, where Ext∗Aε(X, k) is defined by
⊕
j∈N Ext
j
Aε
(X, k). Thus we get dimk Ext
2i
Aε
(X, k) = β
for i ≫ 0, so the 2i-th term of the minimal free resolution of X is Aε(−2i)β for i≫ 0. By [25,
Proposition 6.2], this resolution is obtained from a noncommutative matrix factorization of rank
β, so the i-th term must be Aε(−i)β for every i ≥ 0. Since fε is a central element of Sε, we have
Ω2X ∼= X(−2) by [25, Lemma 4.11], and hence the result.
(4) This follows from (3). 
Lemma 3.7. Let r = nullF2∆ε, α = 2
r, β = 2
n−r−1
2 . Then the following hold.
(1) HAε(t) = (1 + t)(1− t)−(n−1).
(2) If X ∈Mε, then HX(t) = β(1− t)−(n−1).
(3) If X ∈Mε, then HHomAε (X,Aε)(t) = βt(1− t)−(n−1).
Proof. (1) Since HSε(t) = (1 − t)−n, the exact sequence 0 → Sε(−2) → Sε → Aε → 0 implies
the result.
(2) This follows from (3.2).
(3) Since X ∈ CMZ(Aε), applying HomAε(−, Aε) to (3.2) yields an exact sequence
0→ HomAε(X,Aε)→ Aβε → Aε(1)β → HomAε(X,Aε)(2)→ 0,
so the result follows. 
Lemma 3.8. For X,Y ∈Mε, q ≥ 1 and i ∈ Z,
ExtqgrmodAε(X,Y (i))
∼=
{
k if i = −q and X ∼= ΩiY (i),
0 otherwise.
Proof. Since X,Y ∈Mε,
ExtqgrmodAε(X,Y (i))
∼= HomCMZ(Aε)(X,Y (i)[q]) ∼= HomCMZ(Aε)(X,Ω−iΩiY (i)[q])
∼= HomCMZ(Aε)(X,ΩiY (i)[i + q])
∼= HomDb(modC(Aε)o)(G(ΩiY (i)[i + q]),G(X))
∼= HomDb(modC(Aε)o)(G(ΩiY (i)),G(X)[i + q]).
By Lemma 3.6 (4), X,ΩiY (i) ∈ Mε, so G(X),G(ΩiY (i)) are simple C(A)-modules. Thus we
have
HomDb(modC(Aε)o)(G(Ω
iY (i)),G(X)[i + q]) ∼= Exti+qC(Aε)o(G(Ω
iY (i)),G(X)). (3.3)
Since C(Aε) ∼=Mβ(k)α is semisimple, (3.3) is isomorphic to k if i+ q = 0 and X ∼= ΩiY (i), and
it is zero otherwise. 
Lemma 3.9. For X,Y ∈Mε and i ≤ 0,
HomgrmodAε(X,Y (i))
∼=
{
k if i = 0 and X ∼= Y,
0 otherwise.
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Proof. If i < 0, then the result follows from the fact that X is generated in degree 0. Therefore,
let us check the case i = 0. Applying HomAε(−, Y ) to the exact sequence 0 → X(−2) →
Aε(−1)β → ΩX → 0, we have an exact sequence
0→ HomAε(ΩX,Y )→ HomAε(Aε(−1)β , Y )→ HomAε(X(−2), Y )→ Ext1Aε(ΩX,Y )→ 0.
(3.4)
Since HomAε(Aε(−1)β , Y )−2 ∼= Y β−1 = 0, taking degree −2 parts of (3.4) yields
HomgrmodAε(X,Y )
∼= HomAε(X(−2), Y )−2 ∼= Ext1Aε(ΩX,Y )−2 ∼= Ext2Aε(X,Y )−2
∼= Ext2grmodAε(X,Y (−2)). (3.5)
By Lemma 3.8, (3.5) is isomorphic to k if X ∼= Ω−2Y (−2) ∼= Y , and it is zero otherwise. 
Lemma 3.10. Let r = nullF2∆ε and α = 2
r. Then we have a semi-orthogonal decomposition
ΦDZSg(Aε) = 〈X1,X2, . . . ,Xα〉.
Proof. Since C(Aε) ∼=Mβ(k)α is semisimple and G(Xα), . . . ,G(X1) form a complete set of sim-
ple modules, we have a semi-orthogonal decomposition Db(modC(Aε)
o) = 〈G(Xα), . . . ,G(X1)〉.
Thus we see CMZ(Aε) = 〈X1, . . . ,Xα〉. Under the equivalence CMZ(Aε) ∼−→ DZSg(Aε), Xi corre-
sponds to υXi, so D
Z
Sg(Aε) = 〈υX1, . . . , υXα〉. By Lemma 3.7 and Lemma 2.6, it follows that
Φ(υXi) ∼= Xi. Hence we get ΦDZSg(Aε) = 〈Φ(υX1), . . . ,Φ(υXα)〉 = 〈X1, . . . ,Xα〉. 
3.2. Exceptional Sequences. In this subsection, we show that Db(qgrAε) has a full excep-
tional sequence.
Definition 3.11. Let T be a k-linear triangulated category.
(1) An object E of T is an exceptional if EndT (E) = k and HomT (E,E[q]) = 0 for every
q 6= 0.
(2) A sequence of objects (E0, . . . , Eℓ−1) in T is an exceptional sequence if
(a) Ei is an exceptional object for every i = 0, . . . , ℓ− 1, and
(b) HomT (Ej , Ei[q]) = 0 for every q and every 0 ≤ i < j ≤ ℓ− 1.
(3) An exceptional sequence (E0, . . . , Eℓ−1) in T is full if T is generated by E0, . . . , Eℓ−1,
that is, the smallest strictly full triangulated subcategory of T containing E0, . . . , Eℓ−1
is equal to T .
(4) An exceptional sequence (E0, . . . , Eℓ−1) in T is strong if HomT (U,U [q]) = 0 for all
q 6= 0, where U = E0 ⊕ · · · ⊕ Eℓ−1.
If (E0, . . . , Eℓ−1) is a full exceptional sequence in T , then we get a semi-orthogonal decom-
position T = 〈E0, . . . , Eℓ−1〉.
Lemma 3.12. Let r = nullF2∆ε and α = 2
r. Assume n ≥ 3. Then
(Aε(−n+ 3), . . . ,Aε(−1),Aε,X1,X2, . . . ,Xα) (3.6)
is a full exceptional sequence in Db(qgrAε).
Proof. For simplicity, put A := Aε. For −n+ 3 ≤ s ≤ 0 and 1 ≤ i ≤ n− 3,
EndqgrA(A(s)) ∼= EndgrmodA(A(s)) ∼= A0 ∼= k,
ExtqqgrA(A(s),A(s)) ∼= ExtqgrmodA(A(s), A(s)) = 0 (1 ≤ q ≤ n− 3),
Extn−2qgrA(A(s),A(s)) ∼= DHomgrmodA(A(s), A(s − n+ 2)) ∼= D(A−n+2) = 0,
ExtqqgrA(A(s),A(s)) = 0 (q ≤ 0 or n− 1 ≤ q),
EndqgrA(Xi) ∼= EndgrmodA(Xi) ∼= k,
ExtqqgrA(Xi,Xi) ∼= ExtqgrmodA(Xi,Xi) = 0 (1 ≤ q ≤ n− 3),
Extn−2qgrA(Xi,Xi) ∼= DHomgrmodA(Xi, (Xi)ν(−n+ 2)) = 0,
ExtqqgrA(Xi,Xi) = 0 (q ≤ 0 or n− 1 ≤ q)
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by Lemmas 2.3, 3.9, 3.8, so objects in (3.6) are exceptional. Moreover, since we have semi-
orthogonal decompositions
Db(qgrA) = 〈A(−ℓ+ 1), . . . ,A(−1),A,ΦDZSg(A)〉 and ΦDZSg(A) = 〈X1,X2, . . . ,Xα〉
by Theorem 2.5 and Lemma 3.10, it follows that (3.6) is a full exceptional sequence. 
Lemma 3.13. Let r = nullF2∆ε and α = 2
r. Assume n ≥ 3. If U = Aε(−n + 3) ⊕ · · · ⊕ Aε ⊕
X1 ⊕ · · · ⊕ Xα, then
ExtqqgrAε(U ,U ⊗Aε (ω−1Aε )⊗i) = 0
for q 6= 0 and i ≥ 0.
Proof. For simplicity, put A := Aε. Since −⊗A ω−1A ∼= (−)ν−1(n− 2), we have U ⊗A (ω−1A )⊗i ∼=
Uν−i(i(n − 2)) ∼= U(i(n − 2)), so it is enough to show that
ExtqqgrA(A(s),A(t)) = 0 (−n+ 3 ≤ s ≤ 0, −n+ 3 ≤ t),
ExtqqgrA(A(s),Xj(t′)) = 0 (−n+ 3 ≤ s ≤ 0, 1 ≤ j ≤ α, 0 ≤ t′),
ExtqqgrA(Xj ,A(t)) = 0 (1 ≤ j ≤ α, −n+ 3 ≤ t),
ExtqqgrA(Xj ,Xl(t′)) = 0 (1 ≤ j, l ≤ α, 0 ≤ t′).
If q ≥ n− 1, then these are true by Lemma 2.3. Furthermore, one can calculate
ExtqqgrA(A(s),A(t)) ∼= ExtqgrmodA(A(s), A(t)) = 0 (1 ≤ q ≤ n− 3),
Extn−2qgrA(A(s),A(t)) ∼= DHomgrmodA(A(t), A(s − n+ 2)) ∼= D(As−t−n+2) = 0,
ExtqqgrA(A(s),Xj(t′)) ∼= ExtqgrmodA(A(s),Xj(t′)) = 0 (1 ≤ q ≤ n− 3),
Extn−2qgrA(A(s),Xj(t′)) ∼= DHomgrmodA(Xj(t′), A(s − n+ 2))
∼= D(HomA(Xj , A)s−t′−n+2) = 0,
ExtqqgrA(Xj ,A(t)) ∼= ExtqgrmodA(Xj , A(t)) = 0 (1 ≤ q ≤ n− 3),
Extn−2qgrA(Xj ,A(t)) ∼= DHomgrmodA(A(t), (Xj)ν(−n+ 2)) ∼= D(((Xj)ν)−t−n+2) = 0,
ExtqqgrA(Xj,Xl(t′)) ∼= ExtqgrmodA(Xj ,Xl(t′)) = 0 (1 ≤ q ≤ n− 3),
Extn−2qgrA(Xj,Xl(t′)) ∼= DHomgrmodA(Xl(t′), (Xj)ν(−n+ 2))
∼= DHomgrmodA(Xl, (Xj)ν(−t′ − n+ 2)) = 0
by Lemmas 2.3, 3.9, 3.8, 3.7. Thus the desired result holds. 
3.3. Ampleness. In this subsection, we show that the full exceptional sequence (3.6) induces
an ample pair in the sense of Artin and Zhang [2].
Let C be a k-linear abelian category. We call (L, σ) an algebraic pair for C if it consists of
an object L ∈ C and a k-linear autoequivalence σ ∈ Autk C .
Definition 3.14. An algebraic pair (L, σ) for a k-linear abelian category C is ample if
(A1) for every object M ∈ C , there exists an epimorphism ⊕pj=1 σ−ijL → M in C for some
i1, . . . , ip ∈ N, and
(A2) for every epimorphism φ :M → N in C , there exists m ∈ Z such that
HomC (σ
−iL, φ) : HomC (σ
−iL,M)→ HomC (σ−iL,N)
is surjective for every i ≥ m.
Lemma 3.15. Let r = nullF2∆ε and α = 2
r. Assume n ≥ 3. If U = Aε(−n + 3) ⊕ · · · ⊕ Aε ⊕
X1 ⊕ · · · ⊕ Xα, then (U ,− ⊗Aε ω−1Aε ) is ample for qgrA.
Proof. For simplicity, put A := Aε. First, note that U⊗A (ω−1A )⊗−i ∼= Uνi(i(−n+2)) ∼= U(i(−n+
2)) for any i ∈ Z. Since every A(−j) with j ∈ N is contained in U ⊗A (ω−1A )⊗−i ∼= U(i(−n+ 2))
as a direct summand for some i ∈ N, we see that the condition (A1) is satisfied.
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Let φ :M→N be an epimorphism in qgrA. It gives a short exact sequence
0→ K →M→ N → 0 (3.7)
in qgrA. Then we takeK ∈ grmodA such that πK = K. By [35, Lemma 5.7], dimk Ext1A(Xj ,K) <
∞ for all 1 ≤ j ≤ α, so it follows from [2, Corollary 7.3 (2)] that Ext1A(Xj ,K) and Ext1A(A,K)
are right bounded for all 1 ≤ j ≤ α. Thus there exists m ∈ N such that
Ext1qgrA(Xj(−i),K) = Ext1A(Xj ,K)i = 0 and Ext1qgrA(A(−i),K) = Ext1A(A,K)i = 0
for all 1 ≤ j ≤ α and all i ≥ m. It follows that Ext1qgrA(U(−i),K) = 0 for all i ≥ m.
For any i ≥ m, applying HomA(U(i(−n + 2)),−) to (3.7), we have an exact sequence
HomA(U(i(−n + 2)),M) ψ // HomA(U(i(−n + 2)),N ) // Ext1A(U(i(−n + 2)),K).
Since −i(−n + 2) = i(n − 2) ≥ i ≥ m, we have Ext1A(U(i(−n + 2)),K) = 0, so the map
ψ = HomA(U(i(−n + 2)), φ) is surjective. Hence the condition (A2) is satisfied. 
3.4. Main Result. In this subsection, we give the proof of our main result (Theorem 3.20).
In the context of noncommutative algebraic geometry, Minamoto [20] introduced a nice class of
finite-dimensional algebras of finite global dimension.
Definition 3.16. Let R be a finite-dimensional algebra and L a two-sided tilting complex of R.
(1) We say that L is extremely ample if
(a) hq(L⊗
Li) = 0 for all q 6= 0 and all i ≥ 0, and
(b) (DL,≥0,DL,≤0) is a t-structure on Db(modR) where
DL,≥0 := {M ∈ Db(modR) | hq(M ⊗LR L⊗
Li) = 0 for all q < 0, i≫ 0},
DL,≤0 := {M ∈ Db(modR) | hq(M ⊗LR L⊗
Li) = 0 for all q > 0, i≫ 0}.
(2) Assume that gldimR = m < ∞. Then the canonical module of R is defined as the
two-sided tilting complex ωR := DR[−m].
(3) We say that R is extremely Fano if ω−1R := RHomR(ωR, R) is extremely ample.
For an extremely Fano algebra R of gldimR = m, the (m + 1)-preprojective algebra of R is
defined as the tensor algebra
ΠR := TR(Ext
m
R (DR,R))
of the R-R bimodule ExtmR (DR,R).
For example, the path algebra kQ of a finite acyclic quiver Q of infinite-representation type is
an extremely Fano algebra of global dimension 1. In this case, ΠkQ is isomorphic to the usual
preprojective algebra of kQ (see [20]).
We here recall the definition of a Calabi-Yau algebra.
Definition 3.17. A locally finite graded algebra A is called (bimodule) Calabi-Yau of dimension
d and Gorenstein parameter ℓ if A ∈ perfZAe and RHomAe(A,Ae) ∼= A(ℓ)[−d] in D(GrModAe).
The following result provides a strong connection between noncommutative algebraic geome-
try and representation theory of finite-dimensional algebras.
Theorem 3.18 ([21, Theorem 4.2, Theorem 4.12 (1)], [12, Theorem 4.36]). If a finite-dimensional
algebra R is extremely Fano of global dimension d, then ΠR is a coherent Calabi-Yau algebra
of dimension d + 1 and Gorenstein parameter 1. Conversely, if a graded algebra A is coherent
Calabi-Yau of dimension d+1 and Gorenstein parameter 1, then A0 is an extremely Fano algebra
of dimension d.
Moreover, we have the following result, which is an immediate application of the results in
[24].
Theorem 3.19. Let A is a noetherian AS-Gorenstein algebra of dimension d ≥ 1. Suppose that
(I) gldim(qgrA) <∞, and
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(II) a sequence of objects (E0, . . . , Eℓ−1) in qgrA satisfies
(a) (E0, . . . , Eℓ−1) is a full exceptional sequence in Db(qgrA),
(b) ExtqA(U ,U ⊗A (ω−1A )⊗i) = 0 for all q 6= 0 and all i ≥ 0, and
(c) (U ,− ⊗A ω−1A ) is ample for qgrA,
where U := E0 ⊕ · · · ⊕ Eℓ−1.
Then the following assertions hold.
(1) R := EndA(U) is an extremely Fano algebra of global dimension d− 1.
(2) Db(qgrA) ∼= Db(modR).
(3) ΠR is a graded right noetherian Calabi-Yau algebra of dimension d (in particular, an
AS-regular algebra over R in the sense of [21]).
(4) qgrA ∼= qgrΠR.
Proof. First, note that gldim(qgrA) = d−1. By (IIa) and (IIb), one can verify that U is a regular
tilting object of Db(qgrA) in the sense of [24, Definition 3.9]. Hence the assertions follow from
[24, Theorem 3.11, Theorem 4.1, Corollary 4.3]. 
We are now ready to turn to the main result of this paper.
Theorem 3.20. Let r = nullF2∆ε, α = 2
r, β = 2
n−r−1
2 . Assume that n ≥ 3. Then Db(qgrAε)
has a full strong exceptional sequence of the form
Db(qgrAε) = 〈Aε(−n+ 3), . . . ,Aε(−1),Aε,X1,X2, . . . ,Xα〉.
Moreover, if U = Aε(−n+ 3)⊕ · · · ⊕ Aε ⊕ X1 ⊕ · · · ⊕ Xα, then the following statements hold.
(1) Λε := EndqgrAε U is an extremely Fano algebra of gldimΛε = n− 2.
(2) Db(qgrAε) ∼= Db(modΛε).
(3) ΠΛε is a right noetherian graded Calabi-Yau algebra of dimension n− 1.
(4) qgrAε ∼= qgrΠΛε.
Proof. Note that Aε is AS-Gorenstein of dimension n−1. By [13, Theorem 1.4], gldim(qgrAε) <
∞. By Lemma 3.12, we see that (Aε(−n+3), . . . ,Aε,X1, . . . ,Xα) is a full exceptional sequence
in Db(qgrAε). Moreover, by Lemma 3.13, Ext
q
qgrAε
(U ,U ⊗Aε (ω−1Aε )⊗i) = 0 for q 6= 0 and
i ≥ 0. In particular, it follows that (Aε(−n+3), . . . ,Aε,X1, . . . ,Xα) is strong. By Lemma 3.15,
(U ,−⊗Aε ω−1Aε ) is ample for qgrAε. Therefore, Theorem 3.19 yields the desired conclusions. 
Remark 3.21. If n = 1, then Aε is finite-dimensional algebra, so qgrAε is trivial. If n = 2, then
one can check that Db(qgrAε) ∼= Db(cohProj k[x, y]/(x2 + y2)) ∼= Db(mod k2), so Db(qgrAε) has
a full strong exceptional sequence.
3.5. Quiver Presentations. We here calculate the quiver presentation of Λε = EndqgrAε(U)
in Theorem 3.20 where U = Aε(−n+3)⊕ · · · ⊕Aε⊕X1⊕ · · · ⊕Xα. For simplicity, put A := Aε.
We see that Λε is isomorphic to


End(A(c)) 0 · · · 0 0 0 0 · · · 0 0
[A(c),A(c+ 1)] End(A(c+ 1)) · · · 0 0 0 0 · · · 0 0
..
.
..
.
. . .
..
.
..
.
..
.
..
. · · ·
..
.
..
.
[A(c),A(−1)] [A(c+ 1),A(−1)] · · · End(A(−1)) 0 0 0 · · · 0 0
[A(c),A] [A(c+ 1),A] · · · [A(−1),A] End(A) 0 0 · · · 0 0
[A(c),X1] [A(c+ 1),X1] · · · [A(−1),X1] [A,X1] End(X1) 0 · · · 0 0
[A(c),X2] [A(c+ 1),X2] · · · [A(−1),X2] [A,X2] [X1,X2] End(X2) · · · 0 0
...
...
...
...
...
...
...
. . .
...
...
[A(c),Xα−1] [A(c+ 1),Xα−1] · · · [A(−1),Xα−1] [A,Xα−1] [X1,Xα−1] [X2,Xα−1] · · · End(Xα−1) 0
[A(c),Xα] [A(c+ 1),Xα] · · · [A(−1),Xα] [A,Xα] [X1,Xα] [X2,Xα] · · · [Xα−1,Xα] End(Xα)


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where we put c = −n + 3, [M,N ] = HomqgrA(M,N ) and End(M) = EndqgrA(M) for short.
By Lemma 2.3 (1), it is isomorphic to
A0 0 · · · 0 0 0 0 · · · 0 0
A1 A0 · · · 0 0 0 0 · · · 0 0
...
...
. . .
...
...
...
... · · · ... ...
An−4 An−5 · · · A0 0 0 0 · · · 0 0
An−3 An−4 · · · A1 A0 0 0 · · · 0 0
(X1)n−3 (X1)n−4 · · · (X1)1 (X1)0 End(X1) 0 · · · 0 0
(X2)n−3 (X2)n−4 · · · (X2)1 (X2)0 0 End(X2) · · · 0 0
...
...
...
...
...
...
...
. . .
...
...
(Xα−1)n−3 (Xα−1)n−4 · · · (Xα−1)1 (Xα−1)0 0 0 · · · End(Xα−1) 0
(Xα)n−3 (Xα)n−4 · · · (Xα)1 (Xα)0 0 0 · · · 0 End(Xα)

where we put End(M) = EndgrmodA(M) for short. Note that A0 ∼= End(Xi) ∼= k.
Theorem 3.22. In the situation of Theorem 3.20, Λε is presented by the quiver
1
m
(1)
1
■■
■
$$■
■■
■■
■■
■■
■■
■■
■■
■■
■■
■■
···
m
(1)
β
■■
■■
■■
■■
$$■
■■
■■
■■
■■
■■
■■
■■
■2
m
(2)
1
❚❚❚
❚❚❚
❚
))❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
···
m
(2)
β
❚❚❚
❚❚❚
❚❚❚
❚❚
))❚❚
❚❚❚
❚❚❚... α+ 1
x1
//··
·
xn //
α+ 2
x1
//··
·
xn // · · ·
x1
//··
·
xn //
α+ n− 3
x1
//··
·
xn //
α+ n− 2
α− 1
m
(α−1)
1❦❦❦❦❦❦❦❦❦❦
55❦❦❦❦❦❦
···
m
(α−1)
β❦❦
55❦❦❦❦❦❦❦❦❦❦❦❦❦
α
m
(α)
1✉✉✉✉✉✉✉✉
::✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉
···
m
(α)
β✉✉✉
::✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉
with relations
xixj − εijxjxi = 0,
x21 + · · ·+ x2n = 0,
g(s,t) :=
∑
1≤i≤β
1≤j≤n
λ
(s,t)
i,j m
(s)
i xj = 0 (s = 1, 2, . . . , α, t = 1, 2, . . . , β)
where λ
(s,t)
ij ∈ k.
Proof. By Lemma 3.6 (3), there exists an exact sequence
0 // Kerϕs // A
β ϕs // Xs // 0
in grmodA for any 1 ≤ s ≤ α, so there existm(s)1 , . . . ,m(s)β ∈ (Xs)0 such that they form a minimal
set of generators of Xs, and ϕs is the left multiplication of
(
m
(s)
1 · · · m(s)β
)
. By Lemma 3.6 (3),
it follows that Kerϕs is isomorphic to Xs′(−1) for some s′, so Thus we can take
a
(s,1) =

∑
1≤j≤n λ
(s,1)
1,j xj
...∑
1≤j≤n λ
(s,1)
β,j xj
 , . . . ,a(s,β) =

∑
1≤j≤n λ
(s,β)
1,j xj
...∑
1≤j≤n λ
(s,β)
β,j xj
 ∈ (Kerϕs)0 ⊂ (Aβ)1
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such that they form a minimal set of generators of Kerϕs. For any 1 ≤ t ≤ β, we have
g(s,t) =
∑
1≤i≤β
1≤j≤n
λ
(s,t)
i,j m
(s)
i xj = m
(s)
1 (
∑
1≤j≤n
λ
(s,t)
1,j xj) + · · ·+m(s)β (
∑
1≤j≤n
λ
(s,t)
β,j xj)
=
(
m
(s)
1 · · · m(s)β
)
∑
1≤j≤n λ
(s,t)
1,j xj
...∑
1≤j≤n λ
(s,t)
β,j xj
 = ϕs(a(s,t)) = 0
in (Xs)1. Furthermore, suppose that m
(s)
1 a1+ · · ·+m(s)β aβ = 0 in (Xs)i for some a1, . . . , aβ ∈ Ai.
Then


a1
...
aβ

 is in Kerϕs, so it is generated by a
(s,1), . . . ,a(s,β). This shows that m
(s)
1 a1 + · · · +
m
(s)
β aβ is obtained from g
(s,1), . . . , g(s,β). Hence the result follows. 
Typical examples are the following.
Example 3.23. Assume that n = 3. Then one of the following two cases occurs.
(1) If ε12ε13ε23 = 1, then one can verify r = nullF2∆ε = 0. In this case, α = 2
0 = 1, β = 21 = 2,
so Λε is isomorphic to the path algebra kQ of the quiver
Q = 1
m
(1)
1 //
m
(1)
2
// 2 (A˜1 type).
(2) If ε12ε13ε23 = −1, then one can verify r = nullF2∆ε = 2. In this case, α = 22 = 4, β =
20 = 1, so Λε is isomorphic to the path algebra kQ of the quiver
Q =
1 m
(1)
1
))❘❘
❘❘❘
❘❘ 4m
(4)
1
uu❧❧❧
❧❧❧
❧
5
2 m(2)1
55❧❧❧❧❧❧❧ 3m(3)1
ii❘❘❘❘❘❘❘
(D˜4 type).
Example 3.24. Assume that εij = −1 for every 1 ≤ i < j ≤ n. Then it is easy to see
r = nullF2∆ε = n− 1. Thus α = 2n−1, β = 20 = 1.
For 1 ≤ s ≤ 2n−1 = α, we represent
s− 1 = c(s)1 c(s)2 · · · c(s)n−1
as a binary number where c
(s)
1 , . . . , c
(s)
n−1 ∈ {0, 1}. We define
a(s) := x1 + (−1)c
(s)
1 x2 + (−1)c
(s)
2 x3 + · · · + (−1)c
(s)
n−1xn ∈ Aε,
Xs := Aε/a
(s)Aε.
Then X1, . . . ,Xα ∈Mε. (Note that Xs has the minimal free resolution
· · · a(s)· // Aε(−2) a
(s)· // Aε(−1) a
(s)· // Aε // Xs // 0
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in grmodAε.) Hence Λε is given by the quiver
1
m
(1)
1
❑❑
❑❑
❑
%%❑
❑❑
❑❑
❑❑
❑2
m
(2)
1
❚❚❚❚
❚❚❚
))❚❚
❚❚... α+ 1
x1
//··
·
xn //
α+ 2
x1
//··
·
xn // · · ·
x1
//··
·
xn //
α+ n− 3
x1
//··
·
xn //
α+ n− 2
α− 1
m
(α−1)
1❥❥❥
55❥❥❥
α
m
(α)
1sssss
99ssssssss
with relations
xixj + xjxi = 0 (i 6= j),
x21 + · · ·+ x2n = 0,
g(s) :=
∑
1≤j≤n
(−1)c(s)j−1m(s)1 xj = 0 (s = 1, 2, . . . , α)
where we consider c
(s)
0 = 0.
Incidentally, combining our results and a version of the BGG correspondence [22, Theorem
5.3], we have the following equivalences of categories.
Corollary 3.25. Let Bε = k〈x1, . . . , xn〉/(εijxixj + xjxi, x2i − x2n)1≤i,j≤n,i 6=j with deg xi = 1.
Then Bε is a noetherian AS-Gorenstein Koszul algebra of dimension 1 such that B
!
ε
∼= Aε. If
n ≥ 3 and Λε is as in Theorem 3.20 (or Theorem 3.22), then we have
CMZ(Bε) ∼= Db(qgrAε) ∼= Db(modΛε).
This result is an analogue of Buchweitz-Iyama-Yamaura’s theorem [6, Theorem 1.4] for graded
commutative Gorenstein rings of dimension 1.
4. Classification for n = 4
The classification of Db(qgrAε) for n = 3 is obtained in Example 3.23. In this section, we
give the classification for n = 4. We continue to use Notation 1.2.
First, using the classification of the graphs Gε up to mutation, we explain that if n = 4, then
qgrAε can be divided into three cases.
Lemma 4.1. Let Gε, Gε′ be the graphs associated with ε, ε
′. If Gε′ is obtained from Gε by
mutation, then GrModAε ∼= GrModAε′ and qgrAε ∼= qgrAε′.
Proof. By reordering the vertices, without loss of generality, we may assume that Gε′ is obtained
fromGε by mutation at n. Let θ be the graded algebra automorphism of Aε defined by θ(xi) = xi
for i 6= n and θ(xn) = −xn. Then the twisted algebra of Aε by the twisting system {θi}i∈Z in the
sense of [38] is isomorphic to Sε′/(x
2
1 + · · ·+ x2n−1 − x2n). Moreover, the algebra homomorphism
ψ : Sε′/(x
2
1 + · · ·+ x2n−1 − x2n)→ Aε′ defined by ψ(xi) = xi for i 6= n and ψ(xn) =
√−1xn is an
isomorphism. Thus one gets
GrModAε ∼= GrModSε′/(x21 + · · ·+ x2n−1 − x2n) ∼= GrModAε′
by [38, Theorem 1.1]. This equivalence induces qgrAε ∼= qgrAε′ (see [30, Section 4.1] for
example). 
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From now on, we focus on the case n = 4. It is easy to see that every Gε becomes one of the
following graphs by iterated mutations:
(1)
1
2
3
4
⑧⑧
⑧⑧
⑧
❄❄
❄❄
❄
❄❄
❄❄
❄ ⑧⑧⑧⑧⑧
; (2)
1
2
3
4
❄❄
❄❄
❄
; (3)
1
2
3
4 .
Therefore, by Lemma 4.1, we have the following.
Proposition 4.2. If n = 4, then any qgrAε′ (resp. GrModAε′) is equivalent to qgrAε (resp.
GrModAε) where Aε is one of the following algebras:
(QS1) Aε = k[x, y, z, w]/(x
2 + y2 + z2 +w2);
(QS2) Aε = k〈x, y, z, w〉/(xy + yx, xz + zx, xw−wx, zy + yz, wy + yw, zw+wz, x2 + y2+
z2 + w2);
(QS3) Aε = k〈x, y, z, w〉/(xy + yx, xz + zx, xw+wx, zy + yz, wy + yw, zw+wz, x2 + y2+
z2 + w2).
We next show that if i 6= j then (QSi) and (QSj) are not derived equivalent. To do this, we
compute Hochschild cohomology HHi(Λε) of Λε.
Lemma 4.3. If dimk HH
i(Λε) 6= dimk HHi(Λε′) for some i, then Db(qgrAε) 6∼= Db(qgrAε′).
Proof. We show the contraposition. If Db(qgrAε) ∼= Db(qgrAε′), then we have
Db(modΛε) ∼= Db(qgrAε) ∼= Db(qgrAε′) ∼= Db(modΛε′),
so it follows that dimk HH
i(Λε) = dimk HH
i(Λε′) for any i by [29, Proposition 2.5]. 
Let Λ be a finite-dimensional algebra of the form kQ/I where Q is a finite quiver and I is an
admissible ideal. We denote by G0 the set of all vertices of Q, by G1 the set of all arrows of Q,
and by G2 a minimal set of uniform generators of I. For h ∈ Gi, we write s(h) for the source
and t(h) for the target. We now assume that gldimΛ = 2. Then projdimΛe Λ = 2, so by [9,
Theorem 2.9], we can construct explicitly a minimal projective resolution of Λ
0 −→ P 2 A2−→ P 1 A1−→ P 0 ∂−→ Λ −→ 0 (4.1)
as a right Λe-module where
P i :=
⊕
h∈Gi
Λs(h)⊗ t(h)Λ
for i = 0, 1, 2. See [9, Section 2] for details of the constructions of A1 and A2. By applying
(−)∗ := HomΛe(−,Λ) to (4.1), we have the Hochschild complex
0 −→ (P 0)∗ (A
1)∗−→ (P 1)∗ (A
2)∗−→ (P 2)∗ −→ 0. (4.2)
The Hochschild cohomology HHi(Λ) can be described by the cohomology of this complex.
Clearly, HHi(Λ) = 0 for i ≥ 3. Moreover, it is known that if the quiver Q is connected and has
no oriented cycles, then dimk HH
0(Λ) = 1, and hence in order to calculate dimk HH
1(Λ) and
dimk HH
2(Λ), it is enogh to calculate dimk(P
0)∗,dimk(P
1)∗,dimk(P
2)∗ and dimk Im(A
2)∗.
Definition 4.4. (1) For γ in G0, we define the right Λe-homomorphism θγ ∈ (P 0)∗ by
θg(s(h)⊗ t(h)) =
{
g if h = γ,
0 otherwise.
(2) For u, γ in G1 with s(u) = s(γ), t(u) = t(γ), we define the right Λe-homomorphism
θu,γ ∈ (P 1)∗ by
θu,γ(s(h)⊗ t(h)) =
{
u if h = γ,
0 otherwise.
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(3) For a path u in Q and γ in G2 with s(u) = s(γ), t(u) = t(γ), we define the right
Λe-homomorphism θu,γ ∈ (P 2)∗ by
θu,γ(s(h)⊗ t(h)) =
{
u if h = γ,
0 otherwise.
The case (QS1). Now, let us consider the case (QS1). In this case, Aε = Sε/(fε) where
Sε = k[x, y, z, w] and fε = x
2 + y2 + z2 + w2. Since nullF2∆ε = 1, we have α = |Mε| = 2 and
therefore CMZ(A) ∼= Db(mod k2). It is easy to see that
((
x+ iw y + iz
y − iz −x+ iw
)
,
(
x− iw y + iz
y − iz −x− iw
))
and
((
x− iw y + iz
y − iz −x− iw
)
,
(
x+ iw y + iz
y − iz −x+ iw
))
are matrix factorizations of fε in Sε where i :=
√−1. Thus
X1 := Coker
(
x+ iw y + iz
y − iz −x+ iw
)
·, X2 := Coker
(
x− iw y + iz
y − iz −x− iw
)
· ∈Mε.
Hence Λε is given by the quiver
1
a
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
b
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
3
w //
z //
y //
x //
4
2
c
77♣♣♣♣♣♣♣♣♣♣♣ d
77♣♣♣♣♣♣♣♣♣♣♣
with relations
g1 := ax+ iaw + by − ibz = 0, g2 := ay + iaz − bx+ ibw = 0,
g3 := cx− icw + dy − idz = 0, g4 := cy + icz − dx− idw = 0.
Since gldimΛε = 2, we can construct the Hochschild complex (4.2). Since the quiver is con-
nected and has no oriented cycles, it follows that dimkHH
0(Λε) = 1. One can verify that
dimk(Q
0)∗ = 4,dimk(Q
1)∗ = 24,dimk(Q
2)∗ = 24 and dimk Im(A
2)∗ = 15. In fact, (Q0)∗ has a
basis {θe1 , . . . , θe4}, (Q1)∗ has an ordered basis
Θ1 = (θa,a, θb,a, θa,b, θb,b, θc,c, θd,c, θc,d, θd,d, θx,x, θy,x, θz,x, θw,x,
θx,y, θy,y, θz,y, θw,y, θx,z, θy,z, θz,z, θw,z, θx,w, θy,w, θz,w, θw,w),
and (Q2)∗ has an ordered basis
Θ2 = (θay,g1 , θiaz,g1 , θiaw,g1 , θby,g1 , θibz,g1 , θibw,g1 , θay,g2 , θiaz,g2 , θiaw,g2 , θby,g2 , θibz,g2 , θibw,g2,
θcy,g3 , θicz,g3, θicw,g3, θdy,g3 , θidz,g3 , θidw,g3 , θcy,g4 , θicz,g4, θicw,g4, θdy,g4 , θidz,g4 , θidw,g4).
18 KENTA UEYAMA
Moreover, one can verify that the matrix representation of (A2)∗ with respect to Θ1 and Θ2 is


0 1 1 0 0 0 0 0 0 1 0 0 1 0 0 0 −1 0 0 0 0 1 0 0
0 1 −1 0 0 0 0 0 0 0 1 0 1 0 0 0 −1 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 −1 0 0 1 0 0 0 0 0 0 0 0 −1 0 0 1
−1 0 0 1 0 0 0 0 −1 0 0 0 0 1 0 0 0 −1 0 0 −1 0 0 0
1 0 0 −1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 −1 0 1 0 0 0
0 2 0 0 0 0 0 0 0 0 0 0 1 0 0 1 −1 0 0 −1 0 0 0 0
1 0 0 −1 0 0 0 0 −1 0 0 0 0 1 0 0 0 1 0 0 1 0 0 0
1 0 0 −1 0 0 0 0 −1 0 0 0 0 0 1 0 0 0 1 0 1 0 0 0
0 0 2 0 0 0 0 0 0 0 0 0 −1 0 0 1 −1 0 0 1 0 0 0 0
0 1 1 0 0 0 0 0 0 −1 0 0 −1 0 0 0 −1 0 0 0 0 1 0 0
0 1 −1 0 0 0 0 0 0 0 −1 0 1 0 0 0 1 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 −1 0 0 −1 0 0 0 0 0 0 0 0 1 0 0 1
0 0 0 0 0 1 1 0 0 1 0 0 1 0 0 0 −1 0 0 0 0 −1 0 0
0 0 0 0 0 1 −1 0 0 0 1 0 1 0 0 0 −1 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 −1 0 0 −1
0 0 0 0 −1 0 0 1 −1 0 0 0 0 1 0 0 0 −1 0 0 1 0 0 0
0 0 0 0 1 0 0 −1 1 0 0 0 0 0 1 0 0 0 −1 0 −1 0 0 0
0 0 0 0 0 −2 0 0 0 0 0 0 −1 0 0 1 1 0 0 −1 0 0 0 0
0 0 0 0 1 0 0 −1 −1 0 0 0 0 1 0 0 0 1 0 0 −1 0 0 0
0 0 0 0 1 0 0 −1 −1 0 0 0 0 0 1 0 0 0 1 0 −1 0 0 0
0 0 0 0 0 0 −2 0 0 0 0 0 1 0 0 1 1 0 0 1 0 0 0 0
0 0 0 0 0 1 1 0 0 −1 0 0 −1 0 0 0 −1 0 0 0 0 −1 0 0
0 0 0 0 0 1 −1 0 0 0 −1 0 1 0 0 0 1 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 0 1 0 0 −1 0 0 0 0 0 0 0 0 1 0 0 −1


and the rank of this matrix is 15. Hence we obtain dimk HH
1(Λε) = 6,dimk HH
2(Λε) = 9. In
summary,
dimkHH
0(Λε) = 1,
dimkHH
1(Λε) = 6,
dimkHH
2(Λε) = 9,
dimkHH
i(Λε) = 0 (i ≥ 3).
(4.3)
Remark 4.5. The above algebraic computation allows us to compare this case and the next
case. On the other hand, in this case, we have Db(modΛε) ∼= Db(qgrAε) ∼= Db(cohP1 × P1), so
it is possible to compute Hochschild cohomology in a sheaf-theoretical way. In fact, it follows
that
dimk HH
0(P1 × P1) = 1,
dimk HH
1(P1 × P1) = 6,
dimk HH
2(P1 × P1) = 9,
dimk HH
i(P1 × P1) = 0 (i ≥ 3).
by Hochschild-Kostant-Rosenberg theorem ([37, Corollary 0.6]). See [3, Example 6] for example.
The case (QS2). Next, let us discuss the case (QS2). In this case, Aε = Sε/(fε) where
Sε = k〈x, y, z, w〉/(xy+yx, xz+zx, xw−wx, zy+yz,wy+yw, zw+wz) and fε = x2+y2+z2+w2.
Since nullF2∆ε = 1, we have α = |Mε| = 2 and therefore CMZ(A) ∼= Db(mod k2). It is easy to
see that((
x+ iw y + z
y + z x− iw
)
,
(
x− iw y + z
y + z x+ iw
))
and
((
x+ iw y − z
y − z x− iw
)
,
(
x− iw y − z
y − z x+ iw
))
induce noncommutative matrix factorizations of fε in Sε where i :=
√−1 (see [25, Theorem 4.4
(2)]). Thus
X1 := Coker
(
x+ iw y + z
y + z x− iw
)
·, X2 := Coker
(
x+ iw y − z
y − z x− iw
)
· ∈Mε
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(see [25, Theorem 6.5]). Hence Λε is given by the quiver
1
a
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
b
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
3
w //
z //
y //
x //
4
2
c
77♣♣♣♣♣♣♣♣♣♣♣ d
77♣♣♣♣♣♣♣♣♣♣♣
with relations
g1 := ax+ iaw + by + bz = 0, g2 := ay + az + bx− ibw = 0,
g3 := cx+ icw + dy − dz = 0, g4 := cy − cz + dx− idw = 0.
Since gldimΛε = 2, we can construct the Hochschild complex (4.2). Since the quiver is con-
nected and has no oriented cycles, it follows that dimkHH
0(Λε) = 1. One can verify that
dimk(Q
0)∗ = 4,dimk(Q
1)∗ = 24,dimk(Q
2)∗ = 24 and dimk Im(A
2)∗ = 20. In fact, (Q0)∗ has a
basis {θe1 , . . . , θe4}, (Q1)∗ has an ordered basis
Θ1 = (θa,a, θb,a, θa,b, θb,b, θc,c, θd,c, θc,d, θd,d, θx,x, θy,x, θz,x, θw,x,
θx,y, θy,y, θz,y, θw,y, θx,z, θy,z, θz,z, θw,z, θx,w, θy,w, θz,w, θw,w),
and (Q2)∗ has an ordered basis
Θ2 = (θay,g1 , θaz,g1 , θiaw,g1 , θby,g1 , θbz,g1 , θibw,g1 , θay,g2 , θaz,g2 , θiaw,g2 , θby,g2 , θbz,g2 , θibw,g2,
θcy,g3 , θcz,g3, θicw,g3, θdy,g3 , θdz,g3 , θidw,g3 , θcy,g4 , θcz,g4, θicw,g4, θdy,g4 , θdz,g4 , θidw,g4).
Moreover, one can verify that the matrix representation of (A2)∗ with respect to Θ1 and Θ2 is


0 −1 1 0 0 0 0 0 0 1 0 0 −1 0 0 0 −1 0 0 0 0 1 0 0
0 −1 1 0 0 0 0 0 0 0 1 0 −1 0 0 0 −1 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 −1 0 0 1 0 0 0 0 0 0 0 0 −1 0 0 1
−1 0 0 1 0 0 0 0 −1 0 0 0 0 1 0 0 0 1 0 0 −1 0 0 0
−1 0 0 1 0 0 0 0 −1 0 0 0 0 0 1 0 0 0 1 0 −1 0 0 0
0 2 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 0 1 0 0 0 0
1 0 0 −1 0 0 0 0 −1 0 0 0 0 1 0 0 0 1 0 0 1 0 0 0
1 0 0 −1 0 0 0 0 −1 0 0 0 0 0 1 0 0 0 1 0 1 0 0 0
0 0 −2 0 0 0 0 0 0 0 0 0 −1 0 0 1 −1 0 0 1 0 0 0 0
0 1 −1 0 0 0 0 0 0 1 0 0 −1 0 0 0 −1 0 0 0 0 −1 0 0
0 1 −1 0 0 0 0 0 0 0 1 0 −1 0 0 0 −1 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 −1 0 0 −1
0 0 0 0 0 −1 1 0 0 1 0 0 −1 0 0 0 1 0 0 0 0 1 0 0
0 0 0 0 0 1 −1 0 0 0 1 0 1 0 0 0 −1 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 −1 0 0 1 0 0 0 0 0 0 0 0 −1 0 0 1
0 0 0 0 −1 0 0 1 −1 0 0 0 0 1 0 0 0 −1 0 0 −1 0 0 0
0 0 0 0 1 0 0 −1 1 0 0 0 0 0 1 0 0 0 −1 0 1 0 0 0
0 0 0 0 0 2 0 0 0 0 0 0 1 0 0 1 −1 0 0 −1 0 0 0 0
0 0 0 0 1 0 0 −1 −1 0 0 0 0 1 0 0 0 −1 0 0 1 0 0 0
0 0 0 0 −1 0 0 1 1 0 0 0 0 0 1 0 0 0 −1 0 −1 0 0 0
0 0 0 0 0 0 −2 0 0 0 0 0 −1 0 0 1 1 0 0 −1 0 0 0 0
0 0 0 0 0 1 −1 0 0 1 0 0 −1 0 0 0 1 0 0 0 0 −1 0 0
0 0 0 0 0 −1 1 0 0 0 1 0 1 0 0 0 −1 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 −1 0 0 −1


and the rank of this matrix is 20. Hence we obtain dimk HH
1(Λε) = 1,dimk HH
2(Λε) = 4. In
summary,
dimkHH
0(Λε) = 1,
dimkHH
1(Λε) = 1,
dimkHH
2(Λε) = 4,
dimkHH
i(Λε) = 0 (i ≥ 3).
(4.4)
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The case (QS3). Let us focus on the case (QS3). In this case, Aε = Sε/(fε) where Sε =
k〈x, y, z, w〉/(xy + yx, xz+ zx, xw+wx, zy+ yz,wy+ yw, zw+wz) and fε = x2+ y2+ z2+w2.
By Example 3.24, Λε is given by the quiver
1
a1
PP
PP
PP
PP
''P
PP
PP
PP
PP
PP
PP
2
a2
❚❚❚
❚
))❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚3
a3
❲❲❲❲
❲❲❲❲
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲4 a4❬❬❬❬
--❬❬❬❬❬❬❬
❬❬❬❬❬❬❬❬
❬
9
w //
z //
y //
x //
10
5 a5❝❝❝❝
11❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝
6
a6❣❣❣❣❣❣❣❣
33❣❣❣❣❣❣❣❣❣❣❣❣❣
7
a7❥❥❥❥
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
8
a8♥♥♥♥♥♥♥♥
77♥♥♥♥♥♥♥♥♥♥♥♥♥
with relations
g1 := a1x+ a1y + a1z + a1w = 0, g2 := a2x+ a2y + a2z − a2w = 0,
g3 := a3x+ a3y − a3z + a3w = 0, g4 := a4x+ a4y − a4z − a4w = 0,
g5 := a5x− a5y + a5z + a5w = 0, g6 := a6x− a6y + a6z − a6w = 0,
g7 := a7x− a7y − a7z + a7w = 0, g8 := a8x− a8y − a8z − a8w = 0.
Since gldimΛε = 2, we can construct the Hochschild complex (4.2). Since the quiver is con-
nected and has no oriented cycles, it follows that dimkHH
0(Λε) = 1. One can verify that
dimk(Q
0)∗ = 10,dimk(Q
1)∗ = 24,dimk(Q
2)∗ = 24 and dimk Im(A
2)∗ = 15. In fact, (Q0)∗ has a
basis {θe1 , . . . , θe10}, (Q1)∗ has an ordered basis
Θ1 = (θa1,a1 , θa2,a2 , θa3,a3 , θa4,a4 , θa5,a5 , θa6,a6 , θa7,a7 , θa8,a8 , θx,x, θy,x, θz,x, θw,x,
θx,y, θy,y, θz,y, θw,y, θx,z, θy,z, θz,z, θw,z, θx,w, θy,w, θz,w, θw,w),
and (Q2)∗ has an ordered basis
Θ2 = (θa1y,g1 , θa1z,g1, θa1w,g1 , θa2y,g2 , θa2z,g2 , θa2w,g2, θa3y,g3 , θa3z,g3, θa3w,g3 , θa4y,g4 , θa4z,g4 , θa4w,g4,
θa5y,g5 , θa5z,g5, θa5w,g5 , θa6y,g6 , θa6z,g6 , θa6w,g6, θa7y,g7 , θa7z,g7, θa7w,g7 , θa8y,g8 , θa8z,g8 , θa8w,g8).
Moreover, one can verify that the matrix representation of (A2)∗ with respect to Θ1 and Θ2 is


0 0 0 0 0 0 0 0 −1 1 0 0 −1 1 0 0 −1 1 0 0 −1 1 0 0
0 0 0 0 0 0 0 0 −1 0 1 0 −1 0 1 0 −1 0 1 0 −1 0 1 0
0 0 0 0 0 0 0 0 −1 0 0 1 −1 0 0 1 −1 0 0 1 −1 0 0 1
0 0 0 0 0 0 0 0 −1 1 0 0 −1 1 0 0 −1 1 0 0 1 −1 0 0
0 0 0 0 0 0 0 0 −1 0 1 0 −1 0 1 0 −1 0 1 0 1 0 −1 0
0 0 0 0 0 0 0 0 1 0 0 1 1 0 0 1 1 0 0 1 −1 0 0 −1
0 0 0 0 0 0 0 0 −1 1 0 0 −1 1 0 0 1 −1 0 0 −1 1 0 0
0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 −1 0 −1 0 1 0 1 0
0 0 0 0 0 0 0 0 −1 0 0 1 −1 0 0 1 1 0 0 −1 −1 0 0 1
0 0 0 0 0 0 0 0 −1 1 0 0 −1 1 0 0 1 −1 0 0 1 −1 0 0
0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 −1 0 −1 0 −1 0 −1 0
0 0 0 0 0 0 0 0 1 0 0 1 1 0 0 1 −1 0 0 −1 −1 0 0 −1
0 0 0 0 0 0 0 0 1 1 0 0 −1 −1 0 0 1 1 0 0 1 1 0 0
0 0 0 0 0 0 0 0 −1 0 1 0 1 0 −1 0 −1 0 1 0 −1 0 1 0
0 0 0 0 0 0 0 0 −1 0 0 1 1 0 0 −1 −1 0 0 1 −1 0 0 1
0 0 0 0 0 0 0 0 1 1 0 0 −1 −1 0 0 1 1 0 0 −1 −1 0 0
0 0 0 0 0 0 0 0 −1 0 1 0 1 0 −1 0 −1 0 1 0 1 0 −1 0
0 0 0 0 0 0 0 0 1 0 0 1 −1 0 0 −1 1 0 0 1 −1 0 0 −1
0 0 0 0 0 0 0 0 1 1 0 0 −1 −1 0 0 −1 −1 0 0 1 1 0 0
0 0 0 0 0 0 0 0 1 0 1 0 −1 0 −1 0 −1 0 −1 0 1 0 1 0
0 0 0 0 0 0 0 0 −1 0 0 1 1 0 0 −1 1 0 0 −1 −1 0 0 1
0 0 0 0 0 0 0 0 1 1 0 0 −1 −1 0 0 −1 −1 0 0 −1 −1 0 0
0 0 0 0 0 0 0 0 1 0 1 0 −1 0 −1 0 −1 0 −1 0 −1 0 −1 0
0 0 0 0 0 0 0 0 1 0 0 1 −1 0 0 −1 −1 0 0 −1 −1 0 0 −1


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and the rank of this matrix is 15. Hence we obtain dimk HH
1(Λε) = 0,dimk HH
2(Λε) = 9. In
summary,
dimkHH
0(Λε) = 1,
dimkHH
1(Λε) = 0,
dimkHH
2(Λε) = 9,
dimkHH
i(Λε) = 0 (i ≥ 3).
(4.5)
Combining Proposition 4.2, Lemma 4.3, (4.3), (4.4), and (4.5), we reach the following conclu-
sion.
Theorem 4.6. Assume that n = 4.
(1) For any Aε, the derived category D
b(qgrAε) is equivalent to exactly one of the following
categories:
• Db(qgr k[x, y, z, w]/(x2 + y2 + z2 + w2)) ∼= Db(cohP1 × P1);
• Db(qgr k〈x, y, z, w〉/(xy+ yx, xz+ zx, xw−wx, zy+ yz, wy+ yw, zw+wz, x2+
y2 + z2 +w2));
• Db(qgr k〈x, y, z, w〉/(xy+ yx, xz+ zx, xw+wx, zy+ yz, wy+ yw, zw+wz, x2+
y2 + z2 +w2)).
(2) For any Aε and Aε′ , the following are equivalent.
(a) Gε′ is obtained from Gε by applying finitely many mutations.
(b) GrModAε ∼= GrModAε′.
(c) qgrAε ∼= qgrAε′.
(d) Db(qgrAε) ∼= Db(qgrAε′).
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