This research aimed at comparing iris-signature techniques, namely the Sequential Technique (ST) and the Standard Deviation Technique (SDT). Both techniques were measured by Backpropagation (BP), Probabilistic, Radial basis function (RBF), and Euclidian distance (ED) classifiers. A biometric system-based iris is developed to identify 30 of CASIA-v1 and 10 subjects from the Real-iris datasets. Then, the proposed unimodal system uses Fourier descriptors to extract the iris features and represent them as an iris-signature graph. The 150 values of input machine vector were optimized to include only high-frequency coefficients of the irissignature, then the two optimization techniques are applied and compared. The first optimization (ST) selects sequentially new feature values with different lengths from the enrichment graph region that has rapid frequency changes. The second technique (SDT) chooses the high variance coefficients as a new feature of vectors based on the standard deviation formula. The results show that SDT achieved better recognition performance with the lowest vector-lengths, while Probabilistic and BP have the best accuracy.
Introduction
In recent years, the biometrics recognition trait has become very important because of the growing number of frauds and the suffering of many traditional methods like password and personal identification number from some violations and rigging. To avoid breaches, biometric technologies are used to improve the security of human identification and verification. The iris is considered as one of the internal parts of the human body, and it is protected by cornea and eyelid. The reason for choosing iris because it cannot utilize after death because of the parts of the body would decay [1] . The iris contains many features such as contraction furrows, crypts, color, feature collagenous fibers, coronas, striations and serpentine vasculature [2] [3] . The iris recognition system works by capturing an iris image and a sample of this image, then transformed by using computational functions into a biometric machine vector or template. Then, the template is compared with other templates to find out the identity [4] [5] . This paper presents iris verification using Fourier Descriptors (FDs) as a frequency domain feature extraction. The most important idea of the FDs is characterizing the contour for any object by frequency number contents for the whole shape. FDs acts to encode any two-dimensional object by converting its border into a complex number in the frequency domain. The iris feature extraction and template generation are depending on this transformation. Fourier coefficients are a small set of numbers that can be generated by relying on the frequency analysis. These coefficients describe the fine details of the shape, but it is not the noise that impacts on the boundary coordinate pixels. In the feature selection stage, the sufficient coefficients are chosen based on iris-signature and finding the standard deviation for selected vector sets. Three neural network classifiers and one Euclidean distance are applied to evaluate the classification results. The novelty of this work is the optimization methods that could maintain the biometric system accuracy rate and reducing the machine-vector size simultaneously [6] [7] .
The ophthalmologist Frank Burch was the first person using an iris trait in human authentication in 1936. In 1987, Safir and Flom [1] were unsuccessful to implement Burch's idea to recognize persons depending on their iris. Daugman [8] [9] applied "Gabor filters" in phase-based iris recognition. The system showed excellent performance on various databases of a large number of images, where Hamming Distance (HD) was used in the matching phase between two codes. The system satisfied high accuracy and performance, which obtained 99.90% accuracy rate. In 2008, Ng et al. [10] suggested a segmentation method for iris recognition by using morphological operators and Circular Hough Transform (CHT). The proposed method rests on two search regions (right and left search regions) to detect the outer boundary of iris. The detection rate of the inner and outer of iris boundaries are 99.07% and 98.68%, respectively.
In 2010, Koh et al. [11] suggested a method for iris segmentation based on an active contour model and CHT. The proposed method was tested using 100 iris images from CASIA v3.0 and achieved 99% detection rate of the iris inner and outer boundary. In 2012, Das [12] proposed iris recognition approach using canny edge detection and CHT for localization of the iris and achieve 80% success rate using CASIA-v3.0-interval database. A modification was presented on Gabor wavelets for extracting a better discriminating feature vector. HD is utilized for matching; this approach attained a FRR of 5.26 and FAR of 4.72.
In 2013, Kaur et al. [13] suggested two approaches for iris recognition, SVM and Phase-based procedure. SVM attained 19.8% FRR and 0% FAR while phase-based procedure achieved 0.01% FRR, 0.09% FAR and 99.9% overall recognition rate. In 2014, Jayalakshmi and Sundaresan [14] suggested the Fuzzy C-means algorithm and K-means algorithm for iris segmentation. The two methods were implemented separately, and the accuracy rate was 98.20% with a low error rate. Kumar et al. [15] in 2016, proposed 2D discrete Cosine transform approach for iris feature extraction. Their proposal is applied to extract the most valuable iris features. Two publicly databases were considered for matching the iris patterns using HD method, IITD and CASIA v.4.0 databases. The suggested approach was attained 99.4% and 98.4% accuracy rate for CASIA-v4 and IITD databases, respectively.
In 2017, Hamd and Ahmed [16] applied Fourier descriptors and four classifiers for verification process; Radial Basis Function (RBF), Back-Propagation (BP), Euclidean Distance (ED), and Probabilistic. Gaikwad and Ali [17] used Wavelet decomposition and hamming distance for iris recognition. They find different accuracy rates with different dataset sizes for training and testing with the highest accuracy of them reach 89.03%.
The main goal of this paper is to design a biometric system based on the iris-signature for human identification with maximum performance. The iris-signature graph could be obtained after applying the Fourier descriptors method for extracting the features in the frequency domain. The biometric system could be optimized if the machine vector is reduced to the lowest length with maintaining the accuracy at maximum value. So, two signature-based optimization techniques have been developed to select the maximum variant feature sets that could satisfy the maximum recognition rate for the system. Four classifiers: Backpropagation, Radial basis function, Probabilistic, and Euclidean distance are based on more competitive results. Also, 30 subjects from CASIA-V1 and 10 subjects from real-iris are considered as a system dataset.
The rest of the paper is organized as follows: Section 2 describes the proposed iris signature system which is containing iris acquisition, iris segmentation, localization, and recognition. The iris signature graph is represented after applying Fourier descriptors for extracting iris features; also, the two optimization techniques are explained and implemented for better performance. Section 3 tabulates the recognition results for the four classifiers and two datasets; it shows the accuracy rate for each method
Method
In this work, the system is designed as a series of sequential processes starting from capturing an eye image until the identification process, as shown in Fig. 1 . The biometric system components include image acquisition, iris and pupil segmentation, iris normalization, features extraction and selection, templet generating, and pattern matching. Back Propagation (BP ), Probabilistic, Radial Basis Function (RBF), and Euclidian Distance (ED) are four classifiers that are applied for comparison and performance qualification. The first three classifiers are neural network-related classification. 
Image Acquisition
The eye images are chosen from two databases; real-iris and the Chinese Academy of Sciences Institute of Automation (CASIA-v1) for the human identification system. The real-iris dataset of 400 × 288 pixels is created from a distance of 7 cm, while CASIA-v1 images are 320 × 280 pixels, as shown in Fig. 2 .
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Iris Segmentation
The segmentation stage comprises three necessary steps; pupil localization (which locates the center of the iris), localization and normalization step. These three steps have to be completed with high accuracy as they impact the verification operation [18] - [22] . 1) Pupil localization. This stage is containing the following steps:
Step 1: converting the colored image to grayscale and applying a median filter on the resultant image.
Step 2: obtaining the binary image by converting the grayscale image using a suitable threshold as in (1) .
Step 3: remove the noise by applying morphological operations.
Step 4: applying the labeling algorithm for component connections
Step 5: Finding the pupil center (Px, Py) by computing the summation of the horizontal and vertical vectors as in (2) and (3),
Step 6: computing the maximum row and column vectors as in (4) and (5), then finding the radius of the pupil as in (6).
x is is a number of rows, and y is a number of columns.
2) Iris localization. This stage applies Canny edge detectors and Circular Hough Transform (CHT) for iris localization. So, the boundaries of iris contour are detected, and the complete circle shape is founded by the CHT method. Determining the center and radius of the iris is explained in (7, 8, 9, 10, 11 and 12) [23]- [25] .
3) Iris normalization. The normalization step is applying when there is a demand for image invariant against skewing or extension. Moreover, it minimizes the distortion resultant from the pupil movement effect. The normalization process starts by applying Daugman's rubber sheet method and transforming the circle iris region to a rectangular region. This method computes the polar form (r, θ) from cartesian coordinates. The notion of polar form is to assign the radius (r) to 20 pixels, and where ( , ) indicates the pupil center, ( , ) indicates the iris center, and represent the radius of the pupil and iris. After the iris normalization step, the median filter is applied on iris rectangular to remove the effect of eyelid and eyelashes. Fig. 3 shows the results of the iris segmentation stage. International Journal of Advances in Intelligent Informatics ISSN 2442-6571 Vol. 5, No. 3, November 2019, pp. 273-284 Hamd (Optimized biometric system based iris-signature for human identification)
Feature Extraction Using Fourier Descriptors
Many approaches are applied for feature extraction and template generation, for example, Gabor wavelet; spatial filters; local variance; zero-crossing wavelet; and Local Texture Pattern (LTP). Fourier Descriptor is used to create the feature vectors by transforming the iris description vector into the frequency domain. The fine details of iris are existing in the high frequencies coefficients while the lowfrequency coefficients belong to the general object information [26] . A large number of generated coefficients can be represented in the iris-signature graph as shown in Fig. 4 . According to the classifier basic-operation, the sufficient-coefficient features are enough to describe the object shape based on a statistical method [27] . The FDs procedure is started by converting a rectangular image to binary, counting boundary points, and choosing a coefficient number (N). Then, calculate centroid distance as in (13) , compute Fourier descriptors values as in (13) and (14), calculate the FDn as in (15) , and normalize it by dividing on the maximum (DC) value as in (16) . Fig. 4 . Iris-Signature [11] The FDs of pre-processed iris image (4×128) creates a relatively long vector with 150 coefficients, so a set of small vectors are required to include the significant features only. Those new vector-sets will be computed or chosen as explained in the next section. The implementation affected to the biometric system optimization. In other words, the simple optimization process is satisfying when it minimizes the machine vector length to accelerate the training and matching time at the highest accuracy rate [28] [29] .
Optimization Methods
Two techniques which considered for selecting significant features to represent the input machine vector are 1) Sequential Technique (ST), and 2) Standard Deviation Technique (SDT).
The ST chooses a new representative feature from the enriched iris-signature graph (the most-right or most-left area) and excludes the rest coefficients (Fig. 4) . These enriched regions have a positive or negative gradient, and the feature values of these regions are very suitable for linear classifiers-based discrimination function. The SDT measures how the values are spreading which reflect the relation among coefficients. Then, the high-frequency coefficients are chosen depending on their highest standard deviation value, while the low standard deviation values are concentrated in the middle of the iris graph. The standard deviation formula is calculated as in (17) and the new vector set is listed in Table  1 . Fig. 5 explains how these new vector lengths (10, 20, 30, 50, 100) are reconstructed from the iris graph using the SDT technique. The SDT has improved the system performance by reducing the runtime and connection complexity. For example, when the input machine vector length is reduced from 150 to only 20 values, the number of neurons in the input layer will be reduced by the ratio of 86.67%.
where ( , ) represents the input vector and its associated mean value, respectively, m, is the vector length value.
From Table 1 , the SDT for the excluded coefficients which are usually concentrated in the middle of an iris-signature graph is very low (0.0029, 0.0039, ...., 0.0235). It respects the optimized values that have been taken from the enrichment graph area (mostly right and mostly left). 
Training and Matching
In this stage, 40 subjects from two databases are used for the verification process: 30 persons from the CASIA-v1 database and 10 persons from the real-iris dataset. Each person has 4 images (3 training images and one for testing). The four classifiers are applied for comparing the classification results where three of them are neural networks and one is distance measurement. The BP is run with 4 layers: 1 input layer, 2 hidden layers and an output layer. The two hidden layers containing 60 neurons i.e. 60×2=120 neurons. The RBF and Probabilistic neural network containing 3 layers: one input layer, one hidden layer, and an output layer, the hidden layer containing 90 neurons [30] . The ED classifier calculates the distance between the testing machine vector and the stored training vectors, as in (18) . Then, the distance is checked; if it is less than a threshold value, it means belongs to the same class; otherwise, it belongs to a different one. 
Results and Discussion
The proposed system was implemented on two databases using two groups of input machine-vectors. The first group utilized the whole 150 iris coefficients (with no optimization), while the vector lengths of the second group are submitted to the optimization rules. The rules generated a set of different vector lengths: 10, 20, 30, 50 and 100 values, which belong to the ST and SDT techniques equally.
The ST optimization, as its name refers, selects the new vector values from the enrichment region of the iris-signature graph in Fig. 4 sequentially. Those five different lengths of optimized vectors are submitted to four different classification methods as explained in Table 2 . The recognition rate of the real-iris is very interested and it could satisfy advanced accuracy rates for all classifiers, but the only BP classifier could maintain the maximum accuracy rate 100% using only 100 vector values (optimized). Table 3 tabulates the ST recognition rates with the CASIA-V1 dataset. It is noticing that the ST optimization has kept a kind of performance stability for the biometric system for all classifiers for the vector length reduction. However, the Probabilistic neural network achieved a valuable recognition rate of 86.67%, with only 20 optimized vector values. Vol. 5, No. 3, November 2019, pp. 273-284 Hamd (Optimized biometric system based iris-signature for human identification)
The five different lengths of machine vector values for the SDT optimization process are illustrated in Fig. 5(a -f) . The optimization technique selects the new vector values from the most right and most left of the iris-signature graph. It also adopted the standard deviation formula as evident for increasing the discrimination between vector values. Table 2 shows, in detail, the real-iris recognition rates using four classifiers and six different vector sizes. The BP, Probabilistic, and ED have been recorded as the best classifiers that maintain the original accuracy rate in contrast to the lowest vector length. So, for the real-iris dataset, the SDT optimization was very effective in improving the accuracy rates with the lowest vector size. Hereby, the BP and RBF achieved a maximum recognition rate of 100% with an optimized vector length of 50 values only. The optimum classification results of the SDT technique are satisfied with the Probabilistic and ED classifier, where they obtained a 100% accuracy rate with a vector length of 20 values only.
The story with the CASIA-V1 dataset is different, were some classifiers, such as the BP, Probabilistic and RBF recorded new significant recognition rates as shown in Table 3 . The BP satisfied 100% recognition rate with 50 values vector length, while the RBF achieved a 90% recognition rate with a minimum vector length of 10 values only. Finally, BP and Probabilistic are the two most scored classifiers that operate with ST and SDT techniques efficiently. The Probabilistic satisfied 90% and 86.67% accuracy rate with vector lengths of 30 and 20 values, respectively.
For more evaluation of the biometric system, Table 4 
Conclusion
A unimodal iris recognition system was developed to recognize forty persons taken from two databases. Fourier descriptor was based as a frequency-domain feature extractor to generate and represent 150 coefficients in the iris-signature graph. The performance of those 150 coefficients achieved 100% and 96.67% maximum recognition rate for real-iris and CASIA-V1 datasets, respectively. Two optimization techniques: ST and SDT were also applied to save time and reduce the computations and connection cost in the classifiers. The RBF attained a 90% accuracy rate with only 10 vector-length values, while the BP satisfied a maximum accuracy of 100% with 50 values. The most important was the Probabilistic that has minimum execution times among all other classifiers. It spent only 3.762 seconds for CASIA-V1 and 2.568 seconds for real-iris databases, while the BP spent 120.24 seconds and 40.573 seconds for the same databases and vector-length value (150). According to these experimental results, the SDT had better performance than ST, where the Probabilistic and BP methods are nominated to be the best classifiers that maintained or enhanced the original accuracy rate at lower vector lengths. Probabilistic, however, advanced BP method as it required less execution time, for example, for 150 coefficients; Probabilistic was 32 times faster than BP in recognizing 30 subjects from CASIA-V1 database.
