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Jindřich Dušek
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Abstract: 1/f noise is commonly observed in many complex systems. In quantum
systems it can serve as a chaos indicator without any reference to the properties
of concrete RMT ensembles. We use the 1/f noise analysis to study a perturbed
vibron model, which is a finite quantum system previously applied for description
of linear molecules or a Bose-Einstein condensate. The results are in a partial
agreement with the classical limit of our model with discrepancies observed for
the integrable limit of the model. Such discrepancies are yet to be explained.
We also suggest some improvements to our procedure, namely studying systems
with a greater dimension, combining multiple systems with similar dimensions, or
changing the length of the analysed time series. Lastly, we mention an inherent
restriction of our procedure: the need for manual analysis of each system with
particular parameters. This limitation restricts the usability of the 1/f noise
analysis and it remains to be seen, whether it can be overcome.
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Introduction
Mathematical concepts such as numbers usually have a lot of depth to them. They
are even infinite in some sense and theorems we discover using mathematical
methods are universally valid. That doesn’t mean, however, that mathematics
is universally and infinitely applicable as a solution to real life problems. There
are always limits to the accuracy with which we can measure and those limits
affect the accuracy of our predictions disproportionately. Moreover, the language
of mathematical theorems is inherently different from human languages and as
a result of that mathematics rarely answers the questions people are truly asking1.
Classical chaos theory operates with those restrictions in mind. It is a field
of classical mechanics that describes systems where even the slightest changes of
initial conditions result in unpredictable alterations of the resulting motion. So
even though the physical laws which determine the system completely are known,
it is impossible to describe how the motion will turn out in practice. We must
therefore accept our restraints and give up on trying to know everything. Even
so, chaos theory can still provide valuable insights.
The chaos in chaos theory arises due to measurement errors present in all mea-
surements. But errors and uncertainties can be reduced, for instance by improving
our measuring instruments or choosing better measuring methods. If we regard
our uncertainties as “classical uncertainties”, it is in theory possible to reduce
our measurement error ad absurdum. This is, however, not the case in quantum
mechanics.
In quantum theory the concept of measurement uncertainties is fundamentally
imbued in our description of reality (i. e. in quantum states). Most importantly,
Heisenberg’s uncertainty principle forbids the measurement error of physical quan-
tities to vanish even for the most accurate of measurements. As a result of this,
the notion of “trajectory” or “immediate position” is alien to quantum mechanics;
all quantum states are described in terms of probabilities.
The definition of quantum chaos is still not completely firm – some suggest
talking about quantum chaology instead of quantum chaos [2]. It is most often
defined via spectral correlations. We examine the permissible energies of a bound
quantum state and use their distribution to determine if a system is chaotic.
Usually, various statistical methods are used to analyse the energy spectrum at
hand. In this work we shall focus on analysing the so-called 1/f noise as described
in [3] and [4].
1/f noise is not an isolated feature of quantum-mechanical systems. In fact, it
has been observed in music, shapes of mountains or in human cognition to name
a few examples [5, 6]. In [7, 8] it has been suggested that the 1/f is a general
sign of complex systems, which makes this indicator interesting. To find 1/f in
quantum mechanics we in short treat the energy spectrum as a time series, use
discrete Fourier analysis to obtain its frequencies and look at their distribution.
According to theory, if the frequencies behave as 1/f , the system is chaotic, if as
1/f 2, it isn’t.
Our model of choice is the vibron model based on the u(3) algebra, which is
1For an example of a grave misunderstanding between man and the personification of math-
ematical exactness see the legend of the golem of Prague [1].
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described in [9]. We have chosen this model for its relative simplicity and because
it has already been examined in its classical limit in [10]. We can thus compare our
results with the classical limit and test, whether the 1/f noise method is useful
in determining the chaoticity of the system.
3
1. Classical versus Quantum chaos
The aim of this chapter is to briefly describe the theoretical underpinnings behind
our explanation of quantum chaos and how it differs from the conventional1 clas-
sical chaos. While in classical mechanics, chaotic systems can be relatively easily
distinguished from non-chaotic or integrable systems, this distinction is much more
blurry in quantum mechanics. Thus a brief overview of classical chaos shall show
the ways in which classical and quantum chaos differ, but it shall also prove useful
for one way of defining quantum chaos is through classical correspondence.
1.1 Classical systems
When we, from a physical point of view, try to describe the real world, we always
implicitly ask ourselves the following questions:
1. What description are we using to symbolise real world objects (i. e. the
observed phenomena)?
2. What description are we using to illustrate their interactions (i. e. their
temporal evolution)?
In classical non-relativistic mechanics we interpret our world2 as (some section
of) R3. As the only means of describing real world objects we use point masses3 of
negligible size, which represent matter. Real world objects can be regarded either
as a single point mass, as a collection of certain point masses, or as a continuum
of point masses.
A single point is in each instant determined by its mass m and 6 coordinates
qi and pi (i = 1, 2, 3), where qi determine the position of the point and pi its
momentum (which can be used to calculate its velocity). A classical state is the
configuration of a system in a given instant. If we disregard the case of continua,
we only need to describe a configuration of N point masses. A classical state can
thus be represented as two 3N -dimensional vectors q⃗ and p⃗, where coordinates
and momenta of all involved particles are stored.
To describe the interactions of particles with each other, we must first remem-
ber we are talking about our system in the framework of classical mechanics.
Therefore, the evolution of our system has to be in accordance with Newton’s
laws of motion or, in a more abstracted form, with the Hamiltonian formalism.
Usually, Hamiltonian formalism is preferred, its summary is presented in [11], but
roughly speaking, a single function H(q⃗, p⃗) called the Hamiltonian can be used to
determine the evolution of our system (we restrict ourselves to time-independent
Hamiltonians).
To identify a system we must also find its Hamiltonian. Together with p⃗ and q⃗
and possible boundary conditions, it determines a physical system completely. In
summary, a physical model used for the description of the real world consists of:
1We consider classical chaos more conventional as it has been studied for a longer period
of time and more thoroughly. Moreover, chaotic systems such as a double pendulum feel more
familiar than quantum systems.
2In some sense, physical space is also an observed phenomenon.
3Also called points or particles.
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1. a theoretical framework (in this case classical mechanics),
2. a set of physical objects—the state (in this case p⃗ and q⃗),
3. parameters that determine the interactions in this theoretical framework (in
this case the form of Hamiltonian and boundary conditions).
1.1.1 Classical integrability
We distinguish two regularity classes of systems: integrable and chaotic. In the
integrable case, there are as many independent integrals of motion—quantities
that are conserved along the trajectory in phase space—as there are degrees of
freedom. In such a case, the system is solvable, i. e. trajectories of particles can be
explicitly written in terms of analytical functions.
In the chaotic case, the number of independent integrals of motion is lower
than the number of degrees of freedom and the system is not solvable. We may
also distinguish chaotic states by observing the phase space, which is a space of
all possible values of p⃗ and q⃗. It is the space of all possible states of a system; in
the case of N free particles it can be thought of simply as R6N .
For simplicity, let us consider a classical model consisting of a single free particle.
Then, the realised state of our system in each time is represented by a point in a 6D
phase space. However, no measurement is without errors. Therefore, a point in
a phase space is only an idealisation. If we want our description to include errors,
we must introduce a small volume V in phase space. This volume represents all
possible configurations for our described particle—the real state lies somewhere
within V , but we don’t know where (see fig. 1.1).
A characteristic of chaoticity in classical mechanics is sensitivity to initial
conditions, namely that initially close points on phase space drift apart rapidly.
When observing a diagram of the phase space, this corresponds to an exponential
“sprawl” of the initial volume V . Let us emphasize that thanks to Liouville’s
theorem, the volume V is conserved in time for non-dissipative systems. By chaotic
sprawl we mean an erratic deformation of the volume V in such a way that initially
close points become distant. This behaviour is representative of chaotic systems: it
was the phenomenological motivation for studying chaos and it can be measured
to determine the degree of chaoticity. An example of chaotic and nonchaotic
evolution of a point (volume) P on phase space can be seen in fig. 1.1.
1.2 Quantum systems
For certain physical systems, the theoretical framework of classical mechanics is
not enough and we achieve better results by utilising quantum mechanics. In this
framework, quantum states are described by vectors |ψ⟩, |ϕ⟩ or their covectors ⟨ψ|,
⟨ϕ|. If the scalar product ⟨ϕ|ψ⟩ exists, its square represents the likelihood that the
state |ψ⟩ is mistaken for |ϕ⟩. To ensure that ⟨ϕ|ψ⟩ exists, we choose state vectors
to be elements of some Hilbert space4 H.
4More generally, the concept of rigged Hilbert space (the Gelfand triplet) is used to enable us
to work with a wider range of states while preserving the valuable concept of a scalar product.
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Figure 1.1: Ilustration of chaotic and nonchaotic evolution in a classical phase
space. A 2D subspace of the whole phase space is shown.
We shall not discuss how information about observable quantities is encoded
in quantum states. For such a discussion along with a more complete overview of
quantum mechanics consult [12]. The important thing is that the state vector |ψ⟩
indeed contains all available information about a given configuration of a quantum
system just like vectors p⃗ and q⃗ in classical mechanics.
The evolution of a quantum system is described by the Schrödinger equation.
Its concrete form is determined by the Hamiltonian operator Ĥ. It is a hermitean
operator that corresponds to the classical Hamiltonian.
1.2.1 Quantum integrability
As in the classical case, we define two regularity classes of quantum system:
integrable and chaotic. A quantum state with d degrees of freedom is said to
be integrable, if each eigenstate can be uniquely labeled by d quantum numbers,
where the quantum numbers correspond to integrals of motion. For a chaotic
system this is not possible.
The effects of (non)integrability on quantum systems are however more difficult
to pinpoint than in classical mechanics. For instance, while in classical mechanics
we can observe the phase space and understand it relatively easily with the help of
the so-called Poincaré sections, this is impossible in quantum mechanics5. Further-
more, the evolution of quantum states is unitary, which means that ⟨ϕ(t)|ψ(t)⟩ is
constant for each time t and every state |ψ⟩ or |ϕ⟩. This means that individual
quantum states don’t change their distance, they don’t drift apart in the same
sense as classical states do.
As it is impractical to look at individual states directly and compare them, we
5There is no direct quantum analogy to Poincaré sections, although a similar tool called the
Peres lattices exists [13].
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instead examine the Hamiltonian—it determines the evolution of the system. To
do so, the most convenient way is to investigate its eigenenergies: thanks to the
spectral theorem, we know that a hermitean operator is completely determined
by its eigenvalues, therefore the set of all eigenergies—the spectrum, becomes the
most fundamental object of our study.
1.2.2 Spectral correlations
When we analyse the spectrum, we look for correlations, i. e. statistical relation-
ships between different energies. In the case of integrable quantum systems, there
is again a formula for each eigenenergy in terms of quantum numbers—integrals
of motion. Due to this, there is no statistical relationship between different eigen-
levels, the spectrum is uncorrelated.
On the other hand there are completely chaotic spectra. In such spectra there
are no integrals of motion (besides energy). We have to diagonalise the Hamilto-
nian to find its eigenenergies and from this process, correlations between energies
are introduced. In completely chaotic systems, there are correlations on every
scale (we speak of long-, short- or mid-range correlations). No formula can be
found to describe individual eigenlevels, as there is a strong relationship between
different energies.
As an example of an integrable system we point to the 2D quantum linear
harmonic oscillator. Each eigenlevel can be calculated using quantum numbers
and the spectrum is therefore uncorrelated. One can understand the correlations
of various levels on an example of the price of a popular stock on a stock market.
The price in a given instant is highly correlated with its recent prices as trading
algorithms try to maximise profits and trade rapidly. Mid-range correlations are
introduced as traders react to recent news about the company and long-range
correlations can be related to the changing intrinsic value of the stock. Furthemore
not only are future prices correlated with historical prices due to causality, but
current prices are correlated with future prices as investors buy or sell stocks
depending on their expected value.
A quantitative link between spectral correlations and integrability is the
Bohigas-Giannoni-Schmit conjecture6 [16]. It states that systems with chaotic
classical analogues have spectral correlations in accordance with the random ma-
trix theory7 (RMT). I. e. the Hamiltonian of said system has the same spectral
correlations as a random matrix taken from an ensemble of random matrices
with a certain probability distribution. The random matrix theory thus serves as
a vehicle for making meaningful theoretical predictions about quantum systems
and their chaoticity.
6This conjecture has not been proven yet, however it is supported by a large amount of
numerical studies, for instance the Hydrogen atom in a magnetic field [14] or the hyperbola
billiard [15].
7For a comprehensive overview of RMT see [17].
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2. 1/f noise
Complex physical systems from various scientific areas tend to have one thing in
common: 1/f noise (or pink noise). That is if, in a complex system, we observe
phenomena happening with various frequencies, the distribution of said frequencies
usually behaves as 1/f noise. Various occurences of 1/f noise have been studied
[5, 6] and there is a consensus that the appearance of 1/f noise is not merely
a coincidence, but rather a feature of complex systems [7, 8].
Recently, 1/f noise has also been shown to occur in chaotic quantum spectra,
while integrable spectra have been shown to display 1/f 2 noise. We will outline
how the 1/fα noise can be observed and proceed to use it as an indicator of
quantum chaos. As we have discussed in the previous chapter, the distinction
between quantum integrability and chaos is still unclear. Having another chaos
indicator can thus help with describing quantum chaotic systems and defining the
term quantum chaos.
2.1 Unfolding
If we look at the spectra of different Hamiltonians, we want their spectral character-
istics to be comparable. For instance, if we have Hamiltonians Ĥ1 and Ĥ2 = Ĥ1+α,
where α is a constant, their spectral characteristics should be identical, as Hamil-
tonians represent energy of the observed system and this energy is determined
uniquely up to a constant. We should therefore “normalise” our spectra before we
study them further. This procedure is called unfolding.





δ(E − Ei) , (2.1)
where we sum over all energies i and δ is the Dirac delta function. This level
density can be decomposed into two parts:
ρ(E) = ρ̃(E) + ρ(E) , (2.2)
where ρ̃ is the oscillatory part and ρ is the smooth part. The smooth part represents
the average density of levels around E. The oscillatory part represents deviations
from the average, only it contains information about correlations. When analysing
correlations, we want to trivialise the smooth part, as it is not important, and
focus on the oscillatory part.
Unfolding thus consists of transforming eigenenergies from Ei to dimensionless
ei, such that ρ(e) = 1. It can be shown that this transformation can be done using
the smooth cumulative level density [19, p. 74]. Generally, the cumulative density




ρ(E ′)dE ′ . (2.3)
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Cumulative level density can be similarly decomposed into its smooth and
oscillatory part as





ρ(E ′)dE ′ . (2.5)
We can then write
ei = N (Ei) . (2.6)
The difficult part is to find N (Ei). In the case of systems with semiclassical
analogues, we can use the semiclassical Weyl formula [18, eq. (4)] to calculate ρ
and then use eq. (2.5) to calculate N . This is, however, oftentimes impractical (it is
usually impossible to find the explicit formula for the semiclassical expression), so
we resort to approximating N as a polynomial of degree d. We find this polynomial
by fitting Ei(i). The disadvantages of approximating N as a polynomial will be
described in section 2.3.1 on a concrete example.
2.2 Unfolded spectrum as a time series
The unfolded spectrum {ei}Ni=1 bears some similarities to a time series, we can
even liken it to a diffusion process of a particle and its random walk. This has
been done in [3] and forms the basis of the 1/f analysis.
In this analysis, we use the δn series defined as
δn = en+1 − e1 − n . (2.7)
This statistic corresponds to the deviations of eigenenergies from the “smooth”
energy (i. e. energy we can attribute to the smooth density). If we set e1 = 1,
then we can even write δn = −Ñ (En+1) [20].
We then interpret δn as a time series (and the index n therefore corresponds
to time). Next, we calculate the δ̂k statistic using the discrete Fourier transform












From δ̂k we calculate its power spectrum S(k):
S(k) = |δ̂k|2 . (2.9)
Based on [20] we now show some results concerning S(k). Firstly, let us re-
capitulate the Bohigas-Giannoni-Schmit conjecture. We consider two random
matrix ensembles: Gaussian orthogonal ensemble (GOE) and Gaussian unitary
ensemble (GUE)1. Then, according to the conjecture, the spectrum of a system
1There is a third Gaussian ensemble, the Gaussian symplectic ensemble (GSE). It is however
not mentioned in [20].
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with a chaotic semiclassical analogue exhibits the same statistical properties as
a matrix from either the GOE or GUE ensemble (depending on the symmetry of
the system). On the other hand, the spectra of systems with integrable classical
analogues can be described by Poissonian statistics [21].
From those assumptions, we can derive an equation for S(k) valid for GUE-like




























for integrable systems ,
(2.10)






Using periodic orbit theory and semiclassical mechanics, an expression for
K(τ) can be derived for short times τmin ≪ τ ≪ τH, where τmin is the period
of the shortest periodic orbit and τH is the Heisenberg time related to the time




1 for integrable systems,
2τ for GOE-like systems,
τ for GUE-like systems.
(2.12)
Using eq. (2.12) and assuming k ≪ N , N ≫ 1, we can write the Taylor




4π2k2 for integrable systems,
N2
2π2k for GOE-like systems,
N2
4π2k for GUE-like systems.
(2.13)
We can thus see that S(k) ∝ 1/k2 for integrable systems and S(k) ∝ 1/k
for chaotic systems, which is in accordance with the aforementioned occurence
of 1/f noise in complex chaotic systems. For systems in between chaoticity and
regularity we expect S(k) ∝ 1/kα, where α ∈ (1, 2). We can roughly say that the
closer α is to 1, the more chaotic the system is. The coefficient α can thus be used
as a chaotic indicator, there is however no straightforward relationship between
α and other chaotic indicators such as the Brody parameter [22].
Let us add that eq. (2.13) is valid for small k. Near k = N/2, the so-called
Nyquist frequency, the effects of other terms in (2.10) become apparent and we
observe a systematic deviation from linearity—the values of log(S(k)) rise above
the predicted linear relationship.
To reiterate, the process of 1/f noise analysis goes as follows: we take a Hamil-
tonian of a system, diagonalise it, unfold the spectrum and construct δn. Next
we compute δ̂k and S(k). Lastly, we fit log(S(k)) as function of log(k) with a lin-
ear function log(S(k)) = α log(k) + β. The coefficient α is the result, it tells us
something about the chaoticity of the observed system.
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2.3 Caveats of 1/f noise analysis
It is relatively simple to implement 1/f noise analysis, but less so to verify its
correctness and to interpret the results. Let us now consider an example system
consisting of a random diagonal matrix (with uniform distribution) of dimension
d = 30 000 with elements λi ∈ [0, d] and analyse its spectrum.
We do not unfold the spectrum because the smooth level density is already
ρ(e) = 1. After conducting 1/f noise analysis in section 2.2, we obtain a power
spectrum depicted in fig. 2.1. The resulting dependency portrayed in the graph is
indeed linear with the exception of the “tail” for high k. This increase of power
spectrum for high k in accordance with predictions stemming from random matrix
theory described in section 2.2, in particular with eq. (2.10), and is also described
in [20].
When fitting, we therefore have to ignore data for k greater than certain kmax.
There is no formula for determining kmax, one therefore has to err on the side of
caution. Usually about 1/3 to 1/2 of the frequencies are considered for the fit.


















fit −αk + β with α = 1.98
Figure 2.1: Power spectrum of a diagonal matrix with d = 30 000.
2.3.1 Unfolded spectrum
We now unfold the eigenenergies of a new diagonal matrix constructed as described
in section 2.1. 1/f noise analysis yields a power spectrum depicted in fig. 2.2. We
notice that the dependency is again not completely linear. Deviation from linearity
for high k has been discussed in section 2.3, but now there is a new deviation for
low k.
This deviation has been caused by imperfect polynomial unfolding [18, fig. 3]—
it is possible to “overfit” the N (E) and include in it even long range correlations.
This removes small frequencies from the δ̂k time series, which manifests itself in
a lower value of S(k) for small k. The higher the degree of the polynomial used
for fitting, the more severe this problem becomes. We therefore have to ignore
unphysical values of S(k) in our fit and start fitting from kmin (just as we fit up to
a certain kmax). Preferably, we also don’t use polynomials of a very high degree.
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Another reason for having to set kmin and kmax was outlined in sec. 2.2. The
fundamental equation (2.13) is valid only for certain τmin and τmax, which influence
kmin and kmax. This limitation doesn’t manifest itself in fig. 2.2 as the system
was already generated with the desired spectral characteristics. It shall, however,
cause problems in real analysis, for in practice determining times τmin and τmax is
impossible or impractical. We will have to suitably choose kmin and kmax.
Lastly, no polynomial is bounded at ±∞, so the fit doesn’t represent the actual
N (E) well at the edges of the spectrum [18]. We therefore remove some eigenlevels

















fit −αk + β with α = 1.96
Figure 2.2: Power spectrum of a diagonal matrix with d = 30 000, energies were
unfolded.
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3. The Vibron Model
In the previous chapter we went over the description of general quantum systems.
The focus of this chapter will be the introduction of one particular system called
the Vibron model. This system was first introduced in [9], where it was shown that
it can be used to describe linear or bent molecules. The vibron model is a finite
integrable system, so in the end we will show how to modify it with a chaotic
perturbation and proceed to use this modified system for our study of quantum
chaos.
Thanks to its relative simplicity, it is feasible to understand how the vibron
model works, which makes it easier to determine the efficacy of the 1/f noise
description of chaos. Furthemore, a classical limit of this system has been already
described in [10, 23], which will also prove useful.
In particular, the vibron model depicts the bending vibrations of linear poly-
atomic molecules. In such a molecule oriented along the z-axis it describes the
vibrations of one atom in the xy plane. The model has also been used to describe
a Bose-Einstein condensate of 87Rb atoms in [24]. To keep matters clear, we shall
hold on to the polyatomic molecule interpretation though.
3.1 Group theoretical background
Despite its utility in chemistry, the vibron model is not empirical. Rather, it is
a so-called algebraic model, which means that it is tied to the group theory. The
process of constructing an algebraic model goes rougly as follows. Firstly, we
choose a particular symmetry group (a Lie group), in our case U(3). Next, we
take its Lie algebra, in our case the u(3) algebra. Then we consider the elements
of u(3) (as abstract mathematical concepts) and try to find a correspondence
between them and quantum-mechanical operators (as concrete observables with
a physical interpretation). If all goes well, the resulting Hamiltonian is constructed
using the operators connected to the Lie algebra and should be invariant under
the desired physical symmetry. A more comprehensive explanation of algebraic
models is presented in [25].
In the case of the vibron model, an important concept is the Hilbert space of k
bosonic excitations H(k). The direct sum of H(k) for all k is called the Fock space
[12]. In this space we can introduce bosonic creation and annihilation operators
b̂k and b̂
+









= 0 . (3.1)
Two boson operators τ̂x, τ̂ y together with a scalar boson operator σ̂ can be used
to define nine operators b̂+i b̂j that form the u(3) algebra. In [9] and [26] hermitean
linear combinations of b̂+i b̂j are used for convenience. The operators we need for
our analysis are listed in table 3.1.
Let us note that in principle the Hamiltonian we get from an algebraic model
is a Hamiltonian in the second quantized form. In our case, we will only have


















j b̂j′ b̂i′ . (3.2)
Operator Bosonic expression Name
n̂ τ̂++τ̂+ + τ̂+−τ̂− number of vibrational quanta
l̂ τ̂++τ̂+ − τ̂+−τ̂− rotation along the z-axis
D̂+
√
2(τ̂++σ̂ − σ̂+τ̂−) + dipole operator
D̂−
√










2(τ̂++σ̂ + σ̂+τ̂−) transformed + dipole operator
R̂−
√







transformed x dipole operator
Table 3.1: Table of used operators and their definitions in terms of τ̂+, τ̂− and
σ̂ [9].
3.2 The Hamiltonian
There are two so-called subalgebra chains of interest:
1. u(3) ⊃ u(2) ⊃ o(2): the cylindrical oscillator chain I,
2. u(3) ⊃ o(3) ⊃ o(2): the displaced oscillator chain II.
A Hamiltonian formed from the Casimir operator of a Lie algebra is invariant
under the symmetry of the corresponding Lie group. A Hamiltonian comprising of
linear and quadratic Casimir operators of the algebras in both presented subalgebra
chains will thus have the symmetry of the last link in the subalgebra chain—the
O(2) group symmetry. This means it will be invariant under rotation, which is
the symmetry of our problem. Such a Hamiltonian looks as follows [9]:
Ĥgen = E0 + ϵĈ1[u(2)] + αĈ2[u(2)] + βĈ2[o(2)] + AĈ2[o(3)]
= E0 + ϵn̂+ αn̂(n̂+ 1) + βl̂
2 + AŴ 2 . (3.3)
In the first line, the Hamiltonian is written in terms of linear (C1) and quadratic
(C2) Casimir operators of the algebras in brackets. The Casimir operators are
expressed explicitly in the second line: E0, ϵ, α and β are constants, n̂ is the
operator of the number of vibrational quanta and l̂ is the operator of rotation







+ l̂2 . (3.4)
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If we adjust Ĥgen for cylindrical symmetry, we obtain the following Hamilto-
nian:
Ĥ I = E0 + ϵn̂+ αn̂(n̂+ 1) + βl̂
2
. (3.5)
This Hamiltonian corresponds to chain I and it represents a fully linear molecule.
If we, on the other hand, put restrictions on Ĥgen in line with chain II, we obtain
the following Hamiltonian:
Ĥ II = E0 + AŴ
2 + βl̂2 . (3.6)
This Hamiltonian corresponds to a linear molecule, where the observed atom is
displaced from its place in the molecule.
The Hamiltonian of the vibron model represents a quantum phase transition
between Ĥ I and Ĥ II, it is still invariant under the O(2) symmetry. It takes the
following form:





where ξ ∈ [0, 1] represents the quantum phase transition parameter and N is the
number of bound states (vibrons).
As the vibron model is integrable, we must break its integrability to observe
chaos. We do this by introducing another dipole operator D̂x = (D̂+ + D̂−)/2,
which results in the following Hamiltonian:
ĤD = (1 − ξ)n̂−
ξ
(N − 1)Ŵ
2 + cD̂x , (3.8)
where c ∈ R+ is the perturbation parameter.
3.2.1 Calculating the spectrum
We use the basis of a cylindrical oscillator for our calculations. This basis arises
from the subalgebra chain I. Its basis elements are the eigenvectors of Ĥ I, which
can be written as |N n l⟩. The quantum numbers can take the following values:
• N ∈ N+,
• n = 0, 1, . . . , N and
• l = ±n, ±(n− 2), . . . , 0.
Matrix elements of individual operators expressed in the cylindrical oscillator
basis are [9, 26]:
⟨N ′ n′ l′|n̂|N n l⟩ = δN ′,Nδn′,nδl′,l n , (3.9)
⟨N ′ n′ l′|Ŵ
2
|N n l⟩ = δl,l′δN,N ′δn′,n+2
√︂
(N − n)(N − n− 1)(n+ l + 2)(n− l + 2)
+ δl,l′δN,N ′δn′,n
[︂
(n2 − l2) + (N − n)(N − n− 1)
]︂
, (3.10)











(n− l + 2)(N − n) . (3.11)
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Since
⟨N ′n′l′|ĤD|Nnl⟩ ∝ δNN ′ , (3.12)
we will study the eigenenergies for just one N . This corresponds to taking the
Hamiltonian ĤD|N , which is ĤD reduced to the subspace of a particular value
of N .
To showcase the transition between the two limiting cases ξ = 0 and ξ = 1 of
ĤD, we have made the so-called correlation diagrams for systems with and without
perturbation. Those diagrams describe how energies of eigenstates change when
we transition from cylindrical oscillator chain I to chain II1 [9]. The diagrams are






























(b) With perturbation (c = 0.2)
Figure 3.1: Correlation diagrams of the vibron model for N = 6 with and without
perturbation; individual energies are joined with lines for visual clarity.
Let us remark that for c = 0 degeneracies at ξ = 0 or ξ = 1 are introduced.
This is due to either the first or second term in eq. (3.8) vanishing, which results
in a higher symmetry of the problem—the transition to the chain I (or II) is
complete. With c > 0, the degeneracy is lifted by the perturbation—ξ = 0, 1 do
not simpify the Hamiltonian enough.
3.3 The Z2 symmetry
Instead of the dipole operators D̂±, the operators R̂± can be used in the Hamil-
tonian ĤD. This corresponds to the transformation
τ̂− ↔ −τ̂− , (3.13)






+ l̂2 . (3.14)
The operators R̂± are listed in table 3.1 with other operators for comparison.
The transformation from eq. (3.14) has no impact on the spectrum as can
be seen from the second quantisation form of the Hamiltonian ĤD, which is
1In terms of the polyatomic linear molecule interpretation, this corresponds to the equilibrium
position of the described atom changing from being along the z-axis of the molecule to being
off the axis.
16












i b̂i′|Ek⟩ , (3.15)
where b̂i is σ̂, τ̂+ or τ̂− for i = 1, 2, 3,Ek is an eigenenergy and |Ek⟩ is its eigenstate.
Let us express the eigenstates in terms of the basis |abc⟩, where a, b, c are bosons









i b̂i′ |abc⟩ . (3.16)






i b̂i′(−1)δi3+δi′3 , (3.17)
where δ is the Kronecker delta. Now, if we modify eigenvectors |Ek⟩ of Ĥ1, we will































we now note that:
• if c = c′, then the only nonzero ⟨abc|b̂+i b̂i′|a′b′c′⟩ is for δi3 = δi′3,
• if c = c′ ± 1, then the only nonzero ⟨abc|b̂+i b̂i′|a′b′c′⟩ is for δi3 ̸= δi′3,
• if c = c′ ± k, where k ̸= 1, then ⟨abc|b̂+i b̂i′ |a′b′c′⟩ = 0.
From this it follows that ⟨E−k |Ĥ2|E−k ⟩ = Ek. A similar argument can be made
for a general form in the 2nd quantisation form. We have thus shown that the
Hamiltonian




R + cR̂x (3.20)
has the same eigenvalues as the Hamiltonian ĤD. Furthemore, this Hamiltonian
exhibits a Z2 (sometimes called mirror or parity) symmetry [24]—it is invariant
to the interchange l → −l. We have plotted the heatmaps of Hamiltonians ĤD
and ĤR in fig. 3.2 for illustrative purposes.
There exists a basis adapted to the Z2 symmetry, in which ĤR is block diagonal.




































Figure 3.2: Heatmaps of two of the used Hamiltonians expressed as matrices in
the |N, n, l⟩ basis. We chose the parameters N = 10, ξ = 0.2 and c = 0.2. A small
dimension has been chosen for visual clarity.
analyse the spectra of both blocks separately—if we didn’t do it, we would include
unphysical correlations into our analysis, which would skew it. We can write the
Z2 symmetry adapted basis as follows (it is trivial to verify that its states are
invariant to the interchange l → −l):{︄
1√
2
(|N, n, l⟩ + |N, n,−l⟩) , 1√
2
(|N, n, l⟩ − |N, n,−l⟩)
}︄
≡ {|ψ+⟩, |ψ−⟩} .
(3.21)
Usually about half of the basis states are |ψ+⟩ and half |ψ−⟩. The number of |ψ+⟩
states is a bit higher as states |N, n, 0⟩ count as |ψ+⟩. The transformation from
{|N, n, l⟩} to {|ψ+⟩, |ψ−⟩} can be done through a unitary matrix, it therefore also
preserves eigenvalues.
To determine, whether an eigenvalue belongs to a vector |ψ+⟩ or |ψ−⟩, we do
not have to transform the basis though. Let us consider a certain energy state Ej







nl |N, n, l⟩ . (3.22)
We can now calculate the projection ⟨ψj|ψ±⟩. If ⟨ψj|ψ+⟩ = 0, then |ψj⟩ ∈






















= 0 for |ψj⟩ ∈ {|ψ+⟩} . (3.24)
Of course, the equations will hold only approximately when tested numerically.
In the case of c = 0, the x dipole term R̂x disappears from the Hamiltonian,
degeneracies are introduced and the above procedure is no longer valid. We can
only remove duplicit eigenvalues from the spectrum and obtain just one graph.
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3.3.1 Impacts of the symmetry on 1/f noise analysis
1/f analysis is more accurate, if we conduct it separately for {|ψ+⟩} and {|ψ−⟩}.
We then get two graphs with a very concrete interpretation: they represent the
chaoticity of two independent subspaces of the phase space of our problem. The
phase subspaces can even be visualised in the classical limit with the help of
Poincaré sections (see [10, fig. 2.9]). One important difference between the classical
limit and the quantum case is that {|ψ+⟩} contains states with l = 0 and thus has
more states than {|ψ−⟩}. This difference diminishes as we approach the classical
limit for N → ∞.
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4. Numerical results
In the previous chapter we introduced the perturbed vibron model. We will be
analysing its Hamiltonian ĤD in the |N, n, l⟩ basis from eq. (3.8) in terms of the
1/f noise method described in the first chapter. To calculate the spectrum of the
Hamiltonian we used the cylindrical oscillator basis |N, n, l⟩. Subsequently, we
will be analysing two blocks of the transformed Hamiltonian ĤR from eq. (3.20)
for more relevant results.
The vibron model has a finite Hilbert space of dimension dim = N(N + 1)/2.
This is in some sense an advantage as we are able to express the Hamiltonian
exactly—in the case of infinite Hilbert spaces we would only be able to approximate
it. It is still more accurate to analyse a Hamiltonian with a large dimension,
because a large dimension means denser spectrum1 and that in turn makes it
easier to examine spectral statistics.
4.1 Chaoticity for different c
For this analysis we chose N = 120 (dim = 7 381) as the Hamitonian has a suffi-
ciently large dimension but is still relatively easily diagonalisable. Furthemore, we
took ξ = 0.2, as the classical limit of a Hamiltonian with similar parameters has
been examined in [10], p. 45. Moreover, the parameter ξ = 0.2 is at the quantum
phase transition2. Next we chose multiple values of c and analysed the resulting
Hamiltonian—the point was to find out which values of c are the most chaotic.
The system is integrable for c = 0, so we expect that 1/f noise analysis will
confirm this (α ≈ 2). With c increasing, the perturbation makes the system more
chaotic and this should be reflected in our analysis too (α → 1). We should only ob-
serve chaoticity only to a certain point however. For as c ≫ 1, the dipole operator
stops being a perturbation and it starts “dominating” the Hamiltonian: the sys-
tem returns to integrability. We have chosen the range c ∈ [0, 1], as a compromise
between a dense sampling and a large range.
The basic procedure of our analysis is as follows:
Step 1: Using equations (3.9), (3.10) and (3.11) we construct the Hamiltonian
from eq. (3.8) and compute its eigenvalues with a routine dsyev from LA-
PACKe.
Step 2: We cut the lowest and the highest 200 eigenlevels.
Step 3: We choose an integer window, in our case3 window=512.
Step 4: We split eigenenergies into intervals of length window. For each interval
we:
(a) unfold the energies as described in section 2.1 (polynomial of degree 8
was used),
(b) stretch the energies, i. e. subtract from them a number and multiply
them so that the lowest energy becomes 0 and the highest window,
1The limit N → ∞ is the classical limit with a continuous spectrum.
2For more information on quantum phase transition see [27].
3In some other works on 1/f noise, window=256 was chosen [? 4].
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(c) calculate the power spectrum S(k) as described in section 2.2 and save
it in an array powerspec.
Step 5: Calculate the average of all arrays powerspec[] and store them in a new
array powerspecavg[].
Step 6: Plot the logarithm of the averaged power spectrum from powerspecavg[]
as a function of the logarithm of the array index. Fit4 this graph with a linear
function y = −αx+ β. The coefficient α is the desired chaos indicator.
The results of this analysis can be seen in figure 4.1. We see that even for
c = 0 our analysis doesn’t indicate integrability as α < 2. For larger c, the
chaoticity increases, but doesn’t behave as in [10] (figures 2.24 and 2.25). This
may be due to the fact that we work with a slightly different Hamiltonian—in [10]
two parameters in place of our ξ are used. Moreover, there is no straightforward
relationship between α as a chaos indicator and other chaos indicators let alone
classical chaos indicators (see sec. 2.2). Additionally, our values of c weren’t high
enough for the vibron model to return to integrability.
Let us now comment on the accuracy of the method. We see that we had to
omit lower frequencies from the fit as was outlined in sec. 2.3. We tried varying
the order of the polynomial used for unfolding, but it didn’t have much influence
on the appearance of unphysical frequencies indicating that they do not stem from
the approximation of N . Frequencies on the higher end of the spectrum were also
ignored as they are explainable by the theoretical derivation of 1/f noise (see
section 2.2).
Nevertheless, after ignoring frequencies at the higher and lower end, we are
left with data that visually correspond to the predicted linear relationship. This
relationship is clearer in less chaotic systems (as in fig. 4.1 (a)) and less pronounced
in more chaotic systems (as in fig. 4.1 (c)). We believe that the accuracy of our
fits could be improved by choosing higher N , which would mean more data used
for the fit. We have tried to estimate errors of α, which will be discussed in the
following section 4.2.
4.2 Inclusion of the Z2 symmetry
As we have written in section 3.3, the analysed Hamiltonian has a Z2 symmetry
which we should incorporate into our analysis. If we don’t do it, as we haven’t
done in section 4.1, it may disturb the real, physical correlations (see section 3.3.1).
From this section on we shall therefore conduct the same analysis as in section
4.1, but for the two subspaces {|ψ+⟩} and {|ψ−⟩} (the splitting of eigenvalues
into two subspaces has been done as in section 3.3). The rest of the procedure
is similar to the process outlined in section 4.1 with the notable exception of
taking window = 256 (we were able to do this because we had fewer eigenvalues
to analyse). The results for c > 0 are in figures 4.2 and 4.3.
We expect the results for |ψ+⟩ and |ψ−⟩ as they correspond to the same classical
system and thus should exhibit the same spectral characteristics according to



















fit S(k) = β · k−α, α = 1.81





















fit S(k) = β · k−α, α = 1.53



















fit S(k) = β · k−α, α = 1.40
















fit S(k) = β · k−α, α = 1.66
















fit S(k) = β · k−α, α = 1.76




















fit S(k) = β · k−α, α = 1.55
(f) c = 1.0
Figure 4.1: Power spectra of vibron models for N = 120, dim = 7 381, ξ = 0.2
and c from 0.0 to 1.0. Vertical lines indicate fitting range.
the Bohigas conjecture. All in all, the two values should help us obtain a more
meaningful estimate of α and the difference between α+ and α− could serve as
an error estimate.
For c = 0 we get similar results to section 4.1. In other cases, α± differ from
α, but follow the same general pattern. To get an overview of the data, we made
a graph of different α coefficients as a function of c (fig. 4.4). There were two
sources of error: firstly the fitting errors from our program. Secondly, another
source of error comes from the inability to accurately determine the fitting range—
even a small variation in it changes α. We have estimated the two errors to be
approximately equal, so as the resulting error we took the fitting error times
√
2.
We see that α+ and α− are always close within error bars, but are further
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from α. Still, the relationship between α+, α− and α is not very conclusive due
to very high errors.
When we compare graphs from this section to graphs from section 4.1, we see
that visually, the linear relationships in section 4.1 are more convincing, as the
deviation of individual points from the fit is not as high. This may be caused by
the fact that there are less states to analyse, because we had split the total number
of states into two subspaces. We had to take a two times smaller window (due to
having used approximately half of the states), but this resulted in us not being
able to register correlations of longer range. We expect the linear relationships to
be more pronounced for greater N and greater window, which we couldn’t afford

















fit S(k) = β · k−α±, α± = 1.86
















fit S(k) = β · k−α−, α− = 1.75
















fit S(k) = β · k−α−, α− = 1.75





















fit S(k) = β · k−α+, α+ = 1.53




















fit S(k) = β · k−α−, α− = 1.43
(e) |ψ−⟩, c = 0.4
Figure 4.2: Power spectra of the vibron model for N = 120, dim = 7 381, ξ = 0.2

















fit S(k) = β · k−α+, α+ = 1.75
















fit S(k) = β · k−α−, α− = 1.77
















fit S(k) = β · k−α+, α+ = 1.61
















fit S(k) = β · k−α−, α− = 1.71





















fit S(k) = β · k−α+, α+ = 1.54
















fit S(k) = β · k−α−, α− = 1.70
(f) |ψ−⟩, c = 1.0
Figure 4.3: Power spectra of the vibron model for N = 120, dim = 7 381, ξ = 0.2
and c from 0.6 to 1.0. Vertical lines indicate fitting range.
We still don’t observe integrability (α ≈ 2) for c = 0 in fig. 4.2 (a), which
goes against the predictions of the theory. Furthemore, we have observed that at
the end of the spectrum, the intensity of frequencies increased drastically. We do
not think this is due to the predicted increase which was described in section 2.3,
but rather due to a presence of other correlations. We have ignored the deviating
frequencies from our fit, but we presume that other frequencies could have been
affected by this correlation too. This is however hypothetical, the effect needs
further investigation.
Another problem that we encountered during our analysis were states, for
which neither 3.23 nor 3.24 held. This was always the case for two states with















Figure 4.4: The dependence of α on c for ξ = 0.2. Points were joined with lines
for greater legibility.
diagonalistion procedure didn’t produce eigenvectors that were strictly either in
{|ψ+⟩} or in {|ψ−⟩}. We resolved this by putting the degenerate energy in both
{|ψ+⟩} and {|ψ−⟩}.
4.3 Chaoticity for different ξ
Next we analysed the vibron model for a constant c = 0.4—the most chaotic value
that we have registered in our longitudal analysis, which can be seen from fig. 4.4.
This analysis consisted in varying ξ to figure out, which set of parameters is the
most chaotic. The resulting graphs for individual ξ and c are in figures 4.6 and 4.5.
An overview of different coefficients α is in fig. 4.7.
As we see from the comparison of fig. 3.1 (a) and (b), the degeneracies for ξ = 0
and ξ = 1 are not much perturbed by a small c. For instance for ξ = 0, the system
exhibits a close to equidistant spectrum (as in a harmonic oscillator). This should
make the signs of chaoticity less apparent and our analysis less conclusive. Thus,
as can be seen from fig. 4.6, the graphs (a), (b), (c) and (d) don’t seem to exhibit
any linearity. We therefore consider the analysis invalid and do not produce a fit.
Nevertheless, we believe that the results could be improved if we chose a larger
N , because that would provide us with more data and the expected relationship
would become clearer. Another way of improving the analysis is taking systems
with similar N . This will be discussed in later sections.
For other values of ξ, the analysis doesn’t suffer from the same problems and
indeed is more conclusive as can be seen from fig. 4.5. Yet, errors in α are very
high as is the case for ξ = 0.4, for which the value of α in error range is almost the
whole interval from 1 to 2. We see that α± are approximately the same (within


















fit S(k) = β · k−α+, α+ = 1.74





















fit S(k) = β · k−α−, α− = 1.55




















fit S(k) = β · k−α+, α+ = 1.48




















fit S(k) = β · k−α−, α− = 1.47




















fit S(k) = β · k−α+, α+ = 1.47
















fit S(k) = β · k−α−, α− = 1.65
















fit S(k) = β · k−α+, α+ = 1.63
















fit S(k) = β · k−α−, α− = 1.62
(h) |ψ−⟩, ξ = 0.8
Figure 4.5: Power spectra of the vibron model for N = 120, dim = 7 381, c = 0.4





































































(d) |ψ−⟩, ξ = 1.0
Figure 4.6: Power spectra of the vibron model for N = 120, dim = 7 381, c = 0.4













Figure 4.7: The dependence of α on ξ for c = 0.4. Points were joined with lines
for greater legibility.
4.4 Chaoticity at different energies
In the case of classical chaos, chaoticity depends on the energy of the system. We
expect the system to be less chaotic for both very low energies and very high
energies. Take for example the well-known classical chaotic system of a double
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pendulum. If we perturb it slightly from its rest position, its movement is not as
erratic; if we push it strongly, it starts spinning around in a more regular manner.
Such behaviour has been shown to be present in the classical limit of the vibron
system [10, figures 2.26 and 2.27], we shall now examine this behaviour in the
quantum case.
We take ξ = 0.5 and c = 0.4 as an example of a chaotic configuration. Then we
take Hamiltonians for N from 120 to 130. After that we take 512 (after cutting)
energy states from each system that are either at the lower, higher or middle
position in the spectrum. Next we examine them as if they were ensembles taken
from the same system. This approach might seem unphysical, but we consider
N ≈ 125 to already near enough the classical limit N → ∞, so the energy samples
for different N should exhibit similar spectral properties.
The exact procedure of our analysis is as follows:
Step 1: We choose a range of values for N , in this case N ∈ [120, 130].
Step 2: We calculate energy spectra for each N and split the energies into ones
belonging to subspace {|ψ+⟩} and {|ψ−⟩} as outlined in section 4.2.
Step 3: We choose window= 512. For each N we
(a) cut the lowest 500 eigenvalues and take the next window lowest energies.
We save all chosen energies into an array LOW[].
(b) cut the highest 500 eigenvalues and take the next window highest en-
ergies. We save all chosen energies into an array HGH[].
(c) take the window middle energies (i. e. energies from position
i = dim/2−window/2 to i = dim/2+window/2). We save all chosen
energies into an array MID[].
Step 4: We analyse the energies in arrays LOW[], MID[] and HGH[] as we did in
section 4.1.
The difference between the analysis in this section and in section 4.2 is shown
in fig. 4.9. In principle, it was not necessary choose our energy ranges so coarsely
(picking low, medium and high energies) we could have chosen energy ranges in
a more granular fashion—for instance 512 energies starting at the n-th level of the
spectrum for some n. It would, however, be more difficult to interpret the results
and our goal was to provide only a qualitative overview.
The resulting graphs are shown in fig. 4.8. A summary of different coeffiecients
α is presented in fig. 4.10.
We see that the chaoticity is lower for lower energies and for the rest of the
energies it is approximately the same. Energies at both ends of the spectrum had
greater errors in α±. This could have been caused by the polynomial fit of N (E),
which we tried to mitigate by cutting. Again, values for |ψ+⟩ and |ψ−⟩ are within






















fit S(k) = β · k−α+L , α+L = 1.57




















fit S(k) = β · k−α−L , α−L = 1.38



















fit S(k) = β · k−α+M , α+M = 1.16



















fit S(k) = β · k−α−M , α−M = 1.28



















fit S(k) = β · k−α+H , α+H = 1.28



















fit S(k) = β · k−α−H , α−H = 1.28
(f) |ψ−⟩, high energies
Figure 4.8: Power spectra of vibron models for different energies. N taken from
120 to 130, (dim = 7 381 to 8 646), ξ = 0.5 and c = 0.4. Eigenlevels from the
bottom of the spectrum (L), from the middle of the spectrum (M) and from the
top of the spectrum (T ) are considered. Vertical lines indicate fitting range.
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(a) Analysis for different c—one
particular value of c
(b) Analysis for different energies—
low energies taken
Figure 4.9: The different energies chosen for analysis in sec. 4.1 and 4.4. This













Figure 4.10: Different values of α± for low, middle and high energies.
4.5 Efficacy of 1/f noise analysis
With the exception of the almost-degenerate cases of ξ = 0 and ξ = 1, we have
observed the predicted 1/f noise in all samples. We’ve been able to determine
the α coefficient with varying degrees of accuracy. Errors ranged from ±0.05 to
±0.4 in an extreme case; en error around ±0.1 was the most common.
We don’t know how the accuracy of the analysis depends on the value of
window. A lower window means fewer included correlations but also a larger sample
size we are working with, which could improve convergence of the observed data.
A comparison of different values of window is yet to be done.
A persistent problem of this analysis lies in the need of determining fitting
boundaries kmin and kmax manually. Firstly, this adds another source of error
to the analysis that we cannot easily remove. Secondly, it prevents the process
of finding α from being automated. In the present state, we are forced to save
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eigenvalues into the memory, test the fitting range and verify whether all is correct.
This takes up disk space and also costs time. Due to this, we cannot for instance
create a program to automatically map the chaoticity of a given set of parameters.
Perhaps the values of kmin and kmax could be estimated by fitting the data with
a spline and analysing its derivative, we are not sure if such a procedure would
yield consistent results though.
Yet, our analysis also has some benefits. Because 1/f noise has links to various
other natural phenomena as was described in chapter 2, we gain a greater insight
into the meaning of the chaos indicator α and subsequently into the meaning of
quantum chaos in general. Albeit with some errors, we have observed 1/fα noise
which could be interpreted as a measure of chaoticity—we have observed some
agreement with the classical case in [10]. Another advantage is that 1/f noise
contains information about long-range correlations, which sets it apart from other
quantum indicators such as the nearest-neighbour spacing distribution described
in [22].
Our analysis could be improved to yield more convincing results. This could be
done by choosing a largerN . A greater dimension would result in a greater spectral
density and thus spectral characteristics would become more apparent. A problem
of this approach is the need of diagonalisation of a matrix of order dim ≈ N2. It is
widely recognised that the time complexity of a diagonalisation is about O(dim3)
[28], so this makes increasing the amount of eigenvalues troublesome.
A possible way of reducing the time complexity was outlined in section 4.4,
where we experimented with analysing eigenvalues coming from Hamiltonians
with similar N as a part of one ensemble. This approach would in theory reduce
the complexity of adding new eigenvalues to only O(dim), but it wouldn’t be
equivalent to choosing a higher N . Thanks to the Bohigas conjecture, systems
with different N should have a similar spectral statistic. But analysing more
similar matrices merely improves our sample size. Choosing higher N does this,
but also gets closer to the classical limit, which also improves the data.
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Conclusion
In this work we have studied quantum chaos in a simple model of molecular
vibrations (or a Bose-Einstein condensate). We used the algebraic vibron model
presented in [9] and perturbed it to make it more chaotic. The method of deter-
mining the chaoticity of the model was the 1/f noise analysis presented in [3].
The aim of this work is firstly to map the chaoticity of our system for different
parameters and compare it to the classical limit discussed in [10]. As the 1/f noise
analysis in quantum mechanics is relatively new, the second aim of this work is
to determine, how efficient it is in determining the chaoticity of a given system.
During our analysis, we noticed a non-trivial Z2 (mirror) symmetry. We thus
split the spectrum of our Hamiltonian into two subspaces and analysed each one
separately to get rid of non-physical correlations.
Nevertheless, we didn’t observe the predicted 1/f 2 noise in an integrable variant
of our system. We tried to explain this incongruency by some other correlations
we were not aware of, but this explanation needs further testing. For a perturbed
system, we observed a more chaotic behaviour as was expected: a partial agreement
with the classical limit of our system [10] was recognised. We also measured
a system’s chaoticity for different energies and observed increased chaoticity for
middle and high energies.
Our analysis had relatively high errors, but we suggested ways of improving
its accuracy—choosing higher dimension of the observed system, utilising several
similar systems or changing the length of the analysed time series. A complex
problem we encountered was consistently determining the range of data, where
our theory can be applied. This problem makes it difficult to conduct the 1/f
analysis on a large sample of matrices.
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Charles University, 2004.
[11] Lifschitz Landau. Mechanics, volume vol 1. 3 edition.
[12] Pavel Cejnar. A condensed course of quantum mechanics. Karolinum Press,
2013.
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[20] E. Faleiro, J. M. G. Gómez, R. A. Molina, L. Muñoz, A. Relaño, and J. Re-
tamosa. Theoretical derivation of 1/f noise in quantum chaos. Phys. Rev.
Lett., 93:244101, Dec 2004.
[21] M. Tabor M. V. Berry. Level clustering in the regular spectrum. Proceedings
Mathematical Physical & Engineering Sciences, 356:375–394, 1977.
[22] T. A. Brody. A statistical measure for the repulsion of energy levels. Lettere
Al Nuovo Cimento Series 2, 7:482–484, 1973.
[23] Yu Zhang and Wenting Dong. Two-particle transfer intensities in excited-
state quantum phase transition. AIP Conference Proceedings, 2150(1):040007,
2019.
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