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Abstract
Evaluation of the coverage probability and, more recently, of the intervalar location
of confidence intervals, is a useful procedure if exact and asymptotic methods for
constructing confidence intervals are used for some populacional parameter. In this
paper, a simple graphical procedure is presented to execute this kind of evaluation in
confidence methods for linear combinations of k independent binomial proportions.
Our proposal is based on the representation of the mesial and distal non-coverage
probabilities on a plane. We carry out a simulation study to show how this graphical
representation can be interpreted and used as a basis for the evaluation of intervalar
location of confidence interval methods.
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1 Introduction
Inference involving more than one population parameter is very common in Statistics. For
instance, the effect of the interaction between the presence and absence of two treatments
A and B can be established in terms of a linear combination of four independent binomial
proportions, p1−p2−p3+p4, where each pi, i = 1, 2, 3, 4, denotes the unknown population
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proportion in one of four possible groups. In order to analyze the existence of interaction
between treatments A and B, the following statistical test could be carried out:
H0 : p1 − p2 − p3 + p4 = 0 vs H1 : p1 − p2 − p3 + p4 6= 0 . (1)
Moreover, due to the dual relationship between statistical tests and confidence intervals
(CIs), this testing problem can also be addressed in terms of the CI for p1 − p2 − p3 + p4.
In this paper, we deal with the evaluation of the performance of asymptotic methods
used to construct two-sided CIs involving two or more population parameters. In par-
ticular, we focus our study on proportions. Asymptotic methods are generally preferred
because they are computationally simpler and faster than exact ones. Several approximate
methods have been proposed in the literature for constructing confidence intervals (CIs)
for the difference of two independent binomial proportions ([1, 2, 3, 4, 5, 6]). However,
few authors have been discussing approximate methods for obtaining CIs for any linear
combination of two ([7, 8]) and more than two ([9, 10, 11, 12, 13]) independent binomial
populations. Within the context of investigating the properties of each of the different ap-
proaches to construct CIs, the performance of each method is commonly evaluated through
simulation studies. Such evaluations are usually based on the exact coverage probabilities
of each method. More recently ([13, 15, 16]), the expected interval location of the CIs,
which is based on the mesial and distal non-coverage probabilities, has also been consid-
ered as an important performance measure. In the present work we discuss a graphical
representation of the two directional non-coverage probabilities, aimed at facilitating the
characterization of interval location.
The paper is organized as follows. In Section 2, a brief overview of four variants of
the classic Wald CI is provided. In Section 3, evaluative indexes related to the directional
non-coverages are highlighted. In Section 4 we propose a graphical technique to evaluate
the CIs location. Section 5 shows some examples of the application of this graphical
technique. Finally, we summarize our findings in Section 6.
2 Classic and Adjusted Wald CIs for Linear Combinations
of Proportions
Due to the dual relationship between statistical tests and CIs, the most common approach
to obtain large-sample interval estimates for a combination L =
∑k
i=1 βipi of k ≥ 1 bino-
mial proportions p1, p2, . . . , pk from independent binomial populations X1, X2, . . . , Xk with
n1, n2, . . . , nk trials, respectively, and weights given by k fixed constants β1, β2, . . . , βk 6= 0,
consists in inverting the standard two-sided Wald test H0 : L = λ0, where λ0 is any real
constant admissible for
∑k
i=1 βi pi , meaning that λ0 should belong to the support scale[∑
βi<0
βi ;
∑
βi>0
βi
]
. The general formula of the classic Wald CI is
Lˆ∓ zα/2
√
vˆ(Lˆ) ,
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where zα/2 is the α/2 upper quantile of the standard normal distribution and Lˆ and vˆ(Lˆ)
represent an estimate of L and the variance of estimator Lˆ, respectively. When variance
is estimated using the maximum likelihood estimate (MLE) of each pi, i = 1, 2, . . . , k, the
classic version of the Wald CI, known for its poor coverage properties (e.g. [14, 4, 11]), is
obtained. When variance is estimated using a shrinkage estimator for each pi given by
Xi + hi
ni + 2hi
for some hi > 0, i = 1, . . . , k, that is, by adding hi successes and hi failures to the
original data, a modified version of the Wald CI, the so-called adjusted Wald CI is ob-
tained. Depending on the particular hi chosen, different variants of the adjusted Wald
CI can be established. A list of hi values herein considered and the names given to their
corresponding variants is presented below:
• hi = 0 (variant-0, classic version)
• hi = 2k (variant-1, [10])
• hi =
z2
α/2
2k (variant-2)
• hi =
z2
α/2
2
(
1Ai(xi) +
1
k
)
(variant-3, [11])
• hi =
z2
α/2
2
(
1Ai(xi) +
β2i /ni∑k
i=1
β2
i
ni
)
(variant-4, [13])
where 1Ai(·) is the indicator function of
Ai =
{
xi ∈ {0, ni} : (ni − 2xi) (Lˆ− λ0)βi < 0
}
.
It is obvious that variant-2 is equal to variant-3 when 0 < xi < ni for all i, variant-1 is
approximately equal to variant-2 when α = 5%, and variant-3 is equal to variant-4 when
β2i
ni
is a constant for all i. The adjusted Wald CIs have better performance than the classic
Wald CI.
3 Coverage and Directional Non-coverages
In order to assess and compare the performance of methods to construct CIs for any linear
combination L =
∑k
i=1 βipi, evaluations of the exact coverage probabilities and locations
(characterized by its mesial and distal non-coverage probabilities) can be performed.
Given the weights (β1, β2, . . . , βk) and a set of k independent binomials with parameters
(n1, p1), (n2, p2), . . . , (nk, pk), the exact coverage probability (R) can be computed as
R(L) =
n1∑
x1=0
n2∑
x2=0
. . .
nk∑
xk=0
k∏
i=1
(
ni
xi
)
pxii (1− pi)ni−xi 1[l(x),u(x)](L)
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where [l (x) , u (x)] is the CI obtained from the observation x = (x1, x2, . . . , xk) for the
linear combination L =
∑k
i=1 βi pi. To examine the interval location, we considered the
procedure suggested by [13] for the linear combination. Concretely, for each CI of a
linear combination, we analyse the existence of equilibrium between the directions of
the mesial non-coverage probability (MNR) and distal non-coverage probability (DNR).
These directions indicate whether the CIs are located too distally or too mesially from the
midpoint c of the support scale relatively to the true value L (c =
∑k
i=1 βi/2). The MNR
and DNR are defined as
MNR(L) =
n1∑
x1=0
n2∑
x2=0
. . .
nk∑
xk=0
k∏
i=1
(
ni
xi
)
pxii (1− pi)ni−xi 1M(x) ,
with M = {x : (L ≤ c ∧ u (x) < L) ∨ (L ≥ c ∧ l (x) > L)}, and
DNR(L) =
n1∑
x1=0
n2∑
x2=0
. . .
nk∑
xk=0
k∏
i=1
(
ni
xi
)
pxii (1− pi)ni−xi 1D(x) ,
with D = {x : (L < c ∧ l (x) > L) ∨ (L > c ∧ u (x) < L)}.
The non-coverage is said to be mesial iff the interval is located too distally to include
the true parameter value L (see Fig. 1 (a)) and the non-coverage is said to be distal iff
the interval is located too mesially to include the true parameter value L (see Fig. 1 (b)).
According to [15], the interval location of the CIs can be characterized by the ratio
Q =
MNR
1− R =
MNR
MNR + DNR
This ratio expresses the balance condition between MNR and DNR. Based on a partition of
the range of values of Q (see Fig. 2, on the top), [15] and, more recently, [13] established
a classification criterion for the location of CIs for linear combinations of independent
binomial proportions. Concretely, values of Q between 0.375 and 0.625 correspond to
satisfactorily located CIs, less than 0.375 to CIs located too mesially to include the true
value of L, and greater than 0.625 to CIs located too distally to include L. Hence, when
(see Fig. 2 (a)),
- MNR and DNR are balanced, CIs are satisfactorily located;
- MNR predominates, CIs are too or much too distally located; and,
- DNR predominates, CIs are too or much too mesially located.
Furthermore, for situations where it is more adequate to evaluate the two directional non-
coverages, MNR and DNR, (e.g., for CIs constructed when extremal observation exist),
values of DNR (MNR, resp.) between α× 0.375 and α× 0.625 correspond to CI methods
which yield intervals with a satisfactory mesial (distal) location and values of DNR (MNR,
resp.) outside that range will correspond to non-satisfactory mesially (distally) located
intervals (for the nominal level α = 0.05, see Fig. 2 (b); more details in [13]).
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(a)
(b)
Figure 1: Examples of CIs located too distally (a) and too mesially (b) relatively to the
true value L (identified by an asterisk), on the support scale of the linear combination.
The midpoint of the support scale is denoted by c.
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(b)
Figure 2: (a) Interpretation of interval location in terms of Q index. (b) Interpretation of
the mesial and distal locations in terms of DNR and MNR. For a 95%-confidence level, the
CIs for a linear combination are expected to produce values of DRN and MNR between
(1− R)× 0.375 = 0.05× 0.375 = 0.01875 and (1− R)× 0.625 = 0.05× 0.625 = 0.03125.
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4 Graphical Representation
In the evaluation of the performance of CI methods for a linear combination of k ≥ 2
binomial proportions, L =
∑k
i=1 βipi, over the whole or part of the parameter space,
summary statistics of the exact or simulated coverage probabilities (e.g., [10, 13]) or two-
dimensional plots of the coverage probabilities, by holding one proportion pi and fixing the
other ones (e.g., [4] for the difference of two proportions), are usually given. In addition
to frequently not being able to draw the main conclusions in terms of the key parameter
L, these types of summarizing procedures can also be misleading ([17]).
In order to assess the performance of CI methods for a linear combination L, for
any trial setting n1, n2, . . . , nk and weights β1, β2, . . . , βk, we propose a different approach
which consists of using a simple two-dimensional plot of DNR versus MNR. In this plot,
all pairs (MNR(L),DNR(L)), computed via exact or Monte Carlo methods for different
possible values of L, are represented by points. By inspecting the location of these points,
we can visually check for the existence of desirable properties concerning R, MNR and
DNR. Concretely, the following properties could be easily analyzed:
(i) The values of R should be close to the nominal level of 100(1− α)%.
Since 1−R = DNR + MNR, then the closer the value of DNR + MNR is to α the
better the performance of the CI in terms of coverage. Hence, the line DNR +
MNR= α and the two parallel lines, for instance DNR + MNR = α+ ε and DNR +
MNR = α − ε, for some tolerance ε > 0, allow us examining whether the coverage
probabilities produced by the CI method under analyzed, for different values of the
parameter L, are sufficiently close to the expected nominal level. Graphically, the
points should be between the two border parallel lines;
(ii) When R values are below the nominal level, the CI method is classified as liberal.
When R values are above the nominal level, the CI method is conservative.
Hence, graphically, having points above (below, respectively) the reference line DNR
+ MNR= α means that the method produces more liberal (conservative, resp.) CIs;
(iii) The quantity MNR - DNR provides information about the balance between MNR
and DNR. If MNR - DNR is close to 0, the value of Q = MNRMNR+DNR will be around
0.5, which is interpreted as satisfactorily located CIs. Values of Q between the
bounding references 0.375 and 0.625 will correspond to CI methods which yield
intervals with a satisfactory location. Values of Q outside that range will correspond
to non-satisfactory located intervals: less than 0.375 to intervals located too mesially
to include the true value of L, and greater than 0.625 to intervals located too distally
to include L ([13]). Points between the two lines DNR=0.600 MNR and DNR =
1.667 MNR will correspond to satisfactorily located CIs, since
0.375 ≤ Q ≤ 0.625 ⇔ 0.375 ≤ MNR
MNR + DNR
≤ 0.625 ⇔
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1− 0.625
0.625
MNR ≤ DNR ≤ 1− 0.375
0.375
MNR⇔
0.600MNR ≤ DNR ≤ 1.667MNR .
(iv) For situations in which extremal observations exist, it is convenient to apply CI
methods for which it is expected that MNR = (1 − R)/2 = α/2 and DNR = (1 −
R)/2 = α/2. Values of DNR (MNR, resp.) between α × 0.375 and α × 0.625 will
correspond to CI methods which yield intervals with a satisfactory mesial (distal,
resp.) location. Values of DNR (MNR, resp.) outside that range will correspond to
non-satisfactory mesially (distally, resp.) located intervals.
5 Examples
To illustrate the usefulness of the proposed graphical technique, we carried out a simulation
study to show the advantages of using it to evaluate the coverage probabilities and interval
location of the five variants of the adjusted Wald CIs for two types of linear combinations
of k = 3 independent binomial proportions: one with balanced weights, 13p1 +
1
3p2 +
1
3p3
(Scenario 1) and the other with unbalanced weights, 13p1 +
1
2p2 + 3p3 (Scenario 2). Similar
results were observed for others unbalanced and quasi -balanced configurations.
Using the Monte Carlo method, estimates of R, MNR, DNR and Q were obtained using
100 sets of 3-samples simulated from binomial distributions, Bin(ni, pi), i = 1, 2, 3, where
each pi is randomly generated from U [0, 1]. Four configurations with different sample
sizes (n1, n2, n3) were considered: (10,10,10), (30,10,10), (30,20,10) and (30,30,30). The
quantities R, MNR, DNR and Q were computed for each parameter setting. Only the
results for 95% will be herein discussed. All simulations were carried out using R software
([18]).
For each Wald CI variant, average values of R, MNR, DNR and Q (Rmean, MNRmean,
DNRmean and Qmean) were calculated for each parameter setting (Tables 1-2). Based on
these averaged quantities, we concluded the following:
Rmean: Wald CI variants-1, 2 yielded the best performances in terms of averaged coverage
probabilities for both balanced and unbalanced weights;
Qmean: Wald variants-1, 2 were also the best to produce CIs with satisfactory locations
for most scenarios; Wald variant-4 was found to be the worst in terms of absence of
equilibrium between the mesial and distal non-coverage probabilities, particularly in
unbalanced scenarios;
MNRmean and DNRmean: Wald variant-4 was the best to produce CIs with mesially
satisfactory location and a very low probability of being distally located, for almost
all scenarios. This result is consistent with the capability of this variant to handle
extremal observations (i.e., when there are estimates of pi equal to 0 or 1, for some
i).
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Table 1: Results of averaged coverage and directional non-coverages for the five variants of the Wald CI, when k = 3,
for Scenarios 1 and 2. Confidence level 1− α = 95%.
variants variants variants
0 1 2 3 4 0 1 2 3 4 0 1 2 3 4
(β1, β2, β3) n1/n2/n3 Rmean (%) MNRmean (%) DNRmean(%)(
1
3
,
1
3
,
1
3
) 10/10/10 91.6 95.6 95.5 97.0 97.0 5.18 1.42 1.49 0.57 0.57 3.22 2.98 3.01 2.45 2.45
30/30/30 94.0 95.2 95.2 95.6 95.6 3.47 1.95 1.98 1.62 1.62 2.53 2.85 2.82 2.74 2.74
30/10/10 91.6 95.5 95.4 96.7 96.7 5.15 1.61 1.69 0.82 0.77 3.25 2.89 2.91 2.45 2.52
30/20/10 92.2 95.4 95.3 96.4 96.3 4.75 1.74 1.82 1.06 1.03 3.05 2.86 2.88 2.53 2.65
(
1
3
,
1
2
, 3
) 10/10/10 86.1 95.3 95.2 96.8 96.7 14.24 2.59 2.70 1.16 0.33 2.20 2.12 2.10 2.07 2.90
30/30/30 91.1 95.0 94.9 95.5 96.0 7.16 3.04 3.14 2.53 1.18 1.74 1.97 1.96 1.92 2.85
30/10/10 83.4 95.2 95.1 96.7 96.7 14.38 2.65 2.77 1.54 0.33 2.22 2.15 2.13 1.20 2.95
30/20/10 82.4 95.1 95.0 96.6 96.7 15.45 2.74 2.86 1.25 0.34 2.15 2.16 2.14 2.12 3.00
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Table 2: Results of averaged index Q for the five variants of the Wald CI, when k = 3, for
Scenarios 1 and 2. Confidence level 1− α = 95%.
variants
0 1 2 3 4
(β1, β2, β3) n1/n2/n3 Qmean(
1
3
,
1
3
,
1
3
) 10/10/10 0.617 0.322 0.332 0.188 0.188
30/30/30 0.579 0.406 0.413 0.371 0.371
30/10/10 0.613 0.358 0.367 0.250 0.234
30/20/10 0.609 0.379 0.387 0.296 0.281
(
1
3
,
1
2
, 3
) 10/10/10 0.792 0.550 0.562 0.359 0.101
30/30/30 0.805 0.607 0.615 0.568 0.293
30/10/10 0.866 0.553 0.566 0.364 0.102
30/20/10 0.878 0.559 0.572 0.372 0.102
For each scenario and each variant of the Wald method, all the pairs of estimated
values (MNR,DNR) and the centroid (MNRmean,DNRmean) were displayed in a plot (see
Fig. 3 for variants-0, 4). The centroids correspond to values shown in Tables 1-2. Based
on these plots, we concluded:
R: All the classic Wald CIs (variant-0) constructed were very conservative (points above
the line with negative slope). Some Wald variant-4 CIs exhibited good performance
in terms of coverage (points close to the line with negative slope);
Q: Only Wald variant-0 tends to produce more satisfactorily located CIs when the weights
are balanced (points between the two border lines with positive slopes);
MNR and DNR: Although the location of the centroids indicates that the averaged
values of DNR have a satisfactory level for all situations represented in Fig. 3, there
are some CIs produced by variant-0 and variant-4 of the adjusted Wald method that
fall outside the region corresponding to a mesially satisfactory location. Therefore,
one should be aware that the averaged values of DNR and MNR may not always be
reliable indicators of interval location.
6 Conclusions
Using the shrinkage estimator (Xi + hi)/(ni + 2hi), hi > 0, in the estimation of the pro-
portion pi, several types of adjustments of the Wald CI for a linear combination of k
independent binomial proportions can be constructed. To fully characterize the location
of these different variants of the adjusted Wald CI and determine how satisfactory is their
mesial (distal) location, particularly in situations in which extremal observations can exist,
the mean of evaluation measures like the Q index, the MNR and the DNR may not be
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Figure 3: Plots of DNR vs MNR for variant-0 and variant-4 of the adjusted Wald CI, for
the linear combinations 13p1 +
1
3p2 +
1
3p3 (Scenario 1, (a) and (b)) and
1
3p1 +
1
2p2 + 3p3
(Scenario 2, (c) and (d)), in both cases for the sample sizes (10, 10, 10). The centroid
is marked by a cross. The solid lines are the reference lines associated to R (lines with
negative slope), Q (lines with positive slope), MNR (vertical lines) and DNR (horizontal
lines). The dashed lines bound the region around the corresponding reference lines where
the interval location is classified as satisfactory in terms of Q, DNR and DNR.
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sufficient. In fact, these summarized statistics do not describe how well the values of R,
MNR and DNR are distributed for different values of the key parameter L.
Our examples show that a graphical representation of the DNR vs MNR is easier to
interpret, facilitating the evaluation of the location of the CIs. Moreover, this type of
representation draws the attention to the need of analyzing the dispersion of the values of
MNR and DNR in such evaluations.
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