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Izvleček
Predstavljeni sta dve področji statistične mehanike neravnovesnih kvantnih sistemov v
eni razsežnosti. Prvo obravnava izolirane integrabilne modele, drugo pa točno rešljive,
disipativno gnane spinske verige. Analizo teh sistemov omogoča simetrija kvantnih grup.
V okviru izoliranih sistemov se osredotočimo na pojem integrabilnih Floquetovo gnanih
sistemov. Pokažemo, kako jih tvoriti iz osnovnih gradnikov integrabilne strukture, ki
omogoča točne zaključke, na primer o transportnih pojavih.
Kljub njuni sorodnosti, detajlno predstavljena intagrabilna periodično gnana modela
izvirata iz dveh različnih idej. Na eni strani imamo Trotterizacije integrabilnih spinskih
verig, s pomočjo katerih želimo razumeti dinamiko spinskih modelov. Po drugi strani
nas zanimajo modeli, katerih cilj je algebraičen poskus reševanja kvantnih teorij polja, na
primer kvantni model Hirote.
Naša obravnava izoliranih kvantnih sistemov temelji na izgradnji ekstenzivnih ohra-
njenih količin, ki bodisi (i) tvorijo posplošen Gibbsov ansambel in hidrodinamski opis
termalizacije v kvantnem začetnem problemu bodisi (ii) preprečujejo pojemanje avtokore-
lacij toka in tako poosebljajo balistični transport. Vpliv teh količin na dinamiko zavisi od
simetrij upodobitev kvantnih grup.
V drugem delu se posvečamo odprtim kvantnim sistemom. Spet ločimo dva soro-
dna scenarija. Prvi je robno gnan kvantni celični avtomat, kjer kot primer uporabimo
integrabilno Trotterizacijo Heisenbergovega magneta. Iz protokola, v katerem je obravna-
van sistem ponavljajoče se sklopljen z okolico, izpeljemo Krausovo preslikavo kot splošno
obliko disipativnega časovnega razvoja gostotne matrike. S pomočjo integrabilne strukture
modela nato poiščemo enolično rešitev za neravnovesno stacionarno stanje take dinamike.
Drugi scenarij je spinska veriga v zveznem času, disipativno gnana na robovih. Tu
predstavimo pred kratkim razvit formalizem nehomogene Laxove strukture. Z njegovo
pomočjo pokažemo rešljivost modelov XXZ in XY Z, v katerih disipativni Lindbladovi
operatorji polarizirajo robne spine v poljubnih smereh. Nastavek za stacionarno stanje je
posebej zanimiv prav zaradi prej neznane prostorsko nehomogene integrabilne strukture,
ki omogoča izgradnjo netrivialnih ohranitvenih zakonov v izolirani spinski verigi s poljub-
nimi robnimi magnetnimi polji.
Ključne besede: Integrabilni kvantni celični avtomati, Trotterizacija Heisenbergovega
magneta, kvantni model Hirote, kvazilokalni ohranitveni zakoni, Drudejeva utež, Mazur-
jeva meja, nehomogeni Laxovi operatorji.
PACS: 75.10.Pq, 05.30.-d, 75.10.Dg, 02.30.Ik, 02.20.Uw, 03.65.Fd, 05.60.Gg, 73.23.Ad

Abstract
We present two directions of research in statistical mechanics of nonequilibrium one-
dimensional quantum systems. One is related to isolated integrable models, the other
one to exactly solvable dissipatively driven spin chains. The device enabling their analysis
is identiﬁed as the quantum group symmetry.
In the framework of isolated systems we focus on the concept of integrable Floquet
driven systems. In particular, we show how to build such systems out of the basic con-
stituents of integrability structure. This allows substantiated and conclusive statements,
for instance, about the transport phenomena.
Despite their inherent relation, the presented integrable periodically driven models
originate in two diﬀerent ideas. On the one hand we have Trotterisations of integrable
spin chains, concieved in an eﬀort to better understand the dynamics of spin models.
Then, there are systems originating in the attempts to solve quantum ﬁeld theory in an
algebraically closed form, for example, the quantum Hirota equation.
The bulk of our consideration of isolated quantum systems consists of the construction
of extensive conservation laws that either (i) constitute the generalised Gibbs ensemble and
the hydrodynamic description of thermalisation after a quantum quench, or (ii) prevent
the decay of current autocorrelations and thus characterise ideal transport in the system.
The exact way in which these charges determine the dynamics stems from the symmetries
of the quantum group representations.
The second part of the exposition is dedicated to open quantum systems. Again we
distinguish two formally related settings. The ﬁrst one is that of a boundary driven
quantum cellular automaton, our particular example being the integrable Trotterisation
of the Heisenberg magnet. Starting from a repeated interaction protocol, in which the
system under scrutiny is repeatedly coupled to the environment, we introduce the Kraus
map as a general form of a dissipative time evolution of the density matrix. We then solve
for its unique nonequilibrium steady state, using integrability structure of the model.
The other setting is that of a dissipatively boundary driven spin chain in the con-
tinuous time. Here we present the recently developed formalism of inhomogeneous Lax
structure. Using it we demonstrate the solvability of the XXZ and XY Z spin chains,
acted upon by the Lindblad operators that polarise the boundary spins in arbitrary di-
rections. The ansatz for the steady state is particularly interesting, since it exhibits a
previously unknown integrability structure, diﬀering from site to site in the spin chain.
This structure can independently produce nontrivial conservation laws in an isolated spin
chain with arbitrary boundary ﬁelds.
Keywords: Integrable quantum cellular automata, Trotterisation of the Heisenberg mag-
net, quantum Hirota model, quasilocal charges, Drude weight, Mazur bound, inhomoge-
neous Lax operators.
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Chapter 1
Introduction
The ambition to predict the evolution of the system seems innate to the mankind. It is
ubiquitous in all aspects of life, science not exempt. Be it the balance on the account, the
amount of accidentally emitted radioactive isotope or the population of a nearly extinct
species – deducing its time dependence in a nonequilibrium situation is universally the
subject of a major interest.
In a more relevant context of classical mechanics one typically looks for coordinates
q(t) and momenta p(t) of the system’s constituents, while in quantum mechanics the
ultimate aim is the information stored in the wave function or, equivalently, the density
matrix ρ(t), also referred to as the state. The canonical procedures for solving classical and
quantum few-body problems have all been developed in half of a century since Lagrange’s
formulation of analytical mechanics [1]. In quantum mechanics, the purpose of these
procedures is calculation of spectrum of the Hamiltonian that generates the time evolution.
In many-body systems, i.e. in the presence of interactions, this task generically becomes
impossible from the point of view of a purely analytical calculation. To describe the
dynamics, one has to resort to either eﬀective descriptions or numerical simulations. Only
for a certain class of one-dimensional systems, termed integrable models, procedures that
in principle allow to resolve this issue have been developed. These are the Bethe ansatz
technique [2] and the equivalent quantum inverse scattering method [3]. Historically, the
former was conceived in the early 30’s as a solution to the paradigmatic Heisenberg model
of magnetism, while the quantum inverse scattering method traces its origins only back
to the late 60’s solution to the classical Korteweg-de Vries equation [4]. Although we
will not implement these methods in the thesis, we will rely on the underlying integrable
framework; this work will be focused on one-dimensional integrable many-body quantum
systems.
Despite the common tendency to associate integrability with exact solvability, the
methods for solving integrable systems are still rather intricate, as they reduce to a set of
nonlinear Bethe equations. The complete analytical calculation of the full time dependence
ρ(t) can thus safely be deemed impossible. For this reason we are often interested only in
the stationary or steady state
lim
t→∞ ρ(t) = ρ∞, (1.1)
which describes the asymptotic behaviour of the system, after it has been exposed to an
out-of-equilibrium scenario. In essence, the identiﬁcation and calculation of this stationary
density matrix is one of the main questions of the contemporary quantum statistical me-
chanics, which deals with a very large number of degrees of freedom on very small scales.
It will, at least implicitly, underline the whole thesis.
Several remarks are necessary at this point. The ﬁrst one concerns the term nonequi-
librium scenario, by which we mean either: (i) injection of extensive amount of energy
15
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through the initial condition, or (ii) the presence of currents in the system’s steady state,
for example particle current or energy ﬂux. Situation (i) is the typical setting in quench
protocols (see, for example, the reviews in [5]). Here the system is prepared in a weakly
entangled ground state of the Hamiltonian, which is then abruptly changed, for example,
by switching oﬀ the conﬁning potential or turning on interactions. The resulting long-time
dynamics does not always involve ﬂuxes; this depends on how the system was initially pre-
pared. On the other hand, scenario (ii) necessarily corresponds to the absence of detailed
balance on the microscopic scale and is a suitable playground for probing transport prop-
erties. In this thesis, the ﬁrst scenario will be addressed only indirectly, when we discuss
the ingredients necessary for the description of the long-time behaviour after a quantum
quench. On two occasions we will, however, deal directly with nonequilibrium settings
that comply with the second deﬁnition. In particular we will address such scenarios when
considering ideal high-temperature spin conductivity and, separately, in the framework of
dissipatively driven quantum systems.
As the second remark, we should stress that interpretation of ρ∞ delicately depends on
the particular setting and will be elucidated in later chapters. For instance, equation (1.1)
is unambiguous when representing relaxation towards a unique steady state reached by a
system in contact with a heat or particle reservoir. It is, however, prone to misinterpreta-
tion in an isolated setting, where it only holds on the level of localised measurements1 of
the system [6, 7]. This is because for a set of localised degrees of freedom the rest of the
system acts as an eﬀective heat bath, while due to isolation, no heat reservoir exists for
the entire system.
The search for the stationary state ρ∞ of a quantum system is not solely a domain of
theoretical physics. In the few recent decades we have witnessed an enormous progress in
experimental techniques, which now allow manipulation of quantum many-body systems
with a very large number of constituents [8, 9]. These cold-atom and optical-lattice exper-
iments have sparkled a lot of interest for the phenomenon of thermalisation [10, 11], i.e.
the process of relaxation towards ρ∞. Regarding this problem in isolated quantum sys-
tems, we typically diﬀerentiate several classes of models, among which I will only mention
generic (chaotic) and integrable ones.
In generic isolated quantum systems, the mechanism behind the relaxation of local
observables is widely believed to be described by the eigenstate thermalisation hypothesis,
which was proposed by Deutsch and Srednicki in the early 90’s [12, 13] and has since been
demonstrated in numerous numerical studies [14, 15]. Its role in equilibration is akin to
the one of ergodicity in classical mechanics, as it explains, for example, the equivalence of
the stationary state and the microcanonical ensemble.
In integrable quantum systems, abundant conserved quantities create additional con-
straints on the dynamics and prevent the system to equilibrate towards the canonical
thermal ensemble. For example, in the quantum Newton’s cradle experiment [16], the
latter fails to predict the long-time behaviour of initially conﬁned Bose gas, eﬀectively
described by a one-dimensional integrable Hamiltonian. Nevertheless, the deﬁciency of
the thermal ensemble can be corrected by incorporating the constraints posed by the inte-
grals of motion. Indeed, as is now commonly accepted, few-body observables in integrable
systems relax towards what is known as the generalised Gibbs ensemble [17, 18], which
consists of eﬀectively local conservation laws.
Extensive conserved quantities can be of various types. Those that arise as a side
product of the quantum inverse scattering method form a hierarchy of integrals of motion
that renders the model integrable according to the classical Liouvillian deﬁnition. They
constitute a generalised Gibbs ensemble that turns out to be incomplete, as it does not
correctly predict the asymptotic values of short-range correlators or other local observ-
1Speciﬁcally, limt→∞ tr(Aρ(t)) = tr(Aρ∞) holds only for local or few-body observables A.
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ables [19, 20]. The problem lies in the strict locality of conservation laws that form the
“Liouvillian hierarchy”.
There are, however, other eﬀectively local integrals of motion that satisfy a weaker
deﬁnition of locality. They can be characterised according to their role in the nonequilib-
rium physics, which in turn depends on their symmetry properties. For example, there
are (i) the 2-symmetry breaking quasilocal charges that enter bounds on transport co-
eﬃcients, such as the Mazur bound, proposed for the frequency-dependent conductivities
in [21]. Then there are (ii) the 2-symmetric charges that complete the generalised Gibbs
ensemble [22]. Finally, there exist charges (iii) that break the U(1) symmetry and should
be, in the presence of magnetic ﬁelds, included in the periodic generalised Gibbs ensemble,
which was ﬁrst proposed for Floquet systems in [23].
The ﬁrst group of charges, mentioned under (i), are the quasilocal conservation laws
that, since they break the 2 spin-reversal symmetry, establish the gapless phase of the
anisotropic Heisenberg model as a regime of ballistic spin transport [24–26]. Their con-
ception has renewed the interest in the concept of quasilocality in lattice systems [27].
Consequently, quasilocal charges (ii) that complete the picture of thermalisation of lo-
cal observables in interacting integrable lattice models were conceived in the isotropic
Heisenberg spin chain [28], in turn allowing a comprehensive generalised hydrodynamic
description of the large scale dynamics [29, 30]. Lastly we should mention also quasilocal
charges (iii) that do not conserve magnetisation. They were constructed in [31] and enter
the newly proposed version of a periodic Gibbs ensemble [32]. Notably, these charges cause
permanent oscillations in local observables that couple diﬀerent magnetisation sectors and
have been proposed as the culprit for the controversial time-crystalline behaviour in an
isolated system.
We should remark that there have been somewhat parallel attempts to construct
quasilocal integrals of motion also in integrable quantum ﬁeld theories, albeit mainly in
noninteracting models [33]. Intrinsic to a lattice, the concept of quasilocality still remains
somewhat ambiguous in terms of continuous ﬁelds. Perhaps a more illuminating approach
towards quasilocal charges in integrable ﬁeld theories would be to consider their light-cone
lattice regularisations [34, 35], which treat space and time coordinates on an equal footing.
They can be interpreted either as quantum cellular automata or as paradigmatic examples
of integrable periodically driven systems, which immediately brings us to an uncharted
territory. Indeed, except for the periodic Gibbs ensemble, formulated in Floquet systems
with quadratic eﬀective Hamiltonians, the concepts mentioned above have not yet been
thoroughly explored in quantum cellular automata. In particular, quasilocal conservation
laws and their role in thermalisation are unfamiliar in integrable interacting discrete-time
quantum models. In this regard, the question of ideal transport in Floquet spin systems
seems particularly relevant, especially in light of existence of ideal-transport exhibiting
phases, seemingly robust under integrability breaking perturbations [36, 37]. A major
part of this thesis will be devoted to construction and analysis of integrable periodically
driven quantum systems and to the extension of ideas, implemented in continuous-time
models, to these quantum cellular automata.
It is fulﬁlling to see quasilocal integrals of motion form the most general description
of relaxation in integrable interacting quantum models. Especially in view of the fact
that they themselves originate in the steady state of a dissipative time evolution. One
can regard the discovery of the 2-symmetry breaking charges, which carry ballistic spin
current, as the instigator of the exploration of quasilocal conservation laws. In turn, their
discovery can be traced back to a 2011 solution for the nonequilibrium steady state of a
Heisenberg spin chain coupled to the chemical reservoirs at its boundaries [24]. They form
the ﬁrst order in the expansion of the steady state in the coupling parameter and share
a similar matrix-product structure. This is not surprising in view of the fact that both
17
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the steady state and the quasilocal charges stem from the underlying integrability of the
Heisenberg spin chain.
The rather quick transition from the investigation of boundary driven spin chains to
the construction of the related quasilocal charges has left unanswered some important
questions. Firstly, the known integrability structure of the Heisenberg model enables an-
alytical treatment of only a speciﬁc choice of chemical reservoirs, conveniently modelling
current inducing processes. A generic boundary driven scenario, however, still lacks so-
lution. In addition, due to our limited understanding of integrability in the Heisenberg
model with completely anisotropic bulk interactions, no related boundary driven problem
has been solved. The missing solutions would provide a valuable insight into both the
nonequilibrium physics of the anisotropic Heisenberg spin chain, as well as into possible
novel manifestations of its integrability structure. To this end, the last part of the thesis
addresses the methods to approach such generic boundary driven models. In particu-
lar, I present a novel matrix product ansatz, which can be applied to solve the generic
dissipatively driven Heisenberg spin chain.
The brief history of quasilocal integrals of motion underlines the importance of two
conceptually diﬀerent playgrounds for studying nonequilibrium physics: isolated models
and models coupled to reservoirs. The diﬀerence is only superﬁcial; the scenario in which
the system is weakly coupled to the environment at the boundaries in fact resembles the
approach, used in the linear response theory to investigate transport phenomena in iso-
lated systems. There, one discerns the transport coeﬃcients by exposing the system to a
weak current inducing perturbation [38]. Combined with time-evolution algorithms based
on matrix product representation [39], such a setup constitutes perhaps the most eﬃcient
method of probing the transport properties in numerical simulations [40]. However, sim-
ulating a continuous evolution by discretising time, these matrix-product simulations are
not immune to inconclusive results, especially when asymptotic behaviour of the system
is in question. The issues are mainly related to the buildup of entanglement entropy,
which renders the simulation inaccurate after a large number of time steps. Regarding
the numerical discrete-time procedures as dynamical systems in their own right eliminates
the problem and provides another motivation for the study of integrable quantum cellu-
lar automata. In particular the advantage of this approach will become clear, when we
present the numerical results for the behaviour of the spin current in the gapless regime
of a discretised Heisenberg model.
Thesis organisation
In this thesis I present the results elaborated on in the following publications and preprints:
[41] L. Zadnik, T. Prosen, Quasilocal conservation laws in the quantum Hirota model, J. Phys. A: Math.
Theor. 50, 265203 (2017).
[42] M. Vanicat, L. Zadnik, T. Prosen, Integrable Trotterization: Local Conservation Laws and Boundary
Driving, Phys. Rev. Lett. 121, 030606 (2018).
[43] M. Ljubotina, L. Zadnik, T. Prosen. Ballistic Spin Transport in a Periodically Driven Integrable
Quantum System, Phys. Rev. Lett. 122, 150605 (2019).
[44] V. Popkov, T. Prosen, L. Zadnik, Inhomogeneous matrix product ansatz and exact steady states of
boundary driven spin chains at large dissipation, arXiv:1905.09273 (2019).
I have coauthored two additional papers that are not discussed – they involve results of my
master’s thesis. The ﬁrst one discusses construction of quasilocal charges from semicyclic
representations of the symmetry algebra in the Heisenberg model [31]. The second paper is
an extensive review on the quasilocal integrals of motion in integrable lattice systems [45].
Conceptually the thesis divides into four major chapters and a conclusion, in which
we summarise the results and brieﬂy discuss on the open problems. Chapter 2 serves as
an introduction into the notation and the concept of locality. It also provides a short
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overview of the role of conservation laws in bounds on the transport coeﬃcients and in
thermalisation of isolated quantum systems, both in continuous and discrete time.
Chapter 3 combines comments on the historical evolution of integrability, as well as a
rather technical introduction to the mathematical machinery. The latter includes concepts,
such as Yang-Baxter equation, R-matrix and Lax operator. In particular, the Yang-Baxter
equation is established as the foundation of integrability. The objects of integrability
structure stem from its universal solution, which lives in the symmetry algebra of the
model in consideration. These objects are the R-matrix and the Lax operator that, in
turn, form the transfer operators, which generate the time evolution.
The fourth and the ﬁfth chapters contain the results of my research and diﬀer in the
setting that they describe. Chapter 4 deals entirely with interacting integrable Floquet
systems constructed from the R-matrices, derived in the preceding chapter. We establish
the quantum cellular automaton, known as the Trotter scheme, as a paradigm of integrable
periodically driven systems. Examples that are considered are: (i) Trotterisation of the
isotropic (XXX) Heisenberg spin-1/2 model [42], (ii) the quantum Hirota equation [41],
both a lattice regularisation of the sine-Gordon model, as well as a Trotterisation of the
Volterra lattice, and lastly (iii) Trotterisation of the anisotropic (XXZ) Heisenberg spin-
1/2 chain [43].
On the ﬁrst example we build the “Liouvillian integrable hierarchy” of the discrete-time
dynamics and equip it with a recursive (boost) procedure of calculation of conservation
laws. Example (ii) acts as a playground for investigation of the quasilocal conservation
laws that constitute the periodic generalised Gibbs ensemble. Finally, in the third example
we rigorously establish ballistic spin transport, by constructing 2-symmetry breaking
quasilocal integrals of motion. We use them to calculate a tight fractal lower bound on
the Drude weight that measures the ballistic contribution to the spin current.
In Chapter 5 we consider spin chains coupled to chemical reservoirs that induce inco-
herent processes at the edges of the system, thus mimicking dissipation. In the ﬁrst part
we consider the full analytical solution for the nonequilibrium steady state in the discrete-
time scenario [42]. We show, how its matrix product form is used in the calculation of
local observables.
The second part shifts the setting to a continuous time. Here we solve for a nonequilib-
rium steady state of the Lindblad equation, in which boundary-localised jump operators
target arbitrarily polarised pure states [44]. We rigorously present a newly developed site-
dependent integrability structure that constitutes the matrix product form of the solution.
On occasions the original work done in collaboration with my coauthors is intertwined
with results of other authors. This is in order to provide a necessary background and to
put the results into perspective. In particular, the bulk of Chapters 2 and 3 does not
constitute my original contribution. The opposite is true for Chapters 4 and 5 – there I
review my original publications, except on few occasions. For instance, in the discussions
on the Volterra lattice and the sine-Gordon limit of the Hirota model I follow expositions
by Faddeev and Volkov; the references are provided in the relevant sections. For guidance
in matters of organisation of the thesis I have customarily relied on the doctoral thesis of
the predecessor Marko Medenjak [46].
19
Chapter 1. Introduction
20
Chapter 2
The role of integrability
Integrable models are akin to unhappy
families in Tolstoy’s Anna Karenina:
each one is special in its own way.
Tomaž Prosen, on integrable models.
In classical mechanics integrability is a well deﬁned concept; a Hamiltonian system of
N degrees of freedom is integrable if there exist N independent constants (integrals) of
motion in involution. By choosing initial conditions we specify their values and the motion
of the system is then quasiperiodic winding around an N -dimensional torus, determined
by them. The term integrability comes from the fact, that the abundance of constants of
motion, in principle, allows us to explicitly calculate the trajectories of the system and
thus solve the dynamical problem.
In this short resume of the famous Liouville-Arnold theorem [47, 48] we observe the
role of conservation laws in the dynamics of the system. Starting from a particular initial
condition we are forever stuck on a particular leaf of the foliated phase space. In contrast,
in a generic physical system without any integrals of motion there are no such restrictions
stemming from the choice of the initial condition. There, given time the trajectories will
visit all of the possible points in the phase space. Because of the absence of constants of
motion, the trajectories will eventually loose information about their origin.
In quantum mechanics the Liouville deﬁnition of integrability has to be amended,
since the set of independent constants of motion in any quantum system can be formed
out of projectors onto the eigenstates of the Hamiltonian. To exclude these we need to
additionally demand that the conserved quantities be local, i.e. they must correspond to
sums of local densities. This seems as an arbitrary choice of a deﬁnition. Indeed, it was
only much after Hans Bethe solved the Heisenberg model of ferromagnetism in 1931 [2],
that the connection between the existence of local conserved quantities and solvability, as
well as their role in the nonequilibrium dynamics, became well understood.
The famous Bethe ansatz equations, which need to be solved in order to compute the
spectrum of the Hamiltonian, have been reproduced in a purely algebraic fashion in the
late 70’s by Faddeev, Sklyanin and Takhtajan [3]. In particular, they showed that the
Bethe ansatz technique in fact corresponds to a simultaneous diagonalisation of transfer
operators T (ϕ), which depend on a complex parameter ϕ, are in involution and commute
with the Hamiltonian
[T (ϕ), T (ϕ′)] = 0, [T (ϕ), H] = 0. (2.1)
Moreover, transfer operators generate a set of N local conservation laws (also local charges)
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through logarithmic derivatives
Qk = ∂kϕ log T (ϕ)
∣∣
ϕ=0, (2.2)
notably the Hamiltonian itself: H = Q1.
Although we will not discuss Bethe equations, we should shed some light on the role of
the parameter ϕ. Loosely speaking, these equations pin down the values of ϕ that specify
eigenstates of transfer operators T (ϕ). To each eigenstate corresponds a set of complex
numbers {ϕk} satisfying the Bethe equations, so that
T (ϕ) |{ϕk}〉 = τ(ϕ; {ϕk}) |{ϕk}〉 , (2.3)
where τ(ϕ; {ϕk}) denotes the eigenvalue that is typically multiplicative in the point ϕ = 0.
Consequently, the energies of the Hamiltonian are extensive and can be computed as
E({ϕk}) = ∂ϕ log τ(ϕ; {ϕk})
∣∣
ϕ=0 =
∑
k
ε(ϕk). (2.4)
Complex numbers ϕk in fact generalise the notion of quasiparticle momenta that label the
normal modes of a free theory. Even without considering the diagonalisation procedure,
plenty of information about the dynamics of an integrable system can be extracted solely
from a careful examination of its local conservation laws.
This chapter serves as a review of basic concepts and notations that are going to be
used throughout the thesis. We will deﬁne the notions of physical space, local and quasilocal
operators. Next we will vaguely touch the subject of thermalisation in isolated integrable
models and the role of conserved charges in it. We will then proceed to introduce the spin
transport, the Drude weight and optimized Mazur bounds, which are going to be used in
the main part of the thesis.
2.1 On notation and locality
Consider a one-dimensional quantum Hamiltonian system of N degrees of freedom, for
example a spin chain of N sites (spins). Each degree of freedom is represented by a
local Hilbert space Vp called physical space. For a spin-1/2 system it consists of complex
combinations of vectors |↑〉 and |↓〉, and is hence equivalent to 2. The total Hilbert
space corresponding to many degrees of freedom is composed as a tensor product. In our
Hamiltonian system this composition is N -fold, i.e.
H = V⊗Np =
N -times︷ ︸︸ ︷
Vp ⊗ Vp ⊗ . . . ⊗ Vp . (2.5)
As an operator, the Hamiltonian acts on the total Hilbert space; we write this as
H ∈ End(H). We will assume, that it can be written as a translationally invariant sum of
local densities h ∈ End(V⊗2p ) that have a support of two sites. In a system with periodic
boundary conditions this means
H =
N∑
n=1
hn,n+1, hn,n+1 = ⊗n−1 ⊗ h ⊗ ⊗N−n−1, hN,N+1 = hN,1. (2.6)
Here denotes an identity (in this case over Vp) and indices n and n + 1 the degrees of
freedom, acted upon by the operator h.
Example 2.1. The ﬁrst example is the Heisenberg model of magnetism with a local density
hn,n+1 =
1
2 sin η
(
σxnσ
x
n+1 + σynσ
y
n+1 + cos η [σznσzn+1 − ]
)
, (2.7)
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where
σαn = ⊗n−1 ⊗ σα ⊗ ⊗N−n, α ∈ {x, y, z}. (2.8)
Symbols σx,y,z are Pauli matrices while Δ = cos η quantiﬁes the anisotropy of the model. Instead
of σx and σy, combinations σ± = 12 (σx ± iσy) will often be used. To unburden the notation, the
spin current density in the Heisenberg model will be denoted by only one index,
jn =
1
sin η
(
σxn−1σ
y
n − σyn−1σxn
)
, (2.9)
indicating the location of the operator. The support of such operators will be clear from the
context. Schematically we can represent the spin chain and the local densities h and j as follows:
... n − 2 n − 1 n n + 1 ... ,
σx,y,zn+1
hn−2,n−1 jn+1
where each green node corresponds to a spin-1/2, acted upon by Pauli matrices.
Example 2.2. As the second example we take the quantum Volterra model at odd roots of
unity [49]. Each physical degree of freedom is described by an m-dimensional vector space Vp
acted upon by the Weyl operators u, v ∈ End(Vp), which satisfy the Weyl algebra relations
uv = q vu. (2.10)
Here q is a root-of-unity parameter of order m (qm = 1, ql = 1 for 0 ≤ l < m). One possible
representation for u and v is
u =
⎡⎢⎣ 0 1 00 0 1
1 0 0
⎤⎥⎦ , v =
⎡⎢⎣ 1 0 00 q 0
0 0 q2
⎤⎥⎦ , (2.11)
for the third root of unity, q = ei2π/3. The local Hamiltonian density reads
hn,n+1 =
(m−1)/2∑
k=1
i(−1)k
qk − q−k
(
wkn+1 + w−kn+1
)
, (2.12)
where wn+1 = unvnun+1v−1n+1 denotes the so-called dynamical variable and will be labelled by
one index only, similarly to the current in the Heisenberg model. The quantum Volterra model
will be discussed in Chapter 4. It is usually represented on a saw-like lattice
... wn−1
wn
wn+1
wn+2 ...
n − 2 n − 1
un, vn
n n + 1 n + 2
,
where the green sites on the links of the saw represent the physical degrees of freedom acted upon
by operators u, v. Each blue (red) node corresponds to a pair of physical degrees of freedom,
acted upon by the dynamical variable w.
Hilbert-Schmidt product and inﬁnite-T state
On the algebra of operators over the Hilbert space H, we can deﬁne the semi-deﬁnite
Hilbert-Schmidt (HS) inner product, that allows us to measure locality of operators and
is conveniently related to the inﬁnite-temperature average 〈•〉0 = tr[•/(dimVp)N ]. Here
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dimVp denotes the dimension of the local space, for example, dimVp = 2 in a Heisenberg
spin-1/2 chain. The Hilbert-Schmidt product of two operators A,B ∈ End(H) is deﬁned
as
〈A,B〉 = 〈A†B〉0 − 〈A†〉0〈B〉0. (2.13)
If A and B are traceless operators, this reduces to a normalised Frobenius inner product
(A,B) = (dimVp)−N tr[A†B]. (2.14)
The bases of Pauli matrices and Weyl variables are orthonormal with respect to the
HS product, implying 〈A,B〉 = 0 if the supports of operators A and B do not overlap
perfectly. For operators A = an,n+1,..,n+r−1 and B = bm,m+1,...,m+p−1 this means
〈A,B〉 = δn,mδr,p c, (2.15)
for some constant c ∈ . If m > n + r − 1, this formula manifests the strong clustering
property of the inﬁnite-temperature state. We note that this can be generalised to an
arbitrary ﬁnite temperature by substituting 〈•〉0 → 〈•〉β. Since the clustering properties
of such thermal state are weaker, the deﬁnitions of local and quasilocal operators that
follow do not hold in that case [27, 50]. We will restrict our considerations to the inﬁnite-
temperature phenomena.
Local and quasilocal operators
The natural interpretation of the term local operator is that of an operator, acting nontriv-
ially only on a ﬁnite subsystem in the thermodynamic limit. An example is any operator
of the form
an,n+1,...,n+r−1 = ⊗n−1 ⊗ a ⊗ ⊗N−n−r+1, (2.16)
where a ∈ End(V⊗rp ), r ∈ and limN→∞ r/N = 0. The last limit implies that the support
is ﬁxed and does not scale with the system size. Depending on the context, we will also
use this term for operators, that are translationally invariant sums of such an,n+1,...,n+r−1,
for instance, the Hamiltonian H.
In the latter case, the strong clustering property of the inﬁnite temperature state
provides us with a good measure of locality. Denoting the Hilbert-Schmidt norm of an
operator A by ‖A‖HS =
√〈A,A〉, we see that translationally invariant local operators scale
linearly with system size, for example
‖H‖2HS = ‖h‖2HSN. (2.17)
This scaling property is crucial for the operators to play a role in the dynamics of the
system. It holds for a wider class of operators without the restriction of a ﬁxed support.
Consider, for example, a translationally invariant operator
Q =
N∑
r=1
N∑
n=1
e−ξ r/2q(r)n,n+1,...,n+r−1, (2.18)
where q(r) ∈ End(V⊗rp ) and ξ > 0. Since r = N is now allowed, this operator is obviously
nonlocal. In consistence with our previous discussion, let us additionally demand
〈q(r)n,...,n+r−1, q(p)m,...,m+p−1〉 = δr,pδn,m c, 0 < c < ∞. (2.19)
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In the thermodynamic limit this implies
lim
N→∞
1
N
‖Q‖2HS = c
∞∑
r=1
e−ξ r = c
eξ − 1 , (2.20)
which means linear scaling in the leading order. Operator Q is an example of what will be
called a quasilocal operator. In words, this is an operator, consisting of local densities that
have an arbitrarily large support, while their Hilbert-Schmidt norms are exponentially
small in its size.
2.2 Integrability and thermalisation
One of the fundamental scenarios described by statistical mechanics is that of a generic
system coupled to a heat bath at a temperature T = 1/β. The thermalised state of
such a system is described by the Gibbs ensemble ρβ = e−βH/Z, where H denotes the
Hamiltonian of the system without a bath and Z = tr(e−βH) its normalisation. Gibbs
ensemble description of thermalisation is not restricted to systems coupled to a bath. To
illustrate this, we recall our brief introductory discussion of trajectories in generic and
integrable classical systems.
Suppose, we have a trajectory of an isolated system that starts in a particular point
in the phase space, corresponding to the initial conﬁguration of the system. After a long
time, the trajectory will have visited almost all points in which the values of conservation
laws are the same as in the initial conﬁguration. If the system is generic, the only constant
of motion being its energy, the points that constitute the trajectory will densely populate
the ﬁxed-energy submanifold ME of the phase space. Here E is the energy in the initial
state and we can think of the system as being ergodic on ME .1 Given an observable, its
asymptotic-time value will now be computed by averaging over the points on the ﬁxed
energy submanifold, i.e. by a microcanonical ensemble. In the thermodynamic limit, the
results will also be reproduced by the Gibbs state, in accordance with the principle of
equivalence of the ensembles. Note that ME is determined by the total energy, regardless
of how it is distributed between the constituents of the system. This implies that, during
the time evolution, the information about the initial conﬁguration will be lost.2
The statistical ensembles in an isolated quantum system need to be established on
diﬀerent grounds, since the notions of phase space and conﬁguration are not compatible
with the classical understanding. Consider an isolated quantum system described by a
nondegenerate Hamiltonian with eigenstates |n〉 and prepared in the initial state |ψ〉 =∑
n ψn |n〉 that is a combination of eigenstates with energies far apart in the spectrum. If
an arbitrary observable A relaxes, its asymptotic value in the state |ψ〉 should coincide
with the time-averaged expression,
lim
t→∞ 〈ψ|A(t)|ψ〉 =
∑
n
|ψn|2 〈n|A|n〉 , (2.21)
which is still determined by the initial state through the probability amplitudes ψn. This
“memory of the initial state” at ﬁrst seems in contrast with the classical understanding
of the concept [15]. The crucial thing to realise, in order to be able to use the deduction
inherited from the classical intuition, is that in order to recover the complete informa-
tion about the initial state one needs to perform measurements of all highly nonlocal
observables |n〉 〈n|. If we can only measure local observables the information about the
1In the presence of conservation laws the manifold on which the trajectories behave ergodically is instead
determined by the values of all conserved quantities in the initial state.
2Albeit to a lesser extent, the information about the initial condition is partially lost even in the presence
of conserved quantities.
25
Chapter 2. The role of integrability
initial state is lost, as in the thermalised classical system. The notion of thermalisation
in isolated quantum system thus only makes sense if we consider local observables. In the
following, let us therefore ﬁrst consider an observable of the form A = an,n+1,...,n+r−1; see
equation (2.16).
Thermalisation in isolated quantum systems
In a generic isolated quantum system, the mechanism of thermalisation is conjectured to
be described by the eigenstate thermalisation hypothesis [12–14] (review [15]). Part of the
hypothesis states that the thermodynamic limit of the expectation value 〈n|A|n〉 depends
smoothly on the energy En of the eigenstate |n〉 and is equivalent to the microcanon-
ical average over a narrow energy shell centered around En. This hypothesis was ﬁrst
developed by Deutsch in 1991 [12], who argued its validity by considering an integrable
Hamiltonian perturbed by a banded random symmetric matrix. It establishes eigenstates
of the Hamiltonian as microcanonical thermal states and thus connects the thermalisation
in generic quantum systems to the standard ensembles of statistical mechanics. Due to
the equivalence of ensembles, we now expect
lim
t→∞ 〈ψ|A(t)|ψ〉 = 〈A〉β, (2.22)
where 〈•〉β = tr[ρβ(•)] is the Gibbs ensemble average and the limit N → ∞ has been
taken ﬁrst. The eﬀective inverse temperature β is ﬁxed by the expectation value 〈ψ|H|ψ〉.
According to this, the degrees of freedom that do not constitute the support of A act as an
eﬀective thermal bath that causes A to relax to the value, predicted by statistical mechan-
ics [7]. Formula (2.22) evidently holds also for linear combinations A = ∑n an,n+1,...,n+r−1,
including the translationally invariant local operators.
Imposing the condition of locality, we have seen that quantum thermalisation bears
some resemblance to the classical picture. In classical mechanics, the thermal ensemble
was a consequence of the ergodic behaviour of trajectories constrained onto the ﬁxed
energy submanifold. In quantum mechanics, the resulting thermal Gibbs ensemble can be
derived by maximising the von Neumann entropy S[ρ] = −ρ log ρ under the constraint of
ﬁxed energy. Following the intuition inherited from classical integrable systems we expect
an integrable quantum system to locally thermalise to an ensemble that maximises the
entropy under the constraint of ﬁxed conservation laws Qk. This constraint simply encodes
the fact that at all times
tr[ρ(t)Qk] = tr[ρ(0)Qk]. (2.23)
The result of such maximisation is the generalised Gibbs ensemble (GGE) [17]
ρ{βk} =
1
Z
exp
(−∑
k
βkQk
)
, (2.24)
which includes a complete set of local conserved quantities.3 The Lagrange multipliers
βk, from the constrained optimisation of the entropy, are determined by the values of Qk
in the initial state. This ensemble resurged in 2007, in the study by Rigol et al. [18],
who used it to describe the relaxation of hard-core bosons on a one-dimensional lattice.
Some of their results reproduced earlier observations in the now famous quantum Newton’s
cradle experiment [16]. However, a series of studies focused on the isotropic Heisenberg
spin-1/2 model later showed that ρ{βk} composed only of local conservation laws (2.2)
is incomplete [19, 20]. Only with inclusion of the quasilocal conservation laws found by
3Continuing the previous analogy with classical mechanics, this ensemble is now a consequence of the
ergodic behaviour of trajectories constrained onto the manifold with ﬁxed values of all conservation laws.
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Ilievski et al. [28], the generalised Gibbs ensemble gained its ﬁnal form, which is now widely
believed to give correct predictions for the asymptotic values of the local observables in
isolated integrable systems [22].
Thermalisation in Floquet systems
In a generic periodically driven quantum system with a Hamiltonian that obeys H(t+T ) =
H(t), the absence of the energy conservation law typically results in the system heating up
to the inﬁnite temperature state [51–53]. One may ask, whether a notion analogous to that
of a generalised Gibbs ensemble exists in the integrable version of such a system. Indeed,
the presence of conserved quantities of the eﬀective Hamiltonian, which characterises the
stroboscopic evolution of the system, has been shown to constrain the entropy increase
and prevent demise of correlations [23].
Let U(t, t0) |ψ(t0)〉 = |ψ(t)〉 denote the time evolution of a periodically driven system
starting at time t0. Formally, it is written in terms of a time ordered exponential. The
periodicity of the Hamiltonian H(t + T ) = H(t) then implies
U(t + T, t0 + T ) = U(t, t0). (2.25)
Because of this property it is convenient to deﬁne a stroboscopic map U(τ+T, τ) associated
with some eﬀective Hamiltonian Hef (τ), for each τ ∈ [0, T ). We will focus on Hef :=
Hef (0), deﬁned through
e−iHefT = U(T, 0). (2.26)
The constraints on the von Neumann entropy are built from conservation laws Qk
of the eﬀective Hamiltonian Hef , i.e. [Hef , Qk] = 0. We note that although Hef is a
nonlocal operator, in some cases its conservation laws Qk can still be local or quasilocal.
Such systems will be discussed in Chapter 4.
We deﬁne Qk(t) := U(t, 0)Qk U(t, 0)†, which corresponds to the inverse time evolution
of the operator Qk. Because of the periodicity (2.25) we can write
U(t, 0) = U(t − nT, 0)[e−iHefT ]n, n =
⌊
t
T
⌋
, (2.27)
where x denotes the largest integer smaller than or equal to x. The operator Qk(t) thus
depends only on the time increment τt = t − nT ∈ [0, T ), i.e.
Qk(t) = U(τt, 0)Qk [U(τt, 0)]†, (2.28)
and is evidently periodic in time.
Since unitary transformation preserves the Hilbert-Schmidt norm, if Qk are quasilocal,
so are Qk(t) for all t > 0. The constraint on the von Neumann entropy S[ρ] now reads
tr[ρ(t)Qk(t)] = tr[ρ(0)Qk(0)]. (2.29)
Using it in the optimization of S[ρ], we produce a periodic Gibbs ensemble (also known as
Floquet generalised Gibbs ensemble)
ρ{βk}(t) =
1
Z
exp
(−∑
k
βk Qk(t)
)
. (2.30)
Intuitively, operators Qk(t) remain contained during each period. If Qk are local, one
may think of the local densities of Qk(t) as having a support that “breathes” as time
progresses. Thus, these periodic quantities restrict the correlations from spreading and
prevent their thermal death.
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The periodic Gibbs ensemble was ﬁrst constructed for a one-dimensional system of
hard-core bosons with a periodically varying on-site potential and hopping amplitude by
Lazarides et al. [23]. In particular, they used nonlocal momentum modes, in which the
eﬀective Hamiltonian Hef is diagonal, to construct the periodic quantities Qk(t). The sys-
tem was prepared as a ground state of the Hamiltonian in the absence of the time-varying
potential, which was then abruptly switched on. The ensemble was demonstrated to give
correct predictions for the total momentum distribution of the bosons in the thermody-
namic limit, for various ranges of parameters of the model.
2.3 Integrability and spin transport
To see the eﬀect of local conservation laws on the behaviour of the system, one does
not need to delve into the complex subject of thermalisation towards a generalised Gibbs
ensemble. A simple alternative is to study transport phenomena, for example, current in
response to an applied external ﬁeld. The crucial role in its characterisation is played by
response functions.
If we are interested, say, in the transport of electrical charge in a metal, the quantity
under consideration would be the frequency-dependent electrical conductivity σ(ω), which
speciﬁes the response of the current to a time-dependent electrical ﬁeld according to the
relation j(ω) = σ(ω)E(ω). Vectors j(ω) and E(ω) are Fourier transforms of the current
and the ﬁeld, respectively. A well known result for the AC conductivity in the Drude
model reads [54–56]
σ(ω) = ine
2
m
1
ω + i/τ , (2.31)
where τ is the characteristic time between collisions of the charge carriers, while n, m, e de-
note their density, mass and charge, respectively. In a distributional sense, the collisionless
limit τ → ∞ of this expression is
lim
τ→∞ Reσ(ω) = 2π
(
ne2
2m
)
δ(ω), (2.32)
where δ-peak signals dissipationless transport. The coeﬃcient in front is referred to as the
Drude weight D = ne2/(2m) and will be the main focus of this section.
Formula (2.32) is only a particular example of a frequency-dependent conductivity,
which can be typically decomposed into a regular frequency dependence and a zero-
frequency ballistic contribution in the form of a δ-peak. Let us consider a more famil-
iar setting of one-dimensional lattice spin models at inﬁnite temperature. We are now
interested in the spin transport and assume a strong form of conservation of the total
magnetisation M = ∑n σzn, namely, the continuity equation ∂tσzn(t) = −jn+1(t) + jn(t).
The response of the extensive total spin current J = ∑n jn is described by the rescaled
spin conductivity, given by the Kubo-Nakano formula
lim
β→0
σ(ω)
β
= lim
t→∞ limN→∞
1
N
∫ t
0
dt′ 〈J(0)J(t′)〉0 eiωt′ . (2.33)
In a system that supports ballistic current, we expect the rescaled current autocorrela-
tion function limN→∞ 1N 〈J(0)J(t′)〉0 to settle at the nonzero constant value of its long-time
average. We thus assume
lim
N→∞
1
N
〈J(0)J(t)〉0 = γ + δγ(t), γ = lim
t→∞
1
t
∫ t
0
ds lim
N→∞
1
N
〈J(0)J(s)〉0, (2.34)
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where the deviation δγ(t) is a docile function that falls to zero in a smooth-enough fashion
as t → ∞. Using this assumption, the Kubo-Nakano formula yields a familiar decompo-
sition into the regular and the zero-frequency part, i.e.
lim
β→0
Re σ(ω)
β
= 2πDδ(ω) + σreg(ω), (2.35)
where the inﬁnite-temperature Drude weight reads [21, 38]
D = lim
t→∞ limN→∞
1
2Nt
∫ t
0
dt′〈J(0)J(t′)〉0. (2.36)
This expression can be bounded from below by means of the Mazur inequality [57]
D ≥ lim
N→∞
1
2N
∑
k
|〈J,Qk〉|2
〈Qk, Qk〉 , (2.37)
which involves overlaps between the spin current and the orthogonalised conserved quan-
tities (〈Qj , Qk〉 = 0 for j = k). It is instructive to remark that the time-averaged current
belongs to the time-invariant subspace. Assuming completeness of the conserved quanti-
ties Qk in this subspace, the equality in (2.37) is derived from equation (2.36) by means
of hydrodynamic projections [58].
To establish ballistic transport by computing a nonzero lower bound on D, the conser-
vation laws Qk should clearly be quasilocal and have a ﬁnite overlap with the spin current,
namely 〈J,Qk〉 = 0. The right hand side of equation (2.37) is then independent of the
system size N and yields a ﬁnite quantity. Since the current changes direction under a
global spin reversal transformation PJP = −J , the condition 〈J,Qk〉 = 0 is equivalent to
PQkP = Qk, i.e. the conservation laws should be spin-reversal asymmetric. A prominent
example is the anisotropic Heisenberg model with the local Hamiltonian density given
by (2.7). For |Δ| < 1, in the so-called gapless regime, quasilocal conservation laws with
the required property were found in 2011 by Prosen [24]. In Chapter 4 we will derive them
in a discrete-time generalisation of the model.
In the next section we will derive the Kubo form of the Drude weight (2.36) in discrete-
time systems, without relying on the spectroscopic approach that gives the typical decom-
position of the form (2.35). We will then optimise the Mazur lower bound (2.37), assuming
existence of quasilocal conservation laws with a nonzero overlap with the spin current.
Drude weight in discrete-time systems
In discrete-time systems examination of the spectral form of the spin conductivity is
not the most convenient way to produce the Kubo form (2.36) of the Drude weight.
Instead we imagine a protocol, where we prepare an initial state with a small gradient μ
of magnetisation
ρμ =
1
2N
(
− μ
N∑
n=1
(
n − N+12
)
σzn
)
, (2.38)
which induces a current in the system. In the inﬁnite system, the redistribution of mag-
netisation due to local currents will never cause the gradient to vanish. We characterise
the transport as ballistic if, for large times and arbitrarily small μ, the spin current grows
linearly in time.
The idea to determine the ballistic current emerging from a gradient initial state, has
been rigorously established in [38]. Let U be a unitary operator propagating a state of
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the system for one step in time, so that J(t) = U−t J U t, where t ∈ , corresponds to the
time dependence of the current. We deﬁne
D = lim
t→∞ limN→∞ limμ→0
〈J(t)〉μ
2Ntμ , (2.39)
where 〈•〉μ denotes the average in the initial state ρμ. This formula is a rather robust
deﬁnition of the ideal conductivity, applicable in a wide range of settings and diﬀerent
transport phenomena [40, 59–61].
For simplicity, we now consider open boundary conditions, where the local currents
into and out of the system are zero, j1 = jN+1 = 0. We assume, that the local current
density satisﬁes a continuity equation U† σzn U − σzn = −jn+1 + jn, which can be recast as
U σzn U† − σzn = U (jn+1 − jn)U†. (2.40)
The time dependence of an arbitrary observable A ∈ End(H) can now be written as
〈A(t)〉μ = 〈A〉0 − μ2N
N∑
n=1
(
n − N+12
)
tr[U tσzn U−tA] =
= 〈A(t − 1)〉μ − μ2N
N∑
n=1
(
n − N+12
)
tr[U t(jn+1 − jn)U−tA] =
= 〈A(t − 1)〉μ + μ2N
N∑
n=1
tr[jn U−tAU t] = 〈A(t − 1)〉μ + μ 〈JA(t)〉0.
(2.41)
For the spin current we recursively obtain 〈J(t)〉μ = 〈J〉μ + μ ∑tτ=1 〈JJ(τ)〉0, from where
our deﬁnition of the Drude weight (2.39) gives the Kubo form expression
D = lim
t→∞ limN→∞
1
2N
1
t
t∑
τ=1
〈JJ(τ)〉0. (2.42)
We observe, that this is just a discretized version of (2.36), which emerged from the
spectral representation of the conductivity.
Optimised Mazur lower bound
In most scenarios, exact analytical calculation of the full Drude weight is impossible or,
at best, highly nontrivial. It is therefore important that the lower bound, such as the one
in (2.37), be as tight as possible – in this way it gives a good approximation of the actual
weight.
To derive the optimised Mazur lower bound we ﬁrst observe the equivalence
lim
N→∞
1
2N 〈J¯
2〉0 = lim
t→∞ limN→∞
1
2N
1
t
t∑
τ=1
〈JJ(τ)〉0, J¯ = lim
t→∞ limN→∞
1
t
t∑
τ=1
J(τ), (2.43)
which is due to the invariance of the inﬁnite-temperature state 〈•〉0 under translations in
time. For a moment, let us assume a scenario in which the current is conserved, J(t) =
J = J¯ , while the set {Qk} forms a complete orthogonal basis of conserved quantities. We
can then expand J = ∑k xkQk, for some coeﬃcients xk ∈ . In a general situation this
will not hold, however, we can still close up on the average of the current by optimising the
coeﬃcients xk. In this more realistic scenario the set {Qk} needs to be neither complete
nor orthogonal. We still assume that the quantities Qk are quasilocal and have a nontrivial
overlap with the current. Now we take
F [{xk, x¯k}] = ‖
(
J¯ −
∑
k
xk Qk
)‖2HS, (2.44)
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where x¯k is the complex conjugate of xk, and optimise it with respect to xk.4 Denoting
by K the hermitian matrix of elements 〈Qk, Ql〉, by x a vector of xk and by j a vector of
overlaps 〈Qk, J〉, the optimisation procedure gives
K·x = j, 〈J¯2〉0 ≥ x† ·K·x. (2.45)
Assuming the matrix K to be invertible, this is equivalent to
D ≥ lim
N→∞
1
2N j
† ·[K−1]·j (2.46)
and for the orthogonal conservation laws, where K is a real diagonal matrix, it reduces to
the well known bound (2.37).
With this we conclude the general discussion on the role of integrability. The question
that remains is how to produce the objects that we can use in the machinery introduced
above. Clarifying this is the purpose of the next chapter.
4Note that J¯ still denotes the time-averaged current, instead of a complex conjugation.
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Structure of quantum integrability
This chapter serves as a review of results and deﬁnitions that do not constitute original
work. We introduce the terms R-matrix, Lax operator and Yang-Baxter equation. We
establish them as the fundamental constituents of the integrability structure underlying the
physical model in consideration. We then proceed with a top-down approach to solutions
of the Yang-Baxter equation, namely, the methodical construction of R-matrices and Lax
operators, starting on the level of symmetries of the model.
3.1 Transfer operators
Transfer matrices T (ϕ) from the introduction to Chapter 2, used by Faddeev, Sklyanin
and Takhtajan to diagonalize the Hamiltonian of the Heisenberg model in a procedure,
now known as the algebraic Bethe ansatz, had already been used almost a decade before.
They were essential in calculation of the partition function in the models of the equilibrium
statistical physics. Already in 1968, McCoy and Wu observed that the transfer operators
of the two-dimensional six-vertex lattice commute with the Hamiltonian of the anisotropic
Heisenberg model [62]. This established the well known duality between statistical models
in two and spin chains in 1+1 dimensions. Soon afterwards, in early 70’s, Baxter used the
commuting transfer operators in his solution of the eight-vertex model [63, 64]. Although
we are interested in transfer operators from the point of view of dynamical models, i.e. in
1+1 dimensions, a brief explanation of their use in equilibrium statistical mechanics is in
order.
Transfer operator in equilibrium statistical mechanics
The principal goal of the equilibrium statistical mechanics is to calculate the partition
function from which thermodynamic quantities can be calculated, for example the free
energy and susceptibilities of the system. The partition function is a sum of Boltzmann
weights over all possible conﬁgurations of the system,
Z =
∑
conf
e−βEconf , (3.1)
where β is the inverse temperature and Econf the energy of a particular conﬁguration.
To see the role of the transfer operator in the calculation of Z, it is convenient to
consider a vertex model on an N × N square lattice with periodic boundary conditions.
Each vertex of the lattice can be interpreted as a molecule, while links connecting them
correspond to bonds. Each link can be in the state 0, in which no bond is formed, or 1,
where two molecules are connected by, say, a hydrogen bond. To each link we can thus
assign labels with values in 2 (0 or 1), for example
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e ,
n
w
s
where e, n, w, s ∈ 2.
Let us denote the Boltzmann weight for the state of all links originating at the vertex
by
Rws,en = e−βE[w,s,e,n], (3.2)
where β is the inverse temperature and E[w, s, e, n] the energy of the vertex conﬁguration.
If we take one row of the lattice and ﬁx the states on the north and south links, the
Boltzmann weight of the conﬁguration of the row corresponds to
Ts1s2...sN ,n1n2...nN =
∑
e1,...,eN∈{0,1}
ReNs1,e1n1Re1s2,e2n2Re2s3,e3n3 ...ReN−1sN ,eNnN , (3.3)
which is represented graphically as
eN e1 e2 e3 e4 e5 eN−1 eN .
s1
n1
s2
n2
s3
n3
s4
n4
s5
n5
sN
nN
In this diagrammatic representation, connected links and curved lines denote contractions.
It is useful to encode the vertex Boltzmann weights into a 4 × 4 R-matrix
R =
∑
w,s,e,n
Rws,en |w, s〉 〈e, n| , (3.4)
which lives in End( 2 ⊗ 2). The ﬁrst vector space corresponds to the horizontal links
labelled with w, e and will be denoted by index a. The second vector space, corresponding
to the vertical links s and n, will be denoted by index j ∈ {1, 2, ..., N}. The row Boltzmann
weight (3.3) can now be interpreted as an element of the matrix
T = tra (Ra,1Ra,2...Ra,N ) (3.5)
acting on ( 2)⊗N . The partial trace corresponds to the contraction of horizontal links.1
Matrix T encodes the transitions between the states in the south and the north and is
therefore named the row transfer matrix.
Evidently, the partition function of the whole lattice is now calculated as a contrac-
tion of indices of the Boltzmann weights (3.3) corresponding to diﬀerent rows. That is
equivalent to
Z = tr(TN ), (3.6)
which, in turn, corresponds to the sum over all conﬁgurations of all links in the lattice.
In the thermodynamic limit N → ∞, only the leading eigenvalue of the transfer matrix
is important. If T corresponds to a transfer matrix of some integrable model, it can be
computed by applying the Bethe ansatz technique.
1To clarify, one can write Ra,j =
∑
w,s,e,n
Rws,en |w〉 〈e|a |s〉 〈n|j , whence the partial trace yields
traRa,j =
∑
w,s,n
Rws,wn |s〉 〈n|j , i.e. an operator acting solely on the vector spaces that correspond
to vertical links.
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R-matrix and Yang-Baxter equation
The essential ingredient in the construction of a commuting family of transfer matrices is
a nondegenerate two-site operator R(ϕ) ∈ End(V⊗2p ) that depends on the complex spectral
parameter ϕ ∈ and satisﬁes the Yang-Baxter equation
R1,2(ϕ − ϕ′)R1,3(ϕ)R2,3(ϕ′) = R2,3(ϕ′)R1,3(ϕ)R1,2(ϕ − ϕ′). (3.7)
We will refer to this operator as the R-matrix. Recall that the indices denote the sites on
which it acts nontrivially. Over the triple V⊗3p this means R1,2 = R ⊗ and R2,3 = ⊗ R.
By manipulating the Yang-Baxter equation (3.7) we can construct a family of com-
muting objects. First, by changing the indices and reshuﬄing the spectral parameters we
deduce[∏
n
Rn,a(ϕ′)Rn,b(ϕ)
]
Ra,b(ϕ − ϕ′) = Ra,b(ϕ − ϕ′)
[∏
n
Rn,b(ϕ)Rn,a(ϕ′)
]
, (3.8)
where 1 ≤ n ≤ N , while indices a,b correspond to two copies of the physical space denoted
by Va and Vb, respectively. These additional vector spaces will be termed auxiliary spaces.
We stress that, although we have chosen Va =Vb=Vp, they do not correspond to the actual
physical degrees of freedom. In the calculation of the equilibrium partition function Z they
play the role of horizontal links.
Since operators without any overlap in indices commute, as they act on diﬀerent degrees
of freedom, and since the R-matrix is nondegenerate, we can rewrite equation (3.8) as∏
n
Rn,a(ϕ′)
∏
m
Rm,b(ϕ)=Ra,b(ϕ−ϕ′)
[∏
m
Rm,b(ϕ)
∏
n
Rn,a(ϕ′)
]
Ra,b(ϕ−ϕ′)−1. (3.9)
Tracing out the auxiliary spaces Va and Vb yields [T (ϕ), T (ϕ′)] = 0, where
T (ϕ) = tra
[∏
n
Rn,a(ϕ)
]
(3.10)
denotes the transfer operator acting on the total Hilbert space H = V⊗Np . The product
in T (ϕ) can be ordered with index n increasing from left to right or vice-versa, while
the indices on R-matrices can be exchanged, as typically the R-matrix is symmetric:
Rn,a = Ra,n.
For later convenience, we introduce also the braid form Rˇ(ϕ) = PR(ϕ) of the R-matrix,
where P denotes a two-site permutation.2 The braid form satisﬁes the braid relation
Rˇ1,2(ϕ)Rˇ2,3(ϕ + ϕ′)Rˇ1,2(ϕ′) = Rˇ2,3(ϕ′)Rˇ1,2(ϕ + ϕ′)Rˇ2,3(ϕ), (3.11)
whose interpretation in the framework of braid groups will be brieﬂy discussed in the
introduction to Section 3.2 of this chapter. For the braid form we typically assume the
following properties:
Rˇ(ϕ)Rˇ(−ϕ) = , Rˇ(0) = , ∂ϕRˇ(ϕ)
∣∣
ϕ=0 = h. (3.12)
The ﬁrst of these properties is referred to as unitarity of the braid form and will be
essential in Chapter 4, where Rˇ(ϕ) will act as a unitary quantum gate. In the context of
Hamiltonian systems, however, the last two properties are more relevant, since they imply
(i) locality of Qk = ∂kϕ log T (ϕ) |ϕ=0 and (ii) Q1 = H; see example 3.1. The R-matrix
that generates the Hamiltonian due to properties (3.12) of its braid form is termed the
fundamental R-matrix.
2Permutation acts as P |ψ1, ψ2〉 = |ψ2, ψ1〉 on two-site states and as P1,2h1,2P1,2 = h2,1 on two-site
operators.
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Example 3.1. As an example we demonstrate, how the ﬁrst logarithmic derivative reproduces
the Hamiltonian. For simplicity we take a system of three sites: N = 3. The transfer matrix is
T (ϕ) = tra[R1,a(ϕ)R2,a(ϕ)R3,a(ϕ)] and using traP3,a = we have
T (0) = tra[P1,aP2,aP3,a] = P1,3P2,3,
∂ϕT (ϕ)
∣∣
ϕ=0 = tra[P1,ah1,aP2,aP3,a] + tra[P1,aP2,ah2,aP3,a] + tra[P1,aP2,aP3,ah3,a] =
= P1,3P2,3h1,2 + P1,3P2,3h1,2 + P1,3P2,3h3,1.
(3.13)
The logarithmic derivative is a Hamiltonian on the lattice with periodic boundary conditions:
Q1 = T (0)−1 ∂ϕT (ϕ)
∣∣
ϕ=0 = h1,2 + h2,3 + h3,1 = H. (3.14)
Evidently, the fact that R(ϕ) reduces to a permutation at ϕ = 0 is crucial for locality. Note that
this property of the R-matrix is equivalent to Rˇ(0) = .
Example 3.2. An example of the fundamental R-matrix is the trigonometric R-matrix of the
Heisenberg model. It reads
R(ϕ) =
⎡⎢⎢⎢⎢⎣
1 0 0 0
0 sin ϕsin(ϕ+η)
sin η
sin(ϕ+η) 0
0 sin ηsin(ϕ+η)
sin ϕ
sin(ϕ+η) 0
0 0 0 1
⎤⎥⎥⎥⎥⎦ (3.15)
and produces the Hamiltonian density of the anisotropic Heisenberg model, given in equa-
tion (2.7), through P ∂ϕR(ϕ) |ϕ=0= h.
Example 3.3. An example of the braid form is the quantum Volterra model R-matrix Rˇ(z) =
r(z, w) that reads
r(z, w) =
(m−1)/2∑
k=(1−m)/2
wk
|k|∏
l=1
zq−l+1 − ql−1
zql − q−l , (3.16)
where w = uv ⊗ uv−1 and qm = 1 is a root-of-unity parameter (qm = 1) of odd order m. The
spectral parameter is multiplicative, i.e. z = eiϕ, so ϕ = 0 corresponds to z = 1 and the local
Hamiltonian (2.12) of the quantum Volterra model is reproduced as hn−1,n = −i ∂zr(z, wn) |z=1.
Observe that the Volterra R-matrix is not symmetric under the exchange of indices, namely
Rˇ1,2(z) = Rˇ2,1(z).
Lax operator
In order to generate the Hamiltonian we have taken a copy of the physical space Vp as the
auxiliary degree of freedom Va. In general, the auxiliary space can diﬀer from the physical
one and still generate conservation laws, provided that another version of Yang-Baxter
equation is satisﬁed. We introduce the Lax operator L(ϕ) ∈ End(Vp ⊗ Va), a solution of
R1,2(ϕ − ϕ′)L1,a(ϕ)L2,a(ϕ′) = L2,a(ϕ′)L1,a(ϕ)R1,2(ϕ − ϕ′) (3.17)
in End(V⊗2p ⊗Va), where Va = Vp. Similarly as before, this version of Yang-Baxter equation
implies [T˜ (ϕ), T (ϕ′)] = 0, where
T˜ (ϕ) = tra
[∏
n
Ln,a(ϕ)
]
, (3.18)
while T (ϕ) is deﬁned in (3.10). Since the transfer matrix T (ϕ) generates the Hamiltonian,
we evidently have [H, T˜ (ϕ)] = 0.
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We observe a recurring pattern; two transfer operators built as partial traces over
auxiliary spaces Va and Vb commute if an R-matrix exists in End(Va⊗Vb), so that a version
of Yang-Baxter equation is satisﬁed over the triple Vp⊗Va ⊗Vb. Such R-matrix is called the
intertwiner. For example, [T˜ (ϕ), T (ϕ′)] = 0 is a result of operator L2,a(ϕ′) ∈ End(Vp ⊗Va)
acting as an intertwiner of spaces Vp and Va in equation (3.17). Here Vp, labelled with
index 2, acts as an auxiliary space for T (ϕ), while Va corresponds to the auxiliary degree
of freedom in T˜ (ϕ).
For [T˜ (ϕ), T˜ (ϕ′)] = 0 to hold, we evidently need an intertwiner in End(V⊗2a ), i.e. a
Yang-Baxter equation needs to hold over Vp ⊗V⊗2a . The criteria for existence of R-matrices
that intertwine diﬀerent auxiliary degrees of freedom stem from algebraic considerations
(see References [65, 66]) and will not be addressed here; we will always choose auxiliary
degrees of freedom that meet these criteria.
Finally, by shifting the spectral parameters in Yang-Baxter equations according to
ϕ → ϕ + λ and ϕ′ → ϕ′ + λ one can show that the families of inhomogeneous transfer
operators
T (ϕ;λ) = tra
[∏
n
Rn,a(ϕ + λn)
]
, T˜ (ϕ;λ) = tra
[∏
n
Ln,a(ϕ + λn)
]
, (3.19)
where λ = (λ1, ..., λN ) is a ﬁxed set of parameters, all commute. Introduction of such
inhomogeneities into the transfer matrix will be crucial when we discuss periodically driven
integrable models in Chapter 4.
Example 3.4. For concreteness we again refer to the Heisenberg model. Denoting by S±, Sz
the spin-s operators, acting on the auxiliary degree of freedom Va, we can take
L(ϕ, s) =
[
sin(ϕ + η Sz) sin η S−
sin η S+ sin(ϕ − η Sz)
]
(3.20)
as the Lax operator. For the Yang-Baxter equation (3.17) to hold, the spin-s operators need to
satisfy peculiar commutation relations
[Sz, S±] = ±S±, [S+, S−] = sin(2ηS
z)
sin η . (3.21)
In the isotropic case as η → 0 (all of the spin couplings are then the same), they evidently
become the standard spin algebra relations.
Example 3.5. The Lax operator of the quantum Volterra model reads
L(z) =
[
u −zv−1
zv u−1
]
. (3.22)
Its elements act on the physical space Vp, while the auxiliary space corresponds to Va = 2.
Together with the Volterra braid form Rˇ(z) = r(z, w) given by equation (3.16), the Lax operator
L(z) satisﬁes the intertwining relation
L1,2(z)L1,3(z′)Rˇ2,3(z/z′) = Rˇ2,3(z/z′)L1,2(z′)L1,3(z). (3.23)
We again note that the spectral parameter is multiplicative; setting z = eiϕ and z′ = eiϕ′ yields
a more familiar version of the Yang-Baxter equation, satisﬁed by objects L(ϕ) := L(eiϕ) and
Rˇ(ϕ) := Rˇ(eiϕ).
Remark 3.1. The commutation [H, T˜ (ϕ)] = 0, where T˜ (ϕ) is deﬁned in (3.18), can be es-
tablished alternatively. The Yang-Baxter equation (3.17) for the Lax operator is equivalent
to
Rˇn,n+1(ϕ − ϕ′)Ln,a(ϕ)Ln+1,a(ϕ′) = Ln,a(ϕ′)Ln+1,a(ϕ)Rˇn,n+1(ϕ − ϕ′), (3.24)
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up to relabelling of indices. Diﬀerentiating this equation on ϕ and setting ϕ′ = ϕ gives the
Sutherland equation
[hn,n+1, Ln,aLn+1,a] = Ln,a(∂ϕLn+1,a) − (∂ϕLn,a)Ln+1,a, (3.25)
where, to ease the notation, we did not write explicit dependence of Lax operators on ϕ. In a
system with periodic boundary conditions a straightforward calculation yields [H,L1,a . . . LN,a] =
0, implying [H, T˜ (ϕ)] = 0.
On the other hand, in a system with open boundary conditions a diﬀerence of two terms
remains, containing inhomogeneities (derivatives of Lax operator) at the boundaries:
[H,L1,a . . . LN,a] = L1,a . . . LN−1,a(∂ϕLN,a) − (∂ϕL1,a)L2,a . . . LN,a. (3.26)
Because of this, the Sutherland equation (3.25) will play the central role in our discussion of
boundary driven quantum systems in Chapter 5.
We will now address the problem of constructing objects, such as R(ϕ) and L(ϕ),
satisfying diﬀerent versions of Yang-Baxter equation. Historically, this equation was found
from empirical considerations. Notably, it was essential in Onsager’s controversial solution
of the Ising model [67]. After that, Yang found it as a constraint on the scattering matrix in
a one-dimensional problem with δ-function interaction [68, 69] and Baxter, independently,
when studying the partition function of the eight-vertex model [63, 64, 70]. Later, the
equation resurfaced in various models in 1+1 dimensions as a basic ingredient of the
algebraic Bethe ansatz.
From the very start, the equation was interesting also from a purely mathematical
point of view, since it plays an essential role in what became known as the theory of
guantum groups. As we will see in the next section in a somewhat reversed chronological
order, these arise naturally in the study of the Yang-Baxter equation.
The deﬁning algebraic relations of quantum groups were discovered by Kulish and
Reshetikhin when studying the sine-Gordon model in 1983 [71]; they emerged as a condi-
tion for the existence of a solution to the Yang-Baxter equation (3.17). About the same
time Sklyanin studied related algebraic relations in the context of a completely anisotropic
Heisenberg model [72, 73]. It was Drinfeld and Jimbo, who separately formalized the con-
cept of quantum groups [74–76]. The subsequent work done by generations of physicists
and mathematicians allows us to consider a top-down approach, in which we construct
concrete physical models starting on the algebraic level.
3.2 Solutions of the Yang-Baxter equation
There are several approaches to constructing parameter-dependent solutions of the Yang-
Baxter equation. Before elaborating on the universal one, we should mention the procedure
of Baxterisation, since it connects the topic to the braid groups.
In the procedure of Baxterisation we ﬁrst attempt a solution by considering a parameter-
independent version of the braid group relation (3.11),
Rˇ2,3Rˇ1,2Rˇ2,3 = Rˇ1,2Rˇ2,3Rˇ1,2, (3.27)
satisﬁed by Rˇ = PR. Consider two strands 1 and 2 and denote the process of braiding
the ﬁrst one under the second one as
Rˇ1,2 =
1 2
.
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The braid equation (3.27) simply describes the equivalence of two braidings of three strands
=
1 2 3 1 2 3
.
At this point it is perhaps instructive to mention that this braiding can also be interpreted
as an equivalence of two sequences of scattering processes between three particles. This
interpretation is often used in the literature on the topic of Bethe ansatz techniques and
originates in the work of Zamolodchikov brothers, on the exact solutions of the relativistic
quantum ﬁeld theory models in 1+1 dimensions [77].
Once the constant solutions to the braid equation are found, one simply has to combine
them with the spectral parameter, to produce the solution to the parameter-dependent
Yang-Baxter equation. The full solution R(ϕ) is then a polynomial in eiϕ, with coeﬃcients
that solve the braid group equation. The idea behind this procedure goes back to Jones [78]
and was later fully described by Ge, Wu and Xue [79]. The method of Baxterization is
not universal and we are not going to pursue it here. Instead, let us focus on the other
method, namely, the construction from the universal solution of the Yang-Baxter equation.
Here we start from a well known solution on the algebraic level and then take diﬀerent
representations in order to produce the R-matrix and the Lax operator. In the rest of
this section we will describe this procedure and ﬁnally construct the basic objects of the
structures of integrability that will be used later.
Contents of the section:
3.2.1 Universal solution of the Yang-Baxter equation: Aﬃne algebra U(ŝl2); Deformed aﬃne algebra
Uq(ŝl2); Universal R-matrix of Uq(ŝl2),
3.2.2 Lax operators of Heisenberg and Volterra models: Heisenberg model; Quantum Volterra model.
3.2.1 Universal solution of the Yang-Baxter equation
The idea behind the construction of an integrable model from the universal R-matrix is
the following. Starting in some algebra A with an operator R ∈ A ⊗ A that satisﬁes the
universal Yang-Baxter equation
R1,2R1,3R2,3 = R2,3R1,3R1,2 (3.28)
in A⊗3, we can produce the fundamental R-matrix or the Lax operator by evaluating the
equation in a suitable combination of representations of the algebra A. Choosing diﬀerent
representations for the physical and auxiliary space provides us with diﬀerent conservation
laws in the same model or with altogether diﬀerent models.
For instance, by choosing Pauli matrices as a representation on the physical space we
restrict ourselves to spin-1/2 chains. If the auxiliary space is chosen to be a spin-1/2
representation of the algebra as well, we can produce the fundamental R-matrix of the
Heisenberg model from equation (3.15). On the other hand, choosing a spin-s represen-
tation on the auxiliary space yields the Lax operator of the Heisenberg model, given by
equation (3.20). The roles of the auxiliary and physical space in the Lax operator can
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also be exchanged. In that case we are considering a spin-s chain with a spin-1/2 auxil-
iary representation. The corresponding transfer operator is used in diagonalisation of the
spin-s Heisenberg model [80].
To construct an integrable model in this way we ﬁrst need to identify the corresponding
algebra A. We will call it the symmetry group of the model, which is in fact a misnomer –
mathematically A is not really a group. The element R, that satisﬁes the algebraic Yang-
Baxter equation (3.28) and produces the fundamental R-matrix and the Lax operator is
referred to as the universal R-matrix (in short R). Usually, the symmetry group is an
inﬁnite-dimensional extension of a Lie algebra that is naturally related to the model in
consideration. The models, that we will construct in this thesis are all associated with the
Lie algebra sl2. Let us therefore use it to review the necessary mathematical structures
and to introduce the formula for R.
Aﬃne algebra U(ŝl2)
The fact that in the spin-1/2 Heisenberg model A is an extension of sl2, the algebra of
Pauli matrices, is not surprising. As a Lie algebra, sl2 has a well deﬁned addition, but
no ordinary multiplication. In physics, we instead use the enveloping algebra U(sl2) that
contains also the identity operator so that the usual multiplication is allowed. This is an
associative algebra with three generators e±α, hα, satisfying relations
[eα, e−α] = hα, [hα, e±α] = ±2e±α. (3.29)
A familiar representation is in terms of Pauli matrices, where e±α = σ± are ladder op-
erators, increasing or decreasing the z-component of the spin, which is in turn measured
by hα = σz. In fact, generator hα can generally be thought of as a diagonal operator
measuring the z-component of the spin.
By the term generators we mean that each element of U(sl2) can explicitly be written
as ∑
{nj}
Γ{nj}X
n1
1 X
n2
2 . . . X
nm
m , Xj ∈ {eα, e−α, hα}, (3.30)
for some m ∈ , where nj ∈ and Γ{nj} are complex coeﬃcients.3 In words, each element
of the algebra can be constructed through addition and multiplication of the three spin
operators and complex numbers.
The indices α and −α on the operators e±α are referred to as the positive and the
negative root, respectively. Loosely speaking, roots ±α correspond to the eigenvalues ±2
of the adjoint action adhα(•) := [hα, •]. As a consequence of the Jacobi identity for the
Lie bracket, commuting two elements with roots α and β produces another element of the
algebra, associated with the sum of the roots α + β, i.e. [eα, eβ] = eα+β . In U(sl2), this
can be illustrated trivially:
adhα [eα, e−α] = [eα,
−2e-α︷ ︸︸ ︷
adhαe−α] + [
2eα︷ ︸︸ ︷
adhαeα, e−α] = (2 + (−2))[eα, e−α], (3.31)
where the Jacobi identity has been used in the ﬁrst equality. The commutator [eα, e−α] is
thus a root element associated with α+ (−α), the corresponding eigenvalue of adhα being
2 + (−2).
Algebraic relations (3.29) evidently do not allow for roots other than 0 and ±α; a
commutator of arbitrary two spin operators yields the remaining generator of the sl2.
Having identiﬁed the root system, the algebra is now classiﬁed. The positive root α is
3In fact, due to relations (3.29) it is enough to take m = 3, X1 = eα, X2 = e−α and X3 = hα.
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chosen to encode it in a 1 × 1 Cartan matrix A = [2], whose element is the corresponding
eigenvalue of adhα , i.e. adhαeα = 2eα.
To be able to equip R with a spectral parameter and, at the same time, choose various
representations for it, we need to enhance the spin algebra. In particular, we wish to
have an inﬁnite number of generators, which will allow us to map R into power series
with operator coeﬃcients. This is achieved by extending the Cartan matrix into a 2 × 2
degenerate matrix
A =
⎡⎣ 2 −2
−2 2
⎤⎦ , (3.32)
which yields the untwisted aﬃne algebra U(ŝl2). One does not need to provide all of its
generators explicitly; they can be computed from only six elements hα, hδ−α, e±α and
e±(δ−α), which are labelled with roots ±α, ±(δ − α), and satisfy the deﬁning algebraic
relations [81]
[hα, e±α] = ±2e±α, [hδ−α, e±(δ−α)] = ±2e±(δ−α),
[hα, e±(δ−α)] = ∓2e±(δ−α), [hδ−α, e±α] = ∓2e±α,
[eδ−α, e−(δ−α)] = hδ−α, [eα, e−α] = hα,
[eα, e−(δ−α)] = 0, [eδ−α, e−α] = 0, [hα, hδ−α] = 0,
[eα, [eα, [eα, eδ−α]]] = 0, [eδ−α, [eδ−α, [eδ−α, eα]]] = 0.
(3.33)
The Cartan matrix again contains the eigenvalues of adhα and adhδ−α , associated with the
positive-root elements eα and eδ−α.4
The ﬁrst property of this algebra that we should note is that hα + hδ−α is in the
centre of the algebra, as it commutes with all the other elements: [hα + hδ−α, •] = 0.
Consider, for example, the ﬁrst four algebraic relations; the eigenvalues of adhα and adhδ−α
corresponding to the same root element are opposite integers and thus cancel out in the
action of adhα+hδ−α .
The question is now, how to identify the rest of the generators. First, we can see
that [eα, eδ−α] = 0 does not contradict any algebraic relations and thus the sum δ of the
corresponding roots is allowed in the root system. On the other hand, since [eα, e−(δ−α)] =
0 the associated sum 2α−δ is not a root, as it has no corresponding operator in the algebra.
Examining commutators between elements along these lines leads to the inﬁnite system
of roots
{−α + nδ}n∈ ∪ {nδ}n∈ ∪ {α + nδ}n∈ , (3.34)
paired with an inﬁnite number of independent root elements that we have been searching
for. Using them, we can construct the entire algebra U(ŝl2). Any of its elements can be
written as a Laurent polynomial given in equation (3.30), with Xj now chosen among hα,
hδ−α, enδ±α and enδ, for any n ∈ . Each triple of roots (nδ − α, nδ, nδ + α) can be
interpreted as an n-sites shift of the root system of the ordinary sl2, namely (−α, 0, α),
justifying the name aﬃne [81].
4Speciﬁcally, the elements of A are determined by relations adhαeα = 2eα, adhαeδ−α = −2eδ−α,
adhδ−αeα = −2eα and adhδ−αeδ−α = 2eδ−α.
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Deformed aﬃne algebra Uq(ŝl2)
The aﬃne U(ŝl2) is insuﬃcient for the study of the anisotropic Heisenberg model with
local Hamiltonian density given by equation (2.7). The algebraic relations have to be
deformed as we move away from the isotropic point η = 0. The deformation parameter q
is connected to the anisotropy of the model according to q = eiη and the algebra we are
looking for is the deformed untwisted aﬃne algebra Uq(ŝl2). It will be referred to as the
quantum group despite the fact, that it is not a group and is even less quantum [76].
Quantum group Uq(ŝl2) is an associative algebra constructed from six elements e±α,
e±(δ−α), qhα and qhδ−α that satisfy relations
qhαe±α = q±2e±αqhα , qhδ−αe±(δ−α) = q±2e±(δ−α)qhδ−α ,
qhαe±(δ−α) = q∓2e±(δ−α)qhα , qhδ−αe±α = q∓2e±αqhδ−α ,
[eα, e−α] = [hα]q, [eδ−α, e−(δ−α)] = [hδ−α]q,
[eα, e−(δ−α)] = 0, [eδ−α, e−α] = 0,
[eα, [eα, [eα, eδ−α]p]p]p = 0, [eδ−α, [eδ−α, [eδ−α, eα]p]p]p = 0, p = q±1.
(3.35)
In these relations we have introduced a q-deformed number [•]q and a q-deformed com-
mutator [•, •]q, deﬁned as
[x]q =
qx − q−x
q − q−1 , [eα, eβ]q = eαeβ − q
(α,β)eβeα, (3.36)
respectively. In the deﬁnition of the q-deformed commutator (• , •) denotes a symmetric
bilinear form on the roots, with (α, α) = 2 and (δ, •) = 0. The root δ is referred to as
the imaginary root and has zero length, namely (δ, δ) = 0, as a result of the degeneracy of
the Cartan matrix. Similarly as in the nondeformed case of U(sl2), taking commutators
of the six elements e±α, e±(δ−α), qhα and qhδ−α again results in an inﬁnite number of
generators. As a consequence, the q-deformation of the algebraic relations preserves the
inﬁnite system of roots.
Before examining the higher-order generators of the algebra we should remark that
the ﬁrst four relations in (3.35) in fact follow from the nondeformed relations (3.33); for
example, qhαeδ−α = q−2eδ−αqhα is a consequence of
hnαeδ−α = eδ−α(hα − 2)n, (3.37)
holding for all n ∈ . Recalling, that hα + hδ−α is in the centre of U(ŝl2) and thus
eﬀectively a number, we can choose hα +hδ−α = 0, which is consistent with the constraint
qhαqhδ−α = 1 in the deformed algebra.
Elements associated with roots of higher order are now generated either as ordinary, or
as q-deformed commutators of the lower-order generators. For example, eδ = [eα, eδ−α]q
and then, up to normalisation,
enδ+α = adneδeα, enδ−α = ad
n−1
eδ
eδ−α. (3.38)
With each commutation the roots again sum up, producing an inﬁnite sequence of inde-
pendent operators.
We could now generate the chain of imaginary roots as e′nδ = [e(n−1)δ+α, eδ−α]q. How-
ever, it is more convenient to associate the imaginary roots with elements enδ, related to
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the commutators e′nδ through the following relations [82]:
(q − q−1)
∞∑
n=1
enδ x
n = log
[
1 + (q − q−1)
∞∑
n=1
e′nδ x
n
]
, (3.39)
where x ∈ is a free variable. In particular, note that eδ = e′δ. As it turns out, this
“change of basis” simpliﬁes the ﬁnal expression for the universal R-matrix [83]. We will
take it as a recipe, which will turn out to be very simple on the level of representations,
where e′nδ will be diagonal operators.
What remains, is to deﬁne the negative-root elements. The standard procedure of
computing them is simply to use the Cartan involution, e−α = (eα)∗, where q∗ = q−1 and
for operators (AB)∗ = B∗A∗. We ﬁnally note that each element of the quantum group
Uq(ŝl2) can be expressed as a Laurent polynomial of the form∑
{nj}
Γ{nj}X
n1
1 X
n2
2 . . . X
nm
m , Xj ∈ {qhα , qhδ−α} ∪ {enδ±α}n∈ ∪ {enδ}n∈ , (3.40)
for some m ∈ , where nj ∈ and Γ{nj} are complex coeﬃcients.
Universal R-matrix of Uq(ŝl2)
Khoroshkin and Tolstoy have classiﬁed the universal R-matrices (in the following R) for
all quantum untwisted aﬃne algebras [84]. In the case of Uq(ŝl2), which will be important
for us, R can be factorised as
R = R+R0 R− qhα⊗hα/2, (3.41)
the factors reading
R+ =
→∏
n≥0
expq−2
[
(q − q−1)enδ+α ⊗ e−nδ−α
]
, R0 = exp
[ ∞∑
n=1
n
q − q−1
[2n]q
enδ ⊗ e−nδ
]
,
R− =
←∏
n≥1
expq−2
[
(q − q−1)enδ−α ⊗ e−nδ+α
]
.
(3.42)
We have introduced the deformed exponential function
expq−2 x =
∞∑
n=0
xn
(q−n+1[n]q)!
, (3.43)
where f(n)! := ∏nk=1 f(k). The products in R± are ordered with respect to the root
system; the direction of increasing n is denoted by an arrow above the product symbol.
We stress that R satisﬁes the algebraic Yang-Baxter equation (3.28) solely due to the
relations of the quantum group. It is redundant to say how powerful this result is. In
the following we will use it to construct integrable models, whose physics is going to be
discussed in the next chapters.
3.2.2 Lax operators of Heisenberg and Volterra models
The universal R-matrix (3.41) does not depend on any free parameter. To construct inte-
grable models we need to choose appropriate representations, equipped with a free complex
parameter ϕ. This is possible, since the aﬃne algebras have a natural representation in
the space of polynomials in a complex variable. Conveniently, the coeﬃcients in these
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polynomials lie in a subalgebra that is related to the physical model in consideration.
This mapping of the aﬃne algebra into what is known as the loop algebra is called the
evaluation map [85].
In what follows, we are going to use a mixture of results and calculations by Antonov [86],
Khoroshkin, Stolin and Tolstoy [82], as well as Volkov [49]. We should also mention Refer-
ence [87], written by Boos et. al., as a good review on this topic. Being a prime example of
integrable models, the Heisenberg spin chain seems a good starting point for the discussion.
Heisenberg model
To reproduce the fundamental R-matrix and the Lax operator of the Heisenberg model
(see Examples 3.2 and 3.4, respectively), we will map the quantum group into the loop
algebra [z, z−1] ⊗ Uq(sl2). Here [z, z−1] denotes the ring of Laurent polynomials in the
free complex variable z and Uq(sl2) an associative algebra generated by the deformed spin-s
operators S±, q2Sz . The variable z is related to the spectral parameter ϕ and the deformed
spin-s operators satisfy relations (3.21), namely [Sz, S±] = ±S±, [S+, S−] = [2Sz]q.
By means of a straightforward calculation one can check that Uq(sl2) has an invariant
element, i.e. a Casimir operator
C = q q−2Sz + q−1q2Sz + (q − q−1)2S+S−, (3.44)
for which [C, •] = 0. We write its value as C = ζ + ζ−1, where ζ depends on the spin s
and other possible parameters that arise once operators S±, Sz are speciﬁed explicitly.
The evaluation map, which equips the quantum group with a free complex parameter,
is denoted by
ρ(z; s, ζ) : Uq(ŝl2) −→ [z, z−1] ⊗ Uq(sl2) (3.45)
and maps according to
qhα = q2Sz , qhδ−α = q−2Sz ,
enδ+α = (z q−2S
z)nS+, e−nδ−α = S−(z−1q2S
z)n; n ∈ 0,
enδ−α = −znS−(q−2Sz)n−1, e−nδ+α = −z−n(q2Sz)n−1S+; n ∈ .
(3.46)
If we assume z∗ = z−1, the deﬁnition of the evaluation map is consistent with Cartan
involution that relates generators associated with positive and negative roots, for instance,
e−nδ−α = (enδ+α)∗.5
Following the recipe outlined in the section on the aﬃne Uq(ŝl2), we will now compute
the imaginary-root elements enδ using formula (3.39), which connects their generating
function with the one of the commutators e′nδ = [e(n−1)δ+α, eδ−α]q. These commutators
explicitly read
e′nδ = −zn(q−2S
z)n−1
[
(C − q q−2Sz − q−1q2Sz)(1 − q−2n)
(q − q−1)2 + q
−2n[2Sz]q
]
. (3.47)
Since Sz corresponds to a diagonal operator measuring the z-component of the spin s,
and since Casimir C is essentially a -number, we can also think of e′nδ as being diagonal.
The imaginary-root generators enδ can then easily be computed by comparing the power
expansions of each side of the equation (3.39) in the variable x. This yields
enδ = − z
n
n(q − q−1)
[
q−n(ζn + ζ−n) − (q−2Sz)n(1 + q−2n)
]
(3.48)
5Recall: q∗ = q−1 and for operators (AB)∗ = B∗A∗.
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and, using the Cartan involution,
e−nδ =
z−n
n(q − q−1)
[
qn(ζn + ζ−n) − (q2Sz)n(1 + q2n)
]
. (3.49)
To produce the Lax operator and the R-matrix of the Heisenberg model, the physical
space Vp must correspond to a spin-1/2 representation. Hence, we take S± = σ± and Sz =
1
2σ
z as operators over the physical space. The evaluation of the Casimir operator (3.44) is
straightforward and yields ζ = q2. It is also convenient to relate the loop algebra variable z
to the spectral parameter according to z = e−2iϕq; we denote the corresponding evaluation
map as
ρ[e−2iϕq; 12 , q
2] : Uq(ŝl2) −→ End(Vp). (3.50)
For the Lax operator we ﬁx z = 1 on the auxiliary space Va, since we already have a
free parameter. On the other hand, parameters s and ζ are now left unevaluated, since we
do not yet wish to specify the operators over Va explicitly; the corresponding evaluation
map is
ρ[1; s, ζ] : Uq(ŝl2) −→ End(Va). (3.51)
Up to a gauge transformation, the Yang-Baxter equation is reproduced as
(ρ[e−2iϕq; 12 , q
2] ⊗ ρ[e−2iϕ′q; 12 , q
2] ⊗ ρ[1; s, ξ])(R1,2R1,3R2,3) =
= R1,2(ϕ − ϕ′)L1,a(ϕ, s)L2,a(ϕ′, s),
(ρ[e−2iϕq; 12 , q
2] ⊗ ρ[e−2iϕ′q; 12 , q
2] ⊗ ρ[1; s, ξ])(R2,3R1,3R1,2) =
= L2,a(ϕ′, s)L1,a(ϕ, s)R1,2(ϕ − ϕ′),
(3.52)
where the spin parameter of the auxiliary representation is now explicitly written in the
Lax operators. The constituents of the Yang-Baxter equation are
(ρ[e−2iϕq; 12 , q
2] ⊗ ρ[1; s, ξ])(R) = L(ϕ, s),
(ρ[e−2iϕq; 12 , q
2] ⊗ ρ[e−2iϕ′q; 12 , q
2])(R) = R(ϕ − ϕ′),
(3.53)
where R(ϕ) is given by equation (3.15) and L(ϕ, s) by equation (3.20); for details and
comments on the construction see Examples 3.6 and 3.7 below.
Example 3.6. Operator (ρ[z; 12 , q2] ⊗ ρ[1; s, ζ])(R) is computed piece by piece by using the
prescriptions for the evaluation map and R, given by equations (3.46) and (3.41), respectively.
Since (σ+)2 = 0, the inﬁnite products and exponential series in R truncate. For example:
expq−2 [(q − q−1)enδ+α ⊗ e−nδ−α] = 1 + (q − q−1)enδ+α ⊗ e−nδ−α, (3.54)
as all higher orders in the expansion of the exponential function disappear due to enδ+α =
(z q−σz )nσ+. After a straightforward calculation we thus obtain
R+ =
[
1 S− q−q
−1
1−z q−1q2Sz
0 1
]
, R− =
[
1 0
z (q−q−1)
1−z q−1q2Sz S
+ 1
]
(3.55)
for the ordered products and
R0 = exp
(
−
∞∑
n=1
ζn + ζ−n
1 + q−2n
zn
n
)[ 1
1−z q q2Sz 0
0 1−z q
−1q2S
z
z2−Cz+1
]
(3.56)
for the middle factor.6 The right-most factor in (3.41) is qhα⊗hα/2 = qσz⊗Sz .
6We denote (1 − zq−1q2Sz )−1 = 1/(1 − zq−1q2Sz ); this is a diagonal operator, which can easily be
inverted. In this sense (1 − z q−1q2Sz )/(z2 − Cz + 1) is unambiguous, since C acts as a -number.
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Multiplying the pieces together according to the formula for the universal R-matrix and
setting z = e−2iϕ q yields
(ρ[e−2iϕ q; 12 , q
2] ⊗ ρ[1; s, ζ])(R) =
= prefactor × ei
ϕ
2 σ
z
[
eiϕqS
z − e−iϕq−Sz (q − q−1)S−q−Sz
(q − q−1) q S+qSz eiϕq−Sz − e−iϕqSz
]
e−i
ϕ
2 σ
z
. (3.57)
We now use a canonical transformation q S+qSz → S+, S−q−Sz → S−, which preserves the
Uq(sl2) relations [Sz, S±] = ±S±, [S+, S−] = [2Sz]q. Identifying q = eiη, we ﬁnally reproduce
the well known Lax operator of the Heisenberg model:
(ρ[e−2iϕq; 12 , q
2] ⊗ ρ[1; s, ξ])(R) = ei
ϕ
2 σ
z
[
sin(ϕ + η Sz) sin η S−
sin η S+ sin(ϕ − η Sz)
]
e−i
ϕ
2 σ
z
. (3.58)
We remark that the gauge factors eiϕσz/2 act only over the physical space Vp.
Example 3.7. To reproduce the fundamental R-matrix of the Heisenberg model one has to
consider the mapping into End(V⊗2p ) with a double of spin-1/2 representations. A calculation
similar to the one above yields
(ρ[e−2iϕq; 12 , q
2] ⊗ ρ[e−2iϕ
′
q; 12 , q
2])(R) =
= ei
ϕ
2 σ
z
⊗ ei
ϕ′
2 σ
z
⎡⎢⎢⎢⎢⎣
1 0 0 0
0 sin(ϕ−ϕ
′)
sin(ϕ−ϕ′+η)
sin η
sin(ϕ−ϕ′+η) 0
0 sin ηsin(ϕ−ϕ′+η)
sin(ϕ−ϕ′)
sin(ϕ−ϕ′+η) 0
0 0 0 1
⎤⎥⎥⎥⎥⎦ e−i
ϕ
2 σ
z
⊗ e−i
ϕ′
2 σ
z
. (3.59)
Note that the gauge factors of the form eiϕσz/2 on the physical spaces cancel out in the Yang-
Baxter equation, as they are present also in the representation that yields the Lax opera-
tor (3.58).
Quantum Volterra model
Let us now comment on the fundamental R-matrix and Lax operator of the quantum
Volterra model, as described in Examples 3.3 and 3.5, respectively. Following Antonov [86],
the Lax operator of the quantum Volterra model is reproduced by taking a spin-1/2 repre-
sentation on the auxiliary space and a q-oscillator representation of the quantum group on
the physical space. The q-oscillator representation comprises the original quantum group
relations (3.35) and an additional constraint
eδ−αeα − q−2eαeδ−α = z
2
q − q−1 , (3.60)
which is a deformation of the quantum harmonic oscillator algebra.7 Representation pa-
rameter z ∈ is the spectral parameter in the Lax operator of the quantum Volterra
model.
According to deﬁnition (3.36) of the q-commutator, the constraint (3.60) is equivalent
to
eδ = [eδ−α, eα]q =
z2
q − q−1 , (3.61)
which implies enδ+α = 0 for n > 0 and enδ−α = 0 for n > 1, since these operators are
created via a repeated application of adeδ(•) = [z2/(q − q−1), •] = 0; see equation (3.38).
7Recall that [a, a†] = 1 holds for the operators that create and annihilate the bosonic modes of the
harmonic oscillator.
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In turn, this results in e′nδ = [e(n−1)δ+α, eδ−α]q = 0 for n > 1. Since e′nδ are trivial, it is
easy to calculate enδ by employing relation (3.39) between their generating functions. We
obtain
enδ = (−1)n+1 z
2n
n(q − q−1) , e−nδ = (enδ)
∗ = (−1)n z
−2n
n(q − q−1) . (3.62)
We now recall that the physical degrees of freedom in the Volterra model are acted
upon by the Weyl variables u, v, satisfying uv = q vu. Using them, we can express the
generators of the q-oscillator algebra as
eα =
zq1/2
q − q−1 vu
−1, eδ−α =
zq1/2
q − q−1uv
−1, qhα = u2, hδ−α = −hα. (3.63)
In our case, since enδ+α = 0 for n > 0 and enδ−α = 0 for n > 1, the power-series
expansions of R± will only contain terms like eα ⊗ e−α and eδ−α ⊗ e−δ+α; see the universal
R-matrix (3.41). The physical degree of freedom is described by the ﬁrst vector space, so
we do not need to specify the generators corresponding to roots −α and −δ + α in terms
of Weyl variables.
Denoting the q-oscillator representation by ρosc[z], the Lax operator of the quantum
Volterra model is now produced as
(ρosc[z] ⊗ ρ[1, 12 , q
2])(R) = L(z); (3.64)
for details see Example 3.8.
Remark 3.2. By mapping R into End(V⊗2p ) using two versions of the q-oscillator representation
ρosc[z] one can also reproduce the fundamental R-matrix of the quantum Volterra model. Its
braid form is expressed in terms of the deformed exponential functions from equation (3.43)
and only depends on the variable w = uv ⊗ uv−1 [86, 88]:
r(z, w) =
expq2
[
zw(q − q−1)−1] expq2 [zw−1(q − q−1)−1]
expq2 [w(q − q−1)−1] expq2 [w(q − q−1)−1]
. (3.65)
As was shown by Antonov in [86], this formula comes directly from the evaluation of the
universal R-matrix. According to Faddeev and Volkov [88], it can be equivalently expressed as
a series
r(z, w) = 1 +
∞∑
k=1
Γ(z, k)(wk + w−k); Γ(z, k) =
k∏
l=1
zq−l+1 − ql−1
zql − q−l , (3.66)
where q is restricted to the interior of the unit circle in the complex plane (|q| < 1). We will,
however, be interested in the cases, where q is a root of unity. There, the factorised form of
r(z, w) seems not to be valid for all orders m of the root of unity q (qm = 1) [88].
We will avoid the necessary procedure of renormalisation of the universal R-matrix [83] at
roots of unity and try to produce r(z, w) given in (3.16) by manipulating expression (3.66); see
Example 3.9.
Example 3.8. To produce the Lax operator of the quantum Volterra model we need to evaluate
the representation (ρosc[z] ⊗ ρ[1, 12 , q2])(R). The exponential series in R again truncate due to
(σ+)2 = 0, which holds over the auxiliary space. The ordered products in the universal R-matrix
are now
R+ =
[
1 0
zq1/2vu−1 1
]
, R− =
[
1 −zq1/2uv−1
0 1
]
.
The middle factor becomes
R0 = exp
[
−
∞∑
n=1
(−z2q2)n
n(qn + q−n)
] [ 1
1+qz2 0
0 1
]
,
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while the rightmost factor is qhα⊗hα/2 = uσz . We multiply them and use the canonical transfor-
mation q1/2v → v to obtain the operator L(z) from Example 3.5
(ρosc[z] ⊗ ρ[1, 12 , q
2])(R) =
[
u −zv−1
zv u−1
]
. (3.67)
Example 3.9. Our aim is now to produce the fundamental R-matrix of the quantum Volterra
model from the Faddeev-Volkov representation in terms of a power series (3.66). For q, such
that qm = 1, where m is an odd number, the following properties hold for the coeﬃcients Γ(z, k)
of the power series:
Γ(z, 0) = 1, Γ(z, k) = Γ(z, k + m), Γ(z, m−n2 ) = Γ(z,
m+n
2 ), (3.68)
where k ∈ 0 and n ≤ m is an odd integer.
In the root-of-unity case the Weyl variables satisfy um = 1, vm = 1 and similarly wm = 1;
take, for instance, u and v from Example 2.2. Using these facts and the properties (3.68) of the
coeﬃcients Γ(z, k) we can now manipulate the series in (3.66) to become
r(z, w) = 1 +
∑
n∈m
(
2 +
(m−1)/2∑
k=1
Γ(z, k)[wk + w−k] +
m−1∑
k=(m+1)/2
Γ(z, k)[wk + w−k]
)
=
= 1 +
∑
n∈m
(
2 + 2
(m−1)/2∑
k=1
Γ(z, k)[wk + w−k]
)
= 1 + 2
∑
n∈m
(m−1)/2∑
k=(1−m)/2
Γ(z, |k|)wk
(3.69)
Introducing a renormalisation parameter M ∈ we now obtain
lim
M→∞
r(z, w)
2M =
(m−1)/2∑
k=(1−m)/2
Γ(z, |k|)wk, (3.70)
i.e. the root-of-unity braid form of the quantum Volterra R-matrix (3.16).
In summary, the Lax operator of an sl2-related integrable model is typically reproduced
from the universal algebraic object R ∈ Uq(ŝl2) ⊗ Uq(ŝl2) through a sequence of maps,
slightly varying from one model to another.
The ﬁrst one is the evaluation map that maps the quantum group Uq(ŝl2) into the loop
algebra [z, z−1] ⊗ Uq(sl2). The role of this map is, to equip the quantum group with a
spectral parameter. Once a suitable representation is chosen for them, the spin operators
in Uq(sl2) act either on the physical or on the auxiliary space. This representation of
Uq(sl2) over Vp or Va, respectively, is the second map and provides the explicit form of the
spin operators.
Perhaps the most illustrative example is the Lax operator of the Heisenberg model,
where the sequence can be represented as follows:
Uq(ŝl2) ⊗ Uq(ŝl2) (spin-1/2) ⊗ (spin-s)︸ ︷︷ ︸
with a spectral parameter
evaluation
map End(Vp ⊗ Va).
concrete
representation
With this we conclude the general discussion and move forward to the original results.
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Integrable periodically driven
quantum systems
In this chapter we present a systematic construction of integrable quantum Floquet sys-
tems. The basic ingredients in this construction are objects originating in the universal
R-matrix. Since these objects generate Hamiltonians of integrable interacting models, the
setup that we are going to present is naturally related to the continuous-time dynamics
– the latter can be recovered in the regime of an inﬁnitesimally small period of propa-
gation. The concept of a discrete-time system acting as a Trotter approximation of the
continuous-time dynamics is not speciﬁc to integrable models. Such systems are particu-
larly useful in matrix-product simulation methods [39], where they allow parallelisation,
or in experiments, where they act as quantum simulators for probing the nonequilibrium
physics [89].
However, in the endeavour to put discrete-time dynamical systems into a physically rel-
evant context, their continuous-time counterparts are quite redundant. Periodically driven
models are perhaps more widespread not as convenient substitutes for the continuous-time
dynamics, but rather as dynamical systems of their own. There are numerous examples,
in particular classical and quantum cellular automata with a wide range of applications
and interesting dynamical properties. They range from toy models exhibiting the inter-
play of diﬀerent transport regimes [43, 90–92] and acting as a test bed for new methods
of calculation of dynamical properties [93, 94], to random unitary circuits. The latter
have recently been in the spotlight for their role in the study of ergodicity, thermalisa-
tion, and entanglement spreading [95–98]. A plethora of examples can also be found in
continuous ﬁeld theories, where discrete-time models arise naturally as lattice regularisa-
tions [34, 35, 88, 99].
Except in the discussion of the classical limits of the Hirota model, this chapter is
mainly based on the original works coauthored by me [41–43]. We will focus on integrable
Trotterisations [42, 100, 101], which can be generated using the approach similar to the
quantum transfer matrix formalism [102]. The latter was developed for computation of
thermodynamic properties in integrable models [103] and later applied to certain quantum
quench problems [104, 105]. In particular, we will look into the underlying integrability
structure and consider its implications for the dynamics.
In the ﬁrst part of the chapter we will introduce quantum circuits and deﬁne Trot-
terisations. A concise recipe for the construction of an integrable Trotterisation will be
provided, starting from the fundamental R-matrix of an integrable model. The ﬁrst ex-
ample will be studied in the second part of the chapter; we will look into a Trotterisation
of the isotropic Heisenberg model, as presented in [42]. We will consider the hierarchy of
local conservation laws and the boost equation which facilitates their computation.
The third part of the chapter focuses on quasilocal conservation laws stemming from
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the so-called unitary representations of the quantum group. This particular subset of
quasilocal conservation laws is used, for instance, in the generalised Gibbs ensemble, de-
scribing the long time behaviour of the dynamics in an isolated quantum many-body
system. A detailed construction of the quasilocal conservation laws will be performed
on the example of the quantum Hirota model, a lattice discretisation of the sine-Gordon
model. Here we will follow Reference [41].
In the last section we will consider the anisotropic Heisenberg model and construct
quasilocal conservation laws from nonunitary representations of the quantum group; this
result was ﬁrst presented in Reference [43]. As a direct consequence of the nonunitarity of
representations, these conservation laws break the parity symmetry of the model. In the
Heisenberg model the latter corresponds to a global spin-ﬂip invariance. We will show,
how the existence of such conservation laws implies ballistic spin transport. This will act
as a clear demonstration of the eﬀect of integrability on the dynamics.
4.1 Unitary quantum circuits and Trotterisations
We start by outlining the general structure of a unitary quantum circuit. Consider a local
unitary gate, which acts on two physical degrees of freedom (sites), for example on two
neighbouring spins-1/2. This is a unitary operator U ∈ End(V⊗2p ), U †U = , represented
graphically as
1 2
U .
The time ﬂows upwards and indices 1 and 2 denote the degrees of freedom, that are acted
upon by this unitary gate. We build a discrete-time propagation scheme out of multiple
half-steps, each one consisting of commuting operators, represented by nonoverlapping
gates. For example, operator ∏n U2n,2n+1, corresponding to one half-step, is
2 3 4 5 6 7
... U U U ...
In the next half of the time step, we shift the unitary gates for one site, in order to be
able to emulate the interaction:
2 3 4 5 6 7
... U U U ...
... U U ...
If the system has N ∈ 2 degrees of freedom and periodic boundary conditions, the
evolution for a full time step can be written as U = Ueven Uodd, the half-steps being
Uodd =
N/2∏
n=1
U2n,2n+1 , Ueven =
N/2∏
n=1
U2n−1,2n . (4.1)
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In consistence with periodic boundary conditions, the unitary quantum gate UN,N+1 is
equivalent to UN,1 and links the last site with the ﬁrst.
Encoding the state of the system at time t ∈ in a density matrix ρt, the discrete
Liouville–von Neumann equation for its time evolution reads
ρ(t + 1) = U ρ(t)U†, (4.2)
while Heisenberg equation for the evolution of an arbitrary operator, say A, is
A(t + 1) = U† A(t)U . (4.3)
According to this, a t-fold application of the operator U propagates us for t steps in
time. Evidently, such circuit is reversible in time. In general, we could have chosen the
local gates U to be completely unrelated, site-dependent operators. They could even be
randomly chosen. Such random unitary quantum circuits have recently attracted attention
as minimal models of quantum many-body chaos [96–98, 106].
We will, however, consider a special case, where the local gate is an exponential of a
local Hamiltonian density h, deﬁned in (2.6). Speciﬁcally, we take
U = e−i δt h, (4.4)
where the parameter δt denotes the time step. For a very small time step, we have
U = − i δt h + O(δt2) (4.5)
and thus
U = − i δt
N∑
n=1
hn,n+1 + O(δt2) = − i δtH + O(δt2), (4.6)
H denoting the Hamiltonian of a continuous-time model. Choosing a ﬁnite time t, parti-
tioned into T intervals δt = t/T , where T ∈ , we obviously reproduce the continuous-time
propagation through the prescription
lim
T→∞
UT = e−itH , (4.7)
known as the Trotter formula.
If the Hamiltonian H is integrable, as described in Chapter 3, so is the quantum unitary
circuit, that reproduces it. To see this we recall the properties of the R-matrix given in
equation (3.12). Due to the ﬁrst one, Rˇ(−ϕ)Rˇ(ϕ) = , the spectral parameter can usually
be chosen so that the braided R-matrix becomes unitary, Rˇ(−λ) = Rˇ(λ)†. The remaining
properties Rˇ(0) = and ∂ϕRˇ(ϕ)
∣∣
ϕ=0 = h then imply
Rˇ(λ) = + λh + O(λ2) (4.8)
and, comparing to (4.5), we can choose U = Rˇ(λ) for the local unitary quantum gate in
the propagation scheme (4.1). As opposed to the spectral parameter ϕ, the parameter λ
will be ﬁxed and connected to the time step of the propagation. In other words, λ is a
parameter of the discrete-time model.
Since the local unitary gate corresponds to the R-matrix of the model, it is easy to
connect the time evolution operator U to the integrability structure. The key lies in
the inhomogeneous transfer operator, such as the one given by (3.19). In Chapter 3 we
have remarked, that introducing the inhomogeneities into the transfer operator does not
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aﬀect commutation relations. In the construction of integrable Trotterisations we always
consider a family of commuting inhomogeneous transfer operators, for example,
T (ϕ) = tra
[ ←∏
1≤n≤N
Ra,n(ϕ − (−1)n λ2 )
]
, (4.9)
The arrow over the product indicates ordering of the product, i.e. the direction in which
index n increases. It is somewhat arbitrary; however, see Remark 4.1.
Evaluation of this transfer operator at ϕ = ±λ/2 gives
T (λ2 ) =
[ ←∏
2≤n≤N
P1,n
]
Uodd, T (−λ2 ) =
[ ←∏
2≤n≤N
P1,n
]
U−1even. (4.10)
where traPa,1 = and Rˇ(−ϕ)Rˇ(ϕ) = have been used. We observe, that T (λ2 ) corre-
sponds to a translation for a half of the time step in time and for one lattice site in space.
On the other hand T (−λ2 ) corresponds to a translation for a half of the time step back-
wards in time and for one lattice site in space. These translations are referred to as the
light-cone shifts. They correspond to the fastest possible spreading of localised operators
on the space-time lattice, allowed by the structure of the unitary circuit. Combining the
light-cone shifts gives the propagator,
[T (−λ2 )]−1T (λ2 ) = Ueven Uodd = U . (4.11)
The transfer operator T (ϕ) thus generates the conservation laws of the discrete-time dy-
namics, since [U , T (ϕ)] = 0 and [T (ϕ), T (ϕ′)] = 0.
Using the standard algebraic Bethe ansatz method one could now derive Bethe equa-
tions and address the problem of diagonalisation of the propagator. Although we will not
discuss this procedure here, we remark that it has recently been used in calculating the
dynamical structure factor of a quantum chaotic Floquet driven system, where the eﬀect
of one conserved quantity on the chaotic behaviour has been studied [107].
Remark 4.1. We note that taking the opposite ordering of the R-matrices in the transfer
operator (4.9) yields a propagator with switched time steps
[T (−λ2 )]−1T (λ2 ) = Uodd Ueven. (4.12)
4.2 Local conservation laws and boost operator
Lacking a Hamiltonian or other conserved quantities that would break ergodicity, a generic
periodically driven system will eventually heat up to inﬁnite temperature. The presence
of even a single conservation law can prevent this scenario in a substantial portion of the
phase space [37]. In periodically driven systems with an extensive set of local conserved
quantities the thermalisation will generally occur towards a Floquet generalised Gibbs
ensemble [23, 108]. Here, we would like to identify its constituents.
The section presents the ﬁrst example of an integrable Trotterisation, which I have
studied along with my collaborators in [42]. We will consider a discrete-time isotropic
Heisenberg model, also referred to as the XXX model. The standard hierarchy of local
conservation laws will be reviewed along with the boost operator, which enables their
recursive construction. In the continuous-time limit as λ → 0, this construction reduces
to the hierarchy, which was thoroughly studied by Mathieu and Grabowski [109]. At the
end, we will brieﬂy introduce the quasilocal conservation laws, a detailed study of which
will take place in the subsequent section.
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4.2.1 Trotterisation of the isotropic Heisenberg model
The fundamental R-matrix of the XXX model can be produced from the trigonometric
solution of the Yang-Baxter equation (3.15), by rescaling the spectral parameter as ϕ →
iη λ and taking the limit η → 0. Its braid form then reads
Rˇ(λ) =
⎡⎢⎢⎢⎢⎢⎣
1 0 0 0
0 11+iλ
iλ
1+iλ 0
0 iλ1+iλ
1
1+iλ 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎦ =
+ i λ P
1 + i λ , (4.13)
where P denotes the permutation. For λ ∈ the braided R-matrix is evidently unitary
and can act as a local quantum gate U = Rˇ(λ). The time evolution is generated by
U = Ueven Uodd and its Heisenberg picture interpretation (4.3) is shown on ﬁgure 4.1.
Two noticeable limits of this propagation scheme are λ  1 and λ → ∞. In the ﬁrst
one we set λ = −J δt and expand for small δt, to reproduce
Un,n+1 = − i δt hn,n+1 + O(δt2), hn,n+1 = J2 (σn ·σn+1 − ) , (4.14)
as expected. Symbol J denotes the coupling constant of the Heisenberg model. On the
other hand, the limit λ → ∞ reproduces a propagator composed of SWAP gates. This
can be thought of as a classical limit, since the subspace of diagonal states is invariant
under the action ρ → UρU†. This limit has noninteracting local excitations; those that
are located on the odd sites at the beginning of the time step correspond to the left-movers
and those on even sites to the right-movers. For instance, the defect in a ferromagnetic
state |. . . ↓↓↑↓↓ . . .〉 will propagate freely towards the left (right) if it is situated on the
odd (even) site.
... 2n − 1 2n ...
... U U U U ...
... U U U ...
... U U U U U ...
... U U U U ...
U
U
Figure 4.1: Unitary quantum circuit corresponding to two full time-steps of the propagator
U = UevenUodd acting on the observables in the Heisenberg picture. The direction of time
is upwards. Note the symmetry in the one-step propagation of the two-site magnetisation
mn for even and odd n in blue and red, respectively.
Even before elaborating on the hierarchy of local conservation laws, we can discern one
of them simply from the analogy with the continuous-time limit of the model. Because of
the U(1) symmetry of the fundamental R-matrix the total magnetisation M = ∑Nn=1 σz
is conserved: U†M U = M . This ultralocal conservation law can be expressed in terms of
two local continuity equations, depending on whether we are looking at magnetisation on
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odd or even site
U† σz2n+1 U − σz2n+1 = −j′2n+2 + j2n+1, U† σz2n U − σz2n = −j2n+1 + j′2n. (4.15)
We will refer to j′2n and j2n+1 as even and odd current density, respectively. The asymmetry
in the continuity equations is a consequence of the two-step nature of the propagator.
To derive the even and the odd current we deﬁne a two-site magnetisation mn :=
σzn−1 + σzn, the propagation of which is symmetric and shown on ﬁgure 4.1. Adding the
continuity equations (4.15) we have
U†m2nU − m2n = −j2n+1 + j2n−1, U†m2n+1U − m2n+1 = −j′2n+2 + j′2n. (4.16)
Since [U2n−1,2n,m2n] = 0, the local magnetisation m2n is conserved by Ueven and will
spread symmetrically to become a four-site operator during the second half of the time
step. The equation on the left-hand side in (4.16) is thus equivalent to
U†oddm2nUodd = m2n − j2n+1 + j2n−1, (4.17)
suggesting the odd current density j2n+1 to be a two-site operator; see the blue shaded
area in ﬁgure 4.1. Explicitly, the odd current reads
j2n+1 = −
2iλ
1 + λ2
(
σ+2nσ
−
2n+1 − σ−2nσ+2n+1
)
+ λ
2
1 + λ2
(
σz2n − σz2n+1
)
. (4.18)
To compute the even current density we ﬁrst note that equation (4.17), if shifted for one
lattice site, becomes U†evenm2n+1Ueven = m2n+1 − j2n+2 + j2n. Multiplying this equation
by U†odd from the left and by Uodd from the right we obtain
U†m2n+1U − m2n+1 = −U†odd j2n+2Uodd + U†odd j2nUodd, (4.19)
where U†oddm2n+1Uodd = m2n+1 has been used. Comparison with the continuity equation
on the right-hand side of (4.16) shows
j′2n = U†odd j2nUodd, (4.20)
where j2n is given in (4.18). This suggests the even current density j′2n to be a four-site
operator. The total extensive current is the sum J = ∑Nn=1(j2n−1 + j′2n) of even and odd
contributions.
In the continuous-time limit both contributions become equivalent,
jn = j′n = 2iJ δt
(
σ+n−1σ
−
n − σ−n−1σ+n
)
+ O(λ2), (4.21)
while the continuity equations (4.15) reduce to
∂tσ
z
n(t) = −jn+1(t) + jn(t). (4.22)
On the other hand, in the limit λ → ∞ we obtain j2n+1 = σz2n − σz2n+1 and j′2n =
σz2n−2 − σz2n+1, while the continuity equation is trivially satisﬁed. Loosely speaking, the
currents here simply count the amount of the right-movers versus the amount of the left-
movers propagating past a particular point in the spin chain – recall that the direction of
the excitation depends on its position.
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4.2.2 Integrable hierarchy
We recall, that the reduction of the R-matrix into a permutation is the crucial property
that ensures locality of the conservation laws. They are produced as logarithmic derivatives
of the transfer operator at the point, where this reduction takes place. In a Trotterised
model this suggests two families of conserved charges,
Q+n = ∂nϕ log T (ϕ)
∣∣∣
ϕ=λ2
, Q−n = ∂nϕ log T (ϕ)
∣∣∣
ϕ=−λ2
, (4.23)
the locality of which we will demonstrate recursively. First, we will construct the boost
operator B, which transforms lower-order integrals of motion into higher-order ones ac-
cording to
[B,Q±n ] = Q±n+1. (4.24)
As we will see, boost consists of local terms. This implies, that the adjoint action [B, •]
preserves locality. In order to prove that the logarithmic derivatives are local, it is then
enough to show locality of the ﬁrst-order conservation laws Q±1 , which will be done in the
next step.
Boost operator
In order to derive the boost operator we ﬁrst rewrite the transfer matrix (4.9) in terms of
the staggered two-site Lax operator a|12(ϕ) ∈ End(V⊗3p ) as
T (ϕ) = tra
[ ←∏
1≤n≤N/2
a|2n−1,2n(ϕ)
]
; a|12(ϕ) = Ra,2(ϕ − λ2 )Ra,1(ϕ + λ2 ). (4.25)
We recall R(ϕ) = PRˇ(ϕ), where U = Rˇ(λ) is the local unitary gate. Introducing the
staggered R-matrix
12|34(ϕ) = Rˇ2,3(ϕ − λ)Rˇ1,2(ϕ)Rˇ3,4(ϕ)Rˇ2,3(ϕ + λ), (4.26)
we will ﬁrst prove the following useful lemma:
Lemma 4.1. The staggered Lax operator deﬁned in (4.25) and the R-matrix (4.26) satisfy
the Yang-Baxter equation
12|34(ϕ − ϕ′) a|34(ϕ) a|12(ϕ′) = a|34(ϕ′) a|12(ϕ) 12|34(ϕ − ϕ′). (4.27)
Proof. Using P2,3A2,3 = A3,2P2,3, which holds for an arbitrary operator A, the staggered
R-matrix can be rewritten as R3,2(ϕ − λ)Rˇ1,3(ϕ)Rˇ2,4(ϕ)R2,3(ϕ + λ). The calculation is
now composed of multiple steps that include reshuﬄing of the R-matrices without overlap
in indices, and the use of the fundamental Yang-Baxter equation. The latter is used on
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each square bracket [•]. We write
12|34(ϕ−ϕ′) a|34(ϕ) a|12(ϕ′)=
=R3,2(ϕ−ϕ′−λ)Rˇ2,4(ϕ−ϕ′)Ra,4(ϕ− λ2 )Rˇ1,3(ϕ−ϕ′)×
×
[
R2,3(ϕ−ϕ′+λ)Ra,3(ϕ+ λ2 )Ra,2(ϕ′− λ2 )
]
Ra,1(ϕ′+ λ2 )=
=R3,2(ϕ−ϕ′−λ)
[
Rˇ2,4(ϕ−ϕ′)Ra,4(ϕ− λ2 )Ra,2(ϕ′− λ2 )
]
×
×
[
Rˇ1,3(ϕ−ϕ′)Ra,3(ϕ+ λ2 )Ra,1(ϕ′+ λ2 )
]
R2,3(ϕ−ϕ′+λ) =
= Ra,4(ϕ′− λ2 )
[
R3,2(ϕ−ϕ′−λ)Ra,2(ϕ− λ2 )Ra,3(ϕ′+ λ2 )
]
×
×Ra,1(ϕ+ λ2 )Rˇ1,3(ϕ−ϕ′)Rˇ2,4(ϕ−ϕ′)R2,3(ϕ−ϕ′+λ)=
= Ra,4(ϕ′− λ2 )Ra,3(ϕ′+ λ2 )Ra,2(ϕ− λ2 )Ra,1(ϕ+ λ2 )×
× R3,2(ϕ−ϕ′−λ)Rˇ1,3(ϕ−ϕ′)Rˇ2,4(ϕ−ϕ′)R2,3(ϕ−ϕ′+λ) =
= a|34(ϕ′) a|12(ϕ) 12|34(ϕ−ϕ′).
(4.28)
The Yang-Baxter relation (4.27) is of the same type as the one, satisﬁed by the Lax
operator and the braid form Rˇ(ϕ); see equation (3.24). Its derivative must therefore
produce the Sutherland equation[
∂ϕ 12|34
∣∣
ϕ=0, a|34 a|12
]
= a|34
(
∂ϕ a|12
)
−
(
∂ϕ a|34
)
a|12, (4.29)
from which we derive the following result
[ N/2∑
n=1
n∂ϕ 2n−3,2n−2|2n−1,2n
∣∣
ϕ=0, T
]
=∂ϕT−N2 tra
[
∂ϕ a|N−1,N
←∏
1≤n<N/2
a|2n−1,2n
]
, (4.30)
where dependence of all objects on the spectral parameter ϕ is always assumed. If we
equate N/2 + 1 = 1 (mod N/2), the equation becomes the boost relation
[B, T (ϕ)] = ∂ϕT (ϕ); B =
N/2∑
n=1
[n (mod N/2)] ∂ϕ 2n−3,2n−2|2n−1,2n(ϕ)
∣∣
ϕ=0. (4.31)
The recurrence relation (4.24) follows straightforwardly.
Up to an identity, the local terms of the boost operator B explicitly read
∂ϕ 12|34(ϕ)
∣∣∣
ϕ=0
= i2(1 + λ2)
[
σ1 ·σ2 + σ3 ·σ4 + 2σ2 ·σ3 + λ2 σ2 ·σ4+
+ λ2 σ1 ·σ3 + λσ1 ·(σ2×σ3) − λσ2 ·(σ3×σ4)
]
. (4.32)
We see that as λ → 0, this operator becomes the ﬁrst moment of the Hamiltonian, in
agreement with the continuous-time result of Mathieu and Grabowski [109]. The name
of this operator originates in the fact, that in relativistic ﬁeld theory with Hamiltonian
density h(x) and momentum density p(x)
B(rel) =
∫
dx (xh(x) − tp(x)) (4.33)
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generates Lorentz boosts [110].
An explicit calculation of ∂ϕT (ϕ) in equation (4.30) shows that its identity component
is proportional to N/2 and must therefore also be removed when considering the equation
in (mod N/2). To avoid problems induced by the ﬁnite size of the system, the boost
equation is always implemented locally, i.e. as a mapping between the local densities of
lower-order and higher-order conservation laws. This is possible, since conservation laws
are invariant under translation for even number of lattice sites.
Local densities and the continuous-time limit
Boost operator now enables recursive construction of local conservation laws. In each step
the local density of Q±n is mapped to that of Q±n+1, with larger support. The seed for this
recursive procedure is the ﬁrst conservation law. A straightforward calculation of the ﬁrst
logarithmic derivative yields
Q+1 =
N/2∑
n=1
U2n−2,2n−1∂ϕ
[
Rˇ2n−1,2n(ϕ − λ2 )Rˇ2n−2,2n−1(ϕ + λ2 )
]
ϕ=λ2
,
Q−1 =
N/2∑
n=1
∂ϕ
[
Rˇ2n,2n+1(ϕ − λ2 )Rˇ2n−1,2n(ϕ + λ2 )
]
ϕ=−λ2
U2n,2n+1.
(4.34)
In an inﬁnite system, boost equation now implies locality of Q±n for all n ∈ . In a ﬁnite
system, however, the hierarchy of local conservation laws terminates, since the support
of the local densities of Q±n increases with each step of the recurrence. When its size
exceeds N one can no longer unambiguously discern the local densities and the hierarchy
closes. Continuing the sequence beyond this point generates but a subspace of conserved
quantities, many of which are mutually dependent.1
To investigate its behaviour further, we now explicitly compute some of the lowest-
order conservation laws. The ﬁrst logarithmic derivatives are
Q+1 =
N/2∑
n=1
q
[1,+]
2n−2,2n−1,2n, Q
−
1 =
N/2∑
n=1
q
[1,−]
2n−1,2n,2n+1, (4.35)
with the local three-site densities reading
q
[1,±]
1,2,3 =
i
2(1 + λ2)
[
σ1 ·σ2 + σ2 ·σ3 + λ2 σ1 ·σ3 ∓ λσ1 ·
(
σ2×σ3
)]
. (4.36)
As expected, as λ → 0 both operators reduce to the Hamiltonian of the XXX spin chain.
In the “classical limit” (λ → ∞), where the excitations are propagated for two sites in
each time step, the local density of Q±1 acts nontrivially only on every second site and is
thus evidently conserved.
Using the boost equation we can now compute the second logarithmic derivatives
Q+2 =
N/2∑
n=1
q
[2,+]
2n−2,2n−1,2n,2n+1,2n+2, Q
−
2 =
N/2∑
n=1
q
[2,−]
2n−1,2n,2n+1,2n+2,2n+3, (4.37)
1We should remark that logarithmic derivatives of T (ϕ) cannot generate all conserved quantities. As we
will see later, one can construct integrals of motion that are unrelated to this particular transfer operator.
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their local ﬁve-site densities being
q
[2,±]
1,2,3,4,5 =
i
2(1 + λ2)2 [∓2λσ3 ·σ4 ∓ 2λσ4 ·σ5 ± 2λσ3 ·σ5 − σ2 ·(σ3×σ4)−
−(1 − λ2)σ3 ·(σ4×σ5) − λ2 σ2 ·(σ3×σ5) − λ2 σ1 ·(σ3×σ4)−
−λ4 σ1 ·(σ3×σ5) ± λσ2 ·(σ3×σ4×σ5) ± λσ1 ·(σ2×σ3×σ4)±
±λ3 σ1 ·(σ3×σ4×σ5) ± λ3 σ1 ·(σ2×σ3×σ5)−
−λ2 σ1 ·(σ2×σ3×σ4×σ5)].
(4.38)
In the continuous-time limit both second-order conservation laws evidently reduce to the
energy current operator. The opposite (classical) limit again produces an operator with
every second site devoid of nontrivial action.
In general we observe, that the conservation laws are invariant under translations for
even number of sites, as a result of the two-step propagation. Local densities have support
of 2n + 1 sites and those of Q−n are shifted for one site to the right, with respect to the
ones of Q+n . The two families of conservation laws are thus independent. In a system of
ﬁnite size N , we therefore expect ∼ N/2 of conservation laws from each family to be local,
which is in accordance with the Liouvillian deﬁnition of integrability.
The terms that are higher order in λ typically have larger support. When λ is de-
creased, they can be truncated and the densities of conservation laws become more lo-
calised. As a result, the total number of local conservation laws remains ∼ N , despite the
fact that, in this limit, the pairs Q+n , Q−n converge towards the same operator. In short,
as λ is decreased we loose distinction between the two families of logarithmic derivatives,
but at the same time gain new conservation laws due to the decreased support of the
higher-order conservation laws, which were previously nonlocal.
Brieﬂy on quasilocal integrals of motion
An important observation is the apparent antihermiticity (Q±n )† = −Q±n of the logarithmic
derivatives of the transfer matrix; see for example (4.36) and (4.38). This suggests unitarity
of the appropriately normalised transfer operator T (ϕ) in the thermodynamic limit N →
∞, where equations (4.23) imply [111]
T (ϕ) ∼ T (±λ2 ) exp
[ ∞∑
n=1
(ϕ ∓ λ2 )n
n! Q
±
n
]
. (4.39)
In the continuous-time limit, the observation of this unitarity gave rise to a family
of quasilocal conservation laws, that are now extensively used in the study of quench
dynamics and equilibration of isolated quantum systems [28]. These conservation laws
exist also in the ﬁnite-λ case. Consider the Lax operator
L(ϕ, s) =
⎡⎣iϕ + Sz S−
S+ iϕ − Sz
⎤⎦ , (4.40)
which can be produced from (3.20) by rescaling the spectral parameter ϕ → iηϕ and
sending η → 0. For the auxiliary spin-s representation, where s ∈ 12 , we choose a vector
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space spanned by {|k〉}2sk=0, and acted upon by
Sz =
2s∑
k=0
(s − k) |k〉 〈k| ,
S+ =
2s∑
k=0
(k + 1) |k〉 〈k + 1| ,
S− =
2s∑
k=0
(2s − k) |k + 1〉 〈k| .
(4.41)
These operators satisfy spin algebra relations [Sz, S±] = ±S± and [S+, S−] = 2Sz, which
are equivalent to (3.21) in the limit q → 1.
From Chapter 3 we recall, that the transfer operator
T (ϕ, s) = tra
[ ←∏
1≤n≤N
Ln,a(ϕ − (−1)n λ2 , s)
]
, (4.42)
satisﬁes [T (ϕ, s), T (ϕ)] = 0 and [T (ϕ, s), T (ϕ′, s)] = 0, where T (ϕ) is constructed from
the fundamental R-matrix and given by (4.9). The transfer operator T (ϕ, s) generates
quasilocal conservation laws in the following way:
Conjecture 4.1. Let ϕ ∈ and denote τs(ϕ) = −ϕ2 − (s + 12)2. Operators
Xs(ϕ) =
T (ϕ − i2 , s) ∂ϕTs(ϕ + i2 , s)
[τs(ϕ − λ2 )τs(ϕ + λ2 )]−N/2
(4.43)
form a continuous, ϕ-dependent family of quasilocal conservation laws. They are linearly
extensive in the Hilbert-Schmidt norm (2.13).
Quasilocality of these kind of operators was proven in [28] in the continuous-time XXX
model, i.e. in the limit λ → 0. It can be shown, that it is preserved for ﬁnite λ ∈ [42].
We are going to examine it in detail in the next part of the chapter, where the quantum
Hirota model is considered.
Because of their spin-reversal symmetry, these operators cannot be used in Mazur-type
inequalities to establish ballistic spin transport. Consider, for example, a global spin ﬂip
operator P = ∏Nn=1 σxn. Its action on the transfer operator T (ϕ, s) corresponds to the
following change of the Lax operator
σxL(ϕ, s)σx =
⎡⎣iϕ − Sz S+
S− iϕ + Sz
⎤⎦ . (4.44)
It can be reversed by a canonical transformation V SzV −1 = −Sz, V S±V −1 = S∓, where
V =
2s∑
k=0
|k〉 〈2s − k| (4.45)
corresponds to the spin ﬂip in the auxiliary space [25]. Because of this parity symmetry of
the auxiliary representation we have [P, T (ϕ, s)] = 0, which implies zero overlap with the
spin current. As we move away from the isotropic point, the deformation of the symmetry
group enriches its representation theory with auxiliary degrees of freedom that possess
no such 2 symmetry. In the anisotropic case, we will thus be able to produce parity
asymmetric conservation laws that will establish ballistic spin transport in a particular
regime.
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Despite their irrelevance for the spin transport, in analogy to the continuous-time case,
operators Xs(ϕ) are expected to form a complete set of quasilocal conservation laws and to
enter the generalised Gibbs ensemble (2.24) of the Trotterisation. In the latter, a discrete
set of conservation laws
Qs,k = ∂kϕXs(ϕ)
∣∣
ϕ=0 (4.46)
is used instead of the continuous family {Xs(ϕ)}ϕ∈ . As shown by Pozsgay et al. [112],
both sets give equivalent GGE in the continuous-time limit.
In reference to the discussion in Chapter 2, quasilocal conserved operators Qs,k can also
be thought of as an ingredient of the periodic Gibbs ensemble of a Floquet driven system,
whose stroboscopic map coincides with the Trotter step (4.1). Consider, for instance,
a Floquet driven system with a continuous-time propagator U(t, 0) |ψ(0)〉 = |ψ(t)〉, that
satisﬁes U(t + T, T ) = U(t, 0) and at t = T reduces to
e−iHefT := U(T, 0) = U , (4.47)
where U = UevenUodd denotes one step of the Trotterised XXX model. The thermalisation
of local observables is then expected to be described by the periodic Gibbs ensemble (2.30),
with periodic quantities (2.28) now of the form Qs,k(t) = U(t, 0)Qs,k [U(t, 0)]†, where Qs,k
is computed from (4.46).
4.3 Quasilocal charges in quantum Hirota model
The classical Hirota equation was introduced in 1977 as a nonlinear partial diﬀerence
scheme on a light-cone lattice, corresponding to a discrete space-time version of the sine-
Gordon model [113]. Ten years later, the formalism of algebraic Bethe ansatz was de-
veloped for its quantized version by Faddeev and Volkov [35, 99]. This light-cone dis-
cretisation of the sine-Gordon model now goes under the name quantum Hirota model
and can be understood as an integrable Trotterisation of the quantum Volterra lattice,
described brieﬂy in Example 2.2. From the point of view of duality between 1+1 dynam-
ical models and two-dimensional models in equilibrium, the quantum Hirota model maps
into the chiral Potts model, where each degree of freedom corresponds to a cyclic spin
variable [114].
In this section we aim to describe the quantum Hirota model in the framework of
integrable periodically driven systems, i.e. as a unitary quantum circuit built from the
fundamental R-matrix of the quantum Volterra model (see Example 3.3). Our main
purpose is to understand the construction of the quasilocal charges conjectured in equa-
tion (4.43) and to demonstrate their linear extensivity following Reference [41], which I
have coauthored.
Before elaborating on this construction we will review older results by other authors:
we will shed some light on the classical limit of the quantum Volterra lattice, the dynamics
of the quantum Hirota automaton, and on the classical continuous limit that reproduces
the sine-Gordon equation.
4.3.1 From Volterra model to quantum Hirota automaton
We recall that the physical degrees of freedom in the quantum Volterra model correspond
to the nodes of the zig-zag chain and are acted upon by operators u, v ∈ End(Vp), obeying
the Weyl algebra relations uv = q vu; see Example 2.2. This implies nonlocal Weyl
relations
wn−1wn = q2wnwn−1, wnwn+r = wn+rwn; |r| > 1 (4.48)
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for the dynamical variables w = uv ⊗ uv−1 ∈ End(V⊗2p ), acting on the links between the
physical sites. In terms of them, the Hamiltonian reads
H =
N∑
n=1
(m−1)/2∑
k=1
i(−1)k
qk − q−k
(
wkn + w−kn
)
, (4.49)
where qm = 1 and m is an odd integer. Periodic boundary conditions dictate w1 =
uNvNu1v
−1
1 .
In this setting, where q is an m’th root of unity, the local degrees of freedom can be
thought of as clock hands pointing in m possible directions. They are turned around by
u, while v measures their direction; see their representation (2.11) for m = 3.
The classical limit of the Volterra model
Following Volkov [49], the classical limit of the Volterra model is reproduced by writing
q = eiη, where η denotes the classical coupling parameter, and taking the limit  → 0,
m → ∞, where m is the order of root-of-unity parameter q. The small  expansion of the
nonlocal Weyl relations (4.48) gives
− i

[wn, wk] = 2η(δk,n+1 − δk,n−1), (4.50)
becoming
{wn, wk} = 2η(δk,n+1 − δk,n−1) (4.51)
in the quantum-classical correspondence. Here, {• , •} denotes the Poisson bracket.
The time dependence of any operator A ∈ End(H), where H = V⊗Np is the total Hilbert
space, is
∂tA(t) = −i[A(t), H]. (4.52)
In the quantum-classical correspondence this becomes ∂tA(t) = {A(t), H˜}, so the classical
Hamiltonian must be H˜ = lim→0 H. Up to an additive constant, it reads
H˜ = 12η
N∑
n=1
log sn, sn =
2
(1 + wn)(1 + w−1n−1)
. (4.53)
Invoking the Poisson bracket relations (4.51) between the dynamical variables wn, we
can now compute
{log sn, log sk}=η
(
[sn+sk−2][δk,n+1−δk,n−1]−sn−1δk,n−2+sn+1δk,n+2
)
. (4.54)
Using this in the Hamiltonian equation for the time evolution of sn results in the classical
Volterra equation
∂tsn(t) = sn(t)[sn+1(t) − sn−1(t)]; 1 ≤ n ≤ N (4.55)
that describes a predator-prey sequence. Variable sn represents the population of n’th
species. Species with label n + 1 is its prey and the one with label n − 1 its predator.
Finally, we should remark that the equation (4.54) also corresponds to a lattice defor-
mation of the Virasoro algebra, and was ﬁrst obtained by Faddeev and Takhtajan when
formulating a discretised Liouville problem [115].
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The dynamics of the quantum Hirota model
The braid form Rˇ(z) = r(z, w) of the Volterra R-matrix satisﬁes the unitarity property
Rˇ(z)Rˇ(1/z) ∼ and, as we have seen in Example 3.3, generates the local Hamiltonian
density ∂zRˇ(z) ∼ h. Following our discussion on the general aspects of integrable Trot-
terisations it can therefore act as a local unitary gate. Speciﬁcally, if λ denotes the
multiplicative form of the inhomogeneity parameter, we have Un−1,n = r(λ2, wn) and the
time evolution operator is
U = UevenUodd =
N/2∏
n=1
r(λ2, w2n)
N/2∏
m=1
r(λ2, w2m−1). (4.56)
It originates in the transfer operator similar to (4.9), but with a multiplicative spectral
parameter,
T (z) = tra
[ ←∏
1≤n≤N
Ra,n(z/λ(−1)
n)
]
, (4.57)
where R(z) = Pr(z, w).
We would now like to draw the attention to the fact that U does not depend explicitly
on the operators u, v ∈ End(Vp) but rather on the composite dynamical variables w =
uv ⊗ uv−1 ∈ End(V⊗2p ). The dynamics is thus restricted to the dynamical subalgebra W ⊂
End(H) generated by them. A straightforward calculation shows that the dual variables,
deﬁned as w˜n = un−1v−1n−1unvn, commute with the dynamical subalgebra: [w˜n,W] = 0.
Consequently there exist two global (topological) constants of motion
Ieven =
N/2∏
n=1
w2n =
N/2∏
n=1
w˜2n−1, Iodd =
N/2∏
n=1
w2n−1 =
N/2∏
n=1
w˜2n (4.58)
corresponding to the topological charges of the sine-Gordon model. They are not only
invariant under the time evolution but also commute with each other, as well as with all
dynamical and dual variables, as is evident from their structure. For example, since we
can write Ieven =
∏N/2
n=1 w˜2n−1, it commutes with w’s and with Iodd =
∏N/2
n=1 w2n−1. On the
other hand we can also rewrite Iodd in terms of dual variables, so it commutes with w’s.
The existence of the invariants Iodd and Ieven results in the foliation of the dynamical
subalgebra W into subsectors, with respect to their values. This can be formalised as
follows. Let I(x, y) ⊂ W be the ideal generated by Ieven − x and Iodd − y , where
x, y ∈ . Then we can deﬁne the subsectors as
W(x, y) = W/I(x, y) ⊂ W. (4.59)
In particular, the Hirota cellular automaton that reproduces the sine-Gordon model lives
in W(1, 1), i.e. in the subsector where Iodd = 1 and Ieven = 1.
Another observation concerns the permutation operator P , which does not exist in W.
To see this, take the Hirota model at the third root of unity, i.e. m = 3. Here u3 = 1,
v3 = 1, w3 = 1, w˜3 = 1 and the permutation operator reads
P2n−1,2n=
1
3
[
+ v2n−1v−12n + v−12n−1v2n + u2n−1u−12n + u−12n−1u2n + qu2n−1v−12n−1u−12n v2n+
+qu−12n−1v2n−1u2nv−12n + q−1u2n−1v2n−1u−12n v−12n + q−1u−12n−1v−12n−1u2nv2n
]
,
(4.60)
as can be inferred from the matrix representation (2.11) of the variables u and v. No
term in this expression is equal to w2n = u2n−1v2n−1u2nv−12n . However, since [w˜2n,W] = 0,
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elements w2n, w˜2nw2n and w˜22nw2n can be thought of as being equivalent, despite having
completely diﬀerent forms in terms of u’s and v’s. To deduce that P does not exist in W
in the sense of equivalence classes, we must see that at least one term in P falls out of W,
even when multiplied any number of times by the dual variable w˜2n.
To elaborate on this, let us ﬁx w˜2n = xn for 1 ≤ n ≤ N/2, where xn ∈ ; in
particular, choosing ∏N/2n=1 xn = y yields Iodd = y. Multiplying w2n by w˜2n produces the
following equivalence classes:
≡ { , x−12n w˜2n = u2n−1v−12n−1u2nv2n, x−22n w˜22n = u−12n−1v2n−1u−12n v−12n },
w2n ≡ {w2n, x−12n w˜2nw2n = u−12n−1u−12n , x−22n w˜22nw2n = v−12n−1v2n},
w22n ≡ {w22n, x−12n w˜2nw22n = v2n−1v−12n , x−22n w˜22nw22n = u2n−1u2n}.
(4.61)
The only terms in the permutation operator P2n−1,2n that are, in this sense, equivalent
to either , w2n, or w22n, are v2n−1v−12n and v−12n−1v2n and hence, the permutation does not
exist in any of the subsectors W(x, y).
From this we see that, in order to view the quantum Hirota model as a Trotterisation,
the one-site Weyl variables u and v must be considered as the relevant operators. Put
diﬀerently, the formalism of Trotterisation that we have discussed in the previous section
does not work in W, since the two-site permutation operator does not exist there.
Quantum Hirota model as a cellular automaton
The dynamics in the subalgebra W is completely determined by specifying the evolution
of w’s. Since U(t + 1) = U(t) for all t ∈ 0, we can write wn(t + 1) = [U(t)]−1wn(t)U(t);
put diﬀerently, we view the dynamical variables in the propagator U as time-dependent
objects. Recalling U(t) = Ueven(t)Uodd(t), this reads
w2n(t + 1) = [Uodd(t)]−1w2n(t)Uodd(t),
w2n+1(t + 1) = [Ueven(t + 1)]−1w2n+1(t)Ueven(t + 1)
(4.62)
for even and odd dynamical variables, respectively. Using the nonlocal Weyl algebra
relations (4.48) we can further reduce these equations into
w2n(t + 1) =
r(λ2, q2w2n+1(t))
r(λ2, w2n+1(t))
w2n(t)
r(λ2, w2n−1(t))
r(λ2, q2w2n−1(t))
,
w2n+1(t + 1) =
r(λ2, q2w2n+2(t + 1))
r(λ2, w2n+2(t + 1))
w2n+1(t)
r(λ2, w2n(t + 1))
r(λ2, q2w2n(t + 1))
.
(4.63)
We now observe that the even variables w2n and w2n+2, used to propagate w2n+1(t),
are already shifted in time, see Figure 4.2. Instead of a static operator performing the
time step, we can thus equivalently imagine this protocol as a local dynamical update rule
on the variables of the Volterra saw, i.e. a quantum cellular automaton.
The braid form r(z, w) of the Volterra model fundamental R-matrix satisﬁes the func-
tional relation
r(λ2, qw)
r(λ2, q−1w) = f(w), f(w) =
1 + λ2w
λ2 + w , (4.64)
in terms of which, the quantum cellular automaton rule (4.63) reads
w2n(t + 1) = f(qw2n+1(t))w2n(t) f(qw2n−1(t))−1,
w2n+1(t + 1) = f(qw2n+2(t + 1))w2n+1(t) f(qw2n(t + 1))−1.
(4.65)
On an elementary plaquette of the model, shown in Figure 4.2, this rule can be sum-
marised as wN = f(qwE)wSf(qwW )−1 [99]. The triple of variables on the south side of
the plaquette determines the value of the northern variable, as is common in the cellular
automata.
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w2n(t) w2n+2(t)
w2n+1(t + 1)
Uodd(t)
Ueven(t + 1) wW
wN
wE
wS
Figure 4.2: One time step of the automaton. In the ﬁrst half of the time step, the
even variables w2n(t) are updated by Uodd(t). They are then used in the second half of
the time step in Ueven(t + 1) to update the odd variables w2n+1(t). On the right is the
elementary plaquette on which the prescription for the local update is interpreted as a
cellular automaton rule.
Classical continuous limit
Following Faddeev and Volkov [99], we introduce the dual lattice, necessary to perform
the continuous limit of the Hirota scheme. We deﬁne nonlocal variables ψn+1 = wnψn−1,
i.e. ψn+1 = wnwn−2wn−4 . . ., that satisfy relations
ψnwm = δn,mq2wmψn, [ψn, ψn+2 ] = 0. (4.66)
They are represented on the dual lattice, the elementary plaquette of which is related to
the one from Figure 4.2 as
ψW
ψN
ψE .
ψS
Despite the name dual lattice, the variables ψn that form it should not be confused with
the dual variables w˜n from our discussion of the global invariants of motion.
The equation of motion on the plaquette of the dual lattice reads
ψN = ψS f(q−1 ψE/ψW ). (4.67)
Let us transform ψ = eiξ on the line of the lattice that goes through the south and the
west point, and ψ = e−iξ on the line through the north and the east point. In the classical
limit we put q = 1 and set 2λa = m−1, where a denotes the lattice spacing and m is a
ﬁxed mass parameter. The continuous limit then corresponds to large λ (small a), where
the expansion of the dual lattice rule (4.67) yields
ei[ξE+ξW −ξN−ξS ] = 1 + 2iλ−2 sin(ξE + ξW ). (4.68)
This is equivalent to a discretisation of the sine-Gordon equation [99]
∂2t φ(x, t) − ∂2xφ(x, t) + m2 sin[φ(x, t)] = 0 (4.69)
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for the ﬁeld φ(x, t) = 2ξ(x, t).
With this we conclude the description of the dynamics in the quantum Hirota model
and turn directly to the construction of the quasilocal conservation laws of the form given
in equation (4.43).
4.3.2 Quasilocal conservation laws
To construct quasilocal charges we will use the familiar transfer operator
T˜ (z) = tra
[ →∏
1≤n≤N
La,n(z/λ(−1)
n)
]
, (4.70)
where L(z) is given in Example 3.5. Since it stems from the solution of the universal
Yang-Baxter equation, the transfer operator satisﬁes [T˜ (z), T˜ (z′)] = 0 and [T (z), T˜ (z′)] =
0, where T (z) is deﬁned in equation (4.57). For convenience, we deﬁne a two-site Lax
operator a|1,2(z) := La,1(zλ)La,2(z/λ) similar to the one used in the derivation of the
boost operator; see equation (4.25). Its explicit form is
(z) =
⎡⎣ u ⊗ u − z2v−1 ⊗ v −zλ v−1 ⊗ u−1 − zλ−1u ⊗ v−1
zλ v ⊗ u + zλ−1u−1 ⊗ v u−1 ⊗ u−1 − z2v ⊗ v−1
⎤⎦ (4.71)
and with it we rewrite the transfer operator as
T˜ (z) = tra
[ →∏
1≤n≤N/2
a|2n−1,2n(z)
]
. (4.72)
Figure 4.3 shows a diagramatic representation of these objects.
a
1
z
La,1(z)
a
1 2
zλ z/λ
a|1,2(z)
1 2 N − 1 N
zλ z/λ zλ z/λ
T˜ (z)
Figure 4.3: Circuit diagrams of the one-site Lax operator La,1(z), the two-site Lax operator
a|1,2(z) and the transfer operator T˜ (z). Curved lines represent contraction, i.e. the partial
trace tra. The lines labelled with indices represent degrees of freedom acted upon by the
operator.
Remark 4.2. The two-site Lax matrix (z) can be mapped into the Lax operator (3.20) of the
anisotropic Heisenberg model with N/2 sites by setting the values of w˜2n = u2n−1v−12n−1u2nv2n to
one, i.e. w˜2n = 1 for 1 ≤ n ≤ N/2. The mass parameter λ of the quantum Hirota model is then
connected to the anisotropy of the Heisenberg model through λ−1 = 2 sin η [80]. This mapping
between the Lax operators conﬁrms involution [T˜ (z), T˜ (z′)] = 0, since it allows us to use the
fundamental R-matrix (3.15) of the Heisenberg spin chain as the intertwiner of two-dimensional
auxiliary spaces of the quantum Hirota model.
For the root-of-unity parameter of the model we choose q = exp(iπ/m) with  ≤ m,
where  and m are even and odd coprime integers, respectively. We will demonstrate the
following:
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Conjecture 4.2. Operator X(z), deﬁned as
X(z) = T˜ (zq
− 12 )∂zT˜ (zq
1
2 )
τ(z)N/2
, τ(z) = 1 + (λ2 + λ−2)z2 + z4, (4.73)
is a quasilocal conserved charge of the quantum Hirota model for z ∈ Dq, where
Dq = {z ∈ \ {0} | arg z ∈ (π − ζ π2m , π + ζ π2m) ∪ (−ζ π2m , ζ π2m)} (4.74)
and ζ = min(,m − ).
The continuous family of operators X(z) is the lowest order in the hierarchy of quasilo-
cal charges. The Lax operator L(z) has a two-dimensional auxiliary space and via a fusion
procedure one can construct higher order Lax operators with larger auxiliary spaces [116].
Families of quasilocal conservation laws Xs(z) can then be computed in analogy to those
in the Trotterisation of the Heisenberg model; see equation (4.43).
Auxiliary objects and inversion identity
Our aim is to demonstrate linear scaling of operators X(z) with the system size N in the
Hilbert-Schmidt norm. A convenient orthonormal operator basis over the local physical
space Vp is given by
Ei,j = uivj , (Ei,j , Ek,l) = 1
m
tr[(Ei,j)†Ek,l] = δikδjl, i, j, k, l ∈ m, (4.75)
where (A,B) denotes the normalised Frobenius product; see equation (2.14). Because of
the cyclicity um = vm = 1, the indices of the operator basis elements are deﬁned modulo
the order of root of unity m, i.e. they belong to the cyclic group m.
We will be interested in the overlap 〈X(z), X(z′)〉 and will therefore deal with products
of four transfer operators T˜ (z). To facilitate the computation of such objects we deﬁne
the auxiliary Lax operator a,b|1,2(z, z′) ∈ End(Va ⊗ Vb ⊗ Vp ⊗ Vp),
a,b|1,2(z, z′) = a|1,2(z) b|1,2(z′), (4.76)
where Va = Vb = 2. Denoting k = (k1, k2, k3, k4) ∈ ×4m , its operator basis expansion
reads
a,b|1,2(z, z′) =
∑
k∈ ×4m
k
a,b(z, z′)E
k1,k2
1 E
k3,k4
2 ,
k
a,b(z, z′) =
∑
k′∈ ×4m
q(k
′
1−k1)k′2+(k′3−k3)k′4 k′a (z) k−k
′
b (z
′),
(4.77)
where the components k(z) ∈ End(Va) of the two-site Lax operator can be read from its
matrix form (4.71).
We now use the auxiliary Lax operator a,b|1,2(z, z′) to rewrite the product of two
transfer operators as
T˜ (z)T˜ (z′) = tra,b
[ →∏
1≤n≤N/2
a,b|2n−1,2n(z, z′)
]
. (4.78)
In turn, this allows us to deﬁne the auxiliary transfer matrix (ATM)
(z1, z′1, z2, z′2) =
∑
k∈ ×4m
k(z1, z′1) ⊗ k(z2, z′2), (4.79)
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a
b
1 2
zλ z/λ
z′λ z′/λ
a,b|1,2(z, z′)
a
b
c
d
z1λ z1/λ
z′1λ z
′
1/λ
z2λ z2/λ
z′2λ z
′
2/λ
(z1, z′1, z2, z′2)
tr
[
(z1, z′1, z2, z′2)N/2
]
Figure 4.4: Diagramatic representation of the auxiliary Lax operator a,b|1,2(z, z′), the
auxiliary transfer matrix (z1, z′1, z2, z′2) and the Frobenius inner product. The auxiliary
transfer matrix acts on four auxiliary spaces and is contracted over the physical spaces,
while the Frobenius inner products involves also a contraction over the auxiliary spaces.
in terms of which we express the main ingredient
(T˜ (z1)T˜ (z′1), T˜ (z2)T˜ (z′2)) = tr
[
(z1, z′1, z2, z′2)N/2
]
(4.80)
in the Hilbert-Schmidt product 〈X(z), X(z′)〉. For the diagramatic representation of these
objects see Figure 4.4.
We observe the similarity with the computation of the partition function in the equilib-
rium statistical mechanics. The task is now to investigate the spectrum of (z1, z′1, z2, z′2).
For z, z′ ∈ Dq we will, in particular, demonstrate the following:
1. τ(z) = 1+kλz2+z4, where kx := x2+x−2, is the largest eigenvalue of 0(zq−
1
2 , zq
1
2 ),
0(zq−
1
2 , zq
1
2 ) |ψ0〉 = τ(z) |ψ0〉 , (4.81)
2. t(z, z′) := τ(z)τ(z′) is the largest eigenvalue of (zq− 12 , zq 12 , z′q− 12 , z′q 12 ) and
(zq−
1
2 , zq
1
2 , z′q−
1
2 , z′q
1
2 ) |ψ0〉 ⊗ |ψ0〉 = t(z, z′) |ψ0〉 ⊗ |ψ0〉 , (4.82)
3. this factorisation of the leading eigenpairs implies quasilocality of X(z).
The ﬁrst two points will be demonstrated numerically, while the last point will be rigor-
ously proven.
Before continuing we pause to remark that the ﬁrst one of these properties implies the
so-called inversion identity
T˜ (zq− 12 )T˜ (zq 12 )
τ(z)N/2
≈ , (4.83)
which holds in the thermodynamic limit. Due to this identity, we can think of operators
X(z) as generalised logarithmic derivatives. This is consistent with the apparent unitarity
of the fundamental transfer operator in the Heisenberg model; see equation (4.39).
Factorisability, conditions for quasilocality and the overlap of charges
We will ﬁrst comment on the factorisability of the eigenvalue t(z, z′) = τ(z)τ(z′), show
how it leads to linear scaling of the operators X(z) and compute the overlap between the
conserved charges. Finally we will numerically establish t(z, z′) and τ(z) as the leading
eigenvalues.
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The zeroth component 0 of the auxiliary Lax operator will be referred to as the lead-
ing component. In the spin basis {|↑〉 , |↓〉} of Va its explicit form, computed from (4.77),
reads
0(z,z′)=([zz′]2+1)
[ |↑↓〉〈↑↓|+|↓↑〉〈↓↑| ]−zz′(λ2+λ−2)[ |↑↓〉〈↓↑|+|↓↑〉〈↑↓| ], (4.84)
whence we infer 0(z, z′) |ψ0〉 = τ(z, z′) |ψ0〉 for
τ(z, z′) = 1 + (λ2 + λ−2)zz′ + (zz′)2, |ψ0〉 = 1√2(|↑↓〉 − |↓↑〉). (4.85)
In particular we note τ(z) = τ(zq− 12 , zq 12 ) and claim:
Lemma 4.2. The auxiliary transfer matrix (4.79) satisﬁes factorisability condition, i.e.
(zq−
1
2 , zq
1
2 , z′q−
1
2 , z′q
1
2 ) |Ψ0〉 = t(z, z′) |Ψ0〉 , (4.86)
where |Ψ0〉 = |ψ0〉 ⊗ |ψ0〉 and t(z, z′) = τ(z)τ(z′).
Proof. Decomposition (4.79) of the ATM suggests that factorisability occurs if
k(z, z′) |ψ0〉 = 0; k = 0. (4.87)
Only the leading component 0(z, z′) ⊗ 0(z, z′) of the ATM then remains in the de-
composition, its eigenpair being t(z, z′), |Ψ0〉. The explicit calculation of the auxiliary
Lax operator shows that the condition (4.87) is independent of m. Setting z → zqα,
z′ → zqβ, a straightforward calculation yields q1+α−β = 1 and we can choose α = −1/2
and β = 1/2.
With this we have established the factorisation property. The next result explains,
how this property leads to quasilocality.
Lemma 4.3. Let τ(z) and t(z) := t(z, z) be the leading eigenvalues of 0(zq− 12 , zq 12 ) and
(zq− 12 , zq 12 , zq− 12 , zq 12 ) respectively, separated from the rest of the spectrum by a gap, and
let both operators be diagonalisable. Then the Hilbert-Schmidt norm of X(z) scales linearly
in the system size when the latter is large.
Proof. Using the deﬁnition of the Hilbert-Schmidt inner product we have
‖X(z)‖2HS =
1
t(z)N2
(
∂x¯∂y tr
[
(zq−
1
2 , x, zq−
1
2 , y)
N
2
]−
− ∂x¯tr
[ 0(zq− 12 , x)N2 ]∂y tr[ 0(zq− 12 , y)N2 ])
x,y=zq
1
2
. (4.88)
Let S(z) be the matrix that diagonalises the auxiliary transfer matrix. The trace can
be rewritten as
tr[•] =
∑
n
〈n| • |n〉 = 〈Ψ˜0| • |Ψ0〉 +
∑
n=m
〈n|S(z)−1[•]S(z)|n〉 , (4.89)
where |n〉 form some orthonormal basis of V⊗4a and
〈Ψ˜0| = 〈m|S(z)−1, |Ψ0〉 = S(z) |m〉 (4.90)
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are, respectively, the left and the right eigenvectors of the auxiliary transfer matrix cor-
responding to the eigenvalue t(z). Since t(z) and τ(z) are the largest eigenvalues, the
decomposition (4.89) of the trace now yields
‖X(z)‖2HS =
N
2t(z)
[
〈Ψ˜0|∂x¯∂y (zq− 12 , x, zq− 12 , y)|Ψ0〉 − ω(z)
]
x,y=zq
1
2
+
+ N
2
4t(z)
[
ω(z) − ∂x¯τ(zq− 12 , x)∂yτ(zq− 12 , y)
]
x,y=zq
1
2
+ O(e−γN ), (4.91)
where
ω(z) = 1
t(z) 〈Ψ˜0|∂x¯ (zq
− 12 , x, zq−
1
2 , zq
1
2 )∂y (zq−
1
2 , zq
1
2 , zq−
1
2 , y)|Ψ0〉 . (4.92)
Invoking the factorisability (4.87) and the fact that the eigenvector |ψ0〉 does not
depend on any parameter we obtain
ω(z) = ∂x¯τ(zq−
1
2 , x)∂yτ(zq−
1
2 , y), (4.93)
exactly cancelling out the O(N2) term in the expression for the HS norm (4.91). What
remains is the linear dependence with corrections
‖X(z)‖2HS =
N
2t(z)
[
〈Ψ˜0|∂x¯∂y (zq− 12 , x, zq− 12 , y)|Ψ0〉−
− ∂x¯τ(zq− 12 , x)∂yτ(zq− 12 , y)
]
x,y=zq
1
2
+ O(e−γN ). (4.94)
Parameter γ that characterises their exponential decay is related to the ratio between t(z)
and the second largest eigenvalue of the ATM. Because of the gap we have γ > 0 and for
large N only the linear dependence of the norm remains.
This result can be generalised to compute not just the Hilbert-Schmidt norm of X(z),
but also the overlaps between the conserved charges. This is described by the following
lemma:
Lemma 4.4. For values of z and z′ such that X(z) and X(z′) are quasilocal as stated in
Lemma 4.3, the overlap between charges reads
lim
N→∞
1
N
〈X(z¯), X(z′)〉 = K(z, z′), (4.95)
K(z, z′) being the Hilbert-Schmidt kernel with explicit formula
K(z, z′) = (2 − kq) zz
′(z2 + z′2)
(
kλ [(zz′)2 + 1] + 2[z2 + z′2]
)
4 (z4 + kλ z2 + 1) (z′4 + kλ z′2 + 1) (z4 + z′4 − kq (zz′)2) , (4.96)
where kx := x2 + x−2.
Proof. For z and z′ such that X(z) and X(z′) are quasilocal, t(z, z′) is the leading eigen-
value of (zq− 12 , zq 12 , z′q− 12 , z′q 12 ) and calculation of the overlap, similar as in the proof
of Lemma 4.3, yields
K(z, z′) = 12t(z¯, z′)
[
〈Ψ˜0|∂x¯∂y (z¯q− 12 , x, z′q− 12 , y)|Ψ0〉−
− ∂x¯τ(z¯q− 12 , x)∂yτ(z′q− 12 , y)
]
x=z¯q
1
2 ,y=z′q
1
2
. (4.97)
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Indeed, had t(z, z′) not been the leading eigenvalue, O(N2) contributions would have
appeared in this expression for the overlap, since the subleading eigenvalues of the auxil-
iary transfer matrix do not factorise, rendering the major part of the proof of Lemma 4.3
invalid. This would clearly violate the Cauchy-Schwartz inequality |〈X(z¯), X(z′)〉| ≤
‖X(z¯)‖HS ‖X(z′)‖HS ∝ N . The ﬁnal form (4.96) of the HS kernel is computed from
formula (4.85) and an elaborate calculation of the ATM and its leading left eigenvec-
tor 〈Ψ˜0|. For their explicit form see Section 4.3.3. A result of a numerical check is shown
on Figure 4.5.
Figure 4.5: Exponential convergence of ‖X(z)‖2HS towards K(z¯, z)N , where z = reiϕ, for
q = ei 2π3 (left) and q = ei 2π7 (right).
Having rigorously explained the origin of quasilocality of the conserved charges X(z),
we now turn our attention to the validity of Conjecture 4.2. In what follows we will, at
least partially, resort to numerical analysis of the spectrum of the ATM.
Validity of the conjecture and matrix product form of the charges
To show the validity of the conjecture, we need to check the assumptions in Lemma 4.3.
Numerical investigation suggests that 0(zq− 12 , zq 12 ) and (zq− 12 , zq 12 , zq− 12 , zq 12 ) are in-
deed diagonalisable. The remaining task is to establish the domain of quasilocality Dq,
given in (4.74). It corresponds to the area in the complex plane of spectral parameters z,
where t(z) and τ(z) are the leading eigenvalues of the aforementioned auxiliary objects.
We ﬁrst note that τ(z) is the leading eigenvalue of 0(zq− 12 , zq 12 ) for z ∈ D, where
D = {z ∈ \ {0} | arg z ∈ (π − π4 , π + π4 ) ∪ (−π4 , π4 )}. (4.98)
This follows from a straightforward computation of the two nontrivial eigenvalues of the
matrix 0(z, z′), given in (4.84). This region in the complex plane is now additionally
restricted by demanding t(z, z) = |τ(z)|2 to be the largest eigenvalue of the auxiliary
transfer matrix (zq− 12 , zq 12 , z′q− 12 , z′q 12 ) for z = z′. This matrix has only six nontrivial
eigenvalues, four of which are independent of the root-of-unity parameter q and can be
guessed from the expression for the ATM, provided in Section 4.3.3. They are
t1(z, z′) = (1 + kλz¯2 + z¯4)(1 + kλz′2 + z′4),
t2(z, z′) = (1 − kλz¯2 + z¯4)(1 + kλz′2 + z′4),
t3(z, z′) = (1 + kλz¯2 + z¯4)(1 − kλz′2 + z′4),
t4(z, z′) = (z¯z′)4 − kλ2 (z¯z′)2 + 1,
(4.99)
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and in particular we observe t(z, z′) = t1(z, z′). By exact numerical diagonalization we
can now deduce the domain Dq of quasilocality. The results, shown in Figure 4.6 conﬁrm
the conjectured area in the complex plane (4.74).
Figure 4.6: Eigenvalues of the auxiliary transfer matrix at z = reiϕ, for diﬀerent r, λ
and q. Plot (a) shows four q-independent eigenvalues, given by equation (4.99). The
leading eigenvalue of the ATM, t(z), is plotted in green. For m = 3 all eigenvalues are
known analytically and are shown in plot (b). Plots (b)–(f) conﬁrm quasilocality for z
with arg z ∈ (π − ζ π2m , π + ζ π2m) ∪ (−ζ π2m , ζ π2m), where ζ = min(,m − ).
In the thermodynamic limit the quasilocal conserved charges X(z) acquire a particu-
larly nice matrix product description, suitable for evaluation of their expectation values
and overlaps with local observables [28, 45]. For r ∈ we introduce a convenient symbol
for the elements of the basis on the total Hilbert space,
[k1, ...,kr] =
r∏
n=1
Ein,jn2n−1E
kn,ln
2n , (4.100)
where kn = (in, jn, kn, ln) ∈ ×4m . We are now interested in expansion of X(z) in this
basis.
In the domain of quasilocality, where τ(z) is the leading eigenvalue of the component
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0(zq− 12 , zq 12 ), the action of this matrix amounts to a projector in the following sense:
lim
N→∞
[ 1
τ(z)
0(zq−
1
2 , zq
1
2 )
]N−r
= |ψ0〉 〈ψ0| , (4.101)
where limN→∞(r/N) = 0. Since the state |ψ0〉 is destroyed by all other components of the
auxiliary Lax operator, according to the condition of factorisability (4.87), we must have
([k1, ...,kr], X(z)) =
〈ψ0|∏r−1n=1 kn(zq− 12 , zq 12 )[∂x kr(zq− 12 , xq 12 )]x=z|ψ0〉
τ(z)r , (4.102)
i.e. on the right-hand side the nontrivial action of X(z) starts with a derivative of the Lax
matrix. The expansion of X(z) in the local basis now reads
X(z) =
N/2∑
r=2
∑
{kn}∈ 4rm
([k1, ...,kr], X(z))
N/2∑
j=1
S2j([k1, ...,kr]), (4.103)
where S denotes a shift for one lattice site, compatible with periodic boundary conditions.
For example, on the one-site operator A, the shift automorphism acts as Sj(Ak) = Ak+j
and S(AN ) = A1.
Remark 4.3. We should stress that a similar local operator basis expansion holds also for the
quasilocal conservation laws Xs(ϕ) of the Trotterised XXX model, deﬁned in (4.43). There,
all local conservation laws Q±k ∼ ∂kϕ log T (ϕ, 12 ) |ϕ=±λ/2 can be reproduced from the ϕ-expansion
of the family X1/2(ϕ) with a spin-1/2 representation on the auxiliary space. Possessing a ma-
trix product form, charges X1/2(ϕ) are thus a very useful alternative for the construction of a
generalised Gibbs ensemble. By using them instead of Q±k we avoid computationally demanding
boost operation or less convenient logarithmic diﬀerentiation.
4.3.3 Auxiliary transfer matrix and parity symmetry
The auxiliary transfer matrix (4.79) deserves its own section due to its intrinsic connection
to the symmetries of the conservation laws. It forms, on its own, a commuting family of
objects related to what we term the auxiliary problem. In this commuting family, the mass
scale λ takes the role of the spectral parameter. To elucidate this we rewrite the ATM as
(z1, z2, z3, z4) = m−2 tr1,2[ ∗a,b|1,2(z1, z2) c,d|1,2(z3, z4)], (4.104)
where (AaB1)∗ := A¯aB†1 denotes complex conjugation on the auxiliary space Va = 2 and
Hermitian conjugation on the physical space Vp.
Expressing the auxiliary Lax matrix (z, z′) [given in (4.76)] in terms of the quantum
Volterra Lax operator L(z), the ATM becomes
(z1, z2, z3, z4) = T[z1,z2,z3,z4](λ)T[z1,z2,z3,z4](λ
−1), (4.105)
where
T[κ1,κ2,κ3,κ4](λ) := m
−1 tr1[L∗b,1(λκ2)L∗a,1(λκ1)Lc,1(λκ3)Ld,1(λκ4)]. (4.106)
Note that the roles of physical and auxiliary spaces have been exchanged; this is now an
operator on four two-dimensional spaces, i.e. it acts over V⊗4a , where Va = 2.
What have previously been spectral parameters, now play the role of inhomogeneities
and as a courtesy of the Yang-Baxter equation for the Volterra Lax operator, T[κ1,κ2,κ3,κ4](λ)
form a commuting family of inhomogeneous transfer matrices,
[T[κ1,κ2,κ3,κ4](λ),T[κ1,κ2,κ3,κ4](μ)] = 0. (4.107)
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From Chapter 3 we recall that the Lax operator L(z) was produced from the universal
R-matrix by pairing a spin-1/2 representation with a q-oscillator representation of the
quantum group. In T[κ1,κ2,κ3,κ4](λ), the former now acts as a physical space and the latter
as the auxiliary. We remark that this is exactly the structure of the Baxter Q-operator
corresponding to the six-vertex (Heisenberg) model [63, 64, 86, 117, 118]. Summarising,
the auxiliary transfer matrix deﬁnes a commuting family of objects (Baxter Q-operators)
corresponding to a four-site spin-1/2 model.
Having vaguely described integrability of the ATM we now turn our attention to its ex-
plicit form. The matrix is antiholomorphic in the ﬁrst pair of arguments and holomorphic
in the second pair. In its full generality, it can be decomposed as
(z¯1, z¯2, z3, z4) = (r)(z¯1, z¯2, z3, z4) ⊕ [0]10,10, (4.108)
where [0]10,10 denotes a 10 × 10 null matrix acting on the subspace spanned by vectors
|n〉 ∈ V⊗4a that satisfy n1 + n2 = n3 + n4. The nonzero part is a 6 × 6 matrix acting
on the subspace of vectors |n〉 ∈ V⊗4a with n1 + n2 = n3 + n4. We remind the reader
that n1, n2, n3, n4 ∈ {↑, ↓}; under a spin-ﬂip transformation on the ﬁrst two sites in the
four-site auxiliary chain V⊗4a this corresponds to the zero-magnetisation sector.
The nontrivial part of the ATM is notably symmetric under exchange of its elements
across the centre and schematically looks like
(r)(z¯1, z¯2, z3, z4) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
•
•
•
•
A
B
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4.109)
lines representing some of the reﬂections that leave the matrix intact. The blocks A and
B, needed to determine it completely, are 3 × 3 matrices
A =
⎡⎢⎢⎢⎢⎣
α(z1, z2, z3, z4) β(z1, z2, z3, z4) γ(z1, z2, z3, z4)
β(z3, z2, z1, z4) α(z3, z2, z1, z4) −β(z1, z3, z2, z4)
δ(z1, z2, z3, z4) −β(z2, z3, z1, z4) α(z1, z3, z2, z4)
⎤⎥⎥⎥⎥⎦ ,
B =
⎡⎢⎢⎢⎢⎣
γ(z2, z1, z4, z3) −β(z3, z2, z4, z1) ε(z1, z2, z3, z4)
β(z2, z3, z4, z1) ϕ(z1, z2, z3, z4) −β(z4, z2, z3, z1)
ε(z1, z2, z3, z4) β(z4, z3, z2, z1) δ(z2, z1, z4, z3)
⎤⎥⎥⎥⎥⎦ , (4.110)
with elements computed from formulae
α(z1, z2, z3, z4) = 1 + z22(z23 + z24) + z21(z24 + z23 [1 + z22z24 ]),
β(z1, z2, z3, z4) = z2z4(−q−1z21 − qz23 + (1 + z21z23)kλ),
γ(z1, z2, z3, z4) = z2z3(−z21 − z24 + qkλ + q−1z21z24kλ),
δ(z1, z2, z3, z4) = z2z3(−z21 − z24 + q−1kλ + qz21z24kλ),
ε(z1, z2, z3, z4) = z1z2z3z4(2 + kq + kλ2),
ϕ(z1, z2, z3, z4) = z1z2z3z4(4 + kλ2).
(4.111)
73
Chapter 4. Integrable periodically driven quantum systems
After projection onto the zero-magnetisation sector in V⊗4a , the left and right eigenvec-
tors of (r)(zq− 12 , zq 12 , z′q− 12 , z′q 12 ), corresponding to the leading eigenvalue t(z, z′) and
introduced in (4.90), are
|Ψ˜(r)0 〉 = (0, 1,−1,−1, 1, 0),
〈Ψ˜(r)0 | = (a(z¯, z′), b(z¯, z′), c(z¯, z′), c(z¯, z′), b(z¯, z′), a(z¯, z′)),
(4.112)
where
a(z, z′) = (q − q
−1)2zz′(z2 + z′2)
4(qz2 − q−1z′2)(qz′2 − q−1z2) ,
b(z, z′) = 2[zz
′]2(kq − 1) − z4 − z′4
4(qz2 − q−1z′2)(qz′2 − q−1z2) ,
c(z, z′) = (z
2 − z′2)2
4(qz2 − q−1z′2)(qz′2 − q−1z2) .
(4.113)
The data presented here is a crucial ingredient in the computation of the Hilbert-
Schmidt kernel from Lemma 4.4. The central reﬂection symmetry of the auxiliary transfer
matrix, sketched in the graphical representation (4.109), is noticeable also in the structure
of these eigenvectors. It is connected to the parity symmetry of the quasilocal charges
X(z).
We deﬁne the parity operation as the mapping u → u−1, v → v−1 on the local physical
space Vp. Since the Weyl variables u and v roughly correspond to exponentials of the
discretised ﬁeld and momentum in the sine-Gordon model (see the ﬁrst step (4.68) of the
continuous classical limit) this is equivalent to
φ(x) → −φ(x), π(x) → −π(x), (4.114)
for the ﬁeld and the momentum, respectively.
Let us denote the global parity operator by P. Calculating the components of the
auxiliary Lax operator (4.77) we note(
σyaσ
y
b
k
a,b(z, z′)σyaσ
y
b
)P(Ek1,k21 Ek2,k32 ) = −ka (z, z′)E−k1,−k21 E−k2,−k32 , (4.115)
where the indices are to be taken modulo m and σy ∈ End(Va) denotes the Pauli spin
matrix. Since both k(z, z′) and −k(z, z′) are among the auxiliary space components of
(z, z′), the latter is invariant under the combined parity transformation in the following
sense:
σyaσ
y
b a,b|1,2(z, z
′)σyaσ
y
b = P( a,b|1,2(z, z′)). (4.116)
In turn, this implies the parity symmetry of the conservation laws
X(z) = P(X(z)) (4.117)
and renders charges X(z) useless for bounding the transport coeﬃcients, as it implies
orthogonality of X(z) and the parity antisymmetric topological current in the sine-Gordon
model. The latter is deﬁned through the continuity equation for the topological charge
density ρ(x, t) = 12πφ(x, t),
∂tρ(x, t) = ∂xj(x, t), j(x, t) =
1
2ππ(x, t). (4.118)
The situation is quite analogous to the case of the spin-ﬂip symmetric charges (4.43) in
the Trotterised Heisenberg model.
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After reduction onto the zero-magnetisation sector in V⊗4a , the 2 gauge transformation
(σy)⊗4 ∈ End(V⊗4a ) [see equation (4.116)] becomes a 6 × 6 permutation matrix with 1’s
on the antidiagonal. We denote it by (r) and observe
(r) (r)(z¯1, z¯2, z3, z4) [ (r)]−1 = (r)(z¯1, z¯2, z3, z4), (4.119)
which corresponds to the central reﬂection symmetry. With this we conclude the discussion
of the parity symmetric quasilocal conservation laws.
The question that remains after this analysis is, how to produce quasilocal charges that
are not symmetric under parity transformation and have nonzero overlap with currents.
To answer this question we again shift to the Trotterisation of the Heisenberg model.
4.4 Quasilocal charges and ballistic transport
Up to now, we have only considered auxiliary degrees of freedom related to integer or
half-integer spin representations of the quantum group. We have identiﬁed their 2 sym-
metry as the origin of their inability to prevent the decay of correlations of the parity-
antisymmetric current.
In the Heisenberg model, moving away from the isotropic point enables use of represen-
tations that break this symmetry and enable construction of conservation laws supporting
the spin current correlations, thus suggesting a ballistic transport regime [24, 25]. A more
physical intuition behind the emergence of an ideal transport is provided by the corre-
spondence between these 2 symmetry breaking representations of the quantum group
and the appearance of excitations in the spectrum, which possess an eﬀective magnetic
moment [40, 119].
Here the discussion will be restricted to the algebraic aspects. We will consider the
derivation of parity asymmetric conservation laws and use them to establish ideal spin
transport in the Trotterised anisotropic Heisenberg model. Presented are the results of
Reference [43], written jointly with my collaborators.
4.4.1 Trotterised anisotropic Heisenberg model
For the local quantum unitary gate we will now take the braid form of the trigonomet-
ric R-matrix of the spin-1/2 anisotropic Heisenberg model (in short XXZ model) from
Example 3.2. It reads
Rˇ(λ) =
⎡⎢⎢⎢⎢⎢⎣
1 0 0 0
0 sin ηsin(λ+η)
sin λ
sin(λ+η) 0
0 sin λsin(λ+η)
sin η
sin(λ+η) 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎦ (4.120)
and can be expressed in a more familiar form
Un,n+1 = e−i J (σ
x
nσ
x
n+1+σ
y
nσ
y
n+1)−i J ′ (σznσzn+1− ), (4.121)
if we relate the spin coupling constants J , J ′ with the parameters η, λ through
e2i(J ±J
′) = sin η − sinλsin(η ± λ) . (4.122)
In the unitary gate (4.121) both J and J ′ implicitly contain the period of propagation,
hence they should both be taken to zero to approximate the continuous-time dynamics.
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The transformation of parameters (4.122) suggests that λ cannot be generically inter-
preted as the time step on its own, except when small. Only then, due to properties
of the trigonometric R-matrix our usual interpretation still applies; we can recover the
continuous-time dynamics of the XXZ model as Un,n+1 = + λhn,n+1 + O(λ2), where
hn,n+1 =
1
2 sin η
(
σxnσ
x
n+1 + σynσ
y
n+1 + Δ [σznσzn+1 − ]
)
, (4.123)
while the symbol Δ = cos η denotes the anisotropy of the model.
Because of the interplay of parameters in equation (4.122), the canonical regimes of
the XXZ cannot be identiﬁed simply according to whether |J | < |J ′| or |J | > |J ′|.
Instead, we should refer to the continuous-time limit where the symmetry structure is
clearly established with respect to the values of the anisotropy Δ. This limit suggests
that real η and imaginary λ correspond to the gapless or easy-plane regime, shown in
Figure 4.7, while imaginary η and real λ correspond to the gapped or easy-axis regime.
Parity asymmetric representations of the quantum group, which we are interested in, exist
only in the former.
Special limits of the propagation in the gapless regime include the free model contour
η = π/2 (J ′ = 0) and the limit |λ| → ∞, where the local propagator becomes
lim
x→∞
[
Un,n+1
∣∣
λ=ix
]
=
⎡⎢⎢⎢⎢⎢⎣
1 0 0 0
0 0 eiη 0
0 eiη 0 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎦ . (4.124)
As we will see, this limit is rather trivial from the point of view of the spin transport – it
corresponds to the maximally ballistic regime with freely propagating left and right moving
particles. It is, however, interesting due to its dual-unitarity property, which allows for an
exact computation of correlation functions [93]. It can be pictorially represented as
U = U
and refers to the equivalence of spatial and temporal shifts.
This time, let us take U = UoddUeven for the time propagator. The switched time steps
are acquired from the transfer operator with canonically ordered product of R-matrices;
see Remark 4.1. This results in the shift of the continuity equations (4.15) for one lattice
site. They become
U† σz2n+1 U − σz2n+1 = −j2n+2 + j′2n+1, U† σz2n U − σz2n = −j′2n+1 + j2n (4.125)
where the even current density is computed as
j2n =
4 sinλ sin η
cos 2η − cos 2λ
(
σ+2n−1 σ
−
2n − σ−2n−1 σ+2n
)
+ 2 (sinλ)
2
cos 2η − cos 2λ
(
σz2n−1 − σz2n
)
. (4.126)
In the isotropic point j2n reduces to the current density from equation (4.18), shifted for
one site. The odd current density is determined from equation j′2n+1 = U†even j2n+1 Ueven
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Figure 4.7: The coloured area corresponds to real η and imaginary λ, namely, the gapless
or easy-plane regime. The blue and yellow lines are constant λ and constant η contours,
respectively. The continuous-time limit corresponds to J , J ′ → 0. The η = π/2 (J ′ = 0)
contour marks the free model regime. In the limit |λ| → ∞, where λ is imaginary (J = π/4
line), the local propagator (4.121) eﬀectively reduces to a SWAP-like gate.
and is a complicated operator acting on four adjacent sites. In the continuous-time limit
both local current densities reduce to
jn = j′n = −
2λ
sin η
(
σ+n−1 σ
−
n − σ−n−1 σ+n
)
+ O(λ2), (4.127)
where the prefactor (sin η)−1 stems from normalisation of the local Hamiltonian den-
sity (4.123). We recall that the total extensive spin current J corresponds to the sum of
contributions from odd and even sites and is antisymmetric (PJP = −J) under the global
spin-reversal operator P = ∏Nn=1 σxn.
Examination of the current autocorrelation function after a quench from the domain
wall initial state, where two halves of the spin chain are prepared in oppositely polarised
states, visibly establishes three spin transport regimes of the Trotterised model, shown on
Figure 4.8. Our goal is to rigorously demonstrate ideal spin transport in the gapless regime
shown in red. We will do this by extending the machinery developed in the continuous-time
scenario [25, 120], where gapless regime corresponds to |Δ| < 1. There, for a dense subset
{Δ = cos πm | ,m ∈ coprime} of anisotropies, a nonvanishing strict lower bound (2.37)
on the Drude weight has been established. This was done by employing parity asymmetric
quasilocal charges particular to this root-of-unity (q = eiπ/m) parametrisation. Since the
construction of these charges relies on the existence of 2-symmetry breaking representa-
tions of the quantum group, our extension to a discrete-time scenario, i.e. to all imaginary
λ, works for the same set {η = πm | ,m ∈ coprime} of anisotropies. However, due to
the relation (4.122) between the parameters, ballistic transport is now observed for any
ratio J ′/J , even |J ′| > |J |, unlike in the continuous-time case.
Our plan is now to (i) review the construction of parity asymmetric charges and (ii)
utilise them in the Mazur bound on the spin Drude weight.
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Figure 4.8: A schematic phase diagram of the model. The three circles mark the values of
J and J ′, for which the right plot shows the time-dependence of the exponent α, whose
asymptotic value describes the long time behaviour 〈jN/2+1(t)〉 ∼ tα−1 of the local current
through the middle of the system. The ballistic, super-diﬀusive and diﬀusive regimes are
clearly denoted in red, yellow and blue respectively. The super-diﬀusive regime has been
established in [92].
4.4.2 Quasilocal charges breaking the 2 symmetry
The starting point is the transfer operator T (ϕ, s) with an explicit form
T (ϕ, s) = tra
[ →∏
1≤n≤N
Ln,a(ϕ − (−1)n λ2 , s)
]
. (4.128)
From the one used in the isotropic point (4.42) it diﬀers in two points. The ﬁrst diﬀerence
lies in the Lax operator L(ϕ, s), which is now in the form given by equation (3.20) in
Example 3.4. It originates in the universal R-matrix of the quantum group Uq(sl2), where
q = eiη.
The second diﬀerence is in our choice of the auxiliary vector space Va, where we take
a complex spin s ∈ representation
Sz =
m−1∑
k=0
(s − k) |k〉 〈k| ,
S+ =
m−2∑
k=0
sin(k + 1)η
sin η |k〉 〈k + 1| ,
S− =
m−2∑
k=0
sin(2s − k)η
sin η |k + 1〉 〈k|
(4.129)
without a 2 parity symmetry, valid only at anisotropies parametrised by η = π/m with
,m ∈ coprime. Spin operators S±, Sz satisfy the q-deformed relations (3.21) from
Example 3.4.
In this section we will show that, for ϕ lying in the critical strip determined by the
constraint |Reϕ − π2 | < π2m ,
Z(ϕ) = 12η sin η ∂sT (ϕ, s) |s=0 (4.130)
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constitute a continuous family of integrals of motion that are (i) spin-reversal asymmetric
and (ii) quasilocal.
Explicit form of the symmetry breaking charges
In order to deduce the operator basis expansion of the conservation laws Z(ϕ) we deﬁne
components of the Lax operator and its derivative at s = 0 through
Ln,a(ϕ, 0) =
∑
α
σαnL
α
a (ϕ), ∂sLn,a(ϕ, s)
∣∣
s=0 =
∑
α
σαn L˜
α
a (ϕ), (4.131)
where α ∈ {0,+,−, z} and σ0 = denotes the identity. The components act on the
auxiliary space Va and explicitly read
L0(ϕ)=
m−1∑
k=0
cos(kη)|k〉〈k| , L˜0(ϕ)=η
m−1∑
k=1
sin(kη)|k〉〈k| ,
L+(ϕ)=− 1sinϕ
m−2∑
k=1
sin(kη)|k + 1〉〈k| , L˜+(ϕ)= 2ηsinϕ
m−2∑
k=0
cos(kη)|k + 1〉〈k| ,
L−(ϕ)= 1sinϕ
m−2∑
k=0
sin[(k + 1)η]|k〉〈k + 1| , L˜−(ϕ)=0,
Lz(ϕ)=− cotϕ
m−1∑
k=1
sin(kη)|k〉〈k| , L˜z(ϕ)=η cotϕ
m−1∑
k=0
cos(kη)|k〉〈k| .
(4.132)
In discerning the expansion of Z(ϕ) in terms of Pauli matrices, we will use the following
observations:
1. Of L˜α, only L˜z preserves the subspace lsp{|0〉}, spanned by the highest-weight state
|0〉.
2. Of Lα, only L0 acts nontrivially on |0〉.
3. No Lax component Lα maps the highest weight state |0〉 into the reduced subspace
V ′a = lsp{|1〉 , |2〉 , . . . , |m − 1〉}.
Because of the partial trace, the derivative in Z(ϕ) ∼ ∂sT (ϕ, s) |s=0 can be brought to
the rightmost position in the string of Lax operators constituting the transfer operator.
Decomposing the trace as
tra[•] = 〈0| • |0〉 +
m−1∑
k=1
〈k| • |k〉 (4.133)
the ﬁrst term will produce a linearly extensive contribution and the second term a remain-
der, exponentially small in the system size.
We ﬁrst focus on the string 〈0|Lα1 . . . LαN−1L˜αN |0〉, which can be interpreted as a N -
step walk on the semi-inﬁnite lattice {|n〉}n∈ 0 , starting and ending in the highest-weight
state |0〉. On the graph {(k, |n〉) | n, k ∈ 0, k ≤ N} the walk can be schematically
represented as a labelled path
〈0|
〈1|
〈2|
〈3|
〈4|
...
|0〉
|1〉
|2〉
|3〉
|4〉
...
0123...4N...
+
+
0
−
−
−
z
− . . .
. . .
. . .
,
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where the blue step corresponds to the action of L˜α at the right-most position in the string
and the green step to the action of Lα in the bulk.2
Due to the ﬁrst two observations above, the only possible straight path linking the
nodes (0, |0〉) and (N, |0〉) is
〈0|
〈1|
...
|0〉
|1〉
...
0123...4N...
z0000000 . . . ,
corresponding to the following magnetisation-like terms
N/2−1∑
n=0
cot(ϕ − λ/2)
2 sin η σ
z
2n +
cot(ϕ + λ/2)
2 sin η σ
z
2n+1. (4.134)
The weights are determined by the action of the Lax components (4.132). We observe
also invariance under translation for two sites, a consequence of staggered structure of the
transfer operator.
The second observation implies that any straight walk in the subset {(k, |0〉)|k ∈ , k ≤
N} comprises only L0,
〈0|
〈1|
...
N...
. . .00000
Thus, any excursion from a straight path between the nodes (0, |0〉) and (N, |0〉) starts
with the action of L˜+ and ends with the action of L−, followed by a tail of L0, for example
〈0|
〈1|
〈2|
〈3|
〈4|
...
|0〉
|1〉
|2〉
|3〉
|4〉
...
0...1N...
+
. . . . . .−
000 .
Such contributions are evidently asymmetric under the global spin-reversal transfor-
mation, since they are of the form σ− ⊗ . . . ⊗ σ+. Speciﬁcally, they read
N/2−1∑
n=0
S2n
[N/2∑
r=1
q[2r,−](ϕ) +
N/2−1∑
r=1
q[2r+1,−](ϕ)
]
+ S2n+1
[N/2∑
r=1
q[2r,+](ϕ) +
N/2−1∑
r=1
q[2r+1,+](ϕ)
]
,
(4.135)
where Sn denotes the shift for n lattice sites Sn(σαL) = σαL+n, compatible with periodic
boundary conditions, and
q[2r,±](ϕ)=
∑
{αj}
〈1|Lα1(ϕ± λ2 )...Lα2r-2(ϕ∓ λ2 )|1〉
sin(ϕ+ λ2 ) sin(ϕ− λ2 )
σ−⊗σα1 ⊗...⊗σα2r-2 ⊗σ+⊗ ⊗(N -2r),
q[2r+1,±](ϕ)=
∑
{αj}
〈1|Lα1(ϕ± λ2 )...Lα2r-1(ϕ± λ2 )|1〉
[sin(ϕ∓ λ2 )]2
σ−⊗σα1 ⊗...⊗σα2r-1 ⊗σ+⊗ ⊗(N -2r-1).
(4.136)
2In the graphical representation “vertical labels” |n〉 and 〈n| are equivalent.
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The rest of the trace, namely ∑m−1k=1 〈k|Lα1 . . . LαN−1L˜αN |k〉, produces a remainder.
Loosely speaking, the third observation implies that the walks starting in the reduced
subspace V ′a = lsp{|1〉 , |2〉 , . . . , |m − 1〉} and reaching |0〉 cannot return back into V ′a:
〈0|
〈1|
〈2|
〈3|
〈4|
...
|0〉
|1〉
|2〉
|3〉
|4〉
...
0...1N...
0, z
. . . . . .−
000 .
They provide zero contributions. Eﬀectively, the state |0〉 is forbidden for the walks
starting in V ′a, which allows us to express the remainder as
p[N ](ϕ) = ∂s tr′a
( →∏
1≤n≤N
PV ′aLn,a(ϕ − (−1)n λ2 , s)PV ′a
)∣∣∣
s=0
. (4.137)
Here tr′a denotes the partial trace over V ′a, onto which we project the Lax components by
means of PV ′a =
∑m−1
k=1 |k〉〈k|a.
Gathering all of the terms with explicit matrix product forms provided by equations
(4.136) and (4.137) we obtain
Z(ϕ) = Z∞(ϕ) + p[N ](ϕ), (4.138)
where
Z∞(ϕ) =
N/2−1∑
n=0
[cot(ϕ − λ/2)
2 sin η σ
z
2n +
cot(ϕ + λ/2)
2 sin η σ
z
2n+1+
+S2n
(N/2∑
r=1
q[2r,−](ϕ) +
N/2−1∑
r=1
q[2r+1,−](ϕ)
)
+ S2n+1
(N/2∑
r=1
q[2r,+](ϕ) +
N/2−1∑
r=1
q[2r+1,+](ϕ)
)]
(4.139)
denotes the part of the conserved charge Z(ϕ) that survives the thermodynamic limit
N → ∞.
Quasilocality of the conservation laws Z(ϕ), which we are going to examine next, orig-
inates in the weights attributed to the paths connecting the nodes (0, |0〉) and (N, |0〉)
in the above graphs. The weights themselves come from the action of the Lax compo-
nents (4.132) onto the states in the auxiliary space. The walks on the lattice {|k〉}∞k=0 with
larger protrusions into the reduced subspace V ′a, i.e. the paths on the graphs, with larger
deviations from a straight path between the nodes (0, |0〉) and (N, |0〉), provide less lo-
calised, but also smaller contributions to the conserved charge. This results in local terms
that are exponentially small in the size of their support, which is a suﬃcient condition for
Z(ϕ) to scale linearly in the system size.
Quasilocality and overlap between the charges
The thermodynamic limit Z∞(ϕ) of the charge lacks the component proportional to an
identity. In this section we will thus use (A,B) = 2−N tr[A†B] instead of the semi-deﬁnite
Hilbert-Schmidt product given in (2.13) to determine quasilocality. We will argue the
validity of the following statement:
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Proposition 4.1. Let λ be purely imaginary and η =  πm with  and m coprime integers.
Operators Z(ϕ) in (4.138) with terms given by (4.136) and (4.137) are quasilocal if ϕ
satisﬁes |Reϕ − π2 | < π2m .
To clarify the argument, it is convenient to expand the overlap between the conserva-
tion laws as
lim
N→∞
1
N
(Z(ϕ¯), Z(ϕ′)) = lim
N→∞
1
N
[
(Z∞(ϕ¯), Z∞(ϕ′)) + (Z∞(ϕ¯), p[N ](ϕ′))+
+(p[N ](ϕ¯), Z∞(ϕ′)) + (p[N ](ϕ¯), p[N ](ϕ′))
]
. (4.140)
The ﬁrst term on the right hand side comprises two contributions,
lim
N→∞
1
N
(Z∞(ϕ¯),Z∞(ϕ′))=K ′(ϕ,ϕ′)+
(sinλ)2− sin 2ϕ sin 2ϕ′
4(sin η)2 (cos 2ϕ−cosλ)(cosλ−cos 2ϕ′) , (4.141)
one coming from the overlaps of the asymmetric local densities
K ′(ϕ,ϕ′) = 12
∞∑
r=1
[
(q[2r,−](ϕ¯), q[2r,−](ϕ′)) + (q[2r+1,−](ϕ¯), q[2r+1,−](ϕ′))+
+(q[2r,+](ϕ¯), q[2r,+](ϕ′)) + (q[2r+1,+](ϕ¯), q[2r+1,+](ϕ′))
]
, (4.142)
the other from the overlaps of magnetisation-like terms (4.134). The Cauchy-Schwarz
inequality bounds the absolute values of the last three terms in (4.140) by the Hilbert-
Schmidt norms of Z∞(ϕ) and p[N ](ϕ). Proposition 4.1 then follows from:
Lemma 4.5. The Hilbert-Schmidt norm of the remainder p[N ](ϕ) is exponentially small
in the system size N and K ′(ϕ¯, ϕ) is ﬁnite if |Reϕ − π2 | < π2m .
Before examining rigorous arguments in support of this claim, we draw attention to
Figure 4.9, an empirical demonstration of Lemma 4.5. The left plot shows exponential
decay of the remainder p[N ](ϕ) and the plot on the right the diﬀerence between the numer-
ically computed K ′(ϕ¯, ϕ) for ﬁnite N ,3 and its ﬁnite value in the thermodynamic limit,
conjectured as follows:
Conjecture 4.3. The sum of the overlaps of local densities (4.142) explicitly reads
K ′(ϕ,ϕ′)=
[
cos(ϕ − ϕ′ + λ)+cos(ϕ − ϕ′ − λ)−2 cos(ϕ + ϕ′)]sin[(m−1)(ϕ + ϕ′)]
2 (sin η)2 (cos 2ϕ−cosλ)(cosλ−cos 2ϕ′) sin[m(ϕ + ϕ′)] .
(4.143)
On rigorous grounds, however, the quasilocality is established by studying the spectrum
of the auxiliary transfer matrix (ϕ,ϕ′) ∈ End(V⊗2a ) deﬁned as
(ϕ,ϕ′) =
∑
α
Lα(ϕ) ⊗ Lα(ϕ′) (σα, σα). (4.144)
It enables a convenient and computationally very eﬀective reformulation of the overlaps
of the local densities
(q[2r,±](ϕ¯),q[2r,±](ϕ′))=
〈1,1|[ (ϕ∓ λ2 ,ϕ′± λ2 ) (ϕ± λ2 ,ϕ′∓ λ2 )]r-1|1,1〉
4 sin(ϕ− λ2 ) sin(ϕ+ λ2 ) sin(ϕ′+ λ2 ) sin(ϕ′− λ2 )
,
(q[2r+1,±](ϕ¯),q[2r+1,±](ϕ′))=
〈1,1| (ϕ∓ λ2 ,ϕ′± λ2 )
[
(ϕ± λ2 ,ϕ′∓ λ2 ) (ϕ∓ λ2 ,ϕ′± λ2 )
]r-1|1,1〉
4[sin(ϕ± λ2 ) sin(ϕ′∓ λ2 )]2
.
(4.145)
3For ﬁnite N we compute K′(ϕ¯, ϕ) by truncating the sum in (4.142).
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Figure 4.9: The left diagram shows the norm (p[N ](ϕ), p[N ](ϕ)) of the remainder at λ = i34
and ϕ = π2 + i
3
5 . On the right is the diﬀerence between numerically computed K ′(ϕ¯, ϕ) for
ﬁnite N [see equation (4.142)], and the conjecture (4.143) that holds in the thermodynamic
limit.
The deﬁnition (4.144) of (ϕ,ϕ′) implies that for diﬀerent ﬁxed integers n, where
0 ≤ n ≤ m − 1, subspaces
W(n) = lsp{|k, k + n〉 | k = 0, 1, . . . ,m − n − 1} ⊂ V⊗2a (4.146)
are invariant under its action. From our analysis of the Lax components Lα(ϕ) we also
recall that lsp{|0, 0〉} ⊂ V⊗2a is itself an invariant subspace; see the second observation
about the components (4.132). These statements imply that the path made by a string of
auxiliary transfer matrices acting on |1, 1〉 remains in the subspace W(0) at all times and
vanishes if it wanders into the “forbiden” subspace lsp{|0, 0〉}.
It is therefore convenient to project (ϕ,ϕ′) onto the reduced auxiliary subspace V ′a
by identifying
|k〉 ⊗ |k〉 ↔ | sin(kη)| |k〉 , 〈k| ⊗ 〈k| ↔ | sin(kη)|−1 〈k| (4.147)
for k > 0. In this way we obtain a diagonalisable matrix
T(ϕ,ϕ′)=
m−1∑
k=1
[(
[cos(kη)]2 + cotϕ cotϕ′[sin(kη)]2
) |k〉〈k|+
+ | sin(kη) sin[(k + 1)η]|2 sinϕ sinϕ′
(|k〉〈k + 1| + |k + 1〉〈k|)], (4.148)
which was proven to be contracting for spectral parameters satisfying |Reϕ − π2 | < π2m
in [25].
Since the shift of the spectral parameters for imaginary λ preserves the strip in the
complex plane deﬁned by this constraint, this establishes K ′(ϕ¯, ϕ) as a ﬁnite quantity, as
the sums over r in (4.142) converge. Indeed, summing up the overlaps (4.145) gives
K ′(ϕ,ϕ′) = 18 〈1|
(
2 +
sin(ϕ + λ2 ) sin(ϕ′ − λ2 )
sin(ϕ − λ2 ) sin(ϕ′ + λ2 )
T(ϕ + λ2 , ϕ
′ − λ2 )+
+
sin(ϕ − λ2 ) sin(ϕ′ + λ2 )
sin(ϕ + λ2 ) sin(ϕ′ − λ2 )
T(ϕ − λ2 , ϕ′ + λ2 )
)|ψ〉 , (4.149)
where |ψ〉 = ∑m−1k=1 ψk |k〉 solves an inhomogeneous recurrence relation of the fourth order
with nonconstant coeﬃcients:
sin(ϕ+ λ2 )sin(ϕ
′+ λ2 )sin(ϕ− λ2 )sin(ϕ′− λ2 )
[
1−T(ϕ− λ2 ,ϕ′+ λ2 )T(ϕ+ λ2 ,ϕ′− λ2 )
]|ψ〉= |1〉.
(4.150)
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By careful analysis of the limits, in which this recurrence reduces into tractable expressions,
we can guess the conjectured form (4.143), which is then conﬁrmed by numerics.
To conclude the argument we also remark that, for |Reϕ − π2 | < π2m , the contracting
property of (ϕ,ϕ′) can be proven also on other invariant subspaces W(n). This suﬃces
to show the exponential decay of the remainder p[N ](ϕ) [45].
4.4.3 Application: Mazur lower bound
From Section 2.3 we recall that the essential constituents of the Mazur lower bound on
the spin Drude weight are the projections of the current J onto the conservation laws
Qk ∼ Z(ϕ), as well as the overlaps between the charges themselves. Inspecting any form
of the Mazur bound, for example equation (2.37), we see that the overlaps of charges should
be minimized without reducing the projections of the current onto them. To this end it
is convenient to subtract, from the charges, any component orthogonal to the current.
Firstly, only the parity antisymmetric component
Z−(ϕ) = 12(Z(ϕ) − PZ(ϕ)P) (4.151)
of Z(ϕ) is relevant, the other one being orthogonal to the current, (J, Z+(ϕ)) = 0.
We can also orthogonalize the conservation laws with respect to the total magnetisation
M = ∑Nn=1 σzn since (J,M) = 0 due to the spin-reﬂection symmetry. In this way we obtain
the optimal form of the charges,
Z−⊥ (ϕ) = Z
−(ϕ) − 1
N
(M,Z(ϕ))M, (4.152)
stripped of all current-orthogonal components. The prefactor 1/N in the second term is
the Hilbert-Schmidt norm of magnetisation. From the explicit form of the charges Z(ϕ)
we deduce the formulae
lim
N→∞
1
N
(Z(ϕ¯),PZ(ϕ′)P) = sin 2ϕ sin 2ϕ
′ − (sinλ)2
4(sin η)2(cos 2ϕ − cosλ)(cosλ − cos 2ϕ′) ,
lim
N→∞
1
N
(M,Z(ϕ)) = sin 2ϕ2 sin η(cosλ − cos 2ϕ) ,
(4.153)
using which we obtain, for the overlap K(ϕ,ϕ′) = limN→∞ 1N (Z
−
⊥ (ϕ¯), Z
−
⊥ (ϕ′)) of the
optimized charges, the following expression:
K(ϕ,ϕ′)=
[
cos(ϕ−ϕ′+λ)+cos(ϕ−ϕ′−λ)−2cos(ϕ+ϕ′)]sin[(m−1)(ϕ+ϕ′)]+(sinλ)2sin[m(ϕ+ϕ′)]
4(sinη)2(cos2ϕ−cosλ)(cosλ−cos2ϕ′) sin[m(ϕ+ϕ′)] .
(4.154)
The remaining ingredient of the Mazur lower bound is the projection of the spin current
onto the charge. Despite the diﬀerence between the local spin currents on even and
odd sites, arising from the two-step time evolution, both j2n given in (4.126), as well as
j′2n+1 = U†even j2n+1Ueven have the same overlap with the quasilocal charge Z(ϕ). Both
contributions combined give
j(ϕ) = lim
N→∞
1
N
(Z−⊥ (ϕ¯), J) =
sinλ
(cosλ − cos 2ϕ) sin η . (4.155)
In place of a discrete set of integrals of motion Qk, we are now armed with a continuous
family Z−⊥ (ϕ). Since the spectral parameter ϕ can be thought of as a continuous index, the
linear system of equations (2.45) that represents the Mazur bound (2.46) from a discrete
set of charges, needs to be reformulated in the form of the integral equation [25]∫
d2ϕ′ K(ϕ,ϕ′)f(ϕ′) = j(ϕ), D ≥ DMazur = 12
∫
d2ϕ j(ϕ¯)f(ϕ). (4.156)
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The integration is performed over the area of quasilocality, which corresponds to a strip
in the complex plane, constrained by |Reϕ − π2 | < π2m . Because of the holomorphicity,
however, a single line of integration centred at Reϕ = π2 is suﬃcient for an eﬃcient
numerical computation of the bound [43].
Before discussing the results of the computation we observe two things. Firstly, a
discretisation of the integral equations (4.156) on the line of integration determined by
Reϕ = π2 indeed yields the optimised formula (2.46). The projection of the current onto the
charges roughly corresponds to Nj(ϕ¯) ∼ (Qk, J), which we collect into a vector denoted by
j. The values of f(ϕ) at discrete points ϕ are similarly collected into x, while NK(ϕ¯, ϕ′) ∼
(Qk, Ql) forms a self-adjoint matrix K. We then obtain a set of linear equations
K·x = j, D ≥ lim
N→∞
1
2N j
† ·x, (4.157)
familiar from the conclusion of Section 2.3.
The second observation is connected to the continuous-time limit. For small λ, ex-
pansion of the linear system (4.156) around λ = 0 reproduces the continuous-time result
from [25]. Speciﬁcally we have (sin η)2 DMazur = λ2 D′Mazur + O(λ3), with
D′Mazur =
[ sin η
sin(π/m)
]2 (
1 − m2π sin(2π/m)
)
, (4.158)
the rescalation by a factor of (sin η)2 being a trivial consequence of normalisation of the
Hamiltonian (4.123).
Fractal Drude weight
In the continuous-time limit the Mazur lower bound (4.158) is a fractal function of the
anisotropy parameter Δ = cos η in the sense that it is nowhere continuous and exhibits
self-similarity under the rescaling of the anisotropy. The high-temperature asymptotics
based on the thermodynamic Bethe ansatz calculation [121], as well as the recent [40]
hydrodynamic approach to the exact Drude weight calculation suggest that this lower
bound actually saturates the weight.
In discrete-time evolution corresponding to a Trotterisation of the XXZ model the
dependence of DMazur on Δ remains a fractal, changing continuously when |λ| is varied.
For |λ| = 1, the comparison between the Mazur bound and the TEBD-based computation
of the Drude weight is shown on Figure 4.10. Notably, the inset demonstrates that the
peaks in the Drude weight coincide with the lower bound, while the top panel clariﬁes its
self-similar structure.
Similarly as in the continuous-time limit, saturation of the lower bound is expected
also for all ﬁnite λ. It is, in fact, suggested by Figure 4.11, where the scaling of the
central peak width is plotted against the increasing time of the TEBD simulation. The
numerical procedure for calculation of the Drude weight is based on the TEBD evolution of
the domain wall initial state, in which two halves of the system are prepared at diﬀerent
chemical potentials μL and μR. For convenience let us assume μR = −μL with μL =
μ˜/2  1. The Drude weight is then computed according to formula
D = lim
t→∞ limN→∞ limμ˜→0
〈J(t)〉μ˜
2μ˜t , (4.159)
which follows from our deﬁnition (2.39) of the Drude weight in Chapter 2 if we replace
the gradient of magnetisation μ with an eﬀective one, μ ∼ μ˜/N , which develops after long
times.
Due to complexity of the overlap (4.154), the full analytical calculation of the Mazur
bound, as done in [25], seems out of scope. Still, some limits can be treated analytically,
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notably, the limit m → ∞ that reproduces the enveloping function and corresponds to
the Mazur bound evaluated at an irrational value of η/π. Numerical results and the
continuous-time limit (4.158) suggest, that limm→∞ DMazur actually represents a lower
bound for all m, i.e. the fractal structure appears on top of it. We treat the analytically
solvable limits in the following.
Figure 4.10: Drude weight (yellow–red) and Mazur bound (blue) at |λ| = 1. The Mazur
inequality is evaluated by numerically solving the integral equations (4.156), while the
Drude weight is calculated using a TEBD evolution of the domain wall initial state. The
colour scales from yellow to red with increasing time of the simulation (t = 50 to t = 1000).
The inset in the centre of the lower panel shows a more precise set of simulations around
a marginal peak at η = 3π/4, the convergence toward which is shown on the top-left inset
of the lower panel. The upper panel demonstrates self-similarity of the Mazur bound.
The enveloping function, the free fermion line and the inﬁnite-|λ| limit
To consider the integral equations (4.156) from the analytical point of view, we restrict
the domain of integration to the line Reϕ = π2 , as the numerical procedure shows no
considerable improvement in the result if the integration is performed over the entire
domain of quasilocality. This is a consequence of analyticity of charges Z(ϕ) and the
kernel of integral equation, i.e. their overlap K(ϕ,ϕ′).
It is convenient to map into multiplicative real coordinates along the line of integration,
centered at Reϕ = π2 , according to ϕ(x) :=
π
2 + i log x, ϕ′(x′) :=
π
2 + i log x′ and λ(Λ) :=
i log Λ. The integral equation and the lower bound (4.156) then become∫ ∞
0
dx′K˜(x, x′)f˜(x′) = 1, D ≥ DMazur =
∫ ∞
0
dxf˜(x)j˜(x), (4.160)
where
xf˜(x) = f(ϕ(x))[sin η sinλ(Λ)] , j˜(x) =
1
2[sin η sinλ(Λ)] j(ϕ(x)) (4.161)
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Figure 4.11: The Drude weight and Mazur bond without rescaling, at |λ| = 1. The left
inset shows the width of the central peak, corresponding to the anisotropy η = π/2 (χ
denotes the bond dimension). It appears to converge to zero as t−1/2. The right inset
shows a more precise simulation in one of the intervals of cos η, where the TEBD results
with a lower bond dimension χ seem to be below the Mazur bound. This demonstrates
that these occurrences are a consequence of imprecise numerics, since raising the bond
dimension clearly improves the results.
and
K˜(x, x′) = K(ϕ(x), ϕ
′(x′))
j(ϕ(x)) [sin η sinλ(Λ)]. (4.162)
When transforming the integration variable in (4.160) according to log x → x, the Jacobian
1/x has been absorbed into f˜(x). The kernel K(ϕ,ϕ′) of the integral equation and the
projection j(ϕ) of the current onto the conservation laws are given by formulae (4.154)
and (4.155), respectively. Our aim is now to solve for f˜(x) and substitute it into the lower
bound, given that the explicit forms of real functions K˜(x, x′) and j˜(x) read
K˜(x, x′) = (2Λ+[Λ
2+1]x2)(2Λ+[Λ2+1]x′2)[xx′]2m−[xx′]2(Λ2+2Λx2+1)(Λ2+2Λx′2+1)
8Λx2(Λ+x′2)(Λx′2+1)([xx′]2m−1) ,
j˜(x) = (Λ
2−1)2x2
4Λ(Λ+x2)(Λx2+1) .
(4.163)
We start by observing the symmetry j˜(x) = j˜(x−1) of the current-charge overlap.
Using it in the expression for DMazur in (4.160), after changing the integration variable
according to x → 1/x, suggests
f˜(x−1) = x2f˜(x). (4.164)
Invoking this transformation of f(x), we can rewrite the Fredholm integral equation on
the left hand side of (4.160) as(
1 + 2Λx2 + Λ2
)
G(x−1) +
(
1 + 2Λx−2 + Λ2
)
G(x) = 1, (4.165)
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where
G(x) =
∫ ∞
0
dx′ f˜(x
′)L(x′)
1 − (x′/x)2m , L(x) =
x2(1 + 2Λx2 + Λ2)
8Λ(Λ + x2)(1 + Λx2) . (4.166)
Being interested in the enveloping function and noting that the fractal peaks decrease
towards it as η → 0 (see, for instance, Figure 4.10), we proceed by taking the limit m → ∞,
in which we obtain the simpliﬁed set of equations
G(x) =
∫ x
0
dx′f˜(x′)L(x′), f˜(x) = G
′(x)
L(x) . (4.167)
In order to solve for f˜(x) we observe that in terms of g(x) = (1 + 2Λx−2 + Λ2)G(x),
equation (4.165) reads g(x) + g(x−1) = 1. Its solution g(x) must therefore necessarily
have a Laurent series expansion of the form
g(x) = 12
(
1 +
∞∑
n=1
cn[xn − x−n]
)
, (4.168)
where cn ∈ denote some coeﬃcients. Using this in f˜(x) = G′(x)/L(x) a straightforward
analysis of the formal series expansion suggests that G(x) = x4G(x−1) is a necessary
condition for f˜(x) to obey the transformation rule (4.164). This information is suﬃcient
to solve equation (4.165) for G(x), whence we ﬁnally obtain
f˜(x) = 32Λx
(
Λ + x2
) (
Λx2 + 1
)
(Λ2 + (Λ2 + 1)x4 + 4Λx2 + 1)2
. (4.169)
The Mazur lower bound DMazur in (4.160) is now at hand. After substitution Λ = e|λ| it
becomes
lim
m→∞ DMazur = 2
(
1 − Gd(|λ|)sinh(|λ|)
)
, (4.170)
where Gd denotes the Gudermannian, deﬁned as Gd(x) = 2 arctan(ex) − π/2.
Having established the enveloping function, it is now instructive to also look at the
free fermion line J ′ = 0 (or m = 2), where exact diagonalisation shows saturation of the
lower bound, consisting of a single conserved quantity Z(π/2). In this regime evaluation
of the bound is straightforward and yields
DMazur = 2[1 − sech(|λ|)]. (4.171)
These two limits are interesting, since the numerical investigation suggests that the
estimation
2
(
1 − Gd(|λ|)sinh(|λ|)
)
≤ DMazur ≤ 2[1 − sech(|λ|)] (4.172)
holds for all m, in turn conﬁrming the envelope function as a lower bound for all m,
albeit not a strict one; see Figure 4.12. Note, in addition, that the upper bound in
the estimate (4.172) is consistent with a naive expectation that the free fermion line
corresponds to the “maximally ballistic” regime.
In the |λ| dependence of DMazur, two limits are common to all m. One is the continuous
time limit |λ| → 0, which we have already discussed, while the other one relates to the
large |λ| regime, where
lim
|λ|→∞
DMazur = 2. (4.173)
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Figure 4.12: A comparison of the analytical and numerical results: DMazur for m = 3
is shown as an example of a more generic behaviour with respect to |λ|. For all m, the
|λ|-dependence lies between the m = 2 and m → ∞ curves.
This result can be explained by recalling that in this limit the local quantum unitary
gate eﬀectively becomes SWAP-like, while the local currents measure the diﬀerence in the
number of left and right movers passing by,
j2n = σz2n−1 − σz2n, j′2n+1 = σz2n−1 − σz2n+2; (4.174)
see equation (4.126) for the even current and related discussion in Section 4.2.1. Care-
fully examining the time evolution of the domain wall initial state with the diﬀerence of
chemical potentials equal to μ˜ we now deduce J(t) ∼ 4 μ˜ t for large times t. Using this in
formula (4.159) for the numerical evaluation of the Drude weight indeed yields D = 2.
Having reviewed this more or less rigorous demonstration of the ballistic spin transport
in an integrable Floquet system, we now proceed to the conclusion of this chapter.
Concluding remarks
In this chapter we have aimed for a detailed review of the structure of periodically driven
systems originating in universal objects of integrability. Numerous related questions have
not been answered, for example, what is the fate of the quasilocal charges of the quan-
tum Hirota model in the continuous space-time limit and what clues about quasilocality
in the quatnum ﬁeld theory does this provide. In particular, it is unclear, whether the
continuous-space limit of these charges falls under the alternative description of quasilo-
cality in quantum ﬁeld theories [33, 122], which has been worked out explicitly only in
free theories.
Another open problem relates to the existence of parity breaking charges in the quan-
tum Hirota model at roots of unity. Such conservation laws could be used to establish
ballistic transport of the topological charge whose current is deﬁned through the continu-
ity equation (4.118). The diﬃculties here lie at the algebraic level and are connected to
the existence of the universal R-matrix at roots of unity.
To comment on this we recall Remark 4.2 where the relation between Lax operators
of Volterra and Heisenberg models was mentioned. In particular, the transformation of
one Lax matrix into another relates the physical degrees of freedom in the Volterra model
(cyclic Weyl variables) to the semicyclic representation of the quantum group Uq(ŝl2).
According to the criteria on the existence of intertwiners [65, 66], the latter cannot be
paired with an arbitrary spin-s representation on the auxiliary space; only half-integer or
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integer spin representations are allowed, but these are invariant under the reversal of the
spin. The open question is, whether this algebraic obstacle can somehow be avoided.
The rest of open problems are related to generalization of the concepts developed
in the continuous time, to integrable Floquet systems. One obvious exercise would be
to establish the periodic GGE formalism in such systems, using the conservation laws
derived here, and then to develop the emergent hydrodynamical description of the large-
scale dynamics [29, 30, 119].
Other such concepts include the connection between the diﬀusion constant and the
Drude weight [90], by means of which superdiﬀusion has recently been established in
several models with isotropic interactions [123], as well as the question of relevance of the
quasilocal charges from semicyclic auxiliary representations at root-of-unity deformations
of the quantum group [31, 124]. These conservation laws are exotic in the sense that
they couple sectors of Hilbert space, diﬀering in the total magnetisation for the order
of the root of unity. Their role in the dynamics has been established only recently; in
the presence of the magnetic ﬁeld they are no longer conserved, but become periodic in
time. Consequently they can cause permanent oscillations of observables overlapping with
diﬀerent magnetisation subsectors [32].
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Exactly solvable open systems
The assumption of a quantum system being isolated from the environment is rather strong.
In experiments the system and its environment are never completely decoupled, which is
what makes the question of a dissipatively driven quantum system so relevant. For us,
however, the importance of open quantum systems lies elsewhere.
In the ﬁrst place, the setting of open systems is a convenient tool for probing the
dynamics of integrable models out of equilibrium. Appropriately chosen dissipative pro-
cesses induce currents in the system and by analysing them we can discern the transport
phenomena in the model [125–128]. For a weak enough dissipation such a protocol would
be somehow reminiscent of our deﬁnition of the Drude weight, were we prepare the system
in a weakly nonequilibrium current-inducing state and let it evolve unitarily; see equa-
tion (4.159) and the corresponding paragraph. In fact, a general Kubo form of the diﬀusion
constant has recently been derived in a dissipative (boundary driven) system [129]. As-
suming validity of the Fick’s law in the bulk of the system, it was demonstrated that the
formula provides asymptotically correct result for the diﬀusion constant.
The second point of interest has to do with exact solvability of one-dimensional dis-
sipatively driven spin systems. We are particularly interested in the relation between
the integrability structure of an isolated model and the solution for the steady state of
a dissipative process. The majority of exact results were obtained in systems with inte-
grable isolated counterparts and the structure of solutions closely resembles that of the
transfer operator that generates quasilocal conservation laws used in bounds on transport
coeﬃcents [24].
After a brief overview of elementary concepts in the physics of open quantum systems
we are going to construct a Kraus map in the Trotterised XXX model from Section 4.2.1.
This dynamical map consists of a unitary evolution in the bulk, complemented with in-
coherent stochastic processes at the edges. The solution for its unique nonequilibrium
steady state can be expressed with a staggered matrix product ansatz, whose elemen-
tary constituent is the Lax operator (4.40) of the isotropic Heisenberg model. This part
will present the work done in collaboration with M. Vanicat and T. Prosen, resulting in
publication [42].
In the last section we will switch to a continuous-time picture and present a new in-
homogeneous Lax structure, unrelated to the Yang-Baxter equation and developed jointly
with V. Popkov and T. Prosen in [44]. This structure emerges in the matrix product
ansatz for the steady state of the Lindblad master equation at large dissipation. It solves
a long open problem of the edge-localised jump operators that polarise spins in arbitrary
directions. The invoked site-dependent Lax matrix satisﬁes Sutherland relation, formally
similar to (3.25), and enables construction of nontrivial conservation laws of the Heisenberg
spin chain with arbitrary boundary magnetic ﬁelds.
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5.1 Open systems and dynamical semigroup
In describing the evolution of dissipative quantum systems it is diﬃcult to avoid the
notion of a dynamical semigroup. Its generator is a linear map Lˆ, termed Liouvillian,
which formally determines the Markovian propagation of the state according to
∂tρ(t) = Lˆρ(t). (5.1)
The formal solution ρ(t) = etLˆρ(0) deﬁnes a linear map Mˆt := etLˆ that, due to irreversibil-
ity of the time evolution, satisﬁes the semigroup property
Mˆt+t′ = MˆtMˆt′ , t, t′ ≥ 0. (5.2)
This is not the most general description of a dissipative dynamics, since Lˆ can, in
principle, also depend on time. The formal solution of the Liouville equation (5.1) then
takes the form of a Dyson series, while the corresponding Mˆt satisﬁes a highly nontrivial
integro-diﬀerential equation, which accounts also for the memory eﬀects [130]. To obtain
the dynamical semigroup (5.2) in this case, we usually resort to approximations, in which
we assume that the characteristic time scales of the environment are much shorter than
that of the system, and that the coupling between the system and the environment is
weak. This enables removal of such time scales by coarse graining. A simple scenario
that implicitly invokes this assumption and yields the Markovian dynamics is the repeated
interaction protocol [131], which is convenient for experimental realization [132, 133].
Repeated interaction protocol
Suppose that the degrees of freedom constituting the environment relax on a time scale
δt  1, so that any correlations induced due to interaction with the system decay rapidly.
In particular we assume the environment, prepared in the state ρE at time t and then
immediately coupled to the system, to be again described by ρE at t+ δt. If the coupling
between the system and the environment is weak we can also assume the combined density
matrix to be factorized as ρ(t) ⊗ ρE and write
ρ(t + δt) = trE
(U(δt)(ρ(t) ⊗ ρE)[U(δt)]†), (5.3)
where U(δt) is the combined unitary evolution of the system and the environment, de-
pending only on the time increment δt, but not on the particular time t, at which it acts.
This is true if it is generated by an autonomous Hamiltonian.
Let HE be the Hilbert space of the environment and let {|n〉E} denote its orthonormal
basis, in which ρE =
∑
n μn |n〉 〈n|E . Protocol (5.3) can then easily be rewritten in the
Kraus representation
ρ(t + δt) = Mˆδtρ(t) =
∑
mn
Kmn(δt)ρ(t)[Kmn(δt)]†. (5.4)
Operators Kmn(δt) =
√
μn 〈m|E U(δt) |n〉E are referred to as Krauss operators and satisfy
the trace preservation property∑
mn
[Kmn(δt)]†Kmn(δt) = , (5.5)
as a courtesy of unitarity [U(δt)]†U(δt) = of the combined time evolution. The trace
preservation property implies time-invariance of the trace trρ(t), as evident from the struc-
ture of equation (5.4).
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Observe that, similarly to U(δt), operators Kmn(δt) also depend only on the time
increment and not on the absolute time. Kraus representation (5.4) thus evidently deﬁnes
a dynamical semigroup, as Mˆδt+δt′ = MˆδtMˆδt′ . Its form implies that Mˆδt maps positive
operators to positive ones; for instance, if the sum in (5.4) consists of only one term,
it corresponds to a conjugation. Because of this, Mˆδt is referred to as a positive map.
Together with the trace preservation property (5.5), positivity ensures that ρ(t) at all
times satisﬁes the deﬁning properties of a density matrix.
Remark 5.1. The dynamical map should satisfy a stronger version of positivity. Suppose that
the system is extended by any kind of degrees of freedom with which it does not interact. Then
⊗ Mˆt should be positive, where acts on the extension. A counterexample is the partial
transposition acting on operators over the system’s Hilbert space. Stinespring’s and Choi’s
theorems establish the Kraus representation (5.4) as the most general form of a completely
positive map [134, 135].
Lindblad master equation
Kraus representation provides an explicit form of the dynamical semigroup and is the main
dynamical equation in discrete-time systems, for example in boundary driven Trotterisa-
tions, as we will see later. In continuous time it is more convenient to operate instead with
a Liouvillian Lˆ. To obtain the explicit form of the Liouvillian equation (5.1), we need to
look at the small δt expansion of the stroboscopic evolution (5.4) of the density matrix.
Let H ∈ End(H ⊗ HE) be the Hamiltonian of the system, acting nontrivially only
on the system’s Hilbert space H. By HE ∈ End(H ⊗ HE) we denote the interaction
with the environment and the Hamiltonian of the latter; see Figure 5.1 for a schematic
representation. For the unitary operator U(δt) ∈ End(H ⊗ HE) we can thus write
U(δt) = e−iδt(H+γHE), (5.6)
where γ is the coupling parameter, which we assume to be of the order O(δt−1/2), i.e.
γ =
√
Γ/δt, for some ﬁxed dissipation strength Γ.
H HEγ
+ =HE
=H
Figure 5.1: Schematics of an open quantum system. Hamiltonian HE encodes both the
time evolution of the environment (green), as well as its interaction (red) with the system
(blue).
Expanding the time evolution operator U(δt) to the ﬁrst order in δt and assuming
trE(ρEHE) = 0 we obtain the Lindblad master equation [136–138]
∂tρ(t) = −i[H, ρ(t)] + Γ
∑
mn
(kmnρ(t)k†mn − 12{k†mnkmn, ρ(t)}), (5.7)
where {•, •} denotes the anticommutator and kmn =
√
μn 〈m|E HE |n〉E ∈ End(H) the
Lindblad operator. We remark that the assumption trE(ρEHE) = 0 can be avoided, since
one can instead substitute the Hamiltonian H with H − γ trE(ρEHE), to obtain the same
form of the master equation. If the interaction is of short range, this typically corresponds
to additional magnetic ﬁelds at the boundaries of the system; see Example 5.1.
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Example 5.1. Take a spin-1/2 system described, when isolated, by a spin chain Hamiltonian
H. Let us model the environment by one additional spin that is, at each inﬁnitesimal time step,
prepared in a fully polarised pure state |↑〉 〈↑|. For the Hamiltonian describing the interaction
of the system with the environment we take
HE = 2σ+Eσ
−
1 + 2σ−Eσ
+
1 + ΔσzEσz1 , (5.8)
where Δ denotes the anisotropy. Note that we have chosen only the ﬁrst spin in the chain to be
directly aﬀected by the interaction.
For Δ = 0 the assumption trE(ρEHE) = 0 is true, while for Δ = 0 this partial trace produces
a magnetic ﬁeld ∼ Δσz1 . This ﬁeld can be altogether removed by substituting the Hamiltonian
with H − γ trE(ρEHE). Up to rescaling of the dissipation strength Γ we derive
∂tρ(t) = −i[H, ρ(t)] + Γ(σ+1 ρ(t)σ−1 − 12{σ−1 σ+1 , ρ(t)}), (5.9)
an equation that describes amplitude damping process, for example loss of energy in a two-level
atom due to spontaneous emission of a photon [139].
In the analysis of the Lindblad master equation we will be interested in its steady
state, which belongs to the kernel of the Liouvillian Lˆρ∞ = 0. In principle the kernel of Lˆ
might be more than one-dimensional, in which case we speak of a steady state manifold.
However, if the steady state is unique we must have
lim
t→∞ ρ(t) = ρ∞ (5.10)
for any initial condition ρ(0), a scenario we are particularly interested in.
The necessary and suﬃcient conditions for a unique steady state of the Lindblad master
equation (5.7) were formalised by Evans [140]. The Evans theorem states that the steady
state ρ∞ is unique if and only if H, {kmn} and {k†mn} generate the entire algebra of
operators over the Hilbert space H of the system. For instance, the Lindblad equation
in Example 5.1 certainly has a unique steady state if H is the Hamiltonian of the XXZ
spin-1/2 model, a fact that follows from the algebraic relations of Pauli matrices [141]; see
Example 5.2. In the following we will only consider dynamical maps with unique steady
states.
Example 5.2. Lindblad operators σ±1 from equation (5.9) and the Hamiltonian with local
density hj,j+1 = 2σ+j σ−j+1 + 2σ−j σ+j+1 + Δσzjσzj+1 generate the whole algebra of observables on
H. Due to Pauli algebra relations we have [σ+1 , σ−1 ] = σz1 and then
σ±2 = 14σ
z
1 [σ±1 , [H,σz1 ]]. (5.11)
For j > 2 we similarly obtain
σ±j = 14σ
z
j [σ±j , [H,σzj ]] − σ±j−2. (5.12)
In this way we can construct all of the Pauli matrices on each site of the chain.
5.2 Kraus map in periodically driven systems
As a discretised Liouville equation, the Kraus representation is a natural description of
dissipative processes in discrete-time models. The interpretation of the repeated interac-
tion protocol, which was rather abstract in the continuous-time scenario, now becomes
well justiﬁed, as it can be eﬃciently modelled in quantum simulators.
To present a detailed construction of the dynamical semigroup and the solution to its
nonequilibrium steady state in a discrete-time setting, we will now look at the boundary
driven integrable Trotterisation of the isotropic Heisenberg model, following Reference [42].
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5.2.1 Boundary driven Trotterisation
Our aim is to establish a protocol whose bulk dynamics is generated by a local unitary
gate U = Rˇ(λ), given in (4.13), while the degrees of freedom at the edges of the system
are subject to some incoherent stochastic update rule. The construction is reminiscent of
the classical exclusion process with stochastic boundaries [142–144], or classical boundary
driven cellular automata [145, 146]. However, contrary to the solvable exclusion pro-
cesses, the K-matrix formalism [147], developed by Sklyanin to treat integrable boundary
conditions in spin chain models, seems inapplicable in our case – the relation between
the nonequilibrium steady state that we will present and the Sklyanin transfer matrix is
unclear.
Schematically, the dynamics looks similar to an integrable Trotterisation; see Fig-
ure 5.2. For convenience, the length N of the spin chain is now taken to be an odd integer.
We derive the Kraus map via a repeated interaction protocol where, in each half of the
1 2 ... ... N − 1 N
U U U
U U U
U U U
U U U
K
K
K
K. . .
. . .
. . .
. . .
Figure 5.2: Integrable discrete-time protocol with stochastic boundaries represented in
grey. The dynamics in the bulk is unitary; local quantum unitary gate is represented in
green. Note that the number of sites N is now an odd integer.
time step, the system is coupled to the environment, i.e. an additional spin-1/2 denoted
by indices 0 and N + 1 on the left and the right side of the chain, respectively. This
additional spin has been freshly prepared in a fully polarised state, say |↓〉 〈↓|N+1 on the
right-hand side. During the next half of the time step it is coupled with the boundary
site (labelled with N on the right-hand side) by the action of a local unitary gate. The
environment is then traced out.
Since |↓〉 〈↓|N+1 contains a Jordan-Wigner fermion, one can think of the process as of
an injection of a particle on the right side of the chain with some probability rate. On the
left hand side of the chain we choose a process that corresponds to a stochastic ejection
of particles; at the beginning of each time step the environment on the left hand side
is prepared in a pure state |↑〉 〈↑|0, which contains no Jordan-Wigner fermions. In this
way we model chemical baths with diﬀerent chemical potentials. Explicitly the protocol
is encoded as
ρt+1/2 = trN+1
[Ur ρt ⊗ |↓〉 〈↓|N+1 U†r ], ρt+1 = tr0[U |↑〉 〈↑|0 ⊗ ρt+1/2 U† ], (5.13)
with
Ur =
(N+1)/2∏
n=1
U2n−1,2n, U =
(N−1)/2∏
n=0
U2n,2n+1 (5.14)
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denoting the combined time evolution of the system and the right or the left degree of
freedom of the environment, respectively.
Introducing parameter b = i4 log
(1−iλ
1+iλ
)
one can write
〈↑|0 U0,1 |↑〉0 = e−ib K0 B1, 〈↓|N+1 UN,N+1 |↓〉N+1 = e−ib K˜0 B˜N ,
〈↓|0 U0,1 |↑〉0 = i e−ib K1 B1, 〈↑|N+1 UN,N+1 |↓〉N+1 = i e−ib K˜1 B˜N ,
(5.15)
where B1 = exp(ibσz1) and B˜N = exp(ibrσzN ) are unitary matrices that will model bound-
ary magnetic ﬁelds with strengths b = b and br = −b at the left and the right edges of the
system, respectively. Matrices K0(1) and K˜0(1) are Kraus operators,1 explicitly reading
K0 =
+ σz1
2 +
√
1 − γ − σ
z
1
2 , K1 =
√
γ σ
+
1 ,
K˜0 =
− σzN
2 +
√
1 − γr + σ
z
N
2 , K˜1 =
√
γr σ
−
N ,
(5.16)
where γ = γr = [sin(2 b)]2. They satisfy the trace preservation condition (5.5), i.e.∑1
j=0 K
†
jKj = and
∑1
j=0 K˜
†
j K˜j = .
The two halves of the time step (5.13) now become
ρt+1/2 = Mˆeven ρt, ρt+1 = Mˆodd ρt+1/2, (5.17)
where the propagators take a familiar Kraus form
Mˆeven ρ =
∑
j=0,1
K˜j Ueven ρU†even K˜†j , Mˆodd ρ =
∑
j=0,1
Kj Uodd ρU†odd K†j , (5.18)
while the full time step is Mˆ = MˆoddMˆeven and forms a dynamical semigroup; compare
with equation (5.4). The bulk unitary propagators Ueven and Uodd are deﬁned similarly as
in the system with periodic boundary conditions,
Ueven =
[ (N−1)/2∏
n=1
U2n−1,2n
]
B˜N , Uodd = B1
[ (N−1)/2∏
n=1
U2n,2n+1
]
, (5.19)
but contain additional boundary magnetic ﬁelds.
5.2.2 Nonequilibrium steady state and integrability
We would now like to solve for the nonequilibrium steady state of the boundary driven
protocol described by Liouvillian equation
ρt+1 = Mˆρt, (5.20)
where Mˆ = MˆoddMˆeven is given by equations (5.17), (5.18), (5.19) and (5.16).
Despite our derivation of the protocol, in which the driving strengths γ, γr and the
magnetic ﬁelds b, br are all expressed with only one parameter b, we will in general take
them as independent. Together with λ they will uniquely ﬁx the matrix product ansatz
for the steady state. The latter is a ﬁxed point of the dynamical equation:
ρ∞ = Mˆρ∞. (5.21)
In the continuous-time limit of the protocol (λ → 0) the conditions for its uniqueness,
as speciﬁed by the Evans theorem, are fulﬁlled [141]. In fact, the matrix product ansatz for
the nonequilibrium steady state of the corresponding Lindblad equation is well known, as
is its Lax operator structure; see, for example, the review of the matrix product solutions
to boundary driven spin chains [148]. We will also assume uniqueness in our discrete-time
setting.
1The indices 0 and 1 are Kraus-operator labels, corresponding to mn in equation (5.4). They do not
denote the sites acted upon by them.
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The ansatz
In discrete time, the structure of the solution resembles that of the inhomogeneous transfer
matrix (4.42) of the Trotterised XXX model, speciﬁcally the one that generates parity
symmetric quasilocal integrals of motion. The main constituent of the ansatz is again the
Lax operator Ln,a(ϕ, s) ∈ End(Vp ⊗ Va) given in equation (4.40). Its elements are spin-s
operators that act on Va and, similarly to those deﬁned in (4.41), conveniently possess a
tridiagonal structure;
Sz =
∞∑
k=0
(s − k) |k〉 〈k| ,
S+ =
∞∑
k=0
(k + 1) |k〉 〈k + 1| ,
S− =
∞∑
k=0
(2s − k) |k + 1〉 〈k| .
(5.22)
The two crucial diﬀerences between representations (5.22) and (4.41) are in (i) the spin
parameter s, which is now a complex number, and (ii) the dimension of the auxiliary
representation, which is now inﬁnite.
The stationary state is by deﬁnition a self-adjoint positive semi-deﬁnite matrix, hence
we write it as
ρ∞ =
Ω†Ω
tr(Ω†Ω) , (5.23)
where Ω denotes a triangular matrix, which can be, as a result of the two-step propagation,
expressed in a staggered matrix product form
Ω = D⊗N 〈0|L1,a(ϕ, s)L2,a(ϕ − λ, s) . . . LN−1,a(ϕ − λ, s)LN,a(ϕ, s) |0〉 . (5.24)
By D we have denoted a diagonal matrix acting on the spin-1/2 space Vp and depending
on some real parameter χ,
D =
⎡⎣χ 14 0
0 χ− 14
⎤⎦ . (5.25)
Now the ansatz contains ﬁve free parameters, i.e. real and imaginary parts of s and ϕ, as
well as χ ∈ . They will be ﬁxed by a speciﬁc choice of γ, γr, b, br and λ.
For convenience we will leave out the normalisation prefactor 1/ tr(Ω†Ω) and rewrite
the steady state ansatz ρ∞ = Ω†Ω in terms of the auxiliary Lax operator
1(ϕ, s;λ) = LT1,a(−ϕ¯ + λ, s¯)D21L1,b(ϕ − λ, s) ∈ End(Vp ⊗ V⊗2a ). (5.26)
The latter acts on the physical space Vp, as well as two copies of the auxiliary space Va,
denoted by indices a and b and corresponding to Ω† and Ω, respectively. Transposition
(AaB1)T := AaBT1 is only partial; it acts over the physical space Vp. The auxiliary Lax
operator is not completely unfamiliar – we have used similar objects in our proofs of
quasilocality; see, for instance, equation (4.76) in the discussion of the quasilocal charges
in the quantum Hirota model.
The steady state ansatz now takes a particularly simple form
ρ∞ = 〈0, 0| 1(ϕ, s; 0) 2(ϕ, s;λ) . . . N (ϕ, s; 0) |0, 0〉 , (5.27)
where |0, 0〉 = |0〉a |0〉b ∈ V⊗2a . We immediately observe the staggered structure of the
ansatz; in every second auxiliary Lax operator λ is substituted by 0. This ansatz is
schematically represented as
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〈0| |0〉 .
1 2 N−2 N−1 N
0 λ 0 λ 0
ρ∞
The mechanism and the solution
Consistently with the dynamics, the procedure of solving the problem comprises two steps
and reminds of the one, which has been used in classical cellular automata with stochastic
boundaries [145]. The steps are
Mˆeven ρ∞ = ρ′∞, Mˆodd ρ′∞ = ρ∞, (5.28)
where the expression for ρ′∞ is again given by (5.27), except for the exchanged auxiliary
Lax operators (ϕ, s; 0) and (ϕ, s;λ); see Figure 5.3. Each step yields a set of boundary
equations, which can then be solved for the parameters of the ansatz.
〈0| |0〉
1 2 N−2 N−1 N
0 λ 0 λ 0
ρ∞
〈0| |0〉
1 2 N−2 N−1 N
λ 0 λ 0 λ
ρ′∞
Mˆodd
Mˆeven
Figure 5.3: Sketch of the mechanism behind the solution. Each half of the time step
exchanges the parameters in the string of auxiliary Lax operators that constitute the
solution, provided that boundary equations are satisﬁed.
In order to understand the solution we ﬁrst need to recall the U(1) symmetry of
the Heisenberg model R-matrix, and the permuted Yang-Baxter equation (3.24) that it
satisﬁes. Due to the ﬁrst one we have
[U,D ⊗ D] = 0, (5.29)
where U = Rˇ(λ) is the local unitary gate (4.13), while the second one implies
U1,2 L1,a(ϕ, s)L2,a(ϕ − λ, s) = L1,a(ϕ − λ, s)L2,a(ϕ, s)U1,2 (5.30)
and, by virtue of the unitarity property Rˇ(λ)Rˇ(−λ) = , also
U1,2 L
T
1,a(−ϕ¯, s¯)LT2,a(−ϕ¯ + λ, s¯) = LT1,a(−ϕ¯ + λ, s¯)LT2,a(−ϕ¯, s¯)U1,2. (5.31)
In the last two relations we observe exchange of the arguments ϕ ↔ ϕ−λ that takes place
as the local unitary gate crosses the Lax operators. This exchange explains Figure 5.3, as
equations (5.29), (5.30) and (5.31) can now be combined into
U1,2 1(ϕ, s; 0) 2(ϕ, s;λ) = 1(ϕ, s;λ) 2(ϕ, s; 0)U1,2. (5.32)
In detail we will only consider the ﬁrst step Mˆeven ρ∞ = ρ′∞; exactly the same argu-
ments are applicable also in the second one. Using the combined exchange relation (5.32)
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we obtain
Mˆevenρ∞ = 〈0, 0| 1(ϕ, s;λ) 2(ϕ, s; 0) . . . N−1(ϕ, s; 0)×
×
∑
j
K˜jB˜N N (ϕ, s; 0)B˜
†
NK˜
†
j |0, 0〉 , (5.33)
where j ∈ {0, 1}. Suppose now that equation∑
j
K˜jB˜N N (ϕ, s; 0)B˜
†
NK˜
†
j |0, 0〉 = N (ϕ, s;λ) |0, 0〉 (5.34)
is satisﬁed. Then Mˆeven ρ∞ computed in (5.33) becomes
ρ′∞ = 〈0, 0| 1(ϕ, s;λ) 2(ϕ, s; 0) . . . N (ϕ, s;λ) |0, 0〉 , (5.35)
exactly as planned in Figure (5.3).
The next step should evidently bring us back to the original form of the density matrix:
Mˆodd ρ′∞ = ρ∞. Indeed, the same procedure as the one above exchanges the arguments
of the Lax operators again, provided that boundary equation
〈0, 0|
∑
j
KjB1 1(ϕ, s;λ)B
†
1K
†
j = 〈0, 0| 1(ϕ, s; 0) (5.36)
holds.
Although the components of Lax operators are inﬁnite-dimensional, they can be trun-
cated when acting on a particular vector in the auxiliary space; in our case that vector is
|0〉. The truncation can be done due to the tridiagonal structure on the auxiliary space,
as the spin-s operators, given by (5.22), couple each |k〉 only with |k ± 1〉. The boundary
equations (5.34) and (5.36) are thus relatively simple. The solution to both is unique and
reads
ϕ = λ2
[ 1
1 − e−2ibr√1 − γr −
e2ib
√
1 − γ
1 − e2ib√1 − γ
]
,
s = iλ2
[ 1
1 − e−2ibr√1 − γr +
e2ib
√
1 − γ
1 − e2ib√1 − γ
]
,
χ = γ
γr
[2(1 − cos(2br)√1 − γr) − γr
2(1 − cos(2b)
√
1 − γ) − γ
]
.
(5.37)
Computation of observables
This paragraph presents some of the unpublished results. The explicit matrix product
ansatz allows for an eﬃcient computation of observables. Suppose we are interested in
magnetisation proﬁles and in the scaling of the spin current. To compute these observables
we deﬁne the expansion of the auxiliary Lax operator (5.26) in the basis of Pauli matrices
as
(ϕ, s;λ) =
∑
α
σα ⊗ α(λ), (5.38)
where α ∈ {0,+,−, z} and the components α(λ) act on V⊗2a . We have suppressed
their explicit dependence on ϕ and s, as these parameters have been ﬁxed in (5.37) by
the boundary equations. We now sketch how to compute observables expanded in the
operator basis on the full Hilbert space H = V⊗Np .
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Using the auxiliary Lax operator components, the operator basis expansion of the
normalised nonequilibrium steady state reads
ρ∞ =
1
ZN
∑
{αj}
〈0, 0| α1(0) α2(λ) . . . αN (0) |0, 0〉σα1 ⊗ σα2 ⊗ . . . ⊗ σαN , (5.39)
where normalisation factor corresponds to ZN = 2N 〈0, 0| 0(0) 0(λ) . . . 0(0) |0, 0〉. The
odd-site magnetisation, for example, is now computed as
〈σz2n+1〉ρ∞ =
〈0, 0| [ 0(0) 0(λ)]n z(0)[ 0(λ) 0(0)]N−12 −n |0, 0〉
〈0, 0| [ 0(0) 0(λ)]N−12 0(0) |0, 0〉 , (5.40)
while the averages of currents, say (4.18), are slightly more complicated.
Calculation of the odd-site current can be simpliﬁed by employing a convenient equality
− i2
[ +(λ) −(0) − −(λ) +(0)]+ λ[ z(λ) 0(0) − 0(λ) z(0)] =
= (1+λ2)f(λ) 0(λ),
(5.41)
where f(λ) depends on all of the parameters – for simplicity of notation they have been
suppressed;
f(λ) = λ2
√
γγr
[cos(2b)
√
1−γ+ γ2 −1][cos(2br)
√
1−γr+ γr2 −1]
. (5.42)
The odd-site current average now reads
〈j2n+1〉ρ∞ = f(λ)
〈0, 0| [ 0(0) 0(λ)]n[ 0(λ) 0(0)]N−12 −n |0, 0〉
〈0, 0| [ 0(0) 0(λ)]N−12 0(0) |0, 0〉 (5.43)
and, in the continuous-time limit, reduces to 〈jn〉ρ∞ ∼ f(λ)ZN−1/ZN−1, a formula derived
also in [148]. Note that the behaviour of f(λ) in this limit is very delicate, since magnetic
ﬁelds and driving parameters also scale with λ. For example, in our derivation of the
Kraus map from the repeated interaction protocol, all of these parameters depended on
one, i.e. b, which was itself a function of λ.
Figure 5.4 shows results of exact calculation that employs the matrix product form of
the nonequilibrium steady state. Plotted are magnetisation proﬁles and subdiﬀusive scal-
ing of the spin current with the system size, for several sets of parameters. We are obliged
to remark that the subdiﬀusive scaling of the spin current by no means implies the general
behaviour of the spin transport in the Trotterised XXX model, as our nonequilibrium
steady state is special in the sense that it is a result of a maximal driving – on one edge
the target state is |↑〉 and on the other |↓〉. Instead, the bulk transport properties are
consistent with superdiﬀusive behaviour [92] (Figure 4.8) and can also be observed in the
dissipative setting, provided that the driving does not aim for the maximally polarised
states; for the continuous-time scenario see [149].
5.3 Inhomogeneous solutions in continuous time
Instead of a dissipatively driven quantum cellular automaton, let us now consider a
continuous-time Lindblad problem with interacting unitary dynamics in the bulk and dis-
sipative operators localised on the edges of the system. In particular we are interested in
dissipative processes that tend to polarise spins in some particular direction. Take, for
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Figure 5.4: Typical magnetisation proﬁles (left panel) and scaling of the spin current (right
panel) in the nonequilibrium steady state ρ∞. The parameters are λ = 6/5, γ = 1/10,
γr = 9/10, b = 7/10, br = 2/5 in red, λ = 3/2, γ = 3/10, γr = 4/5, b = br = 2/5
in blue, λ = 9/10, γ = γr = 1/2, b = br = 2/5 in orange and λ = 13/10, γ = 1/5,
γr = 9/10, b = br = 0 in purple. The scaling of the odd-site current is subdiﬀusive,
〈j2n−1〉ρ∞ ∼ 1/N2, and is independent of the choice of the parameters.
instance, a boundary driven XXZ spin chain and let the dissipation drive the boundary
degrees of freedom in the direction aligned with the U(1)-symmetry axis of the model, i.e.
the z-axis. For brevity, we will refer to this kind of a Lindblad equation as the axis-aligned
problem. On the other hand, if the targeted polarisation is arbitrarily oriented, we will
call it a generic Lindblad problem.
The Lindblad problems with anisotropic bulk interaction that were solved up to now
mainly fall under the ﬁrst category [148], while solved generic problems include the bound-
ary driven XXX model, where a full matrix product form of ρ∞ exists [150], or the pure
state solutions, also known as spin-helix states [151] in the XXZ spin chain. The latter
form only a subset of measure zero in the space of parameters of the model. A solution
to a generic dissipative problem in the anisotropic Heisenberg spin chain, be it the XXZ
or the more general XY Z model, remained elusive up to now.
Here I will present the recently developed inhomogeneous Lax structure that solves
the generic problem [44]. In particular, it constitutes a matrix product ansatz for the
exact nonequilibrium steady state of the Lindblad equation (5.7) in the limit of strong
dissipation. The limit itself is a trade-oﬀ, since numerics indicates that, for arbitrary
dissipation strength, the steady state is not analytically tractable.
The newly developed approach is interesting also from the point of view of integrability,
as it generates a small number of conservation laws of the isolated spin chain with arbitrary
boundary magnetic ﬁelds. We stress that the new ansatz is independent of the Sklyanin
K-matrix formalism [147] that underlies the integrability of Heisenberg spin chains with
boundary magnetic ﬁelds [152].
5.3.1 Statement of the problem
The framework of the problem that we are about to address is the following. Consider an
integrable spin chain described by a completely anisotropic spin-1/2 Heisenberg Hamilto-
nian (XY Z model)
H =
N∑
n=0
hn,n+1; hn,n+1 = σn ·Jσn+1, (5.44)
where J = diag(Jx, Jy, Jz) denotes the anisotropy tensor and σn = (σxn, σyn, σzn) a vector of
Pauli matrices. For later convenience we have taken a chain of N + 2 sites, labelled with
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n ∈ {0, 1, . . . , N + 1}.
At the boundaries, i.e. on sites 0 and N + 1, we introduce stochastic processes, such
that the time evolution of the density matrix is described by the Lindblad master equation
∂tρ(t) = −i[H, ρ(t)] + Γ (Dˆ + Dˆr)ρ(t). (5.45)
We are interested in the dissipative terms Dˆ(r) that, during the time evolution, tend
to polarise the spins at the edges of the system in directions, given by the unit vector
n(r) = n(θ(r), φ(r)), where n(θ, φ) = (sin θ cosφ, sin θ sinφ, cos θ). Speciﬁcally, the states
targeted by the dissipation are single-site pure states ρ(r), such that
Dˆ(r)ρ(r) = 0, tr[ρ(r)σ0(N+1)] = n(r). (5.46)
Denoting n′(r) = n(
π
2 − θ(r), π + φ(r)) and n′′(r) = n(π2 , φ(r) − π2 ), such dissipators
explicitly read
Dˆ(r)ρ = k(r)ρ k†(r) − 12{k†(r)k(r), ρ}; k(r) = (n′(r) + in′′(r))·σ0(N+1), (5.47)
at the left (right) edge of the spin chain, respectively. Note that the unit vectors n′(r),
n′′(r) and n(r) form a right-handed orthonormal basis of 3, that is, n′(r)×n′′(r) = n(r),
n′′(r)×n(r) = n′(r) and n(r)×n′(r) = n′′(r).
Few words on the homogeneous ansatz
As an example, let us vaguely sketch how the steady state ansatz works in the axis-
aligned XXZ Lindblad problem, where we choose J = diag(1, 1, cos γ). The target states
are either |↑〉 〈↑| or |↓〉 〈↓|, both polarised along the z-axis. In this case, the procedure to
obtain the nonequilibrium steady state, i.e. the solution of equation
i[H, ρ∞] = Γ (Dˆ + Dˆr)ρ∞, (5.48)
relies on a homogeneous (site-independent) matrix product ansatz and proceeds as follows.
The ansatz is again factorised as ρ∞ = Ω†Ω, each factor reminiscent of a transfer
operator. Employing the auxiliary Lax operators (5.26), the structure of the steady state
is similar to the one given in (5.27), but with additional two sites, since the chain has been
extended;
ρ∞ = 〈0, 0| 0(ϕ, s) 1(ϕ, s) . . . N+1(ϕ, s) |0, 0〉 . (5.49)
We have completely removed the parameter λ, since there is no staggering, as we are in
the continuous-time limit.
We now recall Sutherland equation (3.25) that holds for the Lax matrix – the con-
stituent of the auxiliary Lax operator. It directly implies
[H, 〈0, 0|
→∏
n
n(ϕ, s) |0, 0〉] = 〈0, 0|
[ →∏
n≤N
n(ϕ, s)
]
N+1(ϕ, s) |0,0〉−
− 〈0, 0| 0(ϕ, s)
[ →∏
n≥1
n(ϕ, s)
] |0, 0〉 , (5.50)
where n ∈ {0, 1, . . . , N + 1}, unless stated otherwise. Matrices 0(N+1)(ϕ, s) are defect
operators, located on the left (right) side of the spin chain. They are related to the
derivatives of the Lax matrix with respect to the spectral parameter ϕ; see Remark 3.1.
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Since the dissipators Dˆ(r) act only on the leftmost (rightmost) degree of freedom,
the ansatz for the nonequilibrium steady state ρ∞ satisﬁes equation (5.48), provided that
boundary equations
〈0, 0| 0(ϕ, s) = iΓ 〈0, 0| Dˆ 0(ϕ, s),
N+1(ϕ, s) |0, 0〉 = −iΓ Dˆr N+1(ϕ, s) |0, 0〉
(5.51)
hold. They are continuous-time analogues of equations (5.34) and (5.36). Solving them
ﬁxes the values of the spin and the spectral parameter, similarly as in the periodically
driven case that we considered in the preceding section. We should stress again that the
main role in deriving the boundary equations is played by the Sutherland equation. It acts
as a cancellation mechanism that produces defect operators localised at the boundaries.
These can then be cancelled by the action of the dissipative part of the Lindblad equation.
For details on the homogeneous ansatz and the solutions to boundary equations the reader
should consult [148].
If the interactions in the bulk are isotropic, i.e. in the XXX model, one can choose
boundary vectors diﬀerent from |0, 0〉 to produce a solution to a generic problem, where
polarisation axes are inclined away from the z-axis. Instead, if the bulk interactions are
anisotropic, the structure of the steady state ansatz itself has to be changed, as we will
soon demonstrate. Even then, the problem seems to be solvable only in the limit of large
dissipation and that is where we start the discussion.
The limit of strong dissipation
In the limit Γ → ∞ the relaxation induced by the dissipative processes dominates the time
evolution and the equation (5.48) for the nonequilibrium steady state reduces to
(Dˆ + Dˆr)ρ(0) = 0. (5.52)
We have denoted the solution by ρ(0), as it can be thought of as the leading order in the
1/Γ expansion of the nonequilibrium steady state. Since the targeted one-site states ρ(r)
are annihilated by Dˆ(r) [see equation (5.46)], the solution should necessarily be of the
form ρ(0) = ρ ⊗ R ⊗ ρr, with R arbitrary operator on the internal sites 1, 2, . . . , N that
are not acted upon by the dissipation.
Evans theorem dictates uniqueness of the full steady state ρ∞, since the Hamilto-
nian (5.44) and the Lindblad operators (5.47) span the whole algebra of observables. Sim-
ilarly as in Section 5.1, this follows from the Pauli algebra relations.2 The ﬁrst question
is now, what speciﬁes the bulk R of the steady state in the limit Γ → ∞.
To clarify the problem we proceed with a perturbative expansion
ρ∞ =
∑
k≥0
Γ−kρ(k) (5.53)
that, when plugged into the steady state equation (5.48), yields a set of recurrence relations
(Dˆ + Dˆr)ρ(k+1) = i[H, ρ(k)]; k ≥ 0. (5.54)
This recurrence suggests that in each order of the solution [H, ρ(k)] is in the image of the
dissipative part of the Liouvillian. A necessary condition for this to hold reads
tr0,N+1[H, ρ(k)] = 0, (5.55)
2See Example 5.2.
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where tr0,N+1 removes the leftmost and the rightmost site in the spin chain, where the
dissipative processes take place. This is an equation on the internal degrees of freedom,
which follows from the form of the dissipators (5.47) and provides additional constraints
on the operators ρ(k). In particular, for the leading order ρ(0) it takes an appealing form
[HD, R] = 0; HD = H ′ + (Jn)·σ1 + (Jnr)·σN , H ′ =
N−1∑
n=1
hn,n+1. (5.56)
Operator HD is the dissipation-projected Hamiltonian and describes XY Z model with
boundary magnetic ﬁelds, whose directions are determined by the anisotropy of the model
and the polarisation targeted by Dˆ(r). Note that this equation in no way determines R
uniquely; since HD is an integrable Hamiltonian [152], the condition (5.56) is satisﬁed by
any of its integrals of motion.
Evidently, each order of the solution is uniquely determined only once the full recur-
rence is solved, rendering a fully rigorous justiﬁcation of any part of the solution inacces-
sible. The bulk part R of the steady state in the limit Γ → ∞ can, however, be found
numerically and then optimised via a matrix product ansatz. The latter can then be
guessed and analysed rigorously, which is our aim. Once the ansatz is established in the
analytic form, it can be compared again to the exact numerical solution.
We remark that the central role in our problem is played by the equation (5.56), so we
are essentially looking for a speciﬁc nontrivial conservation law of the XY Z model with
dissipation-induced boundary magnetic ﬁelds. This suggests that our ansatz might also
reproduce some integrals of motion in an isolated model with generic boundary ﬁelds; this
will be brieﬂy discussed at the very end.
5.3.2 How the site-dependent Lax operators work
The generic problem, which we have reduced to (5.56), will be attacked with an inhomoge-
neous ansatz, where the auxiliary degree of freedom no longer corresponds to a ﬁxed vector
space. Instead, the auxiliary component of the Lax operator will now be site-dependent.
To elucidate, we introduce the auxiliary sequence {An}Nn=0, i.e. a sequence of auxiliary
spaces with increasing dimension dim(An) = n + 1.
On each internal site of the spin chain, labelled by n ∈ {1, 2, . . . , N}, the local physical
basis consists of Pauli matrices, as usual. In addition, however, we equip each site with
a set of linear maps Lαn, In ∈ Lin(An−1,An), where α ∈ {x, y, z}; see Figure 5.5 for
clariﬁcation.
Lα1 = [ ∗ ∗ ] L
α
2 =
[ ∗ ∗ ∗∗ ∗ ∗ ] Lα3 = [ ∗ ∗ ∗ ∗∗ ∗ ∗ ∗∗ ∗ ∗ ∗ ]
A0 A1 A2 A3
. . .
Figure 5.5: The linear maps Lαn on the auxiliary sequence can be represented as rectangular
matrices with increasing dimensions that act on the left, starting with a one-dimensional
vector space A0.
Denoting the vector of auxiliary Lax components by Ln = (Lxn, Lyn, Lzn), we now deﬁne
Lax operators
Ln := σn ·Ln =
∑
α
σαnL
α
n; α ∈ {x, y, z}, (5.57)
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as elements of Lin(H ⊗ An−1,H ⊗ An), where H = V⊗Np is the physical Hilbert space.
Note that the lower index n on the Lax operator no longer indicates the vector space
acted upon by the operator, but rather its position in the auxiliary sequence. For Pauli
matrices, however, the convention from Section 2.1 still holds; consult also Figure 5.6. We
are also obliged to point to the fact that no part of the Lax operator acts as an identity
on the physical space, i.e. α = 0.
An−1 An
. . .. . . Lαn
Vps = 12
σαn
Figure 5.6: A sketch of the site-dependent Lax operator. The auxiliary component Lαn
acts between two subsequent vector spaces of the auxiliary sequence {An}, while Pauli
matrices act on the physical spin-1/2 degree of freedom.
Sutherland relation and boundary conditions
The success of the ansatz primarily depends on some sort of a bulk-cancellation mecha-
nism, such as the Sutherland equation (3.25), which produces only the surface (boundary-
localised) terms, when a string of Lax operators is commuted with a Hamiltonian. We
therefore assume the relation
[hn,n+1, LnLn+1] = i(InLn+1 − LnIn+1), (5.58)
which should be correctly interpreted. In particular, the commutator on the left-hand
side is only between the components acting on the physical degrees of freedom, while
on the right-hand side In and In+1 act as identities on the physical space H. By the
inhomogeneous Sutherland equation (5.58) we therefore explicitly mean the following;∑
α,β
[hn,n+1, σαnσ
β
n+1]LαnL
β
n+1 = i
∑
α
(σαn+1InLαn+1 − σαnLαnIn+1). (5.59)
In general, the equation that we wish to solve by invoking this cancellation mechanism,
is of the form
[H ′ + h ·σ1 + hr ·σN , R] = 0; H ′ =
N−1∑
n=1
hn,n+1, (5.60)
where h(r) = (hx(r), h
y
(r), h
z
(r)) ∈ 3 encode the directions and strengths of the boundary
magnetic ﬁelds, while hn,n+1 is the local density of the XY Z Hamiltonian deﬁned in
equation (5.44). In particular, taking h(r) = Jn(r) yields our original problem – ﬁnding
the nonequilibrium steady state of an arbitrarily-polarising Lindbladian in the limit of
strong dissipation.
To solve for the operator R in (5.60), we take a familiar ansatz R = ΩΩ†, where
Ω = 〈0|L1L2 . . . LN |ψ〉. The left boundary vector is 〈0| ∈ A0, while on the right we
terminate the string of Lax operators with a vector, dual to 〈ψ| ∈ AN . The dual elements
are inferred by invoking the usual orthogonality relation 〈k|l〉 = δk,l.
We would ﬁrst like to apply Sutherland equation to [H ′, R]. Let (•)∗ denote complex
conjugation over the auxiliary sequence, so that L∗n :=
∑
α σ
α
n(Lαn)∗; accordingly we denote
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|ψ¯〉 := (|ψ〉)∗. Since (σα)† = σα, simultaneous application of complex conjugation over
the auxiliary degree of freedom and Hermitian conjugation of the physical component
in equation (5.58) yields [hn,n+1, L∗nL∗n+1] = i(I∗nL∗n+1−L∗nI∗n+1). This is in turn used to
produce
[H ′, R] = i
(〈0| I1L2 . . . LN |ψ〉 − 〈0|L1 . . . LN−1IN |ψ〉)Ω†+
+ iΩ
(〈0¯| I∗1L∗2 . . . L∗N |ψ¯〉 − 〈0¯|L∗1 . . . L∗N−1I∗N |ψ¯〉). (5.61)
Denoting by ⊗ a tensor product over two auxiliary sequences and ordinary matrix
multiplication over the physical space H, so that
:= L ⊗ L∗ =
∑
α,β
σαnσ
β
n L
α
n ⊗ (Lβn)∗, (5.62)
equation (5.61) becomes
[H ′, R]= i 〈0,0¯|[(I1⊗L∗1+L1⊗I∗1 ) 2 . . . N − 1 . . . N−1(IN ⊗L∗N +LN ⊗I∗N )]|ψ,ψ¯〉 .
(5.63)
We have produced the boundary-localised defect operators that will enter the boundary
equations.
We now turn our attention to the commutator between R and the magnetic ﬁelds,
[h ·σ1, R] = 〈0, 0¯| [h ·σ1, 1] 2 . . . N |ψ, ψ¯〉 ,
[hr ·σN , R] = 〈0, 0¯| 1 . . . N−1[hr ·σN , N ] |ψ, ψ¯〉 .
(5.64)
Observe that the defects are again localised at the ﬁrst and the N ’th site of the spin chain.
By employing Pauli algebra relations we can transform them as follows:
[h ·σ1, 1] =
∑
α,β,γ
hα L
β
1 ⊗(L
γ
1)∗[σα1 , σ
β
1 σ
γ
1 ]=
∑
α,β,γ,δ,ω
2hα L
β
1 ⊗(L
γ
1)∗εδ,β,γεδ,α,ωσω1 =
=
∑
α,β,γ,ω
2hα L
β
1 ⊗(L
γ
1)∗(δβ,αδγ,ω−δβ,ωδγ,α)σω1 =
∑
α,β
2hα
[
Lα1 ⊗(L
β
1 )∗−Lβ1 ⊗(Lα1 )∗
]
σβ1 =
= 2(h ·L1)⊗L∗1 − 2L1⊗(h ·L∗1),
(5.65)
and similarly [hr · σN ,LN ] = 2(hr · LN ) ⊗ L∗N − 2LN ⊗ (hr · L∗N ). The full equation (5.60)
that we wish to solve now becomes
[H ′+h ·σ1+hr ·σN , R]=〈0,0¯|
[
1 2 . . . N + 1 . . .LN−1 N
]|ψ,ψ¯〉 , (5.66)
where
1=(2h ·L1+iI1)⊗L∗1−L1⊗(2h ·L∗1−iI∗1 ),
N =(2hr ·LN −iIN )⊗L∗N −LN ⊗(2hr ·L∗N +iI∗N ).
(5.67)
Provided that the factorised boundary equations
〈0| (2h ·L1 + iI1) = 0, (2hr ·LN − iIN ) |ψ〉 = 0 (5.68)
are satisﬁed, operator R commutes with the Hamiltonian H ′+h·σ1+hr ·σN . The task is
now to specify a sequence of Lax component vectors {Ln} that solve both the equations
of the bulk cancellation mechanism (5.58), as well as the boundary conditions (5.68).
At this point we emphasize that h(r) can, in principle, be arbitrary. In such a case,
the solutions to (5.58) and (5.68) form conservation laws of the Hamiltonian H ′ with some
additional boundary magnetic ﬁelds.
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Discrete spatial Landau-Lifshitz equations as a recurrence
In component form, the bulk cancellation mechanism equations (5.58) are equivalent to
the following set of discrete spatial Landau-Lifshitz equations
Ln×JLn+1 = 12LnIn+1, JLn×Ln+1 = 12InLn+1, (5.69)
satisﬁed by subsequent vectors of auxiliary Lax components; ﬁxing Ln, this is an overde-
termined set of linear equations for Ln+1.
The procedure is now as follows. First, Landau-Lifshitz equations on the leftmost two
sites (n = 1) are solved for L1. These components then act as the initial seed for the recur-
rence that generates, up to a choice of basis on the auxiliary sequence {An}, unique Ln for
n ∈ {2, 3 . . . , N}. In the case, where the bulk dynamics is generated by the XY Z Hamilto-
nian, we will provide the seed, i.e. the ﬁrst-site components L1; see Example 5.3. For the
bulk dynamics described by the XXZ model we will rigorously establish the full solution
of the recurrence. In both cases, together with boundary equations (5.68), the recurrence
given by Landau-Lifshitz equations (5.69) constitutes an eﬃcient numerical method for
calculating either (i) a solution of our original problem (5.56), or (ii) conservation laws for
the Hamiltonian H ′ + h · σ1 + hr · σN .
Before proceeding we have to specify a gauge on the auxiliary spaces, in which the
solution to the discrete Landau-Lifshitz equations is unique. To this end we assume that
In are nondegenerate and choose some orthonormal basis {〈k;An−1|}n−1k=0 of An−1. We take
{〈k;An| := 〈k;An−1| In}n−1k=0 as the ﬁrst n elements of the basis of the next auxiliary vector
space in the sequence, namely An. Assuming also nondegeneracy of some Lax component,
say Lzn, we deﬁne an additional vector 〈n;An| := 〈n − 1;An−1|Lzn, to have
A0 = 〈0;A0| , An = An−1In ⊕ 〈n;An| . (5.70)
If we interpret the operator In as an inclusion map In : An−1 ↪→ An, we can denote
all basis elements, in any auxiliary vector space, simply by 〈k|. We thus embed the entire
auxiliary sequence into an inﬁnite-dimensional linear space A∞ = lsp{〈k|}∞k=0, so that it
corresponds to
A0 = 〈0| , An = An−1 ⊕ 〈n| . (5.71)
Operators Lαn and In can now be represented as rectangular n × (n + 1) matrices
Lαn =
n−1∑
k=0
n∑
l=0
Lαn;k,l |k〉〈l| , In =
n−1∑
k=0
|k〉〈k| , (5.72)
respectively, where Lzn;n−1,l = δl,n. For ease of notation we will always work in this
embedded representation.
Example 5.3. If the unitary dynamics in the bulk of the system is described by the completely
anisotropic Heisenberg XY Z model, the nontrivial solution of the nonlinear equations (5.69) at
n = 1, for L1, reads
Lx1 =
(
ξ, η(ξ2+η2)(ωxyη2−1)
√
r
)
, Ly1 =
(
η, ξ(ξ2+η2)(ωxyξ2+1)
√
r
)
, Lz1 =
(
0, 1
)
,
r = (ξ2+η2)(ωxyη2−1)(ωxyξ2+1)(ωxzξ2+ωyzη2+1),
(5.73)
where ωαβ := 4 (J2α − J2β), while ξ, η ∈ are two free parameters. Using this as a seed for
the recurrence given by the discrete spatial Landau-Lifshitz equations, we can now generate the
whole chain of Lax operators Ln, using a symbolic computer algebra. Each matrix element of
the solution is of the form p(ξ, η)+ q(ξ, η)
√
r, with some rational functions p, q. The complexity
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of the solution increases very fast with n and prevents us to determine its explicit analytic
structure; for n > 5 one can only eﬃciently solve the Landau-Lifshitz recurrence numerically.
Suppose now that operators Ln are known for all n ∈ {1, 2, . . . , N}. In order to solve the
problem (5.60), i.e. [H ′+h·σ1+hr·σN , R] = 0, operators L1 are plugged into the left boundary
equation in (5.68). This ﬁxes parameters ξ and η, whereas the right boundary condition becomes
a linear equation for |ψ〉 and can be eﬃciently solved.
There is an alternative but equivalent approach to solving the original problem for the
nonequilibrium steady state in the strong-dissipation limit, where the magnetic ﬁelds read h(r) =
Jn(r). In this alternative approach we already start with a seed that satisﬁes the left boundary
condition, i.e. the left hand side equation in (5.68), by default. A simple example of such a seed
is
Lα1 =
1
Jα
(
−inα , n′ α − in′′ α
)
, (5.74)
where we are obliged to remark that the gauge now diﬀers from the one, described in (5.72), in
the component Lzn.
5.3.3 Rigorous solution in the XXZ model
In the XXZ spin-1/2 model, the tensor of anisotropic spin coupling constants becomes
J = diag(1, 1, cos γ), where γ ∈ corresponds to the gapless or easy-plane regime and
γ ∈ i to the gapped or easy-axis regime.
For convenience we choose the basis of spin ladder operators σ± and σz on the physical
space. The auxiliary components of Lax operators are then rewritten as
Lxn = 12(L
+
n + L−n ), Lyn = 12i(L
−
n − L+n ). (5.75)
The discrete Landau-Lifshitz equations (5.69) now read
L+n L
−
n+1−L−n L+n+1= iLznIn+1, L+n L−n+1−L−n L+n+1= iInLzn+1,
LznL
+
n+1−cos γL+n Lzn+1= i2L+n In+1, cos γLznL+n+1−L+n Lzn+1= i2InL+n+1
LznL
−
n+1−cos γL−n Lzn+1=− i2L−n In+1, cos γLznL−n+1−L−n Lzn+1=− i2InL−n+1,
(5.76)
and our aim is to show that they are satisﬁed by operators, deﬁned as
L±n = ±η∓1
n−1∑
k=0
n∑
l=0
[ ±i
2 cos γ
]k−l+1
Mn;k,l |k〉〈l| , Lzn =
n−1∑
k=0
|k〉〈k + 1| , (5.77)
where matrix elements Mn;k,l and polynomials Pn;k,l(x) read
Mn;k,l =
[
ξ − ξ−1
ξ + ξ−1
]
Pn,k+1,l(cos γ)
sin γ −
[
ξ + ξ−1
2
]−1
Pn,k+1,l−1(cos γ)
cos γ ,
Pn,k,l(x) =
l∑
s=0
(−1)s
(
n − k
s
)(
n − s − 1
l − s
)
xn−2s.
(5.78)
This will be done in two rather technical steps. In the ﬁrst step we will discuss three
lemmas which will facilitate the proof of the relations. The three corollaries that constitute
the proof itself will follow. We advise the reader, who is not interested in technical details,
to skip to Section 5.3.4, which contains the concluding remarks.
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Some lemmas and remarks
Lemma 5.1. Polynomials Pn,k,l(x), given in (5.78), satisfy the following recurrence rela-
tions;
Pn,k,l(x) = x [Pn−1,k−1,l−1(x) + Pn−1,k−1,l(x)],
Pn,k,l(x) = x [Pn+1,k+1,l+1(x) − Pn+1,k,l+1(x)].
(5.79)
Proof. These recurrence relations are a simple consequence of the Pascal formula for the
binomial coeﬃcients.
Remark 5.2. The recurrence relations hold irrespective of what integer l is. For example, we
have Pn,k,0(x) = xn and Pn,k,l = 0 for l < 0, which is consistent with the relations.
Lemma 5.2. Binomial coeﬃcients satisfy relations
n−1∑
s=0
(−1)s
(
n − t − 1
s − t
)(
n − s
t′
)
= (−1)t(δt′,n−t + δt′,n−t−1), (5.80)
for 0 ≤ t ≤ n − 1, t′ ∈ and
n∑
s=0
(−1)s
(
n − t − 1
s − t − 1
)(
n − s
t′
)
= (−1)t+1δt′,n−t−1, (5.81)
for −1 ≤ t ≤ n − 1, t′ ∈ .
Proof. The ﬁrst relation is
n−1∑
s=0
(−1)s
(
n − t − 1
s − t
)(
n − s
t′
)
=
n−1∑
s=0
(−1)s
{(
n − t − 1
n − s − 1
)(
n − s − 1
t′ − 1
)
+
(
n − t − 1
n − s − 1
)(
n − s − 1
t′
)}
=
=
n−1∑
s′=0
(−1)n−s′−1
(
n − t − 1
s′
)(
s′
t′ − 1
)
+
n−1∑
s′=0
(−1)n−s′−1
(
n − t − 1
s′
)(
s′
t′
)
=
=
n−t−1∑
s′=t′−1
(−1)n−s′−1
(
n − t − 1
s′
)(
s′
t′ − 1
)
+
n−t−1∑
s′=t′
(−1)n−s′−1
(
n − t − 1
s′
)(
s′
t′
)
=
= (−1)t(δt′,n−t + δt′,n−t−1). (5.82)
In the ﬁrst equality we used Pascal formula
(a
b
)
=
(a−1
b−1
)
+
(a−1
b
)
and the symmetry
(a
b
)
=( a
a−b
)
of the binomial coeﬃcients. Between the ﬁrst and the second line we changed the
variable, while on passing from the second to the third line, the sums were truncated.
Note that such a truncation is possible even for t′ ≤ 0, in which case the ﬁrst sum
vanishes, since
(a
b
)
= 0 if b < 0. On the other hand, we can only change the upper bound
of the sums from n − 1 to n − t − 1 if t ≥ 0, which gives conditions on the allowed t. The
truncation of the sums allowed us to use the binomial sum identity
n∑
s=m
(−1)n−s
(
n
s
)(
s
m
)
= δn,m (5.83)
in the last equality.
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The second relation reads
n∑
s=0
(−1)s
(
n − t − 1
s − t − 1
)(
n − s
t′
)
=
n∑
s=0
(−1)s
(
n − t − 1
n − s
)(
n − s
t′
)
=
n∑
s′=0
(−1)n−s′
(
n − t − 1
s′
)(
s′
t′
)
=
=
n−t−1∑
s′=t′
(−1)n−s′
(
n − t − 1
s′
)(
s′
t′
)
= (−1)t+1δt′,n−t−1. (5.84)
We have again used the identity (5.83), after truncating the sum on passing to the second
line. This is possible even for t = −1 and t′ ≤ 0.
Lemma 5.3. For 0 ≤ k ≤ n − 1 polynomials given by (5.78) satisfy relations
n∑
s=0
(−1)sPn,k+1,s(x)Pn+1,s+1,l(x) = (−1)k [δk,lx3 + δk,l−1(x3 − x)],
n∑
s=0
(−1)sPn,k+1,s−1(x)Pn+1,s+1,l(x) = (−1)k+1 x3 (δk,l + δk,l−1).
Proof. We start by proving the ﬁrst relation. The left hand side reads
n∑
s=0
(−1)sPn,k+1,s(x)Pn+1,s+1,l(x) =
n∑
s=0
(−1)s
s∑
t=0
(−1)t
(
n − k − 1
t
)(
n − t − 1
s − t
)
xn−2t×
×
l∑
t′=0
(−1)t′
(
n − s
t′
)(
n − t′
l − t′
)
xn−2t
′+1. (5.85)
Since
(a
b
)
= 0 for a < b or b < 0, we can truncate the sum over s at n− 1 and extend sums
over t and t′ up to n − 1 and n, respectively. We get
=
n∑
t′=0
n−1∑
t=0
(−1)t+t′x2n−2t−2t′+1
(
n − k − 1
t
)(
n − t′
n − l
) n−1∑
s=0
(−1)s
(
n − t − 1
s − t
)(
n − s
t′
)
︸ ︷︷ ︸
(−1)t (δt′,n−t+δt′,n−t−1)
, (5.86)
which, after using Lemma 5.2, becomes
=
n−1∑
t=0
(−1)n−t
(
n − k − 1
t
)(
t
n − l
)
x +
n−1∑
t=0
(−1)n−t−1
(
n − k − 1
t
)(
t + 1
n − l
)
x3 =
=
n−k−1∑
t=n−l
(−1)n−t
(
n − k − 1
t
)(
t
n − l
)
x +
n−k−1∑
t=n−l
(−1)n−t−1
(
n − k − 1
t
)(
t
n − l
)
x3+
+
n−k−1∑
t=n−l−1
(−1)n−t−1
(
n − k − 1
t
)(
t
n − l − 1
)
x3=(−1)k[δk,lx3 + δk,l−1(x3−x)]. (5.87)
On passing from the ﬁrst to the second line we have used Pascal rule for the binomial
coeﬃcients in the second sum. The sums over t have then been truncated at n − k − 1,
which is allowed by the assumption k ≥ 0. Kronecker deltas in the last line were produced
by applying the identity (5.83).
The second relation is simpler to prove in a similar procedure;
n∑
s=0
(−1)sPn,k+1,s−1(x)Pn+1,s+1,l(x) =
n∑
s=0
(−1)s
s−1∑
t=0
(−1)t
(
n − k − 1
t
)(
n − t − 1
s − t − 1
)
xn−2t×
×
l∑
t′=0
(−1)t′
(
n − s
t′
)(
n − t′
l − t′
)
xn−2t
′+1. (5.88)
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Since
(a
b
)
= 0 for b > a or b < 0, we can extend the sum over t up to the maximum
s − 1 = n − 1, while the sum over t′ can be extended up to n. We then get
=
n∑
t′=0
n−1∑
t=0
(−1)t+t′x2n−2t−2t′+1
(
n − k − 1
t
)(
n − t′
n − l
) n∑
s=0
(−1)s
(
n − t − 1
s − t − 1
)(
n − s
t′
)
︸ ︷︷ ︸
(−1)t+1δt′,n−t−1
(5.89)
and using Lemma 5.2, along with Pascal formula and the sum rule (5.83), this yields
=
n−1∑
t=0
(−1)n−t
(
n − k − 1
t
)(
t + 1
n − l
)
x3 =
n−k−1∑
t=n−l
(−1)n−t
(
n − k − 1
t
)(
t
n − l
)
x3+
+
n−k−1∑
t=n−l−1
(−1)n−t
(
n − k − 1
t
)(
t
n − l − 1
)
x3 = (−1)k+1 x3 (δk,l−1 + δk,l), (5.90)
completing the proof of the three lemmas.
Remark 5.3. The polynomial relations from Lemma 5.3 are trivially satisﬁed even for l < 0,
since then Pn,k,l = 0.
The proof of algebraic relations
The following corollaries ﬁnally prove that the ansatz (5.77) satisﬁes algebraic relations (5.76).
Corollary 5.1. Relations L+n L−n+1−L−n L+n+1 = iLznIn+1 and L+n L−n+1−L−n L+n+1 = iInLzn+1
are satisﬁed.
Proof. First we note that both relations are equivalent, since LznIn+1=InLzn+1, as evident
from the simple form of these operators; the elements of In and Lzn are δk,l and δk,l−1,
respectively.
The relations that we wish to prove explicitly read
n−1∑
k=0
n+1∑
l=0
(
(−1)k − (−1)l
(2 cos γ)2
[
i
2 cos γ
]k−l
Ak,l
)
|k〉 〈l| =
n−1∑
k=0
n+1∑
l=0
(iδk,l−1) |k〉 〈l| , (5.91)
where
Ak,l=
n∑
s=0
(−1)sMn;k,sMn+1;s,l=
n∑
s=0
(−1)s
{
Pn,k+1,sPn+1,s+1,l
(sin γ)2 +
+
[
ξ + ξ−1
2
]−2
Pn,k+1,s−1Pn+1,s+1,l−1
(cos γ)2 −
[
ξ + ξ−1
2
]−2
Pn,k+1,sPn+1,s+1,l
(sin γ)2 −
−
[
ξ + ξ−1
2
]−2 [
ξ − ξ−1
2
]
Pn,k+1,sPn+1,s+1,l−1+Pn,k+1,s−1Pn+1,s+1,l
cos γ sin γ
}
. (5.92)
For ease of notation we have suppressed the dependence of the polynomials on cos γ.
Since there is no ξ-dependence on the right hand side of the relation (5.91), the terms
in Ak,l that involve (ξ ± ξ−1)/2 should be zero. Observe that Lemma 5.3 can be used in
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all of the terms of this matrix element. It results in the following expression:
Ak,l =
[cos γ
sin γ
]2
(−1)k(δk,l−1(cos γ − [cos γ]−1) + δk,l cos γ)−
−
[
ξ + ξ−1
2
]−2
(−1)k cos γ
{
δk,l−2 + δk,l
[cos γ
sin γ
]2
+
+
[
ξ + ξ−1
2
]−2 [
ξ − ξ−1
2
]
δk,l−2(cos γ − [cos γ]−1) − δk,l cos γ
sin γ
}
. (5.93)
Because of the prefactor (−1)k − (−1)l in (5.91) we are only interested in the cases, where
k − l is an odd integer. This yields Ak,l = (−1)k+1 cos γ δk,l−1, which indeed satisﬁes
equation (5.91).
Corollary 5.2. Relations LznL±n+1 − cos γL±n Lzn+1 = ± i2L±n In+1 are satisﬁed.
Proof. Explicitly, they are both equivalent to
n−1∑
k=0
n+1∑
l=0
( ±i
2 cos γ
)k−l+2
(Mn+1;k+1,l − cos γMn;k,l−1) |k〉 〈l| =
=
n−1∑
k=0
n+1∑
l=0
( ±i
2 cos γ
)k−l+2
(cos γMn;k,l) |k〉 〈l| , (5.94)
where we note Mn;k,l−1 = 0, for l = 0. They are obviously satisﬁed by courtesy of the ﬁrst
polynomial recurrence in Lemma 5.1.
Corollary 5.3. Relations cos γLznL±n+1 − L±n Lzn+1 = ± i2InL±n+1 are satisﬁed.
Proof. Explicitly, they read
n−1∑
k=0
n+1∑
l=0
( ±i
2 cos γ
)k−l+2
(cos γMn+1;k+1,l − Mn;k,l−1) |k〉 〈l| =
=
n−1∑
k=0
n+1∑
l=0
( ±i
2 cos γ
)k−l+2
(cos γMn+1;k,l) |k〉 〈l| . (5.95)
Again, note Mn;k,l−1 = 0, for l = 0. These relations are satisﬁed due to the second
polynomial recurrence in Lemma 5.1.
5.3.4 Boundary conditions and summary
Having established the ansatz in the XXZ case, we now turn to the boundary equa-
tions (5.68). Suppose we are interested in the case, where h(r) = Jn(r). We recall that
these boundary magnetic ﬁelds arise naturally in the generic Lindblad problem at strong
dissipation; see equation (5.56). The left boundary equation reads
〈0| (2Jn ·L1 + iI1) = 0 (5.96)
and is, in fact, a set of two equations for two unknowns, i.e. the free parameters ξ, η ∈
of the ansatz. The solution
η = −eiφ tan
(
θ
2
)
, ξ = cos γsin γ − 1 (5.97)
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completely determines the bulk of the ansatz, that is, all of the site-dependent Lax oper-
ators.
With parameters ﬁxed, the right boundary equation
(2Jnr ·LN − iIN ) |ψ〉 = 0 (5.98)
becomes a linear problem for |ψ〉. Writing |ψ〉 = ∑Nn=0 ψn |n〉 and choosing ψ0 = 1, it
consists of N linear equations for N unknowns {ψn}Nn=1, since the components Lαn can be
represented as N × (N + 1) matrices.
One solution always exists and seems to be unique (up to normalisation) for generic
values of the boundary angles θ(r) and φ(r). In particular cases, for example for XXZ
chain with θr = φr = 0, it can easily be computed analytically: ψn = [i/(2 cos γ)]n.
However, in general we compute it numerically.
The nonequilibrium steady state
Lacking the means to compute higher orders of the perturbative expansion (5.53) of the
nonequilibrium steady state ρ∞, we must resort to either known analytical results at
special points in the space of parameters, or to exact numerical computation of the steady
state in order to verify the solution.
Whenever the procedure described above results in a unique operator ρ(0) = ρ ⊗ R ⊗
ρr, the latter indeed reproduces the nonequilibrium steady state of the generic Lindblad
problem (5.45) in the limit of strong dissipation.
In special cases, where the steady state is known analytically [153], either from per-
turbative considerations, small system size calculation, or special boundary polarisations,
it is in complete agreement with the ansatz.
In generic cases we resort to comparison with numerically exact steady state, computed
using a method that was proposed in [154]. Here, the dissipation-projected Hamiltonian
HD is typically nondegenerate and the problem, if rewritten in its eigenbasis, corresponds
to searching for the steady state of a classical Markovian process. It can be eﬃciently
computed with standard numerical techniques. This method yields equivalence of the
numerically exact steady state and our ansatz up to preset numerical precision.
Lastly, for ﬁnite values of the dissipation strength Γ, the ansatz for ρ(0) converges
toward the solution of
i[H, ρ(Γ)] = ΓDρ(Γ) + ΓDrρ(Γ), (5.99)
i.e. limΓ→∞ ρ(Γ) = ρ(0). This is shown in Figure 5.7 and again indicates that the ansatz
is correct. The right plot on Figure 5.7 also shows functional independence of operators
R and HD, in turn implying nontriviality of the solution.
We should remark that there are also cases, in which the right boundary vector |ψ〉
of the matrix product ansatz is not unique. This happens in the subset of the space of
parameters of measure zero. Even in this case, however, the strong dissipation limit of the
nonequilibrium steady state can be correctly reproduced by the ansatz, provided that the
right boundary vector is chosen correctly. Resolving this issue rigorously would require
the knowledge of higher orders ρ(k) of the perturbative expansion and remains an open
problem.
The above-derived matrix product expression for ρ(0) enables eﬃcient computation of
local observables along the lines of the last part of Section 5.2. For example, magnetisation
proﬁles and spin currents can be computed for previously inaccessible system sizes; see
Figure 5.8. Figure 5.9 presents the phase diagram of the spin current, exhibiting high
sensitivity to the changes in the anisotropy of the model.
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Figure 5.7: The left plot shows the operator norm of the diﬀerence ‖ρ(0) − ρ(Γ)‖, between
our ansatz for ρ(0) and the solution of equation (5.99), respectively. On the right the
eigenvalues of R for N = 8 are plotted against those of the dissipation-projected Hamil-
tonian HD in a generic point, where the spectrum of the latter is nondegenerate. This
demonstrates the functional independence of R and HD.
Figure 5.8: Proﬁles of magnetisation in XXZ spin chain (left) and XY Z spin chain (right).
The inset on the left graph shows exponential decay of the current with system size in
the XXZ case. This is an example of a generic strong-dissipation Lindblad problem. The
parameters are φ =
√
3π, θ = (1 −
√
5/4)π, φr =
√
5π/7 and θr = (7 −
√
5)π/6. In the
XXZ case γ = (
√
5−1)π/8 and in XY Z case Jx = 13/10, Jy = 6/5, Jz = 1. System sizes
(excluding the sites acted upon by the dissipation) are N = 53 and N = 35, respectively.
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Figure 5.9: The lower two plots show absolute value of the spin-current average 〈j〉 as
a function of θr and the anisotropy cos γ in the strong-dissipation regime of the XXZ
chain for N = 12 (left) and N = 24 (right). The diagram above shows the cross sec-
tion at θr = π/4 in the gapless regime for N = 12 (dotted line on the lower left di-
agram). The other parameters are φ = π/4, θ = π/4, φr = (3/4 + 1/17)π. The
resonance peaks in the current average (top plot) are located at some of the points char-
acterised by cos ([2πm + (φr − φ)]/[m0 + 1]), for integers m0 = N,N − 2, N − 4, . . . and
m = 0, 1, . . .m0. The subset of the peaks with m0 = N correspond to pure spin-helix
states [151].
Remark 5.4. The boundary equations (5.68) can be solved numerically for arbitrary h(r),
i.e. also in an isolated system. The ansatz then describes an operator R, commuting with
the Hamiltonian H ′ + h · σ1 + hr · σN . While still under investigation, some nonrigorous
remarks may be provided, based on numerical evidence. In particular we should mention that the
inhomogeneous ansatz generically provides two functionally independent conservation laws, say
R1 and R2, which emerge from two diﬀerent solutions of the left boundary equations. They have
the following properties: (i) [R1, R2] = 0, (ii) R1R2 = R2R1 = 0 and (iii) 〈En| (R1+R2) |En〉 = 0,
for all n; see Figure 5.10.
Concluding remarks
I would like to focus my concluding remarks in this chapter primarily to its last part on
the inhomogeneous Lax structure. Let us summarise its importance.
Firstly, this structure enables solution to the long open problem of a generic boundary
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Figure 5.10: Spectra of R1 and R2 plotted red and blue, respectively, in the sorted basis
of common eigenstates.
driven anisotropic Heisenberg spin chain. The fact that the solution is only possible in the
leading order of the 1/Γ expansion does not diminish its relevance. To clarify this we refer
the reader to a simple argument provided in [154, 155], which can be vaguely sketched as
follows. Consider the Lindblad equation (5.45) with a rescaled time τ = Γ t,
∂τρ(τ) = (Dˆ + Dˆr)ρ(τ) − iΓ[H, ρ(τ)]. (5.100)
At large dissipation, the term that is mainly responsible for the dynamics of the model
on time scales τ ∼ 1 is the ﬁrst, dissipative one. It establishes t ∼ 1/Γ as the typical
relaxation time of the boundary spins. On the other hand, Lieb-Robinson theorem [156]
sets the relaxation time scale t ∼ N in the bulk, since it provides an upper bound on
the velocity of correlation spreading. The nonequilibrium steady state is thus reached on
time scales, much larger than the characteristic relaxation time of the boundary degrees
of freedom. Consequently, the latter are eﬀectively frozen, which is a characteristic of
the strong dissipation limit; recall, for instance, limΓ→∞ ρ∞ = ρ ⊗ R ⊗ ρr. Hence, in the
thermodynamic limit the system is always eﬀectively in the strong dissipation regime at
any ﬁxed N -independent Γ.
From the mathematical point of view the novel site-dependent Lax structure is even
more fascinating. What are its implications for the integrability of the anisotropic Heisen-
berg model and how does is ﬁt into the standard formalism of quantum groups; these
are the two currently most intriguing open questions. In order to formalise this ansatz in
terms of representation theory of quantum groups the standard concepts that arise in the
theory of Hopf and universal enveloping algebras need to be revisited; for example, the
notion of a coproduct and the grading of algebras. This is left for future discussions.
Among other related open problems are of course the physical aspects of the XY Z
model that can be deduced from the site-dependent ansatz. A complete phase diagram of
the model is now accessible and needs to be computed. Also, the resonances in the average
current with respect to the anisotropy cos γ (Figure 5.9) are still under investigation. We
know that some of them correspond to analytically tractable pure states (the spin-helix
states), however, the signiﬁcance of the rest is still not clear.
All in all, the spatially varying ansatz that we have developed in [44] and reviewed
here gives us some hope that someday various translationally noninvariant systems will
become accessible to a rigorous treatment.
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Conclusion
My main wish for this thesis was not simply to present a comprehensive review of my past
research, but to ﬁrmly situate it in the context of the algebraic origins of integrability.
From a physicist’s perspective, the latter is a convenient tool that helps to answer the
fundamental question of the mechanics: How does a given dynamical system evolve in
time? Stopping there, we would do no justice to integrability, as it is an interesting concept
on its own, stripped of all physical implications. If not for its fascinating mathematical
background, then for the fact that its mechanism can itself be interpreted as a dynamical
system.
Take, for example, the transfer matrix T (ϕ, s), where s ∈ 12 denotes the auxiliary
spin. In what we call a fusion procedure, one can form higher-spin transfer matrices from
the lower-spin ones. On the level of eigenvalues of T (ϕ, s), this procedure corresponds to a
classical Hirota equation, speciﬁcally the two-dimensional Toda lattice [157]. Although I
avoided this “dynamical” aspect of integrability, it was one of the sources of my inspiration,
to always draw lines to the underlying universal mathematical objects.
Consequently, the starting point of our analysis was the concept of a quantum group,
in which the main role is played by the universal R-matrix that satisﬁes the Yang-Baxter
equation. The aim was to demonstrate how an abstract algebraic object that encodes
scattering of particles gives rise to diﬀerent exactly solvable models, either isolated or
dissipatively coupled to the environment.
The role of the R-matrix is to generate the Hamiltonian of the model and a hierarchy
of local conservation laws that constrain the dynamics of the system. We instead built
integrable discrete-time models, where it acts as a local unitary quantum gate. Our goals
only partially coincided with the attempts by the community, to completely solve the
integrable dynamical models, be it spin chains or the ﬁeld theories describing their low-
energy excitations. The naive belief was that a discrete-time dynamics is more tractable
than dealing directly with the continuous-time problems. With the establishment of dual-
unitary random circuits as minimal models of quantum many-body chaos [106] this was
true in some aspects. However, primarily our aim was to introduce and analyse simple
cellular automata that exhibit a wide array of diﬀerent transport phenomena, and to
understand both, their physical, as well as mathematical aspects. As obscure as they might
seem, these models are of fundamental relevance in quantum information technologies,
where manipulation on fascinatingly small scales (single qubits) is now possible [158, 159].
It is redundant to emphasise the role of unitary quantum gates, whose algebraic origin we
tried to explain, in such quantum devices.
In summary, we have considered dynamical systems originating in the sl2 symmetry,
inherently related to the Heisenberg model of magnetism. We elaborated on its discrete-
time versions (Trotterisations), as well as on a lattice regularisation of the sine-Gordon
ﬁeld theory, known as the quantum Hirota model. Since the sine-Gordon model provides
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an eﬀective low-temperature description of the Heisenberg spin chain, the “sl2 origin” of
the quantum Hirota equation is not surprising.
Either in isolated setup, or in conjunction with the environment, these models acted
as a convenient setting for: (i) construction of local and quasilocal conservation laws, (ii)
demonstration of their eﬀect on the spin transport and (iii) analysis of the ﬁxed point
of a dissipative Markovian process. In relation to this last point we in fact went beyond
the standard integrable picture in the continuous-time setting, by introducing a new site-
dependent Lax structure to solve a certain class of problems.
Chronologically, the starting point of my research was the quantum Hirota model,
where I begin to comment on what has been done and what remains. The main purpose of
studying it was to develop, on algebraically solid ground, the concept of current-supporting
quasilocal charges in interacting quantum ﬁeld theories. Due to the parallels with the spin
current in the Heisenberg model, we were particularly interested in the current of the
topological charge in the sine-Gordon model. We now know that, due to the fusion rules
for the R-matrix [65, 66], the construction of topological current-carrying charges in the
Hirota model, if they exist, cannot proceed in the same way as in the Heisenberg spin
chain. Because of this, the focus of the research shifted to the current-orthogonal integrals
of motion, reviewed in Chapter 4, constituting the generalised Gibbs ensemble. Their
existence poses the ﬁrst question for future consideration: What is their continuous-space
limit and how is it related to the alternative formulation of quasilocality in the ﬁeld
theories [33, 122], which is based on the delicate balance between scaling of the lattice-
spacing and the system size? A clear correspondence between the operator-basis expansion
of observables in the Hirota automaton and their ﬁeld-momentum representation in the
sine-Gordon model is necessary, before judging the relevance of a lattice regularisation for
the construction of conservation laws.
In the endeavour to clarify the existence of quasilocal charges in the quantum Hirota
model, the paradigmatic structure of Trotterisation became apparent. In fact, the inves-
tigation of the boost relation derived in Chapter 4 was ﬁrst performed in the quantum
Hirota model and only later the focus of our research shifted to a more fashionable subject,
namely, a stroboscopic map based on the Heisenberg model. In this cellular automaton
we have, beside the standard hierarchy of local charges equipped with a boost operator,
derived also quasilocal conservation laws originating in the inversion identity for transfer
operators [28].
Soon after the conclusion of our investigation into the isotropic point, a numerical
result in the Trotterised anisotropic Heisenberg model showed ballistic spin transport for
certain values of |J ′/J | > 1, i.e. in what would be the gapped regime of the continuous-
time Heisenberg model. This was surprising since, as is known, the easy-axis regime of the
Heisenberg model exhibits spin diﬀusion. The apparent paradox was resolved by studying
the algebraic origin of the local unitary quantum gate. From its relation to the R-matrix it
is now evident that the values of |J ′/J |, where ballistic current sets in, can be mapped to
the root-of-unity deformation of the quantum group. There, we have constructed charges
that break the spin-reversal symmetry, which is a necessary condition for the nontrivial
overlap with the spin current. These charges where then used in a tight lower bound
for the spin Drude weight. The result was yet another indicator of its fractality (see
Reference [25]) in the gapless regime of the XXZ model.
There are two types of intriguing open problems concerning integrable Trotterisations.
On the one hand we would like to introduce here the concepts, well known from the
continuous-time models. They are, for example, the periodic generalised Gibbs ensem-
ble [23] and the large-scale hydrodynamical picture of the transport phenomena [29, 30],
which translates the dynamics into that of a classical solitonic gas [160]. The second class
of open problems are those that typically boil down to the identiﬁcation of the transfer
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matrix that generates the corresponding dynamics. These include higher order Trotter
schemes, stroboscopic maps derived from the classical integrable models and also stochas-
tic unitary quantum circuits.
Finally, I am obliged to comment also on the dissipative systems, described in the last
part of the thesis. Being aware of the fascinating relation between integrability and the
steady states of stochastic boundary processes [144, 148, 150], we studied them concur-
rently with our investigations of isolated systems. We have elaborated on discrete-time
Kraus maps describing Trotterisations coupled to a pair of diﬀerent chemical baths, as
well as their continuous-time limit, i.e. the Lindblad master equation. The boundary
processes of interest targeted arbitrary polarisations of the spin degrees of freedom, thus
imitating injection and ejection of particles at the edges of the system. Inspired by clas-
sical exclusion processes, this kind of a setup is evidently a convenient probe of the bulk
transport phenomena. We are, however, mainly interested in a mathematically reformu-
lated question from the beginning of this exposition, namely, how to analytically encode
the ﬁxed point
ρ∞ = lim
t→∞ ρ(t) (6.1)
of the time evolution. As we have seen, the key lies in the bulk-cancellation mechanism,
termed Sutherland equation, which is satisﬁed by the basic ingredients of the ansatz for the
steady state ρ∞. Sutherland relation reduces the problem to a set of boundary equations
that can be eﬃciently solved to ﬁx the parameters of the ansatz. The most intriguing
result presented here is that of a novel site-dependent cancellation mechanism, which is
still not completely understood from the group-theoretical point of view. Even though the
corresponding inhomogeneous ansatz does not reproduce the hierarchy of conservation
laws of the isolated spin chain, it might still give some insight into the peculiar algebraic
origin of, for example, the Heisenberg XY Z model.
What remains in this respect is a thorough search for the origins of the site-dependent
ansatz and its implications for the representation theory of quantum groups. To avoid
reiteration of my concluding remarks from the previous chapter, let me add only two
additional open problems that are not purely mathematical. The ﬁrst question is, whether
a similar site-dependent ansatz can give insight into the origin of the topological edge
modes causing prethermalisation [161, 162]. Another important problem would be to adapt
this ansatz for use in inhomogeneous systems, where only a limited amount of rigorous
results exists [163–167]. With these thoughts on the outlook I conclude the discussion.
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Razširjeni povzetek v slovenskem
jeziku
V tem delu sta predstavljena dva pristopa k statistični ﬁziki integrabilnih kvantnih mno-
godelčnih sistemov izven ravnovesja. Na eni strani študiramo vpliv lokalnih ohranjenih
količin na transportne pojave v izoliranih sistemih, na drugi strani pa nas zanima dinamika
mnogodelčnih sistemov v stiku z okolico. Orodje, s katerim pridemo do eksaktnih rešitev in
zaključkov je integrabilnost obravnavanih modelov, katere izvor je t.i. simetrija kvantnih
grup. V primeru izoliranih sistemov integrabilnost predstavlja iztočnico za izgradnjo ohra-
nitvenih zakonov, v primeru sistemov v stiku z okolico pa omogoča matrično-produktne
nastavke za neravnovesna stacionarna stanja.
V prvem delu disertacije zgradim integrabilne kvantne celične avtomate, ki opisujejo
bodisi diskretno dinamiko spinskih verig bodisi regularizacijo kvantnih teorij polja. Pouda-
rek je na izgradnji hierarhije efektivno-lokalnih ohranjenih količin in njeni uporabi v opisu
transportnih koeﬁcientov. V okviru slednje pokažem obstoj režima balističnega spinskega
transporta v časovni diskretizaciji anizotropnega Heisenbergovega modela magnetizma.
Drugi del doktorskega dela predstavlja študij točnih rešitev za stacionarna stanja di-
sipativnih procesov v spinskih verigah tako v diskretnem, kot v zveznem času. Pose-
bej podrobno je obravnavan primer robno gnanega anizotropnega Heisenbergovega mo-
dela, kjer skonstruiram neravnovesno stacionarno stanje s krajevno nehomogeno matrično-
produktno strukturo. Osnovni gradniki slednje predstavljajo do sedaj še neraziskano obliko
algebrajskih relacij kvantne grupe.
Vpliv integrabilnosti na dinamiko
Integrabilnost venomer povezujemo z obstojem ohranjenih količin ali integralov gibanja.
V kvantni mehaniki so to operatorji Q, ki komutirajo s Hamiltonijanom sistema, iz česar
sledi invariantnost na časovno razvoj:
eiHtQe−iHt = Q. (1)
Vpliv konstant gibanja na dinamiko lahko najbolj slikovito ponazorimo v klasični ﬁ-
ziki. V sistemu brez ohranjenih količin trajektorija (q(t),p(t)), ki vsebuje informacije o
položajih in hitrostih vseh sestavnih delov sistema, sčasoma obišče skoraj vse točke v fa-
znem prostoru. Integrali gibanja omejijo potek trajektorij na podmnogoterosti v faznem
prostoru, določene z začetnim pogojem. Na teh podmnogoterostih je dinamika sistema
načeloma točno rešljiva, kar opisuje znani Liouville-Arnoldov izrek [47, 48].
V kvantni mehaniki mnogodelčnih sistemov, kjer je prisotna interakcija, je opis celotnih
trajektorij nemogoč. Lahko pa določimo asimptotsko stanje ρ{βk}, ki opisuje vrednosti
opazljivk po dolgem času, v skladu z enačbo
lim
t→∞ 〈ψ(t)|A |ψ(t)〉 = tr[ρ{βk}A]. (2)
131
Razširjeni povzetek v slovenskem jeziku
Tudi tu dinamiko sistema omejujejo integrali gibanja, ki morajo zato nastopati v asimp-
totskem stanju. Bistvenega pomena je njihova lokalnost, saj relaksacija pričakovanih vre-
dnosti poteka le na nivoju lokalnih opazljivk, katerih okolica deluje kot toplotna kopel.1
Stanje ρ{βk}, ki ga tvorijo efektivno-lokalne ohranjene količine Qk je posplošen Gibbsov
ansambel
ρ{βk} =
1
Z
exp
(−∑
k
βkQk
)
, (3)
ki ga je prvi predlagal Jaynes leta 1957 [17], njegove vloge pa se je skupnost začela re-
sno zavedati šele leta 2007, ko so Rigol in sodelavci objavili študijo relaksacije bozonov
s trdo sredico v eni razsežnosti [18]. Parametri βk so določeni z vrednostmi integralov
gibanja Qk v začetnem stanju |ψ(0)〉 in igrajo vlogo posplošenih inverznih temperatur.2
Posplošeni Gibbsov ansambel je v zadnjem desetletju prevzel osrednjo vlogo v opisu dina-
mike kvantnih mnogodelčnih problemov, kar predstavlja motivacijo za študij integrabil-
nosti [19, 20, 22, 28].
Integrali gibanja pomembno vplivajo tudi na transportne lastnosti sistema. Predsta-
vljamo si jih lahko kot del baze prostora opazljivk. Če se tok neke količine prekriva z
integrali gibanja, obstajajo v njegovem razvoju po baznih elementih neničelni in nepoje-
majoči prispevki, ki nakazujejo balistični transport. Vzemimo, npr. spinski transport v
Heisenbergovem modelu magnetizma, kjer je Hamiltonijan
H =
N∑
n=1
hn,n+1, hn,n+1 = σxnσxn+1 + σynσ
y
n+1 + Δσznσzn+1. (4)
Lineariziran odziv ekstenzivnega spinskega toka J na časovno odvisne perturbacije opisuje
spinska prevodnost
σ(ω) = lim
t→∞ limN→∞
1
N
∫ t
0
dt′ 〈J(0)J(t′)〉0 eiωt′ , (5)
ki se jo tipično da razstaviti na prispevek v obliki δ-funkcije pri ničelni frekvenci in na
regularno frekvenčno odvisnost:
Reσ(ω) = 2πDδ(ω) + σreg(ω). (6)
Posebej zanimiv je prvi člen, ki v primeru neničelne Drudejeve uteži D = 0 predstavlja
nepojemajoče (balistične) prispevke k toku. Drudejevo utež določajo avtokorelacije spin-
skega toka, ki relaksirajo proti neničelni vrednosti, če se tok prekriva s kako ohranjeno
količino, recimo ji Q. Od tod lahko podamo takole oceno za Drudejevo utež, v obliki
Mazurjeve neenakosti [21, 38]:
D = lim
t→∞ limN→∞
1
2Nt
∫ t
0
dt′〈J(0)J(t′)〉0 ≥ lim
N→∞
1
2N
|〈J,Q〉|2
〈Q,Q〉 . (7)
V tem izrazu smo z 〈A〉0 = tr[A]/2N označili povprečje v stanju z neskončno temperaturo, z
〈A,B〉 = 〈A†B〉0 pa Hilbert-Schmidtov skalarni produkt, ki porodi normo ‖A‖2HS = 〈A,A〉.
Slednja je naše merilo za ekstenzivnost ohranjenih količin.
1Lokalne ohranjene količine so translacijsko invariantni ohranjeni operatorji, ki so linearno ekstenzivni,
npr. ‖Qk‖2HS ∼ N , kjer je ‖ • ‖HS Hilbert-Schmidtova norma, N pa velikost sistema.
2V hamiltonskih sistemih je ena izmed lokalnih ohranjenih količin Hamiltonijan, ki generira dinamiko.
Ustrezni parameter β tedaj igra vlogo inverzne temperature; asimptotsko stanje, ki vsebuje le Hamiltonijan,
je znano kot Gibbsov ansambel.
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Za neničelno Drudejevo utež mora biti ohranjena količina Q linearno ekstenzivna.
Prav tako se mora prekrivati s spinskim tokom: 〈J,Q〉 = 0. Če sta oba pogoja izpolnjena,
je desna stran neenakosti neodvisna od velikosti sistema N in končna. Ker spinski tok
spremeni smer, če obrnemo spine na vseh mestih v spinski verigi, t.j. PJP = −J , kjer
je P = ∏Nn=1 σxn, je pogoj za prekrivanje toka in ohranjene količine PQP = Q; konstanta
gibanja ne sme biti simetrična na globalni obrat spina. V Heisenbergovem modelu take
ohranjene količine obstajajo v režimu, ko je |Δ| < 1 [24]. Tipično se dajo izraziti v obliki
Q =
N∑
r=1
N∑
n=1
e−ξ r/2q(r)n,n+1,...,n+r−1, (8)
pri čemer je ξ > 0, lokalna gostota q(r) pa je operator, ki deluje na r sosednjih spinov in za
katerega velja 〈q(r)n,...,n+r−1, q(p)m,...,m+p−1〉 = δr,pδn,m c. Ker v Q nastopajo členi, ki delujejo
na vsa mesta v spinski verigi (v primeru, ko je r = N), ta operator ni lokalen. Še vedno pa
je linearno ekstenziven, saj so uteži posameznih členov operatorja eksponentno majhne v
številu prostostnih stopenj, na katere ti členi delujejo. Tako lahko v termodinamski limiti
hitro poračunamo
lim
N→∞
1
N
‖Q‖2HS = c
∞∑
r=1
e−ξ r = c
eξ − 1 . (9)
Pravimo, da je to kvazilokalna ohranjena količina.
V prvem delu disertacije se osredotočam na izgradnjo kvazilokalnih integralov giba-
nja, ki nastopajo v posplošenem Gibbsovem stanju v diskretno-časovnih modelih, ali pa
preprečujejo razpad avtokorelacij spinskega toka in tako nakazujejo balistični spinski tran-
sport. Izhodišče je algebrajska struktura simetrij v obravnavanih modelih, katere bistvo
je povzeto v nadaljevanju.
Struktura integrabilnosti
V algebrajski strukturi, ki omogoča izgradnjo integrabilnih modelov, igra osrednjo vlogo
Yang-Baxterjeva enačba
R1,2R1,3R2,3 = R2,3R1,3R1,2, (10)
katere rešitev R je univerzalna R-matrika. Slednja je osnovni gradnik integralov giba-
nja in pripada tenzorskemu kvadratu simetrijske algebre modela, zaradi česar jo označu-
jemo z dvema indeksoma. V Heisenbergovem modelu je simetrijska algebra neskončno-
dimenzionalna razširitev spinske algebre sl2, znotraj katere obstaja ekspliciten izraz za
univerzalno R-matriko [49, 82, 84, 86]. Z izbiro njenih upodobitev konstruiramo integra-
bilne modele. Na kratko povzemimo dva relevantna primera – Heisenbergov in Volterrov
model.
Heisenbergov model
Za konstrukcijo anizotropnege Heisenbergove verige spinov 1/2, opisane s Hamiltonija-
nom (4), kombiniramo upodobitev, ki jo napenjajo Paulijeve matrike – ta bo predstavljala
ﬁzikalne prostostne stopnje, ter upodobitev s kompleksnim spinom s, katere generatorji
zadoščajo deformiranim sl2 relacijam
[Sz, S±] = ±S±, [S+, S−] = sin(2ηS
z)
sin η . (11)
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Ta upodobitev je pomožna in ne nastopa v končnih izrazih. Anizotropijo Heisenbergovega
modela smo tu parametrizirali z Δ = cos η. Taka izbira upodobitev da Yang-Baxterjevo
enačbo oblike
R1,2(ϕ − ϕ′)L1,a(ϕ)L2,a(ϕ′) = L2,a(ϕ′)L1,a(ϕ)R1,2(ϕ − ϕ′), (12)
v kateri indeks a označuje pomožno upodobitev, rimske številke pa ﬁzikalne prostostne
stopnje. Osnovna objekta v tej enačbi sta Laxov operator
L(ϕ) =
⎡⎣sin(ϕ + η Sz) sin η S−
sin η S+ sin(ϕ − η Sz)
⎤⎦ , (13)
katerega elementi delujejo nad pomožnim prostorom, ter trigonometrična R-matrika
R(ϕ) =
⎡⎢⎢⎢⎢⎢⎣
1 0 0 0
0 sin ϕsin(ϕ+η)
sin η
sin(ϕ+η) 0
0 sin ηsin(ϕ+η)
sin ϕ
sin(ϕ+η) 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎦ (14)
z dvema bistvenima lastnostma: (i) R(0) = P , kjer je P permutacijska matrika, in (ii)
P∂ϕR(ϕ) |ϕ=0∼ h, kjer je h lokalna gostota Hamiltonijana iz enačbe (4). Ti dve lastnosti
omogočata konstrukcijo integrabilnega modela z lokalnim Hamiltonijanom in lokalnimi
ohranjenimi količinami.
Upodobitve simetrijske algebre lahko kombiniramo tudi drugače; vzemimo, npr. Yang-
Baxterjevo enačbo nad ﬁzikalnimi prostostnimi stopnjami, t.j. spini 1/2. V tem primeru
dobimo enačbo za trigonometrično R-matriko, ki se glasi
R1,2(ϕ − ϕ′)R1,3(ϕ)R2,3(ϕ′) = R2,3(ϕ′)R1,3(ϕ)R1,2(ϕ − ϕ′). (15)
Posledica veljavnosti enačb (12) in (15) je involucija prenosnih matrik3
T (ϕ) = tra
[ N∏
n=1
Rn,a(ϕ)
]
, T˜ (ϕ) = tra
[ N∏
n=1
Ln,a(ϕ)
]
, (16)
ki generirajo ohranitvene zakone: [T (ϕ), T˜ (ϕ′)] = 0 in [T˜ (ϕ), T˜ (ϕ′)] = 0. Lastnost (i) tri-
gonometrične R-matrike, t.j. R(0) = P , ima za posledico lokalnost logaritemskih odvodov
Qk = ∂kϕ log T (ϕ)
∣∣
ϕ=0, (17)
zaradi lastnosti (ii) pa je prvi izmed teh kar Hamiltonijan anizotropnega Heisenbergovega
modela: Q1 = H. Na taki konstrukciji temelji algebraični Bethejev nastavek, ki omogoča
hkratno diagonalizacijo Hamiltonijana in prenosnih matrik [3].
Volterrov model
Simetrijska algebra Heisenbergove spinske verige lahko porodi še druge modele [86]. Z
izbiro t.i. deformirane oscilatorske upodobitve, nekakšne posplošitve algebre harmonskega
oscilatorja, lahko zgradimo kvantni Volterrov model, ki ustreza kvantizaciji sistema dife-
rencialnih enačb
∂tsn(t) = sn(t)[sn+1(t) − sn−1(t)]. (18)
3Pomožni indeks a se v prvem primeru nanaša na upodobitev s spinom 1/2, v drugem primeru pa na
upodobitev s spinom s.
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Ta ustreza modelu populacijske dinamike, v katerem sn interpretiramo kot populacijo
posamezne vrste, sn+1 kot populacijo njenega plena in sn−1 kot populacijo njenega plenilca.
Ustrezni Hamiltonijan ima po kvantizaciji obliko
H =
N∑
n=1
hn,n+1, hn,n+1 =
(m−1)/2∑
k=1
i(−1)k
qk − q−k
(
wkn+1 + w−kn+1
)
, (19)
kjer je q koren enote reda m, t.j. qm = 1, wn+1 = unvnun+1v−1n+1 pa označuje dinamično
spremenljivko na dveh ﬁzikalnih prostostnih stopnjah [49]. Na vsaki delujeta ciklična
operatorja u in v, za katera velja Weylova algebraična relacija uv = qvu.4
Fundamentalna R-matrika, ki prek zveze ∂zr(z, w) |z=1∼ h porodi tak Hamiltonijan,
se glasi
r(z, w) =
(m−1)/2∑
k=(1−m)/2
wk
|k|∏
l=1
zq−l+1 − ql−1
zql − q−l (20)
in reši prepleteno obliko Yang-Baxterjeve enačbe
r(z, w2)r(zz′, w3)r(z′, w2) = r(z′, w3)r(zz′, w2)r(z, w3), (21)
pri čemer so parametri sedaj multiplikativni. Omenimo naj, da je ta oblika Yang-Baxterjeve
enačbe osnovna relacija v teoriji grupe kit (an. braid group). V primeru Heisenbergovega
modela podobni enačbi zadošča matrika PR(ϕ).
Kombiniranje oscilatorske upodobitve s spinom 1/2 (ta sedaj predstavlja pomožni pro-
stor) da Laxovo matriko
L(z) =
⎡⎣ u −zv−1
zv u−1
⎤⎦ , (22)
ki skupaj s fundamentalno R-matriko Volterrovega modela nastopa v Yang-Baxterjevi
enačbi
L1,2(z)L1,3(z′)r(z/z′, w3) = r(z/z′, w3)L1,2(z′)L1,3(z). (23)
Relaciji (21) in (23) sta ustreznici enačb (15) in (12), ki veljata v primeru Heisenbergovega
modela. Ta podobnost med formalizmi nam omogoča enotno obravnavo povsem različnih
modelov.
Prvi rezultat, ki ga predstavim v tem delu, je izgradnja in študij integrabilnih diskretno-
časovnih modelov iz R-matrik in Laxovih operatorjev. Gre za unitarna kvantna vezja, kjer
vlogo lokalnih kvantnih vrat prevzamejo R-matrike. V primeru Heisenbergovega modela
lahko tako unitarno kvantno vezje interpretiramo kot integrabilno Trotterizacijo, saj v do-
ločeni limiti reproducira zvezno časovno evolucijo Heisenbergove spinske verige [42]. V
primeru Volterrovega modela pa ustrezna diskretizacija časovne evolucije sovpada z regu-
larizacijo nekaterih kvantnih teorij polja, ter tako omogoča rigorozno obravnavo le-teh na
prostorsko-časovni mreži [34, 35].
Integrabilni periodično gnani kvantni modeli
Diskretno časovno evolucijo, ki predstavlja integrabilen periodično gnan sistem, dobimo
z uvedbo nehomogenosti v prenosni matriki. Yang-Baxterjeva enačba omogoča involucijo
4Cikličnost operatorjev u in v se odraža kot um = 1, vm = 1 in sledi iz Weylove algebraične relacije.
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objektov
T (ϕ) = tra
[ N∏
n=1
Rn,a(ϕ − (−1)n λ2 )
]
, (24)
kjer je λ parameter modela, povezan s časovnim korakom, velikost sistema N pa je sodo
število. Lastnosti R-matrike omogočajo, da diskretno unitarno časovno evolucijo zgradimo
kot U = [T (−λ2 )]−1T (λ2 ). Tak časovni razvoj eksplicitno ustreza
U = Uodd Ueven, Uodd =
N/2∏
n=1
U2n,2n+1, Ueven =
N/2∏
n=1
U2n−1,2n, (25)
pri čemer so lokalna unitarna kvantna vrata Un,n+1 = Pn,n+1Rn,n+1(λ). Vsak časovni
korak sestoji iz dveh delov: v prvem delujemo na mesta, zaporedoma označena z lihim in
sodim indeksom, v drugem pa na mesta, zaporedoma označena s sodim in lihim indeksom.
Za majhne λ lahko označimo λ = −iδt in imamo Un,n+1 ∼ − ihn,n+1δt, kjer je hn,n+1
lokalna gostota Hamiltonijana. Periodična propagacija potem v limiti
lim
T→∞
UT = e−itH , (26)
kjer smo uvedli δt = t/T , predstavlja Trotterjev razcep, oziroma integrabilno Trotterizacijo
Hamiltonske evolucije za čas t.
Doktorsko delo obravnava tako integrabilno Trotterizacijo Heisenbergovega, kot tudi
Volterrovega modela. V nadaljevanju opišem nekaj bistvenih rezultatov iz del, ki so nastala
v sodelovanju s soavtorji [41–43].
Lokalni integrali gibanja in operator potiska
Oglejmo si najprej standardno hierarhijo lokalnih ohranitvenih zakonov v Trotterizacijah.
Nehomogenosti v prenosni matriki omogočajo izgradnjo dveh družin lokalnih ohranitvenih
zakonov
Q+n = ∂nϕ log T (ϕ)
∣∣∣
ϕ=λ2
, Q−n = ∂nϕ log T (ϕ)
∣∣∣
ϕ=−λ2
. (27)
Izgradnjo nekoliko poenostavi operator potiska B, ki nastopa v rekurziji [B,Q±n ] = Q±n+1.
Implementirati se jo da na nivoju lokalnih gostot operatorjev, zaradi česar je priročnejša
od direktnega izračuna logaritemskih odvodov.
V delu izpeljem eksplicitno obliko operatorja potiska,
B =
∑
n
n∂ϕ 2n−3,2n−2|2n−1,2n(ϕ)
∣∣
ϕ=0, (28)
kjer smo uvedli dvotočkovno R-matriko
12|34(ϕ) = P1,3R1,2(ϕ − λ)R1,3(ϕ)R4,2(ϕ)R4,3(ϕ + λ)P2,4, (29)
pri čemer R(ϕ) označuje fundamentalno R-matriko poljubnega modela. V primeru izotro-
pnih interakcij v Heisenbergovem modelu se lokalni členi operatorja potiska glasijo
∂ϕ 12|34(ϕ)
∣∣∣
ϕ=0
= i2(1 + λ2)
[
σ1 ·σ2 + σ3 ·σ4 + 2σ2 ·σ3 + λ2 σ2 ·σ4+
+ λ2 σ1 ·σ3 + λσ1 ·(σ2×σ3) − λσ2 ·(σ3×σ4)
]
, (30)
kar se v limiti λ → 0 poenostavi v lokalno gostoto Hamiltonijana.
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Rekurzijska zveza sedaj omogoča razmeroma enostavno izgradnjo prvih nekaj ohrani-
tvenih zakonov, iz česar lahko povzamemo naslednje zaključke. Lokalne gostote operator-
jev Q±n delujejo na 2n + 1 sosednjih spinov, sami operatorji pa so invariantni kvečjemu
na translacije za sodo število mest. Istovrstni členi v Q+n so zamaknjeni glede na tiste v
Q−n za eno mesto, zaradi česar sta ta dva operatorja neodvisna. V zvezni limiti λ → 0
postaneta degenerirana in ustrezata n-temu logaritemskemu odvodu homogene prenosne
matrike.
Število spinov na katere delujejo lokalni členi v integralih gibanja se tekom rekurzije
[B,Q±n ] = Q±n+1 povečuje, zato tak način gradnje ohranitvenih zakonov razmeroma hitro
odpove. Problemu se lahko izognemo z izgradnjo hierarhije kvazilokalnih integralov giba-
nja, ki v najnižjem redu vsebuje vse Q±n , omogoča pa tudi pripraven matrično-produktni
izraz za te operatorje [28, 42]. Oglejmo si primer v Trotterizaciji Volterrovega modela,
bolj poznani pod imenom kvantni model Hirote.
Kvazilokalni operatorji v kvantnem modelu Hirote
Za lokalna unitarna kvantna vrata sedaj vzamemo Un,n+1 = r(λ,wn+1). Dinamika se
močno poenostavi, če se osredotočimo na časovni razvoj dinamičnih spremenljivk wn.
Lahko jo zakodiramo v osnovno plaketo oblike
wW
wN
wE ,
wS
kjer čas teče navzgor in velja wN = f(qwE)wSf(qwW )−1, pri čemer smo označili f(w) =
(1 + λ2w)/(λ2 + w) [99]. Tak diskreten časovni razvoj, ki na podlagi trenutnih vrednosti
treh sosednjih spremenljivk določi novo vrednost osrednje izmed njih, je značilen za celične
avtomate.
Z nelokalno transformacijo lahko dinamiko, zakodirano v zgoraj opisani osnovni plaketi,
prepišemo z operatorji polja. Postopek je razmeroma enostaven v klasični limiti, ko je
q = 1. V limiti zveznega prostora in časa je rezultat “sinus-Gordonova” enačba
∂2t φ(x, t) − ∂2xφ(x, t) + m2 sin[φ(x, t)] = 0. (31)
Tudi za q = 1 kvantni model Hirote ustreza regularizaciji “sinus-Gordonovega” modela
kvantne teorije polja na prostorsko-časovni mreži.
Povzemimo sedaj izgradnjo kvazilokalnih ohranitvenih zakonov. V delu pokažem, da
jih lahko zgradimo iz prenosne matrike
T˜ (z) = tra
[ N∏
n=1
La,n(z/λ(−1)
n)
]
, (32)
kjer so parametri, vključno z nehomogenostmi, multiplikativni. Kvazilokalni ohranitveni
zakoni so sedaj
X(z) = T˜ (zq
− 12 )∂zT˜ (zq
1
2 )
τ(z)N/2
, τ(z) = 1 + (λ2 + λ−2)z2 + z4. (33)
Ustrezajo posplošenim logaritemskim odvodom, saj za prenosno matriko v termodinamski
limiti velja identiteta T˜ (zq− 12 )T˜ (zq 12 ) ≈ τ(z)N/2 , ki je pravzaprav bistvena za kvazi-
lokalnost [28]. Njena veljavnost je pogojena z vrednostjo parametrov z; analiza lastnih
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vrednosti osnovnih gradnikov matrično-produktnega nastavka za operator T˜ (zq− 12 )T˜ (zq 12 )
pokaže, da so ohranjene količine X(z) kvazilokalne na območju
Dq = {z ∈ \ {0} | arg z ∈ (π − ζ π2m , π + ζ π2m) ∪ (−ζ π2m , ζ π2m)} (34)
v kompleksni ravnini, pri čemer je ζ = min(,m − ) [41].
Kvazilokalnost ohranjenih količin X(z) lepo povzame tudi naslednji analitični rezultat,
ki je izpeljan v disertaciji. Gre za formulo, s katero lahko hitro poračunamo skalarne
produkte med ohranjenimi količinami X(z), za različne vrednosti parametrov z:
lim
N→∞
1
N
〈X(z¯), X(z′)〉 = (2 − kq) zz
′(z2 + z′2)
(
kλ [(zz′)2 + 1] + 2[z2 + z′2]
)
4 (z4 + kλ z2 + 1) (z′4 + kλ z′2 + 1) (z4 + z′4 − kq (zz′)2) , (35)
kjer smo označili kx := x2 + x−2. V tej enačbi je, navsezadnje, razvidna tudi linearna
ekstenzivnost operatorjev X(z), saj vidimo ‖X(z)‖2HS ∼ N .
Podobne kvazilokalne ohranitvene zakone lahko izpeljemo tudi v Heisenbergovem mo-
delu [42], pri čemer uporabimo prenosno matriko T˜ (ϕ) (z nehomogenostmi), podano v
enačbi (16). Laxov operator, ki ga pri tem uporabimo vsebuje spinske operatorje s celim
ali polcelim spinom s. Ustrezne upodobitve sl2 so simetrične na obrat spina, kar ima
za posledico ortogonalnost spinskega toka na tako zgrajene integrale gibanja. Če želimo
študirati spinski transport, se moramo zato posvetiti upodobitvam spinskih operatorjev,
ki zlomijo to simetrijo. Take upodobitve obstajajo samo v anizotropnem Heisenbergovem
modelu [25], ki ga obravnavamo v nadaljevanju.
Kvazilokalni integrali gibanja in balistični transport
Integrabilna diskretizacija anizotropnega Heisenbergovega modela (XXZ modela) je uni-
tarno kvantno vezje s časovnim korakom (25), sestavljenim iz lokalnih kvantnih vrat
Un,n+1 = e−i J (σ
x
nσ
x
n+1+σ
y
nσ
y
n+1)−i J ′ (σznσzn+1− ). (36)
Ta vrata izvirajo iz trigonometrične R-matrike, podane v enačbi (14), pri čemer moramo
upoštevati relacijo
e2i(J ±J
′) = sin η − sinλsin(η ± λ) (37)
med spinskima sklopitvenima konstantama J , J ′ na eni strani, ter parametrom anizotro-
pije η in parametrom Trotterizacije λ na drugi.
Parameter anizotropije je povezan z deformacijo algebre sl2. Za realne η = π/m, kjer
sta si  < m in m tuji celi števili, obstajajo upodobitve simetrijske algebre sl2, ki zlomijo
simetrijo na obrat spina. Tako upodobitev tvorijo spinski operatorji
Sz =
m−1∑
k=0
(s − k) |k〉 〈k| ,
S+ =
m−2∑
k=0
sin(k + 1)η
sin η |k〉 〈k + 1| ,
S− =
m−2∑
k=0
sin(2s − k)η
sin η |k + 1〉 〈k| ,
(38)
ki v Laxovi matriki (13) delujejo na pomožnem prostoru. So sestavni del nehomogenega
prenosnega operatorja
T˜ (ϕ) = tra
[ N∏
n=1
Ln,a(ϕ − (−1)n λ2 )
]
, (39)
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ki komutira z operatorjem časovne evolucije.
Posledično lahko zgradimo integrale gibanja, ki zlomijo simetrijo na globalni spinski
obrat in se zato prekrivajo s spinskim tokom. Glasijo se
Z(ϕ) = 12η sin η ∂sT˜ (ϕ) |s=0 (40)
in so kvazilokalni za parametre ϕ, določene z vezjo |Reϕ− π2 | < π2m . Za dokaz kvazilokal-
nosti je spet ključna analiza spektra osnovnih gradnikov matrično-produktnega nastavka
za operator T˜ (ϕ)T˜ (ϕ′), ki se pojavi v skalarnem produktu 〈Z(ϕ), Z(ϕ′)〉. Iz te analize iz-
haja omejitev za parametre ϕ [25, 43]. Poudariti je potrebno, da je Z(ϕ) v resnici zvezno
parametrizirana družina ohranitvenih zakonov, zaradi česar je potrebno spodnjo mejo (7)
za Drudejevo utež ustrezno prilagoditi.
Za optimizacijo spodnje meje za Drudejevo utež moramo od operatorjev Z(ϕ) odšteti
vse časovno neodvisne komponente, ki so pravokotne na spinski tok. Rezultat so ohranjene
količine Z−⊥ (ϕ), za katere velja enačba
K(ϕ,ϕ′) = lim
N→∞
1
N
〈Z−⊥ (ϕ¯), Z−⊥ (ϕ′)〉 =
=
[
cos(ϕ−ϕ′+λ)+cos(ϕ−ϕ′−λ)−2cos(ϕ+ϕ′)]sin[(m−1)(ϕ+ϕ′)]+(sinλ)2sin[m(ϕ+ϕ′)]
4(sinη)2(cos2ϕ−cosλ)(cosλ−cos2ϕ′) sin[m(ϕ+ϕ′)] , (41)
ki je sicer ne dokažem rigorozno. Poleg tega, da je ta zveza očiten pokazatelj kvazi-
lokalnosti, igra pomembno vlogo tudi v Mazurjevi neenakosti, s katero v nadaljevanju
demonstriramo balistični spinski transport.
Zaradi diskretne časovne dinamike, kjer je vsak časovni korak sestavljen iz dveh delov,
je lokalna gostota ekstenzivnega spinskega toka J različna na sodih in lihih mestih v
verigi. Izpeljemo jo lahko iz ustreznih kontinuitetnih enačb, ki predstavljajo U(1) simetrijo
modela, t.j. ohranitev magnetizacije M = ∑n σzn. Izraz za prekrivanje spinskega toka z
integrali gibanja je kljub kompliciranim lokalnim gostotam enostaven:
j(ϕ) = lim
N→∞
1
N
(Z−⊥ (ϕ¯), J) =
sinλ
(cosλ − cos 2ϕ) sin η . (42)
Skupaj s skalarnim produktom ohranjenih količin (41) nastopa v sistemu integralskih
enačb ∫
d2ϕ′ K(ϕ,ϕ′)f(ϕ′) = j(ϕ), D ≥ DMazur = 12
∫
d2ϕ j(ϕ¯)f(ϕ), (43)
ki predstavljajo posplošitev Mazurjeve meje (7) za Drudejevo utež D, v primeru zvezne
parametrizacije ohranjenih količin [25].
Sistem integralskih enačb (43) lahko v dveh limitah rešimo analitično, kar nam da
mejni vrednosti za Drudejevo utež:
2
(
1 − Gd(|λ|)sinh(|λ|)
)
≤ DMazur ≤ 2[1 − sech(|λ|)]. (44)
Spodnja meja je limita m → ∞, ki ustreza neracionalnemu številu η/π in predstavlja
ovojnico, na vrh katere je naložena celotna odvisnost Drudejeve uteži od parametra ani-
zotropije. Pri tem je Gd(x) = 2 arctan(ex) − π/2 Gudermannova funkcija.
Zgornja meja je izračunana v limiti prostih fermionov, ko je η = π/2; na sliki 1 je to naj-
višja točka osrednjega vrha. Za splošne vrednosti parametra anizotropije η rešujemo sistem
integralnih enačb numerično. Rezultati so prikazani na sliki 1 in kažejo fraktalno odvi-
snost Drudejeve uteži. Različne študije nakazujejo, da spodnja meja DMazur v splošnem
sovpada z utežjo D [40, 43, 121], kar je pokazatelj kompletnosti zvezno parametrizirane
družine {Z(ϕ)}, ki zlomi simetrijo na spinski obrat.
S tem smo povzeli prvi del doktorske disertacije. V nadaljevanju opisan drugi del
obravnava disipativno dinamiko, v kateri nas zanimajo točne rešitve za neravnovesna
stacionarna stanja sistema v stiku z okolico.
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Slika 1: Konvergenca Drudejeve uteži (od rumene proti rdeči barvi narašča čas TEBD
simulacije) proti Mazurjevi spodnji meji (modra barva) pri |λ| = 1. Mazurjeva meja
je izračunana kot numerična rešitev integralnih enačb (43), sama utež pa je izračunana s
TEBD razvojem začetnega stanja, ki inducira spinski tok. Notranja diagrama na spodnjem
grafu prikazujeta konvergenco pri η = 3π/4, zgornji graf pa kaže fraktalno strukturo
Mazurjeve spodnje meje.
Rešljivi robno gnani odprti sistemi
Študij disipativnih problemov je pomemben iz več razlogov. Osnovno motivacijo seveda
predstavlja dejstvo, da realni ﬁzikalni sistemi niso nikoli popolnoma izolirani. Za nas pa
so taki problemi zanimivi tudi iz drugega zornega kota. Z ustrezno izbiro disipativnih
procesov lahko namreč vzpostavimo v sistemu tokove, kar omogoča analizo transportnih
lastnosti [125–128]. Tipično se taki disipativni procesi dogajajo na robu sistema in ustre-
zajo stohastičnemu dodajanju ali odvzemanju delcev v oziroma iz sistema.
V opisu disipativne dinamike se ponavadi zanašamo na aproksimacije, v katerih pred-
postavljamo, da relaksacija v okolici poteka veliko hitreje kot v samem sistemu, ter da
je njuna sklopitev šibka. Ob takih predpostavkah lahko izpeljemo Markovske dinamične
enačbe za časovni razvoj stanja. Zvezno časovno evolucijo tako opisuje Lindbladova enačba
∂tρ(t) = −i[H, ρ(t)] + Γ
∑
mn
(kmnρ(t)k†mn − 12{k†mnkmn, ρ(t)}), (45)
kjer je Γ moč disipacije, kmn pa so Lindbladovi operatorji, ki predstavljajo disipativne
procese. Diskretni razvoj opisuje bolj splošna Krausova dinamična enačba
ρ(t + δt) =
∑
mn
Kmn(δt)ρ(t)[Kmn(δt)]†, (46)
pri kateri je potrebna dodatna vez ∑mn[Kmn(δt)]†Kmn(δt) = za Krausove operatorje
Kmn(δt), ki omogoči ohranitev normalizacije gostotne matrike.
V disertaciji se posvetim točnim rešitvam obeh vrst enačb. Najprej si bomo ogledali
rešitev Krausovega časovnega razvoja v primeru integrabilnih Trotterizacij, sklopljenih
z okolico preko robnih prostostnih stopenj [42]. V drugem delu pa se bomo posvetili
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Lindbladovi enačbi, kjer operatorji kmn polarizirajo spine na robu sistema v poljubno
smer [44].
Krausova preslikava v periodično gnanih sistemih
Krausovo preslikavo, ki opisuje odprt periodično gnan sistem, npr. integrabilno Trotteri-
zacijo v stiku s kemičnim rezervoarjem, v delu izpeljem iz t.i. protokola ponavljajoče se
interakcije. Vzemimo časovno diskretizacijo Heisenbergove spinske verige z izotropnimi
interakcijami (Δ = 1). V vsaki polovici časovnega koraka sklopimo spine na robu sistema
z rezervoarjem, ki vsebuje popolnoma polarizirano spinsko stanje.
V prvi polovici koraka na primer sklopimo desni spin z rezervoarjem, pripravljenim v
stanju |↓〉 〈↓|. Nato na obe prostostni stopnji delujemo z lokalnimi kvantnimi vrati U . V
naslednji polovici časovnega koraka podobno napravimo na levi strani verige:
ρt+1/2 = trN+1
[Ur ρt ⊗ |↓〉 〈↓|N+1 U†r ], ρt+1 = tr0[U |↑〉 〈↑|0 ⊗ ρt+1/2 U† ]. (47)
Unitarno evolucijo sistema in rezervoarja tu opisujeta operatorja
Ur =
(N+1)/2∏
n=1
U2n−1,2n, U =
(N−1)/2∏
n=0
U2n,2n+1, (48)
pri čemer za lokalna unitarna kvantna vrata U privzamemo R-matriko izotropnega Hei-
senbergovega modela
U =
⎡⎢⎢⎢⎢⎢⎣
1 0 0 0
0 11+iλ
iλ
1+iλ 0
0 iλ1+iλ
1
1+iλ 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎦ . (49)
Krausova preslikava, ki jo porodi tak protokol, ima eksplicitno obliko
ρt+1/2 =
∑
j=0,1
K˜j Ueven ρt U†even K˜†j , ρt+1 =
∑
j=0,1
Kj Uodd ρt+1/2 U†odd K†j , (50)
kjer Krausovi operatorji
K0 =
+ σz1
2 +
√
1 − γ − σ
z
1
2 , K1 =
√
γ σ
+
1 ,
K˜0 =
− σzN
2 +
√
1 − γr + σ
z
N
2 , K˜1 =
√
γr σ
−
N
(51)
modelirajo stohastične procese na robu, dinamiko v sredini sistema pa opisujeta
Ueven =
[ (N−1)/2∏
n=1
U2n−1,2n
]
B˜N , Uodd = B1
[ (N−1)/2∏
n=1
U2n,2n+1
]
(52)
z robnima magnetnima poljema B1 = exp(ibσz1) in B˜N = exp(ibrσzN ). Krausovi operatorji
ustrezajo nesimetričnemu stohastičnemu črpanju delcev v oziroma iz sistema na obeh
robovih. Poudariti je potrebno, da je dinamika brez robnih procesov integrabilna, kar
omogoča točno rešljivost. Povzemimo proces rešitve tega problema.
Nastavek za neravnovesno stacionarno stanje disipativnega časovnega razvoja vključuje
osnovne gradnike integralov gibanja, česar smo vajeni že iz podobnih problemov v zveznem
času [148]. Tvorimo ga kot
ρ∞ = 〈0, 0| 1(ϕ, s; 0) 2(ϕ, s;λ) . . . N (ϕ, s; 0) |0, 0〉 , (53)
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kjer smo uvedli dvotočkovni Laxov operator
1(ϕ, s;λ) = LT1,a(−ϕ¯ + λ, s¯)D21L1,b(ϕ − λ, s). (54)
Tu je D = χσz/4 diagonalna matrika, odvisna od realnega parametra χ, za katero velja
[U,D ⊗ D] = 0, Laxova matrika pa se glasi
L(ϕ, s) =
⎡⎣iϕ + Sz S−
S+ iϕ − Sz
⎤⎦ . (55)
Spinski operatorji v njej so
Sz =
∞∑
k=0
(s − k) |k〉 〈k| ,
S+ =
∞∑
k=0
(k + 1) |k〉 〈k + 1| ,
S− =
∞∑
k=0
(2s − k) |k + 1〉 〈k|
(56)
in pripadajo neskončno razsežni upodobitvi algebre sl2, s kompleksnim spinom s.
Kompleksni števili s in ϕ, ter realno število χ, predstavljajo pet prostih parametrov, ki
določijo rešitev problema. Njihove vrednosti zavisijo od petih realnih parametrov modela
γ, γr, b, br in λ, povezavo med njimi pa omogočata t.i. robni enačbi. Izpeljemo ju s
pomočjo Yang-Baxterjeve enačbe, ki ji zadoščata Laxova matrika in lokalni propagator U .
Glasita se ∑
j
K˜jB˜N N (ϕ, s; 0)B˜
†
NK˜
†
j |0, 0〉 = N (ϕ, s;λ) |0, 0〉 ,
〈0, 0|
∑
j
KjB1 1(ϕ, s;λ)B
†
1K
†
j = 〈0, 0| 1(ϕ, s; 0),
(57)
njuna rešitev pa je
ϕ = λ2
[ 1
1 − e−2ibr√1 − γr −
e2ib
√
1 − γ
1 − e2ib√1 − γ
]
,
s = iλ2
[ 1
1 − e−2ibr√1 − γr +
e2ib
√
1 − γ
1 − e2ib√1 − γ
]
,
χ = γ
γr
[2(1 − cos(2br)√1 − γr) − γr
2(1 − cos(2b)
√
1 − γ) − γ
]
.
(58)
Matrično-produktni nastavek za ρ∞ sedaj omogoča enostaven izračun količin, kot na
primer spinski tok in lokalna magnetizacija, prikazana na sliki 2.
Nehomogeni matrično-produktni nastavek in Lindbladova enačba
V zadnjem delu disertacije obravnavam novo točno rešitev Lindbladove enačbe v anizo-
tropnem Heisenbergovem modelu, v limiti močne disipacije. Enačba opisuje disipativne
procese na robovih spinske verige, ki polarizirajo spine v poljubni smeri. Do sedaj po-
znane rešitve za neravnovesna stacionarna stanja v anizotropni Heisenbergovi verigi opi-
sujejo predvsem procese, ki polarizirajo spine vzdolž simetrijske osi modela (z-os), ali pa
so bile omejene na popolnoma izotropno interakcijo [148, 150, 151]. Nova rešitev temelji
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Slika 2: Proﬁl magnetizacije (levo) in skaliranje spinskega toka (desno) v neravnovesnem
stacionarnem stanju ρ∞ za različne, generične vrednosti parametrov λ, γ, γr, b in br.
Skaliranje spinskega toka je subdifuzivno, 〈j2n−1〉ρ∞ ∼ 1/N2, ter neodvisno od izbire
parametrov.
na prostorsko nehomogenem matrično-produktnem nastavku, nujnem za obravnavo robnih
procesov s splošno polarizacijo.
Zanima nas neravnovesno stacionarno stanje Lindbladove enačbe
∂tρ(t) = −i[H, ρ(t)] + Γ (Dˆ + Dˆr)ρ(t), (59)
v limiti močne disipacije Γ  1. Tu je H = ∑Nn=0 hn,n+1 Hamiltonijan z lokalno gostoto
hn,n+1 = σn ·Jσn+1, pri čemer J = diag{Jx, Jy, Jz} označuje tenzor spinskih sklopitvenih
konstant. Disipativni členi v enačbi so oblike
Dˆ(r)ρ = k(r)ρ k†(r) − 12{k†(r)k(r), ρ}; k(r) = (n′(r) + in′′(r))·σ0(N+1), (60)
kjer vektor polarizacije n(r), skupaj z vektorjema n′(r) in n′′(r) tvori urejeno ortonormirano
bazo v 3.
Robni prostostni stopnji sta označeni z indeksoma 0 in N + 1. Če je disipacija ne-
skončna, je stacionarno stanje oblike limΓ→∞ ρ∞ = ρ ⊗ R ⊗ ρr, kjer sta ρ(r) popolnoma
polarizirani spinski stanji na robovih (na mestih 0 in N + 1). Če je disipacija končna, a
dovolj močna, lahko stacionarno stanje razvijemo v 1/Γ in dobimo enačbe v posameznih
redih. Predvsem je pomembna tista za vodilni red,
[HD, R] = 0; HD = H ′ + (Jn)·σ1 + (Jnr)·σN , H ′ =
N−1∑
n=1
hn,n+1, (61)
ki pa stacionarnega stanja ne določi enolično, saj je HD integrabilen; reši jo poljubna
ohranjena količina. Morebitno rešitev je zato nujno preveriti z numeriko.
Problem napademo z nehomogenim (krajevno odvisnim) nastavkom, ki ga tvori zapo-
redje Laxovih matrik, odvisnih od indeksa spinskih prostostnih stopenj v verigi. Laxov
operator na n-tem mestu v verigi lahko razcepimo kot
Ln := σn ·Ln =
∑
α
σαnL
α
n; α ∈ {x, y, z}, (62)
pri čemer si lahko komponente Lαn predstavljamo kot matrike velikosti n × (n + 1). Di-
menzije pomožnih komponent Laxovih operatorjev torej naraščajo, ko se pomikamo po
verigi od leve proti desni. Bistvena relacija, ki omogoča rešljivost takega problema je t.i.
nehomogena Sutherlandova enačba
[hn,n+1, LnLn+1] = i(InLn+1 − LnIn+1), (63)
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z uporabo katere problem prevedemo na reševanje robnih linearnih enačb. Tu je In ma-
trika velikosti n×(n+1) z elementi δj,k. Poudariti velja, da podobna Sutherlandova enačba
velja tudi v primeru krajevno homogenih Laxovih operatorjev; izpeljemo jo lahko z odva-
janjem Yang-Baxterjeve enačbe (12). Tu se skriva še neraziskana povezava z integrabilno
strukturo Heisenbergovega modela.
Podobno kot Yang-Baxterjeva enačba v primeru robno gnane Trotterizacije, nam tu
Sutherlandova relacija omogoči izpeljavo robnih enačb, če za nastavek vzamemo R = ΩΩ†,
pri čemer je Ω = 〈0|L1L2 . . . LN |ψ〉. Robni enačbi se glasita
〈0| (2Jn ·L1 + iI1) = 0, (2Jnr ·LN − iIN ) |ψ〉 = 0 (64)
in določita parametre v Laxovih matrikah tako, da velja [HD, R] = 0.
Mehanizem (63) se da prevesti na sistem diskretnih Landau-Lifschitzovih enačb
Ln×JLn+1 = 12LnIn+1, JLn×Ln+1 = 12InLn+1, (65)
ki jih lahko razumemo kot rekurzijo za komponente Laxovih operatorjev. Izkaže se, da
ustrezna izbira operatorja L1 generira enolično rešitev te rekurzije. Povzemimo jo le
v primeru Jx = Jy = 1, Jz = cos γ, kjer je prikladno razcepiti Laxove komponente:
Lxn = 12(L+n + L−n ) in Lyn =
1
2i(L−n − L+n ). V doktorskem delu pokažem, da je rešitev
rekurzije oblike
L±n = ±η∓1
n−1∑
k=0
n∑
l=0
[ ±i
2 cos γ
]k−l+1
Mn;k,l |k〉〈l| , Lzn =
n−1∑
k=0
|k〉〈k + 1| , (66)
kjer so matrični elementi Mn;k,l in polinomi Pn;k,l(x)
Mn;k,l =
[
ξ − ξ−1
ξ + ξ−1
]
Pn,k+1,l(cos γ)
sin γ −
[
ξ + ξ−1
2
]−1
Pn,k+1,l−1(cos γ)
cos γ ,
Pn,k,l(x) =
l∑
s=0
(−1)s
(
n − k
s
)(
n − s − 1
l − s
)
xn−2s.
(67)
Taka rešitev ima dva prosta parametra η in ξ, ki ju enolično določi robna enačba na levem
koncu verige, t.j. 〈0| (2Jn ·L1 + iI1) = 0. Rešitev se glasi
η = −eiφ tan
(
θ
2
)
, ξ = cos γsin γ − 1 . (68)
Od robnih enačb sedaj ostane še desna, (2Jnr·LN − iIN ) |ψ〉 = 0, iz nje pa določimo robni
vektor |ψ〉. V splošnem jo rešujemo numerično, le v posebnih primerih pa lahko dobimo
tudi analitično rešitev; npr. za nr = ez se ta glasi |ψ〉 = ∑Nn=0[i/(2 cos γ)]n |n〉.
Opisan nehomogen matrično-produktni nastavek omogoča izračun magnetizacijskih
proﬁlov in spinskega toka za velikosti sistemov, ki jih ni moč doseči s točno diagonalizacijo;
primer je pokazan na sliki 3. Poudariti je potrebno, da v termodinamski limiti vsak robno
gnan sistem preide v režim močne disipacije [154, 155], zaradi česar tu opisan nastavek ne
predstavlja le posebne, neﬁzikalne rešitve. Omenimo naj, da ga lahko uporabimo tudi za
iskanje ohranitvenih zakonov Hamiltonijana H ′+h ·σ1+hr ·σN , s poljubnimi magnetnimi
polji na robovih (v primeru reševanja Lindbladove enačbe smo vzeli h(r) = Jn(r)).
Odprta vprašanja
V okviru integrabilnih Trotterizacij imamo več skupin odprtih problemov. V prvo lahko
uvrstimo razširitev pojmov, uveljavljenih v zvezno-časovnih modelih, na primere kvan-
tnih celičnih avtomatov. Med te pojme spadajo na primer periodični Gibbsov ansam-
bel [23], ali pa hidrodinamski opis transportnih pojavov na velikih prostorsko-časovnih
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Slika 3: Proﬁli magnetizacije v modelu XXZ (levo) in modelu XY Z (desno). Notranji
graf na levi prikazuje skaliranje spinskega toka v XXZ modelu. Parametri so φ =
√
3π,
θ = (1 −
√
5/4)π, φr =
√
5π/7 in θr = (7 −
√
5)π/6. V verigi XXZ smo izbrali γ =
(
√
5 − 1)π/8, v verigi XY Z pa Jx = 13/10, Jy = 6/5, Jz = 1.
skalah [29, 30]. Slednji je posebej zanimiv, saj dinamiko interpretira v okviru klasičnega
plina solitonov [160]. V drugi skupini odprtih problemov je ključnega pomena prepoznava
prenosnih matrik, ki generirajo na primer Trotterjeve aproksimacije višjega reda, ali pa
stroboskopske preslikave v klasičnih integrabilnih modelih in stohastičnih kvantnih vezjih.
Pomembno odprto vprašanje je tudi, kaj se zgodi s kvazilokalnimi integrali gibanja v limiti
zveznega prostora – tak problem ostaja nerešen na primer v kvantnem modelu Hirote. Od-
govor na to vprašanje bi predstavljal pomemben korak k razjasnitvi vloge kvazilokalnosti
v kvantni teoriji polja.
Glede disipativne dinamike se največ zanimivih vprašanj pojavi v okviru tu opisa-
nega nehomogenega matrično-produktnega nastavka za stacionarno stanje. Neraziskana
obstaja povezava s teorijo simetrijskih algeber v Heisenbergovem modelu, ki bi pojasnila
izvor nehomogene Laxove strukture. Fizikalno bolj relevantna so vprašanja uporabno-
sti nastavka v nedisipativnih problemih. Nehomogena Laxova struktura bi lahko bila
relevantna za opis topoloških robnih stanj in ohranjenih količin, ki povzročajo pretermali-
zacijo [161, 162]. Vprašanje je tudi, če lahko nastavek pripomore k razumevanju dinamike
v krajevno nehomogenih sistemih, kjer je le malo rigoroznih rezultatov [163–167].
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