Detection and characterization of forest disturbances in California by Reents, Courtney E
 
 
 
 
 
DETECTION AND CHARACTERIZATION OF FOREST DISTURBANCES IN CALIFORNIA 
 
 
 
 
 
 
BY  
 
COURTNEY REENTS 
 
 
 
 
 
 
 
THESIS 
 
Submitted in partial fulfillment of the requirements 
for the degree of Master of Science in Geography 
in the Graduate College of the 
University of Illinois at Urbana-Champaign, 2016 
 
 
 
 
Urbana, Illinois 
 
Master’s Committee: 
 
Assistant Professor Jonathan Greenberg, Chair 
Associate Professor Jennifer Fraterrigo 
Assistant Professor Kaiyu Guan 
 
 
ii 
 
ABSTRACT 
Natural and anthropogenic forest disturbances are a major influence on the global carbon cycle, 
with the local and global impacts of a disturbance event depending in large part on the timing, intensity, 
and cause of the disturbance. With some disturbance agents expected to increase in frequency and 
severity under the influence of climate change, knowledge of disturbance events and trends has become 
particularly crucial for a variety of scientific, political and management-related needs. Many studies have 
made use of time series analyses of Landsat imagery to study forest disturbance events at a variety of 
scales, but few have endeavored to attribute specific causal information to the disturbances detected, 
particularly at a subannual temporal scale. The purpose of this research is to investigate the suitability of 
a Landsat time series approach for detecting and describing the causes of disturbance events across the 
heterogeneous, forested landscapes of California. 
We used a random forest machine learning algorithm to relate normalized Landsat time series 
from 29,909 Landsat scenes extracted at the locations of known disturbance events with the cause of 
each event, including classes of logging, fire, pest damage, land use conversion, and no change. 
Validation of the model’s thematic accuracy performed using an independent dataset demonstrated an 
overall accuracy of 89.2% and a kappa value of 0.77, with by-class user’s accuracies ranging from 65% to 
92% and by-class producer’s accuracies ranging from 37% to 98%. We then applied this model to a 
sample footprint in California using all Landsat imagery available, generating a pixel-by-pixel disturbance 
record for every pixel from 1990 to 2010. While the model demonstrates some limitations in efficiency 
and temporal accuracy, it also highlights the capacity for disturbance detection at a subannual interval 
to offer insight into forest disturbance dynamics at a finer temporal scale.
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Chapter 1: Theoretical Introduction and Background 
____________________________________________________________________________ 
1.1 Introduction 
For many decades, there has been an enduring interest in observing and understanding 
forest disturbance regimes and histories worldwide. In a given region, disturbances may play a 
variety of roles in influencing landscape dynamics and patterns (Franklin et al., 2002), with far-
reaching consequences for both the biotic and abiotic components acting on and interacting 
with the affected ecosystems (Dale et al., 2000; Frolking et al., 2009; Goetz et al., 2012; 
Thornton et al., 2002). While disturbances in all types of ecosystems have some influence at a 
global scale, forest disturbances have garnered particular attention for their relevance to the 
global carbon cycle. As humans continue to pump carbon into the atmosphere through 
agriculture, industry, and the burning of fossil fuels, scientists have come to recognize the 
indispensability of the Earth’s terrestrial carbon sink, a vast proportion of which is found in 
forestland (Pan et al., 2011). As a result, the last couple of decades have seen an increased 
investment in mapping and modeling the occurrence and impacts of forest disturbances. 
While disturbances are, in a sense, destructive by nature, the mortality arising from 
such events does not necessarily act as a detriment to the ecosystem as a whole. In many cases, 
disturbances serve as an integral component of healthy ecosystem function (Hessburg et al., 
1994; Kilgore, 1973). However, disturbances operating outside the range of an area’s historical 
regime – for example, those resulting from anthropogenic activities or those made more 
extreme by the effects of climate change – may result in lasting, if not permanent damage to 
the forest ecosystem (Raffa et al., 2008). This combination of complexity and variability, with 
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consequences propagating across a variety of scales, requires a comprehensive scientific, 
political, and administrative understanding of the unique role disturbances play in forests. 
A crucial component of this understanding is knowledge of a region’s disturbance 
history in the quantitative sense: when and where disturbances have occurred, what patterns 
and trends are visible in the record through time, and, quite significantly, what agents of 
disturbance caused each event. Why this focus on cause? While there is some benefit in solely 
recognizing whether or not a segment of forest has been disturbed, such a binary record may 
fail to meet the needs of researchers and land managers who hope to draw conclusions or 
make decisions about environmental change at a greater level of detail (Schroeder et al., 2011). 
In addition, each disturbance agent has a distinct impact on the ecosystems in which it acts, and 
may interact differently with the earth system at a broader scale (Dale et al., 2000; Thornton et 
al., 2002).  
This cross-scale linkage is perhaps most clearly seen in the interactions between 
individual disturbance agents and the global carbon cycle. When a forested ecosystem is 
damaged by any means, natural or anthropogenic, the extent and nature of the disturbance’s 
impact on the global carbon cycle is complex and variable. First, mortality and decay that occur 
during and in the years following the disturbance event result in the release of carbon into the 
atmosphere. The rate and magnitude of this release depends in large part on the disturbance’s 
cause (Amiro et al., 2010). Fire damage, for example, results in a massive release of carbon 
during the burning event, but emissions may continue for many years afterwards through decay 
(Hurteau & Brooks, 2011). Harvest, like fire, may clear a swath of forest completely away, but 
some of the carbon is theoretically locked away in the timber removed from the site (Turner et 
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al., 1995). However, the breakdown of derivative products farther down the line may still result 
in the release of this carbon depending on the method of disposal (Skog & Nicholson, 2000). 
Meanwhile, pest damage varies significantly in the temporal scale at which it occurs, and the 
carbon emissions depend on whether the disturbance event results in tree death, or simply 
decreased productivity due to damage to trees’ photosynthetic organs (Liu et al., 2011).  
This loss of productivity, paired with widespread mortality, may amplify the impact of 
disturbances on the carbon system by reducing the strength of the forest carbon sink. To put it 
simply, dead trees do not perform photosynthesis. In the case of land use conversion, for 
example, the permanent loss of large swaths of forested land results in a significant decrease in 
carbon uptake, which may then be compounded by subsequent fossil-fuel intensive or 
otherwise unsustainable agricultural practices (Le Quéré et al., 2009). For natural disturbances 
or land managed for repeated timber extraction, on the other hand, the recovery process that 
occurs as a natural consequence of ecological succession may result in an increase in the rate of 
carbon sequestration following the loss immediately after the disturbance (Liu et al., 2011; Pan 
et al., 2011). Failure to include the impact of disturbances in calculations of carbon flow can 
result in potentially severe estimate errors, then, when forests begin to recover (Houghton, 
2003). In fact, some scientists posit that the observed recent increase in the terrestrial carbon 
sink, believed by some to be a result of enhanced photosynthetic activity due to increased 
availability of carbon dioxide, may actually be due to longstanding recovery of forests from past 
disturbances (Masek et al., 2011). In order to understand the extent of these complex 
interactions, scientists and land managers must be able to not only observe the frequency with 
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which forest disturbances occur, but also to attribute the causes of those disturbances in a 
comprehensive and synoptic manner. 
For traditional methods of disturbance detection, attribution of disturbance cause 
locally offers few challenges. These traditional methods – field surveys, aerial surveys, and 
photo-interpretation, among others – rely significantly on human interpretation in order to 
gather records of the location, timing, extent, and other desired details of disturbance events. 
As the visual signatures of each disturbance type are often highly distinct from one another 
(consider, for example, the difference between fire damage and agricultural conversion when 
viewed from the ground), attributing cause, particularly through ground-based field work, is 
relatively simple (Schroeder et al., 2014). 
The trade-off of the accuracy that comes with human interpretation, however, is 
efficiency. Over broad spatial and temporal scales, significant resources of funding and time are 
necessary in order to effectively map the location and timing of disturbance events by manual 
methods. Ground surveys, though capable of very high spatial and temporal precision, can 
typically only be implemented for small, accessible areas and on a limited timeframe. For 
example, the Forest Inventory and Analysis Program samples forests across the United States, 
but often with a return interval of as high as a decade for a given location (Woudenberg et al., 
2010). Aerial surveys can cover significantly more ground, but may be subject to inaccuracies as 
a result of complicating factors such as weather, distortion due to distance between object and 
observer, interpreter bias, and fatigue of the sketchmapper (McConnell et al., 2000). More 
practically speaking, government and private agencies creating individual disturbance datasets 
often do so with different definitions and goals, which may result in inconsistent standards of 
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accuracy and records that are far from comprehensive for even a particular disturbance agent, 
much less a variety. Because of these inconsistencies, aggregating these datasets may not be 
appropriate, making analyses of long-term trends and patterns in a robust manner difficult. 
New developments in technology and data availability have shifted the paradigm of 
disturbance detection away from these traditional methods. Since the 1960s, scientists have 
investigated the potential of satellite and aerial remote sensing imagery to detect disturbances 
using digital approaches that are more systematic and comprehensive than previous methods 
(Coppin & Bauer, 1996). The following review traces the development of these approaches and 
addresses how attribution of disturbance through remote sensing builds on the existing 
paradigms for automated disturbance detection. 
1.2 Early Methods of Change Detection 
At its most fundamental level, forest disturbance detection through remote sensing falls 
into the broader category of change detection. Coppin & Bauer (1996) offer two key 
assumptions underlying any attempt at remote-sensing based change detection: 1) that the 
phenomena of interest will cause a notable change in electromagnetic radiation values that is 
large relative to changes caused by other factors, such as sun angle or atmospheric conditions; 
and 2) that these recorded changes may then be related back to a change in the biophysical 
properties of the surface studied. Only phenomena, ecological or otherwise, that comply with 
these assumptions can be detected by means of remote sensing, and even then, success is not 
guaranteed. 
With only a few exceptions, change detection approaches are almost exclusively 
multitemporal, using a combination of observations through time in order to effectively capture 
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the changes that occur before, during, or after the time of the change event. Although single-
date change detection is not unheard of, such approaches are typically useful only for particular 
causal agents whose signatures can be clearly identified at a fixed point in time – for example, 
burn scars from a fire (Brewer et al., 2005). Even this is not necessarily change detection in the 
explicit sense, but rather the detection of an agent known to cause change. For forest 
disturbances in particular, a multitemporal approach can offer significantly more information 
regarding the nature of the disturbance than simply a moment in time and, as a result, has 
become the method most heavily favored in disturbance detection (Cohen & Goward, 2004). 
The earliest and simplest forest disturbance detection efforts were almost strictly 
bitemporal, though sometimes multiple consecutive pairs of images have been studied to 
generate a more substantive record. Many methods are available to detect change between 
pairs of images, from simple image differencing to post-classification comparison to more 
advanced principle components analysis and change vector analysis, though complexity does 
not always result in increased accuracy (Singh, 1989). The main attraction of working with data 
of low temporal resolution is that it reduces the number of images to be purchased, stored, and 
processed. Masek et al. (2008), for example, used a bitemporal approach to map forest 
disturbances across North America at a decadal scale using the Disturbance Index, which works 
by establishing a ‘centroid’ for every scene of the typical spectral values associated with 
undisturbed forest and detects disturbances and non-forested areas as deviations from that 
centroid. While the use of a decadal interval kept data costs low for a project at such a broad 
scale, errors of omission were found to be high due to the broad temporal interval between 
consecutive observations.  
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In regions of the world where imagery collection continues to be limited by atmospheric 
conditions (e.g. cloud cover), data availability often presents a problem which can preclude 
analyses of a higher temporal density. As a result, new methods are still being developed that 
work with just two or three images to detect change. For example, Hansen et al. (2010) used 
image pairs to delineate forest loss on a global scale from 2000 to 2005 based on 541 18.5x18.5 
km sample locations chosen by stratification of gross forest cover loss for each biome. Landsat 
images were then used to calculate a more detailed forest cover loss metric for each sample 
location. Comparison with FAO forest loss estimates synthesized from national datasets showed 
reasonable agreement. Ozdogan (2014) likewise achieved relatively high accuracy with a 
pairwise disturbance detection algorithm that applied a support vector machine classifier to a 
multitemporal Kauth-Thomas transformation of the input images, but found that accuracy 
varied significantly with the interval between images dates. 
This loss of accuracy as a result of broad time steps is a frequent concern arising with 
bitemporal disturbance detection approaches. When the interval between images is too large, 
forested areas experiencing subtler disturbances may undergo damage and then recover before 
the next image is captured (Lunetta et al., 2004). For example, while so called stand-clearing 
disturbances such as clearcutting and fires can be detected for up to five years following the 
date of disturbance (Jin & Sader, 2005; Schroeder et al., 2011), non-stand-clearing disturbances 
like selective logging may be missed without a return interval or two years or less (Jin & Sader, 
2005; Masek et al., 2013). This is due in large part to the failure of broad time steps to capture 
the natural variability necessary to detect these more subtle disturbance events (Goodwin et 
al., 2008). Bitemporal approaches frequently suffer from this shortcoming (Masek et al., 2008; 
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Ozdogan, 2014; Rogan et al., 2002), which limits their capacity for detailed disturbance 
detection. 
 
1.3 The Time Series Paradigm 
Because of the above limitations, forest disturbance detection has undergone a shift in 
terms of both theoretical perspective and technological approach. Rather than perceiving 
change as a fixed point in time that can be studied from two angles – past and future – remote 
sensing scientists have begun to adopt a more ecological view of change that focuses on forest 
disturbances as a dynamic component of a continuously changing ecosystem (Kennedy et al., 
2014). In line with this theoretical shift, disturbance detection techniques have likewise begun 
to favor approaches that harness data of greater temporal density – a continuous time series 
rather than simply a pair of images.  
Time series techniques expand the scope of observation to offer a view of the change as 
it is happening, generating vast potential for further study with a focus on ecosystem dynamics. 
In areas of highly dynamic land cover, such density may be necessary to adequately describe 
ecosystem processes (Frolking et al., 2009). In addition to its ecological significance, this shift 
was also facilitated by two well-timed technological advancements: the increased availability of 
data at little to no cost, and improvements in computer processing power. In particular, it was 
the opening of the Landsat archive in the mid-2000s that gave remote sensing scientists 
unprecedented access to high-quality imagery free of charge that, at the time, constituted for 
locations in the United States a continuous dataset since 1982 at a 16-day or better return 
interval (Woodcock et al., 2008). 
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Consequently, there has been rapid advancement in the development of algorithms for 
change detection, and more specifically disturbance detection, through time series or dense 
observation approaches. These algorithms can be sorted into two general categories based on 
the temporal resolution at which they operate and the methods by which they handle the 
unique obstacles that arise as a result of that resolution: annual and greater, and subannual. 
 
Annual and Greater Algorithms 
Annual and greater algorithms look at time series with a return interval that typically 
ranges from yearly to biennial time steps. Algorithms that work with a broader time step than 
these - up to decadal - tend to use methods that more closely resemble bitemporal approaches. 
Therefore, such algorithms are not addressed here. Many of the most significant approaches 
developed in the last decade have worked at this temporal resolution, including LandTrendr 
(Kennedy et al., 2010), Vegetation Change Tracker (Huang et al., 2010), and VCF-based Change 
Analysis (Song et al., 2014). 
Annual or greater algorithms typically detect change through analysis of the shape or 
pattern of the time series. LandTrendr (Kennedy et al., 2010) uses linear segmentation to break 
the time series into a small number of fitted linear components, whose slopes and lengths offer 
insight into the direction, duration, and magnitude of change. This technique proved quite 
successful, with accuracies based on agreement with manual interpretation ranging from 92.5% 
to 98.3% depending on the input categories and agreement criteria applied (Cohen et al., 
2010), LandTrendr was later applied by Meigs et al. (2011) in the pursuit of mapping insect 
damage in western North America, demonstrating the capacity of the algorithm to detection 
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progressive change in addition to abrupt events. Vegetation Change Tracker (Huang et al., 
2010) involves the calculation at a biennial interval of a novel statistic called the integrated 
forest z-score (IFZ), defined as the inverse likelihood of a pixel being a forest pixel. To calculate 
the IFZ, sample forest pixels are collected for each analyzed image to create a standard of 
comparison for the likelihood of a pixel being forested, with a low value indicating a closer 
spectral proximity to the sampled forest pixels, and therefore a higher likelihood of that pixel 
being forested. The occurrence of low likelihood pixels in an otherwise high likelihood image 
series indicates a drop-off in forest cover, i.e. a disturbance. The approach proved relatively 
successful, with overall accuracies of 77% to 86% and kappa values ranging from 0.67 to 0.76. 
Masek et al. (2013) later applied this approach to fifty Landsat time series in order to estimate 
annual rates of forest disturbance across the conterminous US. VCF-based Change Analysis 
(Song et al., 2014) works with MODIS rather than Landsat data to analyze annual time series of 
the MODIS Vegetation Continuous Fields tree cover dataset. Similar to LandTrendr, VCA 
segments the time series into events of significance, and then matches observed patterns to 
those established through the use of training datasets. Though operating at MODIS’s 250m 
resolution rather than Landsat’s 30m, VCA successfully identified locations of forest disturbance 
with a temporal accuracy of 85% or higher within plus or minus one year of the disturbance 
date. 
One of the most significant advantages of working with an annual or biennial interval is 
that it reduces or even removes the necessity of dealing with seasonality in the time series. In 
any project looking to extract time series over vegetated areas, seasonality becomes a 
significant concern because it serves as a factor that could potentially confound change 
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detection efforts by manifesting as distinct and notable change in a spectral time series (Forkel 
et al., 2013). By nature of the algorithm working on a timescale of years, however, seasonality 
can often be addressed simply by choosing images for the analysis that only fall during the leaf-
on period - typically late spring and summer months. Many studies and algorithms use this 
approach (Kennedy et al., 2007; Schroeder et al., 2011; Vogelmann et al., 2009), though there is 
considerable debate as to what day of the year, precisely, is ideal for capturing vegetation 
dynamics (Coppin & Bauer, 1996). 
Due to gaps in the imagery from a variety of factors, including cloud cover, cloud 
shadow, ice and snow, sometimes the generation of an annual or biennial time series is not as 
easy as simply choosing images at the same phenological time of year. Particularly in areas of 
high cloud cover, it may be difficult to find a single image in a given year’s growing season that 
is entirely free of missing data. A single missing observation in an annual time series results in a 
gap of two years, and in a biennial time series, a gap of four years. Frequently, these gaps must 
be filled due to the fact that many time series analysis methods cannot handle missing 
observations (Lhermitte et al., 2011). As seasonality may be inherently accounted for in the 
selection of images, some techniques simply fill in the missing data through basic temporal 
interpolation, though this may influence detection accuracy in situations where the data gap 
falls at the time of the disturbance (Huang et al., 2010).  A more advanced approach involves 
creating image composites for each year of the time series from several images during the 
growing season, sometimes referred to as the “best-available-pixel” approach (Hermosilla et 
al., 2015a; Kennedy et al., 2010). Rather than relying on an image from a single date to provide 
data values, the composite image uses the best available pixels from each input image to 
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ensure that as many locations as possible contain a valid value for a given year. If fifty percent 
of the pixels in an image are covered by cloud, values from an image two weeks later may be 
used to replace those missing values. By this approach, in most cases, a complete time series 
may be constructed. 
Generally speaking, annual or greater algorithms are favored for 1) their computational 
and data storage tractability, 2) their ease of dealing with seasonality, and 3) their applicability 
in areas with less comprehensive image capture. However, even at an annual time step, these 
algorithms can miss the subtlest of change events that occur on a subannual level, which can 
limit their capacity for comprehensive disturbance detection (Coops et al., 2009; Forkel et al., 
2013). 
 
Subannual Algorithms 
Most subannual algorithms operate at a narrow interval with the goal of maximizing the 
benefit of the temporal resolution of the original dataset. For Landsat time series, this interval 
tends to be around 16-days, although locations of overlap between image footprints and 
sensors can decrease this by half or more, particularly at higher latitudes. The use of a dense 
time series increases the potential temporal resolution of a disturbance detection algorithm, 
but also increases the complexity of dealing with some of the considerations outlined in the 
previous section. 
In some cases, subannual approaches detect disturbances in the time series by 
examining the shape of the time series, similar to the annual or greater approaches. However, 
the significant influence of seasonality in a subannual time series means that it must be more 
explicitly addressed. Breaks For Additive Season and Trend (BFAST) is an example of an 
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algorithm that deals with seasonality statistically through the use of time series decomposition 
(Verbesselt et al., 2010). Decomposition breaks down the time series into seasonal, trend, and 
noise components, allowing any one or two of them to be isolated from those remaining. By 
this approach, BFAST identifies change occurring in the trend component as disturbance, and in 
the seasonal component as phenological change, resulting in a product very similar 
conceptually to that of Kennedy et al. (2010) in terms of its capacity to detect both abrupt and 
gradual changes, but operating on a subannual interval. 
Alternatively, other approaches fit a model to the seasonality of the time series under 
the assumption that, if the seasonality can be modeled, deviations from that seasonality can be 
detected. Zhu et al. (2012) developed the Continuous Monitoring of Forest Disturbance 
Algorithm (CMFDA) as one of the first to maximize the temporal resolution available in the 
Landsat archive. CMFDA operates on a subannual time step and deals with intra-annual 
variation by fitting sine and cosine time series models to the seasonality in each spectral band 
of each pixel. This allows the algorithm to separate true disturbance from seasonal change by 
differencing the observed pixel values from those predicted based on the sine and cosine 
models. Deviations of observed values from predicted values are flagged as change, similar to 
the biennial method of Huang et al. (2010). This approach proved successful, with reported 
user’s and producer’s accuracies around 95% for detection and temporal accuracy around 94%, 
providing evidence for high levels of accuracy in disturbance detection at higher temporal 
resolutions and the capacity for disturbance detection closer to real-time. Brooks et al. (2014) 
used Fourier harmonics to model seasonal curves in a dense time series with the intention of 
capturing forest disturbance as any deviation from the statistical, seasonal norm. As with the 
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method of Zhu et al. (2012), this approach allows for nearly real-time disturbance detection, as 
any new observation added to a time series that does not match the model’s prediction can be 
immediately flagged as a suspected disturbance. The added benefit of modeling seasonality is 
that gaps in the data can be interpolated much more robustly, as is necessary when dealing 
with the added complexity of a subannual time series. Rarely, dense time series data may be 
filled through simple linear interpolation, but this is only valid in situations where the influence 
of seasonality is limited or where gaps are very small (Reiche et al., 2015).  
While more demanding in terms of computation and data storage requirements, 
subannual algorithms offer an advantage over annual or greater algorithms by introducing the 
potential to detect disturbance events operating at a finer temporal scale (Zhu et al., 2012), and 
by allowing for the potential of a more detailed analysis of disturbance dynamics at higher 
temporal resolution. 
1.4 Attribution of Disturbance Cause 
The algorithms outlined above represent a broader class of disturbance detection 
methods that focus on the analysis of time series largely in pursuit of the binary classes of 
change and no change, sometimes with the addition of more detailed classes dealing with the 
direction and duration of change. However, many methods working alongside or even on the 
basis of these algorithms expand the scope of the analysis to incorporate other input variables 
or to focus on particular characteristics of the disturbances detected. In some cases, this 
involves the use of auxiliary data such as spatial context (Desclée et al., 2006; Lhermitte et al., 
2010; Liu & Cai, 2012; Souza et al., 2005), ancillary GIS data (Miller & Rogan, 2007; Rogan & 
Miller, 2006; Schroeder et al., 2014), and even qualitative contributions (DeVries et al., 2013) in 
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order to improve model accuracy. Characterization of disturbance may move beyond simply 
binary change and no change, either to focus specifically on a narrow class, such as recovery 
(Chen et al., 2014; Schroeder et al., 2007), to relate disturbance history to forest structure 
(Pflugmacher et al., 2012; Pflugmacher et al., 2014), or to extend the attribution of disturbance 
location and time to include links between on-the-ground severity and the magnitude of 
detected spectral change (Brewer et al., 2005; DeVries et al., 2013).  
In line with these developments, one of the most recently explored advancements in 
time series analysis has been the attribution of cause to detected disturbances, also referred to 
as the disturbance agent. Interest in causal attribution of detected changes is not a recent 
phenomenon. In fact, methods for detecting damage due to individual agents have been 
around for quite some time, including approaches focusing on fire (Hardtke et al., 2015; 
Patterson & Yool, 1998; Roldán-Zamarrón et al., 2006; Roy et al., 2008), pest damage (Baumann 
et al., 2014; Fassnacht et al., 2014; Goodwin et al., 2008; Latifi et al., 2014; Meddens et al., 
2013; Meigs et al., 2011; Vogelmann et al., 2009), harvest (Asner et al., 2005; Borrelli et al., 
2014), land use conversion (Achard et al., 2002; Reiche et al., 2015; Skole & Tucker, 1993) and 
wind or storm damage (Nelson et al., 2014).  
For areas where the disturbance agent is known - due to the agent’s dominance, due to 
the size of the study area, or due to the temporal range of the investigation – an individualized 
approach can be highly successful because there is no need to discriminate between different 
causes of change. If a change is detected, the change is automatically attributed to that known 
agent. In addition, some detection methods are uniquely suited to the disturbance of interest, 
such as the detection of active fires (Lentile et al., 2006), or rely on manual methods where the 
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cause of the disturbance can easily be attributed by a human interpreter (Cohen et al., 2010; 
Fraser et al., 2014; Pflugmacher et al., 2012). 
In most situations, however, some degree of discrimination is necessary, particularly if 
multiple agents are present in the region of interest and if these agents result in spectrally 
similar changes. For example, harvest and fires are frequently confused because both are, in 
many cases, examples of stand-clearing disturbances (Schroeder et al., 2011; Souza et al., 
2005). Land use conversion and harvest may appear spectrally similar near the time of 
disturbance if the conversion of the forest begins with a clearcut, and it may only be the fate of 
the land following the clearcut that distinguishes conversion activity from harvest activity. 
Likewise, windfall and clearcut harvest can also be a frequent source of confusion (Baumann et 
al., 2014) as well as pest damage and clearcut (Hais et al., 2009), and pest damage and climate-
related degradation or mortality (Vogelmann et al., 2009). 
Only recently have approaches been developed that attempt to discriminate between 
more than two classes, and these have met with varying degrees of success. Neigh et al. 
(2014a) developed an algorithm for Wisconsin forests with the intention of differentiating 
primarily between insect damage and harvest, which works at an approximately annual time 
step and uses thresholds for changes in a Disturbance Index (DI’) calculated from Tasseled Cap 
Wetness and Brightness for each time series as inputs into a decision tree model. They applied 
the algorithm in Wisconsin and achieved an overall accuracy ranging from 65% to 75%, with 
harvest having the highest overall class accuracy. The same model was applied with an 
additional class for fire disturbances and the addition of NBR for spectral analysis in the Pacific 
Northwest, but resulted in lower accuracy due to confusion between fire and harvest (Neigh et 
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al., 2014b). However, this was resolved in part through the application of a spatial filter, which 
allowed for the successful discrimination between fire and harvest on the basis of the shape of 
the disturbed area. 
Kennedy et al. (2015) focused on attribution of disturbance cause as an application to 
habitat protection in the Puget Sound area. This method used random forest models to link 
time series characteristics derived by LandTrendr and some auxiliary GIS data to disturbance 
agents that included the aggregate classes of agriculture to agriculture, increasing urban, forest 
management, natural (fire, insect), stream, within urban, and no change. Time series 
characteristics included duration and magnitude of the disturbance events, baseline spectral 
characteristics before and after the disturbance, and the shape of the recovery trajectory. 
Auxiliary data included elevation, aspect, and slope, as well as the spatial context of the 
classified pixels. Out-of-bag accuracy was calculated at 80%; however this value is not derived 
from independent testing data. An independent dataset was also used, but the sample sizes 
were quite small due to the rare nature of disturbances, ranging from 1 to 63 observations per 
class, which makes interpretation of true per-class accuracy difficult. 
Hermosilla et al. (2015b) took a similar approach to discriminating between classes of 
fire, harvest, roads, and non-stand-replacing changes in Saskatchewan, Canada by using 
breakpoint detection of Normalized Burn Ratio to establish times and locations of disturbance.  
These locations are aggregated into change objects with attributes such as perimeter, area, and 
compactness, and additional spectral analysis of time series of the red, near infrared, and two 
shortwave infrared bands as well as Tasseled Cap Brightness, and Wetness are used to classify 
the type of change occurring based on its magnitude, slope, duration, and other similar 
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variables. In this case, a suitable error matrix was calculated based on independent testing data, 
and showed an overall accuracy of change/no-change at 92.2% and high accuracy values per 
class as well. However, the aggregation of classes into fire, harvest, roads, and non-stand-
changing is highly particular to the area of study, which means that these results might not 
necessarily be repeatable in areas undergoing a different or wider variety of disturbance 
events. 
1.5 The Proposed Approach 
The proposed method intends to explore the potential of disturbance cause attribution 
by approaching the problem from a different angle than the examples above. Rather than 
focusing on breaking down an annual time series into descriptive components, we maximize 
the use of available information by exploiting subannual time series in the six non-thermal 
bands continuous throughout the Landsat program – red, green, blue, near infrared, and the 
two shortwave infrared bands – and treating each observation of this dense time series as its 
own independent variable. We propose that this comprehensive use of a denser time series will 
offer increased discriminatory power between disturbance classes by preserving subtleties of 
the time series before, during, and after the time of disturbance, and may facilitate the 
detection of subtler disturbance events as well. We avoid the use of auxiliary GIS data such as 
topographic variables, as the relationships observed between those variables and particular 
classes may be too specific to the area of study to be transferrable to other locations. Instead, 
the model relies solely on normalized spectral values and temporal context in order to classify 
disturbance events and agents.  
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In order to accomplish the classification of these denser time series, we use a random 
forest model to compare the normalized values of each time series, with the observations at 
each time step relative to the time of disturbance serving as the input variables to the model. 
This comparison is accomplished through a procedure of spectral and temporal normalization 
that standardizes the input values for each band at each observation for each location. By 
preserving a significant portion of the input spectral information, we hypothesize that increased 
thematic and temporal accuracy can be achieved over the often-favored annual or greater time 
step approaches. 
In our analysis, we address the following question: 
Can subannual temporal disturbance signatures be applied to detect current 
disturbances and construct a disturbance record for a region of California over the last thirty 
years? 
After creating and validating the model, we then offer a case study of a single Landsat 
footprint in eastern California as a demonstration of the utility of the model for creating a map 
of disturbance history that includes the location, date, and cause of each disturbance event. 
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Chapter 2: Application and Implementation 
 
2.1 Introduction 
Forest disturbances are complex ecological processes that play a formative and critical 
role in influencing landscape dynamics and regulating healthy ecosystem function (Franklin et 
al., 2002; Hessburg et al., 1994; Kilgore, 1973). At the same time, disturbances may threaten 
human lives and property and irreversibly damage fragile ecosystems, particularly in situations 
where the disturbances operate outside of their natural range of variability due to climate 
change or anthropogenic influence (Raffa et al., 2008). Under the influence of climate change in 
the coming century, some disturbance agents are predicted to increase in frequency and 
magnitude (Weed et al., 2013), which makes detecting and characterizing their occurrence all 
the more urgent. 
Because forests represent a substantial component of the terrestrial carbon sink, forest 
disturbances also contribute significantly to the global carbon cycle through mortality- and 
damage-related emissions to the atmosphere (Pan et al., 2011). These impacts are not uniform 
across all disturbance agents; rather, individual causes of disturbance interact with their 
surroundings in distinct ways at both local and global scales (Dale et al., 2000; Thornton et al., 
2002). The rate and magnitude of carbon released due to forest damage is likewise dependent 
on the type of disturbance occurring (Amiro et al., 2010). As a result, disturbance detection 
approaches must characterize disturbance events not solely in terms of their location and 
timing, but also their cause. 
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While traditional field-based or manual methods such as ground surveys, aerial surveys, 
and photo-interpretation are quite adept at determining disturbance cause (Schroeder et al., 
2014), these approaches cannot typically be comprehensively implemented over broad spatial 
and temporal scales due to limitations in resources of time, labor, and funding. Ground surveys 
can achieve high spatial and temporal accuracy, but are expensive and time-consuming and are 
therefore limited in their scope. Aerial surveys cover a larger area, but are subject to spatial 
inaccuracy, interpreter bias, and a variety of complicating factors including weather and 
sketchmapper fatigue (McConnell et al., 2000). Visual photo-interpretation, though capable of 
higher accuracy and more comprehensive coverage, is likewise subject to interpreter bias and 
high data acquisition costs (Coppin & Bauer, 1996). 
These limitations, in combination with improvements in satellite technology and 
computational efficiency, resulted in a shift in disturbance detection and characterization 
towards a new paradigm: from field-based and manual methods to automatic, digital analysis 
of remotely sensed imagery (Coppin & Bauer, 1996). With the continuation of extended earth-
observing satellite programs such as Landsat and nearly exponential increases in computing 
power and data storage, there has been an increase in the past decade in the development of 
new algorithms focusing explicitly on remote-sensing based detection of forest disturbances at 
broad spatial and temporal scales through the use of spectral time series (Brooks et al., 2014; 
Cohen et al., 2010; Huang et al., 2010; Kennedy et al., 2007; Song et al., 2014; Verbesselt et al., 
2010; Zhu et al., 2012). 
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However, these algorithms typically fall short of directly attributing causes to detected 
disturbances in favor of simply detecting a change at all. This creates a mismatch between 
information available and the needs of land managers and researchers (Goetz et al., 2012). 
Techniques that do seek to attribute disturbance cause typically focus on individual disturbance 
agents that depend on the ultimate aim of the study, such as fire (Hardtke et al., 2015; 
Patterson & Yool, 1998; Roldán-Zamarrón et al., 2006; Roy et al., 2008), pest damage (Baumann 
et al., 2014; Fassnacht et al., 2014; Goodwin et al., 2008; Latifi et al., 2014; Meddens et al., 
2013; Meigs et al., 2011; Vogelmann et al., 2009), harvest (Asner et al., 2005; Borrelli et al., 
2014), land use conversion (Achard et al., 2002; Reiche et al., 2015; Skole & Tucker, 1993) and 
wind or storm damage (Nelson et al., 2014). However, such limited approaches are often only 
valid in locations where the disturbance agent is already known and no discrimination is 
necessary – for example, in regions that experience little variety in disturbance cause. Where 
more than one disturbance agent is present, these agents may result in spectrally similar 
damage, such as clearcut logging and fire (Schroeder et al., 2011; Souza et al., 2005), clearcut 
logging and pest damage (Hais et al., 2009), and pest damage and climate-related degradation 
or mortality (Vogelmann et al., 2009). Under these conditions, a more detailed characterization 
of the disturbance’s signature is required in order to determine its cause. 
Only recently have algorithms been developed that strive to answer in a synoptic 
manner not just the question of where and when disturbances are happening, but also what is 
happening – the automatic classification of and distinction between many different disturbance 
agents (Hermosilla et al., 2015b; Kennedy et al., 2015; Neigh et al. 2014a; Neigh et al., 2014b). 
While these algorithms have demonstrated some success, they typically work at the resolution 
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of an annual time series, which may limit their capacity to detect more subtle disturbance 
events ( Coops et al., 2009; Forkel et al., 2013). In addition, these approaches typically break 
down these annual time series into descriptive components through some form of breakpoint 
detection or linear segmentation (Hermosilla et al., 2015b; Kennedy et al., 2015; Neigh et al., 
2014a; Neigh et al., 2014b), which may mute the features of each disturbance agent’s temporal 
signature that occur at a finer scale. 
To better address these temporal limitations, this project seeks to explore a novel 
method of attributing disturbance cause in California forests by taking advantage of all available 
Landsat images from the past thirty years. We incorporate all available observations in all six of 
Landsat’s non-thermal spectrum bands in order to construct a model linking normalized time 
series observations as independent variables to the disturbances that cause them. This method 
is based on the hypothesis that working at a subannual interval will offer the potential for 
detecting the subtler details of spectral signatures surrounding particular disturbance events, 
and will allow for improved exploration of the temporal dynamics related to these events. In 
addition, this approach makes no assumptions regarding the anticipated signature of the 
change itself, but instead draws conclusions only on the basis of the training data, which 
encompasses a large degree of heterogeneity and theoretically allows for a greater degree of 
model flexibility and portability. 
In this study, we address the following question:  
Can subannual temporal disturbance signatures be applied to detect current 
disturbances and construct a disturbance record for a region of California over the last thirty 
years? 
 
 
33 
 
In addition to an exploration of our model’s theoretical value and contributions, we use 
a case study of a single Landsat footprint in eastern California in order to demonstrate the 
model’s practical applications for creating a detailed map of disturbance history that includes 
the agent of each disturbance’s cause. Through this example, we place the model’s advantages 
and shortcomings in the context of a real-world scenario, better demonstrating its potential in 
characterizing ecological disturbance dynamics. 
2.2 Methods 
2.2.1    Theoretical Approach 
The proposed method works by treating each Landsat pixel location, representative of a 
30m x 30m plot of land, as the source of its own individual time series. Let 𝑝𝑡 be an image 
representing a particular area of the Earth’s surface, composed of 𝑥 rows, 𝑦 columns, and 𝑏 
layers, or bands, and captured at a particular time  𝑡. One of these times 𝑡, 𝑡0, represents the 
known or assumed point of change in the time series. Let 𝑃𝑇 represent a series of images 𝑝𝑡 all 
comprised of the same 𝑥 rows,  𝑦 columns, and 𝑏 layers over the same area, but each captured 
at a different time 𝑡. For a given location 𝑥, 𝑦  with a given or assumed 𝑡0, the values of each of 
𝑏 layers for each image 𝑝𝑡 may be extracted and ordered according to interval 𝑡 − 𝑡0 with { 𝑡 −
𝑡0 ∶  −3 𝑦𝑒𝑎𝑟𝑠 < 𝑡 − 𝑡0 < 4 𝑦𝑒𝑎𝑟𝑠 }. This creates a set of  𝑏 time series of values 𝑣𝑥,𝑦,𝑡−𝑡0,𝑏, 
where 𝒗 is the value at location 𝑥, 𝑦 at interval 𝑡 − 𝑡0 for band 𝑏. 
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Figure 1. Diagrammatic explanation of time series extraction procedure. 
This set of time series – one for each of the six bands – demonstrates the change, or lack 
thereof, in spectral values in a given band at that particular location through time. Because of 
environmental variables that may interfere with the amount of light reaching the sensor, it is 
not simply the raw brightness of the measured surface that is used in creating these time 
series. Rather, it is the reflectance, which is the ratio between the light reflected off of the 
surface and the irradiance falling on it from the light source – in this case, the sun. Reflectance, 
unlike radiance, is a property of a surface, and is therefore theoretically not subject to the same 
environmental influences as raw brightness. On this basis, this project uses only Landsat images 
processed to surface reflectance in order to ensure that the time series values represent a 
consistent measure of surface processes occurring on the ground. 
While the use of surface reflectance images results in temporal signatures that are 
theoretically normalized against many confounding environmental variables, there are other 
 
 
35 
 
influential factors that it does not address. For example, baseline differences in surface 
reflectance due to differences in climate, vegetation, and other landcover variables are a 
natural result of the interaction of these surfaces with electromagnetic radiation, which can be 
highly useful for understanding and discriminating between different landcover types and 
phenomena. However, these differences may also complicate the comparison of time series 
when it is their relative shape – rather than their absolute spectral values – that best reflects 
the process of interest. For example, an undisturbed patch of forest will show a consistently 
high near infrared value, while an unchanged parking lot will show a consistently low near 
infrared value. The feature that is important for disturbance detection in this case is not that 
forest reflects highly in near infrared and the parking lot much less, but rather that there is no 
change in these values through time. For a static classification of landcover – for example, 
discriminating between forest and parking lot - the absolute values may be more crucial, but for 
change detection, it is the relative reflectance of the values through time that holds the most 
discriminatory power. To control for the influence of these baseline differences, some form of 
normalization in addition to conversion to surface reflectance is necessary. 
Depending on the band in question and the land cover over which the spectra were 
captured, a time series may also exhibit additional characteristics that can either contribute to 
or detract from detection of change. The most significant of these are the presence of missing, 
irregular, or duplicate observations and the interplay between phenology (seasonality), change 
(abrupt disturbances or gradual trends), and noise due to atmospheric conditions, sensor angle, 
solar zenith, and a variety of other confounding factors. In many ways, these characteristics are 
inextricably linked. For example, missing values may occur seasonally due to ice or snow, while 
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the interpolation of these values must ensure the preservation of significant trends while 
accounting for seasonality in the time series. Irregular or outlying values are simply extreme 
manifestations of noise, which could be caused by any number of factors and must be removed 
or otherwise dealt with in the analysis. Duplicate values – those falling into the same interval of 
a regular time series due to overlapping footprints or sensors – do not necessarily contribute to 
or detract from other factors, but may help to minimize the number of missing observations in 
the series. Once missing or duplicate observations have been accounted for, then phenology, 
change, and noise can be isolated, removed, or controlled for depending on the target of the 
analysis in question, which ensures that observed patterns of change in the time series are 
attributed to the correct source (Coppin & Bauer, 1996).  
In disturbance detection, it is the change component that must be isolated from 
seasonality and noise in order to preserve the signature of the disturbance. Because seasonality 
demonstrates a notable pattern that can be modeled or removed, the discrimination of 
disturbance from no change typically comes down to the distinction between change and noise. 
If the shift in values due to change is comparable to or even indistinguishable from noise, then 
it is not possible to draw conclusions as to the source of the shift because the shift itself cannot 
be detected. However, if the shift in spectral values due to change is significantly larger than 
that due to noise (i.e. a high signal-to-noise ratio), then a large shift in the time series can be 
attributed to true change.  
Furthermore, this change can then be characterized by any number of metrics, including 
its slope, its direction, its magnitude and even the details of its shape. While any time series can 
be summarized on the basis of these metrics, a time series that has been normalized in multiple 
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dimensions can be compared to other normalized time series at a much greater level of detail. 
When aligned in relative temporal space so that the time of change or disturbance is the same, 
spectrally normalized values at every interval leading up to, during, and following the change 
event can be compared one by one, so that a group of time series are compared not on the 
basis of summary metrics, but on the basis of their full temporal density with the highest 
temporal resolution preserved. 
It is on this theoretical basis that the proposed approach operates. We treat each 
observation of each band as an independent variable, which serves as one of many predictors 
for the disturbance class observed at that location. These individual values are able to be 
compared only because of the pre-analysis processes applied above, which methodically 
normalize the values to theoretically remove the influence of most confounding factors aside 
from certain baseline differences and the change itself. The final classification formula is as 
follows: 
𝑉𝑥,𝑦 = {𝑣𝑡−𝑡0,𝑏 | 
{   𝑡 −  𝑡0   | − 3 𝑦𝑒𝑎𝑟𝑠  <   𝑡 −  𝑡0   <   4 𝑦𝑒𝑎𝑟𝑠 }  
{      𝑏      |  𝐵, 𝐺, 𝑅, 𝑁𝐼𝑅, 𝑆𝑊𝐼𝑅1, 𝑆𝑊𝐼𝑅2 }              
 
𝐷𝑖𝑠𝑡𝑢𝑟𝑏𝑎𝑛𝑐𝑒 𝐶𝑙𝑎𝑠𝑠 = 𝑓(𝑉𝑥,𝑦) 
Equation 1. 
 
where 𝑉𝑥,𝑦 represents the set of all values associated with a particular disturbance location 𝑥, 𝑦, 
each of which represents some band 𝑏 at some interval 𝑡 − 𝑡0 from the time of disturbance. 
In order to better represent the individual change or disturbance classes, it is also crucial 
to incorporate a wide variety of sample points in order to capture a greater degree of natural 
variability in the spectral response of a forest to disturbance. The final input dataset, then, 
includes a large number of sample points, as well as many predictor variables that may be 
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highly correlated with one another for any given data point. In order to relate these variables to 
a particular disturbance cause, it is necessary to use a classifier that is capable of dealing with a 
dataset that does not necessarily comply with the requirements of many traditional 
classification approaches. 
In answer to this, we chose to use random forest, a machine learning classification 
technique developed by Breiman (2001). Random forest iteratively takes a user-defined 
number of random subsets of the training data with replacement, as well as subsets of the total 
predictor variables, and builds a classification tree on the basis of each set of subsets. This 
typically results in hundreds or thousands of such trees. When the model is applied predictively 
to an unknown data point, input variables for that point are passed through these trees, and 
each tree casts a vote for how that sample should be classified. The majority vote decides the 
final classification for that sample. Random forests have become a favored approach both 
inside and outside of the remote sensing community for a variety of reasons, including that 
they are nonparametric, that they can work with large datasets and large numbers of input 
variables, that they can estimate input variable importance, and that they are fairly robust to 
noise and outliers (Rodriguez-Galiano et al., 2012). Because of its ability to handle large 
datasets and to deal with outliers, random forests are an ideal classification approach for 
constructing a model to relate individual time series observations for a given location with the 
disturbance that occurred there. 
Because this approach to classification is based on the input variables being temporally 
aligned at the known time of disturbance, the application of the classification predictively must 
be able to account for unclassified time series with an unknown disturbance date. Rather than 
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using a breakpoint detection algorithm to define a date of disturbance in the unclassified time 
series, this approach applies the model prediction iteratively across the time series by shifting 
the location of the variable denoted as the time of disturbance. This is done under the 
assumption that the time series pattern will only properly match that of the correct disturbance 
class at or around the correct time of disturbance. The farther the denoted time of disturbance 
is from the actual time of disturbance, theoretically, the less likely it will be to be classified as a 
disturbance and the more likely it will be to be classified as No Change. Through this approach, 
the class and time of disturbance can both be determined solely on the basis of the time series. 
2.2.2    Study Site 
The study area for this project encompasses the entirety of California, from 
approximately 32.5° to 42.0° north latitude and 124.4° to 114.0° west longitude. Due to the 
state’s latitudinal extent of over 1000 kilometers from north to south and large degree of 
topographic variation, climate varies widely across California. Areas near the coast are kept 
temperate by the influence of the Pacific Ocean, while temperatures inland become more 
extreme, particularly on the eastern side of the Sierra Nevada Mountains. From south to north, 
climate ranges from desert and semi-arid to temperate Mediterranean and continental. As a 
result, California is also home to a diversity of ecosystems, ranging from inland deserts to 
Mediterranean shrubland to nearly 33 million acres of coniferous and deciduous forest 
statewide. 
Ownership of California forests is distributed across the federal government, state and 
local governments, industrial timber companies, and individuals and families (Butler, 2006). 
From the anthropogenic side, these forests experience both harvest and conversion, with 
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residential and commercial development along the boundaries between forests and urban and 
transportation corridors expected to contribute most to deforestation as California’s population 
increases (CDF-FRAP, 2010). The most prominent natural disturbances are wildfires and pest 
damage, though drought may also present a significant threat (CDF-FRAP, 2010). 
 
Figure 2. Study area with Landsat footprints included in the study. The footprint used for the case study is 
highlighted in blue. 
The case study of a single Landsat footprint was conducted at the intersection of Path 
43 and Row 33 (118.9° to 121.4° West, 38.0 to 39.8° North). This footprint was chosen because 
it demonstrated a high frequency of disturbance events across all classes based on the training 
and testing data and because it incorporates several major landscapes present in California: the 
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central valley, the Sierra Nevada Mountains, and the more arid region inland of the Sierra 
Nevadas. This footprint is shown highlighted in blue in Figure 2. 
2.2.3    Input Data 
Landsat Surface Reflectance Product 
This project uses 29,909 Landsat images, covering thirty-three footprints (path/rows) 
over California and captured between 1982 and 2014. We acquired Landsat TM and ETM+ 
(“LS4”, “LS5”, and “LS7”) images converted to surface reflectance values using the Landsat 
Ecosystem Disturbance Adaptive Processing algorithm (LEDAPS), which applies the 6S radiative 
transfer model to correct for atmospheric influence (Masek et al., 2006; Vermote et al., 1997). 
Landsat 8 (“LS8”) images were acquired converted to surface reflectance using the L8SR 
algorithm. All images were terrain corrected and georeferenced (Gao et al., 2009) and are 
available through USGS Eros or EarthExplorer. The images also include a mask generated by the 
cfmask algorithm (Zhu & Woodcock, 2012), which is used to remove locations of cloud, cloud 
shadow, water, ice, and snow. In this analysis, we used the six common bands across Landsat 4, 
5, 7 and 8: red (LS4/5/7 – 0.63-0.69 µm; LS8 – 0.64-0.67 µm), green (LS4/5/7 – 0.52-0.60 µm; 
LS8 – 0.53-0.59 µm), blue (LS4/5/7 – 0.45-0.52 µm; LS8 – 0.45-0.51 µm), near infrared (LS4/5 – 
0.76-0.90 µm; LS7 – 0.77-0.90 µm; LS8 – 0.85-0.88 µm), and the two shortwave infrared bands 
(SWIR1: LS4/5/7 – 1.55-1.75 µm; LS8 – 1.57-1.65 µm, SWIR2: LS4/5 – 2.08-2.35 µm; LS7 – 2.09-
2.35 µm; LS8 – 2.11-2.29 µm). 
Disturbance Training and Testing Data 
Based on the most prevalent disturbance agents acting in California and the availability 
of training data, we chose to focus on a combination of natural and anthropogenic agents in 
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order to better address the most significant threats to California’s forests. The anthropogenic 
disturbances included in this study were harvest (clearcut logging) and conversion (divided into 
urban/developed land and agriculture). The natural disturbances included were fire and pest 
(broadly including both insect and disease damage). The final class, No Change, was included to 
serve as a control class representing areas of undisturbed forest. Disturbance dates ranged 
from 1989 to 2010, and were gathered from 32 of the 33 main Landsat footprints 
encompassing California. The disturbance datasets were split approximately in half by class, 
with one half serving as training data and the other as testing data for model validation. All data 
preprocessing steps were applied to both halves of the data. Table 1 shows the final 
distribution of training and testing samples by class. 
 Urban Agriculture Fire No Change Pest Clearcut 
Training 65 60 113 2104 41 743 
Testing 67 57 116 2098 39 747 
Table 1. Training and testing sample points by class. 
Fire 
Fire perimeters from the CalFire Fire Resource Assessment Program were used as 
training and testing samples for fire disturbances (California Department of Forestry and Fire 
Protection, Fire and Resource Assessment Program, 2015). The original dataset was subset to 
include only fires detected through GPS and photo-interpretation, to reduce the risk of spatial 
inaccuracies or the inclusion of fires detected through some form of automatic spectral analysis 
(satellite or airborne imagery), which could have inadvertently biased the training and testing 
samples towards fires with easily detectable spectral signatures. The perimeter polygons were 
reduced to points by taking the inside centroid using the Feature to Point tool in ArcMap. 
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Finally, the 2011 version of the National Landcover Database (Homer et al., 2015) was used as a 
simple tree mask to select only points that fell in forested areas to be used for training and 
testing. This was done to reduce the number of fire points falling in non-forested areas, as the 
proposed approach focuses only on the detection of forest disturbances while the initial fire 
database included fires in any landcover.  
Pest 
Initial attempts to use existing GIS datasets as insect and disease training points proved 
unsuccessful due to spatial and temporal inaccuracies in the datasets and the limited spatial 
extent and spectral detectability of many of the disturbance locations. Instead, pest locations 
were found manually through the use of Google Earth imagery and dates of occurrence were 
determined through visual analysis of extracted time series. To ensure that causes of damage 
were not misattributed, all results were cross-checked against two GIS databases – the Insect 
and Disease Survey Database (USDA Forest Service, Forest Health Protection and its partners, 
2015) and the California Insect and Disease Atlas database (CAIDA) (USDA Forest Service, 
Region 5, State & Private Forestry, 2013). The fire perimeter dataset was also used to prevent 
misattribution of fire as severe pest damage in cases where imagery was unclear. Pest locations 
were only included in the final dataset if both the spatial and temporal components of the 
disturbance observed in the imagery and time series suitably matched what was described in 
the existing GIS datasets. As a result, pest training and testing points tend to be clustered 
around three large and easily detectable outbreaks rather than being distributed evenly across 
California. 
 
 
 
44 
 
Clearcut 
Locations of harvest activities were extracted from the Forest Service Activity Tracking 
System for 1990 to 2006 (USDA Forest Service – Pacific Southwest Region – Regional Office, 
2007). Rather than incorporating many different kinds of harvest, we chose to focus on clearcut 
logging as a spectrally distinct example of harvest activity. Polygons representing clearcut areas 
were reduced to their interior centroids using the same method as for fires. 
Conversion 
The California Statewide Timber Harvest Plan dataset was used as a guide for finding 
locations of forest conversion to urban and agricultural land use (California Department of 
Forestry and Fire Protection, 2014). Urban, in this context, refers to any location developed to 
an impermeable surface, including buildings and roads. As the original intention of the dataset 
was not to meet the accuracy requirements of data extraction from remote sensing imagery, 
we found it necessary to correct the data both spatially and temporally using manual 
interpretation of Google Earth imagery. This also allowed for attribution of the type of 
conversion occurring – broadly sorted into urban and agriculture – which was not initially 
present in the dataset. 
No Change 
“No Change” points were initially created as a spatially and temporally random dataset 
covering all of California, on the assumption that disturbances represent a relatively rare 
occurrence on the landscape. To remove random points that actually had change, we used the 
bfast01() function in R, which detects the occurrence of single breakpoints in a time series (De 
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Jong et al., 2013; Zeileis, 2005). If at least one breakpoint was detected, the sample point was 
removed from the analysis. 
2.2.4    Data Pre-analysis 
Preparation of data for input into the model consists of five key stages: data extraction, 
data organization, interpolation of temporal gaps, decomposition of the time series, and 
temporal normalization of the time series.  To demonstrate the effect of these pre-analysis 
stages on the data, we calculated sample temporal trajectories for red, NIR, SWIR1 and SWIR2 
for each class using the variable-by-variable average of all training and testing points after these 
pre-analysis stages were applied. These temporal signatures represent samples of what input 
values may have looked like for each of the given classes, and are presented in the results 
section below along with a 90% confidence interval for each signature calculated by quantiles.  
 
Figure 3. Data pre-analysis workflow. 
Data Extraction 
In order to generate the time series for the training and testing data, data values for 
each location were extracted pixel by pixel from every band of every image in California where 
those individual points fell within the boundaries of the image footprint. Then, the values were 
arranged in temporal order by data point. In the process of data extraction, mask files were 
extracted along with the bands, which allowed for the retroactive removal of values invalidated 
by water, cloud, cloud shadow, or snow (Zhu & Woodcock, 2012). 
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Data Organization 
For a given disturbance location, the time of disturbance, t0, was determined based on 
the known disturbance date for each of the training and testing points. The time series for each 
point was then shifted in relative temporal space so that all points’ disturbance dates were 
aligned.  The remaining values of each time series were then sorted into sixteen-day intervals 
measured out before and after t0. Where more than one valid observation was available for a 
single interval – such as in cases of spatially overlapping footprints or temporally overlapping 
sensors – all values falling within the interval were averaged by band. For each sixteen-day 
interval in the final dataset, one value was recorded for each extracted band for a total of six 
variables per interval per point.  
Interpolation of Temporal Gaps 
At the end of the data organization process, some rows retained intervals with missing 
values due to clouds, cloud shadow, ice or snow. To fill these gaps, we used a Seasonal Trend 
Decomposition by Loess (STL) approach implemented in R to model seasonality within the time 
series and then fill data gaps and identify outliers based on that model (Hyndman, 2015; 
Hyndman & Khandakar, 2008). This allowed for the time series to later be passed to algorithms 
that cannot handle missing observations. 
Decomposition of Time Series 
We built an additive model of the time series using the decompose() function in R, which 
uses moving averages of a one-year window surrounding each observation to produce isolated 
trend, seasonal, and error components (Kendall & Stuart, 1983). By isolating these components 
from one another, the seasonal and error components can be removed, leaving behind a 
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smoother trend component which indicates the change due to the disturbance. The application 
of this function, like the interpolation step, was done individually for each band’s time series. 
Temporal Normalization of Spectra 
Once the gaps in the time series for each data point were interpolated and the time 
series were reduced to their trend components, the final step of data pre-analysis dealt with 
controlling for variations in baseline differences in reflection. We created an index to scale 
these values based on their value relative to the value at the time of disturbance. This rescaling 
shifted the values so that values lower than the reflectance at the time of disturbance became 
negative, while values higher than the reflectance at the time of disturbance became positive. 
This, in turn, more clearly delineates the direction of change occurring in order to facilitate the 
comparison of time series with different baseline reflectance values. 
The formula is as follows: 
𝑣𝑡−𝑡0,𝑏 =
(𝑣𝑡−𝑡0,𝑏    −    𝑣𝑡0,𝑏 )
(𝑣𝑡−𝑡0,𝑏   +    𝑣𝑡0,𝑏 )
  
Equation 2. 
where 𝑣𝑡−𝑡0,𝑏 represents the time series spectral value at interval  𝑡 − 𝑡0, band 𝑏, and 
𝑣𝑡0,𝑏represents the value for the same band 𝑏 at the time of disturbance.  
2.2.5    Model Construction 
We used the randomForestSRC package in R (Ishwaran & Kogalur, 2007) to build a 
random forest model relating the normalized time series values for each band at a given 
location to the disturbances occurring at that location. As random forests require that the same 
input variables be provided for every training sample, we did not use the entire available time 
series for the training data. Instead, we selected a temporal range around the date of 
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disturbance of three years before and four years after, which reduced the amount of data 
required for both the creation and application of the model. This range was chosen based on a 
preliminary analysis that showed that the combination of three years before and four years 
after produced a model with a reasonably high accuracy relative to other range combinations, 
while limiting the number of variables in the input dataset (figure 4). The final model consisted 
of 2000 trees and 966 predictor variables that spanned all six bands up to three years before t0 
and four years after. 
 
Figure 4. Model overall accuracy and Kappa value by range of temporal variables. 
Class Balancing 
Due to the variety of methods through which training datasets were collected, sample 
sizes varied significantly by class, from as low as 41 points for Pest to as high as 2104 points for 
No Change. Random forest works by taking random subsets of the training data to build the 
classification trees, which means that small classes have a lower likelihood of being selected in 
the creation of the model (Chen et al., 2004). This can significantly influence model accuracy. 
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In order to correct for this, we balanced the input data classes through an upsampling 
approach that selects random samples from the smaller classes and repeats them in the dataset 
until all classes have as many observations as the largest class (Kuhn, 2014). In creating the final 
model for this study, a value of 2104 was chosen, the size of the largest class (No Change), 
resulting in a final training dataset count of 12624 samples, evenly distributed across all classes. 
Variable Importance 
Variable importance (VIMP) was calculated after the creation of the model using the 
Breiman-Cutler permutation VIMP (Breiman, 2001) via the vimp() function in the 
randomForestSRC package (Ishwaran, 2007). The importance of each variable is calculated by 
introducing noise to the input variables one at a time and quantifying the degree to which that 
noise influences the overall accuracy of the model classification. Variables that result in 
significant changes in accuracy are ranked as more important due to their greater influence on 
the final model classification. We hypothesized that bands more closely associated with 
vegetation dynamics – for example, NIR and red – would be most important, and that the 
temporal context of the disturbance, rather than solely the time of disturbance, would offer 
some predictive power for determining disturbance class. 
2.2.6    Model Validation 
The half of the disturbance data not used in creating the model was used as an 
independent validation dataset (testing data). All data extraction, organization, and pre-analysis 
steps were applied to the data as detailed above with the exception of class balancing. We 
applied the final model to the transformed testing data in order to generate an error matrix of 
overall and per-class user’s and producer’s accuracies, as well as to calculate the kappa statistic. 
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In addition, we recalculated overall accuracy and kappa statistic with the disturbance classes 
aggregated to an overall change class, in order to evaluate this method’s utility as a basic 
disturbance detection approach independent of its capacity to attribute the disturbance’s 
cause. 
While some temporal accuracy assessment is inherent in the assessment of thematic 
accuracy – due to the fact that a disturbance significantly off-date will simply be classified as no 
change – we believe that it is beneficial to understand the degree to which this holds true at 
the subannual and annual level, and to understand trends in other class attribution errors (for 
example, confusion between Fire and Clearcut through time). To analyze this accuracy 
methodically, we applied the prediction as a moving window across the time series of the 
testing data centered on every interval within five years of the true time of disturbance, 
providing a picture of how model accuracy changes when the model is applied up to five years 
before and after the actual disturbance, for a total of 231 test cases. 
2.2.7    Model Application 
After the model was successfully constructed and validated, we applied it to 907 images 
of a single Landsat footprint in eastern California at the intersection of Path 43 and Row 33 
(118.9° to 121.4° West, 38.0 to 39.8° North).  
We used the mask layers included with the original images to mask the images for 
invalid pixels, and then spatially synced and stacked the images by order of date. We extracted, 
on a pixel-by-pixel basis, the full length of all time series available from this image stack. We 
then applied all data transformation methods (organization, interpolation, decomposition, 
normalization) to each band of the extracted time series to bring the data to the same 
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standards as that used for training and testing. To improve the efficiency of the model’s 
application, we broke up the footprint into just over 17,000 chunks and completed the analysis 
of these chunks in parallel on a Linux cluster system. When the final classifications were 
complete, the outcomes were collected and returned to their proper spatial arrangement 
based on the date for which they were detected. 
We applied the model pixel-by-pixel at this four-month interval from June 1990 to 
February 2010. While any time step could be used in iteratively applying the model – from 
decadal to annual down to a minimum of the sixteen-day interval of the time series data – we 
elected to use an interval of four months as it offers some insight into seasonal dynamics while 
limiting the number of times the model must be iterated over the time series. Finally, image 
classification results were masked again using water masks from several cloud-free images in 
order to ensure that water pixels missed in earlier stages were removed.  
To account for errors of temporal accuracy that are explained in greater detail below, 
we then applied a secondary analysis to clean up noise and systematic errors in the final results. 
This primarily consisted of identifying locations where the preceding and succeeding intervals 
of a particular disturbance event were consistently misclassified as Clearcut. Because this 
pattern represented a consistent and well-established error, any time this pattern was 
identified, we reclassified the Clearcut component of the pattern to No Change. All other 
observed patterns of classification through time were left as original. 
To account for any influence this technique may have had on the model’s accuracy, we 
recalculated the accuracy with this procedure applied to the testing data. This involved applying 
the prediction iteratively at a four-month interval for five years before and after the known t0 of 
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the testing data, and then finding and removing the recognized patterns of misclassification as 
Clearcut. Following that procedure, the traditional error matrix for prediction outcomes at t0 
was calculated. The results of this accuracy calculation are presented below. 
2.3 Results 
2.3.1    Model Creation/Validation 
Thematic Accuracy 
The overall accuracy of the model was 89.2% and the kappa value for the model was 
0.77. Individual class accuracies varied significantly, and are summarized in the error matrix 
presented below (table 2). No Change had the highest user’s accuracy at 91.98%, followed by 
Fire (90.625%), Pest (85.71%), Urban Conversion (83.72%), Clearcut (82.08%) and Agricultural 
Conversion (65.63%). No Change had the highest producer’s accuracy at 97.90%, followed by 
Clearcut (80.32%) and then significantly lower values for Urban Conversion (53.73%), Fire  
 (50.0%), Pest (46.15%), and Agricultural Conversion (36.84%). 
 
 
Table 2. Overall model accuracy 
without temporal consideration, and 
equivalent change/no-change accuracy. 
 
 Observed 
P
re
d
ic
te
d
 
  Agriculture Clearcut Fire Pest Urban 
No 
Change 
User’s 
Accuracy 
Agriculture 21 5 0 0 6 0 65.63% 
Clearcut 27 600 19 21 22 42 82.08% 
Fire 0 4 58 0 0 2 90.63% 
Pest 0 3 0 18 0 0 85.71% 
Urban 6 1 0 0 36 0 83.72% 
No Change 3 134 39 0 3 2054 91.98% 
Producer’s 
Accuracy 
36.84% 80.32% 50.0% 46.15% 53.73% 97.90% 
Overall: 
89.2% 
 Observed 
P
re
d
ic
te
d
  
Change No Change 
Change 847 44 
No 
Change 
179 2054 
Accuracy 
Overall: 
93.0% 
Kappa: 
0.83 
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Figure 5. Sample results of prediction applied iteratively over testing data. Yellow is Agricultural 
Conversion, purple is Urban Conversion, orange is Fire, green is No Change, blue is Pest, and brown is 
Clearcut. 
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Temporal Accuracy 
Due to the model’s dependence on the true time of disturbance in the series being 
properly aligned with the column for t0 in the model input, disturbance causes were 
theoretically only identified correctly when the date was correct as well. Therefore, the 
thematic accuracy above is also in some sense a measure of temporal accuracy. However, an 
informal evaluation of temporal accuracy was also conducted to determine the relative 
temporal resolution of the model, and to identify temporal trends in model inaccuracies. 
 
 
Table 3. Overall model 
accuracy with temporal post-
processing applied and equivalent 
change/no-change accuracy. 
 
Of the disturbances that were correctly identified, most were not only marked for the 
true time of disturbance, but also for several intervals surrounding the true t0. In addition, for 
Fire, Pest, and Conversion damage, there was a notable trend of these classes being bookended 
by Clearcut in the prediction series (figure 5).  
Based on the procedure implemented to correct for this error (described above in the 
Model Application section of Methods), we recalculated the traditional error matrix for the 
model classification at t0 accounting for any changes made to the prediction output by this 
post-processing algorithm. This resulted in an overall decrease in the number of testing samples 
 Observed 
P
re
d
ic
te
d
 
  Agriculture Clearcut Fire Pest Urban 
No 
Change 
User’s 
Accuracy 
Agriculture 21 5 0 0 6 0 65.63% 
Clearcut 8 476 14 6 13 38 85.61% 
Fire 0 4 58 0 0 2 90.63% 
Pest 0 3 0 18 0 0 85.71% 
Urban 6 1 0 0 36 0 83.72% 
No Change 22 258 44 15 12 2058 85.43% 
Producer’s 
Accuracy 
36.84% 63.72% 50.0% 46.15% 53.73% 98.09% 85.37% 
 Observed 
P
re
d
ic
te
d
 
 Change 
No 
Change 
Change 675 40 
No 
Change 
351 2058 
Accuracy 
Overall: 
87.0% 
Kappa: 
0.69 
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classified as Clearcut, which in turn decreased the overall accuracy of the model to 85.4% and 
the kappa value to 0.667 (table 3). However, with respect to temporal accuracy, this decreased 
the noise surrounding major disturbance events, as this Clearcut pattern was observed in some 
cases for as long as two to three years following the true date of disturbance. 
Variable Importance 
Based on the VIMP output, the top 100 variables ranked by importance were identified 
and sorted into bins by one of two breakdowns: by band and by temporal interval. The results 
of this breakdown are presented in figure 6. 
 
Figure 6. Top 100 variables ranked as most important, sorted by temporal interval and by band. 
By interval, the most frequently represented time periods fell within one year after the 
time of disturbance, followed by intervals between two and four years after the disturbance 
and between two and three years before. By band, red was ranked significant most frequently 
by a factor of two, followed by SWIR2, NIR, and SWIR1. A few variables in the green band were 
also included, while none of the most important variables came from blue band observations. 
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Temporal Signatures 
Temporal signatures for each class, calculated as the per-variable average for that class 
after all pre-analysis steps were applied, are presented in figures 11 through 14 at the end of 
this document. Different patterns are visible in these trajectories depending on the band and 
class. The SWIR and red bands show increases for all disturbances, with the Conversion classes 
and Clearcut showing the most consistently extreme changes. Pest damage shows a gradual 
change in all four bands relative to the other classes, though it follows the same patterns as the 
other disturbance agents in terms of the direction of the change. No Change demonstrates little 
change in any of the bands with the exception of spikes due to extreme outliers introduced in a 
handful of No Change samples during the interpolation stage. Fire has the strongest signal in 
NIR, where a recovery signal is visible following the time of disturbance. Clearcut likewise shows 
a recovery signal in NIR, while both Urban Conversion and Agricultural Conversion have much 
weaker signals and Agricultural Conversion shows a higher NIR reflectance immediately 
following the disturbance, contrary to the other classes. All classes show a fairly large degree of 
variability within the 90% confidence interval, with No Change being the least variable and 
Clearcut and the conversion classes being the most variable. Note that the normalization pre-
analysis stage defines the value for every band at the time of disturbance to be 0, so the 
spectral values of all signatures converge on 0 at that designated point. 
2.3.2    Model Application 
We aggregated the results of the four-month interval classification of Path 43/Row 33 
into the percentage of total image pixels at each date that were comprised of each of the 
disturbance classes. This created a collection of time series showing the relative frequency of 
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each class occurring during February, June, and October of each year. These plots are shown in 
figure.  
Fire demonstrated the greatest seasonality, with peaks tending to occur during the June 
prediction intervals and the highest peaks occurring in 1994 and 2001, with relative stability 
between these points. Urban Conversion demonstrated peaks during the October and February 
predictions and a generally increasing trend, with a low point in June of 1994 and a peak in 
February of 2006, followed immediately by an abrupt decline that had not returned to previous 
levels as of 2010.  Agricultural Conversion followed a similar pattern with a low point around 
1994 and a peak around 2004, followed also by a decline, but with some peaks occurring in the 
summer rather than fall and winter months. Clearcut and Pest frequency both fluctuated more 
significantly. Clearcut generally showed higher frequency in the June predictions, with peaks in 
1991, 1998, and to a lesser degree in 2006 and 2007, and the lowest point around 1994. Pest 
damage showed higher frequency in February and October predictions, and peaked in early 
1993, 1998, and 2008, with a low point around 2001 followed by a general gradual increase 
that continued through 2010.  
2.4 Discussion 
2.4.1    Temporal Context 
The use of normalized subannual temporal signatures to detect and classify 
disturbances and their causes proved quite successful, and offered valuable insight into 
disturbance dynamics both at the annual and seasonal scale. In addition to a reasonable overall 
accuracy and kappa value, individual classes proved to be significantly more accurate than 
random chance with user’s and producer’s accuracies from 36% and higher with some over 
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90%. However, it was the temporal dimension of the analysis in particular that proved to be 
highly informative for understanding the influence of temporal context on disturbance cause 
attribution. 
The value of this temporal context is readily apparent in the average trajectories 
calculated for each disturbance class by band, shown in figures 11 through 14. Because these 
average trajectories are calculated as the average value for each variable for each class, they do 
not necessarily represent any single member of those classes. Rather, they demonstrate, in the 
general sense, why a method that works by comparing those trajectories interval by interval 
might be successful. 
In the two shortwave infrared bands (figures 13 and 14), the general trend for all 
disturbances was to show an increase in reflectance during the time of disturbance. This is most 
likely due to the exposure of soil or the replacement of vegetation with another landcover type 
– for example, buildings or roads. The Agriculture class showed the most extreme change, 
possibly due to working of the soil (e.g. tilling) following the clearcutting of the forest which 
would expose the soil layer more clearly than for other disturbances. The Urban conversion 
class likewise showed a substantial increase, likely a result of the increased reflectance of many 
developed surfaces in nearly all wavelengths. The shortwave infrared temporal signatures for 
Clearcut were similar to the Urban class, but with a less extreme shift because the landcover is 
likely not altered to quite the same degree, if at all. Fire and Pest damage, on the other hand, 
showed subtler signatures with the Pest damage occurring the most gradually through time. It 
is likely that these natural disturbances do not clear stands of trees as consistently and 
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thoroughly as the anthropogenic disturbances, which could explain why they demonstrated, on 
average, a lower magnitude of change in reflectance during the time of disturbance. 
Temporal signatures in the red band (figure 12) were similar to those in the shortwave 
infrared bands, particularly SWIR1. All disturbance classes show some increase in reflectance 
during the time of disturbance, but the change is less extreme than in the SWIR bands. This 
increase is expected, as vegetation tends to absorb light in the red wavelengths, while soil and 
developed land reflect it to a greater degree. Like the shortwave infrared bands, the red 
signatures are subtler for Fire, Pest, and Clearcut, while Urban and Agriculture demonstrate a 
more extreme change. The reasoning for this is likely similar to that for the SWIR bands, as 
developed surfaces tend to reflect brightly in all wavelengths while exposed soil, though 
typically less bright in red than SWIR, still reflects more red light than photosynthetically active 
vegetation. 
The near infrared band (figure 11) showed the greatest variety between classes in the 
temporal dimension, particularly in regards to the recovery periods of the time series. Unlike 
the red and SWIR bands, near infrared shows a drop in reflectance due to disturbance because 
healthy vegetation typically reflects brightly in NIR. Fire and Clearcut both show very distinct 
drop-offs at the time of disturbance, followed by notable recovery periods. This is the pattern 
we would expect to see, as Fire damage is likely followed by vegetation recovery through 
secondary succession, while Clearcut harvest on land actively managed for timber would 
experience forest regrowth following the harvest. Pest damage shows a more gradual decline, 
which leaves little room for a recovery signature within the temporal range considered. The 
Agriculture class shows an increase in NIR following the time of disturbance, likely a result of 
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the fact that some plant species or functional groups reflect more brightly in NIR than mature 
forests. We would expect to see some drop-off in NIR prior to this increase, between the time 
of forest clearing and the time of planting, but investigation of the raw temporal signatures 
shows that this drop-off is only visible over a limited number of observations, so this detail of 
the signature may have been lost during the seasonal decomposition pre-analysis stage. The 
Urban class, on the other hand, shows only a decrease in reflectance through time without any 
recovery. Like Agriculture, we might expect to see an abrupt decrease at the time of the 
clearing of the forest followed by some recovery due to highly reflective development, but this 
decrease may have been smoothed out during the decomposition stage as well. Because many 
developed surfaces reflect brightly in all wavelengths – including NIR – the overall temporal 
signature of Urban conversion in NIR may have been dulled as a result. In contrast to the SWIR 
and red bands, the most distinction in NIR is seen not only in the magnitude of change in 
reflectance, but also in the direction of that change, particularly during the recovery period.  
This importance of the recovery period is supported by the variables declared most 
significant by the variable importance analysis performed on the model. The variables falling in 
the temporal intervals following the date of disturbance were among those most frequently 
ranked as important, which means that these variables were highly valuable for discriminating 
between classes. This is further corroborated by the importance of variables within the first 
year following the disturbance, which suggests the influence of subtleties in the time series 
caused by individual agents that may manifest at the time that the agent is still acting – for 
example, the blackening of soil after a fire. This supports the hypothesis that a subannual time 
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series better preserves details significant to disturbance cause attribution than a time series at 
a lower temporal resolution. 
In addition to these post-disturbance variables, some variables in the three years 
preceding the disturbance were also ranked as important, which may indicate the value in 
establishing a baseline reflectance for the forest in its undisturbed state, as it is the spectral 
deviation from this baseline disturbance that ultimately distinguishes disturbance from No 
Change. As mentioned above, if certain disturbances are associated with certain forest types, 
this baseline reflectance – likely influenced by forest type – may provide additional clues as to 
the cause of the disturbance through this correlation. 
Finally, the variable importance analysis offered insights into the spectral as well as 
temporal components of the model by identifying the bands most significant to the final 
analysis. That the red and infrared bands were marked most significant to the model 
classification is in agreement with the long-recognized importance of these bands to the 
distinction between vegetated and non-vegetated landcover. The temporal signatures explored 
above offer visual evidence to support this point, particularly in terms of the relative shifts in 
reflectance due to varying degrees of soil exposure, vegetation remnants and regrowth, and 
urban development over the disturbed landscapes. 
2.4.2    Model Accuracy 
Temporal Assessment 
The temporal accuracy assessment accomplished by iteratively applying the model to 
the testing data proved to be highly effective for visualizing the advantages and errors inherent 
in a disturbance detection algorithm that does not rely on the statistical recognition of 
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breakpoints or other strictly defined changes. Focusing on the known date of disturbance alone 
provides a picture of thematic accuracy, but does not provide the temporal context that 
becomes relevant when the model is applied to a true image. This context proved particularly 
crucial for this model because it revealed two noteworthy trends in accuracy.  
The first of these trends is the classification of a particular disturbance across several 
consecutive predictions. This is not unexpected, as some disturbances act over the equivalent 
of several 16-day intervals, and the given dates of disturbance of the training data may not 
always have fallen at precisely the same date relative to the true beginning of the disturbance. 
This would have allowed the model to recognize the signature of a disturbance class at several 
points throughout its duration. 
The second trend is that of the consistent misattribution of the time preceding and 
succeeding other disturbance class events as Clearcut. In part, this is in line with the general 
case of frequent confusion between Clearcut and other disturbance classes. However, it is also 
possible that this is a product of temporal inaccuracies in the reported disturbance date 
associated with the Clearcut training data, as these points were never manually checked for 
spatial or temporal accuracy prior to the building and validating of the model. To explore how 
this may have influenced model results after the fact, we analyzed a subset of 100 Clearcut 
points and compared a visually determined date of disturbance in the SWIR2 time series for 
each point with the date of disturbance provided with the Clearcut dataset. The provided 
disturbance dates demonstrated an average temporal error of -15.38 intervals, meaning that 
the true disturbance date tended to fall about eight months before the disturbance date 
associated with the dataset, and a median temporal error of -5 intervals, a difference of about 
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two and a half months from the true date of disturbance to the time reported. Seventy-six 
percent of the subset of Clearcut points had a given disturbance date within one year of the 
visually detected date of disturbance in the Clearcut SWIR2 time series, but in a few cases, the 
date was off by several years. This consistent inaccuracy is particularly visible in the average NIR 
signature for Clearcut (figure 11), where it is clear that the given date of disturbance falls in the 
recovery from disturbance rather than at the signature’s apparent time of disturbance. This 
inaccuracy may have inadvertently trained the model to include in the Clearcut class any 
disturbances whose signatures were captured within the analyzed time series, but whose date 
of disturbance did not align exactly with the model-designated date of disturbance for that 
iteration. 
The influence of this inaccuracy may have been compounded by two other 
characteristics of the model: 1) that only time series free of breakpoints were used as No 
Change samples, and 2) that the normalization procedure relies on the designated time of 
disturbance falling at the true disturbance date in order to correctly attribute the disturbance 
cause. As the No Change class was defined as have no breakpoints within the temporal window 
of analysis, the dates preceding and succeeding a true date of disturbance may have been 
sorted into the Clearcut class instead, which has a larger degree of temporal variability that 
encompasses samples where the designated date of disturbance is offset from the true date. 
Future research could address this by including as additional points in the No Change class 
samples from the disturbances classes with the designated disturbance date deliberately offset 
from the true disturbance date. If correctly balanced against the existing No Change samples 
and the erroneous Clearcut samples, this could aid the model in properly identifying as No 
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Change periods when the disturbance date doesn’t align perfectly with the designated t0. While 
this pattern of inaccuracy as it currently stands does present a concern, the secondary analysis 
applied to the model results in order to clean up these systematic errors helped to remove 
some of the class confusion and improved the user’s accuracy of the Clearcut class. This 
ensured that more of the pixels attributed as Clearcut were a result of true on-the-ground 
change rather than a product of temporal inaccuracy. 
Thematic Assessment 
Independent of the temporal dimension, most of the class confusion observed in the 
model from a thematic viewpoint occurred in one of two notable combinations: 1) Clearcut 
with all other disturbance classes, and 2) all disturbance classes with No Change. The incorrect 
attribution of disturbances as No Change may simply have been a result of a lack of a distinct 
signal at those particular locations due to a low-severity or non-stand-clearing event, or of 
spatial, temporal, or thematic errors in the training and testing datasets that placed those 
extracted pixels away from the true location or date of disturbance. For example, due to the 
fact that burned area is not always homogeneous within a fire perimeter, it is possible that 
some of the centroids calculated from the fire perimeters for the training and testing data 
actually fell in unburned areas, which would explain the frequent misattribution of Fire as No 
Change. Pest damage, on the other hand, can vary greatly in the scale at which it occurs, from 
as broad as several years to as narrow as just a few months (Meigs et al., 2011), and often 
proves difficult to detect due to its spectral subtlety, which means it could be particularly prone 
to confusion with No Change (Neigh et al., 2014b). 
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The confusion between Clearcut and the remaining disturbance classes is not 
particularly surprising, as Clearcut has been shown to be spectrally similar to damage from 
pests (Hais et al., 2009) and fires (Schroeder et al., 2011; Souza et al., 2005). In addition, in the 
case of the Urban and Agricultural Conversion classes, it may be a lack of exclusivity between 
conversion and harvest that makes their temporal signatures spectrally confusing, as the 
conversion of forest land to either development or agriculture typically requires an initial 
clearcut anyway. It may only be the changes occurring on the land following clearcut that 
distinguishes these classes from each other, which could result in signatures that are, on the 
whole, more difficult to differentiate. These three classes also showed a greater degree of intra-
class variability in the average temporal signatures than Pest, No Change, and Fire, which could 
have further confounded efforts to distinguish between them on the basis of these signatures. 
2.4.3    Model Application 
 The case study of the Landsat footprint of Path 43/Row 33 provided particularly notable 
evidence for the utility of the model by demonstrating how trends in the frequency of 
disturbance classes through time as classified by the model agreed well with existing knowledge 
and datasets, which also served as a secondary method of validating the accuracy of the model 
results.  
This agreement was perhaps most notable in the Fire class. At the seasonal level, 
increased frequency of Fire in the summer months observed in this area between 1990 and 
2009 follows typical burn patterns in the forests of the Sierra Nevada Mountains, which 
comprise the majority of the landscape covered by this footprint. At the annual level, the peaks 
in fire frequency observed in 1994 and 2001 match peaks observed in aggregated burned area 
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derived from the FRAP Fire Perimeters used in the training and testing data. A comparison of an 
annually aggregated estimate of burned area based on the classification output is provided in 
Figure 7, alongside the annually aggregated burned area from the fire perimeters and 
additional prescribed burn polygons occurring in the same extent. The model classification 
tended to underestimate burned area relative to the fire perimeters, but this is to be expected 
given the fairly significant errors of omission of the model for fire. What this result 
demonstrates is that, even with some limitations in thematic and temporal accuracy, the model 
was still able to capture both seasonal and annual trends in fire frequency through time.  
 
Figure 7. Comparison of annual burned area (square kilometers) as calculated by aggregation of classification results and of 
fire perimeters – 1991 to 2009. Results from the fire perimeters are shown as a red, dotted line, while results from the 
classification are shown as a solid, orange line. 
 
After Fire, Pest damage showed the second most notable pattern of seasonality, with 
peaks clustering at the February and October predictions and low points at the June 
predictions. Many of the major pests in California forests – particularly bark beetles – tend to 
attack trees during the warmer summer months, though these attacks may last into fall or 
winter, temperature permitting (Wood, 2003). However, the visible damage resulting from 
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forest mortality following these events does not necessarily appear immediately. The reddening 
of needles following, for example, a mountain pine beetle attack may not show until six months 
or more following the attack, and may continue to be visible until the reddening turns to gray 
eighteen to thirty months after the attack (Wulder et al., 2006). As a result of this delayed 
response, remote sensing methods working at an annual interval frequently do not detect 
beetle damage until the year following the attack (Meddens et al., 2013). At a subannual 
interval, then, it is possible that the model is consistently detecting in October or February 
delayed-response damage from the first or second summer preceding the prediction date, 
though this is not possible to verify with certainty without a more detailed analysis focusing on 
individual pest locations and agents, which is outside the scope of this project. More important 
to note is the utility of using a subannual interval for exploring the seasonal dynamics of 
disturbance events that wouldn’t be possible at an annual or greater interval. 
The patterns observed in the Agricultural Conversion, Urban Conversion, and Clearcut 
classes are more complex to explain because these classes are subject to both natural forces 
like climate and other disturbances and to anthropogenic forces including economics and 
policy. Subannual trends for these classes may be related to interactions between the 
executions of these activities and seasonal weather patterns – for example, harvest in the dry 
summer months and agricultural conversion during the growing season, when the first crops 
may begin to grow and distinguish a clearcut for harvest from a clearcut for agriculture. Long-
term trends for these classes are more likely a product of economic and political variables such 
as the price of timber, demand for agricultural products, and fluctuations in the housing market 
(Masek et al., 2011). However, without a more robust causative analysis of the political and 
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economic factors surrounding this relationship, we hesitate to speculate further on the nature 
of these observed trends.  
 
Figure 8. Frequency of detection by class at a four-month interval in Path 43/Row 33 from June 1990 to February 2010. 
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2.4.4    Limitations and Future Directions 
While the use of subannual temporal signatures to characterize disturbances proved 
successful, this method is not without certain limitations and assumptions. Perhaps the most 
notable of these comes from the inaccuracies that were introduced into the model due to the 
use of existing GIS datasets as input for the training and testing data. While we were able to 
manually correct or verify some of the classes, it was not possible to do this for all of them due 
to the size of the larger datasets. Spatial and temporal biases in these datasets, particularly for 
the Clearcut class, proved problematic because they inadvertently trained the model to 
incorporate those errors into the classification, which ultimately reduced the robustness of the 
model and the accuracy of the validation. 
In addition to questions of accuracy in the training and testing data, the rare nature of 
disturbances and insufficient access to high resolution imagery made it so that some of the 
classes were disproportionately small or, in the case of Pest and some Urban Conversion 
locations, were not as well distributed spatially or temporally as would have been ideal. This 
lack of independence could result in unexpectedly high accuracy values for those classes if the 
training and testing data were spectrally similar more as a result of their spatial proximity than 
their belonging to the same class – the risk of spatial autocorrelation. While one cannot change 
the frequency of occurrence of a particular disturbance class, investing in access to high 
resolution imagery over a broader time frame than that available through Google Earth may 
improve some of the issues with class balances. 
Finally, the nature of this approach as one which relies on temporal context both 
preceding and following the time of disturbance limits the model’s utility for real-time 
 
 
70 
 
disturbance detection. While the recovery period proved to be extremely important for 
differentiating disturbance causes, the inclusion of four years’ worth of data following the date 
of disturbance means that its cause, as of the model’s current version, cannot be determined 
until four years or more following the disturbance date. To accomplish attribution of 
disturbance cause closer to real-time would require that only information present up to and 
during the time in which the disturbance agent is acting be included as variables in the 
classification. This would almost certainly require the use of a subannual temporal interval, and 
would perhaps even warrant a return to single-date change detection in order to extract a 
sufficient amount of spectral information to successfully distinguish between different 
disturbance causes. 
Future work on a project of this nature, aside from the improvements mentioned above, 
might consider exploring the results of working with different indices or transformations of the 
data rather than or in addition to the normalized band values. In many cases, spectral indices 
have been shown to be highly sensitive to disturbance events (Jin & Sader, 2005; Meigs et al., 
2011; Wilson & Sader, 2002), and their utility in discriminating between disturbance classes has 
been demonstrated in several cases (Hais et al., 2009; Neigh et al., 2014a; Neigh et al., 2014b). 
Another area of exploration would be to include spatial context as an input variable for 
the final disturbance classification. In terms of cause attribution, this was addressed in some 
form by Neigh et al. (2014b), Kennedy et al. (2015), and Hermosilla et al. (2015b), but to our 
knowledge has not yet been tested in conjunction with a subannual time series approach for 
the purposes of distinguishing cause. However, as dense time series already result in a more 
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computationally intensive model, to include spatial context as well may result in even lower 
efficiency than the current version. 
In the temporal dimension, we see a great deal of potential in the model’s capacity to 
attribute not just the year, but also the season of disturbance and even – if desired – the date 
of disturbance down to a 16-day resolution. Particularly with future improvements to the 
model in terms of thematic and temporal accuracy, this could open doors to studying changes 
in the seasonality of disturbances in addition to the more traditional estimates of their 
frequency and scope, which could, in turn, offer new insights into the influence of natural and 
anthropogenic drivers of change on disturbance regimes. 
Outside of the specific application of disturbance detection, the use of temporal 
signatures for classification offers significant potential for characterizing and understanding 
change dynamics on the Earth’s surface. For example, in this application we removed 
seasonality from the time series because it was not immediately significant to the process we 
sought to detect. However, in some cases this seasonal component, available only at a 
subannual interval, may be highly valuable to understanding a particular phenomenon of 
interest. For example, variations in phenology, growth rate, and growing season could 
potentially be used to characterize different landcover types to an immensely high level of 
detail, such as the delineation of particular plant species or functional types. Temporal 
signatures are also beneficial in the broader sense to classification problems by offering a 
temporal context that isn’t present in a single timestep. In the case of simple land use 
classification, for example, an empty lot with exposed soil may look similar to a fallow or 
unplanted agricultural field until changes in reflectance based on the use of the land at those 
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locations offer some means for differentiation. These changes might only be detected by 
observing these locations through time. As with forest disturbances, temporal context can be 
highly valuable by adding an extra dimension to analysis beyond simply spectral reflectance.  
2.5 Conclusion 
In this study, we have conducted a preliminary investigation into a novel method of 
attributing causal agents to forest disturbances using dense Landsat time series as input into a 
machine learning algorithm. While this method presents several limitations in terms of accuracy 
due to the unique nature by which it handles the temporal component of the analysis, this 
same approach of applying the model prediction iteratively over a time series also allows for a 
more detailed exploration of the temporal dynamics surrounding disturbance events. The 
treatment of each band at each temporal interval as its own independent variable likewise 
proved particularly useful for understanding and describing how different components of the 
temporal signature of a disturbance are important for its classification, a point which is further 
supported by the insight offered through study of the average temporal signatures. 
Distinguishing disturbance cause through the analysis of subannual temporal signatures offers a 
promising foundation from which to explore further developments in automated 
characterization of disturbance events. 
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2.6 Additional Figures for Chapter 2 
Figure 9. False color Landsat image (RGB as red, NIR, and green) at Path 43 / Row 33, showing locations of sample 
classifications presented below in Figure 10 (boxes A and B). The large body of water near the center is Lake Tahoe, 
with the Sierra Nevada Mountains running from the northwest corner of the image to the southern center. 
Agricultural fields of the Central Valley are visible in the southwest corner. 
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Figure 11. Average NIR temporal trajectories for all classes with the 90% confidence interval as calculated by 
quantiles shown in black. 
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Figure 12. Average red temporal trajectories for all classes with the 90% confidence interval as calculated by 
quantiles shown in black. 
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Figure 13. Average SWIR1 temporal trajectories for all classes with the 90% confidence interval as calculated by 
quantiles shown in black. 
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Figure 14. Average SWIR2 temporal trajectories for all classes with the 90% confidence interval as calculated by 
quantiles shown in black. 
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