Abstract-Time Series data is large in volume, highly dimensional and continuous updating. Time series data analysis for forecasting, is one of the most important aspects of the practical usage. Accurate rainfall forecasting with the help of time series data analysis will help in evaluating drought and flooding situations in advance. In this paper, Artificial Neural Network (ANN) technique has been used to develop one-month and twomonth ahead forecasting models for rainfall prediction using monthly rainfall data of Northern India. In these model, Feed Forward Neural Network (FFNN) using Back Propagation Algorithm and Levenberg-Marquardt training function has been used. The performance of both the models has been assessed based on Regression Analysis, Mean Square Error (MSE) and Magnitude of Relative Error (MRE). Proposed ANN model showed optimistic results for both the models for forecasting and found one month ahead forecasting model perform better than two months ahead forecasting model. This paper also gives some future directions for rainfall prediction and time series data analysis research.
I. INTRODUCTION
Rainfall is recognizing as one of the main important element of the hydrological process. Accurate rainfall forecasting will help in evaluating drought and flooding situations in advance. Therefore, it is significant to have a perfect model for rainfall forecasting.
The country like India, where most of the farmers depend on monsoon for their crop, it is required to be having advance knowledge of actual rainfall. Many states of India also suffered from the flood whereas some state is facing the problem of drought. In any of these two situations, it must require an accurate and efficient rainfall prediction model. This kind of rainfall forecasting model will help in better handling worst situations generated due to flood or draught. Advance prediction of rainfall by this model also gives sufficient time to makes adequate arrangements for saving lives, transportation, procurement and supply of food and medicines.
Data mining is a set of techniques used to extract unknown pieces of information from the large database repository. There are various data mining techniques available to extract valuable and useful information from spatial, temporal, sequencing and time series data.
Time Series data is a part of temporal data. Time series data generated from scientific data, financial applications, weather data, GPS, Sensor Networks etc. Large in volume, highly dimensional and continuous updating is the nature of time series data [1] . Use of time series data [2] in prediction, pattern identification, anomaly detection, motif discovery, clustering, classification, segmentation fetches the attention of data mining researchers.
In time series data analysis the patterns which existed in past will appear in future also. This time series data analysis allows a model for a complex system where the Prediction by Using goal is to predict the system's behavior without knowing the functionality of the system [3] . There are various statistical techniques, data mining approaches, artificial neural network and soft computing techniques including particle swarm optimization used by the researcher to solve time series data analysis problem [4, 5] .
Artificial Neural Networks (ANN) is an extensively established technique for modeling complex nonlinear and dynamic systems. ANN is helpful in developing an appropriate model when physical process relationship is not clear or where the nature of the event has chaotic properties. Although neural network required prior information about the system but it reduces the model's reliance on this prior information. This removes the need for an exact specification of the precise functional form of the relationship that the model seeks to represent. In this paper, an attempt has been made to develop a 1-month and 2-month rainfall forecasting model for rainfall prediction in North India by using ANN.
This paper is divided into 7 sections. First Section cover introduction, section two discuss the related work in this domain. The third section describes objective and significance of the study. Section forth explain the data set used. The fifth section describes ANN model development and section 6 cover result and discussion. Paper end with a conclusion, limitations and future scope by section 7.
II. RELATED WORK
There are various methodologies used for time series data analysis in which implementation of Neural Network (NN) is a popular choice for the researchers.
Various methodologies have been used for time series data analysis by researchers in which performance of Neural Network (NN) is accepted and best option for the researchers amongst the different techniques like Generalized Regression, Pearson Coefficient Technique, Fuzzy Inference System, Focused Time Daley Neural Network etc. Various work has been carried out by researchers on time series data analysis. In this regard, the model was developed by using Generalized Regression Neural Network [6] and compared with the model based on the Back propagation Neural Network. The Generalized Regression Neural Network yielded simple and stable structure, with an accurate prediction of annual rainfall. Pearson Coefficient Technique [7] was compared with Regression Approach and found that the predicted values are lie below computed value for time series data analysis. Apart from above techniques, Fuzzy Inference System [8] was observed as a good alternative method for accurate prediction. Accurate results can also be obtained by using Focused Time Daley Neural Network model [9] . The model's predictions were on monthly, quarterly and annually basis. NNARX and ANFIS [10] models were also found accurate for rainfall-runoff prediction and reliable forecasting. Model using Neuro-Fuzzy Neuron Technique [11] was designed and compared with Dynamic Downscaling Model. It is found that model produced improved results with low computation cost for seasonal rainfall forecast. In continuation with previous models, The ANN and Wavelets Decomposition model [12] for rainfall predictions, CART and C4.5 [13] for hourly rainfall predictions were also developed by researchers for forecasting. Amongst all improved Naive Bayes Classifier for time series data analysis had accuracy rate 90% on rain /no-rain classification in the comparison of genetic algorithm with average classification technique [14, 15] .
Awan et al. [16] proposed Back Propagation (BP) and Learning Vector Quantization (LVQ) technique for rainfall prediction. Author claim their techniques perform better in terms of accuracy, lead time and required fewer resources. The also assert that LVQ takes less training time than Back Propagation. Du et al. [17] suggested Immune Evolutionary Algorithm based on Back propagation network. Authors said their model have higher accuracy and better stability. The author also claims their model is suitable for solving complicated problems of optimization. Jin et al. [18] proposed Particle Swarm Optimization (PSO) -Neural Network ensemble prediction model for monthly mean rainfall. Authors compared their result with traditional linear statistical forecast method and claim superior predicting capability and enhanced generalization capacity. Suhartono et al. [19] implemented ensemble method based on ANFIS and ARIMA for monthly rainfall prediction. Decision Tree Method using SLIQ [20] generated classification rule for rainfall prediction with 72.3% accuracy. Feed-forward NN based NAR model [21] for forecasting time series was also an important outcome for forecasting.
Genetic Algorith [22] and Artificial Neural Network [23, 24, 25, 26] , Multi-Layer Perceptron (MLP), Functional Link Artificial Neural Network (FLANN) and Legendre Polynomial Equation (LPE) [27] , Multiple Linear Regression (MLR) techniques [28] were introduced for Rainfall prediction.
III. OBJECTIVE AND SIGNIFICANCE OF THE STUDY
The prime objective of this study is to analyze rainfall pattern in North India using appropriate time series methods for the period 1871 to 2012 ( 141 years) on the basis of data recorded at Indian Meteorological Department, Pune. The specific objectives are:
1. To develop a time series model for one-month and two-month ahead rainfall forecasting 2. To identify the best network structure for both the models. 3. Compare the performance of one-month and twomonth ahead forecasting models.
Weather and climate over the earth are not constant with time, they change on different time series ranging from the geological to the diurnal through annual, seasonal and intra-seasonal timescales. Rainfall varies with latitude, elevation, topography, seasons, distance from the sea, and Coastal sea-surface temperature. Trends Therefore, a reliable rainfall forecasting and assessing behavior at the station, regional and national levels is very important. The results of this research paper will hopefully be used:
1. For forecasting the pattern of rainfall in the study area. 2. To provide information that would be helpful for decision makers in formulating policies to mitigate the problems of rainwater resources management, soil erosion, flooding, and drought. 3. To provide information for the early warning system in the study area. 4. As a basis for further study in Northern India.
IV. ANN MODEL DEVELOPMENT
Artificial Neural Network (ANN) Model is developed using MATLAB. In this model Feed Forward Neural Network (FFNN) using Back Propagation algorithm and Levenberg-Marquardt training function has been used. Trials are first conducted by randomly selecting the number of processing elements at the end of the training, on the basis of a mean square error, accuracy will be predicted. As per the performance of model and resultant predictions, the selection of the processing elements carefully narrowed down. This ANN model generates a very accurate prediction for the range of 5 to 40 neurons. This ANN model consists of one hidden layer and a varying number of processing elements or neurons. The most optimal model obtained by using trial and error approach. The training parameters applicable for model training are given in the Table- V. DATA SET USED For this one-month and two-month ahead rainfall forecasting model development, a monthly time series rainfall data of North India for the period 1871 to 2012 ( 141 years) were used. This time series data collected by Indian Meteorological Department, Pune. The data were collected by various stations of different states of Northern India. The site was chosen due to the availability of relatively long series of meteorological data.
After analyzed data, some data was selected to train ANN models, and the remaining was used as a testing set.
This study focuses on the North India only, so only stations located in this area were selected, while the other stations which are located outside were discarded. The data used as input and output variables for optimum model development are given in Table 2 below. Here two models shall be developed, model M1 is for onemonth ahead prediction and the other model M2, is for two-month ahead prediction. In both M1 and M2 models, three input variables have been used which include successive months of rainfall data. The output in both the models is the predicted rainfall, which is one month and two month ahead values. 
VI. RESULTS AND DISCUSSIONS Network performance of both the models M1 and M2 are given in tables below. In Table 3 and Table 4 It is observed that for Model M1 and M2, the best network structure is 3-25-1 and 3-50-1 respectively. It is also found out that the performance is not necessarily improved even when the network error is low.
It is very much clear from figure 1(a) and 1(b) that after 12 and 9 epochs, the performance of training, testing and validation errors were stagnant. It means after epochs 12 and 9 there is no further improvement in the performance of the network and the network seems to have saturated. Linear regression analysis between the network response and the network output shown in figure 2. It can be inferred that NN model does the good mapping. In this study, 15% data used for validation purpose, which is other than training data for the model. Thus, the performance of these machining conditions never experienced before by the neural network model. Hence, this mapping considers to be true and representing the functional relationship.
Following figures 3 given below depicts the comparison between actual and simulated data for surface roughness. It is noticed that except for rare occasions, simulated surface roughness values for the designated parameters are in acceptable proximity with actual values. This representation, therefore, agrees with the conclusion that, high accuracy of prediction is attained by Neural Network Model after successful completion of training criteria i.e. with the value of MSE being within an acceptable range as well as an agreeable performance measure. Hence, from the results, it is inferred that the performance of the NN model is acceptable. Thus, can further be confirmed from the scatter plots shown in 4. Further analysis of the observed and predicted values for both M1 and M2 models on the basis of MRE values are shown in figures 5. Table 3 and Table 4 respectively. For the network identification purpose, as given in the last column, the first number indicates the number of neurons in the input layer, middle represents neurons in the hidden layer and the last number indicates the number of neurons in the output layer.
A. The performance of M1 Model:
As shown in Table 3 Further from table 3 and figure 3(b) , it is observed that, in general, the R values for training are in general better than testing and validating datasets, which shows that the network seems to have performed well for training datasets. Further, from the detailed analysis of figure 3 , it is observed that as the size of the network structure increases, the R-value for training dataset becomes better but there is a slight fall in the values of R for testing and validating datasets.
Further, a comparative analysis of M1 and M2 model based on tables 5 and 6 shows that M1 model for onemonth ahead rainfall, values have better R for training, testing and validating datasets than an M2 model for two-months ahead rainfall prediction. 
