This paper describes an exchange algorithm for the frequency domain design of linear-phase FIR equiripple lters where the Chebyshev error in each band is speci ed. The algorithm is a hybrid of the algorithm of Hofstetter, Oppenheim and Siegel and the Parks-McClellan algorithm. The paper also describes a modi cation of the Parks-McClellan algorithm where either the passband or the stopband ripple size is speci ed and the other is minimized. 
Introduction
The Chebyshev norm is widely used for the design of linear-phase FIR lters for two reasons. (i) For certain applications it is a meaningful error criterion as shown by Weisburn, Parks and Shenoy 25] and (ii) there is an excellent program, the Parks-McClellan (PM) program 14, 16, 21] , that designs optimal lters according to this norm. Recall that in this approach to the design of digital lters, the band edges are speci ed and the weighted Chebyshev error is minimized. In this short paper we revisit equiripple lter design and describe a complement to the PM program. In the program we propose, the weighted Chebyshev error is speci ed and the width of the transition region is variable.
For example, consider the usual ideal lowpass lter. While the PM program allows the lter designer to specify ! p , ! s and the ratio p = s , it does not allow the user to specify both p and s directly. Although the user can indirectly control p and s with the PM program by iteratively adjusting the band edges and the ratio p = s 17, 19] , the exchange algorithm below obtains the speci ed p and s directly. The algorithm described below is similar to the algorithm of Hofstetter, Oppenheim and Siegel 12, 13, 20] . Although their algorithm predates the PM program and produces equiripple lters with speci ed p and s , it is not widely used because it permits limited control over the location of the band edges and only produces extra-ripple lters. Moreover, the location of the band edges can be controlled only indirectly in the Hofstetter algorithm: only the number of extremal frequencies in each band can be speci ed. Their algorithm is interesting, however, because extra-ripple lters have a minimum transition width property 20, p143] 13, 21]. More speci cally, for a xed lter length and xed p and s , extra-ripple lters locally minimize the transition band width as a function of, say, the passband edge. The design formulation leading to these extra-ripple lters was originally described by Herrmann and Sch u ler 9, 11] and is also described in 20, 21] . The algorithm of Hofstetter et al can also be used for the design of maximum-ripple multiband lters having a speci ed ripple size in each band.
In 23] Shpak and Antoniou present an interesting modi cation to the PM program in which the Chebyshev error in respective bands are not constrained by a ratio. In this way they are able to obtain extra-ripple lters without sacri cing the ability to specify the band edges. This technique can be used to prevent transition region anomalies that sometimes occur in the design of optimal Chebyshev multiband lters 18]. By maintaining the ability to specify band edges in the design of extra-ripple lters, however, the Shpak-Antoniou algorithm gives less control over the weighted Chebyshev error. Clearly, for a xed lter length, there is a tradeo between the ability to specify the weighted Chebyshev error and the ability to specify the band edges.
Another approach to the lter design problem uses linear programming 8, 24] . Steiglitz, Parks and Kaiser have presented a very general and exible program 24] that meets Chebyshev and other constraints. In this paper, we discuss multiple exchange Remez-type algorithms which are more e cient than linear programming methods.
The algorithms described below produce lowpass and bandpass linear-phase FIR lters having a speci ed Chebyshev error in each band and a single transition region frequency, such as the half-magnitude frequency, to control the location of the transition region. They are hybrids of the algorithm of Hofstetter, Oppenheim and Siegel 12, 13] and the PM algorithm. Like those algorithms, it employs a reference set of frequencies. On each iteration (i) an interpolation problem is solved and (ii) the reference set is updated. The e cient computational techniques used for the PM program 1, 2, 3, 4, 6, 23] can also be used for the algorithms below.
Equiripple Filter Design
The frequency response of a linear-phase FIR lter is given by the discrete-time Fourier transform of its impulse response and can be written as H(!) = A(!)e ?jM! where A(!) is a real valued periodic function of ! called the amplitude and M = (N ? 1)=2 for length-N lters 15].
We rst describe a version of the standard PM program for lowpass lter design in which either p or s is speci ed and the other is minimized. We then describe the exchange algorithm for lowpass and bandpass lter design in which the Chebyshev error in each band is speci ed. Consider, for example, the design of a length-7 lter with ! p = 0:2 and ! s = 0:5 . Here M = 3 and A(!) can be written as A(!) = P 3 k=0 a k cos k!. Figure 2 shows a typical frequency response amplitude during the course of the algorithm. In this case, eqs (1, 2, 3) can be written as 2 6 6 6 6 6 6 6 6 6 Comparing system (4) to the corresponding system for the usual PM algorithm, we note that there are two additional variables and two additional equations.
It is important to note that either p or s given by the solution to (1, 2, 3) may be negative. This generally occurs, if at all, during the early iterations of the algorithm. When it does occur, however, it is important to modify the interpolation step in a simple way to ensure convergence. If s given by eqs (1, 2, 3) is negative on some iteration, then it is necessary to repeat the interpolation step for that iteration using di erent interpolation equations. The equations in this case are given by
In the length-7 example above, these equations can be written as On the following iteration, after the reference set is updated, the eqs (1, 2, 3) are again used. We also note that p and s given by the solution to eqs (1, 2, 3) can not both be negative, because if they were, then A(!) would have more extrema than is possible for a degree M cosine polynomial.
The procedure to update the reference set from one iteration to the next is the multiple exchange of the PM algorithm: Let S be the set obtained by appending ! p and ! s to the set of extrema of A(!) in 0; ]. S will have either M +2 or M +3 frequencies and will include both 0 and . If S has M + 2 frequencies, then take the new reference set to be S. If In order to exactly achieve speci ed values for p and s with the PM program, it is necessary to iteratively adjust the parameters ! p , ! s , and the ratio p = s . We propose an algorithm for the design of equiripple lowpass lters that allows (i) the explicit speci cation of p and s and (ii) the speci cation of the half-magnitude frequency. The band edges ! p and ! s can not be explicitly speci ed { they are`induced' by the speci ed values of p , s and ! o as in the algorithm of Hofstetter et al. 12]. As above, on each iteration, the lter interpolating the appropriate values over the reference set is computed and the reference set is updated.
As in the PM program, extremal frequencies may migrate from one band to another during the course of the algorithm. Therefore the initialization of the reference set is not critical for convergence, but does a ect the speed of convergence. The reference set here, however, does not contain two band edges as in the PM program, instead, it contains the half-magnitude frequency, ! o . Therefore, the reference set contains M + 1 frequencies, not M + 2 as in the PM program. The circular marks in g 1 indicate the reference set frequencies upon convergence for a length 21 lter. The resulting lter satis es the alternation property for the correct choice of band edges, so it could have been designed using the PM program if the band edges had been known in advance.
The algorithm proceeds by computing the lter that alternately interpolates 1 + p , 1 ? p over the reference set frequencies in the passband, alternately interpolates s , ? s over the reference set frequencies in the stopband, and interpolates 0.5 at ! o . As in the PM program, interpolation formulas can be used to nd the lter e ciently. Note that, because p and s have been explicitly speci ed, does not have to be computed at each iteration. Consider, for example, the design of a length 9 lter with ! o = 0:4 , p = s = 0:1. Figure 5 shows a typical amplitude response before convergence is attained. In this case, the equations (9) can be written as 
then remove 0 from S, otherwise remove from S. Take the new reference set to be the resulting set S. The reference set, in g. 5 for example, is updated by updating ! 2 , ! 4 and ! 5 . Their new locations are indicated by the x marks in g. 5. It should be noted that case(1) and case(2) only occur when ! o is taken to be near 0 or relative to the lter length (in these cases, the reference set upon convergence contains no frequencies in one of the bands).
Note that any transition region frequency can be xed. Instead of the half-magnitude frequency, the half-power frequency, the passband edge, or stopband edge can be xed by respectively imposing
It should also be noted that if the half-magnitude is taken to be too close to either 0 or relative to the lter length, then there will exist no lter with the speci ed Chebyshev error in each band. Either the passband or stopband will be too narrow. When the speci ed ripple sizes are achievable, this algorithm produces exactly the same lowpass lters as does the PM program, however, it allows one to specify a di erent set of parameters in the design process.
Bandpass Filter Design
The design of multiband lters achieving a speci ed Chebyshev error with speci ed half-magnitude frequencies requires more care than the design of lowpass lters with this approach. There a three reasons for this. (i) There is generally more than one equiripple lter satisfying these constraints.
(ii) The procedure for updating the reference set of frequencies is less obvious because the optimal lter may have scaled extra ripples at frequencies other than 0 and . (iii) The transition region of a multiband lter designed by the PM program may contain large undesirable peaks 18]. Despite these aspects of the multiband case, the algorithm below remains simple, robust, and rapid as long as the speci ed Chebyshev error is not taken too small relative to the lter length.
We consider the design of bandpass lters and denote the Chebyshev errors of the rst stopband, the passband, and the second stopband by 1 , 2 and 3 respectively. The half-magnitude frequencies are denoted by ! a and ! b . When the band edges are not explicitly speci ed, the non-uniqueness of the bandpass lter achieving a speci ed Chebyshev error with speci ed half-magnitude frequencies is easily ascertained. The speci cations can be summarized by 5 values: 1 , 2 , 3 , ! a and ! b . However, the PM algorithm requires 6 values for bandpass lters: 4 band edges and 2 ratios, 2 = 1 and 3 = 1 . Therefore, in a complement to the PM program, we require an additional constraint.
We have chosen to require that the derivative of A(!) at the half-magnitude frequencies are equal in magnitude and opposite in sign. We chose this constraint because (i) in a sense, it weights the widths of the transition regions equally, because the width of the transition region is related to the slope of A(!) at the corresponding half-magnitude frequency, and, (ii) it can be easily incorporated into a simple exchange algorithm.
The algorithm for producing equiripple bandpass lters is similar to the algorithm above for lowpass design. Excluding the two half-magnitude frequencies, the reference set for the bandpass case contains M ? 2 frequencies, and is updated by locating the local extrema of the new frequency response amplitude A(!). The interpolation step consists of nding the lter that alternately interpolates 1 + i , 1 ? i over the reference set frequencies in band i, interpolates 0:5 at ! a and at ! b , and for which A 0 (! a ) = ?A 0 (! b ). This lter can be found by solving a system of linear equations or by modifying the usual interpolation formulas.
It follows from the interpolation step that there will be at least M ? 2 local extrema of A(!), however, there may be as many as M + 1. Because the reference set must contain M ? 2 extremal frequencies, it will therefore be necessary to exclude 0, 1, 2 or 3 local minima and maxima when updating the reference set. The rule we use for updating the reference set is most easily stated by describing which local extrema are not included. Suppose ! 1 ; : : :; ! L are the local extrema of A(!) listed in order. 3. To exclude 3 local extrema (L = M +1), use the procedure for excluding 1 extremum, followed by the procedure for excluding 2 extrema. By following this simple procedure for updating the reference set the algorithm rapidly converges and, like the PM algorithm, is capable of producing equiripple lters with extra ripples at frequencies other than 0 and . Figure 6 shows a bandpass frequency response with three scaled extra ripples. The reference set frequencies upon the convergence of the algorithm are indicated with circular marks. Again, although this lter was not obtained by the PM program, it could have been if the resulting band edges were known in advance. That is, the lter in g 6 is an optimal Chebyshev lter for the correct choice of band edges. For some speci cations, the lters produced by this algorithm for bandpass lter design are not optimal Chebyshev lters for any choice of band edges. Speci cally, this algorithm can produce lters possessing a pair of adjacent scaled extra ripples that straddle a half-magnitude frequency. The lter in g 3, for example, was obtained with this algorithm. Although the alternation property is satis ed on the extremal reference set frequencies, it is not an optimal Chebyshev lter for any choice of band edges because the induced band edges can not be included in the reference set without destroying the alternation property. Nevertheless, this lter does achieve the speci ed Chebyshev error and has narrow transition bands of approximately equal width.
When the speci ed Chebyshev error is taken to be very small relative to the lter length this algorithm may occasionally produce lters with undesirable transition region behavior or may fail to converge. This is due to the necessarily wide transition regions associated with very small ripple sizes. When the transition regions are wide, the half-magnitude and derivative constraints become inappropriate since they no longer accurately re ect the behavior of the frequency response throughout the transition region. However, it should be noted that optimal Chebyshev multiband lters having very wide transition regions may also possess undesirable transition region behavior. Indeed, the behavior of the frequency response of optimal Chebyshev multiband lters can be quite di erent than that of two-band lters. In 18] Rabiner, Kaiser and Schafer give three strategies for avoiding nonmonotonic transition region behavior: (i) modify the stopband edge frequencies, (ii) modify the error weighting function, and (iii) design maximal ripple lters only. Shpak and Antoniou 23] address the occurrence of transition region ripples by employing extra variables. By doing this they are able to obtain extra-ripple lters and can avoid some of the undesirable behaviors of multiband equiripple lters while maintaining speci ed band edges. The method described in this paper, however, takes a di erent direction. Instead of introducing extra variables, we give up the explicit control over the band edges, employ half-magnitude frequencies, and explicitly control the Chebyshev error in each band.
It should also be noted that all the exchange algorithms discussed in this paper can be adopted for the design of minimum phase FIR lters. Grenez describes a simple modi cation of the PM program for constrained Chebyshev approximation that can be used to design linear-phase lters with nonnegative frequency response amplitudes 7]. If in each iteration of the exchange algorithm, the stopband interpolation condition A(! i ) = ? is replaced by A(! i ) = 0, then the resulting frequency response amplitude will be nonnegative. The FIR lter can then be spectrally factored to obtain a minimum phase lter. This technique is especially useful when the stopband ripple sizes of a multiband lter are unequal. For multiband lters for which the stopband ripple sizes are equal and for two-band lters, the classical technique of raising the amplitude and spectrally factoring the lter can be employed 10].
Conclusion
Optimal Chebyshev linear-phase FIR lters are usually found by xing the lter length N and the band edges and by minimizing the weighted Chebyshev error. Another approach is to x N, p , s and a single transition region frequency and to adjust the transition width. The same approach can be applied to the design of bandpass lters that achieve a speci ed Chebyshev error in each band and have transition regions of approximately equal width. Table 1 classi es four approaches to the design of equiripple lters. The approaches under Nonextra-ripple' produce lters that may or may not possess extra-ripples, depending on the speci cations. The approaches under`Extra-ripple' are able to produce lters that are constrained to possess extra-ripples. (Recall, however, that the Shpak-Antoniou algorithm is a generalization of the PM algorithm and a variable number of extra ripples can be speci ed.) This table clari es the relationship among previously reported exchange algorithms for equiripple linear-phase lter design and the way in which the algorithms described in this paper relate to them.
Matlab programs are available from the authors and electronically on the World Wide Web at URL http://www-dsp.rice.edu. 
