Abstract
Introduction

23
Sample contamination is a common problem in DNA sequencing studies. Contamination may 24 occur during sample shipment (due to spillage across wells, pipetting errors, insufficient dry ice), 25 library preparation (due to gel cut-through in fragment size selection or unexpected switch 26 between barcoded adaptors in-vitro), in-silico demultiplexing from a sequenced lane into barcoded 27 samples, or on many other unexpected occasions. Even modest levels of contamination (e.g. 2-5%) 28 within a species substantially increase genotyping error, even for deeply sequenced genomes 1 . 29
Accurate estimation of DNA contamination rates allow us to identify and exclude contaminated 30 samples from downstream analysis, and genotypes of moderately contaminated samples (e.g. 31 <10%) can be improved by accounting for contamination in genotype calling 1 . 32
Previously we developed methods and a software tool, verifyBamID 2 , to estimate DNA 33 contamination from sequence reads given known population allele frequencies of common 34 variants. Many investigators and most major sequencing centers use verifyBamID as a part of their 35 standard sequence processing pipeline. However, we have shown that verifyBamID can 36 underestimate DNA contamination rates if the assumed population allele frequencies are 37 inaccurate 2 . Such an underestimation can be avoided if correct population allele frequencies are 38 provided in an ideal circumstances. However, in early stage of sequence analysis, performing a 39 tailored customization of quality control (QC) steps for each sequenced genome based on their 40 ancestry is not always feasible or or sometimes impossible. Such a tailored customization requires 41 planned coordination between sequencing centers and study investigators prior to sequencing to 42 share the self-reported ancestry (which is not always accurate) or estimated ancestry from external 43 Because our goal is to obtain unbiased estimates of the DNA contamination rate agonistic to 140 genetic ancestry, we propose to jointly estimate and ancestry by combining the models described 141 in the previous sections. Let , ∈ w be the genetic ancestries of the intended and 142 contaminating samples. Then the likelihood under the combined model is 143 
144
When the contamination rate »0, the parameters corresponding to do not contribute 145 (much) to the likelihood and the estimates of may be unstable. To address this problem, we 146 initially assume that the intended and contaminating samples are from the same population = 147 ('equal-ancestry' model) and then repeat the analysis allowing for ≠ ('unequal-ancestry' 148 model). The dimension of parameter space for the unequal-ancestry model is 2 + 1. We choose 149 final parameter estimates between the two models based on Akaike Information Criterion (AIC) 13 . 150
Evaluation on in-silico contaminated data based on 1000 Genomes project samples 151
We constructed in-silico contaminated DNA sequence reads using aligned low-coverage whole 152 genome sequence reads from the 1000 Genomes phase 3 project 4 . We filtered out unmapped and 153 mark-duplicated reads and then randomly sampled aligned sequence reads proportional to the 154 intended contamination rates α ∈ {0.01, 0.02, 0.05, 0.1, 0.2}. To match the mixing proportion of 155 sequence reads originated from intended and contaminating to be (1 − ): , each read was 156 sampled with probability (1 − ) and InPSYght, see next section for details) on the same SNP set. 168
Experiment with real sequence data from the InPSYght study 169
Next, we applied our method to 500 deeply sequenced (mean depth 32x) genomes from the 170 first two batches of the InPSYght study. For each sample, we evaluated the results from the six 171 models: (1) the original verifyBamID using pooled allele frequencies; the original verifyBamID using 172 (2) African, (3) East Asian, and (4) European allele frequencies; (5) the new verifyBamID2 under the 173 equal-ancestry model; and (6) verifyBamID2 under the unequal-ancestry model. To calculate 174 pooled, population-specific, and individual-specific allele frequencies, we used the 1000 Genomes 175 phase 3 reference panel (n=2,504), randomly selecting 100,000 SNPs among the sites also 176 polymorphic in Illumina Human Omni 2.5 array, with the same filtering criteria (MAF > 5% and 1000 177
Genomes mask) as above. 178
179
Results
180
We assessed our new methods in the following steps. First, in the absence of contamination, we 181 demonstrate that our estimation of genetic ancestry provides comparably accurate estimates of 182 genetic ancestry as other state-of-art methods. Second, in the presence of contamination, we 183 demonstrate that joint estimation of genetic ancestry and contamination substantially improves the 184 estimation accuracy of both parameters. Third, using in-silico contaminated samples, we 185 demonstrate that our methods robustly provide more accurate estimates than previous methods 186 across various combinations of genetic ancestries and contamination rates. Fourth, from the 187 analysis of deeply sequenced genomes in the InPSYght study, we demonstrate that our new 188 methods deliver more accurate contamination estimates than the previous methods. 189
190
New model-based methods accurately estimate genetic ancestry. 191
In the absence of contamination, widely used methods such as LASER and TRACE are known to 192 estimate genetic ancestry accurately. Because we propose using a new model-based approach to 193 estimate the genetic ancestry (jointly with contamination rates), we first compared the accuracy of 194 our new method, in the absence of contamination, with LASER and TRACE. We randomly chose 500 195 ethnically diverse samples from the 1000 Genomes Project low-coverage (4X) genomes, and 500 196 African American samples from the deeply sequenced (32x) genomes from the InPSYght project. 197
We estimated their genetic ancestries using 100,000 SNPs from the HGDP reference panel (see 198 Methods for details) and compared their genetic ancestry estimates obtained by LASER (using the 199 same sequence data), and TRACE (using the hard-call genotypes). As illustrated in Figure 1A These results suggest that our method provides estimates at least as precise compared to those for 205 other state-of-the-art methods. 206
Genetic ancestry estimates may be confounded by DNA contamination. 207
Next, we constructed in-silico contaminated sequenced data from the 1000 Genomes Project 208 and estimated contamination parameters and genetic ancestries jointly. We observed that when 209 sequences are contaminated between different continental populations, the genetic ancestry esti-210 mates in PC coordinates drift towards the contaminating population when contamination is ignored 211 (Figure 2A ) or when assuming that intended and contaminating samples originated from the same 212 population ( Figure 2B ). As the contamination rate increases, drift increases. 213
However, when we accounted for possible differences in genetic ancestries between the two 214 intended and contaminating samples using our new methods, PC coordinates remained similar to 215 those for uncontaminated samples ( Figure 2E ), and contaminated samples constructed from indi-216 viduals that belong to the same population ( Figure 2B, 2D, 2F) . 217
Robust, accurate, ancestry-agnostic estimation of DNA contamination. 218
Next, we evaluated the effect of genetic ancestry misspecification in estimating DNA 219 contamination rates. We constructed contaminated samples between various combinations of 220 populations, and compared the accuracy of estimated contamination rates using both the original 221 methods which assume known allele frequencies and the new methods which estimate 222 contamination rate and genetic ancestry jointly. 223
When contamination happens within the same population, running original methods with 224 correct continental population allele frequencies specified provided accurate contamination 225 estimates ( Figure 3A , 3E, 3I). However, using pooled allele frequencies, which would be a default 226 option when it is infeasible to specify population information a priori before sequencing, 227 consistently underestimated contamination rates. Bias was particularly large when intended individ-228 uals were of African ancestry. 229
Specifying incorrect population allele frequencies results in even larger contamination 230 estimation bias. For example, using African allele frequencies on East Asian samples resulted in an 231 average estimate of 2.9% contamination for samples with contamination 10% (Table S1) , implying 232 that a large fraction of 10% contaminated samples within East Asian ancestry would not have been 233 flagged for contamination-based exclusion at the contamination-exclusion threshold of 1-3% used 234 by many studies e.g. the Trans-Omics Precision Medicine (TOPMed) study 15 . 235
Our results consistently demonstrated that the ancestry-agnostic method provides as accurate 236 estimates as the original methods specified with correct population labels ( Figure 3A , 3E, 3I, Table  237 S1), and the estimates are substantially better than those from pooled allele frequencies or 238 incorrectly specified allele frequencies. 239
When the intended and contaminating populations are different, we observed that 240 contamination is sometimes overestimated due to increased fraction of heterozygous genotypes 241 than expected by a given contamination rate under single population model. Our method based on 242 unequal-ancestry model outperforms all the other methods in terms of overall bias and Mean 243 Squared Error(MSE) (Figure 3 , Table S4 ), correcting for both upward and downward biases in 244 various ancestry combinations. For example, the relative deviation of estimated to intended 245 contamination rate (i.e. | b/ − 1|) is reduced by 80% (73-88%) compared to the original 246 verifyBamID with various population allele frequencies, suggesting reduced bias. MSE is also 247 reduced by 92% (86-97%). This robustness reflects the ability to incorporate differences in 248 population allele frequencies between intended and contaminating individuals ( Figure 3B , 3C, 3D, 249 3F, 3G, 3H, Table S1 ). 250
We also examined the accuracy of our methods for admixed populations by performing a similar 251 experiment using the Mexican population (MXL) and obtained consistent results (Supplementary  252   Table S2 ). 253
Results with deep whole genome sequence data from the InPSYght study. 254
Next, we applied our methods to 500 African American samples from the InPSYght study (see 255 Methods). Consistent with the results from our in silico contamination studies, we observed that 256 the average contamination rate was 1.1-fold higher with newer method (0.36% for unequal-257 ancestry, 0.37% for equal-ancestry) compared to the original method with pooled allele frequency 258 Impact of number of markers on accuracy, computational cost, and memory requirements. 270
As we have shown previously 2 , there are trade-offs between computation cost and accuracy of 271 contamination estimates. Using as many as 100,000 variants results in accurately estimated intended 272 contamination rate. For example, MSE of relative deviation (i.e. | b/ − 1|) was 0.02, 0.01, 0.01 when 273 the intended contamination was 1%, 2%, and 5%, respecitvely. When we use 10,000 variants, the 274
MSEs modestly increased to 0.11, 0.04, and 0.01, respectively. When we use only 1,000 variants, 275
MSEs further increased to 0.69, 0.25, 0.11, suggesting that the estimates may not be precise for low 276 contamination rate when using only 1,000 variants. (Supplementary Table S3) . 277
We also evaluated the computational cost and memory consumption of verifyBamID2 on whole 278 genome sequence data with various coverages. For the BAM files from the 1000 Genomes whole 279 genome sequence data (4.3-5.1x coverage), the average wall-clock running time was 5.5 minutes with 280 a single thread and peak memory consumption was 505 MB when using 10,000 markers in a server 281 with Xeon 2.27GHz processor. When using 100,000 markers, the average wall-clock running time was 282 20.5 minutes with a single thread and 8.0 minutes with four threads, and peak memory consumption 283 was 528 MB. 284
For deep genome data from the InPSYght study (31x coverage) stored in CRAM format, the 285 average wall-clock time was 17.3 minutes and peak memory consumption was 514 MB when using 286 10,000 markers. For 100,000 markers the average wall-clock time was 155.6 minutes (single thread) 287 or 96 minutes (four threads) and peak memory consumption was 548 MB. 288
Discussion
289
Contamination detection is an essential step in the sequence analysis process that has important 290 effects on following downstream analyses. Early and accurate estimation of DNA contamination can 291 prevent wasted effort, time, and money by identifying the problems early on before too many 292 samples are sequenced using contamination-prone protocols. Our previous method enabled such a 293 timely contamination detection from sequence data and population allele frequencies at known 294 variant sites, without requiring independent SNP genotype data. Our new method maintains these 295 advantages, and in addition provide three more. First, because our joint analysis method is agnostic 296 to genetic ancestry, it eliminates sample-to-sample variation in the parameter settings for the 297 contamination checking procedure, simplifying the sequence analysis pipeline. Second, it provides 298 more robust contamination estimates against potentially misspecified population allele frequency of 299 the intended (or contaminating) samples when relying on the reported ancestry information. Third, 300 it provides accurate estimates of genetic ancestries for both intended and contaminating samples. 301
This enables additional sanity checking of the sequence data, such as determining whether a 302 sequenced sample matches its expected (participant-reported) ancestry. It also facilitates 303 incorporating ancestry information in the variant calling and downstream analysis, and allows us to 304 track the source of contamination more precisely when contamination occurs. 305
Our method can be used not only to detect and estimate contamination, but also to estimate 306 genetic ancestry from sequence data. Relatively few methods, such as LASER By jointly estimating genetic ancestry and contamination, we are able to accurately estimate 312 contamination without requiring ancestry information a priori. Since obtaining population allele 313 frequency information may be infeasible or even impossible at the time of sequencing, it is important 314 to highlight that our ancestry-agnostic approach provides more timely and accurate feedback to the 315 sequencing facilities. Our ancestry-agnostic approach also simplifies the sequence analysis pipeline, 316 because the same input arguments can be applied across all samples regardless of their genetic 317 ancestry 318
The key idea of using individual-specific allele frequencies (ISAF) to account for population 319 structure in genetic analysis has been suggested previously in the context of characterizing 320 population structure or identifying highly differentiated variants across populations 8, 9 . To the best 321 our knowledge, our method describes the first likelihood-based model utilizing ISAF to represent high 322 throughput sequence reads under population structure and/or contamination. While previous 323 studies proposed logistic models as alternative to linear model 8,9 , we used linear models (bounded 324 by minimum and maximum value) between allele frequencies and population structure represented 325 by Singular Value Decomposition (SVD) on the genotype matrix. We made this choice because the 326 logistic model is computationally more intensive, and the linear model is accurate for the common 327 variants we use, as demonstrated by the previous studies 9 . 328
Because we use Nelder-Mead optimization for maximum likelihood estimation, it is possible that 329 the estimates do not converge to the global maximum, especially when many principal components 330 are used. We observed that estimating the full unequal-ancestry model parameters sometimes does 331 fail to converge especially when there is little or no contamination, due to the limited identifiability 332 of the genetic ancestry of contaminating samples in this situation. Starting by estimating 333 contamination rate and shared genetic ancestry parameters using the equal-ancestry model, and 334 using those estimates as start values for the unequal-ancestry model to allow different ancestries 335 between the intended and contaminating samples dramatically improved convergence; in fact, the 336 method converged to consistent estimates across multiple starting points within 1,000 iterations in 337 all our benchmark cases, in both real and in-silico contaminated data. When the contamination rate 338 is extremely small (e.g. <0.1%), estimation of genetic ancestry of contaminating samples can still be 339 challenging. We allow unequal ancestries between intended and contaminating samples only when 340 the likelihood substantially improves beyond AIC threshold between equal ancestry and unequal 341 ancestry models. This procedure effectively removed all outlier estimates of genetic ancestries of 342 contaminating samples in our experiments. 343
There are other possible useful extensions to our joint contamination and estimation method. 344
We are extending these methods to detect and estimate contamination for RNA-seq and other 345 epigenomic sequence data. The same model has potential applications in other areas, such as cancer 346 single cell transcriptomics 20 . 347
We expect that our new verifyBamID2 software will facilitate more accurate, convenient, and 348 timely quality control of sequence genomes. Our software tool is publicly available at 349 http://github.com/Griffan/verifyBamID. Our GitHub repository provides reference files that can be 350 used as test input for our methods. These files contain key input files required for verifyBamID2, ) and the mean PCA coordinates estimated from 1000 Genomes low coverage sequence data of the corresponding population, projected onto the same PCA coordinates using TRACE, LASER, or verifyBamID2 (assuming no contamination). Bold face represents the smallest distance among the three methods for each population. Estimate from original verifyBamID using allele frequency across all 1000 Genomes phase 3 samples EUR AF:
415
Estimate from original verifyBamID using allele frequency across European subset of 1000 Genomes phase 3 samples EAS AF:
Estimate from original verifyBamID using allele frequency across East Asian subset of 1000 Genomes phase 3 samples AFR AF:
Estimate from original verifyBamID using allele frequency across African subset of 1000 Genomes phase 3 samples 524 
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