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CONNECTION PROBLEM FOR THE GENERALIZED HYPERGEOMETRIC FUNCTION
Y. MATSUHIRA ANDH. NAGOYA
ABSTRACT. We solve connection problem between fundamental solutions at singular points 0 and 1 for
the generalized hypergeometric function, using analytic continuation of the integral representation. All
connection coefficients are products of the sine and the cosecant.
1. INTRODUCTION
Let n ∈Z (n > 0), α1, . . . ,αn+1,β1, . . . ,βn ∈C. The generalized hypergeometric series is
n+1Fn
(
α1, . . . ,αn+1
β1, . . . ,βn
;z
)
=
∞∑
k=0
(α1)k · · · (αn+1)k
(β1)k · · · (βn)kk !
zk ,
where (a)k = a(a + 1) · · ·(a + k − 1). The generalized hypergeometric series converges on |z| < 1 and
satisfies the Fuchsian differential equation with three singular points 0, 1,∞:{
d
dz
n∏
k=1
(
d
dz
+βk −1
)
− z
n+1∏
k=1
(
d
dz
+αk
)}
F = 0.
We call this differential equation the generalized hypergeometric equation and a solution to the equa-
tion a generalized hypergeometric function.
The Riemann scheme, which is the table of the characteristic exponents, of the generalized hyperge-
ometric equation is 
z = 0 z = 1 z =∞
0 0 α1
1−β1 1 α2
...
...
...
1−βn−1 n−1 αn
1−βn
∑n
i=1βi −
∑n+1
i=1 αi αn+1

.
Assume αi −β j ∉ Z and βi −β j ∉ Z (i 6= j ). Then the generalized hypergeometric equation admit a
fundamental system of solutions at z = 0 given by
f (0)i (z)= (−z)
1−βi
n+1Fn
(
α1−βi +1,α2−βi +1, . . . ,αn+1−βi +1
β1−βi +1, . . . , áβi −βi +1, . . . ,βn+1−βi +1;z
)
(i = 1, . . . ,n+1),
where the symbol Â means omitting A and βn+1 = 1, and a fundamental system of solutions at z =∞
given by
f (∞)i (z)= (−z)
−αi
n+1Fn
(
αi −β1+1,αi −β2+1, . . . ,αi −βn+1+1
αi −α1+1, . . . , áαi −αi +1, . . . ,αi −αn+1+1; 1z
)
(i = 1, . . . ,n+1).
Fundamental systems of solutions at z = 1 consist of one non-holomorphic solution with the character-
istic exponent
∑n
i=1βi −
∑n+1
i=1 αi and n holomorphic solutions.
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Connection problem between fundamental systems of solutions of the generalized hypergeometric
equation has been solved by various authors by several methods [11], [12], [13] [16], [18], [19], [24], [23].
The choice of the fundamental systems of solutions
X0 =
{
f (0)1 (z), . . . , f
(0)
n+1(z)
}
, X∞ =
{
f (∞)1 (z), . . . , f
(∞)
n+1(z)
}
at z = 0 and z =∞ is canonical. All connection coefficients associated with X0 and X∞ are products of
the Gamma function and the inverse of the Gamma function. We note that if we multiply f (0)i (z) and
f (∞)i (z) by suitable scalars, then connection coefficients become products of the sine and the cosecant.
On the other hand, there is no canonical choice of fundamental systems of solutions at z = 1. A con-
nection matrix depends on choice of the fundamental system of solutions and connection coefficients
are not necessarily products of the Gamma function and the inverse of the Gamma function. If we take
the fundamental systemof solutions at z = 1 by (z−1)i+O((z−1)n) (i = 0,1, . . . ,n−1), (z−1)a(1+O(z−1))
with a =∑ni=1βi −∑n+1i=1 αi , then the connection coefficients with X0 or X∞ involve values of the gener-
alized hypergeometric series at z = 1. Kawabata reported in [13] that there is a fundamental system of
solutions at z = 1 such that non-diagonal elements of the connectionmatrix with X0 or X∞ are products
of the sine and the cosecant and diagonal elements of that are one minus products of the sine and the
cosecant.
To the author’s knowledge, connection problem between fundamental systems of solutions at singu-
lar points 0 and 1 for the generalized hypergeometric equation has not been solved completely. The aim
of the present note is to do that. Namely, we give connection matrices whose elements are products of
the sine and the cosecant. In order to obtain the connection formula expressing a fundamental system
of solution at z = 1 in terms of the integral representations corresponding to X0, we calculate analytic
continuation of the connection formula expressing the integral representations corresponding to X∞
in terms of the integral representations corresponding to X0 [16]. We deform the domains of integra-
tion loaded with the integrand of the generalized hypergeometric function. The technique dealing with
deformation for the loaded cycles associated with Selberg type integrals is elaborated in [14].
Unfortunately, by using analytic continuation of the connection formula expressing the integral rep-
resentations corresponding to X0 in terms of the integral representations corresponding to X∞ [16], we
have not found a way to obtain the connection formula expressing the integral representations corre-
sponding to X0 in terms of the fundamental system of solution at z = 1. Instead, we present directly the
inverse matrix of the connection matrix expressing a fundamental system of solution at z = 1 in terms
of the integral representations corresponding to X0, and give a proof by the residue calculus.
There had been two methods deriving connection formulas of rigid Fuchsian systems by hypergeo-
metric integrals. One is to use theCauchy’s integral theorem for obtaining linear relations among loaded
cycles [1], [2]. Such method was used for obtaining the connection formulas of the Simpson’s Even four
[8], 3F2 [15], sixth order rigid Fuchsian systems derived from conformal field theory [4]. However, in the
case of a general n-multiple hypergeometric integrals, there are toomany linear relations among loaded
cycles to obtain connection formulas between fundamental systems of solutions. Another method is to
compute intersection numbers of loaded cycles [16], which avoids to solve too many linear relations
among loaded cycles. We believe that to compute analytic continuation of known connection formulas
is also useful for obtaining another connection formulas. Especially because the connection coefficients
formultiplicity-free case, such as the connection coefficients for elements of X0 and X∞, is solved in [20].
The plan of the paper is as follows. In Section 2, we prepare notations and recall the connectionmatrix
of the generalized hypergeometric function between X0 and X∞ in [16]. In Section 3, we introduce do-
mains of integration for a fundamental system of solutions at z = 1, and prove the connection formulas
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between the fundamental system of solutions at z = 1 and z = 0. At the end, we remark on periodicity of
the connectionmatrices.
2. PRELIMINARY
We consider a multi-valued function
u(t )=
n∏
i=1
tλii
n∏
i=1
(ti − ti−1)µi (tn − z)µn+1
for t = (t1, . . . , tn) ∈Cn with parameters λi ,µi ∈C defined on
Tz =Cn −
n⋃
i=1
{ti = 0}∪
n+1⋃
i=1
{ti−1− ti = 0},
where
t0 = 1, tn+1 = z.
The function u(t ) is the integrand of an integral representation of the generalized hypergeometric
series n+1Fn(z). Namely, we have
n+1Fn
(
α1, . . . ,αn+1
β1, . . . ,βn
;z
)
=
∏
1≤i≤n
B(αi ,βi −αi )
∫
D(0)n+1
u(t )dt ,(2.1)
where B(α,β) is the Beta function andD(0)n+1 = {t ∈Tz | 1< t1 < t2 · · · < tn} with
(2.2) λi =αi+1−βi (1≤ i ≤ n), µi =βi −αi −1 (1≤ i ≤ n+1).
Here, we suppose
Re(αi )> 0, Re(βi −αi )> 0 (1≤ i ≤ n)
for the convergence of the integral and fix the arguments as
arg(ti )= arg(ti − ti−1)= 0 (1≤ i ≤ n), |arg(tn − z)| <
π
2
.
The formula (2.1) implies that the domainD(0)n+1 of integration describes the asymptotic behaviour of
the holomorphic solution at z = 0. There are domains of integration yielding the asymptotic behaviours
of the non-holomorphic solutions at z = 0 with the characteristic exponents 1−βi (1 ≤ i ≤ n), and the
non-holomorphic solutions at z =∞with the characteristic exponents 1−βi (1≤ i ≤ n+1) [16]. In order
to define integrals for domains of integration, we should fix branches of u(t ).
For the convenience, suppose z ∈R−{0,1}. We first fix branches ofu(t ) for real z, and thenwe consider
analytic continuation of u(t ) for general z. For a simply connected domain D in the real part TR of Tz ,
let us define uD(t ) as
uD(t )=
n∏
i=1
(ǫi ti )
λi
n+1∏
i=1
(ηi (ti−1− ti ))µi ,
where ǫi ,ηi ∈ {1,−1} such that ǫi ti > 0 and ηi (ti−1− ti ) > 0 on D. We fix the arguments of all ǫi ti and
ηi (ti−1− ti ) as 0. The function uD(t ) is a branch of u(t ) multiplied by a scalar.
In what follows, for convenience we use
e(A)= exp(π
p
−1A), s(A)= sin(πA) (A ∈C),
αi , j =
j∑
s=i
αs , βi , j =
j∑
s=i
βs (i < j ),
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and for the exponents λi ,µi of u(t )
λi , j =

λi +·· ·+λ j (i ≤ j ),
0 (i = j +1),
−(λ j+1+·· ·+λi−1) (i ≥ j +2),
µi , j =

µi +·· ·+µ j (i ≤ j ),
0 (i = j +1),
−(µ j+1+·· ·+µi−1) (i ≥ j +2),
ei , j = e(λi , j ),
e˜i , j = e(µi , j ).
We note that for all i we have
λi =λi ,i , µi =µi ,i .
2.1. Connection problem between fundamental solutions at z = 0 and z =∞. In this subsection, we
recall the results in [16]. We fix z ∈C such that z < 0. Set
D(0)i ={t ∈ TR | z < tn < ·· · < ti < 0, 1< t1 < ·· · < ti−1} (1≤ i ≤ n+1),
D(∞)i ={t ∈ TR | ti < ·· · < tn < z, 0< ti−1 < ·· · < t1 < 1} (1≤ i ≤ n+1).
The domains of integration in the case of n = 2 are pictured as follows.
t2 = 0
t2 = z
t1 = 0 t1 = 1
t2 = t1
D(0)1
D(0)2
D(∞)3
D(∞)2
D(0)3
D(∞)1
The orientation of the domainsD(0)i orD
(∞)
i of integration is fixed to be natural one induced from TR.
In [16], it was shown that the domainsD(0)i of integrationgive a fundamental systemof solutions at z = 0,
andD(∞)i gives a fundamental system of solutions at z =∞.
Proposition 2.1 ([16], Proposition 2.1). (1) For a fixed i such that 1≤ i ≤ n+1, if Re(αi −βs +1)> 0 and
Re(βs −αs)> 0 for 1≤ s ≤ n+1with s 6= i and |z| > 1, then we have∫
D(∞)i
uD(∞)i
(t )dt1 · · ·dtn =
∏
1≤s≤n+1,s 6=i
B(αi −βs +1,βs −αs) f (∞)i (z),(2.3)
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where
f (∞)i (z)= (−z)
−αi
n+1Fn
(
αi −β1+1,αi −β2+1, . . . ,αi −βn+1+1
αi −α1+1, . . . , áαi −αi +1, . . . ,αi −αn+1+1; 1z
)
.
(2) For a fixed i such that 1≤ i ≤ n+1, if Re(αs −βi +1)> 0, Re(βs −αs)> 0 for 1≤ s ≤ n+1with s 6= i
and |z| < 1, then we have∫
D(0)i
uD(0)i
(t )dt1 · · ·dtn =
∏
1≤s≤n+1,s 6=i
B(αs −βi +1,βs −αs) f (0)i (z),(2.4)
where
f (0)i (z)= (−z)
1−βi
n+1Fn
(
α1−βi +1,α2−βi +1, . . . ,αn+1−βi +1
β1−βi +1, . . . , áβi −βi +1, . . . ,βn+1−βi +1;z
)
.

Let FD(z)=
∫
D uD(t )dt .
Proposition 2.2 ([16], Proposition 2.5, Theorem 2.6). For i and j such that 1≤ i , j ≤ n+1, suppose that
Re(αi −β j +1)> 0, Re(β j −α j )> 0 (i 6= j ),
αi −β j ∉Z, βi −β j ∉Z (i 6= j ).
Then we have
(2.5) FD(∞)i
(z)=
∑
1≤ j≤n+1
s(βi −αi )
s(β j −αi )
∏
1≤s≤n+1,
s 6= j
s(αs −β j )
s(βs −β j )
×FD(0)j (z)
for 1≤ i ≤ n+1. 
3. CONNECTION PROBLEM BETWEEN FUNDAMENTAL SYSTEM OF SOLUTIONS AT z = 0 AND z = 1
3.1. Asymptotic behaviour. We fix z ∈C such that 0< z < 1. Set
D˜(0)i = {t ∈ TR | 0< ti < ·· · < tn < z, 1< t1 < ·· · < ti−1} (1≤ i ≤ n+1),(3.1)
D˜(1)i = {t ∈ TR|ti < ·· · < tn < 0, 0< ti−1 < ·· · < t1 < 1} (1≤ i ≤ n),(3.2)
D˜(1)n+1 = {t ∈ TR|z < tn < ·· · < t1 < 1}.(3.3)
The domains of integration in the case of n = 2 are pictured as follows.
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t2 = z
t2 = 0
t1 = 0 t1 = 1
t2 = t1
D˜(0)3
D˜(0)2
D˜(1)3
D˜(0)1
D˜(1)2D˜
(1)
1
The orientation of the domains D˜(0)i or D˜
(1)
i of integration is fixed to be natural one induced from TR.
In [16], it was shown that the domains D˜(0)i of integrationgive a fundamental systemof solutions at z = 0,
and D˜(1)n+1 gives the non-holomorhic solution at z = 1.
Proposition 3.1 ([16], Proposition 3.1). (1) For a fixed i such that 1≤ i ≤ n+1, if Re(αs −βi +1)> 0 and
Re(βs −αs)> 0 for 1≤ s ≤ n+1with s 6= i and |z| < 1, then we have∫
D˜(0)i
uD˜(0)i
(t )dt1 · · ·dtn =
∏
1≤s≤n+1,
s 6=i
B(αs −βi +1,βs −αs) f (0)i (z),
where
f (0)i (z)= z
1−βi
n+1Fn
(
α1−βi +1,α2−βi +1, . . . ,αn+1−βi +1
β1−βi +1, . . . , áβi −βi +1, . . . ,βn+1−βi +1;z
)
.
(2) If Re(β1,s −α1,s )> 0 for 1≤ s ≤ n and Re(βs −αs)> 0 for 1≤ s ≤ n+1, and |1− z| < 1, then we have∫
D˜(1)n+1
uD˜(1)n+1
(t )dt1 · · ·dtn =
n∏
s=1
B(β1,s −α1,s ,βs+1−αs+1) f (1)n+1(z),(3.4)
where
f (1)n+1(z)=(1− z)β1,n−α1,n+1
∑
i1,...,in≥0
n∏
s=1
(βs −αs+1)
is !
n∏
s=1
(
∑s
k=1(βk −αk))i1+···+is
(
∑s+1
k=1(βk −αk))i1+···+is
(1− z)i1+···+in .

Proposition 3.2. For a fixed i such that 1≤ i ≤ n, if
Re(αi −βs +1)> 0 (1≤ s ≤ n+1, s 6= i ),
Re(βs −αs)> 0 (1≤ s ≤ n, s 6= i ),
Re(αn+1−βi +1)> 0,
and |1− z| < 1, then we have∫
D˜(1)i
uD˜(1)i
(t )dt1 · · ·dtn =
n∏
s=1,s 6=i
B(αi −βs +1,βs −αs)B(αi ,αn+1−βi +1) f (1)i (z),(3.5)
CONNECTION PROBLEM FOR THE GENERALIZED HYPERGEOMETRIC FUNCTION 7
where
f (1)i (z)=
∑
m1,m2≥0
(αn+1)m1(αi −βi +1)m2(α1)m1+m2
m1!(αi +αn+1−βi +1)m1+m2
m2∑
m3=0
(−1)m3
m3!(m2−m3)!
n∏
s=1,s 6=i
(αi −βs +1)m3
(αi −αs +1)m3
(1− z)m1 .

Proof. We change the integration variables as
ts = u1u2 · · ·us (1≤ s ≤ i −1),
ts = u−1s u−1s+1 · · ·u−1n (un−1) (i ≤ s ≤ n).
Its Jacobian is
∂(t1, . . . , tn)
∂(u1, . . . ,un)
= ui−21 ui−32 · · ·u1i−2u0i−1u−2i u−3i+1 · · ·ui−n−1n−1 ui−n−2n (1−un)n−i .
Hence, we have∫
D˜(1)i
uD˜(1)i
(t )dt1 · · ·dtn
=
∫
(0,1)n
i−1∏
s=1
u
λs,i−1+µs+1,i−1+i−s−1
s
n∏
s=i
u
−λi ,s−µi ,s+1+i−s−2
s
i−1∏
s=1
(1−us)µs
n−1∏
s=i
(1−us)µs+1(1−un)λi ,n+µi+1,n+n−i
× (1−un(1−u1 · · ·un−1))µ j (1− (1− z)un)µn+1 du1 · · ·dun
=
∑
m1,m2≥0
m2∑
m3=0
(−µn+1)m1(−µi )m2
m1!m3!(m2−m3)!
(1− z)m1
n∏
s=1,s 6=i
∫1
0
u
λs,i−1+µs+1,i−1+i−s+m3−1
s (1−us)µsdus
×
∫1
0
u
−λi ,n−µi ,n+1+i−n+m1+m2−2
n (1−un)λi ,n+µi+1,n+n−idun
by the binomial theorem
(1− (1− z)un)µn+1 =
∑
m1≥0
(−µn+1)m1
m1!
um1n (1− z)m1 ,
(1−un(1−u1 · · ·un−1))µi =
∑
m2≥0
m2∑
m3=0
(−µi )m2(−1)m3
m3!(m2−m3)!
um31 · · ·u
m3
n−1u
m2
n .
Using the formula
B(α+m,β)= (α)m
(α+β)m
B(α,β),
we obtain∫
D˜(1)i
uD˜(1)i
(t )dt1 · · ·dtn
=
∑
n1,n2≥0
n2∑
n3=0
(−µn+1)n1 (−µi )n2
n1!n3!(n2−n3)!
(1− z)n1
n∏
s=1,s 6=i
B(λs,i−1+µs+1,i−1+ i − s+n3,µs +1)
×B(−λi ,n −µi ,n+1+ i −n+n1+n2−1,λi ,n +µi+1,n +n− i +1)
=
n∏
s=1,s 6=i
B(λs,i−1+µs+1,i−1+ i − s,µs +1)B(−λi ,n −µi ,n+1+ i −n−1,λi ,n +µi+1,n +n− i +1)
×
∑
n1,n2≥0
n2∑
n3=0
(−µn+1)n1(−µi )n2(−λi ,n −µi ,n+1−n−1)n1+n2
n1!n3!(n2−n3)!(−µ j −µn+1)n1+n2
n∏
s=1,s 6=i
(λs,i−1+µs+1,i−1+ i − s)n3
(λs,i−1+µs,i−1+ i − s+1)n3
(1− z)n1 .
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Finally the transformation (2.2) yields (3.5). 
3.2. Main theorem. In this subsection, we solve connection problem between fundamental systems of
solutions at singular points 0 and 1 for the generalized hypergeometric equation.
Theorem 3.3. Assume for 1≤ i , j ≤ n+1
Re(αi −β j +1)> 0 ( j 6= i ),
Re(β j −α j )> 0,
αi −β j ∉Z, βi −β j ∉Z ( j 6= i ).
Then we have
(3.6) FD˜(1)i
(z)=
∑
1≤ j≤n+1
s(βi −αi )s(αn+1)
s(β j −αi )s(β j −αn+1)
∏
1≤k≤n+1,
k 6= j
s(αk −β j )
s(βk −β j )
×FD˜(0)j (z)
for 1≤ i ≤ n and
(3.7) FD˜(1)n+1
(z)=
n+1∑
j=1
∏
1≤k≤n+1,
k 6= j
s(αk −β j )
s(βk −β j )
×FD˜(0)j (z).

Proof. By induction. If n = 1, the connection formulas (3.6) and (3.7) are for the Gauss hypergeometric
function.
Suppose the identity (3.6) is true for k < n. Our strategy to prove the theorem is to calculate analytic
continuation of the connection formula (2.5) along the following path γ on the plane of the variable z.
0 1z
First we compute analytic continuationof the integral representations along the path γ. In what follows,
we abbreviate FD(z) as D, and {t ∈ TR | · · · } as {· · · }.
Lemma 3.4. By analytic continuation along the path γ, we have
γ∗
(
D(0)j
)
=(−1)n− j+1e j ,n e˜ j+1,n+1D˜(0)j (1≤ j ≤ n+1),(3.8)
γ∗
(
D(∞)j
)
=D˜(1)j +
n∑
k= j+1
ek,n
{ t j < ·· · < tk−1 < 0,
0< tk < ·· · < tn < z, 0< t j−1 < ·· · < t1 < 1
}
(3.9)
+e j ,n{0< t j < ·· · < tn < z, 0< t j < ·· · < t1 < 1}
+e j ,n e˜ j {0< t j−1 < t j < ·· · < tn < z, 0< t j−1 < ·· · < t1 < 1} (1≤ j ≤ n),
γ∗
(
D(∞)n+1
)
=D˜(1)n+1+ e˜n+1{tn < z, 0< tn < ·· · < t1 < 1},(3.10)
where γ∗(D) stands for the result of analytic continuation along the path γ for D. 
Proof. By the definition of D(0)j , analytic continuation along the path γ increases the arguments of tk
( j ≤ k ≤ n), tk−1− tk ( j +1≤ k ≤ n+1) by π. Hence, we have
γ∗(D(0)j )= e j ,n e˜ j+1,n+1{
←−−−−−−−−−−−−−−−
0< t j < ·· · < tn < z, 1< t1 < ·· · < t j−1}.
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Here,
←−−−−−−−−−−−−−−−
0< t j < ·· · < tn < z means that the orientation is inverse. Hence we obtain
γ∗(D(0)j )= e j ,n e˜ j+1,n+1{
←−−−−−−−−−−−−−−−
0< t j < ·· · < tn < z, 1< t1 < ·· · < t j−1}
= (−1)n− j+1e j ,n e˜ j+1,n+1{0< t j < ·· · < tn < z, 1< t1 < ·· · < t j−1}.
Next we compute analytic continuation of D(∞)j . By the definition, after analytic continuation along
the path γ, the line {tn < z} divides into two lines {tn < 0} and {0< tn < z} on the plane of the variable tn .
Since the argument of tn increases π on {0 < tn < z}, the line {0 < tn < z} is multiplied by en . Similarly,
{tn−1 < tn , 0 < tn < z} divides into two lines {tn−1 < 0} and {0 < tn−1 < tn} on the plane of the variable
tn−1. Since the argument of tn−1 increases π on {0 < tn−1 < tn}, the line {0 < tn−1 < tn} is multiplied by
en−1. By repeating this procedure from tn−2 plane to t j plane, we have
γ∗(D(∞)j )=D˜
(1)
j +
n∑
k= j+1
ek,n
{ t j < ·· · < tk−1 < 0,
0< tk < ·· · < tn < z, 0< t j−1 < ·· · < t1 < 1
}
+e j ,n
{
0< t j < ·· · < tn < z, 0< t j−1 < ·· · < t1 < 1
}
.
The last domain is actually divided as
{0< t j < ·· · < tn < z, 0< t j−1 < ·· · < t1 < 1}=e˜ j {0< t j−1 < t j < ·· · < tn < z, 0< t j−1 < t j−2 < ·· · < t1 < 1}
+ {0< t j < ·· · < tn < z, t j < t j−1 < ·· · < t1 < 1},
because the line {0< t j−1 < t j−2} splits into two lines {0< t j−1 < t j } and {0< t j < t j−1 < t j−2} on the plane
of the variable t j−1, and the argument of (t j−1− t j ) increases π on {0 < t j−1 < t j }. Therefore, we obtain
(3.9). In the same way, we obtain (3.10). 
We back to the proof of the theorem. The connection formula in Proposition 2.2 reads as
D(∞)j =
n+1∑
k=1
(−1)n+k− j s(µ j )
s(λ j ,k−1+µ j ,k)
∏
1≤l≤n+1,
l 6=k
s(λl ,k−1+µl ,k)
s(λl ,k−1+µl+1,k )
D(0)
k
for the parameters λi , µi by the relations (2.2). Due to Lemma 3.4, analytic continuation of this for
j = 1, . . . ,n along the path γ is equal to
D˜(1)j =
n+1∑
k=1
(−1)n+k− j s(µ j )
s(λ j ,k−1+µ j ,k)
∏
1≤l≤n+1,
l 6=k
s(λl ,k−1+µl ,k)
s(λl ,k−1+µl+1,k )
(−1)n−k+1ek,n e˜k+1,n+1D˜(0)k
−
n∑
k= j+1
ek,n{−∞< t j < ·· · < tk−1 < 0, 0< tk < ·· · < tn < z, 0< t j−1 < ·· · < t1 < 1}
−e j ,n{0< t j < ·· · < tn < z, 0< t j < ·· · < t1 < 1}(3.11)
−e j ,n e˜ j {0< t j−1 < t j < ·· · < tn < z, 0< t j−1 < ·· · < t1 < 1}.
In the integral associated with {t j < ·· · < tk−1 < 0, 0 < tk < ·· · < tn < z, 0 < t j−1 < ·· · < t1 < 1} in the
second term of (3.11), the integral with respect to the variables t1, . . . , tk−1 corresponds to the integral
defined for D˜(1)j of kFk−1(tk) because of 0 < tk < 1. Hence, we can apply the induction hypothesis to
{t j < ·· · < tk−1 < 0, 0 < tk < ·· · < tn < z, 0 < t j−1 < ·· · < t1 < 1} and obtain a sum of integrals associated
with {0 < tk < ·· · < tn < z, 0 < tm < ·· · < tk , 1 < t1 < ·· · < tm−1} (m = 1, . . . ,k), which is nothing but D˜(0)m
of n+1Fn(z). In the same way, we can regard the third term {0 < t j < ·· · < tn < z, 0 < t j < ·· · < t1 < 1}
in (3.11) as D˜(1)j of jF j−1(t j ). Hence, we can apply the induction hypothesis to {0< t j < ·· · < tn < z, 0 <
t j < ·· · < t1 < 1} and obtain a sum of integrals associated with {0 < t j < ·· · < tn < z, 0< tk < ·· · < t j , 1<
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t1 < ·· · < tk−1} (k = 1, . . . , j ), which is nothing but D˜(0)k of n+1Fn(z). We can also regard the fourth term
{0 < t j−1 < t j < ·· · < tn < z, 0 < t j−1 < ·· · < t1 < 1} in (3.11) as D˜(1)j−1 of j−1F j−2(t j−1). Hence, we can
apply the induction hypothesis to {0 < t j−1 < t j < ·· · < tn < z, 0 < t j−1 < ·· · < t1 < 1} and obtain a sum
of integrals associated with {0< t j−1 < ·· · < tn < z, 0< tk < ·· · < t j−1, 1< t1 < ·· · < tk−1} (k = 1, . . . , j −1),
which is nothing but D˜(0)
k
of n+1Fn(z).
Since the identities (3.6) and (3.7) read as
D˜(1)j =(−1)
j−1
n∑
k=1
s(µ j )s(µn+1)
s(λ j ,k−1+µ j ,k)s(λn+1,k−1+µn+2,k )
n∏
l=1,l 6=k
s(λl ,k−1+µl ,k)
s(λl ,k−1+µl+1,k )
D˜(0)
k
+ (−1) j−1
s(µ j )
s(λ j ,n +µ j ,n+1)
n∏
l=1
s(λl ,n+µl ,n+1)
s(λl ,n+µl+1,n+1)
D˜(0)n+1
for the parameters λi , µi by the relations (2.2), for j = 1, . . . ,n we obtain
D˜(1)j =
n+1∑
k=1
(−1)− j+1ek,n e˜k+1,n+1
s(µ j )
s(λ j ,k−1+µ j ,k)
∏
1≤l≤n+1,l 6=k
s(λl ,k−1+µl ,k)
s(λl ,k−1+µl+1,k)
D˜(0)k(3.12)
−
n∑
k= j+1
ek,n
{
(−1) j−1
k−1∑
m=1
s(µ j )s(µk)
s(λ j ,m−1+µ j ,m)s(λk,m−1+µk+1,m)
k−1∏
l=1,l 6=m
s(λl ,m−1+µl ,m)
s(λl ,m−1+µl+1,m)
D˜(0)m
+(−1) j−1
s(µ j )
s(λ j ,k−1+µ j ,k )
k−1∏
l=1
s(λl ,k−1+µl ,k)
s(λl ,k−1+µl+1,k )
D˜(0)k
}
−e j ,n
j∑
k=1
(−1) j−1
j∏
l=1,l 6=k
s(λl ,k−1+µl ,k)
s(λl ,k−1+µl+1,k)
D˜(0)
k
−e j ,n e˜ j
j−1∑
k=1
(−1) j
j−1∏
l=1,l 6=k
s(λl ,k−1+µl ,k)
s(λl ,k−1+µl+1,k )
D˜(0)
k
=
j−1∑
k=1
(
Ak −
n∑
m= j+1
Bk,m −Ek −Fk
)
D˜(0)k +
n∑
k= j
(
Ak −
n+1∑
m=k+1
Bk,m −Ck
)
D˜(0)k ,
where
Ak = (−1) j−1ek,n e˜k+1,n+1
s(µ j )
s(λ j ,k−1+µ j ,k )
n+1∏
l=1,l 6=k
s(λl ,k−1+µl ,k)
s(λl ,k−1+µl+1,k )
(1≤ k ≤ n+1),
Bk,m = em,n(−1) j−1
s(µ j )s(µm)
s(λ j ,k−1+µ j ,k )s(λm,k−1+µm+1,k )
m−1∏
l=1,l 6=k
s(λl ,k−1+µl ,k)
s(λl ,k−1+µl+1,k )
(1≤m ≤ n, 1≤ k ≤m),
Ck = ek,n(−1) j−1
s(µ j )
s(λ j ,k−1+µ j ,k)
k−1∏
l=1
s(λl ,k−1+µl ,k)
s(λl ,k−1+µl+1,k )
( j ≤ k ≤ n+1),
Ek = e j ,n(−1) j−1
j∏
l=1,l 6=k
s(λl ,k−1+µl ,k)
s(λl ,k−1+µl+1,k )
(1≤ k ≤ j −1),
Fk = e j ,n e˜ j (−1) j
j−1∏
l=1,l 6=k
s(λl ,k−1+µl ,k)
s(λl ,k−1+µl+1,k )
(1≤ k ≤ j −1).
First, we compute the first term in the right hand side of (3.12) as follows. For k = 1, . . . , j −1 we have
Ak −
n∑
m= j+1
Bk,m −Ek −Fk =(−1) j−1
j−1∏
l=1,l 6=k
s(λl ,k−1+µl ,k)
s(λl ,k−1+µl+1,k )
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×
(
ek,n e˜k+1,n+1
s(µ j )
s(λ j ,k−1+µ j ,k)
n+1∏
l= j
s(λl ,k−1+µl ,k)
s(λl ,k−1+µl+1,k)
−
n∑
m= j+1
em,n
s(µ j )s(µm)
s(λ j ,k−1+µ j ,k)s(λm,k−1+µm,k)
m−1∏
l= j
s(λl ,k−1+µl ,k)
s(λl ,k−1+µl+1,k )
−e j ,n
s(λ j ,k−1+µ j ,k)
s(λ j ,k−1+µ j+1,k )
+e j ,n e˜ j
)
.
The sum of the last term and the second last term above is computed as
−e j ,n
s(λk, j−1+µk+1, j−1)
s(λk, j−1+µk+1, j )
+e j ,n e˜ j
= 1
s(λk, j−1+µk+1, j )
−e j ,n(ek, j−1e˜k+1, j−1−e−1k, j−1e˜−1k+1, j−1)+e j ,n e˜ j (ek, j−1e˜k+1, j −e−1k, j−1 e˜−1k+1, j )
2
p
−1
= ek,n e˜k+1, j
s(µ j )
s(λk, j−1+µk+1, j )
.
Suppose for i ≥ j that it holds
−
i∑
m= j+1
em,n
s(µ j )s(µm)
s(λ j ,k−1+µ j ,k)s(λm,k−1+µm+1,k )
m−1∏
l= j
s(λl ,k−1+µl ,k)
s(λl ,k−1+µl+1,k)
+ek,n e˜k+1, j
s(µ j )
s(λk, j−1+µk+1, j )
= ek,n e˜k+1,i
s(µ j )
s(λk, j−1+µk+1, j−1)
i∏
l= j
s(λk,l−1+µk+1,l−1)
s(λk,l−1+µk+1,l )
.
Then we have
−
i+1∑
m= j+1
em,n
s(µ j )s(µm)
s(λ j ,k−1+µ j ,k)s(λm,k−1+µm+1,k )
m−1∏
l= j
s(λl ,k−1+µl ,k)
s(λl ,k−1+µl+1,k)
+ek,n e˜k+1, j
s(µ j )
s(λk, j−1+µk+1, j )
= s(µ j )
s(λk, j−1+µk+1, j−1)
∏i
l= j s(λk,l−1+µk+1,l−1)∏i+1
l= j s(λk,l−1+µk+1,l )
×
−ei+1,n
(
e˜i+1− e˜−1i+1
)
+ek,n e˜k+1,i
(
ek,i e˜k+1,i+1−e−1k,i e˜−1k+1,i+1
)
2
p
−1
= ek,n e˜k+1,i+1
s(µ j )
s(λk, j−1+µk+1, j−1)
i+1∏
l= j
s(λk,l−1+µk+1,l−1)
s(λk,l−1+µk+1,l )
.
Hence we obtain
−
n∑
m= j+1
Bk,m −Ek −Fk = ek,n e˜k+1,n
s(µ j )
s(λk, j−1+µk+1, j−1)
n∏
l= j
s(λk,l−1+µk+1,l−1)
s(λk,l−1+µk+1,l )
.
Therefore, we have
Ak −
n∑
m= j+1
Bk,m −Ek −Fk =
(−1) j−1ek,n e˜k+1,ns(µ j )
s(λk, j−1+µk+1, j−1)
∏n
l=1,l 6=k s(λl ,k−1+µl ,k)∏n+1
l=1,l 6=k s(λl ,k−1+µl+1,k )
×
−e˜n+1(ek,n e˜k+1,n −e−1k,n e˜−1k+1,n)+ek,n e˜k+1,n+1−e−1k,n e˜−1k+1,n+1
2
p
−1
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=
(−1) j−1s(µ j )s(µn+1)
s(λk, j−1+µk+1, j−1)
∏n
l=1,l 6=k s(λl ,k−1+µl ,k)∏n+1
l=1,l 6=k s(λl ,k−1+µl+1,k )
.
Similarly, we can compute the second term in the right hand side of (3.12). This completes the proof for
the connection formula (3.6).
The connection formula for j = n+1, namely, the connection formula (3.7) can be proved in the same
way above. By analytic continuation of the connection formula in Proposition 2.2 and Lemma 3.4, we
get
D˜(1)n+1 =
n+1∑
k=1
(−1)n s(µn+1)
s(λn+1,k−1+µn+1,k )
∏
1≤l≤n+1,
l 6=k
s(λl ,k−1+µl ,k)
s(λl ,k−1+µl+1,k )
ek,n e˜k+1,n+1D˜
(0)
k
− e˜n+1{tn < z, 0< tn < ·· · < t1 < 1}.
Then, in the integral associated with {tn < z, 0 < tn < ·· · < t1 < 1}, the integral with respect to the vari-
ables t1, . . . , tn−1 corresponds to the integral defined for D˜
(1)
n of nFn−1(tn) because 0 < tn < 1. Hence we
can apply the induction hypothesis to {tn < z, 0 < tn < ·· · < t1 < 1} and obtain a sum of integrals asso-
ciated with {0 < tn < z, 0 < tk < ·· · < tn , 1 < t1 < ·· · < tk−1} (k = 1, . . . ,n), which is nothing but D˜(0)k of
n+1Fn(z).
Therefore, we obtain
D˜(1)n+1 =
n∑
k=1
{
(−1)nek,n e˜k+1,n+1
s(µn+1)
s(λn+1,k−1+µn+1,k )
n+1∏
l=1,l 6=k
s(λl ,k−1+µl ,k)
s(λl ,k−1+µl+1,k )
+(−1)n e˜n+1
n∏
l=1,l 6=k
s(λl ,k−1+µl ,k)
s(λl ,k−1+µl+1,k )
}
D˜(0)k
+ (−1)n−1 s(µn+1)
s(λn+1,n +µn+1,n+1)
n∏
l=1
s(λl ,n+µl ,n+1)
s(λl ,n+µl+1,n+1)
D˜(0)n+1.
Straightforward computation yields the connection formula (3.7). 
Remark 3.5. The connection formulas (3.6) and (3.7) for n = 2 was computed in [15]. The connection
formula (3.7)was obtained in [11], [16], [19].
From Theorem 3.3, we have the connectionmatrixC (10) given by(
D˜(1)1 , . . . ,D˜
(1)
n+1
)
=
(
D˜(0)1 , . . . ,D˜
(0)
n+1
)
C (10).
The elements ofC (10) are products of the sine and the cosecant:(
C (10)
)
i , j =
s(β j −α j )s(αn+1)
s(βi −α j )s(βi −αn+1)
n+1∏
k=1,k 6=i
s(αk −βi )
s(βk −βi )
(1≤ i ≤ n+1, 1≤ j ≤ n),
(
C (10)
)
i ,n+1 =
n+1∏
k=1,k 6=i
s(αk −βi )
s(βk −βi )
(1≤ i ≤ n+1).
We expect that there exists the inverse matrix C (01) of C (10), which implies the set
{
D˜(1)1 , . . . ,D˜
(1)
n+1
}
of
the domains of integration gives a fundamental system of solutions at z = 1, and the elements of C (01)
are products of the sine and the cosecant. Recall that C (10) are derived from analytic continuation of
the connection formulas (2.5) in Proposition 2.2, which relates the fundamental system of solutions at
z =∞ to that at z = 0. However, we have not found a way to use the induction hypothesis to the analytic
continuation along the path γ of the connection formula relating the fundamental system of solutions
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at z = 0 to that at z =∞. Instead, we present the inverse matrix C (01) below and give a proof by direct
calculation.
Let a square matrixC (01) of order n+1 be defined by(
C (01)
)
i , j =−
s(αi )s(β1,n −α1,n+1−β j +αi )s(β j −α j )
s(αn+1)s(β1,n −α1,n+1)s(β j −αi )
n∏
k=1,k 6=i
s(βk −αi )
s(αk −αi )
for 1≤ i ≤ n, 1≤ j ≤ n+1, and (
C (01)
)
n+1,i =−
s(βi −αi )
s(β1,n −α1,n+1)
for 1≤ i ≤ n+1.
Theorem 3.6. Assume for 1≤ i , j ≤ n+1, αi −β j ,αi −α j ,βi −β j ,β1,n −α1,n+1 6∈Z. Then the matrix C (01)
is the inverse of the connection matrix C (10). 
Proof. We compute the elements
(
C (01)C (10)
)
i , j of the product directly. We consider separately the fol-
lowing cases: (i) 1≤ i , j ≤ n, (ii) 1≤ i ≤ n, j = n+1, (iii) i = n+1, 1≤ j ≤ n, (iv) i = j = n+1.
In the case of (i), we have(
C (01)C (10)
)
i , j =−
n+1∑
k=1
s(αi )s(β1,n −α1,n+1−βk +αi )s(βk −αk)
s(αn+1)s(β1,n −α1,n+1)s(βk −αi )
× s(β j −α j )s(αn+1)
s(βk −α j )s(βk −αn+1)
n∏
l=1,l 6=i
s(βl −αi )
s(αl −αi )
n+1∏
l=1,l 6=k
s(αl −βk)
s(βl −βk)
=− s(αi )s(β j −α j )
s(β1,n −α1,n+1)
n∏
l=1,l 6=i
s(βl −αi )
s(αl −αi )
×
(
n+1∑
k=1
s(β1,n −α1,n+1−βk +αi )s(βk −αk)
s(βk −αi )s(βk −α j )s(βk −αn+1)
n+1∏
l=1,l 6=k
s(βk −αl )
s(βk −βl )
)
.
Put ai = eπ
p
−1αi ,bi = eπ
p
−1βi . Then by definition of the sine, we get
n+1∑
k=1
s(β1,n −α1,n+1−βk +αi )s(βk −αk)
s(βk −αi )s(βk −α j )s(βk −αn+1)
n+1∏
l=1,l 6=k
s(βk −αl )
s(βk −βl )
(3.13)
=−2
p
−1
a j an+1
a21 · · ·a2n+1
n+1∑
k=1
(b21 · · ·b2na2i −a21 · · ·a2n+1b2k)
(b2k −a2i )(b2k −a2j )(b2k −a2n+1)
∏n+1
l=1 (b
2
k −a2l )∏n+1
l=1,l 6=k (b
2
k −b2l )
.
It is sufficient to prove that the right hand side above is equal to zero as a rational function of ai and bi .
Let the rational function f1(x) be defined by
f1(x)=−2
p
−1 aian+1
a21 · · ·a2n+1
(b21 · · ·b2na2i −a21 · · ·a2n+1x)
(x−a2i )(x−a2j )(x−a2n+1)
n+1∏
l=1
(x−a2l )
(x−b2l )
.
In the case of j 6= i , f1(x) has only simple poles x = b2k (k = 1, . . . ,n+1). The residues are given as
Res
x=b2
k
f1(x)dx =−2
p
−1 aian+1
a21 · · ·a2n+1
(b21 · · ·b2na2i −a21 · · ·a2n+1b2k)
(b2
k
−a2i )(b2k −a2j )(b2k −a2n+1)
∏n+1
l=1 (b
2
k −a2l )∏n+1
l=1,l 6=k (b
2
k
−b2
l
)
.
Since the sum of all residues of a rational function on P is equal to zero, the right hand side of (3.13) is
zero.
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In the case of i = j , f1(x) has only simple poles x = a2i , and x = b2k (k = 1, . . . ,n+1). The sum of the
residues at x = b2k (k = 1, . . . ,n + 1) is equal to the right hand side of (3.13). The residues at x = a2i is
computed as
Res
x=a2i
f1(x)dx =−2
p
−1 aian+1
a21 · · ·a2n+1
(b21 · · ·b2na2i −a21 · · ·a2n+1a2i )
(a2i −a2n+1)
∏n+1
l=1,l 6=i (a
2
i −a2l )∏n+1
l=1 (a
2
i −b2l )
=2
p
−1
a2i bi
a1 · · ·an+1b1 · · ·bn
(b21 · · ·b2n −a21 · · ·a2n+1)
(b2i −a2i )(a2i −1)
n∏
l=1,l 6=i
bl (a
2
i −a2l )
al (a
2
i −b2l )
= s(β1,n −α1,n+1)
s(βi −αi )s(αi )
n∏
l=1,l 6=i
s(αi −αl )
s(αi −βl )
.
Hence, we have
R.H.S. of (3.13)=
n+1∑
k=1
Res
x=b2k
f1(x)dx
=− Res
x=a2i
f1(x)dx
=− s(β1,n−α1,n+1)
s(βi −αi )s(αi )
n∏
l=1,l 6=i
s(αi −αl )
s(αi −βl )
.
Therefore, we obtain
(
C (01)C (10)
)
i ,i = 1 for 1≤ i , j ≤ n.
In the case of (ii), we have(
C (01)C (10)
)
i ,n+1 =−
n+1∑
k=1
s(αi )s(β1,n −α1,n+1−βk +αi )s(βk −αk)
s(αn+1)s(β1,n −α1,n+1)s(βk −αi )
n∏
l=1,l 6=i
s(βl −αi )
s(αl −αi )
n+1∏
l=1,l 6=k
s(αl −βk)
s(βl −βk)
=− s(αi )
s(αn+1)s(β1,n−α1,n+1)
n∏
l=1,l 6=i
s(βl −αi )
s(αl −αi )
×
n+1∑
k=1
s(β1,n −α1,n+1−βk +αi )s(βk −αk)
s(βk −αi )
n+1∏
l=1,l 6=k
s(βk −αl )
s(βk −βl )
.
Rewriting the parametersαi , βi to ai , bi , we get
n+1∑
k=1
s(β1,n −α1,n+1−βk +αi )s(βk −αk)
s(βk −αi )
n+1∏
l=1,l 6=k
s(βk −αl )
s(βk −βl )
=
n+1∑
k=1
1
2
p
−1
1
a1 · · ·an+1b2k
(b21 · · ·b2na2i −a21 · · ·a2n+1b2k)
(b2k −a2i )
∏n+1
l=1 (b
2
k −a2l )∏n+1
l=1,l 6=k (b
2
k −b2l )
.
Let the rational function f2(x) be defined by
f2(x)=
1
2
p
−1
1
a1 · · ·an+1x
(b21 · · ·b2na2i −a21 · · ·a2n+1x)
(x−a2i )
n+1∏
l=1
(x−a2l )
(x−b2
l
)
.
Then f2(x) has only simple poles x = 0, x =∞, and x = b2k (k = 1, . . . ,n+1). The residues are given as
Res
x=0
f2(x)dx =−
1
2
p
−1
,
Res
x=∞ f2(x)dx =
1
2
p
−1
,
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Res
x=b2
k
f2(x)dx =
1
2
p
−1
1
a1 · · ·an+1b2k
(b21 · · ·b2na2i −a21 · · ·a2n+1b2k)
(b2
k
−a2i )
∏n+1
l=1 (b
2
k −a2l )∏n+1
l=1,l 6=k (b
2
k
−b2
l
)
.
Hence, we have
n+1∑
k=1
Res
x=b2
k
f2(x)dx =−Res
x=0
f2(x)dx− Res
x=∞ f2(x)dx = 0.
Therefore, we obtain
(
C (01)C (10)
)
i ,n+1 = 0 for 1≤ i ≤ n.
In the case of (iii), we have(
C (01)C (10)
)
n+1, j =−
s(β j −α j )s(αn+1)
s(β1,n −α1,n+1)
(
n+1∑
k=1
s(βk −αk)
s(βk −α j )s(βk −αn+1)
n+1∏
l=1,l 6=k
s(βk −αl )
s(βk −βl )
)
.
Rewriting the parametersαi , βi to ai , bi , we get
n+1∑
k=1
s(βk −αk)
s(βk −α j )s(βk −αn+1)
n+1∏
l=1,l 6=k
s(βk −αl )
s(βk −βl )
=
n+1∑
k=1
2
p
−1b1 · · ·bna j an+1
a1 · · ·an+1
1
(b2k −a2j )(b2k −a2n+1)
∏n+1
l=1 (b
2
k −a2l )∏n+1
l=1,l 6=k (b
2
k −b2l )
.
Let the rational function f3(x) be defined by
f3(x)= 2
p
−1b1 · · ·bna j an+1
a1 · · ·an+1
1
(x−a2j )(x−a2n+1)
n+1∏
l=1
(x−a2l )
(x−b2
l
)
.
Then f3(x) has only simple poles x = b2k (k = 1, . . . ,n+1). The residues are given as
Res
x=b2k
f3(x)dx = 2
p
−1
b1 · · ·bna j an+1
a1 · · ·an+1
1
(b2k −a2j )(b2k −a2n+1)
∏n+1
l=1 (b
2
k −a2l )∏n+1
l=1,l 6=k (b
2
k −b2l )
.
Hence we obtain
(
C (01)C (10)
)
n+1, j = 0 for 1≤ j ≤ n.
In the case of (iv), we have(
C (01)C (10)
)
n+1,n+1 =−
1
s(β1,n −α1,n+1)
n+1∑
k=1
s(βk −αk)
n+1∏
l=1,l 6=k
s(βk −αl )
s(βk −βl )
.
Rewriting the parametersαi , βi to ai , bi , we get
n+1∑
k=1
s(βk −αk)
n+1∏
l=1,l 6=k
s(βk −αl )
s(βk −βl )
=−
n+1∑
k=1
b1 · · ·bn
2
p
−1a1 · · ·an+1b2k
∏n+1
l=1 (b
2
k −a2l )∏n+1
l=1,l 6=k (b
2
k
−b2
l
)
.
Let the rational function f4(x) be defined by
f4(x)=−
b1 · · ·bn
2
p
−1a1 · · ·an+1x
n+1∏
l=1
x−a2l
x−b2l
.
Then f4(x) has only simple poles x = 0, x =∞, and x = b2k (k = 1, . . . ,n+1). The residues are given as
Res
x=0
f4(x)dx =−
a1 · · ·an+1
2
p
−1b1 · · ·bn
,
Res
x=∞ f4(x)dx =
b1 · · ·bn
2
p
−1a1 · · ·an+1
,
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Res
x=b2
k
f4(x)dx =−
n+1∑
k=1
b1 · · ·bn
2
p
−1a1 · · ·an+1b2k
∏n+1
l=1 (b
2
k −a2l )∏n+1
l=1,l 6=k (b
2
k
−b2
l
)
.
Hence, we have
n+1∑
k=1
Res
x=b2
k
f4(x)dx =−Res
x=0
f4(x)dx− Res
x=∞ f4(x)dx
=− s(β1,n −α1,n+1).
Therefore, we obtain
(
C (01)C (10)
)
n+1,n+1 = 1.

Corollary 3.7. Assume for 1≤ i , j ≤ n+1
Re(αi −β j +1)> 0 ( j 6= i ),
Re(β j −α j )> 0,
αi −α j ∉Z ( j 6= i ), αi −β j ∉Z, βi −β j ∉Z ( j 6= i ).
Then we have
FD˜(0)i
(z)=−
n∑
j=1
s(α j )s(β1,n −α1,n+1−βi +α j )s(βi −αi )
s(αn+1)s(β1,n −α1,n+1)s(βi −α j )
n∏
l=1,l 6= j
s(βl −α j )
s(αl −α j )
FD˜(1)j
(z)
− s(βi −αi )
s(β1,n −α1,n+1)
FD˜(1)n+1
(z).
Moreover,
{
FD˜(1)1
(z), . . . ,FD˜(1)n+1
}
forms a fundamental system of solutions to the generalized hypergeometric
equation. 
We note that together with Proposition 2.1 and Theorem 3.3, we have the connectionmatrixC (1∞) ex-
pressing the fundamental system of solutions
{
FD˜(1)1
(z), . . . ,FD˜(1)1
(z)
}
at z = 1 in terms of the fundamental
system of solutions
{
FD(∞)1
(z), . . . ,FD(∞)1
(z)
}
at∞ as a product of the connection matrices. It is observed
that the elements of the connection matrixC (1∞) for n ≤ 3 are products of the sine and cosecant. How-
ever, there are elements of the inverse ofC (1∞) for n ≤ 3 which are not products of the sine and cosecant.
If we want to have connectionmatrices between the fundamental system of solutions of singular points
z = 1 and z = ∞ whose elements are products of the sine and cosecant, then we should perform the
change of variable z = 1/w to the connection formulas (3.6) and (3.7). Due to Theorem 3.6, all elements
of both the connectionmatrix and its inverse are products of the sine and cosecant.
3.3. Periodicity. In this subsection, we point out that the connection matrices multiplied by diagonal
matrices in the previous sections are invariant under integer shifts of the characteristic exponents αi ,
βi of the generalized hypergeometric equation. This is true for the connection matrix with the funda-
mental systems X0 and X∞ of solutions at z = 0 and z =∞, and it was used for the construction of the
monodromy-invariant general solutions of Fuchsian systems of rank 2 in [9] and rank N ≥ 2 in [6] with
help of theWN conformal field theory with central charge c =N −1. When N = 2,WN -algebra is the Vi-
rasoro algebra. As a result, for N = 2 the tau function of the sixth Painlevé equation is obtained in terms
of the Virasoro conformal blocks with central charge c = 1 [9], and for N ≥ 2 the isomonodromic tau
function of the so-called Fuji-Suzuki-Tsudasystem [5], [21], [22] is obtained in terms of semi-degenerate
conformal blocks ofWN -algebrawith central charge c =N−1, which are equivalent to the Nekrasov par-
tition functions [17] by AGT correspondence [3], [25]. The series representationof the tau functionof the
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Fuji-Suzuki-Tsuda system is also derived by expanding the Fredholm determinant [7]. The periodicity
of the connection matrix of q-hypergeometric series was used in [10] in order to obtain a fundamental
solution to the connection-preserving deformation of the 2 by 2 q-difference linear system associated
with the q-difference Painlevé VI equation.
We take
D(0)i ={t ∈ TR | z < tn < ·· · < ti < 0, 1< t1 < ·· · < ti−1} (1≤ i ≤ n+1),
D(∞)i ={t ∈ TR | ti < ·· · < tn < z, 0< ti−1 < ·· · < t1 < 1} (1≤ i ≤ n+1).
as domains of integration giving the fundamental systems of solutions at z = 0 and z =∞, and
D˜(1)i = {t ∈TR|ti < ·· · < tn < 0, 0< ti−1 < ·· · < t1 < 1} (1≤ i ≤ n),
D˜(1)n+1 = {t ∈TR|z < tn < ·· · < t1 < 1}
as domains of integration giving the fundamental system of solutions at z = 1.
From Proposition 2.2, we have the connection matrixC (∞0) given by(
D(∞)1 , . . . ,D
(∞)
n+1
)
=
(
D(0)1 , . . . ,D
(0)
n+1
)
C (∞0).
The elements ofC (∞0) read as
(
C (∞0)
)
i , j =
s(β j −α j )
s(βi −α j )
n+1∏
k=1,k 6=i
s(αk −βi )
s(βk −βi )
for 1≤ i , j ≤ n+1.
Let the diagonal matrices N0, N1, N∞ of order n+1 be defined by
N0 =diag(e(α1), . . . ,e(αn+1)),
N1 =e(β1,n −α1,n+1)diag(e(β1), . . . ,e(βn+1)),
N∞ =N1.
Proposition 3.8. The connection matrices associated with the fundamental systems of solutions(
D(0)1 , . . . ,D
(0)
n+1
)
N0,
(
D˜(1)1 , . . . ,D˜
(1)
n+1
)
N1,
(
D(∞)1 , . . . ,D
(∞)
n+1
)
N∞
are invariant under integer shifts of the characteristic exponents of the generalized hypergeometric equa-
tion. 
Proof. It is sufficient to consider the shifts αi 7→αi ±1 and βi 7→ βi ±1 for 1≤ i ≤ n+1. The connection
matrices which express the fundamental system of solutions at z = 1, z =∞ in terms of the fundamental
system of solutions at z =∞ is
Ĉ (10) =N−10 diag(−e(β1), . . . ,−e(βn+1))C (10)N1, Ĉ (∞0) =N−10 C (∞0)N∞,
respectively, because of Lemma 3.4 and the relations of the parameters (2.2). Since the matrices C (10),
C (∞0) are explicitly written, it is immediate to check that the shiftαi 7→αi ±1 or βi 7→βi±1 preserves the
connectionmatrices Ĉ (10), Ĉ (∞0). 
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