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a b s t r a c t
In this paper, we study the stability of a general tree network of variable coefficient wave
equations with a small delay term in the nodal feedbacks. Using the Lax–Milgram theorem
and C0-semigroup theory, we obtain the well-posedness of the system. By a detailed
spectral analysis, we show that the spectrum of the system operator distributes in a strip
parallel to the imaginary axis under certain conditions. Furthermore, we prove that there
is a sequence of (generalized) eigenfunctions that forms a Riesz basis with parenthesis for
the energy state space. As a consequence, we obtain the exponential stabilization of the
closed-loop system under certain conditions.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In the past decades, stabilization problems of 1-d multi-link flexible structures (networks of strings and beams) have
been studied by many authors. For instance, [1–9] for networks of strings, [10–15] and more recent papers [16–19] for
networks of beams. All works mentioned above were done under constant coefficients. Especially, Nicaise, Pignotti and
Valein in [5,20] considered a 1-d wave network of the constant coefficients with the delay term in the nodal and boundary
feedbacks. Using the method of observability inequality, they showed that if the coefficient of the delayed damping term is
smaller than the one of the undelayed damping term, the observability implies the exponential decay of energy function of
the system. However, if the equations have variable coefficients and there exist a small delay term in the nodal feedbacks,
the stability analysis of the network becomes very complicated and difficult. The difficulty comes mainly from two aspects:
one is differential equation with variable coefficients, and the other is the existence of time-delay terms. This is because
there is no explicit solution such as D’Alembert’s formula for differential equations of variable coefficients; at the same
time the multiplier method fails to be applied for networks and small time-delay can induce some instabilities [21,22].
Even for a single differential equation of variable coefficients, its stability analysis also becomesmore complex; for instance,
see [23]. Therefore, for a variable coefficient network with time-delays, the stability analysis has been a challenging topic.
In the present paper, we shall analyze stability of a generic tree network of variable coefficient wave equations with time
delay terms. As a base of our research, we first obtain the well-posedness of the system. To get more detailed property for
the system, we choose the spectral analysis method. We mainly adopt two steps: first we discuss the spectral distribution
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and basis properties of eigenfunction and generalized eigenfunctions, and second we analyze stability of the system based
on the basis property of eigenfunctions. To get a basic distribution of the spectrum of the system operator, we use the
Liouville transform to translate the variable coefficient equations into the equations in which the major terms are of
constant coefficients and calculate asymptotic values of the eigenvalues by the asymptotic technique. In short, we overcome
these obstacles using the Riesz basis approach and the asymptotic analysis technique of the spectrum of the system
operator.
We begin by recalling some notations. Let G = (V , E) be a simply connected graph, as defined by [24], where V =
{a0, a1, a2, a3} denotes the vertices set and E = {e1, e2, e3} denotes the edges set. The common vertex a0 named interior
node of the graph G and the vertices a1, a2 and a3, each of them receiving only one edge, are called boundary nodes of
the graph G. Assume that one of the boundary nodes, say a3, is fixed and the others are free. Suppose that each of the
edges ei(i = 1, 2, 3) has a finite arc length ℓi, which can be parameterized by its arc length by means of the function πi
defined by
πi : [0, ℓi] −→ ei, i = 1, 2, 3,
so that ei can be identified as a real interval [0, ℓi](i = 1, 2, 3), πi(0) = a0 and πi(ℓi) = ai.
Suppose that the strings are expanded on G and coincide with G at rest. Denote by ui(x, t) (i = 1, 2, 3) the displacement
function of the ith string departing from the equilibrium position in positionπi(x) ∈ ei at time t . Thus, the dynamic behavior
of the string networks is governed by the following partial differential equations
ρi(x)
∂2ui
∂t2
(x, t)− ∂
∂x

σi(x)
∂ui
∂x
(x, t)

+ qi(x)ui(x, t) = 0, x ∈ (0, ℓi), i = 1, 2, 3, t > 0,
u1(0, t) = u2(0, t) = u3(0, t),
3
i=1
σi(0)
∂ui
∂x
(0, t) = α0 ∂u1
∂t
(0, t)+ β0 ∂u1
∂t
(0, t − τ0),
σ1(ℓ1)
∂u1
∂x
(ℓ1, t) = −α1 ∂u1
∂t
(ℓ1, t)− β1 ∂u1
∂t
(ℓ1, t − τ1),
∂u2
∂x
(ℓ2, t) = 0, u3(ℓ3, t) = 0,
ui(x, 0) = ui0(x), ∂ui
∂t
(x, 0) = ui1(x), i = 1, 2, 3,
∂u1
∂t
(0, t − τ0) =: f0(t − τ0), 0 < t < τ0,
∂u1
∂t
(ℓ1, t − τ1) =: f1(t − τ1), 0 < t < τ1,
(1.1)
where ρi(x) > 0 is the mass density of the ith string, σi(x) > 0 is the elastic modulus of the same string and the rigidity
coefficient qi(x) ≥ 0;αi, βi > 0, i = 0, 1 are fixed real numbers such that βi < αi, and τi > 0, i = 0, 1 are time delays. In
the present paper, we shall study the exponential stability of the system (1.1).
The rest of the paper is organized as follows. In Section 2, we discuss the well-posedness of system (1.1). In Section 3, our
attention focus on the spectral distribution of the operatorA determined by the system. Under certain conditions we prove
that the spectrum ofA distributes in a strip parallel to the imaginary axis. In the final section, we discuss the generation of
Riesz basis and the exponential stability of the system.
2. Well-posedness of the system
In this section, we shall devote to the well-posedness of system (1.1) in an appropriate Hilbert space. Let Hk(0, ℓi) (i =
1, 2, 3, k = 1, 2) be a Sobolev space.
Set X := {u = (ui)3i=1 ∈
3
i=1 H1(0, ℓi)|ui(0) = uj(0),∀i, j = 1, 2, 3; u3(ℓ3) = 0}, equip it with an inner product
⟨u, v⟩X =
3
i=1
 ℓi
0

σi(x)
dui(x)
dx
dvi
dx
(x)+ qi(x)ui(x)vi(x)

dx, ∀u, v ∈ X .
Assume that ρi(x), σi(x), qi(x) ∈ H2(0, ℓi), i = 1, 2, 3.
We introduce the auxiliary functions zi(s, t) = ∂u1∂t (ℓi, t−τis), s ∈ [0, 1], t > 0, i = 0, 1. Thus the function zi(s, t) satisfy
equation ∂zi
∂s (s, t) = −τi ∂zi∂t (s, t). System (1.1) can be rewritten in the following form
Y. Guo et al. / J. Math. Anal. Appl. 395 (2012) 727–746 729
ρi(x)
∂2ui
∂t2
(x, t)− ∂
∂x

σi(x)
∂ui
∂x
(x, t)

+ qi(x)ui(x, t) = 0, x ∈ (0, ℓi), i = 1, 2, 3, t > 0,
∂zi
∂s
(s, t)+ τi ∂zi
∂t
(s, t) = 0, s ∈ (0, 1), i = 0, 1, t > 0,
u1(0, t) = u2(0, t) = u3(0, t), t > 0,
3
i=1
σi(0)
∂ui
∂x
(0, t) = α0 ∂u1
∂t
(0, t)+ β0z0(1, t), t > 0,
σ1(ℓ1)
∂u1
∂x
(ℓ1, t) = −α1 ∂u1
∂t
(ℓ1, t)− β1z1(1, t), t > 0,
u3(ℓ3, t) = 0, ∂u2
∂x
(ℓ2, t) = 0, t > 0,
zi(0, t) = ∂u1
∂t
(ℓi, t), i = 0, 1, t > 0,
ui(x, 0) = ui0(x), ∂ui
∂t
(x, 0) = ui1(x), x ∈ (0, ℓi), i = 1, 2, 3,
zi(s, 0) = fi(−τis), s ∈ [0, 1], i = 0, 1.
(2.1)
We define the state space byH = X ×3i=1 L2(0, ℓi)× [L2(0, 1)]2 equipped with the norm
∥(u, v, z)∥2 =
3
i=1
 ℓi
0

σi(x)
dui(x)dx
2 + qi(x)|ui(x)|2 + ρi(x)|vi(x)|2

dx+
1
i=0
 1
0
|zi(s)|2ds
for any (u, v, z) ∈ H . Obviously, (H, ∥ · ∥) is a Hilbert space.
Define the operatorA inH by
A
u
v
z

=

v
1
ρi(x)

d
dx

σi(x)
dui(x)
dx

− qi(x)ui(x)
3
i=1
−

1
τi
dzi
ds
1
i=0
 , (2.2)
where
D(A) =

(u, v, z) ∈ X ∩
3
i=1
H2(0, ℓi)× X × [H1(0, 1)]2 :
3
i=1
σi(0)
dui
dx
(0) = α0v1(0)+ β0z0(1), du2dx (ℓ2) = 0,
σ1(ℓ1)
du1
dx
(ℓ1) = −α1v1(ℓ1)− β1z1(1), z0(0) = v1(0), z1(0) = v1(ℓ1).

. (2.3)
Then, we rewrite system (1.1) as an evolutionary equation inH as follows
dY (t)
dt
= AY (t), t > 0,
Y (0) = Y0,
(2.4)
where Y (t) = (u(·, t), ∂u
∂t (·, t), z)T , Y (0) = (U0,U1, {fi(−τi·)}1i=0)T ∈ H,U0 = {ui0}3i=1,U1 = {ui1}3i=1 are given.
To obtain the well-posedness of system (1.1), we shall show that A generates a C0-semigroup of contractions inH . To
this end, notice that 0 < βi < αi, i = 0, 1 and here similar to the method used in [5,20] we choose positive real scalars
bi, i = 0, 1 such that
τiβi ≤ bi ≤ τi(2αi − βi), i = 0, 1. (2.5)
We now introduce another inner product onH defined by
⟨(u, v, z), (f , g, h)⟩H :=
3
i=1
 ℓi
0

σi(x)
dui(x)
dx
dfi(x)
dx
+ ρi(x)vi(x)gi(x)+ qi(x)ui(x)fi(x)

dx
+
1
i=0
bi
 1
0
zi(s)hi(s)ds
for any (u, v, z), (f , g, h) ∈ H . Obviously, this inner product is equivalent to the old one.
730 Y. Guo et al. / J. Math. Anal. Appl. 395 (2012) 727–746
Theorem 2.1. Let A be defined as (2.2)–(2.3). Then,A is a closed and densely defined linear dissipative operator inH .
Proof. It is easy to check thatA is a densely defined and closed linear operator inH . Here,weonly prove thatA is dissipative.
For any (u, v, z) ∈ D(A), we have
ℜ⟨A(u, v, z), (u, v, z)⟩H = 12
⟨A(u, v, z), (u, v, z)⟩H + ⟨(u, v, z),A(u, v, z)⟩H
= ℜ
3
i=1
 ℓi
0

σi(x)
dvi(x)
dx
dui(x)
dx
+ qi(x)vi(x)ui(x)+ vi(x)
×

d
dx

σi(x)
dui(x)
dx

− qi(x)ui(x)

dx−ℜ
1
i=0
bi
τi
 1
0
dzi(s)
ds
zi(s)ds
= ℜ
3
i=1

σi(ℓi)
dui
dx
(ℓi)vi(ℓi)− σi(0)duidx (0)vi(0)

− 1
2
1
i=0
bi
τi
(|zi(1)|2 − |zi(0)|2)
= −ℜ

[α1z1(0)+ β1z1(1)]z1(0)+ [α0z0(0)+ β0z0(1)]z0(0)

− 1
2
1
i=0
bi
τi
(|zi(1)|2 − |zi(0)|2)
≤ −
1
i=0
αi|zi(0)|2 + 12
1
i=0
βi[|zi(1)|2 + |zi(0)|2] − 12
1
i=0
bi
τi
(|zi(1)|2 − |zi(0)|2)
≤ −1
2
1
i=0

2αi − βi − bi
τi

|zi(0)|2 +

bi
τi
− βi

|zi(1)|2

≤ 0,
the last inequality is owed to (2.5). The desired result follows. 
The following theorem is necessary when we discuss the spectral distribution, which describes some basic properties of
A, whose proof is somewhat similar to the one used in [5,20].
Theorem 2.2. Let A be defined by (2.2)–(2.3). Then 0 ∈ ρ(A) andA−1 is compact inH . Hence,A generates a C0-semigroup of
contractions inH .
Proof. We first show that A−1 exists. To this end, let (u, v, z) ∈ D(A) such that A(u, v, z) = 0. Then v = 0, z = 0 and
ui(x) satisfies
d
dx

σi(x)
dui(x)
dx

− qi(x)ui(x) = 0, x ∈ (0, ℓi), i = 1, 2, 3, (2.6)
u1(0) = u2(0) = u3(0), (2.7)
3
i=1
σi(0)
dui
dx
(0) = 0, (2.8)
dui
dx
(ℓi) = 0, i = 1, 2, (2.9)
u3(ℓ3) = 0. (2.10)
Multiplying Eq. (2.6) by ui, integrating over the interval [0, ℓi] and sum them up for i = 1, 2, 3, utilizing the conditions
(2.7)–(2.10), we deduce
0 =
3
i=1
 ℓi
0
d
dx

σi(x)
dui(x)
dx

ui(x)− qi(x)|ui(x)|2

dx
=
3
i=1
σi(x)
dui(x)
dx
ui(x)
ℓi
0
−
3
i=1
 ℓi
0

σi(x)
dui(x)dx
2 + qi(x)|ui(x)|2

dx
= −
3
i=1
 ℓi
0

σi(x)
dui(x)dx
2 + qi(x)|ui(x)|2

dx.
Since σi(x) > 0, qi(x) ≥ 0, we deduce from above that ui(x) ≡ 0, i = 1, 2, 3, which implies (u, v, z) ≡ 0. SoA is injective.
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Next, we claim thatA is surjective. Indeed, for any (f , g, h) ∈ H,A(u, v, z) = (f , g, h) implies that
vi(x) = fi(x), x ∈ (0, ℓi), i = 1, 2, 3, (2.11)
d
dx

σi(x)
dui(x)
dx

− qi(x)ui(x) = gi(x)ρi(x), x ∈ (0, ℓi), i = 1, 2, 3, (2.12)
− 1
τi
dzi(s)
ds
= hi(s), s ∈ (0, 1), i = 0, 1, (2.13)
3
i=1
σi(0)
dui
dx
(0) = α0f1(0)+ β1z0(1), (2.14)
du2
dx
(ℓ2) = 0, u3(ℓ3) = 0, (2.15)
σ1(ℓ1)
du1
dx
(ℓ1) = −α1f1(ℓ1)− β1z1(1), (2.16)
z0(0) = v1(0) = f1(0), z1(0) = v1(ℓ1) = f1(ℓ1). (2.17)
From (2.14) and (2.17), we get
z0(s) = f1(0)− τ0
 s
0
h0(s)ds, z1(s) = f1(ℓ1)− τ1
 s
0
h1(s)ds.
In what follows, we shall seek for a solution to (2.12) which meets (2.14)–(2.16).
Multiply (2.12) by test functions φi(x) (i = 1, 2, 3), integrate them on the interval (0, ℓi) and use integration by parts in
x to get
3
i=1
 ℓi
0
gi(x)ρi(x)φi(x)dx =
3
i=1
 ℓi
0
d
dx

σi(x)
dui(x)
dx

φi(x)dx−
3
i=1
 ℓi
0
qi(x)ui(x)φi(x)dx
= −
3
i=1
 ℓi
0
σi(x)
dui(x)
dx
dφi(x)
dx
dx−
3
i=1
 ℓi
0
qi(x)ui(x)φi(x)dx
+
3
i=1
σi(x)
dui(x)
dx
φi(x)
ℓi
0
. (2.18)
For (u, v, z) ∈ D(A), we have
3
i=1
σi(x)
dui(x)
dx
φi(x)
ℓi
0
= σ1(ℓ1)du1dx (ℓ1)φ1(ℓ1)− φ1(0)
3
i=1
σi(0)
dui
dx
(0)
= −φ1(ℓ1)[α1f1(ℓ1)+ β1z1(1)] − φ1(0)[α0f1(0)+ βz0(1)].
Now we define a bilinear function B(w, z) on X by
B[w, z] =
3
i=1
 ℓi
0

σi(x)
dwi(x)
dx
dzi
dx
(x)+ qi(x)wi(x)zi(x)

dx, ∀w, z ∈ X .
Obviously,
|B[w, z]| ≤ M∥w∥X · ∥z∥X , w, z ∈ X,
whereM is a positive constant. Moreover, B is coercive since
B[w,w] =
3
i=1
 ℓi
0
σi(x)
dwi(x)dx
2 + qi(x)|wi(x)|2dx = ∥w∥2X , ∀w ∈ X .
If we choose φ(x) = {φi(x)}3i=1 ∈ [C∞0 (0, ℓi)]3 ∩ X ⊂ X , then there exists a unique solution u ∈ X of Eq. (2.18) by
Lax–Milgram’s lemma, where u = {ui(x)}3i=1 satisfies
d
dx

σi(x)
dui(x)
dx

= gi(x)ρi(x)+ qi(x)ui(x). (2.19)
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This implies that u ∈3i=1 H2(0, ℓi) and hence u ∈3i=1 H2(0, ℓi)∩X . Again we select special φi(x), insert (2.19) into (2.18)
and observe that
3
i=1
σi(0)
dui
dx
(0) = −α0f1(0)− β0z0(1),
du1
dx
(ℓ1) = α1f1(ℓ1)+ β1z1(1).
Up until now, we have found (u, v, z) = (u, f , z) ∈ D(A) and (u, v, z) satisfies equationA(u, v, z) = (f , g, h). So,A is a
surjective operator. As a result of the Inverse Operator Theorem,A−1 is continuous, which indicates that 0 ∈ ρ(A). Hence,
the Lumer–Phillips Theorem (see [25]) asserts thatA generates a C0 semigroup of contractions onH . Moreover, in view of
D(A) ⊂3i=1 H2(0, ℓi)× X × H1(0, 1)2,A−1 is compact onH owing to Sobolev’s Embedding Theorem. 
The above two theorems together with semigroup theory yield the following results.
Corollary 2.1. System (2.4) is well-posed inH .
Corollary 2.2. The spectrum of A consists of all isolated eigenvalues of finite multiplicity [26].
3. Eigenvalue problem ofA
In order to investigate the properties of the semigroup generated byA, we need to find out some spectral properties of
A. In this section, we shall calculate the spectrum ofA. According to Corollary 2.2, the spectrum ofA consists of all isolated
eigenvalues. Therefore, we only need to discuss the eigenvalue problem ofA.
Let λ ∈ C, we consider the existence of a nonzero solution to the equation
(λI −A)(u, v, z) = 0, (u, v, z) ∈ D(A).
From it we have λzi + 1τi
dzi
ds = 0, i = 0, 1, which implies zi(s) = zi(0)e−λτis.
More precisely,
z0(s) = v1(0)e−λτ0s, z1(s) = v1(ℓ1)e−λτ1s, (3.1)
since z0(0) = v1(0) and z1(0) = v1(ℓ1).
Again, from (λI − A) (u, v, z) = 0 as well as (3.1), we have v = λu and u = (ui)3i=1 satisfies the following boundary
eigenvalue problem:
λ2ui(x)− 1
ρi(x)

d
dx

σi(x)
dui(x)
dx

− qi(x)ui(x)

= 0, x ∈ (0, ℓi), i = 1, 2, 3, (3.2)
σ1(ℓ1)
du1
dx
(ℓ1) = −λu1(ℓ1)[α1 + β1e−λτ1 ], (3.3)
du2
dx
(ℓ2) = 0, (3.4)
u3(ℓ3) = 0, (3.5)
u1(0) = u2(0) = u3(0), (3.6)
3
i=1
σi(0)
dui
dx
(0) = λu1(0)[α0 + β0e−λτ0 ]. (3.7)
Due to the variable coefficients in (3.2), we cannot get an explicit expression of its solution. Indeed, in our analysis we do
not need an exact expression of the solution and only need an asymptotic expression of the solution in λ of (3.2)–(3.7).
To obtain an asymptotic expression of the solution, we will introduce some new functions to transform the family of
Eqs. (3.2)–(3.7) into a standard form.
At first, we expand (3.2) to the following equation
λ2
ρi(x)
σi(x)
ui(x)− 1
σi(x)
dσi
dx
(x)
dui(x)
dx
− d
2ui
dx2
(x)+ qi(x)
σi(x)
ui(x) = 0, i = 1, 2, 3. (3.8)
Then we define a new independent variable ξi(x) :=
 x
0

ρi(θ)
σi(θ)
dθ, x ∈ (0, ℓi) and a new function
wi(ξi) := 1√
x′(ξi)

σi(x(ξi))ui(x(ξi)), (3.9)
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where x(ξi) is the inverse function of ξi(x) and the prime denotes the derivative with respect to ξi. Furthermore, we set
mi :=
 ℓi
0

ρi(θ)
σi(θ)
dθ, (3.10)
φi(ξi) := −34 (x
′(ξi))−2(x′′(ξi))2 + 12 (x
′(ξi))−1x′′′(ξi), (3.11)
bi(x) := −
1
4

dσi
dx (x)
σi(x)
2
− 1
2
 d2σidx2
σi
 (x)− qi(x)
σi(x)
 σi(x)
ρi(x)
, i = 1, 2, 3. (3.12)
After inserting (3.9), (3.11) and (3.12) into (3.8) as well as (3.3)–(3.7), we obtain the following desired forms
w′′i (ξi)− λ2wi(ξi) = [bi(x(ξi))− φi(ξi)]wi(ξi), ξi ∈ (0,mi), i = 1, 2, 3, (3.13)
σ1(ℓ1)w
′
1(m1)+

c1(ℓ1)+ λ

ρ1(ℓ1)
σ1(ℓ1)
−1/2
(α1 + β1e−λτ1)

w1(m1) = 0, (3.14)
σ2(ℓ2)w
′
2(m2)+ c2(ℓ2)w2(m2) = 0, (3.15)
w3(m3) = 0, (3.16)
(ρ1(0)σ1(0))−1/4w1(0) = (ρ2(0)σ2(0))−1/4w2(0) = (ρ3(0)σ3(0))−1/4w3(0), (3.17)
3
i=1
[ρi(0)σi(0)]1/4w′i(0)+
3
i=1
di(0)wi(0) = λ (ρ1(0)σ1(0))−1/4 [α0 + β0e−λτ0 ]w1(0), (3.18)
where
ci(x) := 14

σi(x)
ρi(x)
−1
σi(x)

σi
ρi

x
(x)− 1
2
σix(x)

ρi(x)
σi(x)
−1/2
, i = 1, 2, (3.19)
di(x) := 14σi(x)
1/2

σi(x)
ρi(x)
−5/4 
σi
ρi

x
(x)− 1
2
σix(x) (ρi(x)σi(x))−1/4 , i = 1, 2, 3. (3.20)
Obviously, the eigenvalue problem of (3.2)–(3.7) is equivalent to that of (3.13)–(3.18).
We are now in a position to determine the eigenvalues of A. In other words, we will determine the eigenvalues of
(3.13)–(3.18). According to the theory of ordinary differential equations, there exist two linear independent solutions
Fi(λ, ξi) and Ψi(λ, ξi) to (3.13). The general solutions to (3.13) are of the form
wi(ξ) = a(1)i Fi(λ, ξi)+ a(2)i Ψi(λ, ξi), i = 1, 2, 3.
Substituting them into (3.14)–(3.18) leads to an algebraic equation

A11 A12 0 0 0 0
0 0 A23 A24 0 0
0 0 0 0 F3(λ,m3) ψ3(λ,m3)
A41 A42 A43 A44 0 0
0 0 A53 A54 A55 A56
A61 A62 A63 A64 A65 A66


a(1)1
a(2)1
a(1)2
a(2)2
a(1)3
a(2)3
 = 0,
where
A11 = σ1(ℓ1)F ′1(λ,m1)+

c1(ℓ1)+ λ

ρ1(ℓ1)
σ1(ℓ1)
− 12
(α1 + β1e−λτ1)

F1(λ,m1),
A12 = σ1(ℓ1)ψ ′1(λ,m1)+

c1(ℓ1)+ λ

ρ1(ℓ1)
σ1(ℓ1)
− 12
(α1 + β1e−λτ1)

ψ1(λ,m1),
A23 = σ2(ℓ1)F ′2(λ,m2)+ c2(ℓ2)F2(λ,m2), A24 = σ2(ℓ1)ψ ′2(λ,m2)+ c2(ℓ2)ψ2(λ,m2),
A41 = (ρ1(0)σ1(0))− 14 F1(λ, 0), A42 = (ρ1(0)σ1(0))− 14ψ1(λ, 0),
A43 = −(ρ2(0)σ2(0))− 14 F2(λ, 0), A44 = −(ρ2(0)σ2(0))− 14ψ2(λ, 0),
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A53 = (ρ2(0)σ2(0))− 14 F2(λ, 0), A54 = (ρ2(0)σ2(0))− 14ψ2(λ, 0),
A55 = −(ρ3(0)σ3(0))− 14 F3(λ, 0), A56 = −(ρ3(0)σ3(0))− 14ψ3(λ, 0),
A61 = (ρ1(0)σ1(0)) 14 F ′1(λ, 0)+

d1(0)− λ(ρ1(0)σ1(0))− 14 (α0 + β0e−λτ0)

F1(λ, 0),
A62 = (ρ1(0)σ1(0)) 14ψ ′1(λ, 0)+

d1(0)− λ(ρ1(0)σ1(0))− 14 (α0 + β0e−λτ0)

ψ1(λ, 0),
A63 = (ρ2(0)σ2(0)) 14 F ′2(λ, 0)+ d2(0)F2(λ, 0), A64 = (ρ2(0)σ2(0))
1
4ψ ′2(λ, 0)+ d2(0)ψ2(λ, 0),
A65 = (ρ3(0)σ3(0)) 14 F ′3(λ, 0)+ d3(0)F3(λ, 0), A66 = (ρ3(0)σ3(0))
1
4ψ ′3(λ, 0)+ d3(0)ψ3(λ, 0).
Denoting by δ(λ) the above coefficients matrix, we have the following result.
Proposition 3.1. λ ∈ C is an eigenvalue of A if and only if λ is a zero point of the determinant of the coefficient matrix δ(λ).
To analyze the asymptotic spectrum of A, we shall use the asymptotic analysis technique. For λ ∈ C with |λ| ≥ δ >
0, Fi(λ, ξi) and Ψi(λ, ξi) have the asymptotic expressions (see, [27, Theorem 1, p. 49]):
Fi(λ, ξi) = eλξi

1+ O

1
λ

, Ψi(λ, ξi) = e−λξi

1+ O

1
λ

, (3.21)
F ′i (λ, ξi) = λeλξi

1+ O

1
λ

, Ψ ′i (λ, ξi) = λe−λξi

−1+ O

1
λ

. (3.22)
Therefore, the general solution of Eq. (3.13) can be asymptotically expressed as
wi(λ, ξi) = Ai(λ)Fi(λ, ξi)+ Bi(λ)Ψi(λ, ξi)
= Ai(λ)eλξi

1+ O

1
λ

+ Bi(λ)e−λξi

1+ O

1
λ

, (3.23)
with derivative
w′i(λ, ξi) = λAi(λ)eλξi

1+ O

1
λ

− λBi(λ)e−λξi

1+ O

1
λ

,
where Ai(λ) and Bi(λ) are coefficients dependent on λ. By using the notations
[a]1 = a+ O

1
λ

, k :=
√
σ1(ℓ1)√
ρ1(ℓ1)
, k˜i := (σi(0)ρi(0))−1/4 , i = 1, 2, 3,
h−i :=
3
√
σi(0)ρi(0)− α0
3 4
√
ρi(0)σi(0)
= 3− α0k˜
2
i
3k˜i
,
h+i :=
3
√
σi(0)ρi(0)+ α0
3 4
√
ρi(0)σi(0)
= 3+ α0k˜
2
i
3k˜i
, i = 1, 2, 3,
we obtain the asymptotic expression ∆(λ) to the coefficient matrix δ(λ) of those equations, which can be resulted from
inserting (3.23) into (3.14)–(3.18). In fact,∆(λ) =
λeλ(m1−τ1)[β1k]1 + λeλm1 [α1k+ σ1(ℓ1)]1 0 0
0 λ[σ2(ℓ2)]1eλm2 0
0 0 eλm3 [1]1
k˜1

1
−[k˜2]1 0
k˜1

1
0 −[k˜3]1
−λe−λτ0

β0
3
k˜1

1
+ λ[h−1 ]1 −λe−λτ0

β0
3
k˜2

1
+ λ[h−2 ]1 −λe−λτ0

β0
3
k˜3

1
+ λ[h−3 ]1
λeλ(−τ1−m1)[β1k]1 + λe−λm1 [α1k− σ1(ℓ1)]1 0 0
0 λ[−σ2(ℓ2)]1e−λm2 0
0 0 e−λm3 [1]1
k˜1

1
−[k˜2]1 0
k˜1

1
0 −[k˜3]1
−λe−λτ0

β0
3
k˜1

1
− λ[h+1 ]1 −λe−λτ0

β0
3
k˜2

1
− λ[h+2 ]1 −λe−λτ0

β0
3
k˜3

1
− λ[h+3 ]1

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=:
a11 + b11 0 0 a14 + b14 0 0
· · · · · · · · · · · · · · · · · ·
a61 + b61 a62 + b62 a63 + b63 a64 + b64 a65 + b65 a66 + b66

. (3.24)
Thereby, det∆(λ) = |∆(λ)|
=
a11 0 0 a14 0 0· · · · · · · · · · · · · · · · · ·a61 a62 a63 a64 a65 a66
+
a11 0 0 a14 0 0· · · · · · · · · · · · · · · · · ·b61 b62 b63 b64 b65 b66

+
b11 0 0 b14 0 0· · · · · · · · · · · · · · · · · ·a61 a62 a63 a64 a65 a66
+
b11 0 0 b14 0 0· · · · · · · · · · · · · · · · · ·b61 b62 b63 b64 b65 b66

=: |A1| + |A2| + |B1| + |B2|.
A direct calculation gives
|A1| = −λ3e−λ(τ0+τ1)

kσ2(ℓ2)β0β1
3
i=1
k˜i

1

eλ
3
i=1 mi + e−λ
3
i=1 mi

+ o

λ2e−λ(τ0+τ1) cosh

λ
3
i=1
mi

,
|A2| = −λ3e−λτ1 [kσ2(ℓ2)β1]1

eλ
3
i=1 mi

3
i=1
3
j=1,j≠i
k˜jh+i

1
+ e−λ
3
i=1 mi

3
i=1
3
j=1,j≠i
k˜jh−i

1

+ o

λ2e−λτ1 cosh

λ
3
i=1
mi

,
|B1| = −λ3e−λτ0

β0
3
i=1
k˜i

1

eλ
3
i=1 mi [(α1k+ σ1(ℓ1))σ2(ℓ2)]1 + e−λ
3
i=1 mi [(α1k− σ1(ℓ1))σ2(ℓ2)]1

+ o

λ2e−λτ0 cosh

λ
3
i=1
mi

,
|B2| = −λ3eλ
3
i=1 mi [(α1k+ σ1(ℓ1))σ2(ℓ2)]1

3
i=1
3
j=1,j≠i
k˜jh+i

1
− λ3e−λ
3
i=1 mi [(α1k− σ1(ℓ1))σ2(ℓ2)]1
×

3
i=1
3
j=1,j≠i
k˜jh−i

1
+ o

λ2 cosh

λ
3
i=1
mi

,
where the expression in the form o(α(λ))means some function satisfying lim|λ|→+∞ o(α(λ))α(λ) = 0. Hence, we have
limℜλ→−∞
det∆(λ)
λ3e
−λ

3
i=1
mi+τ0+τ1
 = −kσ2(ℓ2)β0β1
3
i=1
k˜i ≠ 0, (3.25)
limℜλ→+∞
det∆(λ)
λ3e
λ
3
i=1
mi
= −[α1k+ σ1(ℓ1)]σ2(ℓ2)

3
i=1
3
j=1,j≠i
k˜jh+i

≠ 0. (3.26)
Theorem 3.1. Let A be defined by (2.2)–(2.3). Then the spectrum of A distributes in a strip parallel to the imaginary axis.
Moreover, σ(A) is a union of finitely many separable sets.
Proof. The spectrum of A distributes in a strip parallel to the imaginary axis is a direct result of (3.25) and (3.26), which
implies that |∆(λ)| is a sine-type function in λ. Then the conclusion follows from the Levin lemma [28]. 
4. The basis property and the exponential stability of the system
In this section, we shall establish the Riesz basis property and exponential stability of the system (2.4). To show the Riesz
basis property of system (2.4), verification of the completeness about generalized eigenvectors ofA inH is necessary. The
following proposition gives a sufficient condition, which comes from [6].
Proposition 4.1. LetA be the generator of a C0-semigroup in aHilbert spaceH . Assume thatA is discrete and for λ ∈ ρ(A∗) (A∗
is the adjoint operator of A), R(λ,A∗) is of the form
R(λ,A∗)x = G(λ)x
F(λ)
, ∀x ∈ H,
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where for each x ∈ H,G(λ)x is aH-valued entire function with order less than or equal to ρ1 and F(λ) is a scalar entire function
of order ρ2. Let ρ = max{ρ1, ρ2} <∞ and n ∈ N such that n− 1 ≤ ρ < n. If there are n+ 1 rays γj, j = 0, 1, . . . , n on the
complex plane satisfying
arg γ0 = π2 < arg γ1 ≤ arg γ2 ≤ · · · ≤ arg γn =
3π
2
and
arg γj+1 − arg γj ≤ πn , 0 ≤ j ≤ n− 1
such that R(λ,A∗)x is bounded on each ray γj, 0 ≤ j ≤ n as |λ| → ∞,∀x ∈ H , then Sp(A) = Sp(A∗) = H , where Sp(A) is
the closed subspace spanned by all generalized eigenvectors of A.
Using Proposition 4.1, we can prove the following result.
Theorem 4.1. All (generalized) eigenvectors of A are complete inH .
Proof. We verify the assertion by three steps.
Step 1. Given arbitrary (f , g, p) ∈ H, ∥R(λ,A∗) (f , g, p)∥ is bounded as λ→−∞.
We define an auxiliary operatorA0 byA0(u, v, z) := A(u, v, z), (u, v, z) ∈ D(A0)with domain
D(A0) =

(u, v, z) ∈ X ∩
3
i=1
H2(0, ℓi)× X × H1(0, 1)2 :
3
i=1
σi(0)
dui
dx
(0) = 0; dui
dx
(ℓi) = 0; i = 1, 2; z0(0) = v1(0), z1(0) = v1(ℓ1).
 .
Then,A0 is a skew-adjoint operator inH and hence ∥R(λ,A∗0)∥ ≤ 1|λ| ,∀λ ∈ R \ {0}.
Let λ ∈ ρ(A∗) ∩ ρ(A∗0) ∩ R− and (f , g, p) ∈ H , we write
(u, v, z) := R(λ,A∗0)(f , g, p), (w, η, r) := R(λ,A∗)(f , g, p)− (u, v, z), (4.1)
whereA∗ is given by
A∗
u
v
z

=

−v
− 1
ρi(x)

d
dx

σi(x)
dui(x)
dx

− qi(x)ui(x)
3
i=1
1
τi
dzi
ds
1
i=0

and
D(A∗) =

(u, v, z) ∈ X ∩
3
i=1
H2(0, ℓi)× X × H2(0, 1)2 :
3
i=1
σi(0)
dui
dx
(0) = −α0v1(0)− β0z0(1), du2dx (ℓ2) = 0,
σ1(ℓ1)
du1
dx
(ℓ1) = α1v1(ℓ1)+ β1z1(1), z0(0) = v1(0), z1(0) = v1(ℓ1)

.
Thus, we have
∥R(λ,A∗)(f , g, p)∥ = ∥(w, η, r)+ (u, v, z)∥ ≤ ∥(w, η, r)∥ + ∥(u, v, z)∥ ≤ ∥(w, η, r)∥ + 1|λ| ∥(f , g, p)∥,
which implies that the conclusion is true provided that ∥(w, η, r)∥ is bounded as λ→−∞.
A direct calculation shows that (w, η, r) satisfies the following differential equations
−η = λw,
− 1
ρi(x)

d
dx

σi(x)
dwi(x)
dx

− qi(x)wi(x)
3
i=1
= λη,
1
τi
dri
ds
1
i=0
= λr(s),
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with appropriate boundary conditions. Then,
ℜ(λ∥(w, η, r)∥2) = ℜ⟨λ(w, η, r), (w, η, r)⟩
=

−η,

− 1
ρi(x)

d
dx

σi(x)
dwi(x)
dx

− qi(x)wi(x)
3
i=1
,

1
τi
dri(s)
ds
1
i=0

, (w, η, r)

= −
3
i=1
 ℓi
0

σi(x)
dηi(x)
dx
dwi(x)
dx
+ qi(x)ηi(x)wi(x)+ ηi(x)

d
dx

σi(x)
dwi(x)
dx

− qi(x)wi(x)

dx
+
1
i=0
bi
τi
 1
0
dri(s)
ds
ri(s)ds
= −
3
i=1
 ℓi
0
σi(x)
dηi
dx
dwi
dx
dx+ σi(x) dwidx ηi(x)
ℓi
0
−
 ℓi
0
σi(x)
dwi
dx
dηi
dx
dx

+ 1
2
1
i=0
bi
τi
|ri(s)|2
1
0
= −
3
i=1

σi(ℓi)
dwi
dx
(ℓi)ηi(ℓi)− σi(0)dwidx (0)ηi(0)

+ 1
2
1
i=0
bi
τi
(|ri(1)|2 − |ri(0)|2)
=: −I1 + 12 I2. (4.2)
We will calculate I1 and I2. According to (4.1), (w + u, η + v, r + z) ∈ D(A∗) and (u, v, z) ∈ D(A0). Thus,
η = −λw, v = −λu+ f ,
z0(s) = eλτ0η

v1(0)− τ0
 s
0
e−λτ0hp0(h)dh

, s ∈ (0, 1);
z1(s) = eλτ1s

v1(ℓ1)− τ1
 s
0
e−λτ1hp1(h)dh

, s ∈ (0, 1);
r0(s) = η(0)eτ0λs = −λw(0)eτ0λs, s ∈ (0, 1);
r1(s) = η1(ℓ1)eτ1λs = −λw1(ℓ1)eτ1λs, s ∈ (0, 1),
wherew = (wi(x))3i=1 satisfies the following equations
−λ2wi(x)+ 1
ρi(x)

d
dx

σi(x)
dwi(x)
dx

− qi(x)wi(x)

= 0, x ∈ (0, ℓi), i = 1, 2, 3, (4.3)
σ1(ℓ1)
dw1
dx
(ℓ1) = (α1 + β1eλτ1){−λ[w1(ℓ1)+ u1(ℓ1)] + f1(ℓ1)} − τ1β1eλτ1
 1
0
e−λτ1hp1(h)dh, (4.4)
dw2
dx
(ℓ2) = 0, (4.5)
w3(ℓ3) = 0, (4.6)
w1(0) = w2(0) = w3(0), (4.7)
3
i=1
σi(0)
dwi
dx
(0) = (α0 + β0eλτ0){λ[w1(0)+ u1(0)] − f1(0)} + τ0β0eλτ0
 1
0
e−λτ0hp0(h)dh. (4.8)
Consequently,
I1 =
3
i=1

σi(ℓi)
dwi
dx
(ℓi)ηi(ℓi)− σi(0)dwidx (0)ηi(0)

= λ2(α1 + β1eλτ1)|w1(ℓ1)|2 + λ(α1 + β1eλτ1)[λu1(ℓ1)− f1(ℓ1)]w1(ℓ1)
+ λβ1τ1eλτ1
 1
0
e−λτ1hp1(h)dhw1(ℓ1)+ λ2(α0 + β0eτ0λ)|w1(0)|2
+ λ(α0 + β0eτ0λ)[λu1(0)− f1(0)]w1(0)+ λβ0τ0eλτ0
 1
0
e−λτ0hp0(h)dhw1(0)
≤

(α1 + β1eλτ1)+ (α1 + β1eτ1λ)+ β1τ12 e
λτ1

λ2|w1(ℓ1)|2 +

(α1 + β1eτ1λ)+ τ1β1eλτ1
 ∥(f , g, p)∥2
+

(α0 + β0eλτ0)+ (α0 + β0eτ0λ)+ β0τ02 e
λτ0

λ2|w1(0)|2 +

(α0 + β0eτ0λ)+ τ0β0eλτ0
 ∥(f , g, p)∥2,
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I2 =
1
i=0
bi
τi
(|ri(1)|2 − |ri(0)|2) = b0
τ0
|η1(0)|2(e2λτ0 − 1)+ b1
τ1
|η1(ℓ1)|2(e2λτ1 − 1)
= b0λ
2
τ0
|w1(0)|2(e2λτ0 − 1)+ b1λ
2
τ1
|w1(ℓ1)|2(e2λτ1 − 1).
Therefore,
∥(w, η, r)∥2 = 1
λ

−I1 + 12 I2

≤ −

2(α1 + β1eλτ1)+ β1τ12 e
λτ1

λ|w1(ℓ1)|2
− 1
λ

(α1 + β1eλτ1)+ τ1β1eλτ1
 ∥(f , g, p)∥2
−

2(α0 + β0eλτ0)+ β0τ02 e
λτ0

λ|w1(0)|2
− 1
λ

(α0 + β0eλτ0)+ τ0β0eλτ0
 ∥(f , g, p)∥2
+ λ
2τ0
|w1(0)|2(e2λτ0 − 1)+ λ2τ1 |w1(ℓ1)|
2(e2λτ1 − 1). (4.9)
Inequality (4.9) indicates that the assertion will be verified if |w1(0)|2 and |w1(ℓ1)|2 can be estimated appropriately. Define
hi(ξi) := 4

ρi(x(ξi))σi(x(ξi))wi(x(ξi)), (4.10)
where x(ξi) is the inverse function of ξi(x) and ξi(x) :=
 x
0

ρi(t)
σi(t)
dt . Thenwe only need to estimate the values of h1(ξ1) at the
two endpoints since ρ1(x) and σ1(x) are known functions. To this end, the main idea is to obtain the asymptotic expression
of h1(ξ1) by applying the asymptotic analysis technique that used in Section 3 and then utilize the Cramer’s rule.
Inserting (4.10) into (4.3)–(4.8), we get
h′′i (ξi)− λ2hi(ξi) = [bi(ξi)− φi(ξi)]hi(ξi), ξi ∈ (0,mi), i = 1, 2, 3, (4.11)
h′1(m1)+

cˆ1(ℓ1)+ λ(α1 + β1eλτ1)[ρ1(ℓ1)σ1(ℓ1)]−1/2

h1(m1)
= [ρ1(ℓ1)σ1(ℓ1)]−1/4

(α1 + β1eλτ1)[f1(ℓ1)− λu1(ℓ1)] − β1τ1eλτ1
 1
0
e−λτ1hp1(h)dh

, (4.12)
h′2(m2)+ cˆ2(ℓ2)h2(m2) = 0, (4.13)
h3(m3) = 0, (4.14)
[ρ1(0)σ1(0)]−1/4h1(0) = [ρ2(0)σ2(0)]−1/4h2(0) = [ρ3(0)σ3(0)]−1/4h3(0), (4.15)
3
i=1
[ρi(0)σi(0)]1/4h′i(0)+
3
i=1

dˆi(0)− λ(α0 + β0eλτ0)[ρi(0)σi(0)]−1/4

hi(0)
= −(α0 + β0eλτ0)[−λu1(0)+ f1(0)] + τ0β0eλτ0
 1
0
e−λτ0hp0(h)dh, (4.16)
where bi(x(ξi)), φi(ξi) andmi are given by (3.12), (3.11) and (3.10) respectively, and
cˆi(x) = −12 [σi(x)]x[σi(x)ρi(x)]
−1/2 + (σi)xρi − ρi(σi)x
4σi(x)ρi(x)
, i = 1, 2,
dˆi(x) = −12 [σi(x)]x[σi(x)ρi(x)]
−1/4 + (σi)xρi − ρi(σi)x
4[σi(x)ρi(x)]3/4 , i = 1, 2, 3.
Again applying the theorem in [27, p. 49] to Eq. (4.11), we get the asymptotical expression of the general solution hi(λ, ξi)
to (4.11)
hi(λ, ξi) = Ai(λ)eλξi

1+ O

1
λ

+ Bi(λ)e−λξi

1+ O

1
λ

=: Ai(λ)eλξi [1]1 + Bi(λ)e−λξi [1]1, ξi ∈ (0,mi), i = 1, 2, 3, (4.17)
where [1]1 = 1+ O
 1
λ

.
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Substitute (4.17) into (4.12)–(4.16), then apply the Cramer’s rule to A1(λ) and B1(λ). A complicated calculation gives
A1(λ) = − α0k˜2k˜3u1(0)
α0
3
i=1
k˜i −
3
i=1
k˜i
3
j=1,j≠i
k˜j
+ o(1),
B1(λ) = kˆα1e
λm1u1(ℓ1)
−1+ α1kˆ
+ o(eλm1).
Consequently,
h1(0) = A1(λ)[1]1 + B1(λ)[1]1
= −

α0k˜2k˜3u1(0)
α0
3
i=1
k˜i −
3
i=1
k˜i
3
j=1,j≠i
k˜j
+ o(1)
 [1]1 +

kˆα1eλm1u1(ℓ1)
−1+ α1kˆ
+ o(eλm1)

[1]1
= − α0k˜2k˜3u1(0)
α0
3
i=1
k˜i −
3
i=1
k˜i
3
j=1,j≠i
k˜j
+ kˆα1e
λm1u1(ℓ1)
−1+ α1kˆ
+ [u1(0)+ eλm1u1(ℓ1)]O

1
λ

+ o(eλm1),
h1(m1) = A1(λ)eλm1 [1]1 + B1(λ)e−λm1 [1]1
= −

α0k˜2k˜3u1(0)
α0
3
i=1
k˜i −
3
i=1
k˜i
3
j=1,j≠i
k˜j
+ o(1)
 e
λm1 [1]1 +

kˆα1eλm1u1(ℓ1)
−1+ α1kˆ
+ o(eλm1)

e−λm1 [1]1
= − α0k˜2k˜3e
λm1u1(0)
α0
3
i=1
k˜i −
3
i=1
k˜i
3
j=1,j≠i
k˜j
+ kˆα1u1(ℓ1)−1+ α1kˆ
+ [u1(0)+ u1(ℓ1)]O

1
λ

+ o

1
λ

+ o(1).
Up until now, for λ < 0, we obtain
|h1(0)| ≤ α0k˜2k˜3|u1(0)|α0 3i=1 k˜i − 3i=1 k˜i 3j=1,j≠i k˜j

+ kˆα1|u1(ℓ1)|| − 1+ α1kˆ|
+ [|u1(0)| + |u1(ℓ1)|]O

1
λ

+ o

1
λ

+ o(1)
≤ α0k˜2k˜3α0 3i=1 k˜i − 3i=1 k˜i 3j=1,j≠i k˜j

· 1|λ| ∥(f , g, p)∥ +
kˆα1
| − 1+ α1kˆ|
· 1|λ| ∥(f , g, p)∥
+ o

1
λ

+ O

1
λ2

∥(f , g, p)∥ + o(1)
=

1+ 1|λ|

O

1
λ

∥(f , g, p)∥ = O

1
λ

∥(f , g, p)∥, (4.18)
|h1(m1)| ≤ α0k˜2k˜3e
λm1α0 3i=1 k˜i − 3i=1 k˜i 3j=1,j≠i k˜j

· 1|λ| ∥(f , g, p)∥ +
kˆα1
| − 1+ α1kˆ|
· 1|λ| ∥(f , g, p)∥
+ o

1
λ

+ O

1
λ2

∥(f , g, p)∥ + o(1)
=

1+ eλm1 + 1|λ|

O

1
λ

∥(f , g, p)∥
= O

1
λ

∥(f , g, p)∥. (4.19)
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By inserting Eqs. (4.18)–(4.19) into Eq. (4.9), we get
∥(w, η, r)∥2 ≤

−2(α1 + β1eλτ1)− β1τ12 e
λτ1 + λ
2τ1
(e2λτ1 − 1)

λkˆ|h1(m1)|2 − 1
λ

(α1 + β1eλτ1)+ τ1β1eλτ1

×∥(f , g, p)∥2 +

−2(α0 + β0eλτ0)− β0τ02 e
λτ0 + λ
2τ0
(e2λτ0 − 1)

λk˜2|h1(0)|2
− 1
λ

(α0 + β0)+ τ0β0eλτ0

=

−2α1 + O(eλτ1)− λ2τ1

λO

1
λ2

∥(f , g, p)∥2 − 1
λ

α1 + O(eλτ1)
 ∥(f , g, p)∥2
+

−2α0 + O(eλτ0)− λ2τ0

λO

1
λ2

∥(f , g, p)∥2 − 1
λ

α0 + O(eλτ0)
 ∥(f , g, p)∥2
=

C + O

1
λ

∥(f , g, p)∥2,
where C is a positive constant. Therefore,
∥R(λ,A∗)(f , g, p)∥ ≤ ∥(w, η, r)∥ + ∥R(λ,A∗0)(f , g, p)∥
≤

C + O

1
λ
1/2
+ 1|λ|

∥(f , g, p)∥,
which implies ∥R(λ,A∗) (f , g, p)∥ is bounded as λ→−∞.
Step 2.
R(λ,A∗)(f , g, p) = H(λ; f , g, p)
M(λ)
,
where H(λ; f , g, p) is a H-value entire function of exponential type of finite order at most 1 and M(λ) is a scalar entire
function of order 1.
In fact, let λ ∈ ρ(A∗), λ ≠ 0. For any (f , g, p) ∈ H , denote (u˜, v˜, z˜) := (λI − A∗)−1(f , g, p), which indicates
(u˜, v˜, z˜) ∈ D(A∗) and
v˜i(x) = fi(x)− λu˜i(x), x ∈ (0, ℓi), i = 1, 2, 3,
λv˜i(x)+ 1
ρi(x)

d
dx

σi(x)
du˜i(x)
dx

− qi(x)u˜i(x)

= gi(x), x ∈ (0, ℓi), i = 1, 2, 3,
λz˜i(s)− 1
τi
dz˜i(s)
ds
= pi, s ∈ (0, 1), i = 0, 1.
Setting
h˜i(ξi) := (ρiσi)1/4(x(ξi))u˜i(x(ξi)),
where ξi, i = 1, 2, 3 is defined as before, we can change above equations into the following forms in a more precise way.
h˜′′i (ξi)− λ2h˜i(ξi)+ b˜i(x(ξi))h˜i(ξi) = [ρi(x(ξi))σi(x(ξi))]1/4[gi(x(ξi))− λfi(x(ξi))], ξi ∈ (0,mi), i = 1, 2, 3, (4.20)
h˜′1(m1)+ [c˜1(ℓ1)+ λ(ρ1σ1)−1/2(ℓ1)(α1 + β1eλτ1)]h˜1(m1)
= (ρ1σ1)−1/4(ℓ1)

(α1 + β1eλτ1)f1(ℓ1)+ β1eλτ1
 1
0
p1(η)e−λτ1ηdη

, (4.21)
h˜′2(m2)+ c˜2(ℓ2)h˜2(m2) = 0, (4.22)
h˜3(m3) = 0, (4.23)
(ρ1(0)σ1(0))−1/4h˜1(0) = (ρ2(0)σ2(0))−1/4h˜2(0) = (ρ3(0)σ3(0))−1/4h˜3(0), (4.24)
3
i=1

ρi(0)
σi(0)
1/4
h˜′i(0)+
3
i=1
d˜i(0)h˜i(0)+ λ3 (α0 + β0)
3
i=1

ρi(0)
σi(0)
−1/4
h˜i(0)
= −(α0 + β0)f1(0)− τβ0
 1
0
p1(η)e−λτ(1−η)dη, (4.25)
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where
b˜i(x) = 516 (ρiσi)
−9/4(x)(ρiσi)2x(x)−
1
4
(ρiσi)
−5/4(x)(ρiσi)xx(x)+ qi(x)(ρiσi)−1/4(x)σ−1i (x), i = 1, 2, 3,
c˜i(x) = −14 (ρiσi)
−3/2 (x) (ρiσi)x (x)σi(x), i = 1, 2,
d˜i(x) = 14

ρi
σi
−5/4
(x)σi(x)1/2

ρi
σi

x
(x)− 1
2
(ρiσi)
−1/4 (x)σix(x), i = 1, 2, 3.
Two linearly independent solutions F˜i(λ, ξi), Ψ˜i(λ, ξi) of Eq. (4.20) satisfy the Volterra integral equations:
F˜i(λ, ξi) = cosh(λξi)+ 1
λ
 ξi
0
sinh(λ(ξi − η))[ρi(η)σi(η)]1/4[gi(η)− λfi(η)]dη
− 1
λ
 ξi
0
sinh(λ(ξi − η))b˜i(η)F˜i(λ, η)dη
=: cosh(λξi)+ 1
λ
Q (λ, ξi)+ T (λ, ξi)− 1
λ
 ξi
0
sinh(λ(ξi − η))b˜i(η)F˜i(λ, η)dη, (4.26)
Ψ˜i(λ, ξi) = sinh(λξi)+ 1
λ
 ξi
0
sinh(λ(ξi − η))[ρi(η)σi(η)]1/4[gi(η)− λfi(η)]dη
+ 1
λ
 ξi
0
sinh(λ(ξi − η))b˜i(η)Ψ˜i(λ, η)dη
=: sinh(λξi)+ 1
λ
Q (λ, ξi)+ T (λ, ξi)+ 1
λ
 ξi
0
sinh(λ(ξi − η))b˜i(η)Ψ˜i(λ, η)dη, (4.27)
where
Q (λ, ξi) :=
 ξi
0
sinh(λ(ξi − η))[ρi(η)σi(η)]1/4gi(η)dη,
T (λ, ξi) := −
 ξi
0
sinh(λ(ξi − η))[ρi(η)σi(η)]1/4fi(η)dη.
Furthermore, F˜i, Ψ˜i are determined uniquely by (4.26) and (4.27), respectively, using [29, Theorem 3.10, p. 36].
Since the kernel K˜i(η) of integral equations (4.26) and (4.27) are entire functions in λ, the solutions F˜i, Ψ˜i obtained by the
method of successive approximation are also entire functions with respect to λ. Thereby, the general solution of Eq. (4.20)
has the form
u˜i(ξi) = A˜i(λ)F˜i(λ, ξi)+ B˜i(λ)Ψ˜i(λ, ξi) (4.28)
for any constants A˜i(λ), B˜i(λ) dependent on λ and is an entire function with respect to λ.
By combining (4.21)–(4.26), a straightforward but complicated calculation gives
R(λ,A∗)(f , g, p) = H(λ; f , g, p)
det ∆˜(λ)
,
where ∆˜(λ) is the coefficient matrix obtained by inserting (4.26) into (4.21)–(4.25), which is a scalar entire function of
finite exponential type. H(λ; f , g, p) is aH-valued entire function of finite exponential type, because H(λ; f , g) is the linear
combination of sinh(λξi), cosh(λξi), some constants dependent on the values of σi(x), ρi(x) and qi(x) at endpoint 0 or ℓi as
well asH-valued functions f (x), g(x).
Step 3. The sequence of generalized eigenvectors ofA is complete in the state Hilbert spaceH .
Obviously, ρ2 = ρ1 = ρ = 1. We take γ0 = −N + iy, γ1 = −N − y, γ2 = −N − iy for y ∈ (0,∞) and sufficiently
large positive real number N in Proposition 4.1. Steps 1 and 2 show that all the conditions in Proposition 4.1 are fulfilled.
The desired result follows from Proposition 4.1. 
To prove the Riesz basis property of system (2.4), we need the notion of a Riesz basis with parentheses and another
proposition.
A sequence {fi}∞i=1 is called a Riesz basis with parentheses if there is a method in parentheses; for instance, there is a
sequence of integers n0 = 1 ≤ n1 ≤ · · · ≤ nk ≤ · · · such that the following conditions hold:
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(1) {fi}∞i=1 is complete inH ,
(2) there exist two positive constants c and C such that for any integer p and any finite scalars η1, . . . , ηn1 , ηn1+1, . . . , ηnp ,
c
p
k=1

nk
i=nk−1
ηi

2
≤
p
k=1

nk
i=nk−1
ηifi

2
≤ C
p
k=1

nk
i=nk−1
ηi

2
, (4.29)
(3) f =∞k=1 nki=nk−1 αifi converges inH (see [30]).
Proposition 4.2 ([31]). Let A be the generator of a C0-semigroup T (t) (t ≥ 0) on a separable Hilbert spaceH . Suppose that the
following conditions are satisfied:
(1) the spectrum of A has a decomposition σ(A) = σ1(A) σ2(A);
(2) there exists a real number α ∈ R such that
sup{ℜλ|λ ∈ σ1(A)} ≤ α ≤ inf{ℜλ|λ ∈ σ2(A)};
(3) the set σ2(A) = {λk}k∈N consists of isolated eigenvalues of A and is a union of finitely separated sets.
Then there exist two T (t)-invariant closed subspacesH1 andH2 with
H1 = {f ∈ H |E(λ,A)f = 0,∀λ ∈ σ2(A)},
H2 = span

m
k=1
E(λk,A)f : λk ∈ σ(A),∀m ∈ N, ∀f ∈ H

such thatH1

H2 = {0}with property that σ(A|H1) = σ1(A) andσ(A|H2) = σ2(A). Moreover, there exists a finite collection
Ωk of elements in σ2(A) such that {E(Ωk,A)H2}k∈N forms a subspace Riesz basis for H2, where E(Ωk,A) =λ∈Ωk E(λ,A) is
the Riesz projector corresponding toΩk.
Theorem 4.2. Let A be defined by (2.2)–(2.3). There exists a sequence of generalized eigenvectors of A that forms a Riesz basis
with parentheses for H .
Proof. We take σ1(A) = {−∞}, σ2(A) = σp(A) in Proposition 4.2, then σ(A) = σ1(A)∪σ2(A). Condition (1) is satisfied.
Theorem3.1 ensures that the spectrumofA distributes in a strip parallel to the imaginary axis and σ(A) is a union of finitely
separable sets, which together with Corollary 2.2 imply that Conditions (2) and (3) are fulfilled. Hence, there exists T (t)-
invariant closed subspaceH2 such that the sequence of generalized eigenvectors ofA forms a subspace Riesz basis (i.e. the
Riesz basis with parentheses) forH2 by Proposition 4.2. Furthermore, Theorem 4.1 shows that the sequence of generalized
eigenvectors of the system operatorA is complete inH , which implies thatH2 = H . Hence, we complete the proof. 
Now, we are in a position to discuss the stability of the closed loop system (2.4). First we consider the following two
eigenvalue problems of ordinary differential equations−
d
dx

σ2(x)
du2(x)
dx

+ q2(x)u2(x) = µρ2(x)u2(x), x ∈ (0, ℓ2),
u2(0) = 0, u′2(ℓ2) = 0
(4.30)
and −
d
dx

σ3(x)
du3(x)
dx

+ q3(x)u3(x) = µρ3(x)u3(x), x ∈ (0, ℓ3),
u3(0) = 0, u3(ℓ3) = 0.
(4.31)
Let ψj(x, µ) be a solution to the following equation−
d
dx

σj(x)
dψj(x)
dx

+ qj(x)ψj(x) = µρj(x)ψj(x), x ∈ (0, ℓj),
ψj(0) = 0, ψ ′j (0) = 1.
Then the eigenvalues of (4.30) and (4.31) are given respectively by
Σ2 = {µn > 0|ψ ′2(ℓ2, µn) = 0}, Σ3 = {νn > 0|ψ3(ℓ3, νn) = 0}. (4.32)
Theorem 4.3. If Σ2 ∩Σ3 ≠ ∅, then system (2.4) (or system (1.1)) is unstable.
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Proof. IfΣ2 ∩Σ3 ≠ ∅, we take µ ∈ Σ2 ∩Σ3 and define functions as follows
u1(x, t) ≡ 0, u2(x, t) = e
i
√
µt
σ2(0)
ψ2(x, µ), u3(x, t) = − e
i
√
µt
σ3(0)
ψ3(x, µ).
A direct verification shows that {uj(x, t)}3j=1 satisfy (1.1). Therefore the system is unstable. 
Note that the eigenvalue problems (4.30) and (4.31) correspond to different physical systems, from the physical point
of view, different physics systems have different eigenvalues. Therefore, we can assume that Σ2 ∩ Σ3 = ∅. In the case of
constant coefficients, for instance, σ2(x) = σ3(x) ≡ 1, ρ2(x) = ρ3(x) ≡ 1 and q2(x) = q3(x) ≡ 0, the conditionΣ2∩Σ3 = ∅
is equivalent to request that
ℓ2
ℓ3
≠ 2m+ 1
2k
, ∀k, m ∈ N.
In what follows, we discuss the asymptotic stability and the exponential stability of system (2.4) under the condition
Σ2 ∩Σ3 = ∅.
Theorem 4.4. Let Σ2 andΣ3 be defined by (4.32). Suppose that Σ2 ∩Σ3 = ∅, then the following statements are true.
(1) System (2.4) is asymptotically stable.
(2) Let m2 and m3 be defined by (3.17), then system (2.4) is exponentially stable if and only if m2 and m3 satisfy the condition
m2
m3
∈

2n1 + 1
2n2 + 1 , n1, n2 ∈ N

or
m2
m3
∈

2n1
2n2 + 1 , n1, n2 ∈ N

.
Proof. As a direct result of Theorems 4.2 and 3.1, we have that the spectrum-determined growth condition ω(A) =
sup{ℜλ|λ ∈ σ(A)} holds. Obviously, if
sup{ℜλ|λ ∈ σ(A)} < 0, (4.33)
then system (2.4) is stable exponentially.
First, we show that the system is asymptotically stable. Since the operator A generates a C0-semigroup of contractions
on H by Theorem 2.1 and σ(A) ⊆ {λ ∈ C|ℜλ ≤ 0}, we only need to show that there is no eigenvalue on the imaginary
axis by Corollary 2.2. In fact, if σ(A) ∩ iR ≠ ∅, we take λ ∈ σ(A) ∩ iR, λ ≠ 0 such that A(u, v, z) = λ(u, v, z), where
(u, v, z) ∈ D(A) and is a nonzero vector. From the relation
ℜλ∥(u, v, z)∥2 = ℜ⟨A(u, v, z), (u, v, z)⟩ ≤ −1
2
1
i=0

2αi − βi − bi
τi

|zi(0)|2 +

bi
τi
− βi

|zi(1)|2

≤ 0,
we get zi(0) = zi(1) = 0, i = 0, 1. Using A(u, v, z) = λ(u, v, z), we have zi(x) = zi(0)e−λτix = 0, i = 0, 1, v = λu and
u = {ui} satisfy the equations
d
dx

σi(x)
dui(x)
dx

− qi(x)ui(x) = λ2ρi(x)ui(x), x ∈ (0, ℓi), i = 1, 2, 3, (4.34)
u1(0) = u2(0) = u3(0) (4.35)
3
i=1
σi(0)
dui
dx
(0) = α0λu1(0)+ β0z0(1) = 0, (4.36)
du2
dx
(ℓ2) = 0, u3(ℓ3) = 0 (4.37)
σ1(ℓ1)
du1
dx
(ℓ1) = −α1λu1(ℓ1)− β1z1(1) = 0, (4.38)
z0(0) = λu1(0) = 0, z1(0) = λu1(ℓ1) = 0. (4.39)
Eqs. (4.39) and (4.35) show that u1(0) = u2(0) = u3(0) = 0 and u1(ℓ1) = 0, which together with (4.38) indicate that
u1(x) ≡ 0. Hence, u2(x) and u3(x) satisfy (4.30) and (4.31) forµ = λ2, respectively. We assert that u2(x) = u3(x) ≡ 0 by the
assumptionΣ2 ∩Σ3 = ∅. Therefore, (u, v, z) = 0; this is a contradiction. So, there is no eigenvalue on the imaginary axis.
Next, we prove that the imaginary axis is not an asymptote of σ(A). Indeed, we only need to show that the imaginary
axis is not an asymptote of the zeros of det∆(λ). From (3.25) and (3.26), we know that det∆(λ)
λ3
is an entire function of sine
type, so is [ det∆(λ)
λ3
]′, which implies that [ det∆(λ)
λ3
]′ is bounded in the strip parallel to the imaginary axis (see, [32]).
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By contradictory, assume that there is a sequence λn ⊂ σ(A) with ℜλn → 0 and |λn| → ∞ such that det∆(λn) =
0,∀n ∈ N. Let λn = αn + iβn, then there exist θn ∈ (αn, 0) such that
det∆(λn)
λ3n
− det∆(iβn)
(iβ)3n
=

det∆′(θn + iβn)
(θn + iβn)3
′
αn, θn ∈ (αn, 0).
By the boundedness of [ det∆(λ)
λ3
]′ and αn → 0, we get
lim
n→∞
det∆(λn)
λ3n
= lim
n→∞
det∆(iβn)
(iβn)3
= 0. (4.40)
On the other hand, denote the main part of∆(λ) by∆0(λ), i.e.∆0(λ) =
λeλ(m1−τ1)β1k+ λeλm1 [α1k+ σ1(ℓ1)] 0 0
0 λσ2(ℓ2)eλm2 0
0 0 eλm3
k˜1 −k˜2 0
k˜1 0 −k˜3
−λe−λτ0

β0
3
k˜1

+ λh−1 −λe−λτ0

β0
3
k˜2

+ λh−2 −λe−λτ0

β0
3
k˜3

+ λh−3
λβ1keλ(−τ1−m1) + λe−λm1 [α1k− σ1(ℓ1)] 0 0
0 −λσ2(ℓ2)e−λm2 0
0 0 e−λm3
k˜1 −k˜2 0
k˜1 0 −k˜3
−λe−λτ0

β0
3
k˜1

− λh+1 −λe−λτ0

β0
3
k˜2

− λh+2 −λe−λτ0

β0
3
k˜3

− λh+3

. (4.41)
A direct calculation gives
S(λ) = det∆0(λ)
λ3
=

ρ3(0)σ3(0)
ρ1(0)σ1(0)ρ2(0)σ2(0)
1/4
F1(λ)F2(λ) cosh λm3
+ sinh λm3
(ρ3(0)σ3(0))1/4

ρ1(0)σ1(0)
ρ2(0)σ2(0)
1/4
F2(λ)G1(λ)+

ρ2(0)σ2(0)
ρ1(0)σ1(0)
1/4
F1(λ)G2(λ)
+

ρ1(0)σ1(0)
ρ2(0)σ2(0)
1/4
C0F1(λ)F2(λ)

,
where
F1(λ) = σ1(ℓ1) cosh λm1 +

ρ1(ℓ1)
σ1(ℓ1)
−1/2
C1 sinh λm1,
G1(λ) = σ1(ℓ1) sinh λm1 +

ρ1(ℓ1)
σ1(ℓ1)
−1/2
C1 cosh λm1,
F2(λ) = cosh λm2, G2(λ) = sinh λm2
and
C0 = β0e−λτ0 + α0, C1 = β1e−λτ1 + α1.
Since αi > βi, i = 0, 1, for any λ = ix ∈ iR, |Ci| > αi − βi > 0, it is easy to check that
inf
x∈R |F1(ix)| > 0 and infx∈R |G1(ix)| > 0.
Thus we have
S(ix)
F1(ix)
=

ρ3(0)σ3(0)
ρ1(0)σ1(0)ρ2(0)σ2(0)
1/4
cos xm2 cos xm3 −

ρ2(0)σ2(0)
ρ1(0)σ1(0)ρ3(0)σ3(0)
1/4
sin xm3 sin xm2
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−

ρ1(0)σ1(0)
ρ2(0)σ2(0)ρ3(0)σ3(0)
1/4 
σ 21 (ℓ1)−
σ1(ℓ1)
ρ1(ℓ1)
C21

1
|F1(ix)|2 sin xm3 cos xm2 sin xm1 cos xm1
− i

ρ1(0)σ1(0)
ρ2(0)σ2(0)ρ3(0)σ3(0)
1/4  1
|F1(ix)|2 σ1(ℓ1)

ρ1(ℓ1)
σ1(ℓ1)
−1/2
C1 + C0

sin xm3 cos xm2.
Obviously, if there is an x ∈ R such that sin xm3 = cos xm2 = 0, then S(ix) = 0. In this case, there are infinitely many points
{xn} on R such that S(ixn) = 0.
If cos xm2 = 0 and sin xm3 ≠ 0, then x = (2n+1)π2m2 , n ∈ N, we have
S(ix)
F1(ix)
= ±

ρ2(0)σ2(0)
ρ1(0)σ1(0)ρ3(0)σ3(0)
1/4
sin
(2n+ 1)πm3
2m2
.
If cos xm2 ≠ 0 and sin xm3 = 0, then x = nπm3 , n ∈ N, we have
S(ix)
F1(ix)
= ±

ρ3(0)σ3(0)
ρ1(0)σ1(0)ρ2(0)σ2(0)
1/4
cos
nπm2
m3
.
If cos xm2 ≠ 0 and sin xm3 ≠ 0, we write
S(ix)
F1(ix)
= ℜ S(ix)
F1(ix)
+ iℑ S(ix)
F1(ix)
ℑ S(ix)
F1(ix)
= −

ρ1(0)σ1(0)
ρ2(0)σ2(0)ρ3(0)σ3(0)
1/4 
(β1 cos xτ1 + α1)
|F1(ix)|2
×

σ1(ℓ1)
ρ1(ℓ1)

β1 sin xτ1 sin 2xm1 + σ1(ℓ1)

σ1(ℓ1)
ρ1(ℓ1)
1/2
+ β0 cos xτ0 + α0

sin xm3 cos xm2.
Note that
σ1(ℓ1)
ρ1(ℓ1)

β1 sin xτ1 sin 2xm1 + σ1(ℓ1)

σ1(ℓ1)
ρ1(ℓ1)
1/2
≥ 0,
if β1 < α1, β0 < α0 and β21 ≤ σ1(ℓ1)ρ1(ℓ1).
Therefore, when
m2
m3
∈

2n1 + 1
2n2 + 1 , n1, n2 ∈ N

or
m2
m3
∈

2n1
2n2 + 1 , n1, n2 ∈ N

, (4.42)
we always have infx∈R
 S(ix)F1(ix)  > 0 and in the other case it holds that infx∈R  S(ix)F1(ix)  = 0. So, if the condition (4.42) holds we
get
inf
x∈R
det∆(ix)(ix)3
 > 0.
This contradicts to (4.40). Thus, we can conclude that sup{ℜλ|λ ∈ σ(A)} < 0. The desired result follows. 
5. Concluding remarks
With the help of the Riesz basis approach and the asymptotic analysis technique, the exponential stability problem for
variable coefficient wave network with small time-delay in nodal feedbacks has been solved under certain conditions in
this paper. The key point in stability analysis is to replace checking uniform boundedness of the resolvent R(λ,A) on the
imaginary axis by verifying infx∈R | det∆(ix)||ix3| > 0. Hence we get the exponential stability of the network system. Although
this method has a tedious computation, it can be used to discuss the variable coefficient differential equation.
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