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Residential Energy Storage Management with
Bidirectional Energy Control
Tianyi Li, and Min Dong, Senior Member, IEEE
Abstract—We consider the residential energy storage man-
agement system with integrated renewable generation and the
availability of bidirectional energy flow from and to the grid
through buying and selling. We propose a real-time bidirectional
energy control algorithm, aiming to minimize the net system cost
from energy buying and selling as well as battery deterioration
and storage inefficiency within a given time period, subject
to the battery operational constraints and energy buying and
selling constraints. We formulate the problem as a stochastic
control optimization problem. We then modify and transform
this difficult problem into one that enables us to develop the real-
time energy control algorithm through Lyapunov optimization.
Our developed algorithm is applicable to arbitrary and unknown
statistics of renewable generation, load, and electricity prices. It
provides a simple closed-form control solution based on only
current system states, and requires a minimum complexity for
real-time implementation. Furthermore, the solution structure
reveals how the battery energy level and energy prices affect
the energy flow direction and storage decision. The proposed
algorithm possesses a bounded performance guarantee to that
of the optimal non-causal T -slot look-ahead control policy.
Simulation shows the effectiveness of our proposed algorithm as
compared with alternative real-time and non-causal algorithms,
and demonstrates the effect of selling-to-buying price ratio and
battery inefficiency on the storage behavior and system cost.
Index Terms—Energy Storage, renewable generation, energy
selling, home energy management, Lyapunov optimization, real-
time control
I. INTRODUCTION
Energy storage and renewable energy integration are con-
sidered key solutions for future power grid infrastructure and
services to meet the fast rising energy demand and maintain
energy sustainability [1], [2]. For the grid operator, energy
storage can be exploited to shift energy across time to meet the
demand and counter the fluctuation of intermittent renewable
generation to improve grid reliability [2]–[7]. For the elec-
tricity customer, local energy storage can provide means for
energy management to control energy flow in response to the
demand-side management signal and to reduce electricity cost.
For example, dynamic pricing is one of main demand-side
management techniques to relieve grid congestion [8], [9]. Its
effectiveness relies on the customer-side energy management
solution to effectively control energy flow and demand in
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response to the price change. With local renewable generation
and energy storage introduced to residential and commercial
customers, there are potentially greater flexibility in energy
control to respond to the dynamic pricing and demand fluctu-
ation, as well as maximally harness the energy from renewable
source to reduce electricity bills [10]–[15].
With more local renewable generation at customers avail-
able, the utility retailer now allows customers to sell energy
back to the utility at a price dynamically controlled by the
utility in an attempt to harness energy from distributed re-
newable generation at customers and further improve stability
and reliability [16]. This means both renewable generation
and previously stored energy, either bought from the grid or
harnessed from the renewable source can be sold for profit by
the customer. The ability to sell energy back to the grid enables
bidirectional energy flow between the energy storage system
and the grid. This also gives the customer a greater control
capability to manage energy storage and usage based on the
dynamic pricing for both buying and selling. The repayment
provides return for the storage investment and further reduce
the net cost at the customer. An intelligent energy management
solution exploring these features to effectively manage storage
and control the energy flow, especially at a real-time manner,
is crucially needed to maximize the benefits.
Developing an effective energy management system faces
many challenges. For the energy storage system itself, the
renewable source is intermittent and random, and its sta-
tistical characteristics over each day are often inheritably
time-varying, making it difficult to predict. The benefit of
storage, either for electricity supply or for energy selling
back, also comes at the cost of battery operation that should
not be neglected. The bidirectional energy flow between the
energy storage system and the grid under dynamic pricing
complicates the energy control of the system when facing
future uncertainty, and creates more challenges. More control
decisions need to be made for energy flows among storage
battery, the grid, the renewable generation, and the load. The
potential profit from energy selling under the unpredictable
pricing complicates the control decisions in terms of when
and how much to sell, store, or use. Moreover, the battery
capacity limitation further makes the control decisions coupled
over time and difficult to optimize. In this paper, we aim to
develop a real-time energy control solution that addresses these
challenges and effectively reduces the net system cost at min-
imum required knowledge of unpredictable system dynamics.
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A. Related Works
Energy storage has been considered at the power grid
operator or aggregator to combat the fluctuation of renewable
generation, with many works in literature on storage control
and assessment of its role in renewable generation [2], for
power balancing with fixed load [3], [4] or flexible load
control [6], [7], and for phase balancing [5]. Residential energy
storage systems to reduce electricity cost have been considered
without renewable [17] and with renewable integration [10]–
[13], [18]–[24]. Only energy buying was considered in these
works. Among them, off-line storage control strategies for
dynamics systems are proposed [10], [11], [18], where com-
bined strategies of load prediction and day-ahead scheduling
on respective large and small timescales are proposed. The
knowledge of load statistics and renewable generation are
known ahead of time, while no battery operational cost are
considered.
Real-time energy storage management amid unknown sys-
tem dynamics is much more challenging. Assuming known
distributions of system dynamics (e.g., load, renewable genera-
tion, and prices), the storage control problem is formulated as a
Markov Decision Process (MDP) and solved numerically using
Dynamic Programming [14], [18]. However, this method suf-
fers from high computational complexity to be implementable
for practical systems. In addition, due to unpredictable nature
of system dynamics, the required statistics are difficult to
acquire or predict in practice. Without the statistical knowledge
of system dynamics, Lyapunov optimization technique [25]
has been employed to develop real-time control strategies in
[12], [13], [19]–[22]. For independent and identically dis-
tributed or stationary system dynamics (pricing, renewable,
and load), energy control algorithms are proposed in [19], [20]
without considering battery operational cost, and in [21] with
battery charging and discharging operational cost considered.
All the above works aim to minimize the long-term average
system cost. A real-time energy control algorithm to minimize
the system cost within a finite time period is designed in
[12] for arbitrary system dynamics. Furthermore, joint storage
control and flexible load scheduling is considered in [13]
where the closed-form sequential solution was developed to
minimize the system cost while meeting the load deadlines.
The idea of energy selling back or trading is considered
in [26]–[28], where [26], [27] focus on demand-side man-
agement via pricing schemes using game approaches for load
scheduling among customers, and [28] considers a microgrid
operation and supply. In addition, although not explicitly
modeled, the system considered in [24] can be generalized
to include energy selling under a simplified model, provided
that buying and selling prices are constrained such that the
overall cost function is still convex. All these works consider
the grid level operation and the cost associated with it, and
use a simple battery storage model without considering degra-
dation or operational cost. Since the consumers may prefer
a cost saving management solution in a customer-defined
time period, and system dynamics may not be stationary, it
is important to provide a cost-minimizing solution to meet
such need. To the best of our knowledge, there is no such
existing bidirectional energy management solution with energy
selling-back capability. In addition, most existing works ignore
battery inefficiency in charging and discharging, which results
in energy loss that affects the storage behaviors and should be
taken into account in the energy storage control design.
B. Contributions
In this paper, we consider a residential energy storage
management system with integrated renewable generation and
the availability of bidirectional energy flow from and to the
grid through buying and selling. We develop a real-time
bidirectional energy control algorithm, aiming to minimize the
net system cost in a finite time period, subject to the battery op-
erational constraints and energy buying and selling constraints.
In considering the system cost, we include the energy storage
cost by carefully modeling both battery operational cost and
the inefficiency associated with charging/discharging activities.
The system dynamics, including renewable generation, buy-
ing/selling electricity price, and the customer load, can have
arbitrary distributions which may not be stationary, and are
unknown to us.
We formulate the net system cost minimization as a stochas-
tic optimization problem over a finite time horizon. The
interaction of storage, renewable, and the grid as well as
the cost associated with energy buying/selling and battery
operation for storage complicate the energy control decision
making and optimization over time. To tackle this difficult
problem, we use special techniques to modify and transform
the original problem into one that we are able to apply
Lyapunov optimization to develop a real-time algorithm for the
control solution. Our developed real-time algorithm provides
a simple closed-form energy control solution, which only
relies on the current battery energy level, pricing, load, and
renewable generation. It has a minimum complexity for real-
time implementation. In addition, the closed-form expression
reveals how the battery energy level and prices affect the
decisions of energy buying and selling, storage and usage of
the battery, and the priority order for storing or selling energy
from multiple energy sources. Through analysis, we show
that the performance of our proposed real-time algorithm is
within a bounded gap to that of the optimal T -slot look-ahead
solution which has full system information available ahead
of time. The algorithm is also shown to be asymptotically
optimal as the battery capacity and the time duration go to
infinity. Simulation results demonstrate the effectiveness of
our proposed algorithm as compared with alternative real-
time or non-causal control solutions. Furthermore, we provide
simulation studies to understand the effects of bidirectional
energy control, the selling and buying price ratio, and battery
efficiency on the energy storage behavior and the system cost.
C. Organization and Notations
The rest of this paper is organized as follows. In Section II,
we describe the bidirectional energy storage and management
system model. In Section III, we formulate the stochastic en-
ergy control optimization problem and develop an approach to
transform it for the real-time control design. In Section IV, we
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TABLE I
LIST OF MAIN SYMBOLS
Wt customer load at time slot t
St renewable generation at time slot t
Sw,t portion of renewable energy serving load Wt at time slot t
Sc,t portion of renewable energy sold to grid at time slot t
Ss,t portion of renewable energy stored to battery at time slot t
Et energy bought from conventional grid at time slot t
Qt portion of Et stored into battery at time slot t
Fd,t amount of energy from battery serving load Wt at time slot t
Fs,t amount of energy from battery sold to grid at time slot t
Pb,t energy unit buying price from conventional grid at time slot t
Ps,t energy unit selling price to conventional grid at time slot t
Bt battery energy level at time slot t
xe,t entry cost for battery usage at time slot t:
xe,t = 1R,tCrc + 1D,tCdc
xu,t net change of battery energy level in time slot t:
xu,t = |Qt + Sr,t −Dt|
at control actions at time slot t:
at , [Et, Qt, Fd,t, Fs,t, Sc,t, Ss,t]
µt system inputs at time slot t: µt , [Wt, St, Pb,t, Ps,t]
xe average entry cost for battery usage over To slots
xu average net change of battery energy level over To slots
J average cost of buying energy from the grid over To slots
C(·) average usage cost function of the battery
To time period in slots considered for system cost minimization
ηc battery charging efficiency factor
ηd battery discharging efficiency factor
Rmax maximum charging amount into the battery
Dmax maximum discharging amount from the battery
Γ max{ηcRmax,Dmax/ηd}
Bmin minimum energy required in battery
Bmax maximum energy allowed in battery
Crc entry cost for battery usage due to each charging activity
Cdc entry cost for battery usage due to each discharging activity
∆a desired change amount of battery energy level in To slots
present our real-time energy control algorithm. In Section V,
we analyze the performance of our algorithm. Simulation
results are provided in Section VI, and followed by conclusion
in Section VII.
Notations: The main symbols used in this paper are sum-
marized in Table I.
II. SYSTEM MODEL
We consider a residential-side energy storage management
(ESM) system as shown in Fig. 1. The system contains
an energy storage battery which is connected to an on-site
renewable generator (RG) and the conventional grid (CG).
Energy can be charged into the battery from both the RG and
the CG, discharged from the battery for customer electricity
demand, or sell back to the CG. Both the RG and the CG can
directly supply energy to the customer. We assume the ESM
PSfrag replacements
(Pb,t)
(Ps,t)
Et
St
Et −Qt
Fs,t + Ss,t
Qt
Sw,t
Sc,t
Ss,t
Fd,t
Fs,t
Wt
+
+
−
−RG
CG Battery
Control
Load
Fig. 1. An ESM system with RG and bidirectional energy flow from/to CG.
system operates in discrete time slots with t ∈ {1, 2, · · · }, and
all energy control operations are performed per time slot t.
1) RG: Let St be the amount of energy harvested from the
RG at time slot t. Due to the uncertainty of the renewable
source, St is random. We assume no prior knowledge of St or
its statistics. Let Wt be the customer load at time slot t. We
assume a priority of using St to directly serveWt. Let Sw,t be
this portion of St at time slot t. We have Sw,t = min{Wt, St}.
A controller will determine whether the remaining portion, if
any, should be stored into the battery and/or sold back to the
CG. We denote the stored amount and sold amount by Sc,t
and Ss,t, respectively, satisfying
Sc,t + Ss,t ∈ [0, St − Sw,t]. (1)
2) CG: The customer can buy energy from or sell energy
to the CG at real-time unit buying price Pb,t ∈ [P
min
b , P
max
b ]
and selling price Ps,t ∈ [P
min
s , P
max
s ], respectively. Both Pb,t
and Ps,t are known at time slot t. To avoid energy arbitrage,
the buying price is strictly greater than the selling price at any
time, i.e., Pb,t > Ps,t. Let Et denote the amount of energy
bought from the CG at time slot t. Let Qt denote the portion
of Et that is stored into the battery. The remaining portion
Et−Qt directly serves the customer load. Let Fs,t denote the
amount of energy from the battery that is sold back to the CG.
The total energy sold from the battery and the RG is bounded
by
Fs,t + Ss,t ∈ [0, Umax] (2)
where Umax is the maximum amount of energy that can be
sold back to the CG1.
Note that while Ss,t from the RG can be sold back to the CG
at any time, energy buying from or selling to the CG should
not happen at the same time to avoid energy arbitrage, which
is ensured by the constraint Pb,t > Ps,t. With this constraint,
we expect the following condition to be satisfied
Et · Fs,t = 0. (3)
We will verify that our proposed algorithm satisfies (3) in
Section V.
3) Battery Storage: The battery operation for storage
causes the battery to deteriorate, contributing to the storage
cost that has been ignored in many prior works. We model
battery charging and discharging activities and the degradation
cost associate to them as follows.
1This amount may be regulated by the utility.
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i) Storage operation: The battery can be charged from
multiple sources (i.e., the CG and the RG) at the same time.
The total charging amount at time slot t should satisfy
Sc,t +Qt ∈ [0, Rmax] (4)
where Rmax is the maximum charging amount per time slot.
Similarly, energy stored in the battery can be used to either
serve the customer load and/or sell back to the CG. Let Fd,t
denote the amount of energy from the battery used to serve the
customer at time slot t. The total amount of energy discharged
is bounded by
Fd,t + Fs,t ∈ [0, Dmax] (5)
where Dmax is the maximum discharging amount per time
slot. We assume that there is no simultaneous charging and
discharging, i.e.,
(Sc,t +Qt) · (Fd,t + Fs,t) = 0. (6)
Let Bt be the battery energy level at time slot t, bounded by
Bt ∈ [Bmin, Bmax] (7)
where Bmin and Bmax are the minimum energy required and
maximum energy allowed in the battery, respectively, whose
values depend on the battery type and capacity. Based on
charging and discharging activities and taking the battery
charging/discharging inefficiency into account, Bt evolves
over time as
Bt+1 = Bt + ηc(Sc,t +Qt)− (Fd,t + Fs,t)/ηd (8)
where ηc and ηd denote the battery charging and discharging
efficiency factors, respectively, with ηc, ηd ∈ [0, 1].
Finally, the demand-and-supply balance requirement is
given by
Wt = Et −Qt + Sw,t + Fd,t. (9)
ii) Battery degradation cost: It is well known that fre-
quent charging/discharging activities cause a battery to de-
grade [29]. We model two types of battery degradation cost:
entry cost and usage cost. The entry cost is a fixed cost
incurred due to each charging or discharging activity. Define
two indicator functions to represent charging and discharging
activities: 1R,t = {1 : if Qt + Sc,t > 0; 0 : otherwise} and
1D,t = {1 : if Fd,t + Fs,t > 0; 0 : otherwise}. Denote the en-
try cost for charging by Crc and that for discharging by Cdc.
The entry cost for battery usage at time slot t is given by
xe,t , 1R,tCrc + 1D,tCdc.
The battery usage cost is the cost associated with
the charging/discharging amount. Define the net
change of battery energy level at time slot t by
xu,t
∆
= |ηc(Qt + Sc,t)− (Fd,t + Fs,t)/ηd|. From (4) and (5),
it follows that xu,t is bounded by
xu,t ∈ [0,Γ] (10)
where Γ , max{ηcRmax, Dmax/ηd}.
2 It is known that typi-
cally faster charging/discharging, i.e., larger xu,t, has a more
2Accurate modeling of the battery deterioration due to charging and
discharging activities is a challenging problem. Some recent work provides
more detailed study on practical modeling of deterioration due to battery
operation [30].
detrimental effect on the life time of the battery. Thus, we
assume the associated cost function for usage xu,t, denoted
by C(·), is a continuous, convex, non-decreasing function with
maximum derivative C′(·) <∞.
III. PROBLEM FORMULATION
For the ESM system, the system cost includes the energy
buying cost minus selling profit and the battery degradation
cost. Within a pre-defined To-slot time period, the average
net cost of energy buying and selling over the CG is given
by J
∆
= 1
To
∑To−1
t=0 EtPb,t − (Fs,t + Ss,t)Ps,t. For the battery
operation, the average entry cost and average net change over
the To-slot period are respectively given by
xe ,
1
To
To−1∑
t=0
xe,t, xu ,
1
To
To−1∑
t=0
xu,t (11)
where by (10), xu is bounded by
xu ∈ [0,Γ], (12)
and the battery average usage cost is C(xu). Thus, the average
battery degradation cost over the To-slot period is xe+C(xu).
Denote the system inputs by µt , [Wt, St, Pb,t, Ps,t] and
the control actions for energy storage management by at ,
[Et, Qt, Fd,t, Fs,t, Sc,t, Ss,t] at time slot t. With only current
input µt known, our objective is to determine a control policy
{πt} for at (i.e., a mapping πt : µt → at, t = 0, . . . , To −
1.) to minimize the average system cost within the To-slot
period. This is a stochastic control optimization problem and
is formulated by
P1: min
{pit}
To−1
t=0
J + xe + C(xu)
s.t. (1), (2), (6), (9), (12), and
0 ≤ Sc,t +Qt ≤ min {Rmax, (Bmax −Bt)/ηc} (13)
0 ≤ Fd,t + Fs,t ≤ min{Dmax, ηd(Bt −Bmin)} (14)
where constraints (13) and (14) are the derived results of
constraints (4)–(8).
P1 is a difficult stochastic optimization problem due to
the finite time period and the correlated control actions {at}
over time as a result of time-coupling dynamics of Bt in
(8). Furthermore, the input distributions in µt are unknown.
The optimal control policy is difficult to obtain. Instead, we
develop a real-time algorithm for control action at over time
which provides a suboptimal solution for P1 with the cost
objective being reduced as small as possible. In the following,
we fist summarize our approach and technique to develop this
real-time algorithm and then present details.
A. Summary of Our Approach
We develop our real-time algorithm for P1 using the
technique of Lyapunov optimization [25], which is powerful
to design dynamic control. However, to use Lyapunov opti-
mization, the problem needs to have time-averaged objective
function and constraints, which is not the case for P1. To
overcome these difficulties, we first modify P1 and then
transfer the modified problem to an equivalent problem P3
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that belongs to the class of stochastic optimization problem
that Lyapunov optimization technique can be applied to. Then,
using Lyapunov technique, we develop our real-time algorithm
to determine control action at for P3. Our algorithm is to solve
a per-slot opportunistic optimization problem P4 for at at each
time slot t, for which the solution is presented in Section IV.
Finally, since {at} is obtained for P3, we design parameters of
our algorithm in Section IV-B to ensure that it is also feasible
to the original problem P1.
B. Problem Modification and Transformation
1) Modification: To make P1 tractable, we first remove the
coupling of control actions over time by modifying the con-
straints (13) and (14) on the per-slot charging and discharging
amounts. We set the change of Bt over the To-slot period, i.e.,
BTo −B0, to be a desired value ∆a. From (8), this means
1
To
To−1∑
τ=0
[ηc(Qτ + Sr,τ )− (Fd,τ + Fs,τ )/ηd] =
∆a
To
(15)
where by (4)(5)(7), we have |∆a| ≤ ∆max, with ∆max ,
min{Bmax − Bmin, Tomax{ηcRmax, Dmax/ηd}}. We now
modify P1 to the follow optimization problem
P2: min
{pit}
To−1
t=0
J + xe + C(xu)
s.t (1), (2), (4), (5), (6), (9), (12), (15).
From P1 to P2, by imposing the new constraint (15),
we remove the dependency of per-slot charging/discharging
amount on Bt in constraints (13) and (14), and replace them
by (4) and (5), respectively.
We point out that ∆a in (15) is only a desired value we
set in P2. For a feasible control algorithm for P1, only the
constraints in P1 need to be satisfied. Thus, our designed
control algorithm may not satisfy constraint (15) at the end of
To-slot period.
3 This point is further discussed in Section IV-B,
and in Section V, we will quantify the amount of mismatch
with respect to ∆a under our proposed control algorithm.
2) Problem Transformation: The objective of P2 contains
C(xu) which is a cost function of a time-averaged net change
xu. Directly dealing with such function is difficult. Adopting
the technique introduced in [31], we transform the problem
to one that contains the time-averaged function. To do so,
we introduce an auxiliary variable γt and its time average
γ
∆
= 1
To
∑To−1
τ=0 γt satisfying
γt ∈ [0,Γ], ∀t (16)
γ = xu. (17)
These constraints ensure that the auxiliary variable γt and
xu,t lie in the same range and have the same time-averaged
behavior. Define C(γ) , 1
To
∑To−1
t=0 C(γt) as the time average
of C(γt). By using γt instead of xu,t, we replace constraint
(12) with (16) and (17), and transform P2 into the following
problem which is to optimize the control policy {π′t} for
3We use P2 as an intermediate step to design the control algorithm for P1.
Thus, the proposed algorithm provides an approximate solution for P2 that
may not satisfy (15).
(γt, at) (i.e., π
′
t : µt → (γt, at), t = 0, . . . , To−1) to minimize
the To-slot time average of system cost
P3: min
{pi′t}
To−1
t=0
J + xe + C(γ)
s.t (1), (2), (4), (5), (6), (9), (15), (16), (17).
It can be shown that P2 and P3 are equivalent problems (see
Appendix A). The modification and transformation from P1 to
P3 has enabled us to utilize Lyapunov optimization techniques
[25] to design real-time control policy to solve P3.
C. Real-Time Control via Lyapunov Optimization
To design a real-time algorithm, in Lyapunov optimization,
virtual queue is introduced for each time-averaged constraint,
and Lyapunov drift for the queues is defined. It is shown that
keeping the stability of each queue is equivalent to satisfying
the constraint [25]. Thus, instead of the original cost objec-
tive in the optimization problem, a drift-plus-cost metric is
considered in Lyapunov optimization and real-time algorithm
is developed to minimize this metric. In the following, we
develop our algorithm using this technique.
1) Virtual queues: Based on the Lyapunov framework, we
introduce two virtual queues Zt and Ht for time-averaged
constraints (15) and (17), respectively, as
Zt+1 = Zt + ηc(Qt + Sc,t)− (Fd,t + Fs,t)/ηd −
∆a
To
, (18)
Ht+1 = Ht + γt − xu,t. (19)
From (8) and (18), Zt and Bt have the following relation
Zt = Bt −At (20)
where At
∆
= Ao +
∆a
To
t in which Ao is a constant shift and
∆a
To
t ensures that the left hand side equality in (15) is satisfied.
We will revisit the value of Ao to ensure a feasible solution
for P1.
2) Lyapunov drift: Define Θt , [Zt, Ht]. Define the
quadratic Lyapunov function L(Θt) ,
1
2 (Z
2
t + H
2
t ). Divide
To slots into M sub-frames of T -slot duration as To = MT ,
for M,T ∈ N+. We define a one-slot sample path Lyapunov
drift as ∆(Θt) , L (Θt+1)−L(Θt), which only depends on
the current system inputs µt.
3) Drift-plus-cost metric: We define a drift-plus-cost metric
which is a weighted sum of the drift ∆(Θt) and the system
cost at current time slot t, given by
∆(Θt) + V [EtPb,t − (Fs,t + Ss,t)Ps,t + xe,t + C(γt)] (21)
where constant V > 0 sets the relative weight between the
drift and the system cost.In Lyapunov optimization, instead
of minimizing the system cost objective in P3, we aim to
minimize this drift-to-cost metric. However, directly using this
metric to design a control policy is still difficult. Instead, we
obtain an upper bound on the drift ∆(Θt), which will be used
for designing our real-time control algorithm.
Lemma 1: Lyapunov drift ∆(Θt) is upper bounded by
∆(Θt) ≤ Zt
(
Et + Sc,t + Sw,t −Wt − Fs,t −
∆a
To
)
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+Htγt − g(Ht)(Et + Sc,t + lt) +G (22)
where G , 12 max
{
(ηcRmax −
∆a
To
)2, (Dmax/ηd +
∆a
To
)2
}
+
1
2Γ
2, and
g(Ht) ,
{
ηcHt Ht ≥ 0
Ht/ηd Ht < 0
(23)
lt , sgn(Ht)(Sw,t −Wt − Fs,t) (24)
where sgn(·) is the sign function.
Proof: See Appendix B.
By Lemma 1, an upper bound on the per-slot drift-plus-cost
metric in (21) is readily obtained. In the following, we use this
upper bound to develop a real-time control algorithm.
IV. REAL-TIME BIDIRECTIONAL CONTROL ALGORITHM
We now propose our real-time control algorithm to mini-
mize the upper bound on the drift-plus-cost metric per slot.
Removing all the constant terms in the upper bound of the
drift-plus-cost metric that are independent of at and γt, we
have the equivalent optimization problem which can be further
separated into two sub problems for γt and at, respectively,
as follows
P4a : min
γt
Htγt + V C(γt) s.t. (16).
P4b : min
at
Et(Zt − g(Ht) + V Pb,t) + Sc,t(Zt − g(Ht))
− Fs,t(Zt − |g(Ht)|+ V Ps,t)− Ss,tV Ps,t + V xe,t
s.t. (1), (2), (4), (5), (6), (9), (15).
First, we solve P4a to obtain the optimal solution γ
∗
t . Note
that P4a is convex for C(·) being convex. Thus, we can
directly solve it and obtain the optimal γ∗t of P4a.
Lemma 2: The optimal solution γ∗t of P4a is given by
γ∗t =


0 if Ht ≥ 0
Γ if Ht < −V C
′(Γ)
C′−1
(
−Ht
V
)
otherwise
(25)
where C′(·) is the first derivative of C(·), and C′−1(·) the
inverse function of C′(·).
Proof: See Appendix C.
Next, we obtain the optimal a∗t of P4b and provide the
conditions under which a∗t is feasible to P1.
A. The Optimal Control a∗t for P4b
Denote the objective function of P4b by J(at). Define
the idle state of the battery as the state where there is no
charging or discharging activity. The control decision in the
idle state is given by aidt = [E
id
t , Q
id
t , F
id
d,t, F
id
s,t, S
id
c,t, S
id
s,t],
where Eidt = Wt − Sw,t, Q
id
t = F
id
d,t = F
id
s,t = S
id
c,t = 0,
and S ids,t = min{St − Sw,t, Umax}. Then, in the idle state,
we have J(aidt ) = (Wt − Sw,t)(Zt − g(Ht) + V Pb,t) −
V Ps,tmin{St − Sw,t, Umax}. We derive the optimal control
decision a∗t = [E
∗
t , Q
∗
t , F
∗
d,t, F
∗
s,t, S
∗
c,t, S
∗
s,t] in five cases in
Proposition 1 below. Define [a]+ , max{a, 0}.
Proposition 1: Define (Sac,t, S
a
s,t) as follows: If V Ps,t ≥
g(Ht)− Zt: S
a
s,t , min{St − Sw,t, Umax}, S
a
c,t , min{St −
Sw,t−S
a
s,t, Rmax}; Otherwise, S
a
c,t , min{St−Sw,t, Rmax},
Sas,t , min{St − Sw,t − S
a
c,t, Umax}.
Denote awt = [E
w
t , Q
w
t , F
w
d,t, F
w
s,t, S
w
c,t, S
w
s,t] as the control
decision in the charging or discharging state. The optimal
control solution a∗t for P4b is given in the following cases:
1 ) For Zt − g(Ht) + V Pb,t ≤ 0: The battery is in either the
charging state or the idle state. Let

Fwd,t = F
w
s,t = 0, S
w
c,t = S
a
c,t, S
w
s,t = S
a
s,t
Qwt = Rmax − S
w
c,t
Ewt =Wt − Sw,t +Rmax − S
w
c,t.
(26)
Then, a∗t = argminat∈{awt ,aidt } J(at).
2 ) For max{Zt− g(Ht), Zt − |g(Ht)|+ V Ps,t} < 0 ≤ Zt −
g(Ht) + V Pb,t: The battery is in either the charging state
(from the RG only), the discharging state (to the customer
load only), or the idle state. Let

Fwd,t = min{Wt − Sw,t, Dmax}
Fws,t = Q
w
t = 0, S
w
c,t = S
a
c,t, S
w
s,t = S
a
s,t
Ewt = [Wt − Sw,t −Dmax]
+.
(27)
Then, a∗t = argminat∈{awt ,aidt } J(at).
3 ) For Zt − g(Ht) ≤ 0 ≤ Zt − |g(Ht)| + V Ps,t: The
battery is in either the charging state (from the RG only),
the discharging state, or the idle state. Define adct in the
discharging state as

F dcd,t = min{Wt − Sw,t, Dmax}
Sdcs,t = min{St − Sw,t, Umax}
F dcs,t = min{Dmax − F
dc
d,t, Umax − S
dc
s,t}
Sdcc,t = Q
dc
t = 0, E
dc
t = [Wt − Sw,t −Dmax]
+;
(28)
Define arct in the charging state as

F rcd,t = F
rc
s,t = Q
rc
t = 0
Srcc,t = S
a
c,t, S
rc
s,t = S
a
s,t
Erct =Wt − Sw,t.
(29)
Then, a∗t = argminat∈{arct ,adct ,aidt } J(at).
4 ) For Zt−|g(Ht)|+V Ps,t < 0 ≤ Zt−g(Ht): The battery is
in either the discharging state (to the customer load only)
or the idle state. Let

Fwd,t = min{Wt − Sw,t, Dmax}
Fws,t = Q
w
t = 0
Sws,t = min{St − Sw,t, Umax}, S
w
c,t = 0
Ewt = [Wt − Sw,t −Dmax]
+.
(30)
Then, a∗t = argminat∈{awt ,aidt } J(at).
5 ) For min{Zt − g(Ht), Zt − |g(Ht)| + V Ps,t} > 0: The
battery is in either the discharging state or the idle state.
If Zt > |g(Ht)|, let

Fwd,t = min{Wt − Sw,t, Dmax}
Fws,t = min{Dmax − F
w
d,t, Umax}
Sws,t = min{St − Sw,t, Umax − F
w
s,t}
Swc,t = Q
w
t = 0, E
w
t = [Wt − Sw,t −Dmax]
+;
(31)
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Otherwise, let

Fwd,t = min{Wt − Sw,t, Dmax}
Sws,t = min{St − Sw,t, Umax}
Fws,t = min{Dmax − F
w
d,t, Umax − S
w
s,t}
Swc,t = Q
w
t = 0, E
w
t = [Wt − Sw,t −Dmax]
+.
(32)
Then, a∗t = argminat∈{awt ,aidt } J(at).
Proof: See Appendix D.
Proposition 1 provides the closed-form control solution in
five cases, depending on the battery energy level (via Zt),
battery usage cost (viaHt), and the prices. In each case, J(a
w
t )
in the charging (or discharging) state is compared with J(aidt )
in the idle state, and the optimal a∗t is the control solution of
the state with the minimum objective value.
Remarks: Note that there are two sources to be controlled
for selling energy back: Fs,t from the battery and Ss,t from the
RG. From Proposition 1, whether or not to sell energy from
the battery back to the grid depends on the battery energy
level. When the battery energy level is low (Case 1), energy
is kept in the battery. When the battery has a moderately
low energy level (Case 2), it may be in either the charging
or discharging state. For the latter, the battery only supplies
enough energy to the customer but does not sell energy back.
When the battery energy level is higher but still moderate
(Case 3), it may still be in either the charging or discharging
state. For the latter, the battery may sell energy back to the
grid. When the battery has just sufficient energy (Case 4), it
may supply energy to the customer, but will not sell energy
back to the grid. When the energy level in the battery is high
(Cases 5), it may supply energy to the customer and at the
same time sell energy back. In contrast, the renewable energy
can be sold to the grid regardless of the battery energy level,
state (charging, discharging, or idle), or the price to make
an additional profit. As the result, energy generated by the
renewable will be utilized as much as possible. However, when
the system wants to sell energy from both the battery and the
renewable, the order to determine Ss,t and Fs,t depends on
which results in the minimum cost in P4b. In Case 5, for the
control decision in (31), Ss,t is determined after Fs,t, while
in (32), Fs,t is determined after Ss,t.
B. Feasible {a∗t } for P1
The optimal solution a∗t of P4b provides a real-time solution
for P3. However, it may not be feasible to P1, because
the battery capacity constraint (7) on Bt may be violated.
By properly designing Ao and V , we can guarantee that
a
∗
t satisfies constraint (7), and ensure the feasibility of the
solution. Define [a]− , min{a, 0}. The result is stated below.
Proposition 2: For the proposed real-time control algorithm,
by setting V ∈ (0, Vmax] with
Vmax =
Bmax −Bmin − ηcRmax − (Dmax + 2Γ)/ηd − |∆a|
Pmaxb + C
′(Γ)/ηd + [C′(Γ)/ηd − Pmins ]
+
, (33)
Algorithm 1 Real-time battery management control algorithm
Initialize: Z0 = H0 = 0.
Determine To.
Set ∆a ∈ [−∆max,∆max].
Set Ao and V ∈ (0, Vmax] as in (34) and (33), respectively.
At time slot t:
1: Observe the system inputs µt and queues Zt and Ht.
2: Solve P4a and obtain γ
∗
t in (25); Solve P4b and obtain
a
∗
t by following cases (26)-(32) in Proposition 1.
3: Use a∗t and γ
∗
t to update Zt+1 and Ht+1 in (18) and (19),
respectively.
4: Output control decision a∗t .
and At in (20) with
Ao = Bmin+V P
max
b +
V C′(Γ)+ Γ+Dmax
ηd
+
∆a
To
−[∆a]−,
(34)
Bt satisfies the battery capacity constraint (7), and control
solution a∗t of P4b, for any t, is feasible to P1.
Proof: See Appendix E.
Note that Vmax > 0 in (33) is generally satisfied for practical
battery storage capacity and |∆a| being set relatively small.
We should also point out that since ∆a is a desired value
set by our proposed algorithm, the solution a∗t of P4b may
not necessarily satisfy constraint (15) at the end of the To-
slot period, and thus may not be feasible to P2. However,
Proposition 2 provides the values of Ao and V to guarantee
the control solutions {a∗t } being feasible to P1.
The proposed real-time bidirectional energy control algo-
rithm is summarized in Algorithm 1. We emphasize that i) our
proposed algorithm does not require or rely on any statistical
distributions of system inputs µt (prices, load, and renewable
generation processes), and thus can be applied to general
scenarios, especially when these processes are non-ergodic or
difficult to predict in a highly dynamic environment. ii) The
control solution provided by our real-time algorithm is given
in closed-form which requires little computation, and thus is
attractive for practical implementation.
V. PERFORMANCE ANALYSIS
To analyze the performance of our real-time solution in
Algorithm 1 with respect to P1, let u∗(V ) denote the To-
slot average system cost objective of P1 achieved by Algo-
rithm 1, which depends on the value of V set by Algorithm 1.
For comparison, we partition To slots into T frames with
To = MT , for some integers M,T ∈ N
+. Within each
frame m, we consider a T -slot look-ahead optimal control
policy, where {Wt, St, Pb,t, Ps,t} are known non-causally for
the entire frame beforehand. Let uoptm denote the minimum T -
slot average cost for frame m achieved by this optimal policy.
We can view uoptm as the minimum objective value of P1 with
To = T under the optimal T -slot look-ahead solution. The
performance gap of our proposed real-time algorithm to the
optimal T -slot look-ahead policy is bounded in the following
theorem.
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Theorem 1: For any arbitrary system inputs {µt}, and any
M,T ∈ N+ with To = MT , the To-slot average system cost
under Algorithm 1 to that under the optimal T -slot look-ahead
policy satisfies
u∗(V )−
1
M
M−1∑
m=0
uoptm
≤
GT
V
+
L(Θ0)− L(ΘTo)
V To
+
C′(Γ)(H0 −HTo)
To
(35)
with the bound at the right hand side being finite.
Asymptotically as To →∞,
lim
To→∞
u∗(V )− lim
To→∞
1
M
M−1∑
m=0
uoptm ≤
GT
V
. (36)
Proof: See Appendix F.
By Theorem 1, the performance gap of Algorithm 1 to the
T -slot look-ahead optimal policy is upper bounded in (35),
for any T with To = MT . To minimize the gap, we should
always set V = Vmax. From (36), as the duration goes to
infinity, the asymptotic gap is in the order of O(1/V ). Since
Vmax increases with Bmax, When V = Vmax, Algorithm 1
is asymptotically equivalent to the T -slot look-ahead optimal
policy as the battery capacity and time duration increases.
As discussed at the end of Section IV-B, constraint (15) in
P2 sets a desired value for ∆a which may not be achieved
by our proposed algorithm at the end of To slots. Denote this
mismatch under Algorithm 1 by ǫ ,
∑To−1
τ=0 (Qτ + Sr,τ −
Fs,τ − Fd,τ )−∆a. This mismatch is quantified below.
Proposition 3: For any arbitrary system inputs {µt} and any
initial queue value Z0 ∈ R, the mismatch for constraint (15)
by Algorithm 1 is given by ǫ = ZTo −Z0, and is bounded by
|ǫ| ≤ 2Γ/ηd + V C
′(Γ)/ηd + V [C
′(Γ)/ηd − P
min
s ]
+
+ V Pmaxb + ηcRmax +Dmax/ηd. (37)
Proof: See Appendix G.
Finally, we expect constraint (3) to be satisfied by Algo-
rithm 1, i.e., buying energy (Et > 0) and selling stored energy
(Fs,t > 0) should not occur at same time. This is verified in
the following result.
Proposition 4: For any system inputs µt, the optimal control
solution a∗t under Algorithm 1 guarantees constraint (3) being
satisfied.
Proof: See Appendix H.
VI. SIMULATION RESULTS
We set the slot duration to be 5 minutes, and assume that
system input µt remains unchanged within each slot. We set
the buying price Pb,t using the data collected from Ontario
Energy Board [32]. We use solar energy for the RG to generate
{St}. As a result, {St} is a non-ergodic process, with the
mean St = E[St] changing periodically over 24 hours. As
shown in Fig. 2 top, we model {St} by a three-stage pattern as
{Sh, Sm, Sl} = {1.98, 0.96, 0.005}/12 kWh, and set standard
deviation σSi = 0.4Si, for i = h,m, l. We also model the load
Wt as a non-ergodic process with mean W t = E[Wt] follow-
ing a three-stage pattern over each day as {Wh,Wm,W l} =
{2.4, 1.38, 0.6}/12 kWh, shown in Fig. 2 middle, and set
standard deviation σW i = 0.2W i, for i = h,m, l. Buying
price Pb,t follows a three-stage price pattern repeated each
day as {P hb , P
m
b , P
l
b} = {$0.118, $0.099, $0.063} per kWh,
as shown in Fig. 2 bottom. The battery and storage param-
eters are set as follows: Bmin = 0, Rmax = 0.15 kWh,
Dmax = 0.15 kWh, Crc = Cdc = 0.001, Umax = 0.2 kWh,
and the initial battery energy level B0 = Bmax/2. Unless
specified, we set the following default values: Bmax = 3 kWh,
and ηc = ηd = 0.98.
4
Quadratic battery usage cost: We use a quadratic function
for the battery usage cost as an exemplary case, given by
C(xu) = kxu
2, where k > 0 is the battery cost coefficient
depending on the battery specification and xu is given in (11).
The optimal γ∗t of P4a in (25) in this case can be derived
as: i) γ∗t = 0 for Ht > 0; ii) γ
∗
t = Γ for Ht < −kV Γ; iii)
γ∗t = −Ht/(2kV ) for −2kV Γ ≤ Ht ≤ 0. We use this cost
function throughout our simulation study. Unless specified, we
set k = 0.1 as the default value.
We consider a 24-hour duration with To = 288 slots. Since
a positive (negative) ∆a allows battery to charge (discharge)
more than discharge (charge) over a To-period, we alternate
the sign of ∆a over multiple To-slot periods to control this
tendency: we set ∆a = +c (−c) for the odd (even) To-slot
periods, for some constant c > 0. Unless specified, we set
V = Vmax as the default value.
1) Energy buying and selling vs. prices: We study the
energy buying and selling behaviors under different selling-
to-buying price ratios. Define the selling-to-buying price ratio
by ρp , Ps,t/Pb,t with 0 ≤ ρp < 1. It is fixed over To time
slots. Define the average amount of bought and sold energy at
each price stage of Pb,t (high, medium, low) as
Qi ,
1
|T ib |
∑
t∈T i
b
Q∗t , F
i
s ,
1
|T is |
∑
t∈T is
F ∗s,t, i = h,m, l
where T ib , {t : Pb,t = P
i
b} and T
i
s , {t : Ps,t = P
i
s}.
Also, denote Q and Fs as the overall energy bought and
sold, respectively. Figs. 3 and 4 show the average amount of
energy for ρp = 0.9 and 0.3 (high and low selling prices),
respectively. Comparing Fig. 3 bottom with Fig. 4 bottom, we
see that more energy is sold at higher ρp to increase the profit,
while at lower ρp, selling at the price is not cost-effective,
and the system tends to keep the energy in the storage for
future usage. Furthermore, in Fig. 3 bottom, at higher ρp, the
average amount of energy sold at Pms and P
h
s increases with
the battery capacity Bmax. This is because a larger capacity
offers more flexibility for charging and discharging activities,
and allows more energy to be sold back at higher prices. For
the same reason, a larger capacity allows more energy to be
bought at lower price, as shown in Figs. 3 and 4 top, where, as
Bmax increases, the amount of energy bought from the grid at
higher price Pb,t = P
h
b decreases and at lower price Pb,t = P
l
b
increases.
2) Setting ∆a and mismatch ǫ: Fig. 5 shows how the aver-
age system cost varies with ∆a set by proposed Algorithm 1,
4A typical Lithium-ion battery can achieve 0.99 charging efficiency.
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Fig. 3. Average energy bought (sold) into (from) the battery at
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Fig. 4. Average energy bought (sold) into (from) the battery at
different prices (selling-to-buying price ratio ρp = 0.3).
for ρp = 0.9. We simulate the system over multiple To-
slot periods for a given |∆a|. It shows that the system cost
increases with |∆a|. More energy needs to be bought to be
stored in the battery for ∆a > 0, leading to a higher system
cost, while it is the opposite for ∆a < 0. Overall, the system
cost is the smallest when ∆a = 0. Fig. 5 right shows the CDF
of the mismatch ǫ at different value of ∆a by Algorithm 1.
We see that ǫ at different values of ∆a is relatively small for
ρp = 0.9, as the availability to sell energy helps keep the
mismatch relatively small. Also from the sign of ǫ, it shows
that the net energy change in the battery over the period tends
to be less than |∆a|. The mismatch ǫ is the smallest when
∆a = 0. Based on the above results, we conclude that setting
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Fig. 5. Performance of Algorithm 1 at different ∆a setting (selling-
to-buying price ratio ρp = 0.9). Left: average system cost at different
|∆a|; Right: CDF of mismatch ǫ at different ∆a.
∆a = 0 in Algorithm 1 is the most desirable, and is used as
the default value for our simulation study.
3) Performance Comparison: We consider three other al-
gorithms for comparison: i) 3-slot look-ahead: The non-causal
T -slot look-ahead optimal solution with T = 3, where system
inputs {µt} for each 3-slot frame are known non-causally
ahead of time. The resulting 3-slot minimum system cost
is uoptm for frame m.5 ii) Greedy: A greedy algorithm that
minimizes the per-slot system cost, based on the current
inputs µt. For one-slot cost minimization, to avoid the battery
operation cost, the system directly buys energy from the grid to
serve the load without storing energy into the battery. Thus,
this greedy method is essentially a method without storage.
iii) Storage without selling-back: With no energy selling-back
capability in the model, the problem is reduced to the one
considered in [12] and the algorithm proposed therein. Note
that among the three methods, the first one is a non-causal
approach and the rest are real-time approaches.
Fig. 6 compares the average system cost of different al-
gorithms at different battery capacity Bmax, where the cost
is converted into dollars per day. The system cost under
Algorithm 1 reduces as Bmax increases, because a larger
battery capacity gives more flexibility on charging/discharging,
allowing the system to buy more energy at a lower price and
sell more at a higher price. Also, higher selling-to-buying price
ratio ρp = 0.9 results in a lower average system cost. For the
greedy algorithm, since it is essentially a method without the
use of storage, the system cost does not vary with the battery
capacity. Compared with the greedy algorithm, our proposed
Algorithm 1 offers more cost reduction as the battery capacity
becomes larger. Moreover, compared with the storage without
selling-back, the extra cost saving by the availability to sell
back energy at different selling price is clearly seen.
Fig. 7 provides the comparison of system cost at various
5The 3-slot look-ahead policy is obtained through exhaustive search. In
general, the optimal solution can only be obtained from exhaustive search,
which is difficult for larger T .
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Fig. 8. Comparison of average system cost over ρp at different battery
charging (discharging) efficiency ηc (= ηd).
selling-to-buying price ratio ρp values. For other algorithms,
default Bmax = 3 kWh and k = 0.1 are used. At the default
setting, our proposed algorithm outperforms all other three
methods for ρp ∈ [0, 1]. By comparing Algorithm 1 with the
storage without selling-back method, we see the cost saving
by selling extra energy back to the grid at different ρp. We
also plot the performance of Algorithm 1 at a larger battery
capacity and at a higher value of k (higher battery usage cost)
to see the effect of different battery specifications on the cost
performance.
Finally, in Fig. 8, we show the effect of different battery
charging and discharging efficiencies on the performance,
where we set ηc = ηd. Depending on the quality of battery, the
efficiency may range from 0.85 to 0.99. As we see, compared
to the 3-slot look-ahead solution, the increase of system cost
at lower ηc(ηd) under Algorithm 1 is more noticeable. The
performance of the greedy algorithm does not change with
different ηc since the algorithm doe not use the storage. When
the charging efficiency is low (0.85 ∼ 0.9) and selling-to-
buying price ratio is high, the greedy and 3-slot look-ahead
methods can have a lower system cost, indicating that the
benefit of storage diminishes in this scenario.
VII. CONCLUSION
In this work, we proposed a real-time bidirectional energy
control algorithm for a residential ESM system to minimize
the system cost within a given time period. The ESM system
has an integrated RG besides connected to the CG, and is
capable of buy/sell energy from/to the CG. For the system cost,
besides the energy buying cost and selling profit, we included
the storage cost by accounting the battery operational cost
and inefficiency due to charging/discharging activities. Our
real-time algorithm provides a closed-form control solution for
the ESM system which is very simple to implement. It does
not relay on any statistical knowledge of system inputs and
is applicable to arbitrary system input dynamics. We showed
that our proposed algorithm provides a bounded performance
guarantee to the non-causal T -slot look-ahead optimal control
solution. Simulation demonstrated that our proposed algorithm
outperforms other non-causal or real-time alternative methods.
We further provided simulation study to understand how the
availability of selling energy, selling and buying price setting,
and battery inefficiency affect the storage behavior and system
cost.
APPENDIX A
EQUIVALENCE OF PROBLEMS P2 AND P3
The proof follows the general argument in [31]. The optimal
solution of P2 satisfies all constraints of P3, and therefore it is
a feasible solution of P3. Let uo2 and u
o
3 denote the minimum
objective values of P2 and P3, respectively. We have uo3 ≤ u
o
2.
By Jensen’s inequality and convexity of C(·), we have C(γ) ≥
C(γ) = C(xu), which means u
o
3 ≥ u
o
2. Hence, u
o
2 = u
o
3, and
P2 and P3 are equivalent.
APPENDIX B
PROOF OF LEMMA 1
Proof: By the definition of Lyapunov drift ∆(Θt),
∆(Θt) , L(Θt+1)− L(Θt) =
1
2
(
Z2t+1 − Z
2
t +H
2
t+1 −H
2
t
)
= Zt
(
ηc(Qt + Sc,t)−
Fd,t + Fs,t
ηd
−
∆a
To
)
+Ht(γt − xu,t) +
1
2
(γt − xu,t)
2
+
1
2
(
ηc(Qt + Sc,t)−
Fd,t + Fs,t
ηd
−
∆a
To
)2
. (38)
IEEE TRANSACTIONS ON SMART GRID 11
Let gt denote the sum of the last two terms in (38). From
(15), we have ∆a
To
≤ max{ηcRmax, Dmax/ηd} = Γ. For a
given value of ∆a, by (4), (5), (10) and (16), gt is upper
bounded by
gt ≤
max
{(
ηcRmax −
∆a
To
)2
,
(
Dmax
ηd
+ ∆a
To
)2}
2
+
Γ2
2
, G.
(39)
We now find the upper bound of −Htxu,t in the second
term of (38).
Note that Sw,t, Wt and Ht are known for the current time
slot t. Also note that, Sw,t − Wt ≤ 0, because Sw,t =
min{Wt, St}. The upper bound of −Htxu,t is obtained as
follows:
1 ) For Ht ≥ 0: Let lt , Sw,t − Wt − Fs,t ≤ 0. we have
xu,t = |ηc(Sc,t +Qt)− (Fd,t + Fs,t)/ηd| ≥ ηc|(Sc,t +Qt)−
(Fd,t − Fs,t)| = ηc|Et + Sc,t + Sw,t −Wt − Fs,t|, where the
last equality is by the supply-demand balance requirement in
(9). Thus,
−Htxu,t ≤ −Htηc|Et + Sc,t + Sw,t −Wt − Fs,t|
≤ −Htηc(|Et + Sc,t|+ Sw,t −Wt − Fs,t)
≤ −Htηc(Et + Sc,t + lt).
2 ) For Ht < 0: Let lt , Wt − Sw,t + Fs,t ≥ 0. We have
xu,t ≤ |(Sc,t+Qt)− (Fd,t+Fs,t)|/ηd = |Et+Sc,t+Sw,t−
Wt − Fs,t|/ηd. Thus,
−Htxu,t ≤ −Ht|Et − Fs,t + Sc,t + Sw,t −Wt|/ηd
≤ −Ht(|Et + Sc,t|+ |Sw,t −Wt|+ |Fs,t|)/ηd
= −Ht/ηd(Et + Sc,t + lt).
Finally, for the first term in (38), we have Zt(ηc(Qt+Sc,t)−
(Fd,t+Fs,t)/ηd−
∆a
To
) ≤ Zt(Qt+Sc,t−Fd,t−Fs,t−
∆a
To
) =
Zt(Et+Sc,t+Sw,t−Wt−Fs,t−
∆a
To
). Combining the above
results and (39), we have the upper bound of ∆(Θt) in (22).
APPENDIX C
PROOF OF LEMMA 2
Proof: The derivation follows the same steps as the
one in Lemma 3 in [12]. We provide it here briefly. Since
C(γt) is a continuous, convex, non-decreasing function in γt
with C′(γt) ≥ 0 and C
′(γt) increasing with γt. Denote the
objective of P4a by J(γt). Since P4a is convex, we examine
the derivative of J(γt) given by J
′(γt) = Ht + V C
′(γt).
1 ) For Ht ≥ 0: We have J
′(γt) > 0, thus J(γt) monotoni-
cally increases, with its minimum obtained at γ∗t = 0.
2 ) For Ht < −V C
′(Γ): Since V C′(Γ) ≥ V C′(γt), we have
Ht + V C
′(γt) < 0. J(γt) monotonically decreases, and its
minimum is reached with γ∗t = Γ.
3 ) For −V C′(Γ) ≤ Ht ≤ 0: In this case, γ
∗
t is the root of
Ht + V C
′(γt) = 0, given by γ
∗
t = C
′−1
(
−Ht
V
)
.
APPENDIX D
PROOF OF PROPOSITION 1
Proof: Removing the constant terms in (21) and from lt
in (22), and after regrouping the rest of terms, we have the
objective function of P4b.
Determine Sws,t and S
w
c,t: To determine how to use the
remaining renewable St−Sw,t, we need to minimize the term
Swc,t(Zt− g(Ht)) +V Crc−S
w
s,tV Ps,t in the objective of P4b:
S1) If Zt − g(Ht) > 0: We should maximize S
w
s,t and
minimize Swc,t. Thus, the remaining amount should be
sold back to the grid and not stored into the battery. We
have Swc,t = 0, and S
w
s,t = min{St − Sw,t, Umax} or
Sws,t = min{St − Sw,t − F
w
s,t, Umax}.
S2) If Zt − g(Ht) ≤ 0: The remaining renewable can be
stored into the battery and/or sold back to the grid.
To minimize the cost, if V Ps,t ≥ g(Ht)− Zt, we set
Sas,t = min{St − Sw,t, Umax}, S
a
c,t = min{St − Sw,t −
Sws,t, Rmax}, i.e., first maximize the renewable sold back
to the grid, then to the battery. If V Ps,t < g(Ht)− Zt, we
set Sac,t = min{St−Sw,t, Rmax}, S
a
s,t = min{St−Sw,t−
Swc,t, Umax}, i.e., first maximize the amount charged into
the battery then consider the rest to be sold to the grid.
In the objective function of P4b, the optimal Fs,t, Et and
Sc,t depend on the sign of Zt−|g(Ht)|+V Ps,t, Zt−g(Ht)+
V Pb,t, and Zt−g(Ht), respectively. These three functions have
the following relations: If Ht ≥ 0,
Zt − g(Ht) ≤ Zt − g(Ht) + V Ps,t < Zt − g(Ht) + V Pb,t.
(40)
If Ht < 0, the following two relations are possible
Zt − g(Ht) ≤ Zt − |g(Ht)|+ V Ps,t < Zt − g(Ht) + V Pb,t,
(41)
Zt − |g(Ht)|+ V Ps,t ≤ Zt − g(Ht) < Zt − g(Ht) + V Pb,t.
(42)
Based on the relations in (40)–(42), we have the following five
cases and derive the optimal solution in each case.
1) For Zt − g(Ht) + V Pb,t ≤ 0: From (40) and (42), to
minimize the objective function of P4b, Fs,t = 0, and we want
to maximize Ewt . This means the battery is in the charging
state. We have 1R,t = 1, 1D,t = 0, F
w
d,t = F
w
s,t = 0, and use
maximum charging rate Swc,t +Q
w
t = Rmax if possible. Since
Zt− g(Ht) ≤ Zt− g(Ht)+V Pb,t ≤ 0, between Q
w
t and S
w
c,t,
determining Swc,t first will further reduce the objective value
of P4b. Since Zt− g(Ht) ≤ 0, (S
w
c,t, S
w
s,t) = (S
a
c,t, S
a
s,t) as in
S2) given earlier. By supply-demand balancing equation (9),
we obtain Qwt and E
w
t in (26). Alternatively, we can keep the
battery idle and only buy energy Eidt from the grid, where
S idc,t +Q
id
t = 0. In this case, the battery cost can be avoided:
1R,t = 1D,t = 0, but E
id
t will be smaller. The optimal a
∗
t is
the one that achieves the minimum objective value.
2) For max{Zt − g(Ht), Zt − |g(Ht)| + V Ps,t} < 0 ≤
Zt−g(Ht)+V Pb,t: In this case, to minimize the objective of
P4b, we want to set E
w
t as small as possible and F
w
s,t = 0. It
is possible that the battery is in either charging or discharging
state. If we charge the battery, it should only be charged
from renewable Swc,t, while Q
w
t = 0. Since Zt − g(Ht) < 0,
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(Swc,t, S
w
s,t) = (S
a
c,t, S
a
s,t) as in S2) given earlier. Note that, if
in the charging state, it means Swc,t > 0, which happens when
Wt = Sw,t < St, and we have F
w
d,t = 0. Thus, constraint
(6) is satisfied. On the other hand, if Wt > Sw,t, it means
St = Sw,t and S
w
s,t = S
w
c,t = 0. We could either use the
battery and/or buy energy Ewt (i.e., idle or discharging state)
to serve the load. If the battery is in the discharging state, the
amount Fwd,t should be set as large as possible to minimize E
w
t .
Based on the above, we have the control solution awt as shown
in (27). Alternatively, we can keep the battery idle to avoid
battery cost, and only buy energy Eidt from the grid. Thus,
the optimal a∗t is chosen by whichever achieves the minimum
objective value.
3) For Zt−g(Ht) ≤ 0 ≤ Zt−|g(Ht)|+V Ps,t: This is the
case when (40) and (41) hold. To minimize the objective of
P4b, one possible solution is to minimize E
w
t and maximize
Fws,t. Due to constraint (6), S
w
c,t · F
w
s,t = 0 must be satisfied.
Thus, we have two conditions: i) If Fws,t ≥ 0 and S
w
c,t =
0, it means the remaining amount St − Sw,t, if any, will be
only sold back to the grid. Since Zt ≤ g(Ht), it is easy to
see that 0 < Zt − |g(Ht)| + V Ps,t ≤ V Ps,t. Thus, we first
maximize Sws,t and then maximize F
w
s,t. Since Zt−g(Ht) ≤ 0,
(Swc,t, S
w
s,t) = (S
a
c,t, S
a
s,t) as in S2). The control solution a
w
t
is shown as in (28). ii) If Swc,t ≥ 0 and F
w
s,t = 0, the battery
will be charged from Swc,t only and no energy from the battery
will be sold. We have (Swc,t, S
w
s,t) = (S
a
c,t, S
a
s,t) as in S2). The
control solution awt is shown as in (29). After comparing i) and
ii), awt is the one whichever achieves the less objective value.
Alternatively, we can keep the battery idle. Thus, the optimal
a
∗
t is chosen by whichever achieves the minimum objective
value between awt and a
id
t .
4) For Zt− |g(Ht)|+V Ps,t < 0 ≤ Zt− g(Ht): Note that
this case happens when Ht < 0 and (42) holds. We want to
set Ewt as small as possible and F
w
s,t = 0. Since Zt ≥ g(Ht),
from earlier we have Swc,t = 0. Thus, the battery can be in
the discharging state, and it is straightforward to obtain awt in
(30). After comparing to the alternative idle state, the optimal
a
∗
t is chosen by whichever achieves the minimum objective
value.
5) For min{Zt − g(Ht), Zt − |g(Ht)| + V Ps,t} > 0:
Since Zt > g(Ht), S
w
c,t = 0. By (40)-(42), to minimize the
objective of P4b, we want to minimize E
w
t and maximize F
w
s,t.
This means no charging: Qwt = 0. Thus, only the discharging
or idle state could be considered. For the discharging state,
since Zt − |g(Ht)| + V Ps,t < Zt − g(Ht) + V Pb,t, we
should first maximize the discharging amount as Fwd,t =
min{Wt−Sw,t, Dmax} to minimize E
w
t , then maximize F
w
s,t.
For energy selling, between Fws,t and S
w
s,t, to minimize the
cost, if Zt− |g(Ht)| > 0, we should first maximize F
w
s,t from
the battery and then sell from the renewable, as Fws,t and S
w
s,t
in (31). Otherwise, we first sell as much as possible from
the renewable, and then determine Fws,t as given in (32). By
supply-demand equation (9), Ewt can be obtained as in (31)
and (32). Alternatively, we can keep the battery idle and only
buy energy Eidt from the grid. The optimal a
∗
t is the one that
achieves the minimum objective value.
APPENDIX E
PROOF OF PROPOSITION 2
Proof: Before going into the details, we first provide an
outline of our proof. Using the solutions γ∗t and a
∗
t of P4a
and P4b, respectively, we can show that both Zt and Ht are
upper and lower bounded. Then, by applying these bounds to
(20) and using the battery capacity constraint (7), we obtain
Ao as the minimum value that can be achieved with a given
value of ∆a. With Ao obtained, we derive the upper bound of
V , i.e., Vmax, to ensure that (7) is satisfied.
To prove Proposition 2, we first introduce Lemma 3 and
Lemma 4 below.
Lemma 3: For γ∗t in (25), Ht is bounded by
Hmin ≤ Ht ≤ Hmax (43)
where Hmin , −V C
′(Γ)− Γ < 0, and Hmax , Γ.
Proof:
1) Upper bound: From (10), xu,t ≥ 0. If Ht ≥ 0, from
(25), we have γ∗t = 0. Thus, based on the dynamics of Ht in
(19), Ht+1 ≤ Ht, i.e., non-increasing. When Ht < 0, from
(25), the maximum increment of Ht+1 in (19) is when γ
∗
t = Γ
and xu,t = 0, and thus Ht+1 ≤ Γ = Hmax.
2) Lower bound: From (25), if Ht < −V C
′(Γ), we have
γ∗t = Γ, and Ht+1 is non-decreasing in (19). If Ht ≥
−V C′(Γ), the maximum decrement of Ht+1 from Ht in (19)
is when γ∗t = 0 and xu,t = Γ, and Ht+1 ≥ −V C
′(Γ)− Γ =
Hmin. Since C(·) is non-decreasing, C
′(·) ≥ 0, we have
Hmin < 0.
Lemma 4: Under the proposed solution in Proposition 1, we
have
1) If Zt < −V P
max
b +Hmin/ηd, then F
∗
d,t + F
∗
s,t = 0;
2) If Zt > max{ηcHmax, |Hmin|/ηd − V P
min
s }, then S
∗
r,t +
Q∗t = 0.
Proof: Note that Hmin < 0 and Hmax > 0. 1) This
case corresponds to Case 1) in Proposition 1. We have
Zt < −V P
max
b + Hmin/ηd ≤ −V P
max
b + g(Ht), thus
F ∗d,t + F
∗
s,t = 0 is the optimal control action. 2) This case
corresponds to Case 5) in Proposition 1. From Lemma 3, we
know |Hmin| > |Hmax|. Thus, it is easy to see that if Zt >
max{ηcHmax, |Hmin|/ηd − V P
min
s }, then S
∗
c,t = Q
∗
t = 0 are
the optimal control action.
Now, we are ready to prove Proposition 2. When first show
that under Ao and V in (34) and (33), Bt is always upper
bounded by Bmax; Then we prove that Bt is lower bounded
by Bmin.
A. Upper Bound Bt ≤ Bmax
Based on Lemma 4.1), we have F ∗d,t + F
∗
s,t = 0 if
Zt < −V P
max
b +Hmin/ηd, no discharging from the battery.
When Zt ≥ −V P
max
b + Hmin/ηd, from (5), the maximum
decreasing amount from Zt to Zt+1 in (18) in the next time
slot is Dmax/ηd, and we have, for t ∈ [0, To − 1],
Zt+1 ≥ −V P
max
b −
∆a
To
−
Dmax−Hmin
ηd
. (44)
In (20), we have Bt = Zt + Ao +
∆a
To
t. To satisfy the lower
bound of Bt in (7), we must ensure Zt +Ao +
∆a
To
t ≥ Bmin.
IEEE TRANSACTIONS ON SMART GRID 13
From (44), it is sufficient to let −V Pmaxb −
∆a
To
− (Dmax −
Hmin)/ηd +Ao +
∆a
To
t ≥ Bmin, which means
Ao ≥ Bmin + V P
max
b +
Dmax−Hmin
ηd
+
∆a
To
(1− t), (45)
for all t ∈ [0, To]. We next determine the minimum possible
value of Ao based on the sign of ∆a.
1) If ∆a ≥ 0: The minimum value of Ao in (45) is
Ao,min = Bmin + V P
max
b +
Dmax−Hmin
ηd
+
∆a
To
. (46)
As a result, we have At = Ao,min +
∆a
To
t.
Based on Lemma 4.2), we have S∗r,t+Q
∗
t = 0 if Zt−
∆a
To
>
max{ηcHmax, |Hmin|/ηd − V P
min
s } −
∆a
To
, i.e., no charging
for the battery. When Zt −
∆a
To
≤ max{ηcHmax, |Hmin|/ηd −
V Pmins } −
∆a
To
, based on the maximum increment of Zt to
Zt+1 in (18), we have, for t ∈ [0, To],
Zt ≤ max{ηcHmax,
|Hmin|
ηd
−V Pmins }−
∆a
To
+ ηcRmax. (47)
Substituting At with Ao,min in (46) into (20), and from (47),
we have
Bt ≤Bmin +max{ηcHmax,
|Hmin|
ηd
− V Pmins }+ ηcRmax
+ V Pmaxb +
Dmax−Hmin
ηd
+
∆a
To
t. (48)
For the control solution to be feasible, we need Bt ≤ Bmax.
This is satisfied if RHS of (48) ≤ Bmax, for all t ∈ [0, To].
Using Hmin and Hmax expressions in Lemma 3, this means
V Pmaxb ≤ B˜t +
Hmin
ηd
−max{ηcHmax,
|Hmin|
ηd
− V Pmins }
≤ B˜t −
V C′(Γ)
ηd
− Γ(
1
ηd
+ ηc)
−max{0, V (
C′(Γ)
ηd
− Pmins ) + Γ(
1
ηd
− ηc)}
= B˜t−
V C′(Γ)−2Γ
ηd
−max{Γ(ηc−
1
ηd
), V (
C′(Γ)
ηd
−Pmins )}
where B˜t ,Bmax−Bmin−ηcRmax−Dmax/ηd−
∆a
To
t. To satisfy
the above inequality, it is suffice that the following holds
V Pmaxb ≤ B˜t −
V C′(Γ)− 2Γ
ηd
− V max{0, (
C′(Γ)
ηd
− Pmins )},
which is satisfied if V ∈ (0, Vmax] with
Vmax =
B˜0 − 2Γ/ηd −∆a
Pmaxb + C
′(Γ)/ηd + [C′(Γ)/ηd − Pmins ]
+
. (49)
2) If ∆a < 0: The minimum value of Ao in (45) is
Ao,min =Bmin+V P
max
b +
Dmax −Hmin
ηd
+
∆a
To
−∆a. (50)
Substituting Ao,min in At, and from (20) and (47), we have
Bt ≤Bmin +max{ηcHmax,
|Hmin|
ηd
− V Pmins }+ ηcRmax
+ V Pmaxb +
Dmax−Hmin
ηd
−∆a +
∆a
To
t. (51)
Again, to satisfy Bt ≤ Bmax, it is suffice that RHS of (51)
≤ Bmax. Using the similar analysis in the case of ∆a ≥ 0 ,
the bound is satisfied if V ∈ (0, Vmax] with
Vmax =
B˜0 − 2Γ/ηd − |∆a|
Pmaxb + C
′(Γ)/ηd + [C′(Γ)/ηd − Pmins ]
+
. (52)
Combining (49) and (52) leads to (33), and from (46) or (50),
we have Ao in (34).
B. Lower Bound Bt ≥ Bmin.
We now show that using Ao,min in (46) or (50) for ∆a ≥ 0
or ∆a < 0, respectively, and V ∈ (0, Vmax] with Vmax in (49)
or (52), respectively, we have Bt ≥ Bmin for all t.
1) If ∆a ≥ 0: Substitute Ao,min in (46) in At, and Zt in
(20) into (44), we have Bmin +
∆a
To
t ≤ Bt. Since
∆a
To
t > 0,
for t ∈ [0, To − 1], Bt ≥ Bmin is satisfied for ∆a ≥ 0.
2) If ∆a < 0: Substitute Ao,min in (50) in At, and Zt
in (20) into (44), we have Bmin + ∆a(
t
To
− 1) ≤ Bt. Since
∆a(
t
To
− 1) > 0, for t ∈ [0, To − 1], Bt ≥ Bmin is satisfied
for ∆a < 0.
APPENDIX F
PROOF OF THEOREM 1
Proof: A T -slot sample path Lyapunov drift is defined by
∆T (Θt) , L(Θt+T )−L(Θt). We upper bound it as follows
∆T (Θt) =
1
2
(
Z2t+T − Z
2
t +H
2
t+T −H
2
t
)
= Zt
t+T−1∑
τ=t
(
ηc(Qτ + Sr,τ )− (Fd,τ + Fs,τ )/ηd −
∆a
To
)
+Ht
t+T−1∑
τ=t
(γτ − xu,τ ) +
1
2
[
t+T−1∑
τ=t
(γτ − xu,τ )
]2
+
1
2
[
t+T−1∑
τ=t
(
ηc(Qτ + Sr,τ )− (Fd,τ + Fs,τ )/ηd −
∆a
To
)]2
≤ Zt
t+T−1∑
τ=t
(
ηc(Qτ + Sr,τ )− (Fd,τ + Fs,τ )/ηd −
∆a
To
)
+Ht
t+T−1∑
τ=t
(γτ − xu,τ ) +GT
2 (53)
where G is defined in Lemma 1.
Let To = MT . We consider a per-frame optimization
problem below, with the objective of minimizing the time-
averaged system cost within the mth frame of length T time
slots.
Pf : min
{at,γt}
1
T
(m+1)T−1∑
t=mT
[EtPb,t − (Fs,t + Ss,t)Ps,t
+ xe,t + C(γt)]
s.t (9), (1), (6), (13), (14), (17), and (16).
We show that Pf is equivalent to P1 in which To is replaced
by T . Let ufm denote the minimum objective value of Pf .
The optimal solution of P1 satisfies all constraints of Pf and
therefore is feasible to Pf . Thus, we have u
f
m ≤ u
opt
m . By
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Jensen’s inequality and convexity of C(·), we have C(γ) ≥
C(γ) = C(xu). Note that introducing the auxiliary variable γt
with constraints (16) and (17) does not modify the problem.
This means ufm ≥ u
opt
m . Hence, we have ufm = u
opt
m and Pf
and P1 are equivalent.
From (53) and the objective of Pf , we have the T -slot drift-
plus-cost metric for the mth frame upper bounded by
∆T (Θt)
+ V
(m+1)T−1∑
t=mT
[EtPb,t − (Fs,t + Ss,t)Ps,t + xe,t + C(γt)]
≤ Zt
(m+1)T−1∑
t=mT
(
ηc(Qτ + Sr,τ )− (Fd,τ + Fs,τ )/ηd −
∆a
To
)
+Ht
(m+1)T−1∑
t=mT
(γt − xu,t) +GT
2
+ V
(m+1)T−1∑
t=mT
[EtPb,t − (Fs,t + Ss,t)Ps,t + xe,t + C(γt)]. (54)
Let {a˜t, γ˜t} denote a pair of feasible solution of Pf , satisfying
the following relations
(m+1)T−1∑
t=mT
ηc
(
Q˜t + S˜r,t
)
=
(m+1)T−1∑
t=mT
(
F˜d,t + F˜s,t
ηd
+
∆a
To
)
(55)
(m+1)T−1∑
t=mT
γ˜t =
(m+1)T−1∑
t=mT
x˜u,t (56)
with the corresponding objective value denoted as u˜fm.
Note that comparing with P1, we impose per-frame con-
straints (55) and (56) as oppose to (15) and (17) for the To-
slot period. Let δ ≥ 0 denote the gap of u˜fm to the optimal
objective value uoptm , i.e., u˜fm = u
opt
m + δ.
Among all feasible control solutions satisfying (55) and
(56), there exists a solution which leads to δ → 0. The upper
bound in (54) can be rewritten as
∆T (Θt) + V
(m+1)T−1∑
t=mT
[EtPb,t − (Fs,t + Ss,t)Ps,t + xe,t + C(γt)]
≤ GT 2 + V T lim
δ→0
(
uoptm + δ
)
= GT 2 + V Tuoptm . (57)
Summing both sides of (57) over m for m = 0, . . . ,M − 1,
and dividing them by VMT , we have
L(ΘTo)− L(Θ0)
VMT
+
1
MT
M−1∑
m=0
(m+1)T−1∑
t=mT
[EtPb,t − (Fs,t + Ss,t)Ps,t + xe,t + C(γt)]
≤
1
M
M−1∑
m=0
u
opt
m +
GT
V
. (58)
Since C(γ) ≥ C(γ) for the convex function C(·) where
γ , 1
To
∑To−1
t=0 γt, from (58), we have
1
To
To−1∑
t=0
[EtPb,t − (Fs,t + Ss,t)Ps,t] + xe + C(γ)
≤
1
To
To−1∑
t=0
[EtPb,t − (Fs,t + Ss,t)Ps,t + xe,t + C(γt)]. (59)
For a continuously differentiable convex function f(·), the
following inequality holds [33]
f(x) ≥ f(y) + f ′(y)(x− y). (60)
Applying (60) to C(xu) and C(γ), we have
C(xu) ≤ C(γ) + C
′(xu)(xu − γ) ≤ C(γ) + C
′(Γ)(xu − γ)
= C(γ)− C′(Γ)
HTo −H0
To
(61)
where the last term in (61) is obtained by summing both sides
of (19) over To.
Applying the inequality (61) to C(γ) at the LHS of (59),
and further applying the inequality (59) to the LHS of (58), we
have the bound of the objective value u∗(V ) of P1 achieved
by Algorithm 1 as in (35).
For the bound in (35), note that Ht is bounded as in (43),
and Zt is bounded by (44) and (47). It follows that L(Θt)
is bounded. As To → ∞, we have
C′(Γ)(H0−HTo )
To
→ 0 and
L(Θ0)−L(ΘTo )
V To
→ 0, and (36) follows.
APPENDIX G
PROOF OF PROPOSITION 3
Proof: For t = To, from the dynamic shifting in (20),
we have ZTo = BT0 − Ao − ∆a. For t = 0, we have Z0 =
B0−Ao. Thus, we have the following relation:
1
To
(ZTo−Z0) =
1
To
(BTo−B0)−
∆a
To
. Substituting the first equation in (15) into
the above, we have
ZTo − Z0
To
=
∑To−1
τ=0 [ηc(Qτ + Sr,τ )−
Fd,τ+Fs,τ
ηd
]−∆a
To
.
Note that Zt in (18) is derived from the above. Since this
finite time horizon algorithm, (15) is satisfied with error ǫ =
ZTo −Z0. Because Zt is bounded by (44) and (47) and Ht is
bounded by (43), the error ǫ has the following upper bound
|ǫ| ≤ max{ηcHmax, |Hmin|/ηd − V P
min
s }+ ηcRmax
+ V Pmaxb −Hmin/ηd +Dmax/ηd
≤ max{Hmax/ηd + |Hmin|/ηd, 2|Hmin|/ηd − V P
min
s }
+ V Pmaxb + ηcRmax +Dmax/ηd.
= (2Γ + V C′(Γ))/ηd +max{0, V C
′(Γ)/ηd − V P
min
s }
+ V Pmaxb + ηcRmax +Dmax/ηd. (62)
Thus, we complete the proof.
APPENDIX H
PROOF OF PROPOSITION 4
Proof: To ensure (3) is satisfied, we must show the
optimal control solution (26)-(30) in Proposition 1 can ensure
(3) being satisfied. For Cases 1, 2 and 4, from their optimal
control solutions (26), (27) and (30), it is easy to see that
(3) is satisfied. For Cases 3 and 5, from their optimal control
solutions (31) or (32) and (28) or (29), if Fwd,t =Wt−Sw,t <
Dmax, E
w
t = 0 and Fs,t ≥ 0; If F
w
d,t = Dmax, we have
Fws,t = 0 and E
w
t ≥ 0. If the battery is in the idle state, we
always have F ids,t = 0. Thus, (3) is a sufficient condition for
Algorithm 1.
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