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All additive arithmetic functionsJ(n) for whichf(an + b) - f(cn + d) is bounded 
are characterized. This result. which generalises a theorem of Wirsing. solves a 
problem of Kitai. 
1. INTRODUCTION 
An arithmetic functionf(n) is said to be additive if it satisfies the relation 
J-NJ) = f(u) + f( ) f v or every pair of coprime positive integers u and 1:. 
My aim is to establish 
THEOREM. Let a > 0, c > 0, b, d be integers, ad # bc. Let 
If(an + b) - f(cn + 41 < cl (1) 
hold with some constant c, for all large integers n. Then there are further 
constants A and c2 so that 
If(n) - A log n I < c? 
holds for all n prime to ac(ud - bc). 
(2) 
The particular case when f(n + I) -f(n) = O( 1) was conjectured by 
ErdSs [7] and proved by Wirsing [ 141. His proof works by contradiction 
and does not seem to readily generalise. More generally, Katai [ 81 asked for 
a characterisation of those additive functions for which 
f(an t 6) - f(An + B) --$ C 
as n + m. This may be readily obtained from the present theorem. It turns 
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out that f(n) must have the form D log n + g(n), where the additive function 
g(n) has finite support, that is to say g(p”) = 0 save possibly whenp belongs 
to a certain finite set of prime numbers (amongst the divisors of 
aA(a3 -Ab). 
Our present proof has other applications to problems in this circle. For 
example, if f(n) and g(n) are additive functions and we change our 
hypothesis (1) to 
then we can obtain the conclusion 
f(n>=A logn+O(l), g(n)=Alogn+O(l) 
for n prime to ac(ad - bc). 
A function f(n) is said to be completely additive if f(uv) =f(u) +f(v) 
holds for all positive integers u and u. If f(n) and g(n) are completely 
additive functions which satisfy 
f@n + 6) - g(cn + 4 = 0 ( (log 1:: :,2 + 6 ) 
for some positive constant 6 and all large integers n, then there is a further 
constant A so thatJ(n) = g(n) =A log n. It should be remarked that Wirsing 
has proved that iff(n) is completely additive and satisfiesf(n + 1) -f(n) = 
o(logn) as n--t co, then it must be of the form A log n. This includes the 
particular casef= g, a = 1, b = 1, c = 1, d = 0 of this last result. I have not 
seen his proof and cannot say how it proceeds. It seems likely that our 
method gives useful information even when (3) is weakened to O((log n)&) 
for some 6 > 1, but we do not pursue this point here. 
For partial results towards the theorem we refer to the papers of 
Mauclaire [ 10, 111. 
2. OUTLINE 
We first state two results which form the beginning and end of our proof. 
LEMMA 1. In the notation of the theorem let 
If(an + b) - f(cn + d)( < (log nlc3 
hold for all large n. Then there is a further constant cq so that 
If(n)I < (log nP 
holds for all n prime to (a, c). 
(4) 
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Proox This result is established, by means of exponential sums, in the 
author’s paper [6]. It is shown there that one may take for c, any constant 
which exceeds c3 and satisfies c, > 3. In particular, if bound (1) is satisfied. 
then 
f(n) = O((log n)“) (5) 
holds for all n primeeto (a, c). 
The method of proof does not seem immediately capable of depressing the 
value of the exponent 3 in (5) down below 2. In our present circumstances 3 
will bring no particular advantage. 
This gives the beginning. 
LEMMA 2. In order that the additive function f(n) satislv 
1 If(an + b) -f(cn + d)J* = O(x), 
n c .Y 
y’ f(n)’ = O(x(log x)‘) 
n s .1[ 
(6) 
(7) 
for x > 2, it is necessary that there be a constant A so that the series 
2 ” p -k(f(pk) - A log pk)’ 
pk 
(8) 
converges. Here ‘I indicates that summation is confined to those prime- 
powers pk which exactly divide some integer of the form am + b or cm + d, 
and ’ to those integers n which are made up of such prime-powers. 
Proof: This is a particular case of the result of the author’s paper (41. 
Our notation is that of the present theorem. In fact the convergence of series 
(8) is also sufficient for the validity of conditions (6) and (7), as may be seen 
from an application of the Turin-Kubilius inequality [ 9, Chap. 3 ]. 
This will lead to the end of our proof. 
It is clear that in our case (6) follows from (1). However, (5) of Lemma 1 
only enables us to assert that 
x’ J(n)’ = 0(x log x)~), 
” s x 
which is not sufficiently sharp. 
The middle of our proof will consist of a method which uses (1) to strip 
off powers of a logarithm ((log x)“~ at a time) from bounds such as (5) until 
f(n) = O(log n) is reached. 
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The philosophy of the proof is as follows. In [ 1 ] the author considered the 
implications of a bound 
s I.m + 1) - f(M = O(x)* x > 2, n<x 
by introducing the Dirichlet series 
and at the appropriate time making u approach 1 (from above), where 
analytically speaking a “pole” is expected. In the present situation we try to 
localise the method by moving the argument into the “critical strip” 
0 < o < 1. Naturally the Dirichlet series can no longer be expected to 
converge, so we truncate it. However, this deprives it of some important 
properties. These we partially restore by means of a Fourier analysis using 
Dirichlet series (that is to say, we dualise). 
3 
In this section we establish an inequality which will play an essential role 
in the proof, and which perhaps is of interest in its own right. 
An additive function f(n) is said to be strongly additive if it satisfies 
f(p’) =f(p) for each prime-power p k. It is technically convenient to work 
with such functions. 
LEMMA 3. Let c > 0, d be integers. Let o and 6 be real numbers, 
4 < o < 1, 0 < 6 < 2(1 - u)/5. For each prime p which does not divide c, let 
r = r(p) be an integer, 1 < r < p - 1. Then there is a constant c5 so that the 
inequality 
f(n) 
yp s n” 
1 1-T -- v f(n> 1-E 2 
P<X n<x ( ) x p-l L na n<x ( )I x 
(id= 1 n -d(modc) 
n=ttmodpt 
n =d(modc) 
(fl,P) = 1 
,/c5xz(1-o) sup log y Mq)l’ 
(  Z<Y<X Y  qt; q”log 9 1 
holds uniformly for all strongly additive functions f (n), for all x > 2. 
Remarks. Perhaps an inequality of this type holds with a value of 6 
more near to 1. Moreover, an extra factor (logx)-’ might belong on the 
right-hand (upper-bound)side. 
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At the appropriate point of our proof of the main theorem we shall 
indicate an advantage of this inequality (9). 
Here, as in later proofs, p, q will denote prime numbers. 
For the proof of Lemma 3 the following result will be applied: 
LEMMA 4. The inequality 
P-1 
y (p- 1) \’ 
PGP i-= I 
qz-rtmod p) 
holds for all complex numbers a4, for all x > 2, P >, 2. 
ProoJ This is established in [3]. The value of the exponent 5 directly 
affects the permissible values of 6 in Lemma 3. Perhaps inequality (10) holds 
with 2 + E, E > 0, in place of 5, so that even 6 = (1 - 0) may be permissible 
in (9). However, these matters will not affect us here. . 
It is also convenient to give 
LEMMA 5. In the notation of Lemma 3 let 
T(W,Z, p)= z t-’ -p-i \‘ t-‘, 
f4W 
ut=c(moda) 
It=r(modp) 
I$ W/P 
irr-c(modot 
where u and 1 are integers, (u, a) = 1, (1, p) = 1, and z ==/I + ir is a complex 
number, d + cl < o <B Q 1 - c, for some constant c,. Then there are 
parameters cS and q = ((2~ - 1) - S)/(l - 6) > 0 so that 
\- / T(w, z, p)12 ,< cR (zi’ ‘I (11) 
holds for all w > 2, p < wb. 
Proof: Consider first the sum 
I-(w, z, D) = y t-: , (12) 
where D is a positive integer, 1 < D < w, and I < t, < D. If in our sum we 
write t = to + kD, then k will run over the interval 1 < k < wD ‘, save 
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possibly for at most two values, one at each end of the range. (For example, 
k = 0 may occur in the sum (12)). Thus 
T(w, z, D) = \’ 
,<kzW 
(kD + t,) -- + O(@). 
If k > 2, then 
(kD -t to)-’ = (/CD)-‘{1 + (t,/kD)} = (kD)-’ + O(lzl D-4k-‘-4). 
Hence 
\’ 
,z,<kywD-1 
((kD + to)-’ - (kD)-‘) = 0 IzI D-’ \’ 
k;Tz, k-‘-5 !  
= O(DpD Iz~‘-~). 
Moreover the same summands over the range 2 < k < jz] trivially contribute 
an amount which is 
Hence 
r(w,z,D)=D-’ x k-’ + O(@ + D-4(zj’-4). (13) 
I<k<wD-’ 
If ]zJ = ]Im(z)] < 7cwDm1, then we may estimate the sum over the integers 
k by 
(wD-‘)‘-’ 
1-Z 
, 
where c(z) denotes the usual Riemann zeta function, This result may be 
found as [ 13, Theorem 4.111. Together with (13) we obtain 
l-i 
C(z) 
r(w,z,D)= (lLzjD + Dz +O (14) 
uniformly for ]r] ,< ZWD-‘, D & w. 
For (r] <u-lwl-* (so that (r] < rcw(q)-‘) we use (14) to estimate each 
difference T(w, z, p). Here (for example) D = pa and I, is determined by 
ul,, z c (mod a) and It, z r (mod p). In particular, as r varies (mod p), t, will 
vary (mod up). The leading terms cancel and we obtain for the sum in (11) 
the bound 
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In view of an earlier remark, the terms t, (which depend upon p) contribute 
not more than 
P-1 
-c m-*5 = O(1) 
m:l 
since j3 > {. The terms involving p/w give an error 
0(~l+25~-25)=0(~S(~+~5)-~5)=0(~) 
since p > u and S(1 + 2~) < 2~7. Since 2(1 - ,8) < 1 - q. we obtain bound 
(11). 
If 17(> u-‘w’-s, we estimate the sums defining the various T crudely: 
T(w, z, p) = O(p-‘w--’ + pm”). 
Then squaring and adding together the terms corresponding to 
r = l,..., p - 1, gives a bound of 
O(1 + @-4))= O(1 + jr]‘-“). 
This completes the proof of Lemma 5. 
Proof of Lemma 3. Let 
E(P)= 1 
f(n) 
- 
( 1 
1-r. 
ns+ nLT X 
n-dfmodc) 
n=r(modp) 
We apply the representation 
f(n) = t: f(s) 
9in 
and invert the order of summation to obtain 
x f(q) z: f (l-3). 
94x n<x 
n=d(modc) 
n =r(mod p) 
n-Otmodq) 
For each prime q, let n = tq. Then the congruence conditions upon n will 
become tq z r (mod p) and tq 5 d (mod c). Note that we cannot have q = p 
since (p, r) = 1. Hence 
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where 2, denotes that summation is confined to those primes q which divide 
some integer of the form cm + d, and C, denotes that the above congruence 
conditions upon t are in force. 
The upper bound t <xq-’ is now “removed” by means of a Mellin 
transform. We apply the following result: If y > 0, then 
-c 2ni 1 Y’ = - 
s(s+ 1) 
1 (l/Y), if y> 1, 
= 0, if y<l, 
where the integration is taken along any line Re(s) = Q, > 0 in the complex 
s-plane. In what follows we shall use the line with u,, = (log x)-l, x > 2. 
Then 
E(P)=&j ,$;$ ,;z&-. xs ds. 
\ s(s + 1) 
(16) 
Note that the sum 
\‘ -!- 
-4 p+s 
f<X 
depends only upon the residue class of q (mod PC). This is important in what 
follows. 
We can write the integrand in (16~in an obvious abuse of notation and 
disregarding the factor xS(s(s + l))-’ for the moment-in the form 
qsu(modpc) 
where v runs over the residue classes (mod pc) which are prime to p. It is 
convenient to introduce the expressions 
s, T!$ \’ l ” ds 
Q<X 4 ,7X t O+$ s(s + 1) 
qsl(modp) 
qsutmodc) 
/I Miod /I) 
utzd(modc) 
for 1 < u < c, so that 
(17) 
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Define 
q=u(modc) /ffr(modp) 
ut-dcmodc) 
and 
d(f,p.s)= y --- S(4) 1 \’ f(s) 
q<x q 
0+.X 
q-&mod p) qfu(modc) 
qru(modc) 
Then (in the notation of Lemma 5) 
/lsr(modp) 
ursdlmodrl 
This last step is valid since 
P-1 
\’ d(f, p, s) = 0. 
I= I 
We apply the Cauchy-Schwarz inequality for integrals to obtain 
where s = uO + is. For the first integral exp(2a, log x) = e’, and by means of 
the substitution r = a,A it may be readily calculated to be 
e* f”) d’ 
-m uo(l +A’) 
= ne* log x. 
After another application of the Cauchy-Schwarz inequality (this time for 
sums), we reach 
. 
P-1 p--1 
<c,logx 
c 
(18) 
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We estimate the sum involving T by Lemma 5, where we set w  =x, 
z = (T + s. Since t < c < 1 (considered fixed in the statement of Lemma 3) 
we see that the sum is O(lsl’-“), where q > 0, and that this upper bound is 
independent of x. From (18), multiplying by p and adding over the range 
p < x’, (p, c) = 1, we obtain the inequality 
x p IE(u, P) -m, P)12 
PG.l.6 
(P,c)=l 
J‘ 
p-1 
< Cl0 1% x 7, P 2 IN, PA2 Cl7 11 +Sl’+q’ (19) 
(,4X= I 
l=I 
To the double sum in this integral we shall apply Lemma 4. 
Let 
A(-Ghp)= Cl 
q<x 
f(4WS - j$ q;; f(4h-S* 
q=u(modc) q =u(modc) 
q=l(modp) 
Then integrating by parts (with the standard Riemann integral) 
A(z,p,s)=x-~A(l,p,s)+crj~y-“-~n(y,1, p)dy. 
2 
In the integral we write 
--1/2iE 
Y Y -“-1’2-EA(y,l, p), 
where E, 0 ( E < 5 is to be fixed presently, and apply the Cauchy-Schwarz 
inequality: 
Ml, p, x)1’ < 2x-2” lb-l(l, p, s>12 
+ zo2 
1 
Xy-“2E 
&j; y- 20-‘-2clA(y, 1, p)12 dy. 
2 
The first integral is 0(x2’). Summing both sides over Z, 1 < I< p - I, 
multiplying by p and adding over those primes p which do not exceed x6 we 
see from Lemma 4 that 
x+x5’ 
log x 
$-j- + x5’ ) q;; If(q dy) s (20) 
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Let 
so that the inequality 
holds uniformly for 2 < y <x. 
Since 56 < 1, the first of the two bounds which appear at (20) is clearly 
0(X *(I -“‘(log x) - ’ w). 
The second bound does not exceed 
If E has a value less than 1 - o, then that part of this integral which does not 
involve x” is 
O(yx2”x 2(‘-“‘-ylOg x) -1) zz 0(x”’ “‘(log x- ‘y). 
A similar upperbound for the part involving X’~ will be obtained if E is 
further restricted by 2s + 56 < 2(1 - a). We fix E at a suitable positive value. 
The integral which appears in inequality (19) therefore does not exceed 
and this last integral is bounded. From (17) and (20), 
application of the Cauchy-Schwarz inequality, we obtain 
with yet another 
x, P E(P)- _ 
/ 
L‘ F(u, p) < cy -“)I+ 
PiX II=1 
(P,C) = 1 
This is, in fact, our desired inequality (9). For according to the definition of 
F(w P) 
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lt=r(modp) 
qt=d(modc) 
,z-* i (l-+) 
(t,P)=l 
qt =d(modc) 
f(n) = r - 
( 1 
1-r. 
nz n” X 
n -d(iodc) 
(n.p)= 1 
The proof of Lemma 3 is complete. 
Remark. Since the integer r in the statement of Lemma 3 may depend 
upon p, one may write the sum which is to be estimated there in the form 
(P,C) = 1 n =d(modc) 
n =r(modp) 
1 SW 2 -- v - 
P-1 ( )I 1-r . “Z n” X 
n Edhod c) 
(n,P)= 1 
4 
In this section we obtain two inequalities for application in the proof of 
the theorem. The first is an analogue of the Turin-Kubilius inequality. 
LEMMA 6. Let o be fixed, 0 c (T < 1. Then the inequality 
2 
T n-O f(n)- C p-If(p) < c12xL-0 C P-l If(P 
nik 
(21) 
P<X PCX 
holds for all strongly additive functions f (n) and real x > 2. 
Proof: This result may be established by the usual method of Turin. For 
example, let 
foW = 
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Then 
n<x 
)I -O(modp) 
Here the sums involving the primes p, q is 
By means of the Cauchy-Schwarz inequality the last of these error terms is 
0 x--- 
i 
If(P>l’ \‘ P = o x1-” \‘ If( 
* P<fi p 
zo 
p<-fi p 1 i- 1%X p<yfY P 1 
Continuing in the usual manner, the main terms cancel and we obtain 
\‘ n-0 fob) - p;J P-Y(P) x1-U - 
n<x x P & \’ * 
Moreover, 
so that 
I.m) -f(412 = ,,“*L,; If( 
“ P- ’ -- ” I < p c .li 
If(PV j. 
The proof of Lemma 6 is now readily completed. 
Define 
8(p, n) = p”Z(l - p-‘)nF2, if pJn. 
=- P -r/z n-“l2 3 if pkn. 
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Replacing thef(p) in (21) by p”‘f(p) we obtain the inequality 
valid for all real (or indeed complex) numbersf(p). Viewing this as a bound 
for norms we may dualise to obtain 
2 
v 
PYX 
-v a,&p,n) < c,*x’-” x (a,12, 
nyx n<x 
valid for all real (complex) numbers a,, 1 < n < x, x > 2. 
Typically 
S a,O(p, n)= p112 1 
nix n<x 
n=O(modp) 
Replacing a,, by b,,ndU12 we obtain 
LEMMA 7. The inequality 
holds for all real (complex) numbers b,, 1 < n < x, x > 2. 
5 
In this section we begin to fill the middle into the proof of the theorem, as 
indicated earlier. It is convenient to establish a partial result. 
Let h(n) be a strongly additive arithmetic function which satisfies 
and 
z \h(an + b) - h(cn + d)\* < c,~x, x> 2, (23) 
n4x 
Ih( G cdhz P)” (24) 
for all primes p. Here p is a positive number. 
For 0 < c < 1 and integers t, define the functions 
x> 2. 
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We shall consider such functions with values of t only in the range 
1 <t<albl. 
For each prime p, (p, a) = 1, let jj denote the unique integer in the interval 
1 < p < a which satisfies the congruence pp = 1 (mod a). 
The main aim of this section will be 
LEMMA 8. The inequality 
S&b)-S ($jb) 1 12<c,,(logx)2u-’ (25) 
holds for all x > 2. 
Remark. Since h(p) = O((log p)“), 
5 p-lb(p)* = O((log x)2P) 
P<X 
is the crude estimate which may be obtained without use of (23). 
Inequality (25) may be compared with that of [5, Lemma 2.3). 
Proof of Lemma 8. We apply Lemma 7 with 
b n-u= {h(an+b)-h(cn+d)} 
n (an + b)” 
and x (there) replaced by (x - b)/a, to obtain (say) 
\\‘ p h(an + b) 
P& 
IP,D)= I 
/ az~t~kzip, (an + 4” /I - an; b ) 
1 7 h(an + 6) an + b -- 
P oco~b,, (an + b)” x 
7 h(cn + d) - 
! o<akh<x (an +b)” I- 
an + b 
x 
an + b -O(mod p) 
1 h(cn + d) -- 
P O<o:b<x (an +bY 
23 n-0 
O<on+b<x 
1 h(an + b) - h(cn + d)il) 
= o(x*(‘-~))) (26 1 
this last step from (23) using an integration by parts. Here D denotes 
ac(ad - bc). Note that a(cn + d) = c(an + b) + (ad - bc). 
h41/lh./3-2 
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We estimate the cntribution of those terms which involve cn + d by means 
of Lemma 3. It is straightforward to check that 
(an:b)” (l--F)= (&x:d)” (++-)+‘(h) 
uniformly for 0 < n (x, (an + b)(cn + d) f 0. A typical sum involving 
h(cn + d) with an + b s 0 (mod p) can then be represented by the sum 
c u 
( 1 
h(m) - . -s - 
( ) 
1-m w=ca-‘x 
a o<;;;c;w ma w  ’ 
m  =d(modc) 
amsad-bc(modp) 
to within an error which is O(l), due to boundedly many terms at the ends 
of the range of n; 0 < an + b <x. In order to apply Lemma 3 with f(n) 
replaced by h(n) we note that in our present circumstances 
sup ( 
hi? Y P(q12 
L--o q$y q. logq = O(Oogx) 
1 
zy-1 
)* 
2<Y<X Y  
Moreover, 
m=O(mod PI 
so that 
h(m) 
x- 
m<w mu 
(p,O)= I m td(modc) 
(m,p)= I 
1 h(m) 
2 
-- r--- 
P-l my&v m” 
mrdtmodc) 
= 0 x2(‘-qlogx)2fl 
( 
x p-3 
P>(lorX)“4 1 
= 0(x 2(1 4(log x)2fi -I)* 
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Similarly 
(Pa)= 1 m=d(modc) 
= o(xz’i-O)(log X)+‘). 
From (26), using Lemma 3, we obtain 
\,’ p h(an + b) an + b 
(logx)=<Pr;x~ ocasbGX (an +b)” I- x 
(Pa)= 1 an+b=O(modp) 
1 -- 
P 
Remark. If we try to obtain an inequality such as (27) by applying 
Lemma 7 directly to the function h(un + b), we obtain only the upper bound 
(essentially) 
x1-O K- n-” Ih(n)l’ = O(xz”-O)(logx)zu), 
ni-zx 
which is not sufficiently strong. Lemma 3 succeeds partly because we have 
made use of the additive property of the function h(n). 
Consider now a typical sum 
v h(an f 6) 
O<azb<x (an + b)” 
1 _ an + b 
antb-OCmodp) 
X 
=-$JQJ. 5‘ l 
L4” - F 
Q$X 4t<x 
q+p qt-b(moda) 
qt =O(mod p) 
+ h(P) 
O<o;,,, (antb)” 
anib-O(modp) 
If we set t = Pk the first (and double) sum on the right-hand side of this 
equation has the alternative expression 
qfP qk$b(modo) 
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1 =- h(an + Pb) 
PO o<on&,<r (an + @lo 
an + jib 
x 
pksFb(moda) 
Here the (last) term involving h(p) is O(x’-“p-z(log p)“). 
It is now straightforward to obtain from (27) the estimate 
Y 
(logx)%Jsx~ 
P h(p) 
1 
O,.;b,, (an+ b)” 
(P,D) = I ontb=O(modp) 
X 
I-o 
- 
a(2 - a)( 1 - a) 1 
S(x,b)-S ($3) 1 I* 
= 0(x u-@(log x)zL1-‘)~ (28) 
The coefficient of h(p) may be computed by beginning along the lines of the 
treatment of the series T(w, z, D) in the proof of Lemma 5. Thus 
tsbcmodo) 
tsO(modp) 
and the sum over k is 
- l J’ikJ+s) ($j’,(,ds 1)’ 27ti 
the integral being evaluated over the line Re(s) = 2 in the complex s-plane. 
Moving the contour over the pole at s = 1 -(T we obtain a residue 
(x(up)-yy(l -a)(2 -0). 
We move the contour to Re(s) = i - o(<O). Since ((4 + iz) = O(l z/“~‘? for 
every fixed E > 0 [ 13, Chapter 51, the new integral is bounded uniformly in 
all p and x, 2 < p < x. 
Dividing both sides of (28) by 
xl-+(1 - a)(2 -a), 
we quickly obtain the desired inequality (25). 
This completes the proof of Lemma 8. 
The following result shows that S(x, pb) varies slowly with x. 
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LEMMA 9. Let 1 < v < exp(fi x), x > 2. Then 
qx, JTb) = S(xq-‘, @b) + O((log x)U-“‘) 
uniformly in ~7, 1 < fl< a. 
Proof. For convenience let pb be denoted r. Then 
h(m) \’ - 
ZY m” 
msr(moda) qfsrtmoda) 
Here a typical coefficient of h(q) will be 
(y’-“/qa(l - o)(Z - a)) + U(q-“) 
if qka, and zero if q ( a unless q ( r also, when it will be 
(y’-“/a(1 -a)(2 -o)) + O(q-“). 
In either case the error terms contribute 
0 &, c’lh(q)l j = W-“(log Y)“- ‘) 
to the sum on the right-hand side of Eq. (29). Hence 
S(Y, r) = s 
h(q) 
- + x h(q) + O((log y)“-‘) 
9SY 4 ql(o,r) 
910 
uniformly for 2 < y < x. Setting y = x, xv ~’ in turn and subtracting gives 
S(x, r) - S(xv- ‘, r) = \‘ 0) - + O((log x)U - ’ ) 
*q-;Tqd.Y 9 
= 0 (log x)U log 
( 
( ‘“;oy;’ j + O((log x)@- 1,) 
= O((log x)“- ‘12) 
as asserted. This completes the proof of Lemma 9. 
We can now prove that S(x, pb) is essentially O(log x). 
LEMMA 10. Under the assumptions of the present section 
S(x, pb) = O(log x + (log x)~ - ‘12(log log x)*) (30) 
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uniformly in @, 1 < d ,< a, and 
s p-‘h(p)2 = O((log x)’ + (log x)*“-‘(log log x)‘). 
P<X 
(31) 
ProoJ: Let 3, be a positive number to be chosen presently. Consider those 
primes p which- satisfy p = 1 (mod a), so that j = 1. For convenience let 
S(x) = S(x, b). Then those primes p, which lie in the interval x”’ < p, <x6 
and for which 
fails, satisfy 
IVP) - {S(x) - W/P)lI abvY-“* (32) 
Similarly those primes pz, xs12 < p2 ,< xs for which 
1 h(p) - ( S(x2) - S(2/p)J < I(log x)U - “2 (33) 
fails, satisfy 
\’ L 
- Pz 
= o&l -‘). 
It follows from a suitable quantitative form of Dirichlet’s theorem on 
primes in arithmetic progression (for example Prachar [ 12, Satz 8.3, p. 1441) 
that 
for all suffkiently large values of x. Thus if we fix II at a large enough value, 
we can find a prime p, x612 ( p <x6, so that both inequalities (32) and (33) 
hold. Eliminating h(p) from such a pair of inequalities gives 
S(x2) - S(x) = S(x2p-1) - s(xp-‘) + O((log x)‘-I’*). 
We repeat this process with the roles of x,x2 played by xp-‘, x’p-’ 
respectively. Eventually we reach 
S(x2) - S(x) = S(xq) - S(q) + O((log x)U - “2 log log x). 
Here q is a positive number, 1 < n < c,,(log x)“~, which arises since at each 
stage of the induction the condition (for example) xp-’ > (log x~P-‘)“~ has 
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to be satisfied. Since every step reduces x by a fixed power, only O(log log x) 
steps are needed. Then 
S(q) = O((log 17)‘) = O(log log x) 
and from an application of Lemma 9, 
S(x2) = 2S(x) + O((log .X>*- “? log log x). 
Replacing x by x1”, x1”,..., and adding gives bound (30) when p = 1. 
Note that p < + is permissible in this argument. 
For any fixed value of r, (r, a) = 1, 
\’ 1 ‘,-- 
(logx~~l~<P~~logx~~~~ p 249(Q) 
p-r(modo) 
so long as x is large enough. For each value ofp we see from inequality (25) 
that there is a prime p, (log x)“~ ( p < (log x)“~ for which 
qxp-‘, ‘3) = S(x) - h(p) + O((log x)@‘2) = O((log x)“-“2(log log x)?). 
After an application of Lemma 9 we obtain inequality (30) in the general 
case. 
To obtain (31) note that 
\’ 
.Y6”;fjcx6 
p-‘h(py = 0 
( 
(logx)~‘-‘(loglogx)~‘.~a~z<,s,* +- 
i 
SO that 
\’ p-‘h(py = O((log X)2@-‘(log log x)4). 
X”*<pSX 
Replacing x by x”~. XI/~,..., and adding, we complete the proof of 
Lemma 10. 
Remark. If ,u > 4, then the exponent 2 in (30) may be reduced to 1, and 
the exponent 5 in (31) to 2. 
6 
We are now in a position to establish the (main) theorem. Our argument 
will make use of a lower bound (local) sieve result. The following form of 
the “Fundamental Lemma of Kubilius” will suffice: 
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LEMMA 11. Let G(n) be a real-valued nonnegative arithmetic function. 
Let a,, n = l,..., N, be a sequence of rational integers. Let r be a positive real 
number, and let p, c p2 < ... < pS < r be rational primes. Let Q = p, . . . pS . 
If d ( Q, then let 
;: 
n=1 
a,-O(modd) 
G(n) = r(d)X + W, 4, (34) 
where X, R are real numbers, X > 0, and q(d,d,) = q(d,) q(d,) whenever d, 
and d, are coprime divisors of Q. 
Assume that for each prime p, 0 < q(p) < 1. 
Let I(N, Q) denote the sum 
(a,.Q)= 1 
Then the estimate 
I(N,Q)={1+2s,H}Xn(l-?(p))+2& x 3”‘d’lR(N4 
PIQ dlQ 
d<z’ 
holds uniformly for r > 2, max(log r, S) < (log z)/8, where \@,I < 1, \6,\ < 1, 
and 
H=exp (-$ ilog (F)-ioglog (y) -$I), 
SE K‘ 9(P) 
p?Q 1 - v(P) 
log P* 
When these conditions are satisfied there is a positive absolute constant a 
so that 2H<a C 1. 
Proof: This result is established in 12, Vol. 1, Chap 21. it is indicated 
there that a = exp(-0.006) is a possible value. Moreover, if only an upper 
bound for I(N, Q) is required, then one may change the definition of S to 
1 II(P) log P 
PIQ 
(which allows v(p) = 1 to occur) and the condition d < z3 may be replaced 
by d<z2. 
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Proof of the (main) theorem. Let f(n) be an additive function which 
satisfies 
f(an + b) - f(cn + d) = O(l), n > 2, (35) 
f(P) = O(@g P)“). p prime, (36) 
where p > 0. We know from Lemma 1 that some value of ,u exists. Moreover 
J(pk) = O((log p’)‘) for all prime-powers pk with k > 3. 
Let h(n) be the strongly additive function defined by h(p) = f(p) for all 
primes p which divide integers of the form am + b or cm + d, and which is 
zero for the at most finitely many primes remaining. It is straightforward to 
check that 
x 1 h(an -t- b) - h(cn + d)12 = O(x) 
so that the results of the previous sections 
titular 
x p-ljQQ2 = O((log xy 
P$X 
become available to us. In par- 
f (log x)Z”- li2 )* 
say, for all x > 2, (Lemma 10). 
Let k be the largest power to which any prime divides a(1 bl + Id/ + 1) + b 
or c(l bl + Id\ + 1) + d. For a typical prime q, (q, ac) = 1, determine m, by 
ak+‘ck+‘m,+a(lb/+Idl+ l)+b-0 (modq), l<mmo<q. Consider those 
integers m, m, < m < m, + q for which 
ak+‘c’i’m+a()bl+~dl+ l)+b 
is divisible by q, but 
(a ktZckS2m+a(lb(+jdj+ l)+b)(ak+‘ckf’m+c(jbj+Idj+ l)+d) 
(37) 
is not divisible by any prime p in the range 2 < p < q”‘, (p, UC) = 1. Here c 
and v are numbers to be fixed presently, 0 < E < 1 < V. We estimate the 
number of such m by means of Lemma 11, where a, has form (37) with m 
replaced by m, + nq, and where 1 <n < N= [q’-‘I. We set z = q”‘ ” ‘. 
r = q”“. The pi are those primes not exceeding qE” which do not divide ac. 
With X= q”-’ we shall have 
V(P) = VP+ if (p,ac-bd)= 1, 
= l/P, if p 1 (ac - bd). 
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and R(N, d) = 0(2”‘d’), where w(d) denotes the number of distinct prime 
divisors of d. If E is fixed at a sufticiently small value and q” is sufficiently 
large, we obtain for I(N, Q) the bounds 
c,,q’-‘/(Ev log q)’ <<(TV, Q) < c16qv-‘/(&v log q)*. (38) 
Suppose now that t c ak+=ck+’ m + a(1 b j + Id( + 1) + b occurs in one of 
our special a,, and has a prime factor I > tq-&“‘*. Then tl-’ < qs”‘* and so 
must consist of primes which divide ac. Such primes cannot divide t to a 
power greater than k. Hence t = t, 1, where t, belongs to a bounded set of 
integers. Arguing in this manner, and applying the particular upper bound of 
(38) with E replaced by 4, we see that if E is fixed at a small enough value, 
there will be at least 
~CISW1/(~~ 1% 412) (39) 
integers m, so that the integers at (37) will be divisible by q in the left-hand 
factor, and will neither be divisible by any primes p, 2 < p < q”‘, (p, ac) = 1, 
not by P > c17q L’(1--E’2) for a certain positive constant c,,. Moreover, there 
will be representations 
U =ak+*cktlm+a(~b~+(d~+l)+b=uqZ,~~~l,,. m 
V m = ck+*ak+‘m + c(lbl + JdJ + 1) + d= u’l; ... I:,, 
(40) 
where the U, U’ are bounded in terms of the factors of a, c, and the integer k; 
w, u are bounded (in terms of v and E), and Ii, Z; are primes. It is easy to 
show that if we replace the factor 1 in (39) by b, then for q” large enough we 
may safely assume that no ri(Zj) occurs twice in the representations (40) and 
that no Zi is q. 
From now on, E will be assumed fixed at a value which guarantees the 
above argument. 
Let A be a positive real number. From Lemma 10, Eq. (31) we see that 
those primes pi, q”” < p, < ~,~ql’(l-~‘*) for which 
If( < wis 4 + (log 4Y “4) (411 
fails satisfy 
“Lo(p). 
-PI 
Here we assume that q”” > ac so that no p divides ac. 
We next show that if the constant A is large enough, then one can ensure 
that in most cases no Zi or Z; is one of the primes for which inequality (41) 
fails. Indeed, if some Zj is a p,, then U,,, is divisible by qp,. Since p, < 
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9 “(‘--E’2’ = (qL’-‘)l-@, 6 = (EV - 2)/(2(v - I)), if v is sufficiently large in 
terms of E, 6 > 0, and an application of an upper bound sieve (Lemma 11) 
shows that the number of such U, is 
The total number of U, divisible by some p, is thus 
O (42) 
if 1 is large enough (in terms of F). 
A similar argument may be made on behalf of the V,. 
In view of bound (42) and its analogue concerning the V,, we see that if 
e, V, 1 are fixed at appropriate values, and the constant in (39) is replaced by 
a constant one fourth as large, then one may assume that no li or 1; is an 
exceptional prime p, . Hence each prime li, 1,: satisfies (4 1) and 
ISW%?)l + IfWJl = wx 9 + (1% 4)“...“4) 
for some integer m in our special set. However, with 
(43) 
M = (UC)“’ ’ m+ Ib( +ldl+ I. 
U, has the form aM + b and V,n the form CM + d, so that from our initial 
hypothesis 
f(u,) -./XV,) = O(l). (44) 
Since (q. 9~ IV,,,) = 1, from (43) and (44) we obtain the bounded 
f(s) = qog q + (log 9)” ’ “). 
We are now back to where we were at the beginning of his section. save 
that ,u in bound (36) has been replaced by max( 1, b - f ). 
After finitely many iterations of this argument we reach the bound,f(q) = 
O(log q). It is then straightforward to prove that 
\-’ f(r$ = O(?c(log s)?). 
,I h I 
This is the required condition (7) of Lemma 2, and from that lemma we 
deduce that for some constant A the series 
\‘I’ p-Q-(p”) -A log pk): 
P.h 
converges. 
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It is now straightforward to complete the proof of the (main) theorem with 
a sieve argument exactly analogous to that used in the construction of the 
integers U,, V,. 
This completes our proof of the theorem. 
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