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The trunated Fourier operator. III
Vitor Katsnelson Ronny Mahluf
Abstrat
The spetral theory of the Fourier operator (non-trunated) is ex-
pounded. The known onstrution of basis of eigenvetors onsisting
of the Hermite funtions is presented. The detail desription of the
eigenspaes in the spirit of a work by Hardy and Tithmarsh is done.
3 Spetral theory of the non-trunated
Fourier-Planherel operator
This manusript may be onsiders a ontinuation of the manusripts
[KaMa1℄ and [KaMa2℄, but an be read independently of them.
The manusript ontains Setion 3 of our work. In this setion we
expound the spetral theory of the non-trunated Fourier operator,
that is of the operator FE , where E = R. Here we denote this operator
by F omitting the subsript E.
The spetral theory of the operator F is losely related to the spe-
tral theory of the Hermite dierential operator
L = −d
2
dt2
+ t2. (3.1)
The eigenfuntion and eigenvalues of the Hermite dierential oper-
ator an be found expliitly without diretly solving the dierential
0
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equation, but using an algebrai method knows as method of lad-
der operators. This method was found by P.A.M.Dira. (See [Dir,
Chapt. 6, Set.34℄. The rst edition of this book appeared on 1930.)
See also [DiWi, Chapter 6, Setion 6-2℄. In the physial literature the
operator whih we named as the Hermite operator is usually named as
the Hamiltonian of the one-dimensional quantum harmoni osillator.
One of the mail algebrai properties of the Fourier transform F on the
whole real axis is the relation of F to the operator M of multipliation
by the independent variable:
Mx(t) = tx(t)
as well as to the operator D of dierentiation with respet to the
independent variable
Dx(t) =
dx(t)
dt
.
Let x(t) be a smooth funtion vanishing fast enough on the innity.
Then, taking the derivative under the integral, we obtain.
d
dt
∞∫
−∞
x(ξ)eitξ dξ = i
∞∫
−∞
ξx(ξ)eitξ dξ .
Integrating by parts, we obtain
∞∫
−∞
dx(ξ)
dξ
eitξ dξ = −it
∞∫
−∞
x(ξ)eitξ dξ .
The last two equalities an be symbolially written as
DF = iFM, (3.2a)
MF = iFD . (3.2b)
The equalities (3.2) prompt us to use operators D and M as build-
ing bloks for onstrution of dierential operators ommuting with
F.
The attempt to nd the operator L ommuting with F in the form
of a linear ombination of D and M : L = αD + βM , where α and β
are numbers, does not yield suess. Multiplying (3.2b) with α, (3.2a)
with β and adding, we obtain
F(αD + βM) = i(βD + αM)F .
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If we assume that FL = LF for L of the form L = αD + βM , that is
F(αD + βM) = (αD + βM)F,
then
(αD + βM)F = i(βD + αM)F
with these α and β. Sine the operator F is invertible, we may anel
on F:
(αD + βM) = i(βD + αM) .
From the last equality it follows that
α = iβ, β = iα .
This homogeneous linear system has only trivial solution: α = 0, β = 0.
However, the ommutation equation od the form
FL = κLF, L = αD + βM, where κ, α, β are numbers, (3.3)
is solvable. (This equation an be onsidered as an eigenvalue problem.
The number κ plays the role of an eigenvalue, the pair (α, β) forms an
eigenvetor.) Substituting (3.2) into (3.3), we ome to the equalities
− iβ = κα, −iα = κβ . (3.4)
The system (3.4) is has two eigenvalues: κ = i and κ = −i. The
eigenvetor orresponding to κ = i is: α = −1, β = 1, the eigenvetor
orresponding to κ = i is: α = 1, β = 1. Let us introdue the linear
ombinations αD + βM orresponding to these eigenvetors α, β:
a
† = −d
dt
+ t , (3.5a)
a =
d
dt
+ t . (3.5b)
The last two formulas may be rewritten in the following way
(a†x)(t) = −e t
2
2
d
dt
(
e−
t2
2 x(t)
)
, (ax)(t) = e−
t2
2
d
dt
(
e
t2
2 x(t)
)
. (3.5)
The dierential operator a
†
is said to be the reation operator ;
the dierential operator a is said to be the annihilation operator.
(The terminology omes from the quantum physis.)
Here we onsider the operators a
†
and a as formal dierential ex-
pressions and do not disuss their domains of denition. The algebrai
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relations in whih these operators are involved is all what is important
for us. In this stage of onsideration we may assume that the domains
of denition D
a
† and Da of the operators a† and a oinides with the
Shwartz spae S (R): D
a
† = Da = S (R) .
Denition 3.1. The Shwartz spae S (R) onsists of all funtions
x(t) whih are dened and innitely dierentiable on the whole real
axis and satisfy the ondition
sup
t∈R
∣∣∣∣tpdpx(t)dt
∣∣∣∣ <∞ for every integer p ≥ 0, q ≥ 0 . (3.6)
The operator F maps the set S (R) onto itself, FS (R) = S (R),
the operators a
†
and a map S (R) into itself:
FS (R) = S (R), a†S (R) ⊆ S (R), aS (R) ⊆ S (R) .
The operators a
†
and a satisfy the fundamental ommutational
relation
aa
† − a†a = 2I, (3.7)
where I is the identity operator in the spae of funtions.
The operators a and a
+
are formally adjoint eah to other: for
every funtions x, y ∈ S (R) , the equality holds
〈ax, y〉 = 〈x, a+y〉 . (3.8)
The equality (3.3), applied to those κ, α, β whih was found by
solving the equation (3.4), leads to the ommutational relations:
Fa
† = ia†F , (3.9a)
Fa = −ia F . (3.9b)
From (3.9) it beomes lear how to onstrut the dierential expression
whih ommutes (formally) with F. Let
W = (a†)k1al1(a†)k2al2 · · · · · (a†)kpalp (3.10)
be a "word" omposed from the "letters" a
†
and a. From (3.9) it
follows that
FW = (−1)εWF, (3.11)
where ε = k1 + · · · + kp − l1 − · · · − lp . Thus under the ondition
k1 + · · · + kp = l1 + · · · + lp
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the dierential expression W dened by (3.10) ommutes with the
Fourier operator F. The order ordW of the (formal) dierential oper-
ator W is:
ordW = k1 + · · · + kp + l1 + · · · + lp .
The least "non-trivial" value for ordW is two. So, there exist two
words W whih present operators ommuting with F: W = aa† and
W = a†a:
aa
† = −d
2
dt2
+ t2 + I ; (3.12a)
a
†
a = −d
2
dt2
+ t2 − I . (3.12b)
Therefore the dierential expression
L = −d
2
dt2
+ t2 , (3.13)
ommutes with F:
FL = LF . (3.14)
(We already know this even in more preise, non-formal formulation:
see Theorem 2.2). From the equalities
L = aa† − I (3.15a)
L = a†a+ I (3.15b)
and from the fundamental ommutational relation (3.7) it follows that
La† − a†L = 2a† , (3.16a)
La − a L = −2a . (3.16b)
From (3.16a) it follows that the operator a
†
is raising operator with
respet to the operator L, and from (3.16b) it follows that the operator
a is lowering operator with respet to the operator L. This means that
if h is an eigenvetor of L orresponding to an eigenvalue λ:
Lh = λh, h 6= 0, (3.17)
then
L(a†h) = (λ+ 2)(a†h) , (3.18a)
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and
L(ah) = (λ− 2)(ah) . (3.18b)
Thus, then the vetor a
†h is an eigenvetor of L orresponding the
eigenvalue λ+2 if a†h 6= 0. Analogously, the vetor ah is an eigenvetor
of L orresponding to the eigenvalue λ−2 if ah 6= 0. So, the operator a†
inreases, and the operator a dereases the eigenvalue of the operator
L. Rising and lowering operators are olletively known as ladder
operators.
From (3.16) and (3.7) one dedues by indution that
L(a†)n−(a†)nL = 2n(a†)n , n = 0, 1, 2, . . . , (3.19a)
Lan − anL = −2nan , n = 0, 1, 2, . . . . (3.19b)
If h is an eigenvetor of L orresponding the eigenvalue of λ, then
L(a†)nh = (λ+ 2n)(a†)nh , n = 0, 1, 2, . . . . (3.20a)
and
Lanh = (λ− 2n)anh , n = 0, 1, 2, . . . . (3.20b)
Lemma 3.1.
1.The equation a
†h = 0 has no non-zero solutions from L2(R).
2.Every solution of the equation ah = 0 is of the form h(t) = ch0(t),
where c is a onstant, and
h0(t) = e
− t
2
2 . (3.21)
Proof. The equation ah = 0 is the dierential equation
dh
dt
+ th(t) = 0 .
Every solution h(t) of this equation is of the form h(t) = ch0(t). The
equation a
†h = 0 is the dierential equation
−dh
dt
+ th(t) = 0 .
Every solution h(t) of this equation is of the form h(t) = ce
t2
2
, and
does not belong to L2(R) if is not identially zero.
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Now we are in position to do the spetral analysis of the operator
L. Let us denote
hn(t) = (a
†)nh0(t), n = 0, 1, 2, . . . . (3.22)
By Lemma 3.1, hn 6≡ 0, n = 0, 1, 2, . . .. Using the expliit expression
(3.5a) for the operator a
†
, we obtain by indution that
hn(t) = Hn(t)e
− t
2
2 , (3.23a)
where
Hn(t) = t
n + · · · (3.23b)
is an unitary polynomial of degree n. Thus,
hn(t) ∈ L2(R).
A little bit dierent representation of hn an be obtained from (3.22)
and (3.5):
hn(t) = e
t2
2
(
d
dt
)k
e−t
2
. (3.24)
From (3.15b) and ah0 = 0 it follows that
Lh0 = h0 . (3.25)
From (3.25) and (3.20a) it follows that for n = 0, 1, 2, . . . ,
Lhn = λnhn,
where
λn = 2n + 1, n = 0, 1, 2, . . . . (3.26)
Thus we have onstruted the sequene of eigenfuntions (3.22)-
(3.23) of the dierential operator L. The operator L is dened by
the dierential expression (3.13) on the set S (R) dened above in
Denition 3.1.
The operator L dened on the set S (R) is symmetri with respet
to the standard salar produt 〈 . , . 〉 in L2(R):
〈Lx, y〉 = 〈x,Ly〉 ∀x, y ∈ S (R) . (3.27)
Every eigenfuntion hn(t), (3.23), belongs to the spae S (R), and all
eigenvalues λn, (3.26), are pairwise dierent. These properties ensure
that the eigenfuntions hn are pairwise orthogonal:
〈hp, hq〉 = 0, ∀ 0 ≤ p, q <∞, p 6= q . (3.28)
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Lemma 3.2. The system {hn}0≤n<∞ is omplete in the spae L2(R),
i.e. the linear span of this system is a set whih is dense in L2(R).
Proof. From (3.23) it follows that
span {hn(t)}0≤n<∞ = span {tne
t2
2 }0≤n<∞ .
If the system {hn}0≤n<∞ is not omplete in L2(R), then the system
{tne t
2
2 }0≤n<∞ also is not omplete in the spae L2(R). Then there
exists a funtion ϕ ∈ L2(R) whih is orthogonal to every tne− t
2
2
, that
is
∞∫
−∞
ϕ(t) tne−
t2
2 dt = 0 ∀n = 0, 1, 2, . . . . (3.29)
Let us onsider the funtion
f(z) =
∞∫
−∞
ϕ(t)e−
t2
2 eizt dt .
Sine ϕ ∈ L2(R), the above integral exists for every z ∈ C and rep-
resents a funtion holomorphi in the whole omplex plane C. The
orthogonality onditions (3.29) that all derivatives f (n) of the fun-
tion f vanish at the origin: f (n)(0) = 0, n = 0, 1, 2, . . . . By the
uniqueness theorem for analyti funtions, f(z) ≡ 0. In partiular,
∞∫
−∞
ϕ(t)e−
t2
2 eiξt dt = 0 for every ξ ∈ R. By the uniqueness theorem for
the Fourier integral, ϕ(t)e−
t2
2 ≡ 0, hene ϕ(t) ≡ 0.
A omplete orthogonal system in a Hilbert spae is an orthogonal
basis of this spae. Thus the following result was established:
Lemma 3.3. The system {hn(t)} 0≤n<∞, (3.22)-(3.23), is an orthog-
onal basis of the spae L2(R).
It turns out that we have nd all eigenfuntions of L. There is
no eigenfuntions essentially other then hn. To make the formulation
preise we have to dene aurately the appropriate operator fousing
our attention on its domain of denition.
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Denition 3.2. Domain of denition DL of the operator L onsists
of funtions x(t) whih are dened at every point of the real axis R
and satisfy the onditions:
1. x is dierentiable at every point t ∈ R, its derivative dx(t)
dt
is
absolutely ontinuous on every nite subinterval of R;
2. x(t) ∈ L2(R);
3. −d
2x(t)
dt2
+ t2x(t) ∈ L2(R);
The ation of the operator L on x is dened as:
(Lx)(t) = −d
2x(t)
dt2
+ t2x(t) for x ∈ DL . (3.30)
Lemma 3.4. Let a funtion x(t) belongs to the domain of denition
of the operator . (See Denition 3.2).
Then
lim
t→±∞
x(t) = 0, lim
t→±∞
dx(t)
dt
= 0 . (3.31)
Proof. The funtion
(
− d
2x(t)
dt2
+ t2x(t)
)
· x(t) belongs to L1(R) sine
eah of the fators of this produt belongs to L2(R). Therefore, there
exists the nite limit
lim
a→−∞
b→+∞
b∫
a
(
− d
2x(t)
dt2
+ t2x(t)
)
x(t) dt .
Integrating by parts, we obtain
b∫
a
(
− d
2x(t)
dt2
+ t2x(t)
)
x(t) dt =
− dx(t)
dt
x(t)
∣∣∣∣
t=b
t=a
+
b∫
a
(∣∣∣∣dx(t)dt
∣∣∣∣
2
+ t2
∣∣x(t)∣∣2) dt .
For xed a, there exists the limit limb→∞
b∫
a
(∣∣∣∣dx(t)dt
∣∣∣∣
2
+ t2
∣∣x(t)∣∣2) dt,
nite or innite. Hene, there exists the limit
lim
b→+∞
d|x(t)|2
dt
∣∣
t=b
= lim
b→+∞
(
dx(t)
dt
x(t) +
dx(t)
dt
x(t)
)
∣∣
t=b
,
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nite or innite. The last limit must be equal to zero, otherwise
limt→∞ |x(t)| = +∞, and the ondition x ∈ L2(R) shall be violated.
Sine limt→∞
dx(t)
dt = 0 and x ∈ L2(R), the ondition limt→∞ x(t) = 0
will be satised.
Lemma 3.5. The operator L is a symmetri operator in L2(R), that
is
〈Lx, y〉 = 〈x,Ly〉 ∀x, y ∈ DL . (3.32)
Proof. The equality (3.32) is obtained integrating by part twie on
xed nite interval and then passing to the limit as the endpoints of
this interval tend to ∓∞. The term out the integral vanish aording
to Lemma 3.4.
Lemma 3.6. If a number λ is an eigenvalue of the operator L, then
the multipliity of λ is equal to one.
Proof. Let u(t) and v(t) are eigenfuntion of L orresponding to the
same eigenvalue λ:
u ∈ DL, v ∈ DL,Lu = λu, Lv = λv .
Sine both funtions, u(t) and v(t) are solutions of the same dierential
equation of the form
−d
2x(t)
dt2
+ t2x(t)− λx(t) = 0 ,
the Wronskian W (t) =
du(t)
dt
v(t) − u(t)dv(t)
dt
does not depend on t.
Aording to Lemma 3.4, limt→±∞W (t) = 0. Hene W (t) ≡ 0, and
the funtions u(t) and v(t) are proportional.
Lemma 3.7. Let h(t) 6≡ 0 be an eigenfuntion of dierential operators
L,(See Denition 3.2), orresponding an eigenvalue λ:
h ∈ DL, L = λh.
Then λ oinides with one of the eigenvalues (3.26): λ = λn0 for
some n0, and the funtion h(t) is proportional to the appropriate eigen-
funtion: h(t) = chn0(t), where c is a onstant.
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Proof. Combining the equalities
Lhn = λnhn, Lh = λh, 〈Lhn, h〉 = 〈hn, Lh〉,
we obtain that
(λn − λ)〈hn, h〉 = 0 .
If λ diers from any of eigenvalues λn, then 〈hn, h〉 = 0 ∀n. Sine the
system {hn}0≤n<∞ is omplete in L2(R), and h 6= 0, this is impossible.
Thus, λ = λn0 for some n0. By Lemma 3.4, the eigenvalue λn0 is
of multipliity one. Thus, the eigenfuntion h is proportional to the
eigenfuntion hn0 .
We already know, (3.14), see also Theorem 2.2, that the dier-
ential operator L ommutes with the operator F:
LFx = FLx ∀ x ∈ S (R) . (3.33)
The eigenfuntions hn, (3.22)-(3.23), belongs the Shwartz spae S (R).
Thus, the equality (3.33) is appliable to x = hn:
LFhn = FLhn . (3.34)
Sine hn is an eigenvetor of L orresponding to the eigenvalue λn:
Lhn = λnhn ,
we see from (3.34), that
L(Fhn) = λn(Fhn) . (3.35)
The last equality means that the vetor Fhn also is an eigenvetor of L
orresponding to the eigenvalue λn. Sine eigenvalues of the operator
L are of multipliity one, (Lemma 3.6), The vetor Fhn is proportional
to the vetor hn:
Fhn = µnhn . (3.36)
However the operator F is unitary,
F
∗
F = I , (3.37)
and
F
2 = −I. (3.38)
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The last equality is a onsequene of the unitarity of F, (3.37), and
the relation
(F∗x)(t) = (Fx)(−t) ∀x.
From (3.38), the spetral mapping theorem and unitarity of F it follows
that the eigenvalues of F are among the numbers λ = 1, λ = −1, λ =
i, λ = −1, and that the spae L2(R) is the orthogonal sum of the
appropriate eigenspaes:
L2(R) = X 1 ⊕ X−1 ⊕ X i ⊕ X−i , (3.39a)
Fx = λx for x ∈ Xλ, λ = 1, −1, i, −i . (3.39b)
Thus, in (3.36) µn may take only one of four possible values: 1, −1, i,
−i. For n = 0, the equality means
1√
2pi
∞∫
−∞
e−
ξ2
2 eiξt dξ = µ0 e
− t
2
2 .
Setting t = 0 in the last equality, we obtain
µ0 =
1√
2pi
∞∫
−∞
e−
ξ2
2 dξ
In partiular, µ0 > 0. Hene,
µ0 = 1 . (3.40)
From (3.9a) we obtain that
F(a†)nx = in F(a†)nx ∀x ∈ S (R) . (3.41)
(The last equality is a partiular ase of the equality (3.10)-(3.11).)
Substituting x = h0 into (3.41) and taking into aount (3.22), we see
that
Fhn = i
nhn , n = 0, 1, 2, . . . . (3.42a)
So,
µn = i
n, n = 0, 1, 2, . . . . (3.42b)
Thus, we obtain the following result:
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Theorem 3.1.
1. The spetrum ow the Fourier operator F, onsidered in the Hilbert
spae L2(R), onsists of four points:
µ = 1, µ = −1, µ = i, µ = −i .
Eah of this points is an eigenvalue of innite multipliity.
2. The spae L2(R) is the orthogonal sum (3.39) of the appropriate
eigenspaes Xλ, λ = 1, i, −1, −i:
L2(R) = X 1 ⊕ X−1 ⊕ X i ⊕ X−i ,
Fx = λx for x ∈ Xλ, λ = 1, −1, i, −i .
Eah of these eigenspaes Xλ is innite-dimensional.
3. The systems
{h4k }k=0, 1, 2, ... , {h4k+1}k=0, 1, 2, ... ,
{h4k+2}k=0, 1, 2, ... , {h4k+3}k=0, 1, 2, ... , (3.43)
form orthogonal bases in the eigenspae X1, Xi, X−1, X−i respe-
tively.
The system {hn}n=0, 1, 2, ... is not normalized. Let us normalize this
system. By indution with respet to n we derive from (3.7) and (3.22)
that
ahn = 2nhn−1, n = 1, 2, . . . ; ah0 = 0 . (3.44)
From (3.22), (3.8) and (3.44),
〈hn, hn〉 = 〈a†hn−1, hn〉 = 〈hn−1, ahn〉 = 2n〈hn−1, hn−1〉 .
Iterating the equality 〈hn, hn〉 = 2n〈hn−1, hn−1〉, we obtain
〈hn, hn〉 = 2nn!〈h0, h0〉 .
By diret alulation, 〈hn, hn〉 = pi. Thus,
〈hn, hn〉 = pi2nn! , n = 0, 1, 2, . . . . (3.45)
Let us introdue the normalized vetors
en = pi
−1/22−
n
2 (n!)−1/2hn , n = 0, 1, 2, . . . . (3.46)
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The system {en}n=0, 1, 2, ... forms an orthonormal basis of the spae
L2(R), and
Len = λnen, Fen = µnen, n = 0, 1, 2, . . . , (3.47)
where
λn = 2n+ 1, µn = i
n . (3.48)
The domain of denition DL of the operator L an be desribed as
follows:
Lemma 3.8. A vetor x from L2(R) belongs to the domain of deni-
tion DL of the operator L whih was introdued in Denition 3.2 if and
only if the oeients cn of the expansion of x in the Fourier series
x =
∑
0≤n<∞
cnen
with respet the orthonormal basis {en}n=0, 1, 2, ... satisfy the ondition∑
0≤n<∞
λ2n|cn|2 <∞ .
The vetor Lx is represented by the ortogonal series
Lx =
∑
0≤n<∞
λncnen .
If x =
∑
0≤n<∞
cn(x)en and Fx
∑
0≤n<∞
cn(Fx)enare the Fourier
expansions of the vetors x and Fx with respet to the orthonormal
basis oomposed of the normalised eigenvetors of F, then cn(Fx) =
incn(x). In partiular, |cn(x)| = |cn(Fx|).
From Lemma (3.8) wi derive the following theorem, whih is L2-
version of Theorem 2.2:
Theorem 3.2. Let L be the dierential operator whih was introdued
in Denition 3.2.
1. A funtion x belongs the domain of denition DL of the operator
L if and only if the funtion Fx belongs to DL.
2. If x ∈ DL, then
F(Lx) = L(Fx) .
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Theorem 3.1 gives a haraterization of vetors from the eigenspaes
Xλ of the Fourier operator F in terms of their Fourier oeients of
these vetors with respet to the orthogonal system {hn}n=0, 1, 2, ... .
Reall that this system was introdued by (3.22)-(3.21)-(3.5a).
Below we present another haraterization of the eigenspaes Xλ
in the spirit of the work [HaTi1℄ by Hardy and Tithmarsh, where the
desription of the subspae X1 was done. (The results of the works
[HaTi1℄ and [HaTi2℄ were reprodued in the book [Tit℄.)
Funtions x(t) whih belongs to the eigenspae Xλ, λ = 1, −1, i, −i
of the Fourier operator F are desribed as the inverse Melline transform
x(t) =
1
2pi
∞∫
−∞
ϕ
(
1
2
+ iη
)
t−
(
1
2
+iη
)
dη , 0 < t <∞ , (3.49)
where the form of the funtion ϕ(ζ) depends on λ. (Eigenfuntions
x(t) are either even, if λ = ±1, or odd, if λ = ±i. Therefore it is
enough to desribe their restritions on the positive half-axis only.)
For λ = ±1, ϕ is of the form
ϕ
(
1
2
+ ζ
)
= ψ(ζ) · 2 ζ2Γ
(
1
4
+
ζ
2
)
, (3.50a)
for λ = ±i, ϕ is of the form
ϕ
(
1
2
+ ζ
)
= ψ(ζ) · 2 ζ2Γ
(
3
4
+
ζ
2
)
, (3.50b)
where the funtion ψ is even if λ = 1 or λ = i, and the funtion ψ is
odd if λ = −1 or λ = −i.
Thus, for λ = ±1, the representation (3.49) takes the form
x(t) =
1
2pi
∞∫
−∞
ψ(iη)·2 iη2 Γ
(
1
4
+
iη
2
)
t−
(
1
2
+iη
)
dη , 0 < t <∞ , (3.51a)
and for λ = ±i, the representation (3.49) takes the form
x(t) =
1
2pi
∞∫
−∞
ψ(iη)·2 iη2 Γ
(
3
4
+
iη
2
)
t−
(
1
2
+iη
)
dη , 0 < t <∞ , (3.51b)
The funtion ψ, whih is dened merely on the imaginary axis ,
serves as a `free' parameter. The only restritions on ψ is its evenness
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(or oddness) and the onvergene of the integral
∞∫
∞
∣∣∣∣ϕ
(
1
2
+ iη
)∣∣∣∣
2
dη <∞ . (3.52)
For λ = ±1, the ondition (3.52) takes the form
∞∫
∞
∣∣ψ(iη)∣∣2∣∣∣∣Γ
(
1
4
+ i
η
2
)∣∣∣∣
2
dη <∞ , (3.53a)
for λ = ±i, the ondition (3.52) takes the form
∞∫
∞
∣∣ψ(iη)∣∣2∣∣∣∣Γ
(
3
4
+ i
η
2
)∣∣∣∣
2
dη <∞ . (3.53b)
Theorem 3.3.
1. Let the funtion x from L2(R) belongs to the eigenspae X1 of
the Fourier operator F. Then the funtion x is representable in
the form (3.51a) on the positive half-axis R+, where ψ is an even
funtion dened on the imaginary axis and satises the ondition
(3.53a).
Conversely, if ψ is an even funtion dened on the imaginary
axis and satisfying the ondition (3.53a), and the funtion x(t) is
dened by (3.51a) on the positive half-axis R+ and is extended from
R+ to R as an even funtion, then x belongs to the eigenspaes X1
of the operator F.
2. Let the funtion x from L2(R) belongs to the eigenspae X−1 of
the Fourier operator F. Then the funtion x is representable in
the form (3.51a) on the positive half-axis R+, where ψ is an odd
funtion dened on the imaginary axis and satises the ondition
(3.53a).
Conversely, if ψ is an odd funtion dened on the imaginary
axis and satisfying the ondition (3.53a), and the funtion x(t)
is dened by (3.51a) on the positive half-axis R+ and is extended
from R+ to R as an odd funtion, then x belongs to the eigenspaes
X−1 of the operator F.
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3. Let the funtion x from L2(R) belongs to the eigenspae X i of
the Fourier operator F. Then the funtion x is representable in
the form (3.51b) on the positive half-axis R+, where ψ is an even
funtion dened on the imaginary axis and satises the ondition
(3.53b).
Conversely, if ψ is an even funtion dened on the imaginary
axis and satisfying the ondition (3.53b), and the funtion x(t) is
dened by (3.51b) on the positive half-axis R+ and is extended from
R+ to R as an even funtion, then x belongs to the eigenspaes X i
of the operator F.
4. Let the funtion x from L2(R) belongs to the eigenspae X−i of
the Fourier operator F. Then the funtion x is representable in
the form (3.51b) on the positive half-axis R+, where ψ is an odd
funtion dened on the imaginary axis and satises the ondition
(3.53b).
Conversely, if ψ is an odd funtion dened on the imaginary
axis and satisfying the ondition (3.53b), and the funtion x(t)
is dened by (3.51b) on the positive half-axis R+ and is extended
from R+ to R as an odd funtion, then x belongs to the eigenspaes
X−i of the operator F.
In eah of the four ases, the orrespondene between x(t) and ψ(iη)
is one-to-one. Moreover, the Parseval identity holds, whih is of the
form
∞∫
0
|x(t)|2dt =
∞∫
∞
∣∣ψ(iη)∣∣2∣∣∣∣Γ
(
1
4
+ i
η
2
)∣∣∣∣
2
dη (3.54)
in the ases 1 or 2, and of the form
∞∫
0
|x(t)|2dt =
∞∫
∞
∣∣ψ(iη)∣∣2∣∣∣∣Γ
(
3
4
+ i
η
2
)∣∣∣∣
2
dη
in the ases 3 or 4 .
Let us reall some well known fats:
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The identities for the Euler Gamma-funtion Γ(ζ):
Γ(ζ + 1) = ζΓ(ζ) , see [WhWa℄ , 12.12, (3.55)
Γ(ζ)Γ(1− ζ) = pi
sinpiζ
, see [WhWa℄ , 12.14, (3.56)
Γ(ζ)Γ
(
ζ +
1
2
)
= 2
√
pi 2−2ζΓ(2ζ), see [WhWa℄ , 12.15. (3.57)
The Melline transform.
The Mellin transform is an integral transform that may be regarded
as the multipliative version of the two-sided Laplae transform. The
Melline transform serves to link Dirihlet series with automorphi fun-
tions. In partiular, the inversion formula plays a role in the proof of
funtional equation for Dirihlet series similar to that for the Riemann
zeta-funtion. See the artile "Melline Transform" on the page 192 of
[ME, Volume 6℄ and referenes there. See also the artile "The Melline
Trannsform" in Wikipedia.
Let f(t) be a funtion dened for 0 ≤ t < ∞. The Melline trans-
form of the funtion f(t) is said to be the funtion ϕ(ζ):
ϕ(ζ) =
∞∫
0
t ζ−1f(t) dt . (3.58)
The Melline transform exists for those (omplex) ζ for whih the inte-
gral in (3.58) exists. If the funtion f is loally integrable on (0,∞),
and for some real u, v : u < v, the estimates hold:
f(t) = O(t−u) as t→ + 0, f(t) = O(t−v) as t→ +∞ , (3.59)
then the integral in (3.58) exists for ζ from the vertial strip{
ζ : u < Reζ < v
}
, and the inversion formula
f(t) =
1
2pii
c+i∞∫
c−i∞
t−ζ ϕ(ζ) dζ , 0 < t <∞ , (3.60)
holds, where the integration an be performed over any vertial straight
line Re ζ = c with u < c < v. In partiular, if u < 12 < v, then
f ∈ L2(0,∞), the funtion ϕ(ζ) is dened on the vertial line Re ζ = 12 ,
and the Parseval equality
∞∫
0
|f(t)|2 dt = 1
2pi
∞∫
−∞
∣∣∣∣ϕ
(
1
2
+ iη
)∣∣∣∣
2
dη (3.61)
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holds. The set of funtions f(t) satisfying the onditions (3.59) for
some u, v : u < 12 < v, is dense in L
2(0,∞). By a standard approxi-
mation reasoning, whih uses the Parseval identity (3.61), the Melline
transform ϕ(ζ) an be dened for arbitrary funtion f(t) ∈ L2(0,∞).
This Melline transform ϕ(ζ) is dened as an L2-funtion on the vertial
line
{
ζ : Re ζ = 12
}
.
Vie versa, let ϕ(ζ) be an arbitrary funtion whih is holomorphi
in the strip
{
ζ : α < Re ζ < β
}
, where α < 12 < β, and satises the
estimate |ϕ(ζ)| = O(|ζ|−2) as |ζ| → ∞ in this strip. We dene the
funtion f(t) from ϕ by (3.60), where the integral is taken over an
arbitrary line {ζ : Re ζ = c} with α < c < β. Then the funtion f
satisfy the estimates (3.59) with any arbitrary xed u, v : α < u < v <
β. The formula (3.58), applied to this f , reovers the starting funtion
ϕ. If a funtion ϕ(ζ) is dened only on the straight line {ζ : ζ =
1
2 + iη, −∞ < η <∞} and satisfy the ondition
∞∫
−∞
∣∣ϕ( 12 + iη)∣∣2dη <
∞, we assign a meaning to the formula (3.60) by an approximation
reasoning, whih uses the Parseval identity (3.61).
Thus, there is one-to-one orrespondene between funtions f(t) on
the positive half-axis satisfying the ondition
∞∫
0
|f(t)|2 dt <∞ and the
funtions ϕ
(
1
2 + iη
)
satisfying the ondition
∞∫
−∞
∣∣ϕ(12 + iη)∣∣2dη < ∞.
This orrespondene is established by the pair of formulas (3.58) and
(3.60).The Parseval identity (3.61) holds. If the funtions f(t) and
ϕ
(1
2 + iη
)
deay fast enough, then the integrals in (3.58) and (3.60)
are understood in a literal sense, as Lebesgue integrals. For general
(not fast deaying) funtions f and ϕ from L2, the integrals in (3.58)
and (3.60) are assigned with a meaning by approximation reasonings.
Before to prove Theorem 3.3, we urry out some alulation related
to the Gamma funtion. We use the results of this alulations in the
proof.
Lemma 3.9. The following identities hold:
√
2
pi
(
cos
pi
2
ζ
)
Γ(ζ) = 2 ζ−
1
2
Γ
(ζ
2
)
Γ
(1
2 − ζ2
) , (3.62a)
√
2
pi
(
sin
pi
2
ζ
)
Γ(ζ) = 2 ζ−
1
2
Γ
(1
2 +
ζ
2
)
Γ
(
1− ζ2
) . (3.62b)
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Proof. From (3.56) it follows that
cos
pi
2
ζ =
pi
Γ
(
1
2 − ζ2
)
Γ
(
1
2 +
ζ
2
) .
From (3.56) it follows that
Γ(ζ) = pi−
1
2 Γ
(ζ
2
)
Γ
(
1
2 +
ζ
2
)
2ζ−1 .
Combining the last two formulas, we obtain (3.62a). Combining the
last formula with the formula
sin
pi
2
ζ =
pi
Γ
( ζ
2
)
Γ
(
1− ζ2
) ,
we obtain (3.62b).
Lemma 3.10. Let ζ belongs to the strip Π:
Π =
{
ζ : 0 < Re ζ < 1
}
. (3.63)
Then
∞∫
0
(cos s) sζ−1 ds =
(
cos
pi
2
ζ
)
Γ(ζ) , (3.64a)
∞∫
0
(sin s) sζ−1 ds =
(
sin
pi
2
ζ
)
Γ(ζ) , (3.64b)
where the integrals in (3.64) are understood in the sense
∞∫
0
{
cos s
sin s
}
s ζ−1 ds = lim
R→+∞
R∫
0
{
cos s
sin s
}
s ζ−1 ds ,
and the limit exists uniformly with respet to ζ from any xed ompat
subset of the strip Π.
Proof. We onsider the losed ontour LR whih is formed by the inter-
val [0, R] of the real axis, by the irle CR = {ζ : ζ = Reiθ, 0 ≤ θ ≤ pi2 },
and by the interval [0, iR] of the imaginary axes. We hoose the
ounterlokwise orientation on LR. We onsider the funtion f(z) =
zζ−1eiz in the domain bounded by ontour LR. Here z
ζ−1 = e(ζ−1) ln z,
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and 0 ≤ arg z ≤ pi2 in the domain. By Cauhy theorem,
∫
LR
f(z) dz = 0 .
By Jordan lemma, limR→+∞
∫
CR
f(z) dz = 0. Analysing the proof of
Jordan lemma, we see, that the last limit is uniform with respet to ζ
from any xed ompat subset of the stripΠ. The limit limR→+∞
iR∫
0
f(z) dz
exists end is uniform with respet to ζ sine the integral here on-
verges absolutely and uniformly with respet to ζ. On the interval
[0, iR], z = sei
pi
2
, where s ≥ 0, and dz = eipi2 ds. Hene
iR∫
0
f(z) dz =
R∫
0
sζ−1 ei
pi
2
(ζ−1)e−s ei
pi
2 ds = ei
pi
2
ζ
R∫
0
sζ−1e−s ds .
Thus,
lim
R→+∞
R∫
0
sζ−1eis ds = ei
pi
2
ζ Γ(ζ) .
Analogously,
lim
R→+∞
R∫
0
sζ−1e−is ds = e−i
pi
2
ζ Γ(ζ) .
Lemma 3.11. Let a funtion x(t) belongs to L2(0,∞), and xˆc(t) and
xˆs(t) are the osine- and sine- Fourier transform of the funtion x:
xˆc(t) =
√
2
pi
∞∫
0
x(s) cos(ts) ds, (3.65a)
xˆs(t) =
√
2
pi
∞∫
0
x(s) sin(ts) ds (3.65b)
Let ϕx(ζ), ϕxˆc(ζ) and ϕxˆs(ζ) be the Melline transforms of the fun-
tions x, xˆc and xˆs respetively. (All three funtions x, xˆc, xˆs belong to
L2(0,∞), so their Melline transforms exists and are L2 funtions on
the vertial line ζ = 12 + iη, −∞ < η <∞.)
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Then for ζ = 12 + iη, −∞ < η <∞, the equalities
ϕxˆc(ζ) = ϕx(1− ζ) · 2 ζ−
1
2
Γ
(ζ
2
)
Γ
(
1
2 − ζ2
) , (3.66a)
ϕxˆs(ζ) = ϕx(1− ζ) · 2 ζ−
1
2
Γ
(
1
2 +
ζ
2
)
Γ
(
1− ζ2
) . (3.66b)
hold.
To prove Lemma 3.11 we need some tehnial approximation result.
Denition 3.3.
1. A funtion x(t) dened on [0,∞), is said to be -good if both
x(t) and its osine Fourier transform xˆc(t) are summable, i.e.
∞∫
0
|x(t)| dt < ∞,
∞∫
0
|xˆc(t)| dt < ∞, and moreover the funtions
x(t), xˆc(t) are ontinuous on [0,∞) and tend to 0 as t→∞.
2. A funtion x(t) dened on [0,∞), is said to be s-good if both
x(t) and its sine Fourier transform xˆs(t) are summable, i.e.
∞∫
0
|x(t)| dt < ∞,
∞∫
0
|xˆs(t)| dt < ∞, and moreover the funtions
x(t), xˆs(t) are ontinuous on [0,∞) and tend to 0 as t→∞.
Lemma 3.12. The set of all -good funtions is dense in L2(0,∞).
The set of all s-good funtions is dense in L2(0,∞).
Proof. Let hn(t) be the funtions dened by (3.21)-(3.22). (Stritly
speaking, we onsider the restritions of the funtions hn(t) on [0,∞).)
Every funtion h2k is -good: hˆ2kc = (−1)khˆ2k, every funtion h2k+1 is
-good:
ˆh2k+1s = (−1)k ˆh2k+1. The set of all nite linear ombinations
of the funtions h2k is dense in L
2([0,∞)). The set of all nite linear
ombinations of the funtions h2k+1 also is dense in L
2([0,∞)).
Proof. Proof of Lemma 3.11.We prove rst the equalities (3.66) as-
suming that the funtion x(t) is "good" : -good if we disuss (3.66a)
and s-good if we disuss (3.66b). By denition (3.58) of the Melline
transform,
ϕxˆc(ζ) = lim
R→∞
R∫
0
xˆc(t)t
ζ−1dt , Re ζ = 12 .
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Substituting the expression (3.65a) for xˆc(t) into the last formula, we
obtain:
ϕxˆc(ζ) = lim
R→∞
R∫
0
(√
2
pi
∞∫
0
x(s) cos(ts) ds
)
tζ−1 dt , Re ζ = 12 .
(3.67)
For xes nite R, 0 < R <∞), we hange the order of integration:
R∫
0
(√
2
pi
∞∫
0
x(s) cos(ts) ds
)
tζ−1 dt =
∞∫
0
x(s)
(√
2
pi
R∫
0
cos(ts) tζ−1 dt
)
ds .
(3.68)
The hange of order of integration is justied by Fubini theorem.
Changing the variable ts = τ , we get
R∫
0
cos(ts) tζ−1 dt = s−ζ
Rs∫
0
cos(τ) τ ζ−1 dτ .
Thus
R∫
0
(√
2
pi
∞∫
0
x(s) cos(ts) ds
)
tζ−1 dt =
=
∞∫
0
x(s)s−ζ
(√
2
pi
Rs∫
0
cos(τ) τ ζ−1 dτ
)
ds . (3.69)
Aording to Lemma 3.10, for every s > 0,
lim
R→∞
Rs∫
0
cos(τ) τ ζ−1 dτ =
(
cos
pi
2
ζ
)
Γ(ζ) , (3.70)
For every ζ : 0 < Reζ < 1, the value
ρ∫
0
(cos τ)τ ζ−1 dτ , onsidered as a
funtion of ρ, vanishes at ρ = 0, is ontinues funtion of ρ, and has a
nite limit as ρ →∞,. Therefore there exist a nite M(ζ) < ∞ suh
that for every ρ : 0 ≤ ρ <∞, the estimate holds:
∣∣∣ ρ∫
0
(cos τ)τ ζ−1 dτ
∣∣∣ ≤
M(ζ). Here the value M(ζ does not depend on ρ. In other words,
∣∣∣∣∣
Rs∫
0
cos(τ) τ ζ−1 dτ
∣∣∣∣∣ ≤M(ζ) <∞ ∀ s,R : 0 ≤ s <∞, 0 ≤ R <∞ .
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By Lebesgue theorem on dominating onvergene,
lim
R→∞
∞∫
0
x(s)s−ζ
(√
2
pi
Rs∫
0
cos(τ) τ ζ−1 dτ
)
ds =
=
∞∫
0
x(s)s−ζ
(√
2
pi
∞∫
0
cos(τ) τ ζ−1 dτ
)
ds . (3.71)
Unifying (3.67), (3.68), (3.69), (3.71) and taking into aount (3.70)
and (3.62a), we obtain that
ϕxˆc(ζ) =
∞∫
0
x(s) s−ζ ds · 2 ζ− 12 Γ
( ζ
2
)
Γ
(1
2 − ζ2
) .
To pass from this formula to (3.66a), it remains to observe that
∞∫
0
x(s) s−ζ ds = ϕx(1− ζ) .
We prove the equality (3.66a) under assumption that the funtion x is
-good.
To general x ∈ L2([0,∞)), the equality (3.66a) an be extended
by approximation reasoning. Let x ∈ L2([0,∞)), and let {xn} be
a sequene of -good funtions whih onverges to x in L2([0,∞)).
The sequene
{
(x̂n)c
}
of the osine-Fourier transforms will onverge
to the osine-Fourier transform
{
xˆc
}
in L2([0,∞)). Sine the orre-
spondene x(t) → ϕ(12 + iη) is an unitary mapping from L2([0,∞)
onto L2(−∞,∞), see (3.60), then ϕxˆc → ϕxˆc , and ϕ(x̂n)c → ϕ(x̂n)c.
(The onvergene is in L2 on the vertial straight line ζ : ζ = 12 + iη.)
Sine the equality (3.66a) holds for the funtions xn, and the transform
ϕ(ζ) → ϕ(1 − ζ) is unitary in L2 on the vertial line ζ : ζ = 12 + iη,
this equality an be extended to an arbitrary x ∈ L2([0,∞)).
The equality (3.66b) an be proved analogously.
Proof of Theorem 3.3.
1. Let x be an eigenfution of F orresponding to the eigenvalue
λ = 1. This means that
x(t) = xˆc(t) . (3.72)
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Sine the orrespondene between funtions on [0,∞ and their Mellin
transforms is one-to-one, The equality (3.72) is equivalent to the equal-
ity
ϕx(ζ) = ϕxˆc(ζ) ζ =
1
2 + iη. (3.73)
Taking into aount the equality (3.66a), we onlude that the equality
(3.72) is equivalent to the equalty
ϕx(ζ) = ϕx(1 − ζ) · 2 ζ−
1
2
Γ
( ζ
2
)
Γ
(
1
2 − ζ2
) . (3.74)
Substituting ζ = 12 + iη to the last formula, we onlude that the
equality (3.66a) is equivalent to the equality
ϕx(
1
2 + iη) = ϕx(
1
2 − iη) · 2iη
Γ
(1
4 + i
η
2
)
Γ
(1
4 − iη2
) . (3.75)
The last equality means that the funtion
ψx(iη) =
ϕx(
1
2 + iη)
Γ
(1
4 + i
η
2
) 2−i η2 (3.76)
is even:
ψx(iη) = ψx(−iη), −∞ < η <∞ . (3.77)
Thus, the ondition (3.77), together with the ondition
∞∫
−∞
|ψx(12 + iη) · Γ
(1
4
+ i
η
2
)
dη|2 <∞
is equivalent to the ondition (3.66a) together with the ondition x ∈
L2([0,∞).
The statement 1 of Theorem 3.3 is proved. The Statements 2, 3
and 4 are proved in the same way.
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