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ABSTRACT
Nonlinear Properties of Dense Coherent Media. (August 2003)
Eugeniy Eugenievich Mikhailov, B.S., Moscow State Engineering Physics Institute
Chair of Advisory Committee: Dr. George R. Welch
Properties of coherent media in the regime of electromagnetically induced trans-
parency (EIT) are studied. A study of the shape and width of the EIT resonance is
presented for coherent media with buﬀer gas. Observation of an absorption-like reso-
nance for large one-photon detunings in a medium with buﬀer gas and its properties
are shown. The regime of “slow” and “fast” group velocities are studied. Observation
of narrow resonances with a phase broadened probe ﬁeld is presented, and possible
application of this regime are outlined.
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1CHAPTER I
INTRODUCTION
A. Review of the study of electromagnetically induced transparency
The importance of atomic coherence has been recognized in physics for quite a long
period of time. This ﬁeld started with the Hanle eﬀect [1–3] and now encompasses a
wide range of current experiments [4].
The phenomenon of coherent population trapping (CPT) was ﬁrst observed ex-
perimentally by Adriano Gozzini and coworkers in 1976 [5]. They discovered that
under the condition of matching the two-photon detuning of two laser ﬁelds to the
atomic level splitting, the ﬂuorescence in a medium is highly suppressed. This can
be explained by considering a picture of “bright” and “dark” states, which are co-
herent superpositions of atomic levels. In the CPT process, atoms are repumped
to the “dark” state which does not interact with light, and thus no ﬂuorescence is
observed [6–17].
The same mechanism leads to EIT of a weak probe ﬁeld in the presence of a strong
drive ﬁeld in the medium where the two-photon resonance condition is satisﬁed [18–
29]. Without a drive ﬁeld, such media is opaque for probe ﬁeld.
The EIT regime highly modiﬁes properties of the media giving rise to many new
phenomena. Hundreds of experimental and theoretical publications are devoted to
the study EIT of the regime and to possible applications. Several conﬁguration of
atomic levels and laser ﬁelds are suggested and experimentally demonstrated for the
EIT regime, such as a Λ scheme, where 2 ground levels are coupled by two ﬁelds with
a single upper level [30–32], a V scheme, where one ground level is coupled with 2
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2higher levels [33–37], a cascade, where the upper level is coupled with the ground level
through an intermediate one [38–43], and many others utilizing more than 2 ﬁelds
coupling higher numbers of levels.
Cancelation of absorption in the EIT regime [3, 22, 23] makes possible the re-
alization of ampliﬁcation without inversion (AWI) [44–47], gain without inversion
(GWI) [48–50] and lasing without inversion (LWI) [24, 27, 28, 34, 46, 51–58].
Two teams of Texas A&M University researches ﬁrst conducted proof of principle
experiments of LWI in 1995 [44, 59, 60]
The EIT regime shows resonance features with subnatural resonance width [61–
68]. Resonance widths as narrow as several Hz have been observed in cells with
buﬀer gas [61, 63, 69] and with antirelaxation coatings [70]. Such narrow resonances
make possible state of the art sensitive magnetometry [29, 71–76] and precision spec-
troscopy [69], as well as frequency standards [77].
The narrow EIT resonance is accompanied by steep dispersion [3, 78–80] which
makes possible observation of enhanced index of refraction [25, 81–87]. Furthermore,
the steep dispersion enables the observation of low group velocity as low as several
meters per second [78, 79, 88–91]. Future breakthroughs in quantum computing
will require a new type of quantum memory. Slow and halted light pulses, or even
light storage schemes for quantum computing memory utilizing EIT have been sug-
gested [92–102]. An EIT medium with low group velocity makes possible forward
Brillouin scattering [103, 104] which is usually forbidden in bulk media because of
the phase matching condition.
Opposite to slow light, superluminal group velocity has been observed in the EIT
regime with extra incoherent pumping [105]. In the case when the upper level degen-
eracy is smaller than the lower level degeneracy, the CPT process leads to observation
of electromagnetically induced absorption (EIA) [66, 106–108]. Because the slope
3of the dispersion curve is opposite to the one in the EIT case, superluminal group ve-
locity is observed [106]. Large negative delay (-400µS) associated with superluminal
group velocity is observed in lambda scheme with an additional microwave ﬁeld [91].
Nonlinear properties of the media are greatly enhanced by the EIT regime in
orders of magnitude [26, 109–111]. In the EIT regime, nonlinear processes at energy
as low as a few photons per atomic cross section are allowed [18]. Scully suggested
the new so-called “phaseonium” regime where high atomic density and a strong drive
laser ﬁeld prepares coherence in very optically dense media [112]. In this regime,
phase dependent measurements are greatly enhanced. This property of EIT leads to
sensitive magnetometry [71, 113, 114].
Another important application of nonlinear properties of EIT is enhanced four-
wave mixing due to coherence constructed on coupled atomic sublevels [64, 115–121].
Such processes lead to the enhancement of generation of ultraviolet radiation in the
mixing scheme where the probe ﬁeld operates in two-photon resonance [122–124].
A scheme for generating ultra short light pulses was suggested by Harris et
al. [125]. In this case, the coherence gives rise to an amplitude and phase mod-
ulated signal, and thereby allows compression by the group velocity dispersion of the
medium.
Several papers show that quantum statistics of light are changed by propagating
through a medium in the EIT regime. For example, the outgoing light can be in a
“squeezed” state [70, 112, 126–130]. Light in such a state may be more favorable for
ultra high precision experiments such as search for gravitational waves [131].
It is practically impossible to mention all of the hundreds of papers devoted to
the study of CPT and EIT regimes as well as all possible applications based on them.
Several useful reviews covering this area include [17, 22, 23] and references included
therein.
4B. Motivation
Because the EIT regime allows us to dramatically modify properties of the medium in
a controllable fashion, numerous experimental and theoretical studies are devoted to
the properties of EIT. However, there are several areas which still need to be explored.
For example, despite the use of buﬀer gas as tool to increase ground level co-
herence time [132, 133] and its common usage to achieve ultranarrow resonances [61,
63, 69] in the EIT regime, the inﬂuence of buﬀer gas on the shape of the EIT res-
onance with a change in one-photon drive detuning is not studied in the high drive
power regime to the best of our knowledge. Below we will show that the high power
EIT regime with large one-photon drive detuning is quite diﬀerent from the low drive
power regime already studied [134, 135]. We show that even a small amount of buﬀer
gas changes the resonance shape signiﬁcantly changes.
Since the low group velocity regime is important for quantum memory, we present
a study of the low group velocity regime in EIT . We demonstrate several dependences
on power of the drive ﬁeld and show that the power of the probe ﬁeld should be taken
in account, since it has a signiﬁcant eﬀect on the speed (delay time) of light pulses
propagation.
Also we study four-wave mixing in the EIT regime. We demonstrate that the
width of the generated new ﬁeld is comparable but larger than the width of the EIT
resonance for the probe ﬁeld. We show that the shape of the generated new (Stokes)
ﬁeld is dramatically altered by seeding at the entrance of the medium. We show that
buﬀer gas addition to the medium modiﬁes the shape of the far detuned Stokes ﬁeld
in the four-wave mixing regime as the drive ﬁeld is detuned. We study a new regime
of absorption-like resonances appearing as this detuning becomes large. This regime
has unique properties, such as higher signal to noise ratio and narrower width than
5the traditional EIT regime.
Theoretical study shows that phase noise on the drive or probe ﬁeld should
broaden the EIT resonance, yet we show a way to observe a narrow EIT resonance
with a width equal to the case with no phase noise.
6CHAPTER II
THEORY
A. General equations of light interacting with media
1. Maxwell’s equations
Maxwell’s equations describe propagation of the electromagnetic ﬁeld in a medium [136,
137]:
∇× E = −1
c
∂ B
∂t
; (2.1)
∇× H = 4π
c
j +
1
c
∂ D
∂t
; (2.2)
∇ · D = ρ (2.3)
∇ · B = 0. (2.4)
Here E is the electric ﬁeld, and H is the magnetic ﬁeld, D is the displacement,
D = E+4π P , where P is the polarization of the medium, B is the magnetic induction,
and B = H + 4π M where M is the magnetization of the medium, and ρ and j are
the electric charge and current densities in the medium.
An atomic vapor is characterized by the absence of free charges ρ = 0 and lack
of electric current j = 0. In this case B ≡ H, and the equation for the electric
component of the light ﬁeld is:
−∇2 E + 1
c2
∂2 E
∂t2
= −4π
c2
∂2 P
∂t2
(2.5)
where P = N〈d〉 is the induced macroscopic polarization of the atomic vapor which is
proportional to a number of interacting atoms N , and the individual dipole moment
is averaged over an atomic ensemble 〈d〉 = −e〈r〉 where e is electron charge, r is the
7radius vector of this electron.
Using the density operator of the atomic system the average dipole moment can
be easily found by [3, 138]:
ρˆ = |ψ〉〈ψ| = ∑
{i},{j}
ρi,j|i〉〈j| (2.6)
where {|i〉} is a complete set of atomic states. The average dipole moment is expressed
in terms of the dipole moments of the individual transitions and the density matrix
elements of the atomic system as:
〈d〉 = Tr(dρˆ) = − ∑
{i},{j}
e〈j|r|i〉ρi,j =
∑
{i},{j}
di,jρi,j. (2.7)
In general case
|i〉 = |nFm〉 (2.8)
where n is the principle quantum number, F total atomic angular momentum, m
projection of F . Levels with similar quantum numbers n and F but diﬀerent m =
{−F . . . 0 . . . F} are called Zeeman or magnetic sublevels.
In the following calculations we always consider a plane wave, circularly polarized
in the x − y plane propagating along the z direction. Then we can separate terms
with left σ− and right σ+ circular polarization in Eq.(2.5) and rewrite it in scalar
form, keeping in mind that E(r) = Eσ+,σ−(z)(ex ± iey)/
√
2:
−∂
2Eσ+,σ−
∂z2
+
1
c2
∂2Eσ+,σ−
∂t2
=
4π
c2
N
∑
{i,j}
d
(σ+,σ−)
i,j
∂2
∂t2
ρi,j, (2.9)
where d
(σ+,σ−)
i,j = −e〈j|12(x± iy)|i〉 is the matrix element of the electric dipole moment
of the transition, and σ+ and σ− polarization correspond to transition with ∆m = ±1.
Let us now write the electromagnetic ﬁeld in the following form:
E(z, t) = E(z, t)eikz−iνt + E∗(z, t)e−ikz+iνt (2.10)
8where k = 2π/λ is wave vector of the ﬁeld with wavelength λ and v is its frequency
of oscillations.
We assume that characteristic changes of the amplitude of the electromagnetic
wave take place at the time scale much larger than one cycle of the oscillations and
distances much longer then wavelength.
∂E
∂z
 kE ; ∂E
∂t
 ωE (2.11)
Then we can rewrite Eq.(2.9) for the amplitude E , keeping only the ﬁrst time and
spatial derivatives of the slowly-varying amplitude:
∂E
∂z
+
1
c
∂E
∂t
= 2πikN
∑
{i,j}
di,j ρ˜i,j, (2.12)
where ρi,j = ρ˜i,je
ikz−iνt. This is called slowly varying amplitude approximation.
The polarization can be expressed through susceptibility (χ)
P = ε0χE (2.13)
so
χ =
N
ε0E
∑
{i,j}
di,jρi,j (2.14)
2. Interaction Hamiltonian
The time evolution of the density matrix is described by following equation [3]
d
dt
ρ = − i
h¯
[H, ρ]. (2.15)
We separate the Hamiltonian in two parts, H0 which is the Hamiltonian in the absence
of any external electro-magnetic ﬁeld, and HI which is the part responsible for the
9interaction of the atom with the electro-magnetic ﬁeld. Thus
H = H0 + HI (2.16)
where HI = −er · E. We can rewrite this equation in component form
H0ij = h¯ωiδij|i〉〈j| (2.17)
HIij =
∑
p
dijpEtp(t)|i〉〈j| (2.18)
where ωi is energy of i-th level divided by h¯, dijp is dipole moment of transition i→ j
for polarization p and Etp(t) is total electric ﬁeld with polarization p, i and j are the
full set of atomic levels.
We treat our system from the point of view of perturbation theory assuming
that laser electro-magnetic ﬁeld is much smaller then the interatomic electro-magnetic
ﬁeld, this condition holds for whole range of laser intensities used in our lab.
If we would like to include the decay of the atomic state in our system, we have
to add the decay operator Γ to our Hamiltonian.
d
dt
ρ = − i
h¯
[H, ρ]− Γρ. (2.19)
where the matrix elements of Γ are
Γij =
1
2
(γi + γj) + γij. (2.20)
Here γi and γj are the population decay rate of the states |i〉 and 〈j|. The pure
dephasing rate γij is due to the phase relaxation. Often γi and γij are expressed
through longitudinal (T1) and transverse (T2) relaxation time also called population
and coherence decay time. The connection between them is γi = 1/T1, γij = 1/T2,
γij = 0 only when i = j.
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3. Liouville operator
Sometimes it is convenient to introduce a Liouville operator L in terms of which the
evolution of the density matrix can be described through the action of the Liouville
operator on the density matrix [138].
dρ
dt
= − i
h¯
Lρ (2.21)
or in matrix form
dρjk
dt
= − i
h¯
∑
m,n
Ljk,mnρmn (2.22)
where
Ljk,mn = Hjmδkn −H∗knδjm +
h¯
i
((
Γk
2
+
Γj
2
+ Γ̂jk
)
δjmδkn − δmnδjkγmj
)
(2.23)
or with H∗kn = Hnk
Ljk,mn = Hjmδkn −Hnkδjm + h¯
i
((
Γk
2
+
Γj
2
+ Γ̂jk
)
δjmδkn − δmnδjkγmj
)
(2.24)
where Γ̂jk is decay rate of coherence ρjk associated with its dephasing,
Γk =
∑
m
γkm (2.25)
and
γkm = γk→m (2.26)
is the decay rate from the k-th state to the m-th.
Lets assume that
ρjk(t) =
∑
ωα
ρjkωα (t)e
iωαt (2.27)
similarly
Ljk,mn(t) =
∑
ωα
Ljk,mnωα (t)e
iωαt (2.28)
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where ρjkωα (t) and Ljk,mnωα (t) are slowly varying amplitude of the Fourier components
with frequency ωα of ρ and L correspondingly.
This way Eq. 2.22 is transformed to
∑
ωα
dρjkωα (t)e
iωαt
dt
=
∑
ωα
(
iωαρjkωα (t) +
d
dt
ρjkωα (t)
)
eiωαt
= − i
h¯
∑
m,n
∑
ωα′
Ljk,mnωα′
(t)eiωα′ t
∑
ωα′′
ρmnωα′′ (t)e
iωα′′ t (2.29)
Collecting terms with eiωαt we obtain
dρjkωα (t)
dt
= −iωαρjkωα (t)−
i
h¯
∑
m,n
∑
ωα′
∑
ωα′′
Ljk,mnωα′
(t)ρmnωα′′ (t)δωα′′ωα−ωα′ (2.30)
Lets express Etp(t) through slowly varying Fourier components
Etp(t) =
∫
Epωαe
iωαtdωα =
∑
ωα
Epωα (t)e
iωαt (2.31)
Thus
Ljk,mn0 = H0jmδkn −H0nkδjm +
h¯
i
((
Γk
2
+
Γj
2
+ Γ̂jk
)
δjmδkn − δmnδjkγmj
)
(2.32)
Ljk,mnωα (t) = HIjmωα δkn −HInkωα δjm =
∑
p
(
djmpδkn − dnkpδjm
)
Epωα (t) (2.33)
These formulas are very useful when the electric ﬁeld consists of just several
monochromatic components. Then it is very easy to numerically solve Eq. 2.30.
B. Simple three level model of an atom interacting with bichromatic light
1. Three level Λ system in bichromatic electro-magnetic ﬁeld
Let us consider the simple but realistic 3 level system interacting with a bichromatic
electro-magnetic ﬁeld as shown in Fig. 1. Such a system is often called Λ conﬁguration
because probe and drive ﬁelds (Ωp,Ωd) form Λ like conﬁguration connecting two
12
ground levels (|b〉, |c〉) with upper level (|a〉).
In such a system the Hamiltonian has the following form [3]
H = h¯ωa|a〉〈a|+h¯ωb|b〉〈b|+h¯ωc|c〉〈c|−h¯
(
Ωde
−iωdt|a〉〈c|+ Ωpe−iωpt|a〉〈b|
)
+h.c. (2.34)
where Ωd and Ωp are the Rabi frequency of a strong and weak ﬁelds respectively. The
strong ﬁeld is called the “drive” or coupling ﬁeld, and the weak ﬁeld is called the
“probe” ﬁeld. They are expressed through the drive electro-magnetic ﬁeld amplitude
(Ed) and the probe ﬁeld amplitude (Ep) as
Ωd =
dacEd
h¯
; Ωp =
dabEp
h¯
(2.35)
Lets deﬁne ρˆ(t) such that it satisﬁes Eq. 2.19 then let solve it by the method of
slow varying amplitude. We deﬁne
ρˆaa(t) = ρaa (2.36)
ρˆbb(t) = ρbb (2.37)
ρˆcc(t) = ρbb (2.38)
ρˆab(t) = ρabe
−iωpt (2.39)
ρˆac(t) = ρace
−iωdt (2.40)
ρˆbc(t) = ρbce
−i(ωp−ωd)t (2.41)
where ωd and ωp frequency of drive and probe ﬁelds, then evolution of density matrix
element is given in rotation wave approximation [139]
ρ˙aa = −iΩ∗pρab + iΩpρba − iΩ∗dρac + iΩdρca − 2γρaa (2.42)
ρ˙bb = iΩ
∗
pρab − iΩpρba + γρaa − γbcρbb + γbcρcc (2.43)
ρ˙cc = iΩ
∗
dρac − iΩdρca + γρaa − γbcρcc + γbcρbb (2.44)
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Fig. 1. Λ conﬁguration.
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ρ˙ab = −Γabρab + iΩp(ρbb − ρaa) + iΩdρcb (2.45)
ρ˙ca = −Γcaρca + iΩ∗d(ρaa − ρcc)− iΩ∗pρcb (2.46)
ρ˙cb = −Γcbρcb − iΩpρca + iΩ∗dρab (2.47)
with
Γab = γ + i(∆ + δ) = Γ
∗
ba (2.48)
Γca = γ − i∆ = Γ∗ac (2.49)
Γcb = γbc + iδ = Γ
∗
bc (2.50)
where we assume γbc  γ.
The solution of the above equations in the steady state regime (ρ˙ij = 0) is [139]
ρab = iΩp
(ρbb − ρaa)(Γ∗acΓcb + |Ωp|2) + |Ωd|2(ρaa − ρcc)
ΓabΓ∗acΓcb + Γ∗ac|Ωd|2 + Γab|Ωp|2
(2.51)
ρca = iΩ
∗
d
(ρaa − ρcc)(ΓabΓcb + |Ωd|2) + |Ωp|2(ρbb − ρaa)
ΓabΓ∗acΓcb + Γ∗ac|Ωd|2 + Γab|Ωp|2
(2.52)
ρcb = iΩpΩ
∗
d
(ρaa − ρcc)Γab − (ρbb − ρaa)Γ∗ac
ΓabΓ∗acΓcb + Γ∗ac|Ωd|2 + Γab|Ωp|2
(2.53)
2. Four wave mixing in Λ system
In the previous consideration we neglected a term that drives our atomic system,
namely probe ﬁeld operating at a → c transition, and drive ﬁeld operating at a → b
transition. Let’s now consider these oﬀ resonance ﬁelds (see Fig. 2) and also we add to
consideration the additional electro-magnetic ﬁeld Ωs which is the Stokes component
here with a frequency ωs = ωd − ωg, where ωg is ground level frequency splitting.
The Hamiltonian of the system is
H = h¯ωa|a〉〈a|+ h¯ωb|b〉〈b|+ h¯ωc|c〉〈c| (2.54)
+h¯((Ωde
−iωdt + Ωse−iωst)|a〉〈c|+ (Ωpe−iωpt + Ωde−iωdt)|a〉〈b|) + h.c.
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Fig. 2. Double Λ conﬁguration formed by drive and probe, drive and Stokes ﬁelds.
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Similarly to Eqs. (2.36 - 2.41) we introduce
ρˆaa(t) = ρaa (2.55)
ρˆbb(t) = ρbb (2.56)
ρˆcc(t) = ρcc (2.57)
ρˆab(t) = ρabe
−iωpt + ρ′abe
−iωdt (2.58)
ρˆac(t) = ρace
−iωdt + ρ′ace
−iωst (2.59)
ρˆbc(t) = ρbce
−i(ωp−ωd)t (2.60)
The evolution of the Fourier components of the density matrix is described by
ρ˙aa = −iΩ∗pρab + iΩpρba − iΩ∗dρac + iΩdρca − 2γρaa
−iΩ∗dρ′ab + iΩdρ′ba − iΩ∗sρ′ac + iΩsρ′ca (2.61)
ρ˙bb = iΩ
∗
pρab − iΩpρba + γρaa − γbcρbb + γbcρcc
+iΩ∗dρ
′
ab − iΩdρ′ba (2.62)
ρ˙cc = iΩ
∗
dρac − iΩdρca + γρaa − γbcρcc + γbcρbb
+iΩ∗sρ
′
ac − iΩsρ′ca (2.63)
ρ˙ab = −Γabρab + iΩp(ρbb − ρaa) + iΩdρcb (2.64)
ρ˙′ab = −Γ′abρ′ab + iΩd(ρbb − ρaa) + iΩsρcb (2.65)
ρ˙ca = −Γcaρca + iΩ∗d(ρaa − ρcc)− iΩ∗pρcb (2.66)
ρ˙′ca = −Γ′caρ′ca + iΩ∗s(ρaa − ρcc)− iΩ∗dρcb (2.67)
ρ˙cb = −Γcbρcb − iΩpρca + iΩ∗dρab
−iΩdρ′ca + iΩ∗sρ′ab (2.68)
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with
Γab = γ + i(∆ + δ) = Γ
∗
ba (2.69)
Γca = γ − i∆ = Γ∗ac (2.70)
Γcb = γbc + iδ = Γ
∗
bc (2.71)
Γ′ab = γ + i(ωg + ∆ + δ) = Γ
′∗
ba (2.72)
Γ′ca = γ − i(∆ + ωg) = Γ′∗ac (2.73)
where we assume γbc  γ.
It is important to notice that ρ′ij  ρij since they correspond to oﬀ resonance
term and ωg 	 ∆. Under this condition we consider only near resonant terms as we
did in the previous subsection.
Coupling between Ωp and Ωs occurs through the ground level coherence term
ρcb. Since ρcb is quite high due to coherent preparation by the probe and drive ﬁelds
we could expect ρ′ac (the term responsible for propagation of the Stokes ﬁeld Ωs) to
be bigger than in the case when there is no drive Ωd and probe Ωp (pure Raman
scattering process). Thus due to high ground level coherence oﬀ resonant Stokes
component highly interacts with the medium.
Notice that in the steady state regime from Eq. 2.67
ρ′ca =
iΩ∗s(ρaa − ρcc)− iΩ∗dρcb
Γ′ca
(2.74)
which looks similarly to
ρab =
iΩp(ρbb − ρaa)− iΩdρcb
Γab
(2.75)
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thus in case when Ωs,Ωp  Ωd and ∆, δ  γ  ωg
ρ′ca =
−iΩ∗dρcb
iωg
(2.76)
ρab =
−iΩdρcb
γ
(2.77)
we can see that
ρ′ca = i
γ
ωg
ρab (2.78)
Recalling Eq. 2.14 we can see χ(ωp) ∼ ρab and χ(ωs) ∼ ρ′ca ∼ iρab thus χ′′(ωs) mimics
χ′(ωp). In other words frequency dependence of the absorption of the Stokes ﬁeld
behaves similarly to the index of refraction of the probe ﬁeld frequency dependence.
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CHAPTER III
SETUP
In our experiments we mainly use two type of conﬁgurations. One consists of two
laser and another consists of one laser and electro-optic modulator (EOM) . First
has ability to change power of the probe and drive ﬁelds independently and in easy
fashion, the second is more robust and easy to maintain. Both types of setup described
below.
A. Two laser setup
A schematic of the experiment is shown in Fig. 3. Two external cavity diode lasers
(ECDL) were used, one of them as a strong drive laser and the second as a relatively
weak probe laser. The drive laser was tuned to the 5S1/2(F = 2) → 5P1/2(F = 2)
transition of the 87Rb resonance line (λ = 794.7 nm), which is called D1 line. The
probe laser was phase-locked to the drive laser with a frequency oﬀset approximately
equal to the ground-state hyperﬁne splitting (6.835 GHz), so its frequency was close
to the 5S1/2(F = 1) → 5P1/2(F = 2) transition. This is shown in Fig. 4.
The laser frequency is controlled via observation of ﬂuorescence in a reference cell
containing a natural mix of 87Rb and 85Rb. This allows us easily choose the required
transition for the laser ﬁeld.
The co-propagating beams of both lasers were combined and passed through
a polarization preserving single mode optical ﬁber in order to obtain good spatial
overlap and spatial modes. The beam width was adjusted with a telescope and
diaphragm and the light was circularly polarized with a quarter-wave plate just before
it entered the 87Rb cell.
During the experiments we use diﬀerent cells containing a mix of isotopically
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Fig. 3. Experimental setup.
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Fig. 4. Level scheme in 87Rb
enhanced 87Rb. The cells vary by length, diameter, kind and pressure of buﬀer
gas. Typical range of length is 1–5 cm, and with typical buﬀer gas pressure laying
in range .12–100 Torr. Several buﬀer gases are used such as Ne, Kr, N2. Diﬀerent
concentrations of Rb vapor are achieved by adjusting the temperature of the cell. The
cell was placed inside a three-layer magnetic shield to screen the earth’s magnetic ﬁeld.
The power of the drive and the probe ﬁelds can be adjusted separately by two set
of crossed polarizers (depicted as power attenuators in Fig. 3). Also, probe power ﬁeld
can be smoothly electronically attenuated with an acousto-optic modulator (AOM)
which deﬂects part of the beam. This allow us to control the temporal shape of the
probe ﬁeld for time delay measuring experiments.
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Fig. 5. Diagram showing relative frequency of the laser ﬁelds present in the experiment.
The drive ﬁeld is tuned to the S1/2(F = 2) → P1/2(F = 2) transition of the
87Rb D1 resonance line (λ = 794.7 nm). The probe laser is tuned near the the
S1/2(F = 1) → P1/2(F = 2) transition.
B. Width measurement procedure
As described in the theory chapter, the “new” ﬁeld (Stokes component) is generated
by nonlinear four-wave mixing of the drive and probe ﬁelds. The diﬀerence between
the probe (anti-Stokes) and drive ﬁeld frequencies is equal to the diﬀerence between
the drive and new ﬁeld frequencies (see Figs. 4 and 5).
Rather than measure the DC component of the transmitted light, which contains
drive, probe, and new ﬁelds, we detect the ac component near the beat frequency
of the probe and drive lasers. This allows a clean measurement of both probe and
generated (Stokes) ﬁeld amplitudes. The amplitude of the beat signal at the frequency
diﬀerence of the probe and drive ﬁelds (which is near the hyperﬁne frequency of
6.835 GHz) contains a contribution from the beat between the probe and drive ﬁelds,
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Fig. 6. Diagram showing the beat frequencies present in the experiment.
and a contribution from the beat between the drive and new ﬁelds (see Fig. 6.)
To separate the individual frequency components, another ﬁeld is introduced on
the detector which is derived from the drive ﬁeld but shifted up slightly (50 MHz) in
frequency by an AOM (See Fig. 3). This introduces side-bands in the beat spectrum.
Because the shifted ﬁeld does not pass through the cell these sidebands are just
proportional to the transmitted ﬁeld amplitude of the probe and new ﬁelds. The beat
spectrum is shown in Fig. 6. Measurement of the transmitted probe ﬁeld (anti-Stokes
component) gives us information about the EIT resonance. Similarly, measurement
of the transmitted new ﬁeld (Stokes component) provides us with information about
the resonance of the new ﬁeld.
C. One laser and EOM setup
The two laser setup requires phase-locking the two lasers. Unfortunately, our elec-
tronic realization of it was not perfect. The beatnote of the probe and drive laser
ﬁelds has a quite narrow spectrum with width less then 100 Hz (without phase lock
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Fig. 7. Beatnote of two phase-locked lasers.
it is about 3 MHz) and a broad plato (3-4 Mhz) suppressed by 30 dB with respect to
the central peak (see Fig. 7). But a crucial disadvantage is that our realization of the
phase lock is not stable enough during long running times and unable to track a large
drift of the probe laser. Thus every 10-15 minutes, the lasers must be readjusted,
which is very inconvenient and slows down all data taking processes.
For these reasons we also use a setup using only one laser. The laser is tuned
to the drive transition, and modulated by an EOM (see Fig. 8) which is driven at
the frequency of the ground level splitting (6.835 GHz). This way we obtain two
25
Diaphragm
Power Attenuator
EOM
DRIVE
ECDL
Fiber
Polarizer
Telescope
Frequency control
Lock−In
Spectrum Analyzer
PD
Reference Cavity
Reference Rb Cell
PDOscilloscope
Frequency Shifter
PD
λ/4 Rb Cell
Fig. 8. Experimental setup with one laser and EOM .
sidebands, one with the frequency of the probe ﬁeld (anti-Stokes component) and
another with the frequency down shifted by 6.835 GHz with respect to the drive ﬁeld
(Stokes component). The power of the sidebands is varried by changing the EOM
driving power, which is useful for time delay measurements.
A disadvantage of this setup that it is practically impossible to suppress the
Stokes component of the ﬁeld, as well as that it requires extra work to measure side-
band power with respect to the drive ﬁeld. However great stability and simpliﬁcation
of the setup is the main reason why we choose this scheme.
The main diﬀerence from two lasers setup is that 3 ﬁelds are entering into the
87Rb cell instead of 2 as before. Other aspect of the setup are similar to the setup
with two lasers.
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D. Setup for phase noised probe ﬁeld
For experiments which required broad (∼ 1 MHz) probe ﬁeld spectra we utilize the
one-laser setup with EOM. But now we drive the EOM with a carrier frequency
(about 6.835 MHz) and modulate its phase by “white” noise. Thus the sidebands of
the Stokes and anti-Stokes component are now noise broadened with characteristic
width 1 Mhz.
E. Experimental parameters estimation
Rabi frequency for 87Rb can be estimated by the following formula [140]
Ω = γr
√
I cm
2
mW
8
(3.1)
where I is the intensity of the ﬁeld, for 87Rb γr = 2π× 6 MHz. For drive laser power
600 µW passing through beam with 7 mm diameter Ωd = 0.44γr.
We use several types of buﬀer gas in the atomic cell. For buﬀer Kr gas the
dephasing rate (γdeph) grows with buﬀer gas pressure according to Ottinger [141] as
γdeph = 2π × 1.72MHz
Torr
(3.2)
and for Ne buﬀer gas
γdeph = 2π × 0.87MHz
Torr
(3.3)
In the media with buﬀer gas beam with radius (r) and length of the cell (L), γbc
is given by Vanier [142]
γbc = 2π
(
2.4052
r2
+
π2
L2
)
D0
P0
P
(3.4)
For Ne at T = 67oC D0 = .48 cm
2s−1 for Kr at T = 47oC D0 = .16 cm2s−1. So
for 30 Torr Ne buﬀer gas in 1 cm long cell with laser beam diameter 7 mm we get
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γbc = 2π × 692 Hz.
For a cell without buﬀer gas we estimate γbc by the time of ﬂight of an
87Rb atom
through the beam
γbc = 2π × u
2r
(3.5)
so for beam with diameter 7 mm and taking u = 400 m/s we obtain γbc = 2π×57 kHz.
Density narrowing factor (discussed in following chapters ) η = 3Nλ2L/8π2 taken
for length of the cell L = 1 cm, density of 87Rb atom N = 1012 cm−3, and wavelength
of 87Rb λ = 794 nm is
η = 240 (3.6)
F. Cell used in experiments
Rb isotope length, mm diameter, mm buﬀer gas buﬀer gas pressure, Torr
87Rb 10 15 N2 3
87Rb 25 25 N2 30
87Rb 10 13 Ne 1
87Rb 25 22 Ne 30
87Rb 10 21 Ne 100
87Rb 53.5 30 Kr .12
87Rb 47.5 22 — 0
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CHAPTER IV
PROPERTY OF EIT
A. Electromagnetically induced transparency
Using the fact that γ = d2/3πh¯ε0λ
3 [3], and taking in account only resonance term
from Eq. (2.14) we derive the probe ﬁeld susceptibility
χ = −κρab/Ωp (4.1)
where κ = 3Nλ2γr/8π
2.
The coherence ρab is given by Eq. 2.51 which we rewrite here for convinience
ρab = iΩp
(ρbb − ρaa)(Γ∗acΓcb + |Ωp|2) + |Ωd|2(ρaa − ρcc)
ΓabΓ∗acΓcb + Γ∗ac|Ωd|2 + Γab|Ωp|2
(4.2)
In the case where the drive ﬁeld is strong, level |c〉 is depleted by drive ﬁeld and
level |b〉 is populated via decay of upper level |a〉. Eventually in this case
ρaa = ρcc = 0, ρbb = 1 (4.3)
Then disregarding the term ∼ |Ωp|2 and keeping the above assumption in mind we
obtain an expression for the susceptibility of the media to the probe ﬁeld
χ =
iκΓcb
ΓabΓcb + |Ωd|2 (4.4)
recalling that Γab = γ + i(∆ + δ),Γcb = γcb + iδ
χ =
iκ
γ + i(∆ + δ)
⎛⎝1− |Ωd|
2
γ+i(∆+δ)
γcb +
|Ωd|2
γ+i(∆+δ)
+ iδ
⎞⎠ . (4.5)
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Assuming that ∆, δ, γcb  γ so that Γab = γ, we ﬁnally ﬁnd
χ =
iκ
γ
⎛⎝1− |Ωd|2γ
γcb +
|Ωd|2
γ
+ iδ
⎞⎠ . (4.6)
It is easy to see that in case of δ = 0 and
|Ωd| 	 √γγcb (4.7)
that χ = 0 this eﬀect is called EIT . Since without drive ﬁeld (Ωd = 0) there is strong
absorption ∼ χ′′ = κ/γ. In other words, in a Λ system of probe and strong drive
ﬁelds under the condition of zero two-photon detuning, an otherwise opaque medium
becomes transparent for a weak probe ﬁeld.
The shape of the EIT resonance is described by a Lorentzian as can be seen from
Eq. 4.6 with full width half maximum (FWHM)
ΓEIT = 2
(
γbc +
|Ωd|2
γ
)
(4.8)
The dependence of the absorption (χ′′) as function of δ and Ωd are shown in
Figs. 9,10, 11, 12 and 13. We see that in the strong drive regime Ωd 	 γ (Fig. 9) the
width of the EIT resonance is proportional to Ωd. We can see in this case that absorp-
tion curve consists of two Lorentzian peaks (so called Autler-Townes resonances [143])
separated by the distance equals to 2Ωd.
In the case where Ωd ≤ γ, the EIT resonance width is proportional to |Ωd|2
according to our approximation (Eq. 4.8) as can be seen in Figs. 10,11, 12 and 13.
We can see that in case of weak drive (Ωd  √γγbc), the absorption (χ′′) does
not reach zero (see Fig. 13), so there is no total EIT regime. In other words, the
transparency in this case is enhanced but does not reach 100%. In case of Ωd = 0,
the amplitude of EIT resonance also is zero.
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Fig. 9. χ′′ vs probe laser two-photon detuning (δ) and drive Rabi frequency (Ωd).
Two-photon detuning δ and Ωd are measured in units of γ. Lines at the
bottom track the position of χ′′ = .5, thus the separation between the clos-
est lines depicts the width of the EIT resonance (ΓEIT ). Parameters are
γ = 1,Ωp = 10
−5γ, γcb = 10−4γ
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Fig. 10. χ′′ vs probe laser two-photon detuning (δ) and drive Rabi frequency (Ωd).
Two-photon detuning δ and Ωd are measured in units of γ. Lines at the
bottom track the position of χ′′ = .5, thus the separation between the clos-
est lines depicts the width of the EIT resonance (ΓEIT ). Parameters are
γ = 1,Ωp = 10
−5γ, γcb = 10−4γ
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Fig. 11. χ′′ vs probe laser two-photon detuning (δ) and drive Rabi frequency (Ωd).
Two-photon detuning δ and Ωd are measured in units of γ. Lines at the
bottom track the position of χ′′ = .5, thus the separation between the clos-
est lines depicts the width of the EIT resonance (ΓEIT ). Parameters are
γ = 1,Ωp = 10
−5γ, γcb = 10−4γ
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Fig. 12. χ′′ vs probe laser two-photon detuning (δ) and drive Rabi frequency (Ωd).
Two-photon detuning δ and Ωd are measured in units of γ. Lines at the
bottom track the position of χ′′ = .5, thus the separation between the clos-
est lines depicts the width of the EIT resonance (ΓEIT ). Parameters are
γ = 1,Ωp = 10
−5γ, γcb = 10−4γ
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Fig. 13. χ′′ vs probe laser two-photon detuning (δ) and drive Rabi frequency (Ωd).
Two-photon detuning δ and Ωd are measured in units of γ. Lines at the
bottom track the position of χ′′ = .5, thus the separation between the clos-
est lines depicts the width of the EIT resonance (ΓEIT ). Parameters are
γ = 1,Ωp = 10
−5γ, γcb = 10−4γ
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B. EIT in the case of strong probe
If γcb  |Ωp|2/γ  |Ωd|2/γ we should keep term ∼ |Ωp| in denominator, then recalling
that Γ∗ac = γ − i∆
χ =
iκ
γ + i(∆ + δ)
⎛⎜⎝1− |Ωd|
2
γ+i(∆+δ)
+ |Ωp|
2
γ−i∆
γcb +
|Ωd|2
γ+i(∆+δ)
+ |Ωp|
2
γ−i∆ + iδ
⎞⎟⎠ (4.9)
Again in case of ∆, δ  γ
ΓEIT = 2
(
γcb +
|Ωd|2 + |Ωp|2
γ
)
(4.10)
The case a weak probe ﬁeld that is not weak (Ωp ∼ Ωd) is rather complicated for
analytical discussion, since ρaa, ρbb, ρcc are now functions of probe power. However
numerical solution of density matrix equation is a simple procedure.
We can approximate the susceptibility of the medium as
χ =
iκA(Ωp)
γ + i(∆ + δ)
(
1− γEIT
γEIT + iδ
)
(4.11)
where γEIT = ΓEIT/2 and A ≤ 1 is the amplitudes of one-photon and two-photon
absorption resonances. In the case of |Ωp|  |Ωd|, the amplitude of resonances A = 1.
Fig. 14 shows the absorption (χ′′) as a function of two-photon detuning and
probe Rabi frequency (Ωp). We see that with increasing of Ωp the EIT resonance
width becomes wider with quadratic dependence on Ωp for Ωp  Ωd as we predict
above, while at the same time the strength of the resonance becomes smaller, for
large enough values of Ωp the absorption will be nearly 0 due to power saturation
eﬀect. We can see the eﬀect of power saturation (Fig. 15) as probe power grows from
Ωp = .01γ to Ωp = .5γ. For high enough probe power the absorption of the probe
ﬁeld is highly suppressed.
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Fig. 14. χ′′ vs probe laser two-photon detuning (δ) and probe Rabi frequency (Ωp).
Two-photon detuning δ and Ωp are measured in units of γ. Lines at the bottom
are track position of χ′′ = .5, thus separation between the closest line depict
width of EIT resonance (ΓEIT ) Parameters are γ = 1,Ωd = .1γ, γcb = 10
−4γ
37
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
-0.25 -0.2 -0.15 -0.1 -0.05  0  0.05  0.1  0.15  0.2  0.25
χ’
’
Two-photon detuning  [δ /γ]
Ωp /γ=.5
Ωp /γ=.1
Ωp /γ=.01
Fig. 15. χ′′ vs probe laser two-photon detuning (δ) for diﬀerent probe Rabi frequencies
(Ωp). Two-photon detuning δ and Rabi frequency Ωp are measured in units
of γ. Parameters are γ = 1,Ωd = .1γ, γcb = 10
−4γ
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C. Real part of susceptibility
The real part of the susceptibility (χ′) is responsible for the phase change of the
electro-magnetic ﬁeld during propagation through the medium. Also, the index of
refraction (n) can be expressed through χ′ in a following way [3] in case of χ′  1
(as it is in gases)
n = 1 +
χ′
2
(4.12)
In Fig. 16 we show χ′ as function of probe two-photon detuning and Ωd for condition
similar to these in Fig. 9.
The dependence of χ′ on probe two-photon detuning for diﬀerent values of probe
ﬁeld power is shown in Fig. 17. Notice that as the probe ﬁeld is increased, the
dispersion slope at zero detuning decreases. This is crucial for our explanation of low
group velocity experiments.
D. EIT in media with thermal velocity distribution
So far we have considered light interacting with a stationary atom. Moving atoms
interact with a shifted frequency with respect to the one measured in the laboratory
frame. This shift of frequency is called the Doppler shift. If ligth has a frequency ω
in the laboratory frame then in the moving frame the frequency will be given by the
following relation
ω˜ = ω − kv = ω
(
1− v
c
)
(4.13)
where (˜ ) denotes values measured in the moving frame, k is the wave vector, and v
is the velocity of the atom. v is positive if the direction of vector k coincides with the
direction of the atom’s motion.
So all equation remains the same if we make the following substitution, with
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Fig. 16. χ′ vs probe laser two-photon detuning (δ) and drive Rabi frequency (Ωd).
Two-photon detuning δ and Ωd are measured in units of γ. Lines at the bottom
track the position of χ′′ = 0. Parameters are γ = 1,Ωp = 10−5γ, γcb = 10−4γ
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the assumption that the probe and drive ﬁelds are copropagating along the Z axis:
ωd → ωd− kdv, ωp → ωp− kpv , thus ∆→ ∆− kdv, δ → δ− (kp− kd)v, where kd and
kp are the wave vectors of the drive and probe ﬁeld correspondingly.
Now χ depends on v , so to ﬁnd χ for the whole ensemble of moving atoms with
thermal distribution Mu(v) =
1√
πu
e−
v2
u2
χ =
∫ ∞
−∞
χ(v)Mu(v)dv (4.14)
where u =
√
2kbT/m is most probable velocity of atom in ensemble, m is the mass of
the atom, kb is the Boltzmann constant, and T is the temperature of the medium.
It was shown [67, 144, 145] that in the limit of weak probe ﬁeld and ∆ = 0, the
width of the EIT resonance is
ΓEIT =
⎧⎪⎪⎨⎪⎪⎩
√
2γbc
γ
Ωd (x 1)
Ω2d
WD
(x	 1)
(4.15)
where 2WD is the FWHM of the width of the thermal distribution (in the refer-
ences [67, 144, 145] Lorentzian velocity distribution was used), and x = Ω2dγ/2γbcW
2
D.
Comparison of susceptibility for motionless atoms and a Doppler averaged ensem-
ble is shown in Figs. 18 and 19 which show a non Doppler broaden atomic ensemble
(ensemble of still atoms), and Figs. 20 and 21. We can see that area of large ab-
sorption for thermally distributed ensemble is broader, since its characteristic width
is now determined by WD ∼ kpu, but the width of the EIT resonance is narrower as
it is predicted by the above formulas. It is important to note that the behavior of
χ coincides with the behaviour given by Eq. (4.11) with an appropriately modiﬁed
coeﬃcient A and resonance width γEIT .
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Fig. 18. Susceptibility of the media for motionless atoms vs two-photon probe detun-
ing. Parameters are γ = 1, γcb = 10
−4, Ωd = 0.1γ, Ωp = 10−5γ.
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Fig. 19. Susceptibility of the media for motionless atoms vs two-photon probe detuning
(zoomed version of Fig. 18). Parameters are γ = 1, γcb = 10
−4, Ωd = 0.1γ,
Ωp = 10
−5γ.
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Fig. 20. Susceptibility of the media for thermally distributed ensemble vs two-photon
probe detuning. Parameters are γ = 1, γcb = 10
−4, Ωd = 0.1γ, Ωp = 10−5γ,
ku = 100γ.
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Fig. 21. Susceptibility of the media for thermally distributed ensemble vs two-photon
probe detuning (zoomed version of Fig. 20). Parameters are γ = 1, γcb = 10
−4,
Ωd = 0.1γ, Ωp = 10
−5γ, ku = 100γ.
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E. EIT in optically dense media
When the light propagates through a dense medium we have to solve propagation
equation Eq. (2.12). We can simplify this equation by rewriting it in terms of suscep-
tibility and probe ﬁeld Rabi frequency as
∂Ωp(z)
∂z
= ikpχΩp. (4.16)
Assuming that Ωp is small compare to Ωd, and the drive ﬁeld propagates without
signiﬁcant absorption, we can treat χ as a constant with respect to coordinate z. We
can express the transmission coeﬃcient T = Ωp(L)/Ωp(0) = exp(−kpχ′′L).
It was predicted theoretically [64] and shown experimentally [146] that in opti-
cally thick media the width of the EIT resonance becomes narrower than the width of
EIT under same the condition (same Ωp,Ωd, γ, γcb) in optically thin media. The reso-
nance width gets narrower by a factor
√
ηL, where η = 3λ2N/8π2 where λ wavelength
of the probe beam, N is density of atom, L is the length of the medium.
An accurate derivation of the EIT resonance width after the cell is given in a
later chapter devoted to observation of absorption resonance. For now let us just
show ﬁnal result
γEIT (N,L) = γEIT
1√
ηL
(4.17)
where γEIT is the width of the resonance in the optically thin medium derived above.
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CHAPTER V
FOUR-WAVE MIXING
A. Introduction
In media with high optical density, the generated Stokes ﬁelds introduce signiﬁcant
changes and must be taken in account. We have found that as a function of probe
laser (anti-Stokes) frequency, the transmission linewidth of the generated Stokes ﬁeld
measured at the output of the cell is signiﬁcantly broader than that of the probing
anti-Stokes ﬁeld. This result may be surprising in light of earlier work [64]. The
study of Stokes harmonics properties, such as resonance width and dependence on
drive laser power is the subject of this chapter.
B. Theory
Let us have a closer look at Eqs. (2.61-2.68) describing the four-wave mixing process
Γabρab = inbaΩp + iρcbΩd
Γ′abρ
′
ab = iρcbΩs + inbaΩp
Γcaρca = inacΩ
∗
d − iρcbΩ∗p
Γ′caρ
′
ca = inacΩ
∗
s − iρcbΩ∗d
Γcbρcb = iρ
′
abΩ
∗
s − iρcaΩp + iρabΩ∗d − iρ′caΩd (5.1)
where nba = ρbb − ρaa and nac = ρaa − ρcc
A solution of the above equations is
Cρab =
(
iΓcaΓ
′
canbaΩpΩs − iΓcaΓ′canbaΩdΩp + iΓ′abΓcanacΩ2d
)
Ω∗s
+iΓ′abΓ
′
canbaΩ
2
pΩ
∗
p + ((iΓ
′
abΓcanba + iΓ
′
abΓ
′
canac) ΩdΩ
∗
d + iΓ
′
abΓcaΓ
′
caΓcbnba) Ωp
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Cρ′ab = iΓabΓcanacΩdΩsΩ
∗
s + (iΓabΓ
′
canac − iΓcaΓ′canba) Ω∗dΩpΩs
+iΓabΓ
′
canbaΩ
2
pΩ
∗
p + ((iΓcaΓ
′
ca + iΓabΓca)nbaΩdΩ
∗
d + iΓabΓcaΓ
′
caΓcbnba) Ωp
Cρca =
(
iΓabΓ
′
canacΩ
∗
dΩs + (iΓabΓ
′
canbaΩp − iΓabΓ′abnacΩd) Ω∗p
)
Ω∗s
+iΓ′abΓ
′
canbaΩ
∗
dΩpΩ
∗
p + (iΓ
′
abΓ
′
ca + iΓabΓ
′
ab)nacΩdΩ
∗
d
2 + iΓabΓ
′
abΓ
′
caΓcbnacΩ
∗
d
Cρ′ca = iΓabΓcanacΩsΩ
∗
s
2 + (iΓ′abΓcanba − iΓabΓ′abnac) Ω∗d2Ωp
+
(
iΓabΓ
′
abnacΩpΩ
∗
p + iΓabΓcanbaΩ
∗
dΩp
)
Ω∗s
+(iΓ′abΓcanacΩdΩ
∗
d + iΓabΓ
′
abΓcaΓcbnac) Ω
∗
s
Cρcb = − (ΓabΓcaΓ′canbaΩp − ΓabΓ′abΓcanacΩd) Ω∗s
+(Γ′abΓcaΓ
′
canba − ΓabΓ′abΓ′canac) Ω∗dΩp
C = ΓabΓcaΓ
′
caΩsΩ
∗
s + ΓabΓ
′
abΓ
′
caΩpΩ
∗
p
+(Γ′abΓcaΓ
′
ca + ΓabΓ
′
abΓca) ΩdΩ
∗
d + ΓabΓ
′
abΓcaΓ
′
caΓcb (5.2)
Assuming that the power of the probe and Stokes ﬁelds is small compared to the
drive ﬁeld, or Ωp,Ωs  Ωd, we obtain
ρab =
((inbaΩ
∗
dΓca + naciΓ
′
caΩ
∗
d) Ωd + inbaΓcbΓ
′
caΓca) Ωp + naciΓcaΩ
2
dΩ
∗
s
(Ω∗dΓcaΓab + Γ′caΩ
∗
dΓca) Ωd + ΓcbΓ
′
caΓcaΓab
+ · · ·
ρ′ab =
inbaΩp
Γ′ab
+ · · ·
ρca =
naciΩ
∗
d
Γca
+ · · ·
ρ′ca = −
(
naciΩ
∗
d
2Γab − inbaΩ∗d2Γca
)
Ωp + (−naciΩ∗dΓcaΩd − naciΓcbΓcaΓab) Ω∗s
(Ω∗dΓcaΓab + Γ′caΩ
∗
dΓca) Ωd + ΓcbΓ
′
caΓcaΓab
+ · · ·
ρcb =
(nacΓ
′
caΩ
∗
dΓab − nbaΓ′caΩ∗dΓca) Ωp + nacΓcaΓabΩdΩ∗s
(Ω∗dΓcaΓab + Γ′caΩ
∗
dΓca) Ωd + ΓcbΓ
′
caΓcaΓab
+ · · · (5.3)
Taking in account the propagation equation
∂Ωp
∂z
= iηρab = η(αpΩp + βpΩ
∗
s)
∂Ω∗s
∂z
= iηρ′ca = η(αsΩp + βsΩ
∗
s) (5.4)
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where η = 3λ2N/8π we ﬁnd
αp = −(nbaΓca + nacΓ
′
ca) |Ωd|2 + nbaΓcbΓ′caΓca
D
βp = −nacΓcaΩ
2
d
D
αs =
(nacΓab − nbaΓca)Ω∗d2
D
βs = −nacΓca|Ωd|
2 + nacΓcbΓcaΓab
D
D = (ΓcaΓab + Γ
′
caΓca) |Ωd|2 + ΓcbΓ′caΓcaΓab (5.5)
We see that Ωp and Ωs are coupled together and even if the Stokes Rabi frequency
Ωs = 0 at z = 0, it will be generated during propagation through the media.
We can change z → ξ where ξ = ηz is a dimensionless length, leading to the
following propagation equations
∂Ωp
∂ξ
= αpΩp + βpΩ
∗
s
∂Ω∗s
∂ξ
= αsΩp + βsΩ
∗
s (5.6)
C. Generation of Stokes component
Due to high non-linear interaction of the electro-magnetic ﬁeld with a coherently
prepared medium even without any Stokes ﬁeld component at the entrance of the
cell, we observe a signal corresponding to the Stokes component at the output of the
cell. This eﬀect was brieﬂy mentioned in [89]. Here we present a more extensive study
of this eﬀect.
According to Eq. 5.6, even if the power of the Stokes component is zero (Es = 0)
∂Ω∗s
∂ξ
= αsΩp (5.7)
in other words during propagation through the coherent medium, the Stokes ﬁeld will
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be generated.
We compare the signal (amplitude of corresponding two-photon resonance) of
the transmitted probe and Stokes ﬁeld for various probe and drive laser powers (see
Figs. 22 and 23). We see that the transmitted signal grows with drive power as well
as with probe laser power. For high enough probe laser intensities, we see that the
signal does not grow linearly with probe power as it does for small intensities. This
behaviour is not explained by the simple low probe power approximation described
in the theory sections, since the probe power is just several times smaller then drive
power, (Ωp = 50 µW ∼ Ωd = 310 µW; recall that the approximation is developed for
Ωp  Ωd ). The Stokes component shows linear grows with power of the drive laser
since αs ∼ Ω2d as shown in Eq. (5.4).
We ﬁnd signiﬁcant improvement of Stokes ﬁeld generation for non zero probe
ﬁeld. Fig. 22 shows that coherently prepared media is more favorable to generation
of new ﬁeld than the to usual Raman scattering process where no such coherence is
prepared (Ωp = 0).
Also it is interesting to see that according to the data shown in Fig. 23, there is
a region of drive power less than 160 µW where the signal of the generated Stokes
ﬁeld should be bigger than the transmitted signal of probe ﬁeld. So there is a region
of weak drive power when it is more useful to detect the generated Stokes ﬁeld than
the probe ﬁeld.
D. Width
During the experiment, we utilize the setup described in section III.A. We have mea-
sured the diﬀerence in the resonance width of the probe and new ﬁeld. Representative
data is shown in Fig. 24. The new ﬁeld transmission resonance width was noticeably
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Fig. 22. Amplitude of transmitted signal for probe and generated Stokes component
vs probe laser power. Temperature is 89.6oC. Density 2.4 · 1012 cm−3. Drive
power is 310 µW . 1 cm long cell with isotopically enhanced 87Rb and 3 Torr
N2 buﬀer gas.
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Fig. 23. Amplitude of transmitted signal for probe and generated Stokes component
vs drive laser power. Temperature is 89.6oC. Density 2.4 · 1012 cm−3. Probe
power is 3 µW . 1 cm long cell with isotopically enhanced 87Rb and 3 Torr
N2 buﬀer gas.
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Fig. 24. Representative data showing the shape of the EIT resonance for probe and
new ﬁelds. Temperature is 89.6oC. Density 2.4 · 1012 cm−3. Probe power is 3
µW .
greater than the EIT resonance width of the probe ﬁeld. Also we ﬁnd linear growth of
the resonance width with increasing drive ﬁeld power for constant probe ﬁeld. These
data are shown in Fig. 25. Similarly, we observe linear increase of the resonance width
with increasing probe ﬁeld power when the drive laser power is held constant, as seen
in Fig. 26.
Since the driving ﬁeld has circular polarization, it transfers most population of
the magnetic sublevels to the one with maximal value of mF . Thus, eﬀectively, the
population ends up in the one state. A simple model to describe this physical situation
is a three-level Λ-system obtained from the real one (see in Fig. 2) by neglecting the
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Fig. 25. Data showing dependence of EIT width versus drive power for probe and new
ﬁelds. Temperature is 89.6oC. Density 2.4 · 1012 cm−3. Beam diameter is 5
mm. Probe power is 3 µW .
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Fig. 26. Data showing dependence of EIT width versus probe power for probe and
new ﬁelds. Temperature is 77.7oC. Density 1.0 · 1012 cm−3. Beam diameter is
5 mm. Drive power is 300 µW .
56
magnetic sublevels that are mostly emptied by optical pumping.
We calculate the ﬁelds after propagation through a dense medium. At the fre-
quency of two-photon resonance, the probe and drive ﬁelds acting together induce
low-frequency atomic coherence ρcb that plays a crucial role in establishing EIT. In-
creasing the two-photon detuning decreases the coherence ρcb and increases absorption
of the probe ﬁeld. Thus, the probe ﬁeld has a narrow window at the vicinity of two-
photon resonance, with a width that depends on the rate of coherence relaxation
and power broadening. On the other hand, the low-frequency coherence ρcb is also
responsible for a new ﬁeld generation, and the intensity of the new ﬁeld has a similar
resonance behavior as the transparency of the probe ﬁeld. The important diﬀerence is
that the new ﬁeld has a large detuning from one-photon resonance and, consequently,
has practically no absorption.
Our numerical calculation shows a similar dependence for the width of the reso-
nance versus drive laser power (see Fig. 25 ). The simulation are in good agreement
with the experimentally observed data, because the experimental range of driving
ﬁeld intensities are in the range for which the simplest theory developed above is
valid. From the simple theory we can see that the diﬀerence in the widths of EIT
window and new ﬁeld generated in the cell appears from the propagation. Increasing
the probe ﬁeld intensity leads to a redistribution of population between levels b and
c which changes the eﬀective power broadening of the EIT window, while the change
of the width of the generated new ﬁeld is not that strong (see in Fig. 26).
We have shown that the transmission resonance for the Stokes component is
wider than the resonance for the low power anti-Stokes (probe) ﬁeld. Also we report
that both resonance widths of the Stokes component resonance and the probe ﬁeld
transmission have linear dependences on the drive and probe laser power when the
power of the second laser (probe and drive correspondingly) is kept constant.
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E. Propagation of ﬁeld corresponding to Stokes component
Here we consider propagation of Stokes ﬁeld through the coherent medium in the case
where both probe and Stokes ﬁeld are present at the entrance of the cell. The setup
of the experiment is described in section III.C. Due to method of generation of probe
and Stokes component ﬁelds as sidebands of t he drive ﬁeld, both probe and Stokes
components are equal in power and have phase opposite each other (phase of probe
= - phase of Stokes ﬁeld).
We tune the drive to exact one-photon resonance of the F = 2 → F ′ = 2
transition of 87Rb . Then we scan the two-photon detuning by changing the frequency
modulation of the EOM in the vicinity of the two-photon transition (ground level
hiperﬁne splitting 6.835 GHz).
Typical transmission spectra of probe and Stokes ﬁelds are shown in Fig. 27 and
Fig. 28 correspondingly. The slight asymmetry of the probe ﬁeld EIT resonance is
due to residual magnetic ﬁeld inside magnetic shield.
As far as we can see there is no noticeable eﬀect of the Stokes component on the
shape of the probe ﬁeld resonance. However, compared to the case when we have zero
Stokes component at the entrance to the cell (see Fig. 24) we see that transmission
spectrum for the Stokes component is dramatically diﬀerent (see Fig. 28). Namely
instead of Lorentz shape, we obtain a dispersion-like shape for the transmission signal.
In the absence of EIT, the probe ﬁeld is totally absorbed and the input Stokes ﬁeld is
totally transmitted. Thus, we observe the EIT resonance on zero background, but we
observe changes in the Stokes ﬁeld transmission on the 100% transmitted background.
This s completely clear since the Stokes ﬁeld propagates oﬀ resonance, and the four-
wave mixing process is just a small correction to zero absorption coeﬃcient.
The dispersion-like form of the Stokes ﬁeld transmission spectrum can be ob-
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tained from the following consideration. As we show in theory section Eq. (2.78), the
absorption coeﬃcient for the Stokes ﬁeld mimics the behavior of the susceptibility
of the refractive part of the probe ﬁeld, which is dispersion-like (with a correction
introduced by the Stokes ﬁeld of order of 1/ωg, which is small). We support this
argument by ﬁtting the probe ﬁeld transmission spectra by a Lorentz proﬁle
L(δ) = A
δ2
γ2EIT/4 + δ
2
(5.8)
and Stokes ﬁeld spectra proﬁle by a dispersion-like function
D(δ) = B
γsδ
γ2s/4 + δ
2
(5.9)
where A and B are ﬁtting parameter, γEIT is width of EIT resonance, γs is width of
dispersion curve of Stokes ﬁeld proﬁle. For data shown in Figs. 27 and 28 γEIT =
6.9 kHz and γs = 11.4 kHz. Such a narrower width for the EIT resonance is explained
by similar arguments as in previous sections. Namely probe ﬁeld propagates in an
optically thick medium and thus experiences density narrowing, but the Stokes ﬁeld
is oﬀ resonant and is not narrowed during propagation (optically thin medium case).
F. Density dependent transmission
The dimensionless length ξ is proportional to Nz. Thus, increasing the density of
atoms is esentially similar to increasing the length of the interaction medium or the
cell length. So we have easy tool to study propagation of the probe and Stokes ﬁeld
in the cell by varying the atomic density of 87Rb .
To study this we use the one-laser setup described in section III.C. Esentially
we have a drive ﬁeld, and equal in power probe and Stokes ﬁelds entering the cell.
All have circular polarizations at the entrance. Then we vary the temperature of the
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Fig. 27. Two photon resonance shape example for probe ﬁeld. Cell length is 1 cm. Cell
is ﬁlled with isotopically enhanced 87Rb and 1 Torr of Ne as a buﬀer gas.
Total ﬁeld power is 650 µW. Temperature is 73.6o C. Density 0.74 ·1012 cm−3.
cell, which changes density of 87Rb atoms in the vapor. We detect the transmission
signal of the probe and Stokes ﬁeld and its dependence on density of atoms.
Due to four-wave mixing in the coherent medium, power is redistributed between
the probe and Stokes component. The output signal depends not only on the coupling
coeﬃcients βp, αs, but also on the density of the atoms or dimensionless length ξ.
Typical transmission signal vs density of atoms shown in Figs. 29 and 30.
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Fig. 28. Two photon resonance shape example for Stokes ﬁeld. Cell length is 1 cm.
Cell is ﬁlled with isotopically enhanced 87Rb and 1 Torr of Ne as a buﬀer gas.
Total ﬁeld power is 650 µW. Temperature is 73.6o C. Density 0.74 ·1012 cm−3.
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Fig. 29. Transmission signal for probe and Stokes ﬁeld vs density of 87Rb atoms.
5.35 cm long cell ﬁlled with .12 Torr of Kr. Total power in 1520 µW.
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5.35 cm long cell ﬁlled with .12 Torr of Kr. Total power in 1520 µW. Density
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CHAPTER VI
SLOW LIGHT
A. Introduction
The group velocity of light in media can be expressed as [147]
vg =
dω
dk
=
c− ω ∂n(ω,k)
∂k
n(ω, k) + ω ∂n(ω,k)
∂ω
= v˜g − vs (6.1)
where c is the speed of light in vacuum, ω is the frequency of the ﬁeld, n is the index
of refraction in the medium, k is the vacuum wave number, and we have deﬁned
v˜g =
c
n(ω, k) + ω ∂n(ω,k)
∂ω
(6.2)
and
vs =
ω ∂n(ω,k)
∂k
n(ω, k) + ω ∂n(ω,k)
∂ω
. (6.3)
Here and below we use the convention that terms with a tilde (˜ ) denote values in
the moving reference frame and terms with no tilde denote values in the laboratory
frame.
The ﬁrst term, v˜g , is due to frequency dispersion and the second term, vs , is
due to spatial dispersion. Because of spatial dispersion, the group velocity is diﬀerent
for atoms with diﬀerent speeds va . This is easily seen because in the moving frame
ω˜ = ω − kva (we take va positive for an atom moving in the same direction as the
light propagation), from which we see that vg =
dω
dk
= v˜g + va. This is just just the
Galilean transformation from the moving frame of the atoms to the laboratory frame.
Thus, a mono-velocity atomic beam moving in the opposite direction from the light
propagation direction slows the group velocity.
In a dense Doppler broadened medium, it is possible to obtain slower or even zero
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group velocity [147, 148] for the probe ﬁeld in a Λ conﬁguration of strong drive and
weak probe ﬁelds when both are red detuned but maintain the two-photon resonance
condition. The following conditions on the power of the drive ﬁeld must be satisﬁed
Ω	 √γγcb (6.4)
Ω kdvT
√
γcb
γ
(6.5)
where Ω is the Rabi frequency of the drive laser and kd is its wave vector, vT is the
average thermal velocity, γ is the decay rate of the upper level, and γcb is the decay
rate of coherence between the lower (ground) levels.
Equation (6.4) is just the usual condition for EIT for individual atoms. Equa-
tion (6.5) is applicable only for the case where the drive ﬁeld is weak enough that
EIT occurs only for a narrow spread of atomic velocities. In this case, the intensity
of the drive ﬁeld is not large enough to pump all atomic velocity subgroups into the
dark state. This means that the optical pumping rate |Ω|2γ/∆2, for atoms having
one-photon detuning ∆, is less than the relaxation rate γbc between levels b and c.
Therefore, |Ω|2γ/∆2 < γbc implies that EIT does not occur for all moving atoms and
the light interacts with a quasi atomic beam. When these conditions are satisﬁed, one
can choose a velocity sub-group of atoms with a particular average velocity (in the
direction of light propagation) and narrow velocity spread ∆v ≈ Ω
kd
√
γcb/γ. This is
accomplished by changing the one-photon detuning of the drive laser ﬁeld while main-
taining two-photon resonance. In this case, the center of the quasi-beam of moving
atoms is determined by the simple Doppler relation
va = c
∆
ωd
(6.6)
where ωd is the drive laser frequency. Naturally we would expect atoms moving
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with the atomic quasi-beam to increase the group velocity, and atoms moving in the
opposite direction to “drag” light with them, or decrease the total group velocity.
The intuitive picture described above is quantiﬁed rigorously in Ref. [147]. In
this chapter, we experimentally study these theoretical predictions by measuring the
dependence of the group velocity on probe-ﬁeld one-photon detuning for diﬀerent
experimental conditions.
A common method of increasing the dispersion in an EIT medium is to lengthen
the ground-state coherence lifetime, thereby decreasing the linewidth of the EIT res-
onance. The coherence lifetime is often limited by the interaction time of the atoms
with the lasers. Common methods for increasing this lifetime are by introducing
a buﬀer gas to conﬁne the atoms [61, 63, 69, 149], using wall coatings in the cell
so that coherence is preserved between successive interactions of the atoms and the
lasers [70, 150–154], and by cooling and trapping the atoms [155, 156].
We have found that for EIT conditions in a sample with buﬀer gas (with linewidth
on the order of several kHz and group velocity on the order of a few tens to hundreds
of meters/sec) the probe ﬁeld has a slower group velocity when it is blue detuned
with respect to resonance and higher group velocity for red detuning. This result is
opposite to the intuitive picture described above, and to that of Kocharovskaya et
al. in [147].
1. Setup
A schematic of the experimental setup is shown in Figs. 31 and 32. One external
cavity diode laser (ECDL) is used as the source of a strong driving ﬁeld and another
as a weak probe. The drive and probe lasers are combined and pass through a cell
containing isotopically enhanced 87Rb vapor. The 87Rb density is varied by changing
the temperature of the cell. A three layer magnetic shield (MS) screens out the
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Fig. 31. Detailed group velocity measurement setup with two lasers.
laboratory magnetic ﬁeld.
The lasers are phase locked to each other with a frequency oﬀset that is tunable
about the ground level hyperﬁne splitting of 87Rb (6835 MHz). The drive laser is
tuned to the 5S1/2(F = 2) → 5P1/2(F ′ = 2) transition of 87Rb and the probe laser is
tuned to the 5S1/2(F = 1)→ 5P1/2(F ′ = 2) transition as shown in Fig. 33.
The conﬁguration of drive and probe lasers shown in Fig. 33 is called a Λ con-
ﬁguration. In this case, the lasers optically pump all atoms in the desired velocity
subgroup into a dark state superposition of the ground levels, giving rise to strong
coherence between these lower levels. Scattering of the drive ﬁeld on this coherence
results in the generation of a fairly strong Stokes component (new ﬁeld) in the medium
(shown in Fig. 33). The generation of this new ﬁeld near two-photon resonance of
the drive and probe ﬁeld is described in Ref. [64, 89, 157] and in chapter V.
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Fig. 32. Schematic of the experimental setup. MS is magnetic shield, PD is fast
photo diode, PA is power attenuator, FG is frequency generator, LA is lock-in
ampliﬁer, SA is spectrum analyzer.
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The transmitted drive and probe ﬁelds and the generated Stokes ﬁeld are de-
tected separately by heterodyne detection on a fast photo detector. This is done by
splitting oﬀ part of the drive ﬁeld from the main beam before entering the cell. This
component is shifted up in frequency by a small amount (60 MHz), and combined
with the beams exiting the cell before the photo-detector. The photo-current thus
contains beat signals at various RF frequencies, separated by 60 MHz, in the vicinity
of the 6835 MHz separation of the drive and probe. By separately analyzing these
components with a spectrum analyzer (SA), we extract the transmitted probe and
generated new ﬁelds independently. This technique is described in Ref. [89, 157].
2. Time delay and group velocity measurement procedure
We extract the group velocity in the medium by modulating the intensity of the probe
ﬁeld before the cell, and observing the time delay before this modulation is observed
in the transmitted ﬁeld. Experiments have been conducted with gaussian shaped
(temporal) pulses and with sinusoidal modulation.
In Fig. 34 we see how a probe ﬁeld Gaussian pulse is delayed in the 87Rb medium.
The two upper pictures are taken under the same conditions but with diﬀerent pulse
duration. The lowest picture is taken for signiﬁcantly higher probe and drive ﬁeld
power, and demonstrate a smaller delay time or larger group velocity because of the
power broadening process as described above in chapter IV section B.
We ﬁnd that the delay time is independent of the probe ﬁeld modulation tech-
nique as long as the bandwidth of the modulation does not exceed the transmission
linewidth of the EIT resonance.
The modulation is generated by use of a frequency generator (FG) which drives
an acousto-optical (AO) modulator in the probe laser. The deﬂected beam from the
AO is blocked, so the AO serves as a programmable probe power attenuator (PA in
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Fig. 34. Probe ﬁeld Gaussian pulse delay in 1 cm long cell.
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Fig. 32). We also measure the time delay of the generated new ﬁeld.
With a sinusoidal modulation of the probe, lock-in detection of the transmitted
probe ﬁeld provides a sensitive measure of the time delay due to the medium. When
using lock-in detection in this way, we obtain the time delay from the phase shift of
the transmitted probe ﬁeld intensity relative to the probe intensity before the cell.
For a sine wave of frequency f , this phase shift is given by
ψ = 2πτdf − ψ0 , (6.7)
where τd is the time delay introduced by the atoms and ψ0 is a phase shift introduced
by electronics. To eliminate the unknown ψ0 we measure the phase shift for several
diﬀerent modulation frequencies. The phase shift increases linearly with frequency f
and the slope of this line is 2πτd. We extract τd with a least squares ﬁt. We then
ﬁnd the group velocity vg by setting vg = L/τd where L is the length of the cell.
(L ≈ 1 cm for our experiment.)
Another experimental technique to simplify the group velocity measurement is
to replace the second laser and phase-lock circuitry with an electro-optic modula-
tor (EOM) in the drive laser beam. This technique is described in chapter III sec-
tion C. By applying a narrow tunable microwave signal to the EOM, upper and lower
sidebands are generated at the microwave frequency, which we choose to match the
6.835 GHz ground state hyperﬁne splitting. We tune the laser to the drive transi-
tion, so that the upper sideband drives the probe transition and the lower sideband
is oﬀ resonance. We choose the microwave amplitude to generate a sideband with
power that is 1/10 of the drive power. A careful comparison of the two methods (two
phased locked lasers versus one modulated laser) shows no diﬀerence in the group
velocity measurements. We note that a similar technique is to modulate the laser
current, which directly creates sidebands on the laser. This has also been successfully
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employed [158].
B. Power dependent group velocity
1. Simpliﬁed theoretical group velocity dependence on resonance width
Index of refraction in case of χ′  1 (which is common case in gas media) is expressed
as following [3]
n ≈ 1 + χ′/2 (6.8)
If ω ∂n(ω,k)
∂ω
	 1 we can disregard n ≈ 1 in gas, then group velocity is given by
simpliﬁed Eq. 6.1 as
vg =
dω
dk
=
c− ω ∂n
∂k
ω ∂χ
′(ω,k)/2
∂ω
(6.9)
Using Eq. (4.11) we can rewrite the susceptibility in the case |Ω|2 	 γγcb as
χ =
iκA(Ωp)
γ
(
1− γEIT (γEIT − iδ)
γ2EIT + δ
2
)
(6.10)
so
χ′ = −κA
γ
γEIT δ
γ2EIT + δ
2
χ′′ =
κA
γ
(
1− γ
2
EIT
γ2EIT + δ
2
)
(6.11)
Then
∂χ′
∂wp
=
∂χ′′
∂δ
= −κA
γ
(
γEIT
γ2EIT + δ
2
− 2γEIT δ
2
γ2EIT + δ
2
)
(6.12)
In case of δ = 0 we obtain that
vg ≈ γEIT
A
(6.13)
where ωκA/(2(c− ω ∂n
∂k
)) → A. It is important to note that A is proportional to the
strength of resonance.
So we see that a narrowing the EIT resonance leads to smaller group velocity,
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and the relation between group velocity and the width of the EIT resonance should
be linear if other factors remain the same.
2. Experimental data
To illustrate Eq. 6.13 where group velocity depends linearly on resonance width, we
vary the resonance width by modifying the probe intensity for several constant values
of the drive laser intensity. As we know from the previous chapter, the EIT resonance
width of the probe as well as the resonance width of the generated Stokes component
depends linearly on probe power. So we have a tool for modifying resonance width.
During group velocity measurements we keep the one-photon detuning constant and
equal to zero (∆ = 0) as well as two-photon detuning (δ = 0).
Measured dependences of probe and Stokes ﬁelds on corresponding resonance
width are shown in Fig. 35. The width is changed by varying the probe ﬁeld power
while the drive power is kept constant. As predicted by the simple theory above,
the group velocity is proportional to the resonance width. The change of coeﬃcient
A with probe power can be neglected in the region of small probe power. However,
A depends on drive power, so we see a set of lines corresponding to diﬀerent drive
power.
The resonance width depends linearly on drive or probe power (power broaden-
ing). Thus, the linear dependence of group velocity on laser power shown in Figs. 36
and 37 is not a surprise. Power broadening leads to growth of the resonance width
which leads to the growth of group velocity.
It is interesting to note that the slope of the group velocity dependence on probe
power is diﬀerent from the slope of dependence on drive power (see Fig. 36) when
they should be the same according to weak probe approximation. However, this
approximation is not valid in our case when the probe power is just several times
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Fig. 35. Group velocity of probe and Stokes (new) ﬁeld vs width of the EIT resonance
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of N2 as buﬀer gas. Temperature of the cell is 77.7
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Fig. 36. Group velocity of probe and Stokes (new) ﬁeld vs probe and drive power.
1 cm long cell with isotopically pure 87Rb and 3 Torr of N2 as buﬀer gas.
Temperature of the cell is 77.7o C Density of 87Rb atoms is 1.0 · 1012 cm−3.
smaller than the drive power. In this case it is practically impossibile to get a simple
analytical expression for the resonance width (γEIT ) and amplitude (A). However as
we see in Figs. 14 and 15, for large probe power the resonance amplitude (A) decreases
with increasing probe power. Thus, the dependence of group velocity on probe power
is steeper.
We also compare group velocity dependence for probe and generated Stokes ﬁeld.
We ﬁnd out that the Stokes ﬁeld group velocity grows linearly with probe power (see
Fig. 37) since the resonance width grows linearly with power as well, due too power
broadening.
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C. Dependence on one-photon detuning (∆)
We measure the dependence of vg on one-photon laser detuning ∆ = ωd−ω22 , where
ωd is the frequency of the drive laser and ω22 is the frequency of the F = 2→ F ′ = 2
transition. During each such measurement, the frequency diﬀerence of the probe and
drive lasers is kept constant and equal to the ground level splitting (6.835 GHz). The
drive laser power is 300µW , and probe power is 3µW . These measurements may then
be repeated for diﬀerent 87Rb densities (diﬀerent temperatures of the cell).
We ﬁrst consider the case where no buﬀer gas is used, and the ground-state
coherence lifetime is limited by the free-ﬂight transit time of the thermal rubidium
atoms through the laser beam. In our experiment, the EIT transmission linewidth is
30 kHz and the resulting group velocity on the order of 10 km/s. Figure 38 shows
the dependence of the group velocity as a function of the drive laser frequency in the
vicinity of the drive resonance. The group velocity is too large to observe the spatial
dispersion eﬀect described in the introduction. Another way to see this is to note
that the group velocity is much higher than the mean thermal speed of the atoms. In
Fig. 38 the drive detuning spans the full range of the upper-state hyperﬁne splitting,
and the small feature on the left of the spectrum is the result of generating EIT on
the upper F ′ = 1 level (see Fig. 33).
Next we narrow the transmission linewidth with a buﬀer gas. This increases
the dispersion considerably, resulting in reduced group velocity. Figure 39 shows the
group velocity as a function of drive laser detuning for similar conditions as Fig. 38
but with the addition of 3 torr of N2 buﬀer gas. The EIT transmission linewidth is
only a few kHz and we see that the group velocity has fallen to below 100 m/s. We
also see that increasing the laser beam diameter increases the dispersion and reduces
the group velocity as expected.
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Fig. 38. Group velocity vs detuning of 87Rb atoms for probe ﬁeld in cell with no buﬀer
gas. Cell length L = 47.5 mm and the density is 3.6×1011 cm−3. Drive power
input to the cell is 1310µW , and transmitted drive power is 741µW . Data
points are shown by a +. The solid curve is a seventh-order polynomial ﬁt to
the data points and is shown only as a guide for the eye.
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Fig. 40. Probe ﬁeld group velocity vs drive laser one-photon detuning, for the same
cell as in Fig. 39. Drive power is 300µW and probe power 3µW . Curves are
shown for diﬀerent atomic density, measured in cm−3. Inset: blow-up of the
data in the vicinity of resonance, showing an increase to the red and decrease
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Figure 40 shows how the group velocity depends on drive laser detuning for
increasing atomic density. We observe a lowering of the group velocity for higher
density, but in no case do we observe a lowering of the group velocity as the drive
laser is detuned red of resonance, which we would expect based on the prediction of
dragging slow light by atoms moving opposite to the laser propagation direction [147].
On the contrary, we see the group velocity increase for negative drive laser detuning,
and a minimum group for one-photon detuning about 100 MHz blue of one-photon
resonance (see Fig. 40).
The explanation of this eﬀect is still not clear, but it is plausible that this counter-
81
intuitive behavior is caused by velocity changing collisions in the presence of the buﬀer
gas. We note that when the beam diameter decreases, the group velocity dependence
versus one-photon detuning becomes more shifted to the side of negative detuning
(see Fig. 39). In other words, the behavior becomes less counter-intuitive. We explain
this by noting that for a very narrow beam, fewer velocity changing collisions take
place before the atom leaves the laser beam. In any case, it is clear that the discussion
of Ref. [147] about a quasi mono-velocity beam is not applicable in the case with a
buﬀer gas, since all velocity groups are mixed by velocity changing collisions.
When the density of 87Rb atoms is increased (≈ 1012 cm−3) highly nonlinear
interaction of the drive and probe ﬁelds leads to very eﬃcient generation of a Stokes
component, or new ﬁeld [64, 89]. We can measure the intensity of the generated
ﬁeld as a function of two-photon detuning and ﬁnd the width to be greater than the
transmission width of the EIT resonance of the probe ﬁeld. (Under the conditions in
our experiment it is roughly a factor of two wider [157].) Correspondingly, we also
measure the time delay between modulation of the probe ﬁeld before the cell and
the resulting modulation of the new ﬁeld after the cell. For the rubidium cell with
buﬀer gas, this delay time is smaller than for the probe ﬁeld, meaning that the group
velocity of the new ﬁeld (vn) is greater than the group velocity of the probe ﬁeld
(vp). This is no great surprise since the new ﬁeld is propagating far from one-photon
resonance.
As discussed above, as the rubidium density is increased the probe ﬁeld group
velocity decreases. Similar behavior occurs for the generated new ﬁeld for low density.
However, for large atomic density the group velocity for the new ﬁeld starts to increase
with density. These results are shown in Fig. 41. This dependence is connected with
a propagation eﬀect. The eﬀective generation of new ﬁeld occurs in the part of the
cell where the group velocity is small. As the light propagates through the cell, the
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Fig. 41. Group velocity vs density of 87Rb atoms for probe and new ﬁelds, for the
same cell as in Fig. 39. Drive power is 300µW , and probe power is 3µW .
drive ﬁeld intensity decreases until the new ﬁeld is decoupled from the probe. After
this point, the new ﬁeld propagates at nearly the vacuum speed of light. Thus the
observed average speed of new ﬁeld increases with atomic density.
We can also measure the new-ﬁeld group velocity as a function of drive laser
detuning. The results are shown in Fig. 42. We ﬁnd that the the group velocity
is smaller for negative one-photon detuning than for positive detuning in vicinity of
resonance. This behavior follows the intuitive predictions of Ref. [147].
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D. Summary
We observe a counter-intuitive dependence of the probe ﬁeld group velocity versus
drive ﬁeld one-photon detuning for diﬀerent densities (temperatures) of 87Rb (see
Fig. 40). The group velocity decreases slightly for blue-detuned drive ﬁelds and
increases slightly for red-detuned ﬁelds. We conclude that the the predictions of
Ref. [147] cannot be applied to the case where the EIT linewidth is reduced with a
buﬀer gas, since all velocities are constantly mixing via velocity changing collisions.
Unfortunately, without a buﬀer gas we cannot achieve narrow enough EIT resonances
to reach the amount of dispersion needed to get group velocities low enough to observe
the eﬀect of dragging the light by atoms.
We ﬁnd that the group velocity is higher for the generated Stokes ﬁeld, and that
the behavior as a function of detuning is opposite that of the probe ﬁeld.
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CHAPTER VII
ABSORPTION RESONANCES
A. Introduction
The addition of a buﬀer gas (inert atoms, N2, CO2, CH4, etc.) to the atomic vapor is a
common method for obtaining narrow EIT resonances. Because of the extremely low
spin-exchange cross-section, the collisions between rubidium and buﬀer gas atoms or
molecules do not destroy the quantum coherence of the internal states of the atoms,
but eﬀectively prolong the time they stay inside the laser beam(s). The processes of
decoherence and redistribution of atomic population have been extensively studied
in optical pumping experiments [62, 159, 160]. Substantial narrowing of the dark
resonance linewidth is reported in [61, 63, 69, 149].
In this chapter we experimentally demonstrate that, in the presence of buﬀer
gas, the transmission peaks corresponding to EIT can be transformed into enhanced
absorption peaks for proper laser detuning. We observe this eﬀect in a two-ﬁeld
conﬁguration, where strong and weak laser ﬁelds form a Λ scheme on two ground-
state hyperﬁne sublevels (Fig. 43). It is important to emphasize that in this case
the atoms are prepared in a coherent superposition of levels (hyperﬁne states), and
that no absorption is observed (that is, EIT is preserved) in the absence of buﬀer
gas. A related eﬀect has been reported by Aﬀolderbach et al. [161]. In that work the
enhanced absorption is observed in a bichromatic standing wave as a result of atomic
motion. Because of large Doppler shifts, moving atoms eﬀectively interact with a
double-Λ level conﬁguration, which may result in both suppression or enhancement
of absorption, depending on the relative phases of the ﬁelds. This theory, however,
cannot be applied to the present experimental data, since our experiments are carried
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Fig. 43. Three-level interaction scheme of three laser ﬁelds with 87Rb atoms: the
long-lived coherence is created on hyperﬁne ground-state sublevels with strong
driving ﬁeld Ed and weak probe (anti-Stokes) ﬁeld Ep; the probe and Stokes
ﬁeld Es are generated by electro-optic modulation. ∆ is the one-photon detun-
ing of the drive laser from atomic resonance, and δ is the two-photon detuning
due to frequency mismatch.
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out with running waves.
The eﬀect reported here is also diﬀerent from Electromagnetically Induced Ab-
sorption (EIA) [66, 107, 108, 162–165], or the closely related enhanced absorption
Hanle eﬀect [166–170]. In those cases, a narrow peak is observed in the absorption
of the probe ﬁeld interacting with a quasi-degenerate two-level system. However, it
is a general requirement in both of those cases that the degeneracy of the ground
state must be lower than that of the excited state, i.e. F < F ′. When that require-
ment is met, the dark state does not exist and narrow EIA resonances are due to the
spontaneous coherence transfer from the excited states of the atoms [107, 164, 171].
In addition, the experimental arrangements for traditional EIA experiments involve
laser ﬁelds resonant with the corresponding atomic transitions, whereas the narrow
absorption resonances, discussed in this paper appear for far-detuned laser ﬁelds.
B. Experimental setup
We utilize the setup described in the section III.C. A schematic of the experimental
setup is shown in Fig. 44. An external cavity diode laser is tuned to the 5S1/2 → 5P1/2
(D1) line of
87Rb . The probe ﬁeld (and and additional Stokes ﬁeld) are produced
by an electro-optic modulator (EOM) driven by a narrow stable microwave generator
tuned to the 6.835 GHz ground-state hyperﬁne frequency. The microwave frequency
is tunable about this resonance, which allows for tuning of the probe ﬁeld. The probe
and Stokes ﬁeld have equal intensities of approximately 10% of that of the drive ﬁeld.
After the EOM all ﬁelds pass through a single-mode optical ﬁber to create a clean
spatial mode with a Gaussian intensity distribution and to increase the diameter of
the output beam to 7 mm. The ﬁelds are circularly polarized with a quarter-wave
plate placed after the ﬁber.
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Fig. 44. Schematic of the experimental setup.
In this experiment we use several glass cells ﬁlled with isotopically enhanced 87Rb
and various pressures and types (Ne, Kr) of buﬀer gas. The cell is placed inside a
3-layer magnetic shield to screen the laboratory magnetic ﬁeld from the system. The
cell is heated to 60o C to increase density of the 87Rb vapor to approximately 2.5 ×
1011 cm−3. After traversing the cell all three ﬁelds are mixed on a fast photodiode with
an additional ﬁeld shifted by 60 MHz with respect to the driving ﬁeld. The resulting
photo-current is measured with a spectrum analyzer to separate the transmission
signals of the probe and Stokes components (see Fig. 44).
C. Enhanced absorption due to buﬀer gas in hyperﬁne Λ scheme
In a Λ conﬁguration, the drive ﬁeld couples the ground-state 5S1/2F = 2 level to the
excited 5P1/2F
′ = 2 level. The probe ﬁeld couples the ground-state 5S1/2F = 1 level
to the same excited state. This is shown in Fig. 43a. When both of these ﬁelds are
on resonance, the atoms are optically pumped into a dark state under the combined
action of the strong drive and weak probe, and an EIT resonance is observed in
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the transmission of the probe ﬁeld. This is shown in the bottom curves in Fig. 45.
Simultaneously, a second Λ scheme is formed with the drive ﬁeld and the Stokes ﬁeld
that is also generated by the EOM. However this second Λ system is far detuned from
both excited levels, so its inﬂuence on the ground-state coherence is negligible.
Figure 45 shows that for zero one-photon detuning all EIT resonances are sym-
metric, which is in agreement with theoretical predictions [67, 172] and our numerical
simulations. The main diﬀerence between the cells with diﬀerent amount of buﬀer
gas is the width of the EIT peaks.
The shape of the transmission resonances changes, however, as we tune the lasers
from one-photon resonance, and the character of this change depends strongly on the
presence of the buﬀer gas in the atomic cell. If there is no buﬀer gas present, the
EIT peak stays symmetric for all values of ∆. However, the behavior is very diﬀerent
in cells with buﬀer gas. As the one-photon detuning increases, the EIT resonance
becomes asymmetric, and then gradually transforms into a narrow absorption reso-
nance.
Let us emphasize here some of the important properties of these resonances,
looking for example, at the cell with 30 Torr of Ne (Fig. 45). First note that the
amplitude of the enhanced absorption peak, observed for large detuning (∆ = 1 –
2 GHz) is comparable to, and sometimes larger than, that of the EIT peak at ∆ = 0,
and its width is narrower. Second, the range of laser detuning for which the absorption
resonance is observed (> 3 GHz) is much wider than the linewidth of the one-photon
absorption determined by the Doppler width. Thus, the enhanced absorption peaks
appears on top of 100% transmission of the probe ﬁeld.
It is important to note here that the asymmetry in the EIT resonances for nonzero
one-photon detuning of the laser ﬁelds has been observed by Knappe et al. [135];
however, the modiﬁcation of the resonance lineshape is signiﬁcantly weaker than that
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Fig. 45. Transmission of the probe ﬁeld as a function of two-photon detuning δ for
various one-photon detunings ∆ (shown on the upper left corner for each
graph). These data are recorded in the presence of 30 Torr of Ne (left column),
0.12 Torr of Kr (center column), and no buﬀer gas (right column). The vertical
scale is arbitrary but the same for all graphs. The auto-scaled data are also
shown for some graphs to show the resonance features not visible at large
scale. The asymmetry of the resonance curves for ∆ = 828 and 1138 MHz in
the cell with 0.12 Torr Kr, and for ∆ = 517 and 740 MHz in the vacuum cell
are due to the slope of the one-photon absorption contour.
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reported here. They also suggested an empirical expression for the resonance line-
shape, which was later derived theoretically by Taichenachev et al. [134] in the limit
of weak interaction ﬁelds (perturbation approach) (the derivation of this expression
for the case of strong laser ﬁeld is given in the next Section):
f(δ) = γEIT
AγEIT + B(δ − δ0)
γ2EIT + (δ − δ0)2
+ C (7.1)
Here δ is the two-photon detuning, γEIT is the eﬀective width of the coherent reso-
nance, A, B, C are ﬁtting parameters which functions of the one-photon detuning
∆. We introduce a shift of the resonance position from the resonant conditions δ0 to
reproduce the experimental data. One can see that this expression consists of sym-
metric and anti-symmetric in δ Lorentzian functions with the amplitudes A, and B
respectively. Parameter C reﬂects the absorption of the electromagnetic ﬁeld, which
is determined by incoherent processes.
It is convenient to write the coeﬃcients A and B in following form:
A = D cos(φ), B = D sin(φ), (7.2)
so that the Eq. (7.1) can be written as:
f(δ) = 
{
D(∆)eiφ(∆)
γEIT
γEIT + i(δ − δ0)
}
+ C. (7.3)
In this case, parameter D characterizes the amplitude of the resonance, and the
angle φ expresses the ratio between the symmetric and anti-symmetric components in
Eq. (7.1). For example, φ = 0 represents a symmetric peak of enhanced transmission,
φ = π corresponds to a symmetric peak of enhanced absorption, and φ = ±π/2
corresponds to a pure dispersion-like lineshape.
These parameters are shown as functions of one-photon detuning in diﬀerent
cells in Figs. 46 and 47. We note that no deviation from the Lorentzian form is
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Fig. 46. Angle φ of two photon resonance for probe ﬁeld for 87Rb cells with diﬀerent
amount of a buﬀer gas.
observed for the EIT resonance in a vacuum cell (φ = 0 for all detunings). However,
buﬀered cells show the change from a symmetric transmission resonance (for ∆ = 0)
to almost symmetric absorption resonance for ∆ ≈ 700 MHz for 0.12 Torr buﬀer gas
pressure and ∆ ≈ 1.4 GHz for 30 Torr buﬀer gas pressure. Note that the highest
“angle” is achieved in the cell with largest amount of the buﬀer gas. After reaching its
maximum, the angle starts to decline again, although we never observe the recovery
of the symmetric EIT peak for larger detunings.
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D. Theoretical analysis
We now derive an expression for the absorption coeﬃcient of a weak probe ﬁeld in
a closed three-level Λ-scheme as shown in Fig. 48. In this case, the time-evolution
equations for the density matrix elements are the following (see, e.g. [172]):
ρ˙bb = iΩ
∗
pρab − iΩpρba + γrρaa − γbcρbb + γbcρcc (7.4)
ρ˙cc = iΩ
∗
dρac − iΩdρca + γrρaa − γbcρcc + γbcρbb (7.5)
ρ˙ab = −Γabρab + iΩp(ρbb − ρaa) + iΩdρcb (7.6)
ρ˙ca = −Γcaρca + iΩ∗d(ρaa − ρcc)− iΩ∗pρcb (7.7)
ρ˙cb = −Γcbρcb − iΩpρca + iΩ∗dρab (7.8)
where Ωd = ℘acEp/h¯ and Ωp = ℘abEd/h¯ are the Rabi frequencies of the drive and
probe ﬁelds. The generalized decay rates are deﬁned as:
Γab = γ + i(∆ + δ), (7.9)
Γac = γ + i∆, (7.10)
Γcb = γbc + iδ. (7.11)
Here γ = γr +γdeph is the polarization decay rate, γr is the radiative decay rate of the
excited state, γdeph is dephasing rate, and γbc is the inverse lifetime of the coherence
between ground states |b〉 and |c〉. Here we recall that the presence of the buﬀer
gas aﬀects values of both γbc and γ. On one hand, as mentioned above, it allows
preservation of the ground-state coherence longer, but on the other hand it broadens
the optical transition, since γdeph = 0 grows linearly with buﬀer gas pressure [142].
Solving these equations in the steady state regime and assuming |Ωp|  |Ωd|, we
obtain the following expression for the linear susceptibility of the probe ﬁeld:
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χ = −κ
Γcb(ρ
(0)
aa − ρ(0)bb ) +
|Ωd|2
Γca
(ρ(0)aa − ρ(0)cc )
ΓabΓcb + |Ωd|2 , (7.12)
Where κ = 3
8π
Nλ2γr, N is the
87Rb density and λ is the wavelength of the probe
ﬁeld.
The atomic population diﬀerences in the approximation of strong driving ﬁeld
(|Ωd|2 	 γbcγ) are:
(ρ(0)aa − ρ(0)bb )  −
γbc∆
2 + γ|Ωd|2
2γbc∆2 + γ|Ωd|2 (7.13)
(ρ(0)aa − ρ(0)cc )  −
γbc(∆
2 + γ2)
2γbc∆2 + γ|Ωd|2 . (7.14)
By substituting these expressions into Eq. (7.12), we ﬁnd the absorption coeﬃcient
α as a function of two-photon detuning δ:
α =
κ
γ2 + ∆2
γbc∆
2 + γ|Ωd|2
2γbc∆2 + γ|Ωd|2
γbc|Ωd|2 + γδ2
γ2EIT + (δ − δ0)2
, (7.15)
where
δ0 = |Ωd|2 ∆
γ2 + ∆2
(7.16)
is the ac-Stark shift of the excited state, and
γEIT =
√
γ2|Ωd|4 + γ2bc∆2(γ2 + ∆2)
γ2 + ∆2
(7.17)
is the eﬀective width of the two-photon transmission resonance.
Using Eq. (7.15) for the absorption coeﬃcient we can now ﬁnd expressions for the
coeﬃcients A, B, and C in Eq. (7.1) which describe the line-shape of the two-photon
resonance for the probe ﬁeld propagating through a medium of length L. For the
moment we restrict ourselves to the case of optically thin media, so Iout = Iin e
−α 
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Iin(1− αL):
A = κLη
|Ωd|2
γ2 + ∆2
γ|Ωd|2(γ2 −∆2)− γbc(γ2 + ∆2)2
γ2|Ωd|4 + γ2bc∆2(γ2 + ∆2)
(7.18)
B = −κLη ∆
γ2 + ∆2
(7.19)
C = 1− κLη γ
γ2 + ∆2
(7.20)
η =
γbc∆
2 + γ|Ωd|2
2γbc∆2 + γ|Ωd|2 (7.21)
It is easy to see that the coeﬃcient C, which is determined by incoherent absorp-
tion processes in this approximation, coincides with the absorption of a weak ﬁeld
in a two-level scheme. The only diﬀerence is the coeﬃcient η which represents the
redistribution of the atomic population between ground levels: η = 1 when the one-
photon detuning is small (∆ 
√
γ
γbc
|Ωd|) means all atomic population is optically
pumped into a dark state, and η = 1
2
if the laser is far-detuned, and the populations
of the levels |b〉 and |c〉 are almost the same.
Coeﬃcient A is a symmetric function of the one-photon detuning. Its sign
changes as ∆ gets larger: A is positive for small detunings, then at ∆ ≈ γ −
2γbcγ
2/|Ωd|2 it disappears, and for larger ∆ the amplitude of the symmetric com-
ponent of the resonance becomes negative (i.e. absorptive). Coeﬃcient B is an odd
function of ∆, and exactly zero on resonance.
Thus it is clear why there is no distortion of the symmetric Lorentzian line-shape
observed for the cell without buﬀer gas. In this case the inhomogeneous broadening
of the transitions is much larger that the radiative decay rate of the excited state,
so the resulting shape of the EIT resonance should be an average over the Doppler
distribution, so that the anti-symmetric part of Eq.(7.1) eﬀectively cancels. At the
same time, the simpliﬁed theoretical model described above should also be applicable
for the case of high buﬀer gas pressure, for which the collisional broadening of the
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Fig. 49. Coeﬃcients A, B, and C describing the line-shape of the coherent resonance
Eq. (7.1): extracted from the experimental data for 87Rb cell with 30 Torr (left
column), calculated using Eqs. (7.18–7.20) (middle column), and obtained by
numerical modelling (right column).
excited state exceeds the Doppler broadening. A comparison of the coeﬃcients A,
B, and C given by Eqs. (7.18–7.20), with those, obtained by ﬁtting the experimental
data for the Rb cell with 30 Torr of Ne is given in Fig. 49. One can immediately see
that the theoretical formulae qualitatively describe the dependence of the coeﬃcients
as functions of one-photon detuning, although they are not accurate enough for a
quantitative analysis. There are several reasons for this. On one hand, the collisional
broadening created by a Ne pressure of 30 Torr is still smaller than the Doppler
broadening, so that averaging over the velocity distribution can still signiﬁcantly
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aﬀect the shape of the resonance. First, for simplicity we assumed that the medium
is optically thin and there is no absorption of the drive ﬁeld, which is not the case
for the experimental conditions. One of the consequences of this eﬀect is the density
narrowing of the coherent resonances which will be discussed in the following Section.
To analyze the eﬀects of propagation through the optically thick medium and
thermal velocity distribution of the Rb atoms, we perform a numerical simulation of
the interaction of the drive and probe ﬁeld with the three-level Λ system, considered
above. In this case we take into the account the attenuation of the probe intensity
as the ﬁelds propagate through the optically thick medium. In addition, since atoms
with diﬀerent velocities “see” an electromagnetic ﬁelds at a shifted frequency, the
ﬁnal susceptibility has to be averaged over the Maxwell velocity distribution:
χ(∆) =
1√
πku
∫ +∞
−∞
χ(∆− kv)e−
(kv)2
(ku)2 d(kv), (7.22)
where k = νd/c is the drive ﬁeld wave-vector, and u =
√
2kBT/M is the most probable
thermal speed (here T is the temperature of the vapor, M is the mass of Rb atom
and kB is the Boltzmann constant). In general, this problem is straightforward but
extremely cumbersome and can be solved only numerically.
To model best the experimental data obtained in the Rb cell with 30 Torr of Ne
we use following parameters: γdeph = 10γr, γbc = 5× 10−4γr, ku = 50γr, Ωd = 0.4γr,
Ωp = 0.1γr. The values of Rabi frequencies for the actual ﬁelds are Ωd = 0.38γr
(Id  1.2 mW/cm2) and Ωp = 0.13γr (Id  0.13 mW/cm2). The small deviation
between these values can be attributed to the nonuniform spatial distribution of
the laser intensity. For the vacuum cell the only diﬀerences appear in the value of
γbc = 10
−2γr and zero γdeph.
Although the results of the numerical simulation do not provide an exact coin-
cidence with the experimental data, as it is seen in Fig. 49, they allow better un-
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Fig. 50. Numerical calculation of resonance strength (D) vs one-photon detuning for
probe ﬁeld propagating in medium with buﬀer gas and vacuum. One-photon
detuning and resonance width is given in units of γr.
derstanding of why no absorption resonances are observed in the cell with no buﬀer
gas. The calculated values of the resonance amplitude D and the ratio φ are shown
in Figs. 50 and 51. As one can see that the inversion of the EIT resonance occurs in
the cell with buﬀer gas, when in the cell without buﬀer gas, no absorption resonances
ever appear. However, the noticeable asymmetry of the resonance is expected for the
values of the laser detuning (∆ > 100γr) for which the amplitude of the resonances
is very small and hardly detectable.
The importance of the Doppler averaging is also observed in the two-photon
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resonance shift δ0. It is easy to notice in Fig. 45 that for non-zero detuning ∆ the
centers of both EIT and buﬀer-gas induced absorption resonances are shifted from
zero two-photon detuning. One of the reasons of this eﬀect is a light shift of the atomic
levels, as it is shown by Eq.(7.16). However, this dependence on the laser detuning
diﬀers signiﬁcantly from the behavior of the resonance shift, measured experimentally
(Fig. 52). However, more realistic resonance shift as a function of laser detuning is
obtained by numerical simulation if Doppler averaging is performed (Fig. 52, inset).
It has to be noted, however, that both the prediction of the theoretical model
and the result of the numerical simulation developed above for three-level Λ system
103
provide only qualitative agreement with the experimental results. There are several
major eﬀects which are not considered here. For example, neither hyperﬁne structure
of the excited state nor Zeeman substructure of all states is taken into consideration,
although it may have a profound eﬀect on the coherent interaction. In addition, no
inﬂuence of four-wave mixing processes and the generation of the Stokes ﬁeld is taken
into account.
We numerically compare the case of large detuning (∆ = 250γr) for the case of
cell with buﬀer and vacuum. And ﬁnd out that absorption resonance appear only for
large enough drive laser power in the cell with buﬀer when in the cell without buﬀer
gas resonance remains dispersion like (φ ≈ π/2) (see Fig. 53).
E. Inﬂuence of the buﬀer gas on four-wave mixing
Many previous publications [89, 115, 173, 174] have shown that dense coherent media
contribute to signiﬁcant enhancement of nonlinear processes. In particular, under the
conditions of our experiment this leads to strong four-wave mixing: the drive ﬁeld
applied to F = 1 level, is scattered by the ground-state coherence, which leads to the
generation of a coherent Stokes ﬁeld. This process does not require the presence of a
seed ﬁeld, and is initiated by spontaneous photons [157].
The amplitude and the angle φ for the generated Stokes ﬁeld in the cell with
30 Torr of Ne are shown in Fig. 54. One can see that the shape of this resonance also
changes as the laser is detuned from the atomic transition: at resonance, the new ﬁeld
has a dispersion-like form, and is transformed into a symmetric transmission peak as
∆ increases.
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F. Width of the probe and Stokes resonances
The measured widths of the two-photon resonance γEIT as functions of the one-photon
detuning ∆ are shown in Fig. 55 for the cells with diﬀerent buﬀer gas pressure. Here
we see again the diﬀerence between the cells with and without buﬀer gas: in the letter
case the width of the EIT resonance increases signiﬁcantly with one-photon detuning.
For the buﬀered cells, however, the width increases only near the atomic resonance,
but for a larger detuning the resonance start getting narrower.
Again, the numerical simulations (Fig. 56) show that there is no principle dif-
ference between the cell with or without buﬀer gas. Even in the vacuum cell there
should be the narrowing of the resonance; however, this corresponds to the detuning
of extremely low resonance amplitudes (compare with Fig. 50).
Narrow resonances with good signal-to-noise ratio are important for many ap-
plications. For example, narrow EIT resonances are used for precision metrology [69,
175, 176] and atomic clocks [177, 178]. Our experiments demonstrate that the
coherent absorption resonances, observed for the far-detuned Λ system may have
more attractive characteristics in terms of the resonance width and amplitude than
the EIT resonances observed for the zero detuning. For example, in the cell with
30 Torr of Ne the amplitude of the absorption resonance for ∆ = 1.2 – 2 GHz is
larger than that of the EIT resonance, while its width is narrower (for example,
γEIT (0)/γEIT (2GHz) ≈ 3.3).
To understand the behavior of the resonance width, we will use the theoretical
expression for the width of the two-photon resonance Eq. (7.17) obtained in Section D.
According to that, in the strong laser ﬁeld limit (|Ωd|2 	 γbcγ) the width of the EIT
resonance for small ∆ does not depend on the ground-state coherence decay rate and
is determined by power broadening: γEIT ≈ |Ωd|2/γ, which coincides with previous
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studies [67]. Then the resonance width decreases with one-photon detuning, and for
∆	 γ it drops as 1/∆2. Ultimately for ∆	 |Ωd|
√
γ/γbc, the width of the resonance
is determined by the coherence decay rate γbc.
We would like to point out two eﬀects that limit the accuracy of our analysis.
First, we have not taken into account the velocity distribution of the thermal Rb
atoms. Second, propagation through the Rb vapor becomes important for optically
thick media. In this case the shape of the coherent resonance may change; in partic-
ular, its width can be greatly reduced. This eﬀect is known as density narrowing of
the EIT resonances [64, 179].
We note that both the above eﬀects are not very important for the case of far-
detuned laser frequency ∆	 γ, ku, since the absorption of the medium is small, and
the parameters describing the resonance lineshape do not change noticeably within
the Doppler contour. Thus, for large detuning 1/∆2 the dependence of the resonance
width predicted from Eq. (7.17) is in good agreement with the experimental points,
as shown in Fig. 57.
To fully understand how the resonance width behaves as a function of one-photon
detuning for small ∆ we should take both propagation and Doppler averaging into
account. Since it is virtually impossible to do that exactly, we make a few simplifying
assumptions that allow us to roughly predict the functional form of the resonance
width on one-photon detuning. First, we assume that the main contribution to the
resonance lineshape is due to the resonant velocity subgroup for which ∆ − kv  0.
Then, the only consequence of the detuning the laser is the reduction of the number
of atoms in this velocity group:
N(∆) ∝ Ne− ∆
2
(ku)2 . (7.23)
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The output intensity Iout is then given by
Iout  Iine−κL
γbc
|Ωd|2 e
−κL γδ2|Ωd|4 . (7.24)
In this expression the ﬁrst term represents the residual absorption under EIT condi-
tions, and the second one describes the shape of the peak as a function of two-photon
detuning. It is easy to see that the width of the resonance in this case is inversely
proportional to the atomic density [64]:
γEITD(N) 
|Ωd|2√
γγr
(
3
8π
Nλ2L
)−1/2
. (7.25)
We use the expression for the density of the resonant velocity subgroup as a function
of laser detuning given by Eq. (7.23) to obtain the width of the resonance:
γEITD(∆) ∝
|Ωd|2√
γγr
1√
NL
e
∆2
2(ku)2 . (7.26)
It is easy to see that this formula works only for a small frequency region in the
vicinity of one-photon resonance where the resonance is nearly symmetric and deviates
for larger ∆. This is consistent with the assumptions made in the derivations of
Eq. (7.26).
The width of the Stokes ﬁeld resonance is also shown in Fig. 57. It has approx-
imately the same shape as the curve for the probe ﬁeld, but it is worth mentioning
that its width can be narrower than that for the probe ﬁeld while having a similar
resonance amplitude.
G. Summary
We demonstrate signiﬁcant changes of the EIT resonance lineshape in a medium with
buﬀer gas. We show that this shape changes from transparency-like to dispersion-like
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and then to absorption-like shape with increasing of one-photon detuning. We also
show that for large enough detuning, the resonance width is limited by the amount of
ground level decay rate (γbc). Also we demonstrate that there is a region one-photon
detunings when our signal is higher than for zero one-photon detuning (traditional
way to observe EIT resonance) while the width of the resonance is narrower. Ob-
servation of absorption-like resonance is power dependent and takes place only for
high enough drive power. We compared the behavior of the probe and Stokes ﬁeld
for large one-photon detuning, ﬁnd that resonance width of these two ﬁelds behaves
similarly, while the shapes of the resonances are diﬀerent.
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CHAPTER VIII
FAST LIGHT
A. Introduction
Under the condition of EIA , negative delay time was observed [106]. Negative delay
was also observed in gain-assisted cesium gas [105], ultra high negative delay in the
order of −400 µs has been observed in systems with atomic coherence induced by
microwave emission by Godone et al. [91].
This chapter is devoted to the study of the dependences of the delay time of a
probe pulse in a hot 87Rb medium with buﬀer gas. Corresponding to the transforma-
tion of an EIT resonance for zero one-photon detuning to absorption-like resonance
for large enough one-photon detuning, we demonstrate the transformation of positive
delay time to negative delay by changing the one-photon detuning. Also we measure
the dependence of delay time on laser power in the case of an EIT resonance as well
as for non zero one-photon detuning where an absorption resonance is observed.
B. Experimental setup
The simpliﬁed experimental setup is shown in Fig. 58b. In our experiment we used
an extended cavity diode laser tuned to the D1 line of the
87Rb transition 5S1/2F =
2 → 5P3/2F = 2 (drive ﬁeld) (see Fig. 58a). An EOM driven in the vicinity of the
ground level hyperﬁne splitting frequency (6.835GHz) is used to generate a sideband
at the frequency of the transition 5S1/2F = 1→ 5P3/2F = 1 (probe ﬁeld). This way,
the drive and probe ﬁelds form a Λ system. The probe and drive ﬁelds pass through
a single-mode ﬁber which results in a Gaussian spatial distribution of laser ﬁeld
intensity. We expand the beam diameter to approximately 7 mm. Power attenuation
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is provided by two crossed polarizers. The polarization of the electric ﬁeld is changed
to circular with a λ/4 wave plate placed just before a cell of length 2.5 cm ﬁlled with
a mix of isotopically enhanced 87Rb and 30 Torr of Ne buﬀer gas. The addition of
buﬀer gas to the cell is a common tool for decreasing the ground level coherence decay
rate (γbc) [61, 63, 69, 149]. In a media with buﬀer gas, EIT resonances as narrow as
30-50 Hz have been observed in the lower power regime. The cell is placed inside a
3 layer magnetic shield to screen out the Earth’s magnetic ﬁeld and prevent splitting
of Zeeman sublevels.
Signiﬁcant narrowing of an power broadened EIT resonance has been observed
in optically thick media [64, 67, 179]. When the driving ﬁeld is strong Ω2d 	 γγbc,
the width of the EIT resonance in optically thick media is given by
γEIT =
γbc +
Ω2d
γ√
ηL
(8.1)
where Ωd is Rabi frequency of the driving ﬁeld, γ is decay rate of the upper level, L
is the cell length, N is density of atoms, and λ is the probe ﬁeld wavelength. The
density of 87Rb at 68oC is N = 4.7× 1011 cm−3.
The transmitted laser ﬁelds are mixed with another laser ﬁeld shifted by 60 MHz
with respect to the drive ﬁeld after the cell. This way we are able to distinguish the
probe ﬁeld signal beatnote with the help of a spectrum analyzer.
C. Experimental results
The addition of buﬀer gas not only leads to narrowing of the EIT resonance, but also
to signiﬁcant change of the EIT resonance shape [180] (see also previous chapter).
Namely, for large enough one photon detuning in the vicinity of two-photon resonance,
a strong absorption resonance is observed. Such a buﬀer gas induced absorption
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total laser power 145 µW.
resonance can have higher amplitude and narrower width than the EIT resonance
for a properly chosen one-photon detuning. Thus, group velocity is expected to be
negative and quite small in magnitude. This was demonstrated experimentally [180].
Examples of pulse delay are shown in Fig. 59. The reader can see that for
zero one-photon detuning (∆ = 0), the pulse delay time (τ) is 370 µs, while for
∆ = 1.45 GHz, the delay time is -300 µS.
The pulse propagation delay time (τ) is given by
τ =
∫ L
0
dx
vg(x)
=
L
〈vg〉 =
L
c
〈ω∂n
∂ω
〉
≈ L
c
A
γEIT
(8.2)
where L is length of the cell. Above we also utilize Eq. (6.13).
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We vary the one-photon detuning (∆) of the drive ﬁeld and then scan the probe
ﬁeld in the vicinity of two-photon resonance and record the transmission signal. Since
the one-photon detuning modiﬁes the resonance shape from transparency-like for
small detunings (see Fig. 60a ) to absorption like for large detunings (see Fig. 60b),
we expect modiﬁcation of the pulse delay from a positive value, or slow group velocity,
to a negative delay, or superluminal group velocity. This principally due to the sign of
the amplitude A changing from positive to negative, or in other words, the dispersion
changes from non-anomalous to anomalous behavior. This dependence of delay time
on ∆ is shown in Fig. 61.
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The dependence is measured in the following way. We start at zero one-photon
detuning and then obtain the maximum transmission signal by changing the two-
photon detuning. Then we propagate a Gaussian probe ﬁeld pulse through the
medium and measure its delay with respect to the reference pulse. Data are taken in
region 0-1 GHz one-photon detuning. The gap in measurements between 1 GHz and
1.4 GHz is associated with experimental diﬃculties in ﬁnding a transparency reso-
nance in this frequency range, because the transmission is too small for meaningful
measurements with our apparatus. After this point, we again follow the minimum
of transmission by changing two-photon detuning appropriately. An example of two-
photon absorption resonance shape is shown in Fig. 60b. The reader can see that
at this point the maximum of transparency is barely seen. Decreasing values of τ
observed at higher detuning is associated with a decreasing of the resonance strength
(A).
We also study the dependence of delay time on the power of the driving laser.
First, we measure the delay time for zero one-photon detuning in the EIT regime
and second, for 1440 MHz one-photon detuning when the resonance has absorption-
like behavior (see Fig. 60). In the ﬁrst, case according to Eq. (4.15) the width of
the resonance is linearly dependent on the driving laser intensity. Thus according to
Eq. (8.2), the delay time should be inversely proportional to the drive power for large
enough values (so we can neglect change of amplitude A). This observation is similar
to [89] where similar behaviour of group delay time on power is demonstrated. How-
ever in case of our absorption like resonance, the group delay is negative and increases
in magnitude proportionally to the drive power, while the resonance width for large
detuning remains close to γbc level since the correction due to power broadening is of
the order of Ω2dγ/∆
2. This means the delay time increases as the power.
We numerically analyze our simple three level model and calculate the delay time
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accordingly to Eq. (8.2). We ﬁnd that in the region where Ω2d/γ
2
r ≤ 0.18 the delay
time increases proportionally to the laser intensity, and then when power broadening
becomes strong enough, the time delay decreases with laser power (see Fig. 9.34)
however this region is not covered by our experiment since Ωd ≤ .4γr.
D. Pulse duration dependences of delay time
It is interesting to compare the dependence of the delay time on pulse duration for
the case of EIT and absorption resonance. The Fourier spectrum of the pulse is
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wider for a shorter pulse. For short enough pulse with spectral width larger then
EIT resonance window (1/t > γEIT ) some Fourier components are outside of the EIT
regime and thus have no signiﬁcant delay. We see in Fig. 64 that for a short pulse,
there is a decreasing of delay time due to this process. This is even more pronounced
in the case of a absorption resonance when the pulse duration approaches zero, and
the delay time also goes to zero (Fig. 64). Similar behavior was observed by Akulshin
et al. [106] where in the case of a square pulse no delay was observed since such a
pulse has all Fourier components.
A similar explanation holds for the dependence of the ratio of outgoing and
ingoing Gaussian pulses length vs ingoing pulse duration time. In the case of EIT
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narrow EIT resonance cut the larger spectral width of Gaussian pulse and leaves an
outgoing duration time in the order of 1/γEIT no matter how short was the ingoing
pulse (see Fig. 65). In case when the ingoing Gaussian pulse bandwidth (1/t) is
smaller then γEIT no signiﬁcant change of duration time is observed, and thus the
duration ratio stays close to 1. In case of absorption resonance pulse with wider
bandwidth, no noticeable reshaping occurs.
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E. Discussion
There are many applications for this phase variation ∂ϕ/∂ω. One example is a mag-
netometer based on the non-linear Faraday eﬀect. Since the electric ﬁeld of a plane
wave propagating through the medium is given by
E(x) = E0e
iknx = E0e
iϕ (8.3)
where E is electric ﬁeld, E0 is amplitude of this ﬁeld, and k = ω/c is wave vector.
Then in a thin layer
∂ϕ
∂ω
=
ω
c
∂n
∂ω
x +
n
c
x. (8.4)
we neglect second term because of the condition ω∂n/∂ω 	 n so
∂ϕ
∂ω
=
ω
c
∂n
∂ω
x (8.5)
Utilizing Eq. 8.2, the phase variation at the end of the cell is
∂ϕ
∂ω
=
L
c
< ω
∂n
∂ω
>= τ (8.6)
So we see that measurement of delay time τ is a direct tool to ﬁnd out the phase
variation with frequency change. We can estimate the maximal phase diﬀerence
∆ϕ =
∂ϕ
∂ω
∆ω ≈ ∂ϕ
∂ω
γEIT ≈ τγEIT (8.7)
In our experiment τ ≈ 3 · 10−4 S, γEIT ≈ 2π × 2.5 · 103 S−1 so ∆ϕ ≈ 4.7 rad, this
number coincides in order of magnitude with the maximum angle of rotation (10 rad)
obtained in [71] for non-linear Faraday rotation in EIT regime on the D1 line of
87Rb
.
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F. Conclusion
We study dependences of the group delay time in 87Rb vapor with buﬀer gas on power
of the laser ﬁeld and one-photon detuning. We observe linear dependence of negative
group delay on power. Variation of one-photon detuning from zero to high values
than the homogeneous and inhomogeneous broadening allows us to switch from a
regime of positive group delay time to one of negative delay, via modiﬁcation of the
EIT resonance to an absorption-like shape.
As result it is possible to say that the large delay in a coherently prepared medium
indicates strong dependence of the refraction index on frequency detuning (sharpness
of dispersion). A coherently prepared medium can be used for investigation of diﬀerent
eﬀects which are associated with variation of the refraction index. For instance,
proposed to use EIT to measure magnetic ﬁelds with extremely high sensitivity [113,
114]. Magnetometer based on EIT was described in [69, 75, 76]. Narrow absorption
resonances observed in a coherently prepared medium with buﬀer gas might help
to improve atomic magnetometers. The induced absorption resonance has shown
diﬀerent resonance dependence of the delay (group velocity) on intensity. The delay
increases proportionally to the intensity of the laser ﬁeld for absorption resonance, in
the EIT case, it decreases in inversely proportion to the laser power.
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CHAPTER IX
COHERENT PROCESS WITH WIDE SPECTRAL BROAD PROBE
A. Introduction
The interaction of an electromagnetic ﬁeld modulated by phase noise (PN) with
media possessing a resonance like absorption or transmission spectrum has been ex-
perimentally and theoretically studied. Armstrong [181] pointed out the conversion
of PN to amplitude noise in an optical interferometer, then experiments with broad
PN radiation from a diode laser passing through an interferometer [182] supported
Armstrong’s argument, and showed the conversion of intensity ﬂuctuation statistics
from Poissonian to Einstein (i.e. exponential intensity distribution). Several experi-
ments were done with PN laser ﬁeld studying the properties of such ﬁeld transmitted
through a cell with alkali atomic vapor, namely the study of PN conversion to ampli-
tude noise in dense Cs [183] and Rb [184]. There is experimental studies of intensity
ﬂuctuations and correlations between drive and probe ﬁelds in the EIT regime [185],
however we are not aware of any study of the spectral density modiﬁcation after
passing through the medium in the EIT regime.
So far we assumed that the width of the EIT resonance is solely determined by the
ﬁnite interaction time of atoms with laser ﬁelds, and we treated both the probe and
drive electro-magnetic ﬁelds as monochromatic. In reality, the width of both these
ﬁelds and their relative frequency ﬂuctuations broaden the EIT resonance. That is
why observation of narrow EIT resonance usually requires the use of a phase-lock
device which signiﬁcantly narrows the spectrum of the beat note between the probe
and drive ﬁelds (in our experiment this beat-note width was less then 100 Hz, which
is less then γbc). Other ways to get coherent probe and drive ﬁelds are use of AOM
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, EOM or modulation of injection current in the case of diode laser. However these
methods have the downside such as additional expenses of buying AOM or EOM ,
as well as building a phase-lock device. Also in our case the phase-lock device is not
very stable, and the EOM produce extra (Stokes) sideband which complicated the
analysis of the system.
Experimental observation with non phase-locked lasers leads to a broad EIT
resonance width of several MHz, associated with laser linewidth. This eﬀect was
theoretically studied by Zubairy et al. [81] and experimentally demonstrated by Kim
et al. [186]. They show that the EIT resonance width is limited by linewidths of the
drive and probe ﬁelds.
Below we present the way of using incoherent probe or drive ﬁelds to observe
narrow (less than beat-note spectrum width) EIT resonance.
B. Experiment
The setup for this experiment is described in Chapter III section D. We drive our
87Rb cell with the monochromatic drive ﬁeld and PN broadened probe ﬁeld (spectral
width ∼ 1 MHz ). The output of a Standford function generator which produces a
white-noise signal with spectral width of 10 MHz is connected to the input of the
frequency modulation of a Gigatronics function generator, so the output frequency
becomes time dependent
f(t) = f0 + ∆f(t) (9.1)
where f0 is carrier frequency (6.835 GHz) and ∆f(t) is noise driven time dependent
frequency shift. Since the phase of such oscillation is equal to
ϕ(t) = ϕ0 + f0t +
∫ t
−∞
∆f(t)dt (9.2)
128
we conclude that we have PN broadened signal. This signal drives an EOM which
splits part of the drive ﬁeld to sidebands corresponding to the probe ﬁeld, so we
obtain the PN broadened probe ﬁeld instead of a monochromatic probe ﬁeld which
is observed without the PN modulation. The spectral density of the probe signal
does not coincide with the distribution of driving frequency because of the limited
bandwidth of the EOM response to the modulation frequency.
In canonical EIT resonance observation, the drive ﬁeld is ﬁxed in frequency and
one scans the probe ﬁeld in the vicinity of the two-photon resonance, looking at the
transmission signal with respect to the change of this two-photon detuning.
If one tries to observe the beating frequency of the drive and probe ﬁeld, she would
also measure the beat signal of the drive and second side band which is symmetrically
placed with respect to the drive laser frequency. To isolate the probe signal, we
introduce an additional ﬁeld which is shifted by an AOM at 60 MHz with respect to
the drive ﬁeld. This ﬁeld does not propagate through the 87Rb medium. We observe
the beating signal of this additional ﬁeld and probe ﬁeld, which occurs at a diﬀerent
frequency from other beat notes. Thus we separate the observation of the probe ﬁeld
from the drive and additional sideband ﬁelds. In our PN experiment we record the
spectral density of PN broaden transmitted probe ﬁeld with a spectrum analyzer
tuned in the vicinity of the beatnote frequency of the probe and additional ﬁelds.
A typical spectral density spectrum is depicted in Fig. 66. Before the cell, the
spectral FWHM of the probe ﬁeld is 980 kHz, and after the cell we see signiﬁcant
narrowing of the spectrum, the FWHM is 4.6 kHz (see also Fig. 67). Also the spectral
distribution function is changed, before the cell, we have Gaussian distribution of the
spectral density
fin(ω) = e
− (ω−ω0)2
ω2w (9.3)
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where ω0 is average probe ﬁeld frequency, ωw is width of the spectral density spectrum.
After the cell the probe ﬁeld has a Lorentz distribution
fout =
γ2n
(ω − ω0)2 + γ2n
(9.4)
where γn is width of spectral density spectrum.
In Fig. 67 we compare transmission spectra taken in the similar experimental
condition for the cannonical EIT resonance observation (with the coherent drive and
probe ﬁeld) and for the PN broadened probe. Notice that the measured spectra
after normalization coincide within our experimental accuracy, which means that
γn = γEIT .
C. Discussion
Even though we modulate the phase of our EOM with a source of white noise, due
to limited bandwidth of our electronics and the EOM , we did not obtain inﬁnitely
broad probe ﬁeld spectra (which is unphysical anyway). Instead we get a spectral
density distribution of the probe electromagnetic ﬁeld that is limited in width.
1. Very simple model
Transition from phase broadened ﬁeld to spectral distribution is obtained by the
following consideration
Ep(t) = Ep0e
−i(ωpt+ϕp(t)) (9.5)
where Ep0 is the amplitude of the probe ﬁeld, ωp is the probe ﬁeld average frequency,
ϕp(t) is a random time dependent phase of the electromagnetic ﬁeld. Taking the
Fourier transformation of Ep(t) we obtain the spectral distribution of the probe ﬁeld
Ep(t) =
∫
Ep(w)e
−iωtdω (9.6)
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where Ep(ω) is the intensity of the spectral component of the probe ﬁeld with fre-
quency ω.
Now we assume that the drive ﬁeld is monochromatic. We assume that we can
apply all previously derived equations for density matrix Eqs. (2.61-9.14) and suscep-
tibility Eq. (4.14) for each Fourier component independently from other components.
Since the susceptibility does not depend on the power of the probe beam for weak
probe power, we conclude that the spectral density signal of light transmitted through
an optically thin cell is given by following expression
fout(ω) = Ep(w)χ
′(ω, ωd,Ωd) (9.7)
where χ′(ω, ωd,Ωd) is given by Eq. (4.14).
In the case when the input probe ﬁeld spectra is much broader than the EIT
resonance, we can neglect dependence of Ep(ω) on ω and just take Ep(ω) = Ep(ωp) =
Ep. This explains the coincidence of spectra in Fig. 67.
2. More general approach
Let us write the phase-noise broadened probe and drive ﬁeld as
Ep(t) = Ep0e
−i(ωpt+ϕp(t)), Ed(t) = Ed0e−i(ωdt+ϕd(t)) (9.8)
Then
ρ˙ab = −(Γab + ϕ˙p)ρab + iΩp(ρbb − ρaa) + iΩdρcb (9.9)
ρ˙ca = −(Γca − ϕ˙d)ρca + iΩ∗d(ρaa − ρcc)− iΩ∗pρcb (9.10)
ρ˙cb = −(Γcb + ϕ˙p − ϕ˙d)ρcb − iΩpρca + iΩ∗dρab (9.11)
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In the case when the probe and drive ﬁeld are phase correlated (ϕ˙d = ϕ˙p) then ρcb
term remains the same as in the case of monochromatic probe and drive ﬁelds (this
is the essence of phase-lock technique).
It can be shown that if the phase ﬂuctuation are Brownian such that 〈ϕd〉 = 0,
〈ϕp〉 = 0, and 〈ϕ˙d(t)ϕ˙d(t′)〉 = 2Ddδ(t′− t), 〈ϕ˙p(t)ϕ˙p(t′)〉 = 2Dpδ(t′− t) then [81, 186]
ρ˙ab = −(Γab + Dp)ρab + iΩp(ρbb − ρaa) + iΩdρcb (9.12)
ρ˙ca = −(Γca + Dd)ρca + iΩ∗d(ρaa − ρcc)− iΩ∗pρcb (9.13)
ρ˙cb = −(Γcb + Dp + Dd)ρcb − iΩpρca + iΩ∗dρab (9.14)
so we see that the solution remains the same with proper modiﬁcation of Γab, Γca,
and Γcb. But the main modiﬁcation is that the EIT resonance is now broadened by
the Dp + Dd term.
But let us have a look at propagation of the following signal
S(t) = Ωp(t)Ω
∗
d(t). (9.15)
where signal (S) corresponds to the amplitude of the measured beatnote signal.
∂S
∂z
= −iηρabΩ∗d + iηρcaΩp (9.16)
We substitute ρab and ρca as solutions of the Eqs. (2.45–2.46) where we assume that
ρ˙ab = ρ˙ca = 0 (adiabatic approximation). We do this because bandwidth of the PN is
less then γ. However we have to keep term corresponding to ρ˙cb since Γcb is smaller
then bandwidth of PN . Then
∂S
∂z
= η
(
nab
Γab
− nca
Γca
)
S − η
( |Ωd|2
Γab
+
|Ωp|2
Γca
)
ρcb (9.17)
ρ˙cb = −
(
Γcb +
|Ωd|2
Γab
+
|Ωp|2
Γca
)
ρcb +
(
nab
Γab
− nca
Γca
)
S (9.18)
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At the next step let us see how the correlation signal (R(τ) = 〈SSτ 〉) propagates
∂
∂z
〈SSτ 〉 = 2η
(
nab
Γab
− nca
Γca
)
〈SSτ 〉 − 2η
( |Ωd|2
Γab
+
|Ωp|2
Γca
)
〈Sρcb(τ)〉 (9.19)
∂
∂τ
〈Sρcb(τ)〉 = −
(
Γcb +
|Ωd|2
Γab
+
|Ωp|2
Γca
)
〈Sρcb(τ)〉+
(
nab
Γab
− nca
Γca
)
〈SSτ 〉 (9.20)
Now let us present spectral density of the correlation function of the signal (Iω)
〈S(t, z)S(t + τ, z)〉 =
∫
Iωe
−iωτdω (9.21)
and assuming that the signal and coherence correlation expressed as following
〈S(t, z)ρcb(t + τ, z)〉 =
∫
ρωe
−iωτdω (9.22)
we obtain
ρω =
(
nab
Γab
− nca
Γca
)
Iω
Γcb +
|Ωd|2
Γab
+ |Ωp|
2
Γca
− iω (9.23)
∂
∂z
Iω = 2η
(Γcb − iω)
(
nab
Γab
− nca
Γca
)
Γcb +
|Ωd|2
Γab
+ |Ωp|
2
Γca
− iω Iω (9.24)
Assuming that Ωp  Ωd all population is at state |b〉
∂
∂z
Iω = 2η
(Γcb − iω)
Γcb +
|Ωd|2
Γab
+ |Ωp|
2
Γca
− iω
1
Γab
Iω (9.25)
The term in the front of Iω in left hand side of above equation coincides with the
expression for susceptibility in Eq. 4.9 and thus all formalism derived above for the
probe ﬁeld propagation is applied for the spectral density of the beatnote signal
correlation function propagation. For example, the expression for the width of the
EIT signal is identical to the expression for the width of the spectral density of the
correlation function.
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D. Applications
As we have just shown, all formal apparatus developed for calculation of EIT prop-
erties is valid for the spectral density of the beatnote signal of the incoherent probe
as well. Thus we can apply our general knowledge about EIT properties for the case
of the incoherent probe and see what possible application are.
1. Modiﬁcation of correlation function
Let us say that our spectral broadened probe ﬁeld has following spectral distribution
Sp(ω) then
< |S|2 >= Ip =
∫
|S(w)|2dω =
∫
Iωdω (9.26)
where Ep(ω) and Iω are spectral distribution of the electromagnetic ﬁeld and its
intensity.
Then the correlation function R(τ) deﬁned as
R(τ) =< S(t)S(t + τ) > (9.27)
can be expressed through the spectral density of intensity as [187]
R(τ) =
∫
Iωe
−iωτdω (9.28)
and on the other hand
Iω =
1
2π
∫
R(τ)eiωτdτ (9.29)
Using Eqs. 9.3 and 9.4 we obtain
Rin(τ) =
1
2π
∫
e
− (ω−ωp)
2
ω2w e−iωτdω =
ωw
2
√
π
e−
ω2wτ
2
4
−iωpτ (9.30)
Rout(τ) =
1
2π
∫ γ2n
(ω − ω0)2 + γ2n
e−iωτdω =
γn
π
e−γn|τ |−iω0τ (9.31)
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From Eq. 9.28 we see that by changing the spectral density we change the corre-
lation function Iω as well. As we can see in Fig. 66 we modify input spectrum from
broad Gaussian to narrow Lorentz at the output of the cell. Thus we signiﬁcantly
increase the correlation time of the output probe ﬁeld τout with respect to the corre-
lation time of the ingoing probe ﬁeld τin. Characteristic coherence time τin = 2/ωw
for the input probe ﬁeld is much smaller then the characteristic coherence time of the
output radiation τout = 2/γn = 2/γEIT , since width ωw 	 γEIT .
If one is required to obtain a source with long coherence time source of radiation
with low coherence, use of coherent media under condition of EIT resonance would
be a good tool for that.
Let us note that the narrow EIT resonance behaves as narrow signal spectral
ﬁlter, we supply wide spectrally broadened probe ﬁeld and obtain in the output of
the cell a ﬁltered signal with the width of the spectrum of the order of several kHz
(see for example Fig. 66. Also this ﬁlter has variable spectral width, we can change
the spectral width of the ﬁlter by varying several experimental parameters such as a
density of 87Rb atoms and applied power of the probe or drive ﬁeld. We know that
the width of the EIT changes with the density of atoms
γEIT =
γbc +
Ω2
γ√
ηL
(9.32)
where γbc is decay rate of the ground levels coherence, Ω is Rabi frequency of the
driving ﬁeld, γ is decay rate of upper level, L is cell length, N is density of atoms, λ
is the probe ﬁeld wave length.
So the higher the density the narrow is the EIT resonance. Since the density of
87Rb atoms can be easily changed by changing the temperature of the cell it gives us
nice control over the width of EIT. This can also be achieved if we change the power
of the drive or probe laser which can be done very quickly by changing current of the
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Fig. 68. Dependence of spectral width of transmitted trough the cell probe ﬁeld vs
total power under condition of EIT resonance.
lasers or applying neutral density ﬁlter to the laser ﬁeld, or by several others way. We
will be able to change power broadening of the EIT resonance width and thus spectral
ﬁlter bandwidth. This point is illustrated in Fig. 68, where we measure dependence
of transmitted spectral width of the signal on the power of the drive and probe lasers
(power of both laser is changed with the same constant proportionality by varying the
angle between two crossed polarizers). All of the above is applied to the correlation
function modiﬁcation. So we can modify correlation time in a controllable fashion.
Also we can tune the position of the EIT resonance, and thus change the central
frequency of our spectral signal ﬁlter. This may be done, for example, by applying a
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magnetic ﬁeld and splitting the EIT resonance to several parts, where the position of
the EIT resonance depends on the magnetic ﬁeld (see Fig. 69). Other mechanism can
be used for this as well, for example, the Stark shift of the EIT resonance depends
on laser power. Or as we show in previous section, the position of the two photon
resonance is tied to the ground level splitting and only slightly changes with one-
photon detuning, we can see that changing the drive one-photon detuning we will
change the frequency of transmitted ﬁeld or central frequency of the ﬁlter according
to the two-photon resonance condition
ωp = ωd + ωgs (9.33)
where ωgs is ground level splitting frequency (≈ 6.835 GHz for 87Rb ).
2. Magnetometer
A simple magnetometer (similar to that suggested by Wynands et al. [69]) is also
possible with this technique. Since the position of diﬀerent magnetic sublevels is
dependent on magnetic ﬁeld (Zeeman splitting) it means that in nonzero magnetic
ﬁeld we will observe several EIT resonances corresponding to the transitions between
diﬀerent magnetic sublevels.
The diﬀerence in the position of these levels, and hence diﬀerence in frequency
of the EIT two photon resonance position, is well known and given by following
expression ([188] page 37)
∆ω±eit(m,m
′ = m− 1) = 2π(Γ±B ∓ (2m− 1)GB2) (9.34)
where B is magnetic ﬁeld, m and m′ are the quantum number of diﬀerent Zeeman
sublevels, Γ± and G are constants that are diﬀerent for diﬀerent atoms. Sign “+”
corresponds to magnetic sublevels with quantum number F = I + 1/2 and sign “-
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” corresponds to F = I − 1/2, where I is nuclear spin of the atom. For 87Rb ,
Γ+ = 699605 Hz/G, Γ− = 702399 Hz/G and G = 71.8 Hz/G2.
If we use a probe ﬁeld with spectral width larger then ωEIT (m,m
′), we will get
after the cell the ﬁltered probe ﬁeld with frequencies corresponding to two photon
resonances for diﬀerent Zeeman sublevels. This can be detected on a spectrum ana-
lyzer (see Figs. 69). Similar results based on buﬀer gas induced absorption (BGIA)
resonance discussed in Chapter VII are shown in Fig. 70. Also we can detect the
beat note frequency corresponding to the frequency equal to ∆ωEIT (m,m
′) on a fre-
quency counter. From the measurement of this frequency we can easily calculate the
magnetic ﬁeld B since the other parameters are known.
3. Modiﬁcation of the spectral density distribution and spectral hole burning
Recalling the properties of the BGIA resonances described in the Chapter VII, we
can not only narrow the transmitted spectrum, but also burn a hole in such spectral
density distribution, or at least signiﬁcantly suppress the amplitude of the spectral
harmonics corresponding to the two-photon resonance. An example of this is shown
in Fig. 71. One photon-detuning increases from zero from bottom curve up to 1.3 GHz
on the top curve.
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(voltages applied to internal solenoid) taken in EIT regime.
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Fig. 70. Transmission spectra of noise broaden probe ﬁeld for diﬀerent magnetic ﬁeld
(voltages applied to internal solenoid) taken in BGIA regime.
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Fig. 71. Various transmission spectral density distribution for noise broaden probe
signal with diﬀerent one-photon detuning of drive ﬁeld. Detuning grows from
zero for bottom curve up to 1.3 GHz for the top curve.
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CHAPTER X
CONCLUSION
In this work we have studied properties of coherent media. We have studied the
drive and probe power dependences on width of the EIT resonance. We show the
connection between the width of the resonance and the group velocity of probe light
pulse propagation in the media under conditions of EIT . We show that the addition
of buﬀer gas to the 87Rb cell dramatically changes the properties of the EIT regime. It
changes not only the width of the resonance, but also the shape of the EIT resonances
and leads to observation of an absorption-like resonance for large one-photon drive
detunings. Also it changes the dispersive properties of the media. We show that
group velocity of probe ﬁeld is smaller for the blue one-photon detuning of the drive
ﬁeld in a buﬀered cell.
Under the conditions leading to a new absorption resonance regime, we ﬁnd large
negative pulse delay which corresponds to a “fast” light regime where the speed of
light is negative (less then 100 m/S).
Furthermore, we demonstrate that even in the case of phase noise broadened
probe ﬁeld, we can observe a narrow beatnote signal with spectral width coinciding
with that of the EIT resonance. Several applications of this technique for magnetom-
etry, spectral holeburning, correlation time modiﬁcation are outlined.
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