Abstract. We use computational linear algebra and the representation theory of the symmetric group to study the polynomial identities relating the Lie and Jordan products derived from two associative operations •, • satisfying the interchange identity (w
Introduction
An associative algebra is a vector space A over a field F with a bilinear product A × A → A denoted (a, b) → ab satisfying the associative identity (ab)c ≡ a(bc) where the symbol ≡ indicates that the equation holds for all values of the variables. If we replace the associative product ab by the Lie bracket [a, b] = ab − ba, respectively the Jordan product {a, b} = ab + ba, then we obtain a Lie algebra A − , respectively a (special) Jordan algebra A + . Every polynomial identity satisfied by the Lie bracket in every associative algebra follows from anticommutativity and the Jacobi identity [a, [b, c] ] + [b, [c, a] ] + [c, [a, b] ] ≡ 0. However, there are identities satisfied by the Jordan product in every associative algebra which do not follow from commutativity and the Jordan identity {a, {b, {a, a}}} ≡ {{a, b}, {a, a}}; these identities occur first in degree 8 and are called special Jordan identities.
Zinbiel [15] lists a number of structures with two associative products, which we will denote by • and •: (1) Two-associative algebras, in which the products satisfy no other identities; in this paper we use the name AA-algebras. (2) Dual two-associative algebras, which satisfy these identities: (5) As(2)-algebras, which satisfy (a * b) * ′ c ≡ a * (b * ′ c) for all four choices * , * ′ ∈ {•, •}; this operad is self-dual. (6) 2-compatible algebras (or As [2] -algebras) in which any linear combination of the products is associative; equivalently, the products satisfy this identity:
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Key words and phrases. Interchange algebras, Lie brackets, Jordan products, polynomial identities, representation theory of the symmetric group, computer algebra. . The class of diassociative algebras, which arise as universal enveloping algebras of Leibniz algebras, has been studied by many authors; see Loday [7] . Apart from this, only a few papers have been written on these classes of algebras. For 2-compatible algebras, see Dotsenko [4] , Odesskii and Sokolov [11] , Strohmayer [13] , Zhang et al. [14] . For duplicial algebras, see Leroux [6] . Definition 1.1. Let • and • be binary products on a set A. The following multilinear polynomial identity of degree 4 is called the interchange identity:
An interchange algebra is a vector space A over a field F with bilinear products •, • : A × A → A which are associative and satisfy identity (⊞).
The interchange identity has its origin in category theory and algebraic topology, when characterizing natural transformations; see Mac Lane [9, §XII.3] . It also plays a fundamental role in showing that all the higher homotopy groups of a topological space are abelian, through the Eckmann-Hilton argument. If we regard • and • as horizontal and vertical compositions, then identity (⊞) expresses the equivalence of the two decompositions of a 2 × 2 array:
Kock [5] found that associativity of the products • and • combined with the interchange identity produces unexpected commutativity phenomena in higher degrees: two monomials of degree 16 with the same placement of parentheses and choice of operations but different permutations of variables can be equal. The present authors [1] used a computer algebra system to prove that the lowest degree in which such commutativity phenomena appear is 9. Some generalizations of the interchange identity from the viewpoint of universal algebra have been studied by Padmanabhan and Penner [12] . A bilinear product a * b without symmetry (that is, neither commutative nor anticommutative) can be decomposed by polarization into the sum of a commutative product {a, b} and an anti-commutative product [−, −]:
This process can be reversed: depolarization combines commutative and anticommutative products to produce a new product without symmetry:
. This change of perspective allows us to study products without symmetry in terms of products with symmetry. For our purposes, the most important example is the decomposition of the associative product ab into the sum of the corresponding Lie bracket and Jordan product. In this case, associativity is equivalent to the following identities relating the polarized operations:
These identities state that the Lie bracket is a derivation of the Jordan product, and that the (transposed) Lie triple product equals the Jordan associator. Further examples of (de)polarization can be found in Markl and Remm [10] . Two associative products give rise to two Lie brackets and two Jordan products. We can study of algebras with two associative products by determining the polynomial identities relating these Lie and Jordan products. Considering either one Lie bracket or one Jordan product by itself produces no results that were not already contained in the theory of algebras with one associative operation. The next step is to consider two Lie brackets, or two Jordan products, or one of each.
In this paper we study polynomial identities relating the Lie and Jordan products obtained from polarization of the associative products in an interchange algebra:
• Section 2 recalls basic definitions and describes our computational methods.
• Section 3 considers one Lie bracket and one Jordan product. There are no new identities in degree ≤ 6: all such identities follow from anticommutativity and the Jacobi identity for the Lie bracket, and commutativity and the Jordan identity for the Jordan product. There are many new identities in degree 7; we present those in which the underlying variables are a permutation of a 6 b.
• Section 4 considers two Lie brackets. There are no new identities in degree ≤ 5.
In degree 6 there are two new identities which we present explicitly. In degree 7 there are two identities which do not follow from the identities of lower degree; we present one of them, which is an alternating sum over all 7 variables. • Section 5 considers two Jordan products. There is a new identity in degree 4 which is a Jordan analogue of the interchange identity (⊞). There are two new identities in degree 5 and 14 new identities in degree 6, all of which we present explicitly. There are many new identities in degree 7, which seem too complex to classify; we present only the two simplest of these.
In all cases, the polynomial identities are much more complicated than we expected. Moreover, the results are quite different in the three cases.
It is an open problem to determine the analogous results for the other two-associative algebras. We assume unless otherwise noted that the base field F has characteristic 0.
Preliminaries
In general, consider a set Ω = { ω i | i ∈ I } of operation symbols, and an arity function α : I → Z >0 indicating that ω i represents an operation with α(i) arguments. Let X be a set of variables, and let Ω(X) be the set of monomials generated by X using the operations Ω; thus Ω(X) is defined inductively by (i) X ⊂ Ω(X) and (ii) if i ∈ I and u 1 , . . . , u α(i) ∈ Ω(X) then ω i (u 1 , . . . , u α(i) ) ∈ Ω(X). Clearly Ω(X) is closed under the operations in Ω. We write F{Ω, X} for the vector space with basis Ω(X) over F; this is the free Ω-algebra generated by X where the operations are defined on basis monomials as in Ω(X) and extended bilinearly. The symmetric group S n acts on multilinear monomials of degree n by ignoring the association type and permuting the subscripts of the variables:
If A is an algebra over F with multilinear products of arities α(i) for i ∈ I, then an element f ∈ F{Ω, X} is called a polynomial identity satisfied by A if any substitution of elements of A for the variables in f produces 0 when the products in A are substituted for the corresponding operation symbols in f . If f contains n variables a 1 , . . . , a n then we write f (a 1 , . . . , a n ) ≡ 0. Each term of f consists of a coefficient and a monomial, and each monomial consists of an association type (placement of operation symbols) and an underlying sequence of variables. Since F has characteristic 0, every polynomial identity is equivalent to a finite set of multilinear identities, in which each monomial contains each variable exactly once. We thus restrict our attention to multilinear identities, except when non-linear (but still homogeneous) identities allow us to write multilinear identities more compactly.
Throughout this paper we will be concerned with two bilinear associative products, which we denote by Ω = {•, •}. In this case, the number aa(n) of association types in degree n, which we call AA types, is the Schröder number (sequence A006318 in the OEIS: 1, 2, 6, 22, 90, 394, 1806) with the closed formula
Our normal form for AA types is obtained by inserting parentheses around every product and then reassociating to the right:
and similarly for •. Every normal form t in degree n has a unique factorization t = t 1 * t 2 into the product of two normal forms of degree < n where * ∈ {•, •} with • ≺ •. This allows us to define the deglex total order on AA types:
Since the associative products have no symmetry, a multilinear AA-monomial in degree n is uniquely determined by an AA type and a permutation of the variables. Hence dim AA(n) = aa(n) n! where AA(n) is the S n -module in the AA-operad (the multilinear subspace in degree n of the free AA-algebra on n generators). We order the multilinear AA-monomials first by type then by lex order of the underlying permutation of the variables.
The interchange identity in degree 4 produces consequences in higher degrees. In general, a multilinear polynomial identity f (x 1 , . . . , x n ) ≡ 0 of degree n generates n+2 consequences in degree n+1 for each bilinear product * ∈ {•, •}:
The terms in these identities are not necessarily in AA normal form. Every consequence of (⊞) can be rewritten in the form ι(t)− π(t ′ ) where ι(t) is the monomial in type t with the identity permutation of the variables, and π(t ′ ) is the monomial in type t ′ with permutation π. This allows us to reduce the number of consequences in higher degrees. We write II(n) for the S n -submodule of AA(n) generated by the consequences in degree n of the interchange identity. The quotient module AA(n)/II(n) is the S n -module in the (associative) interchange operad.
We also consider two (skew-)symmetric operations. We use the terms JJ types (two commutative operations), LL types (two anti-commutative operations), and LJ types (one of each); for simplicity, in a general discussion we use LJ to cover all cases. In all cases, the number ℓj(n) of these types in degree n is sequence A226909 in the OEIS: 1, 2, 4, 14, 44, 164, . . . . We identify these types with a subset LJ ⊂ Ω(X) where Ω = { * 1 , * 2 } and X = {a}: this subset is defined by the conditions (i) a ∈ LJ, and (ii) u = vw ∈ LJ if and only if v w in the deglex order defined above where we set * 1 ≺ * 2 . We write LJ(n) for the S n -module in the LJoperad, and we have dim LJ(n) < lj(n) n! for n ≥ 2 since the (skew-)symmetries imply that different permutations in the same type can be equal up to a sign.
For an algebra with (skew-)symmetric operations, some of the polynomial identities in degree n are consequences of those of lower degree, so they do not provide any new information. We are interested in the identities of degree n which cannot be expressed in terms of known identities of lower degree. A multilinear polynomial identity f (x 1 , . . . , x n ) ≡ 0 of degree n generates n+1 consequences in degree n+1 for each bilinear product * in the algebra since (skew-)symmetry implies that the last two consequences displayed above are equal up to a sign. This process begins with the Jacobi and/or Jordan identities satisfied by the operations.
The polynomial identities satisfied by two (skew-)symmetric operations in degree n are the nonzero elements of the kernel of the expansion map
in which E n is defined by replacing each occurrence of the operation symbols in the LJ-monomials by the corresponding Lie bracket or Jordan product in the corresponding associative operation, and π is the natural surjection. We note that E n is an S n -module morphism and we denote its kernel by All(n).
We compute a basis for this kernel using linear algebra as follows. Given ordered monomial bases of AA(n) and LJ(n), we construct the block matrix
defined as follows:
• The rows of Ξ are the coefficient vectors of the consequences in degree n of the interchange identity; thus II(n) is the row space of Ξ.
• The rows of X are the coefficient vectors of the expansions of the LJ-monomials into the AA-algebra; thus the image of E n is the row space of X.
• O is the zero matrix of the appropriate size.
• I is the identity matrix of size dim LJ(n).
We compute the row canonical form (RCF) of this matrix; we assume that zero rows have been removed, so the RCF always has full rank. We then identify the lower right block consisting of rows whose leading 1s occur in columns j > dim AA(n). Each of these rows represents an element of LJ(n) which is sent to zero by E n , and the row space of this submatrix is All(n). The consequences in degree n of the known LJ-identities of degree < n generate a S n -submodule Old(n) ⊆ All(n), and so the new identities in degree n for the algebra are the nonzero elements of the quotient S n -module New(n) = All(n)/Old(n).
The entries of the matrix B belong to the set {0, 1, −1}. We usually prefer to compute its RCF over Q, but this can be difficult if the matrix is large. We therefore often work over a finite field F p where p > n; this guarantees that every finite-dimensional S n -module is completely reducible. If the matrix is small enough, we can work over Z: we compute the Hermite normal form (HNF) instead of the RCF, identify the lower right block as before, and apply the LLL algorithm for lattice basis reduction to compute a short integer basis for All(n) (where short refers to the Euclidean length of the row vectors); see [3] for details.
As the degree n increases, so do the numbers of AA-and LJ-monomials, and hence the size of the matrix B. The representation theory of S n allows us to significantly reduce the size of these matrices; see [2] for details. In particular, the Wedderburn decomposition of FS n allows us to replace n! permutations with d(λ) standard tableaux as λ runs over the partitions of n:
We write a multilinear polynomial f ∈ LJ(n) as a sum of ℓj(n) components corresponding to the LJ types; in each component, the terms differ only by the permutation of the variables. Hence f can be identified with an element of the direct sum of ℓj(n) copies of FS n . For each λ, we apply the projection R λ to each component and combine the ℓj(n) matrices horizontally, obtaining the representation matrix of f for partition λ. Each row of the RCF generates a submodule of (FS n ) ℓj(n) isomorphic to [λ], the irreducible S n -module corresponding to λ; hence the rank of this matrix is the multiplicity of [λ] in the submodule of (FS n ) t generated by f . The isotypic components of the S n -modules All(n), Old(n), New(n) corresponding to partition λ will be denoted All λ (n), Old λ (n), New λ (n).
Once we have identified the partitions which have new identities, we can use nonlinear monomials to find compact forms of these identities. For the partition λ : n = n 1 + · · · + n k where n ≥ n 1 ≥ · · · ≥ 1, we take n i copies of the variable a i for 1 ≤ i ≤ k, so that the number of underlying permutations of the variables is not n! but the (in general much smaller) multinomial coefficient n n1,...,n k . If the partition has a tail of length t, meaning that n k+1−i = 1 for 1 ≤ i ≤ t, then the representation theory of S n allows us to further assume that the polynomial identity f is an alternating function of the last t variables.
The Lie bracket and the Jordan product
In this section we study the multilinear polynomial identities relating the Lie bracket of the horizontal operation and the Jordan product of the vertical operation: Proof. It suffices to prove that there are no identities in degree 6, since existence of identities in degree n implies existence in degree n + 1. There are 394 AA types and 98 normalized consequences of the interchange identity. There are 164 LJ types and 810 consequences of the Jacobi and Jordan identities. For every partition λ with dimension d λ we construct the matrix (B n ) for n = 6, compute its RCF and extract the lower right block containing the identities relating the LJ monomials in representation [λ] . We also construct the matrix representing the consequences of the Jacobi and Jordan identities for partition λ and compute its RCF. For every partition the two matrices are equal, and this completes the proof.
Theorem 3.2. For every partition λ of 7, the multiplicity of the irreducible module
[λ] in the S 7 -modules All(7), Old (7) and New (7) is given in the following Proof. The method is the same as in degree 6. The module Old (7) is always a submodule of All (7), but for some partitions it is a proper submodule which indicates the existence of new identities. The multiplicity of [λ] in the module New (7) is the difference between the dimensions of the modules Old (7) and All (7).
Remark 3.3. Suppose that for some λ we have New λ (7) = {0}. Let O(λ) and A(λ) respectively be the sets of column indices corresponding to the leading 1s in the matrices all(λ) and old(λ) in RCF whose row spaces are Old λ (7) and All λ (7). A row of all(λ) with leading 1 in column j ∈ A(λ) \ O(λ) represents a new identity. For such a row, let T be the set of LJ types t for which the row has a nonzero entry in block t. In many cases, T is a very small subset of the LJ types. This allows us to construct new identities without using representation theory. For each type in T we replace the positions by all permutations of the multiset corresponding to λ and normalize each resulting monomial using the (skew-)symmetries of the operations. The new identities for λ are linear combinations of this manageably small set of monomials. We were able to perform this computation for every λ with new(λ) > 0, and we display the three new identities for λ = 61:
We use power associativity to write {aa} = a 2 , {a{aa}} = a 3 , {{aa}{aa}} = a 4 . The new identity for λ = 1 7 is an alternating sum over all 7 variables:
The skew-symmetry of the Lie bracket and the symmetry of the Jordan product imply that we can normalize the LJ monomials and collect terms with the same permutation to reduce this identity to a sum of only 7!/2 4 = 315 terms.
Two Lie brackets
In this section we study the multilinear polynomial identities relating the Lie brackets of the two operations: Proof. Similar to the proof of Theorem 3.2.
Remark 4.5. We were able to determine explicit identities for the last two partitions. For λ = 1 7 the new identity can be expressed as the vanishing of the following alternating sum over all permutations of the variables:
For λ = 21 5 we were unable to find a compact form of the new identity.
Two Jordan products
In this section we study the multilinear polynomial identities relating the two Jordan products: 
Proof. We find that all(λ) = old(λ) for all λ = 4. and old(λ) consists of the first two rows of all(λ). Hence the last row of all(λ) represents a new identity, which is the difference of the sums over all permutations of the variables in types 10 and 13, since these are the columns containing the nonzero entries. These are the two types in the stated identity, and in characteristic 0 or p > 4 this multilinear identity is equivalent to the stated nonlinear identity. 
For the other new identities, we were unable to find compact expressions.
