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ABSTRACT 
The task of finding the singular-value decomposition (SVD) of a finite-dimen- 
sional complex linear operator is here addressed via gradient flows evolving on groups 
of complex unitary matrices and associated self-equivalent flows. The work constitutes 
a generalization of that of Brockett on the diagonalization of real symmetric matrices 
via gradient flows on orthogonal matrices and associated isospectral flows. It comple- 
ments results of Symes, Chu, and other authors on continuous analogs of the classical 
QR algorithm as well as earlier work by the authors on SVD via gradient flows on 
positive definite matrices. 
1. INTRODUCTION 
The current interest in parallel processing and analog computing (neural 
networks) motivates the study of algebraic and combinatorial tasks via 
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continuous-time methods (i.e. differential equations). In [l], Brockett has 
shown that various purely combinatorial tasks such as linear-programming 
problems, the sorting of lists of real numbers, and the diagonalization of real 
symmetric matrices can be solved by certain gradient flows evolving on 
groups of orthogonal matrices, or by associated isospectral flows on real 
symmetric matrices. In earlier work [4], the authors studied balanced realiza- 
tions of linear systems, including the singular-value decomposition (SVD), 
via gradient flows on positive definite matrices. It is by now well understood 
that the classical QR-algorithm approach to the SVD is equivalent to 
constant-interval sampling of a certain class of self-equivalent flows, i.e., of 
flows which evolve on the set of matrices with fixed singular values; see e.g. 
Chu [2], Deift, Nanda, and Tomei [3], Symes [5], and Watkins and 
Elsner [6]. 
In this paper, gradient flows on complex unitary matrices achieving the 
singular-value decomposition and associated self-equivalent flows on complex 
rectangular matrices are studied. While it is not obvious whether or not the 
proposed flows can be related to the QR algorithm, they achieve the SVD 
and are therefore at least of theoretical interest. The work constitutes a 
generalization of that of Brockett [l] and leads to a new, apparently unstud- 
ied class of differential equations which can achieve the SVD. 
Given a complex m X n matrix H, m > n, it has a singular-value decom- 
position 
H =VcU*, (1.1) 
where U, V are complex n X n and m X m unitary matrices satisfying 
W* = I,,,, UU* = I,, and 
I 
7 
Is= 
diag(a,Z,,,...,a,Z,~) (+ > . . . 
6on-n)xn 
1 > a, > 0 and c ni = n. 
i=l 
(Here * denotes transpose conjugate). The SVD task then is to determine 
from H its decomposition (1.1). We will approach this problem by showing 
that it is equivalent to a certain norm minimization problem. 
Consider the class S(z) of all complex m X n matrices H having singular 
values (ol, . . . , CT,), occurring with multiplicities (n,, . . . , n,). Thus S(C) is the 
compact set of all m X n matrices H which are unitarily equivalent to 2 via 
(1.1). Given an arbitrary matrix H, E CtnX”, we consider the task of minimiz- 
ing the distance 
IIH - H,,f = llHll* + llHol12 -2RetrH,*H (I.21 
of H, to any H E S(X). Since llHll* = tr HH* = C~,lniai2 is constant for 
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H E S(x), the minimization of (1.2) is equivalent to the maximization of the 
inner-product function a(H) = 2 Re tr H,*H, defined on S(c). Heuristically, 
if Ha is chosen to be of the form 
N 
[ I 0 (v--n)Xrl 
with N=diag(A,,..., A,) real diagonal, we would expect the (I.2)-minimiz- 
ing matrices H, E S(c) to be of the same form, i.e. 
H, = 
for a suitable n x n permutation matrix r and a sign matrix S = 
diag( + 1, . . . , k 1). In fact, if N = diag(h,, . . . , A,,) with A, > . . . > A, > 0, 
then we would expect the minimizing H, to be equal to 2. Since S(z) is a 
smooth manifold (Proposition 2.11, it seems natural to apply steepest-descent 
techniques in order to determine the minima H, of the distance function 
(1.2) on S(Z). 
That this program can indeed be carried out is shown in the subsequent 
sections. To achieve the maximization of Q(H) = 2 Re tr( H,* H) on S(x) we 
consider the induced function on the product space U(n) X U(m) of unitary 
matrices 
@:U(n)XU(m) -‘II& 
@(V,V) = 2RetrAV*BU, (I.3 
defined for fixed arbitrary complex matrices A E Cflx”‘, B E S(C). This leads 
to a coupled gradient Row 
ii(t) =VdqW)J+)), ( 1.4a) 
V’(t) =V”@(qq,V(~)) (1.4b) 
on U(n)X U(m). By compactness of U(n)X U(m), and since (1.4) is a 
gradient flow, every solution of (1.4) converges to an equilibrium point. 
Associated with the gradient flow (1.4) is a flow on the set of complex 
m x n matrices H, derived from H(t) = V(t)*BU(t) (see Section 2): 
B=H(_~H-H*A*)+(HA-A*H*)H. (1.5) 
This turns out to be a self-equivalent (i.e., a singular-value-preserving) flow 
on S(c) which, under a suitable genericity assumption on A, converges 
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exponentially fast, for almost every initial condition H(0) E S(Z), to the 
global minimum H, of (1.2). 
In Sections 2 and 3 we proceed with a formalization of the above 
norm-minimization approach to the SVD. Section 2 contains a phase-portrait 
analysis of the self-equivalent flow (1.5) on S(Z). The equilibrium points of 
(1.5) are determined, and-under suitable genericity assumptions on A, C 
-their stability properties are determined. Section 3 gives a similar analysis 
for the gradient flow (1.4). Sections 4 and 5 relate our results to those of 
Brockett [l]. Using a simple linear-algebra trick, we can show the equiva- 
lence of our results on the flow (1.5) to those obtained by Brockett. 
After this paper was completed and had been sent to the editor, we 
became aware of the recent work of Chu and Driessel [9] and Smith [lo]. 
Both papers give results similar to ours. However, the analysis in [9] is not as 
complete as the one presented here. Smith shows that the flow (1.5) is 
actually a gradient flow of the distance function (1.2). See Section 5 for a 
different proof of this important result. 
2. SELF-EQUIVALENT FLOWS ON COMPLEX MATRICES 
We start with a derivation of some elementary facts concerning varieties 
of complex matrices with prescribed singular values. 
Let U(k) denote the group of all complex unitary k X k matrices, that is, 
A E U(k) if and only if AA* = I,, where A* = z denotes the Hermitian 
transpose of A. For any rectangular m X n matrix, m 2 n, 
fflZ” 0 I 
2= o .. az I . r nr ---_----------- O(m-“)Xn 1 (2.1) 
with singular values (+, > * * * > a,. > 0 and multiplicities (n,, . . . , n,), ZIzlni 
= n, let 
s(Z) = (V*I;U E Cmx”(U E U(n), V E U(m)} (2.2) 
denote the set of all complex m X n matrices H with distinct singular values 
(a,,..., a,) occurring with multiplicities (n,, . . . , n,). 
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PROPOSITION 2.1. S(E) is a smooth, compact, connected manifold of 
dimension 
I 2mn- in: 
if u,>O, 
dim S(C) = 
i=l 
2mn- in:-n,[ n,+2(m-n)] if u,=O. 
i=l 
proof. ~(2.) is an orbit of the compact connected Lie group U(m) X U(n), 
acting on @‘nX” via the equivalence action 77 :[U(m)XU(n)lXC”‘X” + ctnX”, 
r/W, VI, H) = V*HU. Th us S(Z) is a homogeneous space of U(m) X U(n) 
and therefore a compact connected manifold. The stabilizer group Stab(Z) = 
{(V, V) E U(m)X U(n)lV*CU = 2.) of C is th e set of all pairs of block-diago- 
nal unitary matrices (V, V): 
U=diag(U,,;...,CJ,.,), (2.3a) 
V=diag(VIl,...,V,+l,,+l), 
Vii =Vi E U(ni), i = l,...,r 
(2.3b) 
(2.3~) 
if a, > 0, and 
if ur = 0. 
U=diag(U,,,...,U,.,), 
V=diag(Vr,,...,V,,), 
Uii =yiE U(ni), i=l,...,r-1, 
ur, E U(n,), V,, E U( m - n + n,) 
Hence there is an isomorphism of homogeneous spaces 
S(Z) E U(m) s U(n)/Stab(Z) 
and 
(2.4a) 
(2.4b) 
(2.4~) 
(2.4d) 
(2.5) 
dims(C) =dim[U(m)XU(n)] -dimStab( 
= m2 + n2 -dimStab( 
228 
By (2.3) (2.4) 
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dimStab( i nf+(m-rz)’ 
i=l 
if a, > 0, and 
dimStab( kny+(m-n+nr)” 
i=l 
if a,, = 0. The result follows. 
REMARK 2.2. Let 
&, = 0 
4, 
[ I . (lll--n)Xn 
Then S(C,) is equal to the (compact) Stiefel manifold St(n, m) consisting of 
all X E C”“” with X*X = I,,. In particular for m = n, S(x:,) is equal to the 
unitary group U(n). Thus the manifolds S(x) are a generalization of the 
compact Stiefel manifolds St(n, m). n 
Let 
H, = 
Pll”, 0 1 
h 
0 . p,Inr = 0 I [I 
be given with pi,. . . , ~~ real numbers. Thus H, E S(x) if and only if 
{I/-QI,. . .> I&I) = {a,,. .1 a,}. We need the following description of the tangent 
space of S(z) at H,. 
(2.6) 
_______________ 
O(,,,--n)Xtl 1 
LEMMA 2.3. Let 2, H, be defined by (2.1) and (2.6) respectively, with 
a, > 0. Then the tangent space TH,S(C) of $2) at H, consists of 1~11 
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block-partitioned complex m x n matrices 
I 
5 . . . 
11 5 lr 
e= I 
5 . . . 
?-1 srr ’ 
5 ... r+l,l :I 5 r+l,r 
6 r+l,j E ily-“)X’~,, j=l ,...,r, 
with 
Sz = - 5jj> i=l,...,r. (2.7) 
Proof. Let skew(n) denote the Lie algebra of U(n), i.e., skew(n) con- 
sists of all skew-Hermitian n X n matrices. The tangent space TnOS(c) is the 
image of the R-linear map 
1: skew(m) X skew(n) + C’r’Xn, 
(X,Y)e-XH,,-tH,,Y. 
(2.8) 
It follows that the image of _8 is contained in the R-vector-space 8 
consisting of all block partitioned matrices 5 which satisfy (2.7). Thus it 
suffrccs to show that both spaces have the same dimension. By Proposition 
2.1 
dimimage =dimS(C) 
=2nm-- 2 nf. 
i=l 
From (2.7) also 
r 
dimB=2nm- C nf, 
i=l 
and the result follows. 
A differential equation (or a flow) 
H(t) =f(t.H(t)) 
l 
(2.9) 
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defined on the vector space of complex m X n matrices H E cn’x” is called 
self-equivalent if every solution H(t) of (2.9) is of the form 
H(t) =V(t)*H(O)U(t) (2.10) 
with unitary matrices U(t) E U(n), V(t) E U(m), U(0) = I,, V(O) = I,,,. Self- 
equivalent flows on complex m x n matrices were studied by Watkins and 
Elsner [6] as a differential-equation method to compute the singular values of 
a complex matrix. The following simple characterization of self-equivalent 
flows is due to Watkins and Elsner [6]. 
LEMMA 2.4 [6]. Let I C [w be an intervd, and let C(t) E cnXn and 
o(t) E FX’ri, t E 1, be a time-varying family of skew-Hermitian matrices. 
Then 
ai(t) = H(t)C(t)+ D(t)H(t), t E I, (2.11) 
is self-equivalent. Conversely, every self-equivalent diflerentiul equation on 
@ “lXn is of the form (2.11) with C(t), D(t) skew-Hermitian. 
Proof. Let (U(t),V(t)) denote the unique solutions of 
O(t) =cJ(t)C(t), U(O) = I”, (2.12) 
v(t) = -V(t)D(t), V(0) = I,,. (2.13) 
Since C, D are skew-Hermitian, U(t) and V(t) are complex unitary matrices. 
Let G(t) := V(t)*H(O)U(t). Then G(O) = H(O) and 
c =+*H(O)U+V*H(O)ti 
= D(t)G(t)+G(t)C(t). 
By uniqueness of the solutions of (2.11), G(t) = H(t), t E I, which completes 
the proof. n 
The following theorem gives explicit examples of self-equivalent flows on 
CmXn. These flows are different to those studied by Watkins and Elsner [6] 
and Chu [2]. 
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THEOREM 2.5. Let A E Cnx”’ and m > n. 
(a) The differential equation 
B=H(AH-H*A*)+(HA-A*H*)H (2.14) 
defines a self-equivalent flow on Cm Xn. 
(b) The soZutions H(t) of (2.14) exist for all t E R, and H(t) converges to 
an equilibrium point H, of (2.14). The set of equilibrium points H, of (2.14) 
is characterized by 
AH, = H:A* , H-A = A*H,*. (2.15) 
A= 
Al 0 I 
I 0 , nX(n-n) 
1 
(2.16) 
I 
0 .A”; 
with A,,..., h, real and h +A,#0 foralli,j=l,...,n. Theneverysolution 
H(t) of (2.14) converges f& t + +m to an extended diagonal matrix H, of the 
fm 
----------- 
(2.17) 
with Pi,.... CL, real numbers. 
(d) lfm=nandA=A* is Hermitian (or A* = - A is skew-Hermitian), 
(2.14) restricts to the isospectralf2ow 
fi= [H,[A,H]] (2.18) 
([A, B] = AB - BA) evolving on the subset of all Hermitian (respectively, 
skew-Hermitian) n X n matrices H E Cnxn. 
Proof. For every (locally defined) solution H(t) of (2.141, the matrices 
C(t) = AH(t)- H(t)*A* and D(t) = H(t)A - A*H(t)* are skew-Hermitian. 
Thus (a) follows immediately from Lemma 2.3. For any H(0) E CmX” there 
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exist unitary matrices U E U(n), V E U(m) with 
=: 2. 
Here err > . * . > a, > 0 are the distinct singular values of H(O), and n,, . . . , n, 
the corresponding multiplicities. By (a), the solution H(t), t E I, of (2.14) 
evolves in the compact set S(E) and therefore exists for all t E [w. Let 
(X,Y} := XY - y*x*. (2.19) 
Following Brockett [l], we consider the time derivative of the Lyapunov-type 
function Re tr[ H( t )A 1: 
2$ Retr[H(t)A] = tr[fi(t)A + A*fi(t)*] 
= tr[(H{A,H} +{H,A}H)A 
-A*({A,H}H* + H*{H,A})] 
= tr((H,A)“+{A,H}“) 
= tr({H,A}{H,A}* +{A,H}{A,H)*) 
= -(II(H,A)II” + Il{A,H I?). (2.20) 
Thus Re tr[ H( t)A] decreases monotonically. Since H e Re tr HA is a contin- 
uous function defined on the compact space S(z), Re tr HA is bounded from 
below and above. Therefore (2.19) must go to zero as t + +m. It follows that 
every solution H(t) of (2.14) converges to an equilibrium point and, by 
(2.201, the set of equilibria of (2.14) is characterized by H-A = A*H,*, 
AH, = HzA*. This proves (b). 
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TO prove (c), let A = tN,O,xo,_.,,l with N = di&A,, . . . , A,) real diago- 
nal, hi + hj z 0 for all i, j. By (b), 
is an equilibrium point if and only if 
NH,=H:N, H r 1 
H,N=O. 
N=NH;, (2.21a) 
(2.21b) 
Since N is nonsingular, (2.21b) implies H, = 0. Let H, = (h,,li, j = 1,. . . , n>. 
By (2.21a) N(H,- H:)=(HF - H,)N and therefore 
(hi + Aj)(hij -Iii) = 0 
for all i,j=l,..., n. By assumption A,i+ Aj # 0, and therefore H, = H,* is 
Hermitian. Thus (2.21a) is equivalent to NH, = H,N, which implies that H, 
is real diagonal. The result follows. 
To prove (d) we note that for Hermitian (or skew-Hermitian) matrices A, 
H, Equation (2.14) is equivalent to the double-bracket equation 
H= [H&WI]], (2.18) 
where [A, B] = AB - BA denotes the Lie bracket. The isospectral property of 
(2.18) now follows readily from Lemma 2.4, applied for D = - C. See also 
Brockett [l]. This completes the proof of Theorem 2.5 n 
REMARK 2.6. Let A=iJ,*(N,Onx,,,_,, >V,, be the singular-value decom- 
position of A. Using the change of variables H c-, V,* HU,, we can always 
assume without loss of generality that A is equal to (N, Onx(,,_,,$ with real 
diagonal. 
From now on we will always assume that A = [N,Onxc,,_,,] with N = 
diag(A, ,..., A,), A,> ..* >A,>O. 
Let 
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be fixed with C, = diag(arZ,,, . . ., u,.Z,~>, crl > * * . > a, > 0, Czzlni = n. Since 
self-equivalent flows do not change the singular values, (2.14) restricts to a 
flow on the compact manifold S(z). Th e o f 11 owing result is an immediate 
consequence of Theorem 2.5(a)-(c). 
COROLLARY 2.7. The diJ?kential equation (2.14) defines a flow on S(z). 
Every equilibrium point H, on S(x) is of the fnm 
(2.22) 
where IT is an n x n permutation matrix and S = diag(s,, . . . , E,), ci E { - 1, l), 
i=l,..., n, is a sign matrix. 
We now analyze the local stability properties of the flow (2.14) on S(C) 
around each equilibrium point (2.22). The linearization of the flow (2.14) on 
S(z) around any equilibrium point H, E S(C) is given by 
l=H,(Ac-&*A*)+(~A-A*~*)H,, (2.23) 
where 5 E TH_S(Z) is the tangent space of S(Z). By Lemma 2.2 
5= 
. . . 
. . . 
. . . 
5 lr 
5 rr 
5 r+l.r 1 51 z-z [ I52 
with tii = - 8: skew-Hermitian and 51 = (5ij)> 62 = [lr+ r,rT.. .) &r+ l,rl. US- 
ing (2.22), we see that (2.23) is equivalent to the decoupled system of 
equations 
(, = (,N.rr&rTS (224b) 
with ,cl = (tij) E cnXn, ,$ = - tii, and 62 E @m-“)xn. 
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In order to simplify the subsequent analysis we now assume that the 
singular values of 
are distinct. i.e. 
C1=diag(a,,...,o,,), a,> .’ * >un>o. (2.25) 
Then rZ,,rTS = diag&.,,. . .,p”> with 
Pi = ‘i”7r(i)T i=l,...,n, (2.26) 
and cii = - tii are purely imaginary (i.e. Re tii = 0). Then (2.24) is equiva- 
lent to the system 
(ij = (hj/Jdj + hj/-Lj)Sij -(AiPj + "jki)tc, (2.27a) 
ir+l,j= 'jPjSr+l,j> (2.27b) 
i,j=l ,...,n. 
Let tij = lij + ini,. Thus iii = 0 for i = 1,. . . , n, and (2.27) is equivalent 
to 
tiji = 4hjPj77jj> i = l,...,n, (2.28a) 
~ij=(Ai-hj)(lLi-~j)~ij, i# j, (2.28b) 
i7ij=(‘,+‘j)(lli+ILj)77ij~ i# j, (2.28~) 
lr+l,j = Ajqjd’r+l,j> j=l ,...,n, (2.28d) 
Q r+l,jcAjPj?7r+l,jT j=l ,...>n, (2.28e) 
and lij.qij E R lr+l,j,qr+l,j E R’“-“. 
Let H, be an equilibrium point of the flow (2.14) on the manifold S(x). 
Let n, and n_ denote the numbers of positive and negative real eigenval- 
ues respectively of the linearization (2.23). The Morse index ind(H,) of 
(2.24) at H, is defined by 
ind(H,)=n+-n_. (2.29) 
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By (2.25) (2.26) th e eigenvalues of the linearization (2.28) are all nonzero 
real numbers. and therefore 
n+ + n- =dimS(Z)=2nm-n. (2.30) 
The next result is a generalization of [l, Theorem 41. 
COROLLARY 2.8. Let u, > . . . > a,, > 0, and let (p ,, . . , p,,) be defined 
by (2.26). Eyuation (2.14) / zas exactly 2”. n! equilibrium points on S(C). The 
linearization of the flow (2.14) on S(X) at 
H,= 
[ 1 Z-C,& 0 
is given by (2.28) and has only nonzero real eigenvalues. The Morse index at 
H, is 
ind( H,) = [2( m - n) + 11 2 ei +2 c sign( .ciaVcij - E~o?,~~,) 
i=l i<j 
+2 c sign(gia,cij + ~~a~~~,). (2.31) 
i<j 
In particular, ind(HJ = + dims(Z) $ and only if E, = *. . = E,, = _t 1 and 
r = I,. The mutrix H, = - Z is the uniquely determined asymptotically stable 
equilibrium point on S(Z%). 
Proof It remains to prove (2.31). By (2.28) 
ind(H,)=[2(m-n)+l] 2 signAipi 
i=l 
+2 c [sign(A,-hj)(pi-pj)+sign(Ai+Aj)(pj+pj)] 
i<j 
= [2( m - n) + l] 2 sign pi +2 C sign( pj - CL/) 
i=l iij 
+2 C Si@(tLi + P,j). 
i<j 
with pi = E~o~(~.. The result follows. 
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REMARK 2.9. From (2.28) and Corollary 2.8 it follows that-for almost 
all initial conditions on S(Z)-the solutions of (2.14) on S(c) approach the 
attractor - C exponentially fast. The rate of exponential convergence to - C 
is equal to 
(2.32) 
3. A GRADIENT FLOW ON U(m)X U(n) 
Let A=[N,O nX(n,_-nJ with N = diag(A,, . . . , A,) real diagonal and 
A,> ... > A, > 0. Let B be a given complex m X n matrix with singular- 
value decomposition 
B =v,*z.v,, 
where V,, E U(n), V, E U(m), and 
z= 
0 ur 1, r 
0 (n--n)XIl 
= Cl 
---I. 0 
(3.la) 
(3.lb) 
Here (TV > . . . >a,.>0 and n,+ ... + n, = n. For simplicity we always 
assume that a, > 0. With these choices of A, B we consider the smooth 
function on the product space U(m) X U(n) of unitary groups 
@:U(n)XU(m) +Iw 
defined by 
@(U,V) = 2Retr(AV*BU). (3.2) 
We always endow U(n)XU(m) with its standard Riemannian metric 
(a,, a,> = Re tr R,Rz for KI,, fi2, E Tc,,,,(U(n) X U(m)) and R, = 
diag(Ri,, ai,) block diagonal, i = 1,2. Thus ( , > is the Riemannian metric 
induced by the imbedding U(n)X U(m) c Cnx” x C’nx”‘, where CnX” x 
c r”X’rr is equipped with its standard Hermitian inner product. The Rieman- 
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nian metric ( , ) on U(n) X U(m) for m = n coincides with the Killing form, 
up to a constant scaling factor. 
LEMMA 3.1. The gradient jlow of @ : U(n) X U(m) + 58 (with respect to 
the standard Riemannian metric) is 
ir= u(AV*BU- u*z~*vA*), (3.3a) 
P=v(A*u*B*v-v*BvA). (3.3b) 
The solutions (U(t),V(t>) of (3.3) exist for all t E [w and converge to an 
equilibrium point (Z&V,) E U(n)X U(m) of (3.3) for t --) f@~. 
Proof. We proceed as in [l]. A neighborhood of (U,V) in U(n>XU(m) 
is parametrized by 
U(fq=U(z,+R,+nf/2!+ -+ 
V(R,)=V(z,,,+R,+R;/2!+ --) 
with skew-Hermitian matrices R,, R,. Neglecting higher-order terms, we 
have 
2Retr[ A( I - fi,)V*BU( Z + fir) - AV*BU] 
= 2Retr[AV*BUR, - Afl,V*BU] 
= tr(AV*BU- U*B*VA*)fil +tr(A*U*B*V-V*BUA)&. 
Using the standard inner product Re tr A 1 BT + Re tr A a Bz on the Lie algebra 
of U(n) X U(m), this computation shows that the gradient vector field of @ is 
V”@ 
V@= v~ ( i V 
with 
Vu@ = U(AV*BU- U*B*VA*), 
Vv@=V(A*U*B*V-V*BUA). 
SINGULAR-VALUE DECOMPOSITION 239 
Thus (3.3) is the gradient vector field. By compactness of U(n)x U(m) 
the solutions of (3.3) exist for all t E R. Since (3.3) is a gradient flow, 
(U(t), V(t)) must converge to an equilibrium point of (3.3). n 
The following result describes the equilibrium points of (3.3). 
LEMMA 3.2. IA u, > o and (C&,V,,)E U(n)xU(m) as in (3.1). A pair 
(V, V) E U(n) X U(m) is un equilibrium point of (3.3) if and only if 
U=U,*diag(U,,...,U,),rrTS, (3.4a) 
V=Vo*diag(U,,...,U,,U,+,) 
[: I,:-“], 
where T E Rnx” is a permutation matrix, S = diag(e,, . . . , E,), &i E ( - 1, 11, is
u sign matrix, and (V,,...,U,,U,+,)EU(n,)X f*. XU(n,>xU(n-m) are 
unitary matrices. 
Proof. By Corollary 2.8, (V,V) is an equilibrium point of (3.3) if and 
only if 
V*BU= 
[ 1 7TZ,7TTS 0 ’ (3.5) 
where rr is an n x n permutation matrix and S = diag(a,, . . . , E,), ei E { - Ll), 
is a sign matrix. By (2.3) and (3.1), Equation (3.5) holds if and only if there 
exist unitary matrices (V,, . . . , U,, U,+,> E U(n,)x . . . X U(n,)x U(m - fd 
with 
V,,U = diag( U,, . . . , V,) T’S 
and 
VaV=diag(U,,...,U,.+,) 
[5 I:-“]. 
The following remark shows how the gradient flow (3.3) is related to the 
self-equivalent flow (2.14). 
240 U. HELMKE AND J. B. MOORE 
REMARK 3.3. Let (U(t),V(t>> b e a solution of (3.3). Then H(t) = 
V(t)* BU( t) E S( 2) is a solution of the self-equivalent flow (2.14) fi = H(AH - 
H*A*)+(HA - A*H*)H. In fact 
=(V*BUA-A*CJ*B*V)V*BU+V*BU(AV*BU-U*B*VA*) 
=H(AH-H*A*)+(HA-A*H*)H. 
Note that by (3.4) the equilibria (U,, V,) of the gradient flow satisfy 
= 7TC,TTS 
[ 1 0 . 
Thus-up to permutations and possible sign factors-the equilibria of (3.3) 
just yield the singular-value decomposition of B. 
In order to relate the local stability properties of the self-equivalent flow 
(2.14) on S(x) to those of the gradient flow (3.3), we consider the smooth 
function 
defined by 
f(U,V) =V*BU (3.6) 
By (2.3), f(U,,V,> = f(U,,V,) if and only if there exist unitary matrices 
(Vi,. . . , U,,U,+,)~Uh,)X *** X U(n,) X U(m - n) with 
U,=U,*diag(U,,...,U,.)UO.U1, (3.7a) 
V,=V,*diag(U, ,..., U,+,)V,*V,. (3.7b) 
Therefore the fibres of (3.6) are all diffeomorphic to U(n,) X * * * X U(n,) X 
urn - n). 
SINGULAR-VALUE DECOMPOSITION 241 
For rr an n X n permutation matrix and S = diag( f 1,. . . , k 1) an arbi- 
trary sign matrix, let C(r, S) denote the submanifold of U(n) X U(m) which 
consists of all pairs (U,V) of the form 
V=V,*diag(U,,...,U,.+,) 
[5 I,(t,,l 
with (Vi,..., Ur,Ur+i)E u(n,)x ... x U(n,) X U(m - n) arbitrary. Thus, by 
Lemma 3.2, the union 
c= u C(7r,S) (34 
(7r.S) 
of all 2”. rr! sets C(r, S) is equal to the set of equilibria of (3.3). The behavior 
of the self-equivalent flow (2.14) around an equilibrium point 
now is characterized by the way the solutions of the gradient flow (3.3) 
approach the invariant submanifold C(r, S). This is made more precise in 
the following theorem. 
For any equilibrium point (V,, V,) E C let In(V,, V,) C U(n>X U(m) de- 
note the set of all initial conditions (V,,V,) such that the corresponding 
solution (V(t), V(t)) of (3.3) converges to (V,, V,) as t + + m. Thus ImU,, V,) 
is a subset of the center-stable manifold of (3.3) at (U,,V,). 
THEOREM 3.4. Suppose the singular values ul, . . . , a,, of B are pairwise 
distinct with v1 > * * . > a,, > 0. Then In(U,, V,) is equal to the stable mani- 
fold of W,,v,). C onvergence in In(IJ,, V,) to (U,, VJ is exponentially fast. 
Outside of a union of invariant submanifolds of codimension > 1, every 
solution of the gradient flow (3.3) converges to the submunifold Ccl,, - I,>. 
Proof. The stable manifold W”(V,,V,) of (3.3) at (V,, V,) is mapped 
diffeomorphically by f : U(n) x U(m) + S(z) onto the stable manifold of 
(2.14) at H, = V,*BU,. By Corollary 2.8, the inset In(&) of (2.14) at H, is 
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equal to Ws(HJ. Therefore also In(V,, V,) = W’(U,, V,). The second state- 
ment follows, since convergence on stable manifolds is always exponential. 
For any equilibrium point (U,, V,) E C( I,, - I,), 
H,=V,*BU,= -x 
is the uniquely determined exponentially stable equilibrium point of (2.141, 
and its stable manifold W’(H,> is the complement of a finite union r of 
submanifolds of S(C) of codimension >, 1. Thus 
W”(U,,V,)=U(n)XU(m)-f(T) 
is dense in U(n)X U(m) with codim f’(r) k 1. The result follows. n 
Let us now assume that B E R’“x” is real with pairwise distinct singular 
values o1 > . . * > a, > 0. The gradient flow (3.3) restricts to the gradient 
flow [for the function Q(G),, 0,) = tr(A@iB@,)] 
0, = 01( A@;B@, - @BTO,AT), (3.9a) 
0, = Os( AT@BTO, - OZ;BO,A) (3.9b) 
on pairs of orthogonal matrices (O,,O,) E O(n)XO(m). All results on (3.3) 
hold mutatis mutandis for (3.9). In particular, using (3.4), Theorem 3.4 
implies that for almost all initial conditions on O(n>XO(m) the solution 
(O,(t), o,(t)) of (3.9) converges to an equilibrium point 
O,(m) = O&S, (3.10a) 
(31Ob) 
where S=diag(kl,...,fl) is an nXn sign matrix and WEO(m-nn) is 
orthogonal. Thus, for m = n, there are exactly 2” locally stable equilibria of 
(3.9), which all minimize the function @ : O(n) X O(n) + R. 
4. OTHER FLOWS FOR THE SVD 
Different flows which have the same limiting behavior can have different 
transient behavior. This motivates the study of other norm-minimization tasks 
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to yield the SVD. Here we merely indicate one such flow, which can be 
analyzed using methods of the previous sections. Thus, for example, consider 
the weighted norm function 
+(H) = tr( N,H*H + N,HH*) (4.1) 
with 
N,=diag(~r,...,~~), (4.2a) 
(4.2b) 
where pr> **a > II” > 0 with n the rank of H. Of course, N, is selected to 
be mxm. 
Following the derivation approach of earlier sections for this function 
leads to gradient flows 
ti=UIN1,H*H], V=V[N,,HH*], (4.3) 
where [ X,Y] = XY - YX is the Lie bracket. The associated self-equivalent 
flow is 
~~=H[N~,H*H]-[N~,HH*]H. (4.4) 
Also, simple manipulations give isospectral flows 
d(H"H) 
dt 
= [H*K[&,H*H]], 
d( HH*) 
dt 
= [HH*,[N,,HH*]]. 
(4.5a) 
(4.5b) 
The critical points of the differential equations (4.3)-(4.5) are the solu- 
tions of 
[N,,H*H]=o, [N,,HH*]=o, (4.6) 
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or equivalently, the solutions of 
H*H=~TTldiag(a;2,...,~~)~TTT, (4.7a) 
HH* = r2 diag(a:,. . .,o:,O,. . . ,O)n-i, (47b) 
where a,’ are the squares of the singular values of H, and rr1,r2 are 
permutation matrices. 
Note that the isospectral flows (4.5) are identical to those studied by 
Brockett [l], since H*H, HH* are real and symmetric, thus being special 
cases of the flows of the previous section. 
5. CONNECTION WITH BROCKETT’S EQUATION 
In the previous sections we have shown how results of Brockett [l] on the 
diagonalization of real symmetric matrices can be extended to determine the 
singular-value decomposition of an arbitrary complex linear operator. In 
particular [see Theorem 2.5(d)], the double-bracket equation fi = [H, [H, Al] 
can also be used to diagonalize arbitrary complex Hermitian matrices. In this 
section we will show that our result can also be deduced from Brockett’s 
results. We first summarize some basic properties of the double-bracket 
equation fi = [H, [ H, A]], evolving on complex Hermitian n X n matrices. 
PROPOSITION 5.1. Let A = diag(h, ,..., A,) with A, > . . * > A, real. 
(a) The difirential equation 
fi= [H,[KA]] (5.1) 
defines an isospectral flow, evolving on the set of all Hermitian n X n matrices 
H E Cnxn. 
(b) The solutions H(t) of (5.1) exist for all t E R, and H(t) contierges to 
an equilibrium point H,. The set of equilibrium points of (5.1) consists of all 
real diagonal matrices. 
(c) For Q=diag(p,,..., ~~1, j+ & ‘.. 2~” real, let 
M(Q) = {uQu*lu E Wn)) (54 
&note the m.an$old of all Hermitian matrices with eigenvalues pl,. . . , p,,. 
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There exists a Riemannian metric on M(Q) fw which (5.1) is the gradient 
flow of the function f, : M(Q) + [w, f,(H) = $lH - A]12. 
(d) The Hessian of fA : M(Q) + [w at each critical point is nonsingular. 
For almost all initial conditions H, E M(Q) the solution H(t) of (5.1) 
converges to Q as t +m with an exponential bound on the rate of conver- 
gence. 
Proof. (a) and (b) f 11 o ow immediately from Theorem 2.5; see also [l]. 
Part (c) is shown in [7], while (d) follows from [8]. 
REMARK 5.2. The Riemannian metric on M(Q) is called the “normal 
metric”; see [7] for a description of the metric and further comments. 
Following the previous notation, let 
z= diag(a,l,,,...,a,l,,) 
0 
man, 
(lll--n)Xn 
and let S(Z) denote the set of all complex m X n matrices H with distinct 
singular values or > . . . > a, > 0 occurring with multiplicities n,, . . . , n,. Let 
A* =[N,O nXC,,z_-nJ with N= diag(h, ,..., A,), and A, > . . * > A, > 0. 
For any linear operator H E CrfLX” there is associated with the (m + n) X 
(m + n) Hermitian operator 
(5.3) 
The crucial fact is that the eigenvalues of I? are given by 
{U I)..., a,, -(+I )...) - a,). where (T,, . . . , a, are the singular values of H. A 
straightforward computation now shows that for 
A(t) = 1 H($* H(Ot)]> A:=[; ;] 
1 
H(t) satisfies 
$ri(t) = -[A(t),[A(t),A]] 
(5.4) 
(5.5) 
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if and only if H(t) satisfies 
B=H(A*H-H*A)+(HA*-AH*)H, 
i.e., the self-equivalent equations (2.14). Thus let 
denote the subset of (m + n) X (m + n> Hermitian matrices I? E M(2) which 
are of the form (5.3). The map 
i:S(Z) --f M(S), 
defines a diffeomorphism of S(C) onto its iTage $2.) 7 i(S(C)). From the 
above remark we see that Brockett’s flow H = [H,[A, HI] has i(O as an 
invariant submanifold. We conclude from Proposition 5.1 
COROLLARY 5.2. Let 
N 
A = o,,n-n,xrl ’ I 1 
N=diag(h,,...,A”) with A,> .** >A,>0 andman. 
(a) The d@rential equation (2.14) 
B=H(A*H-H*A)+(HA* -AH*)H 
defines a singular-value-preserving flow on C”‘x”. The solution of (2.14) 
exists for all t E [w and converges for t + f ~0 to an extended diagonal matrix 
H = diag(~.,,...,d 
m 
0 (m--n)Xn 1 
with t_~~ real nvmbers t_~~,...,t.~,. 
(b) Let M(x) be endowed with the normal Riemannian metric considered 
in Proposition 5.1(c), and let S(C) b e endowed with the Riemannian metric 
induced by the imbedding i:S(Z,) + M(2), i(H)= fi. Then (2.14) is the 
gradient-flow of the distance function FA : SC?,,) + (w, F,(H) = IIH - All’. 
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Proof. Consider Brockett’s flow 
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ii=-[fi,[&i]] 
on M(Z). By the invariance of S(X), (a) f 11 o ows immediately from Proposi- 
tion 5,1(a), (b). By Proposition 5.1(c), (5.5) is the gradient flow of the 
function cp : S(z) + [w, cp(H) = $]]H - A]]’ = J]H - Al]‘. The result follows. W 
REMARK 5.3. Corollary 5.2 has been also independently obtained by 
Smith [lo]. His proof is different to ours and is based on an explicit 
description of the Riemannian metric used in Corollary 5.2. 
6. CONCLUSIONS 
The results on finding singular-value decompositions via gradient flows, 
depending on the viewpoint, are seen to be both a generalization and a 
specialization of the results of Brockett on the diagonalization of real sym- 
metric matrices. The work ties in nicely with continuous-time interpolations 
of the classical discrete-time QR algorithm by means of self-equivalent flows, 
and also with earlier work by the authors on the SVD via gradient flows on 
positive definite matrices. 
One area of future research is to find discrete-time versions of the new 
gradient-flow equations which may be an improvement on the standard QR 
algorithm in some situations, and to find continuous-time versions of interest 
in adaptive systems. 
The authors would like to thank an anonymous referee as well as 
A. Bunse-Gerstner and V. Mehrmann for pointing _out to us the trick used in 
Section 5 of working with the Hermitian operator H instead of H. 
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