A concept called stochastic complementation is an idea which occurs naturally, although not always explicitly, in the theory and application of finite Markov chains. This paper brings this idea to the forefront with an explicit definition and a development of some of its properties. Applications of stochastic complementation are explored with respect to problems involving uncoupling procedures in the theory of Markov chains. Furthermore, the role of stochastic complementation in the development of the classical Simon-Ando theory of nearly reducible system is presented.
Introduction.
Although not always given an explicit name, a quantity which we shall refer to as a stochastic complement arises very naturally in the consideration of finite Markov chains. This concept has heretofore not been focused upon as an entity unto itself, and a detailed study of the properties of stochastic complementation has not yet been given. The purpose of the first part of this exposition is to explicitly publicize the utility of this concept and to present a more complete and unified discussion of the important properties of stochastic complementation.
A focal point of the development concerns the problem of determining the stationary distribution of an irreducible Markov chain by uncoupling the chain into several smaller independent chains. In particular, if P m×m is the transition matrix for an mstate, homogeneous, irreducible Markov chain C, the stationary distribution problem concerns the determination of the unique vector π 1×m which satisfies
For chains with relatively few states, this is not a difficult problem to solve using adaptations of standard techniques for solving systems of linear equations. However, there exist many applications for which the number of states is too large to be comfortably handled by standard methods. For large-scale problems, it is only natural to attempt to somehow uncouple the original m-state chain C into two or more smaller chainssay C 1 , C 2 , · · · , C k -containing r 1 , r 2 , · · · , r k states, respectively, where
Ideally, this sequence of smaller chains should have the following properties:
• Each smaller chain C i should be irreducible whenever the original chain C is irreducible so that each C i has a unique stationary distribution vector s i .
• It should be possible to determine the s i 's completely independent of each other. For modern multiprocessor computer architectures it is desirable to be able to execute the computation of the s i 's in parallel.
• Finally, it must be possible to easily couple the smaller stationary distribution vectors s i back together in order to produce the stationary distribution vector π for the larger chain C.
The second part of this paper is dedicated to showing how to accomplish the above three goals, and it is indicated how this can lead to fully parallel algorithms for the determination of the stationary distribution vector of the original chain.
Finally, in the third part of this survey, the application of stochastic complementation to the classical Simon-Ando theory developed in [18] for nearly completely reducible chains is presented. It is demonstrated how to apply the concept of stochastic complementation in order to develop the theory for nearly completely reducible systems in a unified, clear, and simple manner while simultaneously sharpening some results and generalizing others.
Stochastic complementation.
The purpose of this section is to introduce the concept of a stochastic complement in an irreducible stochastic matrix and to develop some of the basic properties of stochastic complementation. These ideas will be the cornerstone for all subsequent discussions.
Unless otherwise stated, P will denote an m × m, irreducible, stochastic matrix which will be partitioned as P =     P 11 P 12 · · · P 1k P 21 P 22 · · · P 2k . . . . . . . . . . . .
where all diagonal blocks are square. It is well known that I−P is a singular M -matrix of rank m − 1 and that every principal submatrix of I − P of order m − 1 or smaller is a nonsingular M -matrix (see [2, p. 156] ). In particular, if P i denotes the principal submatrix of P obtained by deleting the i th row and i th column of blocks from the partitioned form of P, then each I − P i is a nonsingular M -matrix. Therefore, (I − P i ) −1 ≥ 0, (2.1) so the indicated inverses in the following definition are well defined. 
in which all diagonal blocks are square. For a given index i, let P i denote the principal block submatrix of P obtained by deleting the i th row and i th column of blocks from P, and let P i * and P * i designate and
. . .
That is, P i * is the i th row of blocks with P ii removed, and P * i is the i th column of blocks with P ii removed. The stochastic complement of P ii in P is defined to be the matrix
For example, the stochastic complement of P 22 in P =   P 11 P 12 P 13 P 21 P 22 P 23 P 31 P 32 P 33   is given by S 22 = P 22 + ( P 21 P 23 ) I − P 11 −P 13 −P 31 I − P 33
The reason for the terminology "stochastic complement" stems from the fact that all stochastic complements are stochastic matrices (see Theorem 2.1) together with the observation that although stochastic complementation is not the same as the well known concept of Schur complementation, there is nevertheless a direct connection in the case of a two-level partition
If P is an irreducible stochastic matrix with square diagonal blocks, then the stochastic complement of P 11 is given by
and the stochastic complement of P 22 is
and it is easy to see that the stochastic complement of P 11 is in fact
while the stochastic complement of P 22 is [I − Schur Complement(I − P 11 )] in the matrix I − P.
The concept of stochastic complementation arises very naturally in the consideration of finite Markov chains, and more generally, in the theory of nonnegative matrices. Consequently, it is not surprising that the concept of stochastic complementationalthough not always known by that name-appears at least implicitly, if not explicitly, in a variety of places. For example, stochastic complementation is a special case of a more general concept known as Perron complementation which has been studied in [17] . Simple forms of stochastic complementation can be found either explicitly or implicitly in a variety of Markov chain applications such as those in [1] , [3] - [6] , [8] - [10] , [12] - [16] , [20] , [21] , in addition to several others. However, it seems that stochastic complementation has heretofore not been focused upon as an entity unto itself, and a detailed study of the properties of stochastic complement matrices has not yet been given. Part of the purpose of this paper is to explicitly publicize the utility of this concept and to present a more complete and unified discussion of the important properties of stochastic complementation.
The following technical lemma is needed to help develop the subsequent theory. Its proof is a straightforward application of the standard features of permutation matrices, and consequently the proof is omitted.
Lemma 2.1. For an m × m irreducible stochastic matrix
in which all diagonal blocks are square, let Q be the permutation matrix associated with an interchange of the first and i th block rows (or block columns), and letP be the matrixP
IfP is partitioned into a 2 × 2 block matrix
then the stochastic complement of P ii in P is given by
We are now in a position to prove that every stochastic complement is indeed a stochastic matrix.
Theorem 2.1. If
is an irreducible stochastic matrix, then each stochastic complement
is also a stochastic matrix.
Proof. For a given index i, assume that P has been permuted and repartitioned as described in Lemma 2.1 so that we may consider
According to (2.2), the stochastic complement of P ii in P is the same as the stochastic complement ofP 11 inP-that is, S ii =S 11 . Since each principal submatrix of I − P (and I −P) of order m − 1 or less is a nonsingular M -matrix, it follows from (2.1)
≥ 0, and hencẽ
Note.S 11 need not be strictly positive-an example is given after this proof. To see that the row sums ofS 11 are each 1, let
and allow the dimension of e to be defined by the context in which it appears. The fact that the row sums inP are all 1 can be expressed by writing Consequently,S 11 = S ii must be stochastic.
To see that a stochastic complement need not be strictly positive, consider a 4 × 4 irreducible stochastic matrix whose partitions and zero pattern are shown below. Although stochastic complements can have zero entries, the zeros are always in "just the right places" so as to guarantee that each S ii is an irreducible matrix. However, before this can be established, it is necessary to observe some additional facts concerning stochastic complementation.
Theorem 2.2. Suppose that
is an irreducible stochastic matrix in which each P ii is square, and let
be the conformably partitioned stationary distribution vector for P. If each π (i) is normalized in order to produce the probability vector
That is, s i is a stationary distribution vector for the stochastic complement S ii .
Proof. Assume that P has been permuted and repartitioned as described in Lemma 2.1 so thatP
Use the fact that 0 = π(I − P) implies
together with the equation
in order to conclude that
The desired result now follows from Lemma 2.1 because S ii =S 11 . Although Theorem 2.2 establishes that each s i is a stationary distribution vector for S ii , nothing proven to this point allows for the conclusion that the s i 's are unique. However, this will follow once it is established that each S ii inherits the property of irreducibility from the original matrix P. Theorem 2.3. If
is also an irreducible stochastic matrix.
The fact that each S ii is stochastic was established in Theorem 2.1. By virtue of (2.6), we need only to prove irreducibility ofS 11 . By noting that Because every stochastic matrix is Cesàro summable to the spectral projector associated with the unit eigenvalue (see [11] ), it follows that
It is now evident thatS 11 cannot be reducible-otherwiseS 11 could be permuted to a form A B 0 C and the limit in (2.7) would necessarily contain zero entries.
The proof given above is algebraic in nature, but because irreducibility is a strictly combinatorial concept, one might wonder if a strictly combinatorial proof is possible. The answer is yes, and the details may be obtained by restricting the discussion given in [17] to the special case of stochastic matrices. Furthermore, it seems reasonable that there should be a probabilistic argument, and indeed there is. Irreducibility is a direct consequence of the probabilistic interpretation of stochastic complementation as explained in the next section.
3. The probabilistic interpretation of stochastic complementation. Assume again that for a given index i, the original transition matrix P has been permuted and repartitioned as described in Lemma 2.1 so that
and
Consider a new process-called the reduced chain-which is defined by observing the old process only when it is in a state belonging to the subclass A. That is, transitions to states in B are masked out, so a direct path A k =⇒ A j in the reduced chain corresponds in the old process to either a direct path A k −→ A j or a detour
In loose terms, one can say that the reduced chain is derived from the original chain by "turning off the meter" whenever the old process is in B. If the original chain is irreducible, then it is clear that the reduced chain is also irreducible. For example, if
is a sequence of direct paths from A 1 to A 7 in the original chain, then
is a sequence of direct paths from A 1 to A 7 in the reduced chain. For the reduced chain, the one-step transition probability of moving from A k to A j is the probability in the original process of moving directly from A k to A j plus the probability of moving directly from A k to some state in B, and then eventually moving back to A, hitting A j first upon return. The probability of moving directly from A k to A j in the original chain is q kj = P 11 kj , and the probability of moving directly from A k to B h ∈ B is
The probability of moving from B h to A such that A j is the first state entered upon return to A is
hj .
As explained in [12] , this expression for q hj is obtained by considering the states in A to be absorbing states and applying the theory of absorbing chains. Consequently, the one-step transition probabilities in the reduced chain are
In other words, the stochastic complement S ii represents the transition matrix for the reduced chain which is obtained from the original chain by masking out transitions to states in B.
Uncoupling Markov chains.
For an m-state irreducible Markov chain C with transition matrix P, the object of uncoupling is to somehow decompose the chain C into two or more smaller chains-say
This sequence of smaller chains is required to possess the following properties:
• Each smaller chain C i should be irreducible whenever the original chain C is irreducible so as to guarantee that each C i has a unique stationary distribution vector s i .
• Finally, it must be possible to easily couple the smaller stationary distribution vectors s i back together in order to produce the stationary distribution vector π for the larger chain C. The purpose of this section is to show how the concept of stochastic complementation can be used to achieve these goals. As in the previous section, P will denote an m × m irreducible stochastic matrix with a k-level partition
in which all diagonal blocks P ii are square, and the stationary distribution vector π for P will be partitioned as
where the size of π (i) corresponds to the order of P ii . We know from the results of Theorem 2.3 that each stochastic complement
is an irreducible stochastic matrix, and consequently, each S ii possesses a unique stationary distribution vector s i . Theorem 2.2 shows that each s i and π (i) differ only by a positive scalar multiple so that it is indeed possible to combine the s i 's with "coupling factors" {ξ 1 , ξ 2 , · · · , ξ k } in order to produce
However, the expressions for the coupling factors ξ i given in Theorem 2.2 have the form
At first glance, this might seem to place the issue in a hopeless circle because prior knowledge of π, in the form of the sums h π
h , is necessary in order to reconstruct π from the s i 's. Fortunately, there is an elegant way around this dilemma. The following theorem shows that the coupling factors ξ i are easily determined without prior knowledge of the π (i) 's-this will become the key feature in the uncouplingcoupling technique.
Theorem 4.1 (The coupling theorem). If P is an m × m irreducible stochastic matrix partitioned as
with square diagonal blocks, then the stationary distribution vector for P is given by
where s i is the unique stationary distribution vector for the stochastic complement
and where
is the unique stationary distribution vector for the k × k irreducible stochastic matrix C whose entries are defined by
The matrix C is hereafter referred to as the coupling matrix, and the scalars ξ i are called the coupling factors.
Proof. First prove that the coupling matrix C is stochastic and irreducible. By its definition, it is clear that C ≥ 0. To see that C is stochastic, use the fact that k j=1 P ij e = e and write
To show that C is irreducible, note that because P ij ≥ 0, s i > 0, and e > 0, it must be the case that c ij = 0 if and only if P ij = 0.
Since P is irreducible, this implies that C must also be irreducible-otherwise, if C could be permuted to a block triangular form, then so could P. Let
denote the partitioned stationary distribution vector for P where the sizes of the π (i) 's correspond to the sizes of the P ii 's, respectively, and define ξ to be the vector
where each component is defined by
According to Theorem 2.2,
and this together with the fact that
Consequently, ξC = ξ so that ξ is a stationary vector for C. It is clear that ξ must also be a probability vector because
Therefore, since C is irreducible, ξ must be the unique stationary distribution vector for C, and the desired conclusion that
follows from (4.1).
The results of Theorem 4.1 can be viewed as an "exact aggregation" technique. The case of a two-level partition is of special interest because, as the following corollary shows, it is particularly easy to uncouple and couple the stationary distribution vector for these situations.
Corollary 4.1. If P is an m × m irreducible stochastic matrix partitioned as
where P 11 and P 22 are square, then the stationary distribution vector for P is given by
where s 1 In this corollary, the coupling factors ξ i are described in terms of the off-diagonal blocks P 12 and P 21 , but these quantities can also be expressed using only the diagonal blocks in P by replacing the terms P 12 e and P 21 e with e − P 11 e and e − P 22 e, respectively, so as to produce
There is always a balancing act to be performed when uncoupling a Markov chain using stochastic complementation as described in Theorem 4.1. As k increases and the partition of P becomes finer, the sizes of the stochastic complements become smaller thus making it easier to determine each of the stationary distribution vectors s i , but the order of the matrix inversion embedded in each stochastic complement becomes larger, and the size of the coupling matrix C k×k becomes larger. In the two extreme cases when k = m or k = 1, there is no uncoupling of the chain whatsoever-if k = m, then C = P, and if k = 1, then S 11 = P. One must therefore choose the partition which best suits the needs of the underlying application. For example, if computation utilizing a particular multiprocessor computer is the goal, then the specific nature of the hardware and associated software may dictate the partitioning strategy.
Rather than performing a single uncoupling-coupling operation to a high level partition of P, an alternate strategy is to execute a divide-and-conquer procedure using only two-level partitions at each stage. Starting with an irreducible stochastic matrix P of size m × m, partition P roughly in half as
to produce two stochastic complements, S 11 and S 22 , which are each irreducible stochastic matrices of order approximately m/2. The stochastic complements S 11 and S 22 may in turn be partitioned roughly in half so as to produce four stochastic complements-say (S 11 ) 11 , (S 11 ) 22 , (S 22 ) 11 , and (S 22 ) 22 -each of which is of order approximately m/4. This process can continue until all stochastic complements are sufficiently small in size so that each easily yields a stationary distribution vector. The small stationary distribution vectors corresponding to the small stochastic complements are then successively coupled according to the rules given in Corollary 4.1 until the stationary distribution vector π for the original chain is produced. Using this divide-and-conquer strategy, there are only two coupling factors to determine at each coupling step, and they are almost trivial to compute. Furthermore, the order of the largest inversion imbedded in any stochastic complement never exceeds m/2. For example, consider the following 8 × 8 irreducible stochastic matrix.
For the indicated partition, the stochastic complements of P are given by 
1 s
Therefore, the stationary distribution vector for P must be In addition to the divide-and-conquer process illustrated above, there are several other variations and hybrid techniques (e.g., iterative methods) which are possible, and it is clear that the remarks of this section can serve as the basis for fully parallel algorithms for computing the stationary distribution vector for an irreducible chain. R. B. Mattingly has conducted some detailed experiments along these lines in which he implemented the divide-and-conquer technique described above on a Sequent Balance 21000-a shared memory machine with 24 tightly coupled processors. Exploring the numerical details and implementation of Mattingly's work would lead this exposition too far astray, but the interested reader can consult [14] or [15] . In brief, Mattingly was able to achieve moderate speedups with the stochastic complementation divide-and-conquer technique-e.g., a speedup of approximately 8.5 with 16 processors was obtained. Although the operation count for straightforward elimination is less than that for the divide-and-conquer technique, elimination methods do not parallelize as well as the divide-and-conquer technique, so, as the number of processors was increased, the actual running times of the divide-and-conquer technique were competitive with optimized elimination schemes. But perhaps even more significant is the fact that the divide-and-conquer technique can be extremely stable for ill-conditioned chains-i.e., irreducible stochastic matrices which have a cluster of eigenvalues very near the unit eigenvalue. For Mattingly's ill-conditioned test matrices, standard elimination methods returned only one or two correct digits whereas the divide-and-conquer scheme based on stochastic complementation returned results which were correct to the machine precision. This in part is due to the spectrum splitting effect which stochastic complementation provides-these results are discussed in §6 of this exposition which concerns the spectral properties of stochastic complementation.
Primitivity issues.
Primitivity is, of course, an important issue because for an irreducible stochastic matrix P, the limit lim n→∞ P k exists if and only if P is primitive. If P is not primitive, then we are necessarily restricted to investigating limiting behavior in the weak (the Cesàro) sense, and consequently it is worthwhile to make some observations concerning the degree to which primitivity-or lack of it-in a partitioned stochastic matrix P is inherited by the smaller stochastic complements S ii .
The first observation to make is that P being a primitive matrix is not sufficient to guarantee that all stochastic complements are primitive. For example, the matrix
is irreducible and primitive because P 5 > 0. However, for the indicated partition, the stochastic complement
is not primitive. Although primitivity of a stochastic complement is not inherited from the matrix P itself, the following theorem shows that primitivity is inherited from the diagonal blocks of P. Theorem 5.1. If P ii is primitive, then the corresponding stochastic complement S ii must also be primitive.
Proof. Since P ii ≥ 0 and P i * (I − P i ) −1 P * i ≥ 0, it follows that for each positive integer n,
where N ≥ 0. Therefore, S n ii > 0 whenever P n ii > 0. While stochastic complements need not be primitive, most of them are. The next theorem explains why those stochastic complements which are not primitive must come from rather special stochastic matrices.
Theorem 5.2. If P ii has at least one nonzero diagonal entry, then the corresponding stochastic complement S ii must be primitive.
Proof. If P ii has at least one nonzero diagonal entry, then so does S ii . Furthermore, Theorems 2.1 and 2.3 guarantee that each S ii is always nonnegative and irreducible, and it is well known [2, p. 34] that an irreducible nonnegative matrix with a positive trace must be primitive, so each S ii must be primitive.
The converse of Theorem 5.1 as well as the converse of Theorem 5.2 is false. The stochastic matrix
is irreducible, and the stochastic complements corresponding to the indicated partition are Notice that each stochastic complement is primitive, but P, P 11 , and P 22 are not primitive.
The preceding example indicates another advantage which stochastic complementation can provide. The matrix P in (5.1) is not primitive because it is the transition matrix of a periodic chain, and hence the associated stationary distribution vector π cannot be computed by the power method-i.e., by the simple iteration π n+1 = π n P where π 0 is arbitrary.
However, the chain uncouples into two aperiodic chains in the sense that S 11 and S 22 are both primitive, and therefore each S ii yields a stationary distribution vector s i by means of two straightforward iterations Take note of the fact that the two iterations represented here are completely independent of each other, and consequently they can be implemented simultaneously. By using the coupling factors described in Corollary 4.1, it is easy to couple the two limiting distributions s 1 and s 2 in order to produce the stationary distribution vector π for the larger periodic chain. When these observations are joined with the results of §6 of this exposition pertaining to the spectrum splitting effects which stochastic complementation can afford, it will become even more apparent that stochastic complementation has the potential to become a valuable computational technique for use with multiprocessor machines.
Nearly completely reducible chains and spectral properties.
Consider an m-state irreducible chain C and k subclasses Q 1 , Q 2 , · · · , Q k which partition the state space. The chain C as well as an associated transition matrix is considered to be nearly completely reducible 2 when the Q i 's are only very weakly coupled together.
In this case, the states can be ordered so as to make the transition matrix P have a k-level partition
in which the magnitude of each off-diagonal block P ij is very small relative to 1.
We begin by investigating the limiting behavior of the chain as the off-diagonal blocks in (6.1) tend toward zero. To this end, allow the off-diagonal blocks to vary independently, and assume the diagonal block P ii in each row depends continuously on the P ij 's (the off-diagonal blocks in the corresponding row) while always maintaining the irreducible and stochastic structure of the larger matrix P. The following result gives an indication of why stochastic complementation is useful in understanding the nature of a nearly completely reducible chain. For vectors x and matrices A, the norms defined by
|a ij | will be employed throughout.
Theorem 6.1. If P is an irreducible stochastic matrix with a k-level partition as indicated in (6.1), and if
are the associated stochastic complements, then
Moreover, if S is the completely reducible stochastic matrix
Proof. Let e denote a column of 1's whose size is determined by the context in which it appears, and begin by observing that all matrices which are involved are nonnegative so that
Since P is stochastic, it must be the case that
which in turn implies
Therefore,
which is the desired conclusion of (6.2), and the statement (6.3) that S ii → P ii as P i * → 0 follows. To establish (6.4), use the fact that P ii − S ii ≤ 0 in order to write
Now observe that P ii e + P i * e = e implies (S ii − P ii )e = e − P ii e = P i * e, and use this in (6.5) together with the fact that It is worthwhile to explore the spectral properties of stochastic complementation as the deviation from complete reducibility tends toward 0. If P is nearly completely reducible, then each P ii is nearly stochastic (in particular, Theorem 6.1 guarantees P ii ≈ S ii ), and continuity of the eigenvalues insures that P must necessarily have at least k −1 nonunit eigenvalues clustered near the simple eigenvalue λ = 1. This means that P is necessarily badly conditioned in the sense that if the sequence {P n } ∞ n=1 converges, then it must converge very slowly. For the time being, suppose P has exactly k − 1 nonunit eigenvalues clustered near λ = 1. Since each stochastic complement S ii is an irreducible stochastic matrix, the Perron-Frobenius theorem guarantees that the unit eigenvalue of each S ii is simple. By virtue of Theorem 6.1 and continuity of the eigenvalues, it follows that the nonunit eigenvalues of each S ii must necessarily be rather far removed from the unit eigenvalue of S ii -otherwise the spectrum σ(P) of P would contain a cluster of at least k nonunit eigenvalues positioned near λ = 1. In other words, P → S as δ → 0, and the cluster consisting of the k − 1 nonunit eigenvalues together with λ = 1 itself in σ(P) must "split" and map to the k unit eigenvalues in σ(S)-one unit eigenvalue in each σ(S ii ). This splitting effect is pictorially illustrated below in Fig. 1 The conclusion to be derived from this discussion is summarized in the following statement. When the states in a nearly completely reducible chain are naturally ordered, and when the transition matrix P is partitioned in the natural way according to the closely coupled subclasses, then the desirable spectrum splitting effect described above almost always occurs. However, there are pathological cases when this effect is not achieved. If, for a k-level partition of P, the spectrum σ(P) contains more than k − 1 nonunit eigenvalues clustered near λ = 1, then continuity dictates that some S ii must necessarily have a nonunit eigenvalue near its unit eigenvalue. This can occur even for naturally partitioned matrices. For example, consider
. For an m × m irreducible stochastic matrix with a k-level partition
in which both P 12 and P 21 are extremely small in magnitude, and assume neither P 11 nor P 22 are nearly completely reducible. Furthermore, suppose that P 11 is a very small perturbation of
where n is quite large. Since σ(C) consists of the nth roots of unity
it is clear that ω 1 = e 2πi/n must be very close to ω 0 = 1 whenever n is large. Therefore, P 11 must have a nonunit eigenvalue near λ = 1 and, by virtue of Theorem 6.1, the same must hold for S 11 -thereby making S 11 badly conditioned. Needless to say, pathological cases of this nature are rare in practical work.
As illustrated with the matrix given in (5.1), it is possible for stochastic complementation to uncouple a periodic chain into two aperiodic chains, thereby allowing the straightforward power method to be used where it ordinarily would not be applicable. A similar situation can hold for nearly completely reducible chains. The standard power method π n+1 = π n P where π 0 is arbitrary (6.6) applied to the transition matrix P of an aperiodic chain which is nearly completely reducible will fail-not in theory, but in practice-because the existence of eigenvalues of P which are near λ = 1 causes (6.6) to converge too slowly. However, if the chain is not pathological in nature (i.e., if P does not have more than k − 1 eigenvalues near λ = 1), then the spectrum splitting effect described earlier insures that each of the k sequences
will exhibit rapid convergence. Recall from Theorems 5.1 and 5.2 that the i th sequence in (6.7) converges if and only if P ii is primitive, and this is guaranteed if P ii has at least one nonzero diagonal entry. Again take note of the fact that these k sequences in (6.7) are completely independent of each other, so each iteration can be executed in parallel-after which the limiting vectors
are easily coupled according to the rules of Theorem 4.1 in order to produce the stationary distribution vector for P as
The Simon-Ando theory for nearly completely reducible systems.
Simon and Ando [18] provided the classical theory for nearly completely reducible systems, and Courtois [3] (along with others who followed his pioneering work) applied the theory and helped develop numerical aspects associated with queueing networks. The contribution of Simon and Ando [18] was to provide mathematical arguments for what had previously been a rather heuristic theory concerning nearly completely reducible systems. The major conclusion of this theory is that if the off-diagonal blocks P ij in the transition matrix
of a finite aperiodic chain have sufficiently small magnitudes, then closely coupled subclasses associated with the diagonal blocks P ii must each tend toward a local equilibrium long before a global equilibrium for the entire system is attained. In the short run, the chain behaves as though it were completely reducible with each subclass tending toward a local equilibrium independent of the evolution in other subclasses. After this short-run stabilization, the local equilibria are approximately maintained-in a relative sense-within each subclass while the entire chain evolves toward its global equilibrium. The approach and substance of the theorems of Simon and Ando have become accepted as the theoretical basis for aggregation techniques and algorithms. Although the conclusions of Simon and Ando [18] are extremely important, their mathematical development utilizes some rather cumbersome notation and proofs. At times, the arguments are difficult to appreciate, and they do not fully illuminate the basic underlying mechanisms. This is corroborated by the fact that although the conclusions of the Simon-Ando theory are fundamental to the development of material in his text, Courtois [3] chooses to omit the Simon-Ando proofs on the grounds that they have "little relevance" to subsequent developments.
The purpose of the latter portion of this exposition is to apply the concept of stochastic complementation in order to develop the theory for nearly completely reducible systems in a unified, clear, and simple manner while simultaneously sharpening some results and generalizing others. The discussion is divided into three parts-the short-run dynamics, the middle-run dynamics, and the long-run dynamics. 
let S be the completely reducible stochastic matrix
and assume that each stochastic complement S ii is primitive. 3 Let the eigenvalues of S m×m be ordered as
and assume that S is similar to a diagonal matrix
If S ∞ denotes the limit
where s i is the stationary distribution vector for S ii , then
where δ is the deviation from complete reducibility as defined in Definition 6.1, and where κ is the constant
Moreover, if the (row) vector norm defined by r 1 = i |r i | is used, then for every n = 1, 2, · · · , the difference between π n and the limit
Proof. Begin by observing that the identity
is valid for all n = 1, 2, · · ·. Use this together with (6.4) and the fact that
By writing
and lim
it is clear that
Taking norms produces
Now use (8.4) together with (8.3) to write
which is the desired conclusion (8.1). The second conclusion (8.2) follows by noting that the inequality rA 1 ≤ r 1 A ∞ holds for row vectors r and square matrices A so that
The results of Theorem 8.1 motivate the following definition. Definition 8.1. For each > 0, there is an associated short-run stabilization interval I( ) which is defined to be the set
The set
is referred to as the estimated short-run stabilization interval, and the function defined by
is called the estimating function. Notice that Theorem 8.1 insures E( ) ⊆ I( ).
Examining the characteristics of the graph of the estimating function f (x) provides an indication of the nature of the short-run stabilization interval I( ). Refer to Fig. 2 and notice that as long as is greater than the minimum value of f , which occurs at
the estimated short-run stabilization interval E( ) is nonempty. Because f (x) is asymptotic to the line y = δx, the length of the interval E( ) increases as δ → 0, i.e., E( ) grows as the P ij 's→ 0 in the underlying partitioned matrix P.
Fig. 2
To appreciate the relationship between the short-run stabilization interval I( ) and its estimate E( ), consider the following example in which P is the nearly completely reducible matrix 
Let g(n) be the function defined by
and let f (n) be the estimating function For the matrix (8.5), δ = .0014, κ = 8.657, and λ k+1 = .6996 (rounded to four significant digits). The graph of g(n), shown in Fig. 3 , illustrates how rapidly powers of P initially approach the matrix S ∞ and then how P n gradually pulls away from S ∞ .
Fig. 3
For this example (which is not pathological), the graphs in Fig. 3 show that the estimating function f (n) gives a good indication of the evolution of the process in the sense that f (n) is essentially parallel with g(n). That is, f (n) decreases, stabilizes, and then increases more or less in concert with g(n). Although necessarily conservative, the estimating function f (n) is not overly pessimistic in estimating the length of the short-run stabilization period. For example, if is taken to be = .04, then-as depicted in Fig. 3 -the associated short-run stabilization interval is I(.04) = [11, 35] while the estimated short-run stabilization interval is E(.04) = [18, 28] . 
and for every π 0 ,
More precisely,
Proof. The fact that |λ k+1 | < 1 means ln |λ k+1 | < 0 so that the left-hand inequality in (8.6) implies ln |λ k+1 | n < ln /2κ, and hence κ|λ k+1 | n < /2. Similarly, the right-hand inequality in (8.6) says that nδ < /2, and the desired conclusions follow from Theorem 8.1.
To understand the significance of a short-run stabilization interval, suppose there are m i states in the i th subclass Q i (i.e., P ii is m i × m i ), and observe that if s i is the stationary distribution vector for S ii , then for an initial distribution π 0 partitioned as
0 contains m i components, the limiting distribution s is given by
where the coefficient ν i associated with the i th subclass is given by
Suppose that n belongs to a short-run stabilization interval I( ). Roughly speaking, this means that n simultaneously satisfies the two conditions
and for such values of n, Theorem 8.1 guarantees that
where the ν i 's are constant-they depend only on π 0 . Therefore, each closely coupled subclass Q i will approximately be in a local equilibrium which is defined by the stationary distribution vector s i as long as n satisfies (8.7) .
In other words, the chain initially evolves in such a way that each closely coupled subclass begins to approach a short-run equilibrium-defined by the s i 's-completely independent of the evolution in all other subclasses. As the chain continues to evolve, there will exist a period (the short-run stabilization interval I) in which each subclass-and hence the entire chain-is approximately stable. As time proceeds beyond I, the chain will move away from s, the approximate point of short-run stability, and it will evolve along a path en route toward global stability.
The existence of an approximate short-run local equilibrium is a major conclusion of the classical Simon-Ando theory, but the description of the short-run stabilization interval and the estimate given in Definition 8.1 or (8.7) is new. The fact that the approximate short-run local equilibrium can be described by the stationary distribution vectors of the individual stochastic complements also appears to be new. The preceding remarks are formally summarized in the following theorem.
Theorem 8.2 (Short-run dynamics). For an irreducible stochastic matrix with a k-level partition
in which the stochastic complements (S ii ) mi×mi are each primitive and diagonalizable, let
be an arbitrary initial distribution, and let
If the magnitudes of the off-diagonal blocks P ij are small enough to guarantee the existence of values of n such that
|λ k+1 | n << 1 and n << 1 δ , (8.8) then as long as n satisfies (8.8) , it must be the case that
where s i is the stationary distribution vector for S ii , and where
Before turning to the middle-run and long-run dynamics, observe that the assumption of Theorems 8.1 and 8.2 that S is diagonalizable is not necessary-it merely makes the conclusions easier to grasp. In the more general case, there exists a nonsingular matrix Z such that where J is in Jordan canonical form, and the spectral radius of J is ρ(J) = |λ k+1 |. It is well known (see [19] or [11] ) that for every square matrix A and each > 0, there exists a matrix norm ||| • ||| such that
Clearly, this norm can be made to be meaningful for row vectors r simply by concatenating enough zero rows to r so as to fill out a square matrix. This means that for every n and for each > 0, there is a norm ||| • ||| such that
and (8.2) can be replaced by
where κ = |||π 0 Z||| |||Z −1 |||. Although the analysis is more involved, (8.9) used in place of (8.2) leads to the same general conclusions given in Theorems 8.1 and 8.2.
9. Middle-run dynamics. According to the short-run dynamics,
as long as n belongs to a short-run stabilization interval characterized by (8.8) . As the chain continues to evolve, and as n advances beyond the short-run stabilization interval, P n moves away from S ∞ and tends toward P ∞ (assuming P is primitive), while the distribution π n diverges away from s and moves along a path en route to the global stationary distribution vector π. However, after the short-run stabilization period has ended, components of π n belonging to the same subclass Q i will nevertheless continue to remain in approximate equilibrium relative to each other. The following theorems precisely articulate the sense in which this occurs.
Theorem 9.1. For an m × m irreducible stochastic matrix
with stochastic complements S ii which are each primitive, let s i be the stationary distribution vector for S ii , and let π n = π 0 P n where π 0 is an arbitrary initial distribution. If > 0 is a number such that the associated short-run stabilization interval I( ) is nonempty, then for each integer n beyond I( ), there exist scalars β i (which vary with n) such that the vector
satisfies the inequality
Proof. If n is an integer beyond the short-run stabilization interval I( ), then there exist positive integers q and r such that n = q + r, where
Write π n as π n = π q+r = π r P q where π r is partitioned as
Define v n to be the vector
where
Because q ∈ I( ), we may conclude that
The short-run dynamics established the fact that as long as n ∈ I( ),
where the ν i 's are constant-they depend only on the initial distribution π 0 . The middle-run dynamics guarantees that for all n beyond I( ),
where the β i 's vary with n. Therefore, if states S i and S j each belong to the same subclass-say Q r -and if S i and S j represent the r i th and r j th states within Q r , then it is clear from (9.2) and (9.3) that the ratio between the i th and j th components in π n during the short run is
and this ratio is approximately maintained beyond the short run because during the middle run,
This realization is the second fundamental feature of the Simon-Ando theory, which is formally stated below. 
are maintained throughout the entire evolution of the chain, and the ratios in (9.4) are independent of the initial distribution π 0 .
Long-run dynamics.
The only observation which needs to be made concerning long-run behavior is that the short-run and middle-run relative stability expressed by (9.4) is maintained in the limit. For the time being, assume that P is primitive so that its stationary distribution vector is given as the limit The entire evolution of a nearly completely reducible chain can now be formally summarized by the following theorem. where the α i 's are constants which depend only on π 0 .
Middle-run evolution-As n passes beyond I, the distribution π n moves away from the short-run stabilization vector given in (10.1), but π n nevertheless maintains an approximate relative stability between components corresponding to the same closely coupled subclass in the sense that π n ≈ ( β 1 s 1 β 2 s 2 · · · β k s k ) (10.2) where the β i 's vary with n.
Long-run evolution-The β i 's in (10.2) begin to settle down to limiting values which define the stationary distribution vector for the entire chain.
Long-run stabilization-As n → ∞, π n → π, and β i → ξ i where the ξ i 's are the constant coupling factors given in Theorem 4.1. So for practical purposes, there is some point in time past which
11. Relaxing primitivity. An explicit hypothesis of Theorem 10.1 is that P and each stochastic complement S ii are primitive. Although it is implicit in the Simon-Ando development [18] and in treatment by Courtois [3] , the primitivity assumption is nevertheless present in these places as well. Of course, primitivity is not an overly restrictive hypothesis because it is frequently present in practical problems. However, the primitivity assumption is not necessary. The purpose of this section is to give a brief indication of how and why the conclusions of Theorem 10.1 remain valid in a more general sense without the assumption of primitivity.
Suppose that n , then it is well known (see [11] ) that If the off-diagonal blocks P ij in P are quite small in magnitude, then Theorem 6.1 guarantees P ≈ S so that P n ≈ S n , and hence P (n) ≈ S (n) , as long as n is not too large. Moreover, if the magnitudes of the P ij 's are sufficiently small, then there are some values of n such that each S (n) ii is near its limiting value S ∞ ii before P (n) and S (n) have moved too far apart. That is, if P is nearly completely reducible, then there is a short-run stabilization interval I such that 
