is bounded for 0<r<l, were introduced into analysis by G. H. Hardy [10] . The principal facts concerning the behavior of these functions at the boundary were established by F. Riesz [17; 22, p in great detail. Walters [2l] has discussed the structure of the linear space Hp for 0<£<1.
These "classical" Hv classes will be denoted by HP(U) in the sequel. It is the purpose of this paper to define analogous classes of functions on arbitrary domains (i.e., connected open sets in the extended complex plane) and to study their properties. Most of the results of Parts I and II carry over to Riemann surfaces, but in view of the problems discussed in Parts III and IV we shall content ourselves with the plane case.
We shall base our definition on the observation that |/| p is subharmonic if / is analytic. The easiest proof of this well-known fact is probably the following: log |/| is subharmonic, |/|p = exp (p log |/|), and every convex increasing function of a subharmonic function is again subharmonic [16, p. 15].
DefinitionC).
For any domain D, and any value of p(2), we define HP(D) as the set of all functions/ which are single-valued and analytic in D, and for which there exists a function u, harmonic in D, such that |/(z)M«(z) (zGD).
Presented to the Society, April 25, 1953 under the titles Hv classes in general domains and Schwarz's lemma in Hi; received by the editors May 26, 1953 and, in revised form, September 16, 1953. (') After the original version of this paper was sent to the editors, the author's attention was drawn to Parreau's thesis, where the same definition is introduced [14, p. 178] . Although the viewpoints of the two papers are quite different, some of Parreau's ideas reappear in Part I and the beginning of Part II. The author is indebted to the referee for the detailed references to [14] which are included in the text.
(*) Unless the contrary is explicitly stated, it will always be understood that 0<p< °o.
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It is well known [16, p. 33; 18, p. 357] that if a subharmonic function has a harmonic majorant in D, then there exists a least harmonic majorant. Hence, for every fEHp(D) there exists a function %, harmonic in D, such that |/|p Suf, and such that u/^u whenever |/| p^u and u is harmonic in D.
If D=U, it is easy to see that our definition coincides with the classical one; in fact, the following theorem shows that even in the general case we could define HP(D) by requiring certain integrals to be bounded (compare [14, p. 135 Here G is the Green's function of A, with pole at t, and the derivative is taken along the interior normal; a "smooth" boundary is the union of a finite number of continuously differentiable curves. Proof. Let v be harmonic in A, with boundary values |/|p; then the left member of (1.3.1) is equal to v(t). IffEHp(D), let u be a harmonic majorant of |/|p. Since \f\p is subharmonic, v(t)^u(t), so that (1.3.1) holds with
M=u(t).
Conversely, let {At} be an increasing sequence of domains, satisfying the conditions of the theorem, whose union is D. The associated harmonic functions vk form an increasing sequence which is bounded at t. By a well-known theorem of Harnack, the sequence \vk\ converges to a harmonic function u, and it is easy to see that this u is a majorant (in fact, the least harmonic majorant) of |/| p in D. In any case, the above inequalities, combined with the obvious homogeneity of the norm, show that HP(D) is a complex linear space. ll/H, g \\fi\\P (fiGHp(U)).
Combining these two inequalities, we see that there is a natural normpreserving isomorphism between HP(D) and the subspace of Hp( U) consisting of those functions which are invariant under Cj, a relationship which is also indicated in Parreau's paper [14, p. 179] . Theorem 2.6 will describe the situation more explicitly. 
-r
The lemma follows. A direct proof, not depending on the uniformization theorem, is of course also quite easy. If X is a linear topological space, a sequence {x"} of elements in X is said to be a Cauchy sequence if lim (x" -xm)=0 as n, m->°o. If every Cauchy sequence converges, then X is said to be complete. This definition is inserted here since HP(D) is not metric for p<l.
Let C be the boundary of U. By LP(C) we mean the space of measurable complex-valued functions on C, normed by The first assertion of (d) is a trivial consequence of (c) and (2.1.3). The second follows from the fact that HP(D) is isometrically isomorphic to a closed subspace of LP(C), and the latter space is known to be uniformly convex ifp>l [7] .
Finally, Lemma 2.3 shows that if we define two norms, using two different points of reference, the ratio of these two norms will have finite and positive upper and lower bounds; (e) follows. Proof. In any Banach space, the norms of the elements of a weakly convergent sequence are bounded. Thus {/"(z)} is uniformly bounded on every compact subset of D, by 2.4(a). Applying Theorem 2.9, with m = 0, we see that/"(z) -»/(z) for every zGD-The direct part of the theorem now follows from Vitali's theorem.
Since HP(D) can be regarded as a subspace of HP(U), it is sufficient to prove the converse for the case D=U.
Let us suppose then that ||/B||P<1, and that/"(z)->0 for every zGU; uniform convergence on compact subsets follows, as above. If We imbed HP(U) in LP(C), whose conjugate space is Lq(C), with l/p + l/q-l, noting that every functional on HP(U) can be extended to LP(C).
If P is a polynomial in z and 1/z, (2.11.1) shows that fn(ei')P(ei')dd -► 0 as « -> oo. o Since these polynomials are dense in Lq(C) (here we use the fact that q< oo), it follows that Tfn-+0 as »-+», for every TG.HP(U). [January We shall now construct an example which shows that the converse is false in H\(U). Let Fn map the upper half of U onto a rectangle with vertices at 1/2, i/n, 0, such that F"(l) = 1/2, F"(e»/«) = i/n, Fn(-1) = 0.
Extend F" to U, by reflection in the real axis, and put/n(z) = P"' (z). Fn maps U onto a rectangle Rn whose circumference tends to 1 as n-> oo. Hence
Since Fn(eie)->0 boundedly p.p. on C, Cauchy's formula shows that F"(z)->0 uniformly in \z\ <r<l; hence/"(z)->0 uniformly in \z\ <r <1, for every r <1. Thus, if {/n} did converge weakly, the weak limit would be zero, and Tfn would tend to zero for every TEHi(U)*.
But if Tf = f /(z)<fe = -* f TJ(e«)e«dB,
which is a contradiction. Actually, {/"} does not even contain a weakly convergent subsequence. If p = 1, there may not be an extremal function, and if there is one it need not be unique. Examples of this, for H\(U), may be found in [ll] and [19] . Part IV is devoted to a detailed study of a particular problem of this sort in Hi(D), where D has finite connectivity.
If p>l, HP(D) is reflexive, since it is uniformly convex [15] . The example given in 2.11 shows that the unit sphere of HX(U) is not weakly compact, so that 22i( U) is not reflexive.
2.13. The case p = 2. For/ and gEH2(D), we define (2.13.1) 2r(f, g) = lim f fg (-^) ds, i^» J ck \ an/ with the same notation as was used in (2.1.2). To prove that this limit exists, we multiply the identity 4/g= \f+g\2~ \f~ g\2 + i\f+ig\2-i\f-k\2
by dGk/dn, integrate over Ck, and apply (2.1.2).
It is clear that H2(D) is now a Hilbert space, with inner product (f, g); we note that (f, g) has been defined without the use of Theorem 2.6.
For Let D be a bounded domain, whose boundary B consists of k analytic simple closed curves. For fixed tGD, let G(z) =G(z, t) be Green's function for D, with pole at t, and put
where II is the harmonic conjugate of G. The function P is multiple-valued, but has a single-valued derivative P'(z) which is analytic in D, except for a pole with principal part -(z -t)~l.
Since G(z) = 0 on B, the reflection principle shows that P' is analytic on B; we have the important differential identity We shall call /* the boundary function of /; the term "boundary value" will always refer to arbitrary nontangential approach. The proof can be reduced to the simply-connected case by means of the following decomposition theorem: where Mi is harmonic in r<l, u2 is harmonic in r0<r, and W2 is bounded in r0<r<l.
Since |/i|p is bounded in r^r0, it is clear that the function c+Ui, where c is a sufficiently large constant, is a harmonic majorant of |/i| p in Di.
Lemma. A(D) is dense in HP(D).
Proof IV. Schwarz's lemma in HX(D) 4.1. We again consider a bounded domain D whose boundary consists of k analytic simple closed curves Blt ■ ■ ■ , Bk, and we let t be a distinguished point of D with respect to which the norm ||/||i is defined. We are concerned with the problem of maximizing \f'(t) \, under the restrictions f(t) =0, ||/||i ^ 1.
The principal difference between this problem and Garabedian's work in This led to his problem not being conformally invariant. The present norm seems better suited to the discussion of function theoretic problems. We shall let X stand for the subspace of HX(D) consisting of those functions/for which f(t) =0, and we put It is evident that |8^a.
We begin with three lemmas. Proof. If we take a simply-connected subdomain of D which is bounded in part by Y, the conformal invariance of the problem shows that it is enough to consider the case D= U.
By ( Proof. If Ti is any closed subarc of T, then the zeros of A have no limit point on Ti. Let T2 be an analytic arc connecting the end points of Yi, which lies in U except for its end points, such that A has no zeros on T2 and in the domain D bounded by Ti and T2. Mapping D conformally onto U, we see that we may add the following assumptions to the original hypotheses without loss of generality: A is continuous on the closure of U and has no zeros there, except possibly a finite number of zeros on T.
It is enough to show that log \g\ is the Poisson integral of a summable function; this will show that log \g\ can be continued harmonically across r, since its boundary values are zero, so that g is analytic on V. The analyticity of/ follows from/(z) =h(z)/g(z).
Using the notation of (1.1.1) we see that M?(log+ \h\) and Af?(log+ 11/A|) are bounded as r->l. Since fEHi(U), il2?(log+ |/|) is also bounded, and the formula l//=g/A, together with the boundedness of g, shows that the same is true of M?(log+\ 1//|). Hence [22, p. 87 ] log |A| and log |/| are Poisson integrals of summable functions; the same is true of log |g| since log |g| = log |A| -log |/|.
We now take up our maximum problem. 4.6. Our first aim is to show that there always exists a function /0£X0 such that/o (t) =a. We shall call/o an extremal function.
Choose a sequence {/"} (n = \, 2, 3, • ■ • ) of members of X0 such that f'n(t)-^a. The inequality (2.4.1) shows that {/"} is a normal family, so that there exists a subsequence, again denoted by {/"}, which converges uniformly on every compact subset of D, to a limit function /0. If C is a small circle about t, we therefore have We continue to use the notation introduced in III: /* stands for the boundary function of/.
By Theorem 3.2, X is (isometrically isomorphic to) a closed subspace of Li(B). We apply the Hahn-Banach theorem [4] to extend T from X to Li(B), preserving its norm a, so that T is of the form Hence the equality signs must hold in both inequalities; we conclude first that Let us put
Restricting ourselves to a neighborhood of B in which g has no poles, 4.4 shows that A is analytic on B. Letting A be a simply-connected subdomain of D, partly bounded by an arc T of B, 4.5 shows that ft, and g are analytic on B.
The relations (4.7.6) and (4.7.7) determine arg g and \g\ on B, so that g is unique; this means that there exists only one norm-preserving extension of rfromXtoZ,!^).
On the other hand, (4.7.6) determines arg/0 on B, but this is not enough to give uniqueness of/0. 4.8. Let us define y = inf sup2g B \ g*(z) |, the inf being taken over all functions of the form (4.7.5). Our preceding work shows that y ^a. Actually, y =a, since y <a would lead to a norm-decreasing extension of T from X to LP(B), which is absurd.
This maximum-minimum duality is a well known phenomenon [9; 11; 19] . It may be formulated abstractly as follows: Let X be a closed linear subspace of a Banach space E. Let X be the subspace of E* which annihilates X. Then |<£(z)| <1 in D, and <p'(t)=a. Thusj3 = a, and the uniqueness of F shows that <t> = F, so that the poles of g do coincide with the zeros of F, which takes us back to Case (a).
It follows that g has at least one zero in D if (b) holds, so that any extremal function f0 has fewer than k zeros in D. Also, a>(3, for otherwise F would be an extremal function with k zeros.
4.10. We now summarize the information we have obtained:
Theorem, (i) The extremum problem 4.1 always has at least one solution foGX0 such that fI (t) =a. Every such/0 is analytic on the closure of D.
(ii) There exists a unique function g of the form (4. The only assertion not yet proved is (v); it follows from the fact that the ratio of any two such functions, which is equal to 1 at t, is regular in D, and has real boundary values, so that its imaginary part must vanish in D. 4.11. Remarks. Despite the discontinuous manner in which the zeros of /o depend on the location of t (4.10(iv) and 4.12), the maximum a(t) is a continuous function of /. This follows from Theorem 1, p. 103, of [2] , since X0 satisfies the hypotheses of that theorem.
If k^3, we do not know whether for every D there is a tGD such that Case (a) occurs, or indeed whether Case (a) can occur for any domain of connectivity greater than two. If k = 2, we can describe the situation more completely: 4.12. Domains of connectivity two. Since every domain bounded by two curves can be mapped conformally onto an annulus 0<r<|z| <1 [3, p. 61 ], we may restrict ourselves to that case. We also lose no generality by assuming that r<t<l.
Theorem.
If t¥-rxt2, Case (b) occurs; N=2, M=\, and there is a unique extremal function. Ift = r112, Case (a) occurs. For every x£[ -1, -r] there is an extremal function fa such that fo(x) =0, and every extremal function is obtained in this way. The ratio of any two of these is an elliptic function of log z.
Proof. The critical point h of G(z, t) satisfies the inequality If -1 ^x^ -r, </> is negative between x and -t, and non-negative on B; it is clear that <j> also has the other desired properties.
On the other hand, if the problem can be solved for a given x, we can use the mapping 5 = log z, extend <j> to an elliptic function in the 5-plane, use the theorem that an elliptic function is determined (up to a multiplicative constant) by the location and multiplicity of its zeros and poles, and conclude that <f> must be of the form (4.12.6). But if xGD is imaginary, so is q(x), and <p Suppose t^r112. First, g(z) is real for real z; for otherwise the function g(z) would also be of the form (4.7.5), which would contradict the uniqueness of g. Thus w is real. Similarly, f0(z) is real for real z.
We claim that -Kw<-r; for if r<w<l, the function h(z)=fa(z)g(z) would change sign in (r, 1), so that h(z) could not be positive on both components of B. Let u(z) = log I g(z) I -log a = G(z, w) -G(z, t) -G(z, h), so that (4.13.1) If g&= log I »|-log'-log 1'2 irJc dn log r where C is the circle \z\ =r. Since exp (u+iv), where v is the conjugate of u, is single-valued, the left member of (4.13.1) must be an integer m, so that I iv I = I th I rm.
Using (4.12.1) it is seen that m = 0 if t>rl/i, and that m=-l if t<r112. It follows that w-> -r as t-+r112 from the right, and that w->-1 as t->r112 from the left.
