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UNIQUENESS OF MINIMISERS FOR A GRO¨TZSCH-BELINSKI˘I TYPE
INEQUALITY IN THE HEISENBERG GROUP
ZOLTA´N M. BALOGH, KATRIN FA¨SSLER AND IOANNIS D. PLATIS
Abstract. The modulus method introduced by H. Gro¨tzsch yields bounds for a mean distortion
functional of quasiconformal maps between two annuli mapping the respective boundary compo-
nents onto each other. P. P. Belinski˘ı studied these inequalities in the plane and identified the
family of all minimisers. Beyond the Euclidean framework, a Gro¨tzsch–Belinski˘ı-type inequality
has been previously considered for quasiconformal maps between annuli in the Heisenberg group
whose boundaries are Kora´nyi spheres. In this note we show that – in contrast to the planar
situation – the minimiser in this setting is essentially unique.
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1. Introduction and statement of results
Ever since the pioneering work by H. Gro¨tzsch and the groundbreaking treatise by L. Ahlfors,
geometric methods have played an important role in the theory of quasiconformal maps and they
have been crucial for the development of this theory in abstract metric measure spaces of controlled
geometry. Of particular importance is the modulus of curve families, which yields bounds for the
distortion of maps subject to certain boundary conditions. In specific situations, such modulus-
distortion estimates allow to identify extremal quasiconformal maps, that is, minimisers for a
certain distortion functional. However, the modulus method does not tell in general whether the
minimiser is unique. Questions of uniqueness require typically also analytic techniques and have
therefore, to our knowledge, not been studied much outside the Riemannian framework. In this
paper, we address a uniqueness question in the setting of the sub-Riemannian Heisenberg group.
The problems we are dealing with are motivated by the following result of Belinski˘ı, [7, Lemma 1],
which we restate here as follows:
Theorem 1.1. Fix k > 0 and consider two annuli in the complex plane,
Aa,b = {z 2 C : a < |z| < b} and Aak,bk = {z 2 C : ak < |z| < bk}
Key words and phrases. Heisenberg group, extremal quasiconformal mappings, modulus method, mean distortion,
uniqueness of minimisers.
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Let further F be the family of quasiconformal maps f : Aa,b ! Aak,bk which map boundary com-
ponents to respective boundary components. For each f 2 F with dilatation Kf , the following
inequality holds:
k 1 
R
Aa,b
Kf (z)
|z|2 dL2(z)
2⇡ log
 
b
a
  .
The inequality is strict if k > 1. In the case 0 < k < 1, equality is attained by the quasiconformal
maps f of the form f(z) = |z|kei (arg z) for a real-valued function  . Moreover, when k 2 (0, 1), up
to rotations around the origin, the map f(z) = z|z|k 1 is the only (orientation preserving) map of
constant distortion in F that realises the above inequality as an equality. It is also of least possible
maximal distortion in F .
Remark 1.2. The condition that f(z) = |z|kei (arg z) ought to be a quasiconformal map imposes
restrictions on  . For smooth maps, one can see by a simple computation that  has to be a
di↵eomorphism between intervals of length 2⇡ with the property that | 0|   k. Note further that
while Belinski˘ı carries out the proof for continuously di↵erentiable maps, he mentions that the
arguments remain true under the assumption that the map has only weak derivatives that belong
to L2.
Our goal is to generalise Belinski˘ı’s result to the Heisenberg group. The Heisenberg group H is
a Lie group modeled on R3 or C⇥ R endowed with the non-commutative group law
(z, t) ⇤ (z0, t0) = (z + z0, t+ t0 + 2=(zz¯0)), (z, t), (z0, t0) 2 C⇥ R,
and the metric
dH(p, q) = kq 1 ⇤ pkH , where k(z, t)kH = 4
p
|z|4 + t2.
Balls centred at p of radius r with respect to the metric dH will be denoted by B(p, r).
The Heisenberg group can be equipped with a contact form ⌧ , the kernel of which is spanned
by the real and imaginary parts of the horizontal vector fields Z = @z + iz¯@t and Z¯ = @z¯   iz@t.
Quasiconformal maps in this setting were first studied by Mostow, Pansu, Kora´nyi and Reimann
[15, 12, 16, 13], and they can be defined in a metric sense as homeomorphisms between domains in
H such that
lim sup
r!0+
supdH(p,q)=r dH(f(p), f(q))
infdH(p,q)=r dH(f(p), f(q))
 H <1, for all p.
Kora´nyi and Reimann established an equivalent analytic characterization of quasiconformal maps.
A homeomorphism f = (f1 + if2, f3) = (fI , f3) is (orientation preserving) quasiconformal if it
belongs to the horizontal Sobolev space HW 1,4loc – which ensures that its components have weak Z
and Z¯ derivatives – and if it satisfies the distortion condition
Kf :=
|ZfI |+ |Z¯fI |
|ZfI |  |Z¯fI |  K <1, almost everywhere,
see [13, 10]. Here, “orientation-preserving” is to be understood as in (2.7).
In this note we are concerned with uniqueness of minimisers for a functional that involves the
distortion Kf and is related to the conformal 4-modulus
Mod( ) = inf
⇢2adm( )
Z
H
⇢4 dL3
of curve families   in H. Here, adm( ) denotes the family of all Borel functions ⇢ : H ! [0,+1]
such that
R
  ⇢ ds   1 for all locally rectifiable   in  .
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Definition 1.3. Let f : ⌦! ⌦0 be a quasiconformal map between domains of H and let ⇢ : ⌦! [0,1]
a Borel function. The mean distortion M(f, ⇢) is given by
M(f, ⇢) =
R
⌦K
2
f (p)⇢
4(p)dL3(p)R
⌦ ⇢
4(p)dL3(p) .
Our focus lies on the minimisation of the functional M(f, ⇢) for ⇢ equal to the extremal density
⇢0 of the 4-modulus of curves connecting the boundary components of a spherical annulus. A
minimiser for this extremal problem is the ‘radial stretch map’, which can be best described using
logarithmic coordinates on the Heisenberg group. Logarithmic coordinates [17] for H are given by
the map
 (⇠, , ⌘) =
⇣
i cos1/2  e
⇠+i(  3⌘)
2 ,  sin e⇠
⌘
.
The map   is surjective from R⇥ ( ⇡/2,⇡/2)⇥R onto H minus the vertical axis, and it becomes
injective when ⌘ is restricted to an appropriate interval of length 4⇡/3.
In [4], we proved the following theorem for spherical Kora´nyi annuli
Sa,b = {p 2 H : a < kpkH < b} and Sak,bk = {p 2 H : ak < kpkH < bk}.
Theorem 1.4. For any k 2 (0, 1), the stretch map fk,
(1.1) fk(⇠, , ⌘) =
✓
k⇠, tan 1
✓
tan 
k
◆
, ⌘
◆
= (⌅, , H)
is an orientation preserving quasiconformal map from the Heisenberg spherical ring Sa,b onto the
Heisenberg spherical ring Sak,bk . For
(1.2) ⇢0(⇠, , ⌘) = (log(b/a))
 1 e ⇠/2 cos1/2( )XSa,b(⇠, , ⌘)
and ⌦ = Sa,b, it minimises the mean distortionM(f, ⇢0) within the class F of quasiconformal maps
f : Sa,b ! Sak,bk which map the boundary components of Sa,b to the respective boundary components
of Sak,bk , so that for any such f we have
(1.3) k 3 =M(fk, ⇢0) M(f, ⇢0),
As we illustrate in [4], the Heisenberg stretch map has analogous properties as the radial stretch
fk(z) = z|z|k 1 in the complex plane, but it di↵ers in one important aspect: the distortion of
the Heisenberg stretch is not constant. The maximal distortion is attained on the plane t = 0,
and it is larger than the bound provided by the modulus estimate for the connecting curves in
the annulus. It is therefore possible that there exists a map in F with maximal distortion smaller
than that of fk. We already know from [4] that such a minimiser could not be sphere- and t-axis
preserving. The main result of this paper shows that if a minimiser f for the maximal distortion
with kKfk1 < kKfkk1 exists, it cannot at the same time minimise the mean distortion functional.
In this paper, we consider the question of finding all minimisers in (1.3). Our main result states
that, in strong contrast to the planar case, in the Heisenberg group, such minimisers are essentially
unique. We wish to emphasise that the minimisers which Belinski˘ı found are more than those
which one obtains trivially as compositions of the prototypical stretch map fk(z) = z|z|k 1 with
conformal maps. In particular, the rigidity of conformal maps in the Heisenberg group alone is not
su cient to explain the lack of other minimisers.
Theorem 1.5. For k 2 (0, 1), let F be the family of orientation preserving quasiconformal maps
f : Sa,b ! Sak,bk which extend homeomorphically to the boundary and map boundary components
to respective boundary components. Then for each f 2 F , inequality (1.3) holds and equality
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is attained only by the stretch map fk given in (1.1) and by compositions of fk with rotations
m↵(z, t) = (ei↵z, t).
The main reason for the uniqueness in Theorem 1.5 is to be found in the contact condition,
i.e., it is due to the fact that quasiconformal maps in the Heisenberg group preserve the contact
structure almost everywhere, see e.g., [15, 13, 10] (Mostow, Kora´nyi-Reimann). The contact con-
dition together with the minimising property imposes a strong rigidity expressed by an almost
overdetermined system of first order PDEs whose only solution will eventually be the stretch map.
In Section 2, we prove Theorem 1.5 by gradually deriving information on the minimiser, which
eventually leaves no other possibility for it than to be the stretch map or a composition of stretch
and rotation. The structure of the proof is as follows:
In Section 2.1, we study the behavior of minimisers on the family of radial curves that are
horizontally normal to Kora´nyi spheres. If we also allow the vertical axis as a degenerate radial
curve, we can show that minimisers map the family of radials in Sa,b to the radials in Sak,bk . Radial
curves point in direction of the least possible stretching of solutions to our minimisation problem.
This minimial stretching property coupled with the contact property, the boundary conditions and
the fact that minimisers essentially push forward the extremal density in Sa,b to the extremal
density in the target, provide information on the amount of stretching along radial curves. This
information yields that minimisers are sphere-preserving as shown in Section 2.2. Each Kora´nyi
sphere is foliated by a family of horizontal curves, which we call spherical arcs. The family of
all spherical arcs is in some sense dual to the radials, and we prove in Section 2.3 that it has to
be preserved by minimisers as well. In particular, this forces such maps to fix the vertical axis.
Maps with this property can be conveniently described in logarithmic coordinates, which are well
adapted to the geometry of the problem. Maps that preserve radials and spherical arcs satisfy a
functional equation, whose only solution are compositions of the radial stretch map with rotations,
as discussed in Section 2.4. We believe that this proof strategy, which is exemplified here in the
prototypical situation of radial stretching in H, could provide a scheme to follow also for other
uniqueness questions in minimisation of mean distortion functionals. We conclude the main part of
the paper with final remarks and open questions in Section 3. Several technical results are collected
in an appendix at the end of the paper.
Acknowledgment. We thank Irina Markina and Alexander Vasi’lev for discussions about the
subject of Gro¨tzsch–Belinski˘ı inequalities.
2. Proof of the main result
2.1. Stretching along radials. This section is devoted to curves that are normal to Kora´nyi
spheres with respect to a product h·, ·i0 associated to the horizontal structure, and to the e↵ect of
minimisers on such curves.
2.1.1. Radial curves. We are going to prove Theorem 1.5 by studying the behavior of minimisers
along particular horizontal curves: the radial curves. A horizontal curve is an absolutely continuous
map   : [a, b] ! H with the property that in almost every point s 2 [a, b] its tangent  ˙(s) belongs
to the horizontal subspace H (s)H of T (s)H spanned by X (s) = <(Z (s)) and Y (s) = =(Z (s)). For
such  (s) = ( 1(s),  2(s),  3(s)) we have that
 ˙(s) =  ˙1(s)X (s) +  ˙2(s)Y (s).
In the definition of radial curves, we use the notation u = k · kH . Here and in the following, we
denote by r0h the horizontal gradient (Xh)X + (Y h)Y of a function h : H ! R. We write h·, ·i0
for the inner product that makes {X,Y } orthonormal, and | · |0 for the corresponding norm.
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For p 2 H \ (t-axis), we consider the Cauchy problem(
@
@s (s, p) =
u( (s,p))
s
r0u( (s,p))
|r0u( (s,p))|20
 (1, p) = p.
The solutions for fixed p are horizontal curves with tangent parallel to r0u.
Definition 2.1 (Radial curve). A horizontal curve   is called radial curve if it can be continuously
and monotonically reparametrized as
s 7!  (s, p), for p 2 H \ (t-axis).
Radial curves can be explicitly computed,
 (s, z, t) = (sze
  it|z|2 log s, s2t), for z 2 C \ {0}, t 2 R,
see [6, Example 4.3].
If (z, t) 2 @B(0, 1) \ {z = 0}, we have further
(2.1)  (⇣) =  (s(⇣), (z, t)) ,  I(⇣)k (⇣)kH e
i
 3(⇣)
| I (⇣)|2
log k (⇣)kH
= z,
 3(⇣)
k (⇣)k2H
= t.
Remark 2.2. The subfamily of radial curves for which t/|z|2 = c coincides with the Legendrian
foliation of the Heisenberg cone Cc = {(z, t) : t = c|z|2}. The terminology, which has been used
before for instance in [9, 4.3.2], is motivated by the fact that Heisenberg cones are invariant under
the intrinsic dilations  r(z, t) = (rz, r2t), r > 0.
It is known that there exists a positive Radon measure   on the Kora´nyi unit sphere @B(0, 1)
such that
(2.2)
Z
H
h(p) dL3 =
Z
@B(0,1)
Z 1
0
h( (s, q))s3 dsd (q), for all h 2 L1(H).
This formula shows that for A ✓ H, we have
(2.3) L3(A) = 0 if and only if L1({s 2 R :  (s, q) 2 A}) = 0, for   a.e. q 2 @B(0, 1).
Radial curves were first studied by Kora´nyi and Reimann [14], and then by Balogh and Tyson
[6]. See for instance [9, 5.4] for a discussion and proofs of the mentioned properties.
The 4-modulus of the family of all radial curves that connect the boundary spheres of a Ko´ranyi
annulus in H was first computed in [14]. In Proposition 2.3, we state a generalisation of this result
that allows to compute the modulus also for subfamilies of radial curves. The modulus on the
Heisenberg group is defined in the standard way, and it is a special instance of Fuglede’s modulus,
which is given on an arbitrary metric measure space. The additional structure of H can be used to
derive the formula Z
 
⇢ ds =
Z b
a
⇢( (s))| ˙I(s)| ds
for the line integral of a Borel function along a horizontal curve   = ( 1+i 2,  3) = ( I ,  3) : [a, b]! H.
Proposition 2.3. Let 0 < a < b and let A0 be a subset of @B(0, 1) \ {z = 0}. Denoting
A = { (s, q) : s 2 (a, b), q 2 A0},
we have
Mod({ (·, q)|(a,b) : q 2 A0}) =
Z
A
⇢40 dL3 =
 
log ba
  3 Z
A0
|z|4d (z, t),
GRO¨TZSCH-BELINSKI˘I TYPE INEQUALITY IN THE HEISENBERG GROUP 6
for
⇢0 =
1
log( ba)
|r0 log u|0 A,
provided that A and A0 are measurable. Then we have in particular
(2.4) Mod({ (·, q)|(a,b) : q 2 A0}) = 0 ,  (A0) = 0 , L3(A) = 0.
In particular, if  0 is the full family of all radial curves in Sa,b that connect the two boundary
components, we have
Mod( 0) =
Z
Sa,b
⇢40 dL3 = ⇡2
 
log( ba)
  3
.
Remark 2.4. For the expression of ⇢0 in logarithmic coordinates, see (1.2).
The proof of Proposition 2.3 is left as an exercise to the interested reader with the following
hint. The modulus can be computed analogously as in [14] or [4], where the special case of the full
family of all radial curves was considered. The other identities are consequences of the integration
formula (2.2). The last statement follows by considering A0 = @B(0, 1) \ {z = 0}.
Let now   be the family of all curves in Sa,b that connect the boundary components. The density
(2.5) ⇢0 =
1
log( ba)
|r0 log u|0 Sa,b ,
which is extremal for the subfamily  0 of radial curves, is admissible and extremal also for this
larger family, that is,
Mod( ) =
Z
Sa,b
⇢40 dL3.
For a curve   2  , we have in general R  ⇢0 ds   1. The next lemma shows that equality in this
estimate characterizes the radial curve.
Lemma 2.5. Let   2   be a horizontal curve inside Sa,b joining the two boundary components.
Then   is a radial curve if and only if
R
  ⇢0 ds = 1.
Proof. Let   : [a, b] ! Sa,b be a horizontal curve with k (a)kH = a, k (b)kH = b, and  (s) 2 Sa,b
for all s 2 (a, b). We denote by  I the projection of   to C⇥ {0}. Then we findZ
 
⇢0 ds =
1
log( ba)
Z b
a
|(r0 log u)( (s))|0| ˙I(s)| ds
=
1
log( ba)
Z b
a
1
u( (s))
|(r0u)( (s))|0| ˙(s)|0 ds
  1
log( ba)
Z b
a
    (u    )0(s)u    (s)
     ds
  1
log( ba)
| log(u( (b)))  log(u( (a)))| = 1.
Note that the horizontality of   = ( 1,  2,  3) implies
(u    )0(s) = Xu( (s)) ˙1(s) + Y u( (s)) ˙2(s) = hr0u( (s)),  ˙(s)i0,
at points of di↵erentiability, thus equality holds in the above inequality if and only if
(2.6) |r0u( (s))|0| ˙(s)|0 = hr0u( (s)),  ˙(s)i0
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for almost all s 2 [a, b] and (u    )0(s) > 0 for almost all s 2 [a, b]. Condition (2.6) is equivalent
to  ˙(s) being parallel to r0u( (s)) and reparametrization (for instance according to arc length)
shows that curves with this property are exactly the radials. ⇤
The upper and lower vertical axis can be interpreted as a degenerate radial curve (corresponding
to the north pole q = (0, 0, 1) and south pole q = (0, 0, 1) in the Kora´nyi sphere, respectively).
Even though it is not a horizontal curve, it is convenient to include it in the following discussion.
Definition 2.6. We denote by
 ⇤0 =  0 [ {s 7!  (s, (0, 0, 1)) := (0, 0, s2)} [ {s 7!  (s, (0, 0, 1)) = (0, 0, s2)}
the family of generalized radials.
As we consider maps f : Sa,b ! Sak,bk in Theorem 1.5, we study not only the curve families
 0, , ⇤0 in the source space, but also the corresponding families  00, 0, ⇤
0
0 in the target domain.
It turns out that the considered minimisers push the extremal density ⇢0 forward to an extremal
density in the target, as discussed in the next section.
2.1.2. Minimisers preserve the family of generalised radials. Modulus inequalities for quasiconfor-
mal maps on the Heisenberg group can be proved using the analytic properties of such maps. A
quasiconformal map f : ⌦ ! ⌦0 between domains in H is almost everywhere di↵erentiable in the
sense of Pansu [16]. Pansu calls a map f di↵erentiable at p if
  1
h
  Lf(p) 1   f    h
converges uniformly on B(0, 1) to grading preserving group homomorphism as h ! 0 (here Lq
denotes left translation with respect to the group law ⇤). We call the limit map the Pansu derivative
of f at p; it can also be understood via the exponential map as a homomorphism of the underlying
Lie algebra h. The Pansu derivative of a quasiconformal map is almost everywhere given by
Df =
✓
DHf 0
0 detDHf
◆
, where DHf =
✓
Xf1 Y f1
Xf2 Y f2
◆
with respect to the basis {X,Y, T = @t}, see for instance [10]. Following the standard notation in
Euclidean spaces [18], we write
kDHf(p)k = sup
v2HpH:|v|0=1
|DHf(p)v|0 and `[DHf(p)] = inf
v2HpH:|v|0=1
|DHf(p)v|0
In complex notation, we obtain
kDHfk = |ZfI |+ |Z¯fI | and `[DHf ] =
  |ZfI |  |Z¯fI |   .
Here we restrict our discussion to maps that are orientation preserving in the sense that
(2.7) detDHf = |ZfI |  |Z¯fI | > 0, almost everywhere.
Note that the orientation of a map can be changed by composing with a conformal reflection.
Definition 2.7. Consider an orientation preserving quasiconformal map f : ⌦ ! ⌦0 between
domains in H and a Borel function ⇢ : ⌦! [0,+1]. Let B be a Borel set with L3(B) = 0 and such
that f is Pansu di↵erentiable in ⌦ \ B, the horizontal derivatives ZfI and ZfI exist and satisfy
|ZfI |  |Z¯fI | > 0 everywhere in ⌦ \B. We define the push-forward of ⇢ : ⌦! [0,+1] under f as
(2.8) ⇢0 : ⌦0 ! [0,+1], ⇢0(⇣) :=
8<:
⇢
|ZfI | |Z¯fI |   f
 1(⇣), if ⇣ 2 ⌦0 \ f(B),
1, if ⇣ 2 f(B),
0, if ⇣ 2 H \ ⌦0.
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Note that the definition of ⇢0 depends on the choice of B, but all the choices lead to densities
that agree almost everywhere and have the correct admissibility properties.
The push-forward density is tailored so that if ⇢ is admissible for a curve family   in ⌦, the
density ⇢0 will be admissible for f( ) since
R
f   ⇢
0 ds   R  ⇢ ds for all locally rectifiable curves
in  . This idea goes back to Gro¨tzsch and Ahlfors. The notion of push-forward density provides
information on the image of radial curves under a minimiser of the distortion functional in Theorem
1.5.
Proposition 2.8. Let f 2 F be a map that satisfies
Mod( 00) =
Z
Sa,b
K2f⇢
4
0 dL3.
Then f( ⇤0) =  0⇤0 .
Proof. The integral in the statement can be rewritten asZ
Sa,b
K2f⇢
4
0 dL3 =
Z
Sak,bk
⇢040 dL3,
where ⇢00 denotes the push-forward density of ⇢0 under f . Since ⇢00 is admissible for  00, it fol-
lows that it is in fact extremal. Another extremal density for the same family is provided by
⇢˜0 = k 1(log ba)
 1|r0 log u|0 Sak,bk . We conclude by Proposition 3.4 in the Appendix that
⇢˜0 = ⇢
0
0, almost everywhere in Sak,bk .
By (2.3), it follows for   almost all q 2 @B(0, 1) that ⇢˜0( (s, q)) = ⇢00( (s, q)) for almost every
s. Moreover, since quasiconformal maps are absolutely continuous on 4-almost every curve [5], we
have that f 1( (·, q)) is horizontal for   almost all q. In particular,
1 =
Z
 (·,q)\Sak,bk
⇢˜0 ds =
Z
 (·,q)\Sak,bk
⇢00 ds  
Z
f 1( (·,q)\Sak,bk )
⇢0 ds   1, for   a.e. q.
We conclude by Lemma 2.5 that for   almost all q 2 @B(0, 1), the curve f 1( (·, q) \ Sak,bk) is a
radial curve. We reparametrise it by kf 1( (s, q))kH to bring it in standard form. In conclusion,
there exists a   full measure set A ✓ @B(0, 1) such that for all q 2 A, we have
f 1( (s, q)) =  
 
s(s, q), q(s, q)
 
, for all s 2 [ak, bk],
with
s(s, q) = kf 1( (s, q))kH
and
q(s, q) =  
⇣
1
a , f
 1( (ak, q))
⌘
.
Here the function   is defined by
 (s, (z, t)) =
(
(sze
 i t|z|2 log s, s2t), z 6= 0,
(0, s2t) z = 0
,
as in the definition for the generalised radials. Note that   is continuous on (0,+1)⇥ (H \ {0}).
Now we wish to show for an arbitrary point q in @B(0, 1) \ A that f 1    (·, q) has to be a
generalised radial curve. Indeed, since A is a full measure set, there must exist a sequence (qn)n ✓ A
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with qn ! q as n ! 1. Yet then, continuity of the Kora´nyi norm, as well as of the functions  
and f 1, implies that
f 1( (s, q)) =  
 
s(s, q), q(s, q)
 
, for all s 2 [ak, bk],
In particular, we see that f 1    (·, q) is a curve in the family  ⇤0. Thus we have proved that
f 1( 0⇤0 ) ✓  ⇤0. Since f 1(Sak,bk) = Sa,b, and annuli are foliated by the generalised radial curves,
we conclude that f 1( 0⇤0 ) =  ⇤0. ⇤
Proposition 2.8 shows that the minimisers in Theorem 1.5 are of the form
(2.9)
f
✓
sze
  t|z|2 log s, s2t
◆
=
✓
⇣q(s)z
0e 
t0
|z0|2 log ⇣q(s), ⇣q(s)
2t0
◆
, for some q0 = q0(q) = (z0, t0) 2 @B(0, 1)
with ⇣q : [a, b]! [ak, bk] for   almost all q = (z, t) 2 @B(0, 1)
2.1.3. Equivalent reformulations of the problem. We are seeking for maps that realise equality in
(1.3) in Theorem 1.5. The goal of this section is to give an equivalent formulation of the problem,
which will be a key to its solution.
As before, let ⇢0 be as in (2.5),  0 and  00 the family of radial curves in Sa,b and Sak,bk , respectively,
and  ,  0 the larger families consisting of all curves that connect the boundary components of Sa,b
and Sak,bk , respectively.
Proposition 2.9. For a map f 2 F , the following are equivalent
(1) f satisfies
k 3 =M(fk, ⇢0) =M(f, ⇢0),
(2) f satisfies
Mod( 0) = Mod( 00) =
Z
Sa,b
K2f⇢
4
0dL3,
(3) f satisfies
Mod(f( 0)) =
Z
Sa,b
K2f⇢
4
0dL3.
Proof. (1) is equivalent to (2) since the radial stretch map fk has the property thatZ
Sa,b
K2fk⇢
4
0 dL3 = Mod( 00)
and the radial curves satisfy
Mod( 00) = Mod( 
0).
The implication from (2) to (3) is based on the fact that a map f that satisfies (2) maps the
family of generalised radials  ⇤0 onto the generalised radials  ⇤
0
0 by Proposition 2.8. The t-axis and
its possible images and preimages under f form a family of vanishing modulus, so that they can be
safely ignored.
Finally assume that (3) holds. For all maps f in the class F , we always have by the considerations
in [4] that
Mod(f( 0))  Mod( 0) and Mod( 0) = Mod(f( )) 
Z
Sa,b
K2f⇢
4
0 dL3,
so the validity of (3) implies that the above inequalities must in fact be equalities and hence
Mod( 0) =
R
⌦K
2
f⇢
4
0 dL3 and (2) holds. ⇤
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2.1.4. Horizontal derivatives. As mentioned in the introduction, the components of a quasiconfor-
mal map on the Heisenberg group belong to a horizontal Sobolev space. This means that they
have distributional derivatives in direction of all horizontal left-invariant vector fields (in particular
X,Y, Z, Z¯). Moreover, the usual Lie derivatives and partial derivatives in these directions exist
almost everywhere and agree with the distributional derivatives [13, 3.1].
Definition 2.10. Let V be a smooth vector field on a domain ⌦ ✓ H and consider its flow, which
exists in a neighborhood of every point in ⌦ with unique integral curves s 7!  q(s), satisfying⇢
 ˙q(s) = V q(s)
 q(0) = q.
The Lie derivative of a function h : ⌦! R along V in a point p 2 ⌦ is defined as
(V h)(p) = lim
s!0
h( p(s))  h(p)
s
provided that this limit exists.
In connection with the minimisation problem, we deal with radial curves. They are the flow of a
horizontal, but not left invariant vector field. The radial curves  p(s) =  (s, p), p 2 @B(0, 1)\{z = 0},
are integral curves of the vector field
(2.10) U =
r0u
|r0u|2 =
u2
|z|2r0u,
where
r0u = u 3
 
(|z|2   it)zZ + (|z|2 + it)z¯Z¯  , u = k · kH ,
see [14, (3.11), (4.3)].
Assume now that h : ⌦ ! R is defined on an open set ⌦ in H and p =  (s0, q) 2 ⌦. It follows
directly from the definitions that the Lie derivative Uh with U as in (2.10) exists at p if and only
if s 7! h    (s0 + s, q) is di↵erentiable at s = 0, and in this case
(Uh)(p) = (Uh)( (s0, q)) = (h    (·, q))0(s0).
The components of quasiconformal maps are examples of functions that admit a Lie derivative
along U almost everywhere.
Lemma 2.11. Let ⌦,⌦0 ✓ H be domains and f = (f1, f2, f3) : ⌦ ! ⌦0 a quasiconformal map.
Then for L3 almost all p 2 ⌦, the Lie derivatives Ufi, i 2 {1, 2, 3}, exist at p.
Proof. The property is local, so we may assume that our domain is of the form
⌦ = { (s, q) : s 2 (a, b), q 2 A0}
for an open set A0 2 @B(0, 1)\{0} and numbers 0 < a < b. Since f is quasiconformal, it is absolutely
continuous with respect to dH on 4-almost every curve in the family { (·, q)|(a,b) : q 2 A0}. It follows
from Proposition 2.3 that the set E inside ⌦ which is foliated by the exceptional curves (along which
f is not absolutely continuous) is of vanishing L3 measure. Since absolutely continuous curves are
horizontal and in particular di↵erentiable almost everywhere, we find by another application of the
integral formula (2.2) that
L3({ (s0, q) : (f    (·, q))0(s0) does not exist }) = 0.
For points p (and corresponding q, s0) outside this exceptional set, the tangent vector (f  (·, q))0(s0)
exists and hence also the Lie derivatives of all components of f . ⇤
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2.1.5. The Minimal Stretching Property. In this section, we adopt a broader viewpoint and derive
a necessary condition for a rather general class of distortion minimisers. In this sense we state a
converse of [4, Proposition 5].
Proposition 2.12. Assume that f : ⌦ ! ⌦0 is an orientation preserving quasiconformal map
between domains in H and  0 a family of locally rectifiable curves in ⌦. Suppose that there exists
⇢0 2 adm( 0) such that
Mod(f( 0)) =
Z
⌦
K2f (p)⇢
4
0(p)dL3(p).
Assume further that
(a)
R
f   ⇢
0
0 ds = 1 for 4-almost all   2  0,
(b) ⇢0(p) 6= 0 for all p 2 ⌦,
(c) For all sets A ✓ ⌦ with L3(A) = 0, we have
Mod({  2  0 : L1({s :  (s) 2 A}) > 0}) = 0
(Fubini-type property).
Then we have for 4-almost all   2  0:
(2.11) (|ZfI( (s))|  |Z¯fI( (s))|)| ˙I(s)| = |(f    )0I(s)| for almost all s in the domain of  .
We say that a curve family  0 with the property (2.11) satisfies the minimal stretching property
(MSP) for the map f . The terminology is motivated by the observation that the inequality
`[DHf( (s))]| ˙(s)|0 = (|ZfI( (s))|  |Z¯fI( (s))|)| ˙I(s)|  |(f    )0I(s)|,
for almost all s in the domain of  , holds for arbitrary horizontal curves along which f is almost
everywhere di↵erentiable. The curves with the MSP are precisely those that point in the direction
along which f stretches the least possible amount. We emphasize that the MSP is invariant under
regular re-parametrisations of the curve  .
Proof of Proposition 2.12. Let E be the exceptional set in ⌦ where f is not di↵erentiable in the
sense of Pansu or has a singular derivative. This is a set of zero measure and by condition (c), we
may assume that all curves   in  0 satisfy  (s) 2 ⌦\E for almost every s in their domain. Since f is
quasiconformal, it is absolutely continuous on 4-almost all curves in  0 and we have
R
f   ⇢
0
0 ds = 1
by assumption (a). Let   be an arbitrary curve of this type. It is di↵erentiable almost everywhere
both in the usual sense and in the sense of Pansu with derivative
 ˙(s) =  ˙1(s)X (s) +  ˙2(s)Y (s).
see [16, Proposition 4.1]. We may assume, without loss of generality, that   is parameterised
according to arc length and that f     is absolutely continuous. By the chain rule for Pansu
derivatives, in almost every point s, we find
(2.12) (f    )0(s) = DHf( (s)) ˙(s).
Here the horizontal structure is reflected both in the fact that   and f     are tangential to the
horizontal distribution, as well as in the fact that the Pansu derivative of f preserves the grading.
The identity (2.12) yields
|(f    )0(s)|0   `[DHf( (s))] · | ˙(s)|0,
or, equivalently in complex notation,
(2.13) |(f    )0I(s)|   (|ZfI( (s))|  |Z¯fI( (s))|) · | ˙I(s)|
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for almost all s 2 I = [0, length( )]. To prove the claim, we consider the push-forward density
⇢00 2 adm(f( 0)) as in (2.8). Now, by (2.13),
1 =
Z
f  
⇢00 ds =
Z
I
✓
⇢0
|ZfI |  |ZfI |
  f 1
◆
(f( (s))) · |(f    )0I(s)|ds
=
Z
I
⇢0( (s))
|ZfI( (s))|  |ZfI( (s))|
· |(f    )0I(s)|ds
 
Z
I
⇢0( (s))| ˙I(s)|ds
=
Z
 
⇢0 ds   1.
This gives
|(f    )0(s)| =  |ZfI( (s))|  |ZfI( (s))|  · | ˙I(s)| for almost all s.
⇤
2.2. Conservation of spheres. Proposition 2.12 applies to the minimisers in Theorem 1.5 and
shows that the radial curves have the minimal stretching property for such maps. We know further
that the family of generalised radials in Sa,b is mapped to the corresponding family in Sak,bk under
a minimiser f . In this section, we combine these facts with the contact property in order to deduce
that minimisers are sphere-preserving.
2.2.1. The contact property. Quasiconformal maps on H are weakly contact. That is, their distri-
butional or usual derivatives satisfy the contact equations
(2.14)
⇢
f¯IZfI   fIZf¯I =  iZf3
fI Z¯f¯I   f¯I Z¯fI = iZ¯f3
from [12, p.335] almost everywhere in the domain. As in [12], it follows that
(2.15) Z(f3 + i|fI |2) = 2if¯IZfI and Z¯(f3 + i|fI |2) = 2if¯I Z¯fI , almost everywhere.
We denote
fII := f3 + i|fI |2.
This expression will play a particular role in the following. For the moment, simply note that
|fII | = kfk2H .
Equations (2.14) and (2.15) remain true if both sides are multiplied by some constant. Thus,
they continue to hold, if Z, Z¯ are replaced by W,W , where
W :=
(|z|2   it)z
u(z, t)|z|2 Z and W :=
(|z|2 + it)z¯
u(z, t)|z|2 Z¯
for z 6= 0. As before, u(z, t) = 4p|z|4 + t2. The operatorsW and W¯ are chosen so that U =W+W¯ ,
see (2.10). A remark concerning the notation is in order here.
Remark 2.13. For the functions h that we consider in the following, the horizontal deriva-
tives Z and Z¯ in the distributional, Lie and directional sense exist and agree almost every-
where. Given complex-valued functions a and b, we then write (aZ + bZ¯)h to mean the function
a(p)(Zh)(p) + b(p)(Z¯h)(p), which is defined up to a null set. Furthermore, for the considered func-
tions h, also the Lie derivative of h along the horizontal vector field V := aZ + bZ¯ exists almost
everywhere. If, specifically, the function h is defined through the components of a quasiconformal
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ma f , then the fact that f is Pansu-di↵erentiable almost everywhere, yields that the Lie derivative
of h at p in direction V agrees with the usual directional derivative in direction Vp and
(V h)(p) = a(p)(Zh)(p) + b(p)(Z¯h)(p).
See [13, 2.2] for a related discussion. This observation is a counterpart for the well known fact that
the directional derivative at p in direction v of a map h : Rn ! R which is totally di↵erentiable at
p can be computed as (h  )0(0) for an arbitrary di↵erentiable curve   with  (0) = p and  ˙(0) = v.
2.2.2. Stretching in radial directions preserves spheres. The identity U = W + W relates W,W
to the radial curves. If we consider a domain ⌦ foliated by radials and a map f which has the
minimal stretching property for the radials (as it is the case in our minimisation problem), then
this relationship yields information on the W and W derivatives of the components of f .
Proposition 2.14. Let f : ⌦! ⌦0 be a quasiconformal map on a domain
⌦ = { (s, q) : s 2 (a, b), q 2 A0}
that is foliated by radial curves and assume that the map has the MSP for the radials inside the
domain. Then
|WfI +WfI | = |WfI |  |WfI | and |WfII +WfII | = |WfII |  |WfII |, almost everywhere.
Proof. The crucial observation is that
W (s,q) =  ˙I(s, q)Z (s,q) and W :=
˙¯ I(s, q)Z (s,q).
The MSP then yields the first claim. The second one follows from (2.15). ⇤
If f is a minimiser for the extremal problem in Theorem 1.5, one can derive quantitative infor-
mation on the term that appears in Proposition 2.14 (depending on the amount of stretching).
Proposition 2.15. Let f : Sa,b ! Sak,bk be a quasiconformal map with the property that its
push-forward density ⇢00 coincides almost everywhere with the extremal density for  00 in the target.
Then
|WfII(p)|  |WfII(p)| = 2ku(f(p))
2
u(p)
, for almost every p 2 Sa,b.
Proof. The equality ⇢00 = e⇢0 of the densities (as in Proposition 2.8) yields
2|fI(p)|(|ZfI(p)|  |Z¯fI(p)|) = 2k |z|u(f(p))
2
u(p)2
, almost everywhere,
from where the claim follows. ⇤
Corollary 2.16. Let f be a minimiser satisfying the assumptions of Theorem 1.5. Then, for  
almost all q = (z, t) 2 @B(0, 1), we have
f(sze
  t|z|2 log s, s2t) = (skz0e 
t0
|z0|2 log s
k
, (sk)2t0)
for some q0 = q0(q) = (z0, t0) 2 @B(0, 1).
Proof. By quasiconformality of f and the characterization of vanishing modulus for radial curves
(Proposition 2.3), we know that f    (·, q) is absolutely continuous for   almost all q 2 @B(0, 1).
Let us consider such q. As f maps the family of generalized radials to generalized radials, we can
further assume that f( (s, q)) =  (⇣q(s), q0(q)) for all s 2 [a, b] with a monotone function
⇣q : [a, b]! [ak, bk], ⇣q(a) = ak, ⇣q(b) = bk.
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Since ⇣q(s) = kf    (s, q)kH , the function ⇣q is absolutely continuous. It has to satisfy a certain
di↵erential equation, which can be derived from Proposition 2.14 and Proposition 2.15. Indeed, a
combination of these two propositions yields that for   almost all q 2 @B(0, 1), we have
|(fII    (·, q))0(s)| = |(UfII)( (s, q))| = 2ku(f(p))
2
u(p)
, for a.e. s 2 [a, b].
Inserting the formula for fII    (·, q), this reads
2⇣q(s)⇣˙q(s) = 2k
⇣q(s)2
s
, for a.e. s 2 (a, b).
By the absolute continuity and the boundary conditions of ⇣q, we find by integration ⇣q(s) = sk,
s 2 (a, b). ⇤
By continuity of (s, q) 7! kf    (s, q)kH , it follows that
(2.16) kf    (s, q)kH = ⇣q(s) = sk for all q 2 @B(0, 1).
Corollary 2.17. Minimisers that satisfy the assumptions of Theorem 1.5 map spheres of radius
r 2 [a, b] to spheres of radius rk.
2.3. Spherical arcs are sent to spherical arcs. Radial curves have been introduced as flow
curves of the vector fields U = u
2
|z|2r0u, see (2.10). In this section, we consider the “orthogonal”
vector field to U . By this we mean a horizontal vector field with the property that at each point p,
the two tangent vectors Up and Vp are orthogonal with respect to the scalar product h·, ·i0 on HpH
that makes {Xp, Yp} orthonormal. According to (2.10), the vector field U is of the form
aZ + a¯Z = <(a)X + =(a)Y,
for some a 2 C, hence an orthogonal vector is given by
i
 
aZ   a¯Z  =  =(a)X + <(a)Y.
More explicitly, we find
(2.17) V =
r0u?
|(r0u)?|2 =
u2
|z|2 (r0u)
?,
where
(r0u)? := iu 3
 
(|z|2   it)zZ   (|z|2 + it)z¯Z¯ 
Recall that U is parallel to the horizontal normal on Kora´nyi spheres u ⌘ r. The tangents to
the flow curves of V are orthogonal to these normals with respect to h·, ·i0, and, in fact, they form
the Legendrian foliation of Ko´ranyi spheres. At each point p, the two vectors Up and Vp form an
orthonormal basis of HpH, which is better adapted to the geometry of our minimisation problem
than the standard basis {Xp, Yp}.
Definition 2.18. We call curves that are obtained by a reparametrisation of integral curves of V
spherical arcs.
We start by computing the 4-modulus of a family of spherical arcs and then continue with a
discussion of how the minimisers behave along spherical arcs.
Proposition 2.19. Let  (s) = (
p
cos seis/2,  sin(s)) be an arc on the Kora´nyi unit sphere. Let
further be 0 < a < b, and for each r 2 (a, b) let Ar be a subset of [0, 2⇡]. Then the curve family
 A,a,b = { r  m↵     : r 2 (a, b),↵ 2 Ar}, where  r(z, t) = (rz, r2t), m↵(z, t) = (ei↵z, t),
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has modulus
Mod( A,a,b) =
16
R b
a
1
rL1(Ar) dr⇣R ⇡
2
 ⇡2 cos
 2/3(s) ds
⌘3 .
Proof. The inequality   follows by Ho¨lder’s inequality along standard lines. For the reverse in-
equality , we use the density
⇢0( r(m↵( (s))) =
| ˙I(s)|1/3
r
R ⇡
2
 ⇡2 | ˙I(s)|
4/3 ds
.
⇤
Spherical arcs have a maximal stretching property for the minimisers of Theorem 1.5, in the sense
that they are tangent to the directions of largest stretching of such maps.
Proposition 2.20. Let f be a minimiser satisfying the assumptions of Theorem 1.5. Then f has
the maximal stretching property for the family of spherical arcs that belong to a Legendrian foliation
of @B(0, r), a < r < b. Moreover, f maps this family to the corresponding family in the target,
apart from a possible exceptional family of modulus zero.
The maximal stretching property of spherical arcs will not be used for the proof of Theorem
1.5, but we decided to include it here for completeness and since it highlights the analogy between
radials and arcs in the Heisenberg group on the one hand, and horizontal and vertical trajectories
of quadratic di↵erentials in Teichmu¨ller theory on the other hand.
Proof of Proposition 2.20. Since f is quasiconformal, it maps 4-almost every spherical arc in Sa,b
onto a horizontal curve. By the sphere-preserving property of f , the image curves have to be con-
tained in spheres. Yet the only horizontal curves contained in a Kora´nyi sphere are (concatenations
and subcurves of) spherical arcs in its Legendrian foliation. Since two distinct arcs on a sphere
intersect precisely in the north and south pole of the sphere, also the image curves have to intersect
precisely in their start and end point. It remains to establish the maximal stretching property. At
the same time, we will give an analytic proof for the fact that almost every spherical arc is mapped
into a spherical arc. Recall that f has the minimal stretching property for the family of radials.
The radials are integral curves of the vector field U and we have
|DHf(p)Up|0 = `[DHf(p)] · |Up|0, for almost every p.
Here and in the following, we identify the various horizontal spaces HpH with R2 or with C, using
the left invariant frame. It is an exercise in linear algebra to verify for a linear map A : R2 ! R2
that the unit vectors v1 and v2 (singular vectors) which realize the largest stretch kAk and the
smallest stretch `[A], are orthogonal to each other, see for instance [18, 14]. Since Up and Vp are
orthogonal with respect to h·, ·i0 in the horizontal plane, we conclude that the largest stretching
happens in direction Vp. In almost every point p, the vector Up is not only a singular vector of
DHf(p) (that is, an eigenvector of DHf(p)tDHf(p)), but it is also an “eigenvector” of DHf(p) in
the sense that DHf(p)Up (as an element in Hf(p)H) is parallel to Uf(p). This is a special property
of the minimisers for our problem, which have to preserve the family of generalized radials. We
conclude that almost everywhere,
h(`[DHf(p)])2Up, Vpi0 = hDHf(p)tDHf(p)Up, Vpi0
= hDHf(p)Up, DHf(p)Vpi0
= hc(f, p)Uf(p), DHf(p)Vpi
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for a non-vanishing scalar c(f, p). We can assume that DHf(p) is non-singular and thus we find
that Dhf(p)Vp is orthogonal to Uf(p) and parallel to Vf(p) with respect to h·, ·i0.
The curves belonging to the Legendrian foliations of spheres with radii a < r < b foliate Sa,b,
where the curves on one sphere intersect in their endpoints on the vertical axis. For 4-almost every
curve   in this family, the image curve f    is absolutely continuous with tangent parallel to Vf( (·))
almost everywhere. Since f     is absolutely continuous, it can be obtained by integration and we
see that it agrees with an integral curve of V , that is, with a curve in a Legendrian foliation of a
Kora´nyi sphere. Here we use a similar Fubini type argument as for the radial curves, cf. Proposition
2.19. ⇤
Corollary 2.21. A minimiser f has to preserve the vertical axis and send spherical arcs to spherical
arcs. In particular, it cannot send a proper radial curve to the t-axis.
Proof. By the formula for the modulus in Proposition 2.19, we see that for almost every r 2 (a, b),
arcs on @B(0, r) corresponding to a full measure set of angles ↵ 2 (0, 2⇡) are sent to arcs. Similarly
as for the radial curves, we conclude by continuity of f and the foliation given by spherical arcs,
that in fact, all spherical arcs are sent to spherical arcs (to be precise, we use Lemma 3.5). Since all
arcs on a given sphere meet the vertical axis, but a horizontal radial curve intersects only one arc
on the sphere, it follows by the homeomorphism property of f that the t-axis cannot be mapped
to a horizontal radial curve, and instead, must be sent to the t-axis. ⇤
2.4. Rotation around the vertical axis. Curves in the Legendrian foliation of spheres have a
slightly complicated expression in cartesian coordinates or in Heisenberg polar coordinates. They
take, however, a particularly simple form when expressed in logarithmic coordinates. In fact, this is
a primary motivation to define coordinates this way. Recall that logarithmic coordinates are given
by
 (⇠, , ⌘) =
⇣
i cos1/2  e
⇠+i(  3⌘)
2 ,  sin e⇠
⌘
.
Spherical arcs can then be parameterised simply as
s 7! (⇠(s), (s), ⌘(s)) = (⇠0, s, ⌘0), s 2 [ ⇡2 , ⇡2 ],
From the definition of the logarithmic coordinates, it is evident that the arcs corresponding to a
fixed ⇠0 foliate the Kora´nyi sphere of radius e⇠0/2 with intersection points at the north and south
pole. To prove that the so defined curves are horizontal, it is su cient to observe that the contact
form in logarithmic coordinates can be expressed as
⌧ =  e⇠(sin d⇠ + 3 cos d⌘),
see [17]. Up to a reparametrisation, spherical arcs agree with the flow curves of V . As the parametri-
sation shows, they can be characterized in logarithmic coordinates by the conditions ⇠ = const.
and ⌘ = const., which reminds of the description of a planar circle in logarithmic coordinates.
Radial curves, on the other hand, can be parameterised as
s 7! (⇠(s), (s), ⌘(s)) = (s, 0, ⌘0   tan 03 s).
Their trace is of the form {(⇠, , ⌘) :  =  0, ⌘ + tan 3 ⇠ = ⌘0}.
Remark 2.22. Since the minimisers f from Theorem 1.5 have to preserve the vertical axis, such a
map can be expressed in coordinates as (⇠, , ⌘) 7! (⌅, , H). A priori, the ⌘-variable ranges only
in an interval depending on  of length 4⇡3 , but we will henceforward consider the covering space
and allow the third variable to live in the entire R. Such an extension is possible by 4⇡3 -periodicity
of ⌅, and H in the ⌘-variable, where in the case of H the periodicity is to be understood in a
generalised sense (modulo 4⇡3 ).
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Having established the behavior of minimisers in ⇠- and  -direction, we study in this section the
behavior in the missing ⌘-direction. The e↵ect of f on radial curves and spherical arcs leaves us
with a functional equation for the H-component of f , which eventually provides the claimed form
for f .
By (2.16), we already know for minimisers f that ⌅ depends only on ⇠ with
⌅(⇠, , ⌘) = k⇠.
The fact that spherical arcs are sent to spherical arcs amounts to
H(⇠, , ⌘) = H(⇠, ⌘).
Indeed, since arcs can be parametrised as
s 7! (⇠(s), (s), ⌘(s)) = (⇠, s, ⌘),
we find that for fixed (⇠, ⌘) the function H should not depend on  . Finally, since radials are sent
to radials, for arbitrary fixed ( , ⌘), the function
⇠ 7!  
⇣
⇠, , ⌘   tan 3 ⇠
⌘
is constant (as a function of ⇠).
Proposition 2.23. Let f : (⇠, , ⌘) 7! (⌅, , H) be a minimiser satisfying the assumptions of
Theorem 1.5. Then there exist continuous functions G and H0 such that
(2.18) H(⇠, , ⌘) = H0(0, ⌘) G(0, ⌘)⇠ = H0
⇣
tan 
3 , ⌘ +
tan 
3 ⇠
⌘
 G
⇣
tan 
3 , ⌘ +
tan 
3 ⇠
⌘
⇠
for all ⇠ 2 (2 log a, 2 log b),  2 ( ⇡/2,⇡/2) and ⌘ 2 R.
Proof. The proposition is a consequence of the fact that f sends radials to radials, and spherical
arcs to spherical arcs. Radials in logarithmic coordinates are of the form
s 7! (⇠(s), (s), ⌘(s)) = (s, , ⌘   tan 3 s).
Since f maps radials to radials by scaling the Kora´nyi gauge with power k, we must have for all
(⇠, , ⌘) that
(2.19)
(
H(s, , ⌘   tan 3 s) = H0( tan 3 , ⌘) 
tan (s, ,⌘  tan 3 s)
3 ks
= H0(
tan 
3 , ⌘) G( tan 3 , ⌘)s
for continuous functions H0 and G. Inserting  = 0, we find
H(⇠, 0, ⌘) = H0(0, ⌘) G(0, ⌘)⇠.
Since H is independent of  , we obtain that
H(⇠, , ⌘) = H0(0, ⌘) G(0, ⌘)⇠
for arbitrary  . At the same time, we find from the above formula for H(s, , ⌘   tan 3 s) that
H(⇠, , ⌘) = H0(
tan 
3 , ⌘ +
tan 
3 ⇠) G( tan 3 , ⌘ + tan 3 ⇠)⇠,
as claimed.
⇤
We use the functional equation (2.18) to derive more information on H. It is convenient to
rewrite it by setting u = tan 3 and replacing ⌘ in (2.18) with ⌘   u⇠. We start with an abstract
result.
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Proposition 2.24. Let G and H0 be continuous functions on R ⇥ R that satisfy the following
functional equation
(2.20) H0(0, ⌘   u⇠) G(0, ⌘   u⇠)⇠ = H0(u, ⌘) G(u, ⌘)⇠
for all ⇠ 2 (↵, ), u, ⌘ 2 R. Then there exist constants c and d such that
G(u, ⌘) = cu and H0(u, ⌘) = c⌘ + d.
Proof. Fix u 6= 0. By replacing in (2.20) the variable ⇠ by ⇠ + tu , and ⌘ by ⌘ + t for small t, and
subtracting the resulting equation from (2.20), we find
(2.21) G(0, ⌘   u⇠) G(u, ⌘ + t) = u
✓
⇠
G(u, ⌘ + t) G(u, ⌘)
t
  H0(u, ⌘ + t) H0(u, ⌘)
t
◆
.
Here we have to make sure that t is small enough so that ⇠+ tu 2 (↵, ). For any choice of ⇠ 2 (↵, )
there exists such an interval of admissible t’s around 0, but its length depends on u and ⇠. This
does not cause problems as we will now anyway take the limit t ! 0 in (2.21). Since the limit on
the left hand side exists by continuity, also the limit on the right must exist. Moreover, the factor
⇠ ensures that the limit exists for both sums separately. Letting t! 0 in (2.21), we conclude that
the partial derivatives G⌘(u, ⌘) and H0⌘(u, ⌘) exist for all u 2 R \ {0} and all ⌘ 2 R with
G(0, ⌘   u⇠) = uG⌘(u, ⌘)⇠   uH0⌘(u, ⌘) +G(u, ⌘)
for all ⇠ 2 (↵, ), u 2 R \ {0} and ⌘ 2 R. Substituting the formula for G(0, ⌘   u⇠) in (2.20), we
find in addition that
H0(0, ⌘   u⇠) = uG⌘(u, ⌘)⇠2   uH0⌘(u, ⌘)⇠ +H0(u, ⌘).
The idea is now to keep u and ⌘ fixed, and consider the above functions as functions of x = ⌘ u⇠.
It is easy to see that x 7! G(0, x) and x 7! H0(0, x) are polynomials of degree 1 and 2, respectively,
with coe cients that depend a priori on u and ⌘. The domain of G(0, x) and H0(0, x), which is the
interval Iu,⌘ = ⌘   u · (↵, ), depends on u and ⌘, but for (u, ⌘) in a small enough neighborhood of
a given (u0, ⌘0), the intersection \Iu,⌘ of the corresponding domains contains a non-empty interval
I. We consider the functions G(0, x) and H0(0, x) restricted to I and conclude that the coe cients
of the polynomials must be constant. Writing out the polynomials explicitly as
G(0, x) =  G⌘(u, ⌘)x+ (G⌘(u, ⌘)⌘   uH0⌘(u, ⌘) +G(u, ⌘))
and
H0(0, x) =
1
u
G⌘(u, ⌘)x
2 +
✓
 2⌘
u
G⌘(u, ⌘) +H0⌘(u, ⌘)
◆
x+
✓
⌘2
u
G⌘(u, ⌘) H0⌘(u, ⌘)⌘ +H0(u, ⌘)
◆
,
we find that the coe cients must be constant in a neighborhood of (u0, ⌘0). From this we deduce
that G⌘ = 0 and H0⌘ = const. So finally, it follows that G is a constant multiple of u plus
an additive constant, and H0 a constant multiple of ⌘ plus an additive constant. The constants
depend a priori on the point (u0, ⌘0) in the neighborhood of which we did the computations, but
a chaining argument then yields that they must be universal. Inserting G(u, ⌘) = c1u + d1 and
H0(u, ⌘) = c2⌘ + d2 in the functional equation (2.20), gives c1 = c2 and d1 = 0, as desired. ⇤
Corollary 2.25. Let f : (⇠, , ⌘) 7! (⌅, , H) be a minimiser satisfying the assumptions of Theorem
1.5. Then there exists a constant ⌘0 such that
H = ⌘ + ⌘0 and  = tan
 1
✓
tan 
k
◆
.
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Proof. By Proposition 2.23, minimisers satisfy the functional equation (2.18) for continuous func-
tions G andH0. Since f corresponds to a well-defined map on Sa,b, we have the periodicity condition
in ⌘, which forces us to take the constant c in Proposition 2.24 equal to ±1. The orientation preser-
vation of f excludes the possibility c =  1. This implies G(u, ⌘) = u. Finally, from the definition
of G in (2.19) and with the substitution u = tan 3 , we find
tan 
3
= G( tan 3 , ⌘ +
tan 
3 s) =
tan (s, , ⌘)
3
k,
which concludes the proof. ⇤
2.5. Conclusion. We now collect the previously established results to conclude the proof of Theorem
1.5.
Theorem 2.26. Let  0 be the family of radial curves in Sa,b and ⇢0 the associated extremal density.
A orientation preserving quasiconformal map f : Sa,b ! Sak,bk which extends homeomorphically to
the boundary and maps boundary components of Sa,b to respective boundary components of Sak,bk
satisfies
(2.22) k 3 =M(fk, ⇢0) =M(f, ⇢0)
if and only if
⌅(⇠, , ⌘) = k · ⇠,
 (⇠, , ⌘) = tan 1
✓
tan 
k
◆
,
H(⇠, , ⌘) = ⌘ + ⌘0.
Proof. The “if”-part was shown in [4]. The “only if” follows from the results in this paper. First,
Proposition 2.9 demonstrates that (2.22) is equivalent to
M(f( 0)) =
Z
Sa,b
K2f⇢
4
0 dL3,
which allows to apply Proposition 2.12 to deduce the minimal stretching property for the radials.
Corollary 2.17 and Corollary 2.21 show further that a map f that realises (2.22) has to preserve
spheres (with ⌅(⇠) = k⇠), the t-axis and spherical arcs. Corollary 2.25 then yields the claimed
formulae for  and H. ⇤
3. Final remarks and open questions
The Beltrami di↵erential µf =
Z¯fI
ZfI
of the stretch map fk is
µfk( (⇠, , ⌘)) =  e3i(  ⌘)
k2   1
k2 + 1 + tan2  
.
Its distortion function is
Kfk( (⇠, , ⌘)) = Kfk( ) =
1 + tan2  
k2 + tan2  
with maximal distortion Kfk = 1/k
2 if k 2 (0, 1), and
Kfk( (⇠, , ⌘)) = Kfk( ) =
k2 + tan2  
1 + tan2  
with maximal distortion Kfk = k
2 if k > 1.
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There is an interesting analogy to the maps that realise equality in Belinski˘ı’s inequality in the
plane. Namely, for 0 < k < 1, Belinski˘ı’s map f(z) = |z|kei (arg z) (with appropriate assumptions
on  ) has distortion
Kf (re
i') =
 0(')
k
.
Our Heisenberg stretch satisfies
Kfk( (⇠, , ⌘)) =
 0( )
k
.
The planar radial stretch map has a counterpart in Rn. Belinski˘ı-type inequalities in higher
dimensional Euclidean spaces have been established in [8, Theorem 2.9] and [11, Theorem 4.2], and
sharpness can be shown by consider the radial stretch map in Rn. We do not know whether the
uniqueness question has been studied in this setting.
Question 3.1. Find all quasiconformal maps that realise equality in the Belinski˘ı-type inequalities
in Rn.
For minimisation problems related to other mean distortion functionals in the Euclidean setting,
see [2, Theorem 14.1, References] and [1]. In [3, Remark 22], we discuss further the example of
two maps in Belinski˘ı’s setting with the same weighted mean distortion, but a di↵erent maximal
distortion. One of the two maps is the classical radial stretch in C for k > 1, the other one is
obtained by glueing a stretch with larger maximal distortion (defined on a subset of the annulus)
to the identity. Theorem 1.5 shows that such a construction cannot work in the Heisenberg group.
The heuristic behind this is the following: Since we consider the case 0 < k < 1, the stretching in
radial direction is prescribed for every minimiser, so the glueing should happen between di↵erent
sectors of angular variables. Yet the contact condition is so strong that if the ⌅ component of a
quasiconformal map is given, the  and H components cannot be varied arbitrarily. We do not
know the map of smallest maximal distortion in F .
Question 3.2. Which maps in F minimise the L1 norm of Kf?
In the planar Euclidean setting, Belinski˘ı [7] proved a second inequality similar to the one in
Theorem 1.1, which reads as follows: For each f 2 F , one has
(3.1) k · log
✓
b
a
◆

R
Aa,b
Kf (z)
|z|2 dL2(z)
2⇡
.
If 0 < k < 1, the inequality is strict. In the case k > 1, equality is attained by the maps
f where f(z) = z (|z|)ei 0 with r 7! r (r) being a C1 function [a, b] ! [ak, bk] such that
| (r) +  0(r)r|   | (r)|,  (r) +  0(r)r > 0 and  0(r) > 0 on [a, b], and  0 fixed.
Question 3.3. Are the minimisers for the Heisenberg version of (3.1) unique up to composition
with conformal maps?
Appendix
In this section, we provide several technical results that were used in the proof of Theorem 1.5.
Proposition 3.4. Suppose that ⇢1 and ⇢2 are both extremal admissible densities for the 4-modulus
of a curve family   inside a domain ⌦. Then ⇢1 = ⇢2 a.e. in ⌦.
Proof. We have
Mod( ) 
Z
⌦
✓
⇢1 + ⇢2
2
◆4
dL3  0,
GRO¨TZSCH-BELINSKI˘I TYPE INEQUALITY IN THE HEISENBERG GROUP 21
or, equivalently, Z
⌦
⇢41 + ⇢
4
2
2
 
✓
⇢1 + ⇢2
2
◆4
dL3  0.
Yet, since u 7! u4 is a strictly convex function, the integrand is nonnegative, so by the above it
must vanish almost everywhere and ⇢1 = ⇢2 a.e. in ⌦. ⇤
Lemma 3.5. Assume that   : ⌦! R is a continuous function on a connected open set ⌦ = ⌦⇥⌦n
in Rn such that for Ln 1 almost every (x1, . . . , xn 1) 2 ⌦, the function xn 7!  (x1, . . . , xn 1, xn)
is constant. Then for all (x1, . . . , xn 1) 2 ⌦, the function xn 7!  (x1, . . . , xn 1, xn) is constant.
Proof. Assume towards a contradiction that there exists (y1, . . . , yn 1) such that
xn 7!  (y1, . . . , yn 1, xn)
is not constant. Thus there are distinct un and vn so that  (y1, . . . , yn 1, un) 6=  (y1, . . . , yn 1, vn).
Consider then the continuous function g : ⌦! R defined by
g(x1, . . . , xn 1) =  (x1, . . . , xn 1, un)   (x1, . . . , xn 1, vn)
Without loss of generality, g(y1, . . . , yn 1) > 0. Then also g(x1, . . . , xn 1) > 0 for (x1, . . . , xn 1) in
a neighborhood of (y1, . . . , yn 1). Thus xn 7!  (x1, . . . , xn) is not constant for a positive measure
set of points (x1, . . . , xn 1) in neighborhood of (y1, . . . , yn 1), which is a contradiction. ⇤
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