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We prove that a represented inﬁnite matroid having ﬁnite tree-
width w has a linked tree-decomposition of width at most 2w .
This result should be a key lemma in showing that any class of
inﬁnite matroids representable over a ﬁxed ﬁnite ﬁeld and having
bounded tree-width is well-quasi-ordered under taking minors. We
also show that for every ﬁnite w , a represented inﬁnite matroid
has tree-width at most w if and only if all its ﬁnite submatroids
have tree-width at most w . Both proofs rely on the use of a notion
of chordality for represented matroids.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Tree-width and the related notion branch-width play a fundamental role in the theory of graph
minors. To date, the study of matroid minors has focused primarily on branch-width, probably as
a consequence of this notion generalising easily from graphs to matroids. Following Hlineˇný and Whit-
tle’s introduction of notions of tree-width for matroids [7], it is now possible to investigate matroid
minors with both parameters.
Thomas showed that every class of inﬁnite graphs having bounded tree-width is well-quasi-
ordered under the minor relation [15, (1.7)]. More recently, Geelen, Gerards and Whittle showed that
every class of matroids representable over a ﬁxed ﬁnite ﬁeld and having bounded branch-width is
well-quasi-ordered under the minor relation [3, (1.1)]. As the tree-width of a graph or matroid is
bounded if and only if its branch-width is bounded, these results suggest the following conjecture.
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124 J. Azzato / Journal of Combinatorial Theory, Series B 101 (2011) 123–140Conjecture 1.1. Every class of inﬁnite matroids representable over a ﬁxed ﬁnite ﬁeld and having bounded tree-
width is well-quasi-ordered under the minor relation.
The proofs of the well-quasi-ordering theorems of Thomas and of Geelen, Gerards and Whittle
each rely on the existence of “linked” decompositions. Expecting that a proof of Conjecture 1.1 will
require a similar lemma, we prove the following theorem, a matroidal analogue of a result of Krˇíž and
Thomas for inﬁnite graphs [11, (1.2)]. The structure of our argument mirrors that of Krˇíž and Thomas.
Theorem 1.2. Every represented inﬁnite matroid having ﬁnite tree-width w has a linked tree-decomposition
of width at most 2w.
While it remains open whether the bound of 2w in Theorem 1.2 is the best possible, Theorem 1.2
nonetheless opens the possibility of proving Conjecture 1.1.
This article is structured as follows. Some deﬁnitions and notation are given in Section 2. In Sec-
tion 3 we deﬁne contraction for represented inﬁnite matroids and derive a lemma used later in the
proof of Theorem 1.2. Section 4 introduces tree-decompositions of ﬁnite matroids and furnishes a
lemma used in Section 5 to prove the existence of linked tree-decompositions of ﬁnite matroids. This
result is translated to the represented case in Section 6. Sections 7 and 8 are devoted to the concepts
of roundness and chordal saturation respectively. Primarily required for the proof of Theorem 1.2, the
lemmas in these sections provide the basis for a proof of the compactness of tree-width for repre-
sented inﬁnite matroids, which we give in Section 9. Finally, in Section 10 we use an Axiom-of-Choice
compactness argument to prove Theorem 1.2.
Further background (including elementary results not proven here) is available in [1], upon which
this article is based.
2. Preliminaries
For our purposes, trees are potentially inﬁnite and may possess vertices of inﬁnite degree. We
assume familiarity with standard matroid theory. Our notation follows Oxley [14], with the exception
of matroid connectivity, which we discuss below.
There are several different kinds of inﬁnite matroids [13]. As representable inﬁnite matroids are
always independence spaces, we restrict our attention to independence spaces. An independence space
is a pair M = (E, I) consisting of an unrestricted set E (the ground set, denoted E(M)) and a non-
empty collection I of subsets of E (the independent sets) satisfying
1. I1 ∈ I whenever I1 ⊆ I2 ∈ I ,
2. (Finite Augmentation) if I1, I2 ∈ I are such that |I1| < |I2| ∈ ω, then there exists e ∈ I2 − I1 for
which I1 ∪ {e} ∈ I , and
3. (Finite Character) if all ﬁnite subsets of I belong to I , then I ∈ I .
Crucially, the minimal dependent sets (or circuits) of an independence space are always ﬁnite due to
Finite Character.
A ﬁnite matroid is an independence space having a ﬁnite ground set. Circuits, bases, rank, closure,
ﬂats and minors are deﬁned for independence spaces as for ﬁnite matroids, with most standard results
for ﬁnite matroids holding more generally for independence spaces. We shall frequently use such
results without reference.
As we are primarily concerned with represented independence spaces, we introduce some notation
and terminology for these. Given a vector space V , a V -conﬁguration is a triple C= (D, E, ) consisting
of a subset D of V , a set E and a map  : E → D . The point set of C is D , while the ground set of C,
denoted E(C), is E . The dimension of C, denoted dim(C), is dim(〈D〉). A conﬁguration is ﬁnite if its
ground set is ﬁnite. Deﬁning a subset X of E to be independent if and only if X is injective and
[X] is linearly independent in V yields an independence space M[C], called the vector independence
space of C. We say that a conﬁguration C represents an independence space M if M[C] = M. Given
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a ﬁeld F, an independence space M is F-representable if there exist a vector space V over F and a
V -conﬁguration C such that M= M[C]. Circuits, bases, rank, closure, ﬂats and restriction are inherited
by conﬁgurations from their vector independence spaces in the natural way.
We quantify connectivity using two functions, denoted by λ and κ . For a ﬁnite-rank indepen-
dence space M, let λM(X, Y ) = rM(X) + rM(Y ) − r(M) whenever X ∪ Y = E(M), write λM(X) for
λM(X, E(M) − X) and let κM(X ′, Y ′) = min{λM(X, Y ) | X ′ ⊆ X, Y ′ ⊆ Y , X ∪ Y = E(M)} for every
X ′ , Y ′ ⊆ E(M). Similarly, for a conﬁguration C = (D, E, ), let λC(X, Y ) = dim(〈[X]〉 ∩ 〈[Y ]〉) when-
ever X ∪ Y = E , write λC(X) for λC(X, E − X) and let κC(X ′, Y ′) = min{λC(X, Y ) | X ′ ⊆ X, Y ′ ⊆ Y ,
X ∪ Y = E} for every X ′, Y ′ ⊆ E . Note that λM[C] = λC and κM[C] = κC whenever C is a ﬁnite-
dimensional conﬁguration, and that λ and κ remain deﬁned for inﬁnite-dimensional conﬁgura-
tions.
We close this section with two remarks on duality. First, GF(q)-representability of ﬁnite matroids
is not preserved under the usual dual operation deﬁned for ﬁnite matroids. Second, independence
spaces as a class do not possess a satisfactory dual operation [12, Theorem 2.3].
3. Contraction in conﬁgurations
While restriction is deﬁned for conﬁgurations as for general independence spaces, contraction dif-
fers in two respects: it is deﬁned only up to an equivalence of conﬁgurations, and it may keep loops
that would be deleted in the general setting.
We ﬁrst consider equivalence: two conﬁgurations C= (D, E, ) and C′ = (D ′, E ′, ′) are equivalent if
there exists an invertible linear transformation φ : 〈D〉 → 〈D ′〉 and there exists a bijection χ : E → E ′
such that 〈φ((e))〉 = 〈′(χ(e))〉 for every e ∈ E . So equivalent conﬁgurations differ by vector space
isomorphism, relabelling, and “sliding” of points within each parallel class. Unsurprisingly, equivalent
conﬁgurations have isomorphic vector independence spaces [1, Proposition 4.2.3].
However, the converse is not true, for conﬁgurations differing “between” parallel classes may be
inequivalent but nonetheless have isomorphic vector independence spaces. Fig. 1 depicts an example
of this, showing a pair of 8-element planar conﬁgurations in which collinearities are indicated by line
segments. As equivalence preserves collinearities, these conﬁgurations are inequivalent. The conﬁgura-
tions can be seen to have isomorphic vector matroids by considering circuits: each vector matroid has
a disjoint pair of 3-circuits, and 4-circuits consisting of precisely those 4-element sets not containing
a 3-circuit.
Given a conﬁguration C = (D, E, ) and a subset X of E , a contraction of C by X , denoted C/X ,
is a conﬁguration of the form (π [D], E,π ◦ ), where π is a projection of 〈D〉 along 〈[X]〉 onto a
complementary subspace of 〈[X]〉 in 〈D〉. We say that π determines the contraction (π [D], E,π ◦ ).
Note that all contractions of C by X are equivalent. Finally, M[C/X]\X = M[C]/X , as the elements of
−1(〈[X]〉) are kept as loops on contracting X in C, but are deleted on contracting X in M[C].
The following useful lemma allows the local replacement of a contraction by a “ﬁnite” contraction.
Lemma 3.1. Let C = (D, E, ) be a conﬁguration, let π determine a contraction of C by a set X and let Y be a
ﬁnite subset of π [D]. Then there exists a ﬁnite subset X0 of X and there exists π ′ determining a contraction of
C by X0 such that Y ⊆ π ′[D] and π = π ′′ ◦ π ′ for some projection π ′′ ﬁxing im(π).
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subset Xi of X such that yi ≡ di mod 〈[Xi]〉. Let X0 = ⋃ni=1 Xi and let π ′ be the projection of 〈D〉
along W := 〈[X0]〉 onto im(π) + U for some complementary subspace U of W in 〈[X]〉. Then π ′
determines a contraction of C by X0 such that Y ⊆ π ′[D]. Moreover, π = π ′′ ◦ π ′ , where π ′′ is the
projection of 〈D〉 along U onto im(π) + W . 
4. Tree-decompositions of ﬁnite matroids
It is convenient to ﬁrst introduce some notation. Let τ be a function mapping the elements of a
set E to the vertices of a ﬁnite tree T . Whenever t is a vertex of T having degree d, we say that the
sets displayed by t are F 1t := τ−1(V (T 1t )), . . . , Fdt := τ−1(V (T dt )); where T 1t , . . . , T dt are the connected
components of T − {t}. Similarly, the sets displayed by an edge e of T are F 1e := τ−1(V (T 1e )) and
F 2e := τ−1(V (T 2e )) = E − F 1e , where T 1e and T 2e are the connected components of T − {e}. Given a
subgraph G of T , we call τ−1(V (G)) the set associated with G .
Inspired by an observation of Geelen, the following deﬁnition of tree-width for ﬁnite matroids was
given by Hlineˇný and Whittle [7].
A tree-decomposition of a ﬁnite matroid M having ground set E is a pair (T , τ ) consisting of a non-
empty ﬁnite tree T and an arbitrary map τ : E → V (T ). The width of a vertex t of T having degree d
is
w(t) :=
d∑
i=1
rM
(
E − F it
)− (d − 1)r(M).
Similarly, the width of an edge e of T is w(e) := λM(F 1e ) = λM(F 2e ). The width of (T , τ ) is the
maximum of its vertex widths, and the (matroid) tree-width of M, denoted tw(M), is the inﬁmum
of the widths of the tree-decompositions of M. A tree-decomposition of M is optimal if it has
width tw(M).
We shall later be concerned with tree-decompositions that “look like” branch-decompositions. To
this end, say that a tree-decomposition (T , τ ) is leaf-induced if τ maps into (but not necessarily
onto) the set of leaves of T . Also, recall that a tree is cubic if its vertices each have degree 1 or
degree 3.
The following lemma was proven by Hlineˇný and Whittle [8, Proposition 2.1.a].
Lemma 4.1. Let (T ′, τ ′) be a tree-decomposition of a ﬁnite matroid M having ground set E and let e′ be an
edge of T ′ . Let T be the tree obtained from T ′ by contracting e′ into a new vertex te′ , and deﬁne τ : E → V (T )
by
τ (x) =
{
τ ′(x) if τ ′(x) is not an endvertex of e′, and
te′ otherwise,
for every x ∈ E. Then (T , τ ) is a tree-decomposition of M having width at least that of (T ′, τ ′).
Lemma 4.2. Every ﬁnite matroid has an optimal leaf-induced tree-decomposition whose underlying tree is
cubic.
Proof. Let M be a ﬁnite matroid having ground set E . If E is empty, let T = (T , τ ), where T is the
tree having only one edge and τ is the empty map E → V (T ). Then T satisﬁes the tenets of the
lemma.
Otherwise, let T = (T , τ ) be an optimal tree-decomposition of M having (m(T),n(T), p(T)) lexi-
cographically minimal, where m(T) is the number of non-leaf vertices t of T for which τ−1({t}) is
non-empty, n(T) is the number of vertices of T having degree at least 4 and p(T) is the number of
vertices of T having degree 2. We argue that m(T) = n(T) = p(T) = 0.
If m(T) > 0, there is a non-leaf vertex t of T for which τ−1({t}) is non-empty. Write τ−1({t}) =
{x1, . . . , xp} and form a new tree T ′ from T by adding p new leaves t1, . . . , tp to T , each adjacent
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T′ := (T ′, τ ′) is a tree-decomposition of M having m(T′) < m(T). As T can be obtained from T′ by
“contracting” the new edges, Lemma 4.1 shows that the width of t in T′ is at most the width of t
in T, whence T′ is optimal. Thus m(T) = 0.
If n(T) > 0, there is a vertex t of T having degree d  4. Let t1, . . . , td be the neighbours of t in T
and form a new tree T ′ from T − {t} by
1. adding two new vertices t1 and t2 to T − {t},
2. adding edges between t1 and each of t2, t1, t2, and
3. adding edges between t2 and each of t3, . . . , td .
Deﬁne τ ′ : E → V (T ′) by τ ′ = τ on E − τ−1({t}) and (τ ′)−1({t1}) = τ−1({t}). Then T′ := (T ′, τ ′) is a
tree-decomposition of M having m(T′) = 0 and n(T′) < n(T). This time, T can be obtained from T′ by
“contracting” the new edge joining t1 and t2, thus establishing optimality through Lemma 4.1. Hence
n(T) = 0.
If p(T) > 0, there is a vertex t of T having degree 2. Let t1 and t2 be the neighbours of t in T . Form
a new tree T ′ from T −{t} by adding an edge between t1 and t2. As m(T) = 0 and t is not a leaf of T ,
clearly τ maps into V (T ) − {t}. So T′ := (T ′, τ ) is a tree-decomposition of M having m(T′) = n(T′) = 0
and p(T′) < p(T). Finally, each vertex of T ′ displays the same sets in T′ that it displays in T, and thus
has the same width in each tree-decomposition. Hence T′ is optimal, and so p(T) = 0. 
5. Linked tree-decompositions of ﬁnite matroids
We now introduce branch-decompositions, as we use these to establish the existence of linked
tree-decompositions of ﬁnite matroids. Let E be a ﬁnite set and let φ : 2E → ω. Then φ is a connectiv-
ity function on E if it satisﬁes
1. (Symmetry) φ(X) = φ(E − X) for every X ⊆ E , and
2. (Submodularity) φ(X ∩ Y ) + φ(X ∪ Y ) φ(X) + φ(Y ) for all X, Y ⊆ E .
Whenever φ is a connectivity function on E , let κφ(X, Y ) = min{φ(Z) | X ⊆ Z ⊆ E − Y } for every
X, Y ⊆ E . Note that λM is a connectivity function on E(M) whenever M is a ﬁnite-rank independence
space.
A branch-decomposition of a connectivity function φ on E is a pair (T , τ ) consisting of a non-
empty ﬁnite cubic tree T and an arbitrary injection τ from E to the set of leaves of T . The width of
an edge e of T is w(e) := φ(F 1e ) = φ(F 2e ), and the width of (T , τ ) is the maximum of its edge widths.
The branch-width of φ, denoted bw(φ), is the inﬁmum of the widths of the branch-decompositions
of φ. A branch-decomposition of φ is optimal if it has width bw(φ).
Turning to the property of being linked, let (T , τ ) be a tree- (resp. branch-) decomposition of a
ﬁnite matroid M (resp. connectivity function φ) and let e1 and e2 be (possibly equal) edges of T .
Let P be the minimal path in T containing e1 and e2, let the ends t1 and t2 of P be such that ti
is incident on ei for each i = 1,2; and let Xi be the set associated with the connected component
of T − {ei} containing ti for each i = 1,2. Then e1 and e2 are linked if κM(X1, X2) (resp. κφ(X1, X2))
equals min{w(e) | e ∈ E(P )}. A decomposition of either kind is linked if every pair of its edges are
linked.
As the sets displayed by any given edge e of P respectively contain X1 and X2, necessarily
κM(X1, X2) (or κφ(X1, X2)) is at most min{w(e) | e ∈ E(P )}. The property of being linked is thus
an assertion that the relevant inequality is tight everywhere in the decomposition.
Lemma 5.1. Let M be a ﬁnite-rank independence space and let X ′ and Y ′ be disjoint subsets of E(M). Then
κM(X ′, Y ′) = κλM (X ′, Y ′).
Proof. The deﬁnition of κλM ensures that κM(X
′, Y ′) κλM (X ′, Y ′), so we consider the other inequal-
ity. Let X and Y be subsets of E(M) such that X ′ ⊆ X , Y ′ ⊆ Y , X ∪ Y = E(M) and λM(X, Y ) =
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necessarily λM(Z) λM(X, Y ). Hence κλM (X ′, Y ′) κM(X ′, Y ′). 
Theorem 5.2. Every ﬁnite matroidM has a linked tree-decomposition of width at most 2 tw(M).
Proof. Let M be a ﬁnite matroid having tree-width w . Then by Lemma 4.2 there exists an optimal
leaf-induced tree-decomposition T = (T , τ ) of M for which T is cubic. Clearly T is also a branch-
decomposition of λM . For clarity, we adopt the convention of denoting widths in tree-decompositions
by wT (·) and widths in branch-decompositions by wB(·).
5.2.1. The width of T as a branch-decomposition of λM is at most w.
Subproof. It suﬃces to show that the width of each edge of T in the branch-decomposition is
bounded above by the width of one of its endvertices in the tree-decomposition. If T has only one
edge, then M has at most 2 elements, and the claim is easily veriﬁed. So suppose otherwise and let e
be an edge of T . Then as T is cubic, e has an endvertex t of degree 3. We may assume that the sets
displayed by e and t are labelled such that F 1e = F 1t , whence F 2e = F 2t ∪ F 3t . Consequently,
wB(e) = rM
(
F 1t
)+ rM(F 2t ∪ F 3t )− r(M)

(
rM
(
F 1t ∪ F 3t
)+ rM(F 1t ∪ F 2t )− rM(F 1t ∪ F 2t ∪ F 3t ))+ rM(F 2t ∪ F 3t )− r(M)
=
3∑
i=1
rM
(
E(M) − F it
)− 2r(M)
= wT (t)
by the submodularity of rM . 
Hence by [4, Theorem 2.1] there exists a linked branch-decomposition B = (T ′, τ ′) of λM having
width at most w . Of course, B is also a tree-decomposition of M.
5.2.2. B is linked as a tree-decomposition of M.
Subproof. Let e1 and e2 be edges of T ′ , let P be the minimal path in T ′ containing e1 and e2,
let the ends t1 and t2 of P be such that ti is incident on ei for each i = 1,2; and let Xi be
the set associated with the connected component of T ′ − {ei} containing ti for each i = 1,2. Then
κM(X1, X2) = κλM (X1, X2) = min{wB(e) | e ∈ E(P )} = min{wT (e) | e ∈ E(P )} by Lemma 5.1 and the
fact that e1 and e2 are linked in the branch-decomposition. 
5.2.3. B has width at most 2w as a tree-decomposition of M.
Subproof. Let t be a vertex of T ′ . If t has degree 1, then wT (t) 1. If wT (t) = 0, then the claim holds
trivially, while if wT (t) = 1, then M has a non-loop element, so w  1, and the claim again holds. So
suppose that t has degree 3. Then
wT (t) =
3∑
i=1
rM
(
E(M) − F it
)− 2r(M)

(
rM
(
F 2t ∪ F 3t
)+ rM(F 1t )− r(M))+ (rM(F 3t )+ rM(F 1t ∪ F 2t )− r(M))
 2w
by submodularity of rM . 
The result follows. 
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We ﬁrst introduce some notation. Let σ be a function mapping vertices of an arbitrary tree T to
subspaces of a ﬁxed vector space. Whenever e is an edge of T , we say that the subspaces displayed by
e are S1e :=
∑
t∈V (T 1e ) σ (t) and S
2
e :=
∑
t∈V (T 2e ) σ (t), where T
1
e and T
2
e are the connected components
of T − {e}. Given a subgraph G of T , we call ⋃t∈V (G) σ (t) the set associated with G . Also, we adopt
the convention of always extending σ to the edges of T by deﬁning σ(t1t2) to be σ(t1) ∩ σ(t2) for
every edge t1t2 of T .
A tree-decomposition of a V -conﬁguration C having point set D is a pair T = (T , σ ) consisting of
an arbitrary non-empty tree T and a map σ taking vertices of T to subspaces of V satisfying
1. D ⊆⋃t∈V (T ) σ (t), and
2. (Interpolation) S1e ∩ S2e ⊆ σ(e) for every edge e of T .
The vertex bags of T are the subspaces {σ(t) | t ∈ V (T )}, while its edge bags are the subspaces
{σ(e) | e ∈ E(T )}. The width of a vertex or edge x of T , denoted w(x), is the dimension of its bag.
The width of T is the supremum of its vertex widths, and the (conﬁguration) tree-width of C, denoted
tw(C), is the inﬁmum of the widths of the tree-decompositions of C. We say that a tree-decomposition
(T , σ ) of C is optimal if it has width tw(C), and ﬁnite if its underlying tree T is ﬁnite.
This deﬁnition is consistent with that given for arbitrary ﬁnite matroids in Section 4, as shown by
the following lemma of Hlineˇný and Whittle [7, Lemma 5.2].
Lemma 6.1. Let C= (D, E, ) be a ﬁnite conﬁguration and let M= M[C]. Then:
1. Whenever T= (T , τ ) is a tree-decomposition of M, let
σ(t) = 〈[τ−1({t})]〉+
d(t)∑
i=1
(〈

[
F it
]〉∩ 〈[E − F it]〉)
for every vertex t of T , where d(t) denotes the degree of t. Then T′ := (T , σ ) is a ﬁnite tree-decomposition
of C. Moreover, the width of any given vertex or edge of T is the same in T′ as in T.
2. Whenever T′ = (T ′, σ ) is a tree-decomposition of C, let τ : E → V (T ′) be such that (x) ∈ (σ ◦ τ )(x)
for every x ∈ E. Let T be the minimal subtree of T ′ containing every vertex of T ′ having non-empty
τ -preimage. Then T := (T , τ ) is a tree-decomposition of M. Moreover, the width of any given vertex or
edge of T in T is at most its width in T′ .
Let (T , σ ) be a tree-decomposition of a conﬁguration C = (D, E, ) and let e1 and e2 be (possi-
bly equal) edges of T . Let P be the minimal path in T containing e1 and e2, let the ends t1 and
t2 of P be such that ti is incident on ei for each i = 1,2; and let Xi be the set associated with
the connected component of T − {ei} containing ti for each i = 1,2. Then e1 and e2 are linked if
κC(
−1(X1), −1(X2)) = min{w(e) | e ∈ E(P )}. A tree-decomposition of a conﬁguration is linked if ev-
ery pair of its edges are linked.
Combining Theorem 5.2 and Lemma 6.1, we obtain the following.
Corollary 6.2. Every ﬁnite conﬁguration C possesses a ﬁnite linked tree-decomposition of width at most
2 tw(C).
7. Roundness
A split of an independence space M is a pair {F1, F2}, where F1 and F2 are proper ﬂats of M
whose union is E(M). The order of a split {F1, F2} is λM(F1, F2) if M has ﬁnite rank, and is undeﬁned
otherwise. A split is a k-split if it has order k. We say that an independence space splits if it has a
split, and is round otherwise. A split of a conﬁguration C is a split of M[C]. The order of a split {F1, F2}
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The term “splits” ﬁrst appears in [10], while the term “round” ﬁrst appears in [6]. Round matroids
generalise cliques in graphs, and thus prove useful when dense regions are needed in matroids [6,5,9].
Lemma 7.1.
1. Every independence space having a round spanning restriction is round.
2. Every contraction of a round independence space is round.
In light of the ﬁrst part of Lemma 7.1, the next lemma allows us to certify roundness using only
ﬁnitely many points.
Lemma 7.2. Every ﬁnite-rank round independence space has a ﬁnite round spanning restriction.
Proof. Clearly the result holds for round independence spaces having rank less than 2. So let M be a
ﬁnite-rank round independence space having rank at least 2 and let X be a ﬁnite spanning subset of
E(M) that is lexicographically minimal with respect to s(X) := (s0(X), . . . , sr(M)−2(X)), where sk(X) is
the number of k-splits of MX for each k = 0, . . . , r(M) − 2.
Suppose that MX splits. Let k be the least order for which MX has a split and let {X1, X2} be a
k-split of MX .
As M is round, {clM(X1), clM(X2)} is not a split of M, so there exists e ∈ E(M)−(clM(X1)∪clM(X2)).
Let X ′ = X ∪ {e}. Clearly X ′ spans M and is ﬁnite. We argue that s(X ′) < s(X).
7.2.1. {F ′1 −{e}, F ′2 −{e}} is a split ofMX having order at most k whenever {F ′1, F ′2} is a split ofMX ′ having
order at most k.
Subproof. Let {F ′1, F ′2} be a split of MX ′ having order at most k and let i ∈ {1,2}. As F ′i is a ﬂat of
MX ′ , it follows that F ′i −{e} is a ﬂat of MX . If F ′i −{e} = X , then X ′ = X ′ ∩ clM(X) = clMX ′(F ′i ) = F ′i ,
contradicting F ′i = X ′ . Thus F ′i −{e} = X for each i = 1,2; and so {F ′1 −{e}, F ′2 −{e}} is a split of MX .
Finally, λMX (F ′1−{e}, F ′2−{e}) = rMX (F ′1−{e})+rMX (F ′2−{e})−rM(X) rM(F ′1)+rM(F ′2)−rM(X ′) =
λMX ′(F ′1, F ′2). 
So as MX has no splits having order at most k − 1, neither does MX ′ . If MX ′ has no k-splits,
then clearly s(X ′) < s(X). So suppose otherwise.
7.2.2. Whenever {F1, F2} is a k-split of MX, there exists at most one k-split {F ′1, F ′2} of MX ′ for which{F ′1 − {e}, F ′2 − {e}} = {F1, F2}.
Subproof. For suppose that there are two distinct k-splits of MX ′ satisfying the hypothesis of
Claim 7.2.2. Then these are some pair of {F1, F2 ∪ {e}}, {F1 ∪ {e}, F2} and {F1 ∪ {e}, F2 ∪ {e}}.
Consequently there exists i ∈ {1,2} for which Fi and Fi ∪ {e} are each ﬂats of MX ′ , and so
rM(Fi ∪ {e}) = rM(Fi) + 1. But then there exists j ∈ {1,2} such that rM(F ′j) = rM(F ′j − {e}) + 1, where
{F ′1, F ′2} is one of the pair of k-splits of MX ′ . Thus k = λMX (F1, F2) = rM(F1) + rM(F2) − rM(X) <
rM(F1)+ rM(F2)− rM(X ′)+1 rM(F ′1)+ rM(F ′2)− rM(X ′) = λMX ′(F ′1, F ′2) = k, which is impossible. 
Consequently MX ′ has at most as many k-splits as MX . So as {X1, X2} is a k-split of MX not
obtainable from a k-split of MX ′ by deleting e, MX ′ has strictly fewer k-splits than MX . As both
have no splits of order at most k − 1, it follows that s(X ′) < s(X). 
Corollary 7.3. Every ﬁnite-dimensional round conﬁguration has a ﬁnite round spanning restriction.
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decomposition of C. Then 〈N〉 is contained in a vertex bag of T.
Proof. Write T = (T , σ ), let {b1, . . . ,bn} ⊆ N be a basis for 〈N〉 and let σ ′(t) = σ(t) ∩ 〈N〉 for every
t ∈ V (T ). Then (T , σ ′) is a tree-decomposition of N . For each i = 1, . . . ,n; let Ti be the subgraph of
T having vertex set {t ∈ V (T ) | b1, . . . ,bi ∈ σ ′(t)}. Note that each Ti is a subtree of T by Interpolation.
It suﬃces to show that Tn is non-empty.
We proceed inductively. As b1 is contained in a bag of T, necessarily T1 is non-empty. Suppose
that Tn−1 is non-empty. Then if Tn is empty, V (Tn−1) ∩ V (T ′) is empty, where T ′ is the subtree
of T having vertex set {t ∈ V (T ) | bn ∈ σ ′(t)}. Let e be the edge incident on V (T ′) in the (unique)
shortest path in T between V (Tn−1) and V (T ′), and let T 1  Tn−1 and T 2  T ′ be the connected
components of T − {e}. For each j = 1,2; let t j be the endvertex of e incident on V (T j) and let
S j =∑t∈V (T j) σ ′(t).
Clearly N ⊆ S1 ∪ S2. If bn ∈ S1, then Interpolation would imply that bn ∈ σ ′(t1), contradicting
t1 /∈ V (T ′). Thus bn /∈ S1, and so S1  〈N〉. Similarly, if b1, . . . ,bn−1 ∈ S2, then Interpolation would
imply that b1, . . . ,bn−1 ∈ σ ′(t2), contradicting t2 /∈ V (Tn−1). Thus bi /∈ S2 for some i ∈ {1, . . . ,n − 1},
and so S2  〈N〉, contradicting the roundness of N . Hence Tn is non-empty. 
Corollary 7.5. tw(C)  sup{dim(N) | N is a round minor of C} for every conﬁguration C. In particular,
tw(N) = dim(N) for every round conﬁguration N.
8. Chordally saturated conﬁgurations
In order to generalise Corollary 6.2 to inﬁnite conﬁgurations having ﬁnite tree-width, we require a
locally-veriﬁable formulation of the notion of a “linked tree-decomposition having ﬁnite tree-width”.
In the graph case, chordality can be used to encode tree-structure: every chordal inﬁnite graph having
ﬁnite clique number has a canonical tree-decomposition of ﬁnite width in which each vertex bag
induces a clique [11, pp. 88–89]. We thus develop a notion of chordality for conﬁgurations having
ﬁnite tree-width.
Recall that a circuit of a conﬁguration C is simply a circuit of its vector independence space M[C].
It follows that the circuits of C are precisely those subsets of its ground set that injectively label
minimal linearly dependent subsets of its point set. As linear dependencies are always ﬁnite, circuits
are always ﬁnite.
Given that circuits in conﬁgurations generalise cycles in graphs, it may seem appropriate to deﬁne
a “chordal conﬁguration” to be a conﬁguration satisfying Chordality below. However, this permits a
lack of density: the intersection of two round subconﬁgurations may not be round. Yet the intersection
of two cliques in a chordal graph is another clique, and round subconﬁgurations generalise cliques—
hence the additional axiom, Saturation.
A conﬁguration C= (D, E, ) is chordally saturated if it satisﬁes
1. (Chordality) whenever C is a circuit of C having size at least 4, there exist distinct c, c′ ∈ C and
e ∈ E such that {c, c′, e} and (C − {c, c′}) ∪ {e} are circuits of C, and
2. (Saturation) 〈X〉 ⊆ D for every round X ⊆ D .
As a conﬁguration is chordally saturated if and only if its point set is chordally saturated, we may
view chordally saturated conﬁgurations as subsets of their ambient spaces without loss of generality.
We also note that if D is a chordally saturated V -conﬁguration and U is a subspace of V , then D ∩ U
is chordally saturated.
Lemma 8.1. Let D be a chordally saturated conﬁguration and let V1 and V2 be subspaces of 〈D〉 such that
V1 ∪ V2 contains D and V i = 〈D ∩ (Vi − V3−i)〉 for each i = 1,2. Then D contains V1 ∩ V2 .
Proof. We may assume that V1 ∩ V2 = {0}. Let y ∈ V1 ∩ V2 and suppose that y /∈ D . Then y is
non-zero (as 0 ∈ D), and for each i = 1,2 there exists a minimum-sized subset Xi = {xi1, . . . , xini } of
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μ21, . . . ,μ2n2 such that y =
∑n1
j=1 μ1 j x1 j =
∑n2
k=1 μ2kx2k . It follows that X1∪ X2 is linearly dependent,
and so it contains some circuit C of D . As Xi is independent for each i = 1,2; C ∩ X3−i is non-empty.
Moreover, X3−i is disjoint from Vi , so |C ∩ Xi | 2. It follows that |C | 4. So by Chordality, D contains
a linear combination of a pair of distinct elements of C . The choices of V1, V2, X1 and X2 ensure that
these elements both belong to V1 without loss of generality. It follows from Saturation that their span
is contained in D , contradicting the minimality of n1. Hence y ∈ D , and so D contains V1 ∩ V2. 
Lemma 8.2. Let π determine a contraction of a chordally saturated conﬁguration D by some ﬁnite-
dimensional X . Then for every round subset N ′ of π [D], there exists a round subset N of D such that
N ′ = π [N].
Proof. Without loss of generality, X = {x} for some non-zero x. Let U = 〈N ′〉 + 〈x〉. Clearly D ∩ U is
chordally saturated. If it is round, then the lemma follows on setting N = D ∩ U . So suppose other-
wise.
Then there exist proper subspaces V1 and V2 of U whose union contains D ∩ U . We may assume
that Vi = 〈D ∩ (Vi − V3−i)〉 for each i = 1,2; so D ∩U contains V1 ∩ V2 by Lemma 8.1. As N ′ is round,
x /∈ V1 ∩ V2, so x ∈ V j − V3− j for some j ∈ {1,2}. Moreover, V3− j is a hyperplane of U , so both V3− j
and 〈N ′〉 are complementary subspaces of 〈x〉 in U . As D contains V1 ∩ V2, it follows that every point
of N ′ is the π -image of some point in D ∩ V3− j . So there is a round subset N of D ∩ V3− j for which
N ′ = π [N]. 
A ﬁnite simple graph is chordal if and only if it has a simplicial decomposition into complete
graphs; that is, if and only if it can be constructed recursively by pasting along complete subgraphs,
starting from complete graphs (see [2, Proposition 5.5.1]). An analogue of this correspondence holds
for ﬁnite-dimensional chordally saturated conﬁgurations (see [1, Proposition 6.4.3]). Here, we shall
only require the forward implication.
Let C, C1 and C2 be conﬁgurations having point sets D , D1 and D2 respectively. Say that C arises
by pasting C1 and C2 together along D1 ∩ D2 if C = C1 ∪ C2 and 〈D1〉 ∩ 〈D2〉 ⊆ D1 ∩ D2. Then the
following lemma corresponds to the forward implication in [2, Proposition 5.5.1].
Lemma 8.3. Every ﬁnite-dimensional chordally saturated conﬁguration can be constructed recursively by past-
ing along subspaces, starting from subspaces.
Proof. Let D be a ﬁnite-dimensional chordally saturated conﬁguration. Suppose that D is not a
subspace and that all chordally saturated conﬁgurations having strictly smaller dimension can be
constructed recursively as stated. Then by Saturation there exist proper subspaces V1 and V2 of 〈D〉
whose union contains D . Without loss of generality, V1 ∩ V2 is minimal. As each D ∩ Vi is chordally
saturated, it can be constructed recursively as stated. Moreover, Lemma 8.1 applies by the minimality
of V1 ∩ V2, so D contains V1 ∩ V2. Hence D arises by pasting D ∩ V1 and D ∩ V2 together along the
subspace V1 ∩ V2. 
Lemma 8.4. Every ﬁnite-dimensional chordally saturated conﬁguration D has a ﬁnite tree-decomposition
(T , σ ) for which
⋃
t∈V (T ) σ (t) = D.
Proof. We argue the existence of a suitable tree-decomposition by starting with a trivial tree-
decomposition and then inductively attenuating it. The underlying tree grows progressively larger
and the bags of the tree-decomposition tighten around the conﬁguration until their union is simply
the conﬁguration itself.
Whenever T = (T , σ ) is a ﬁnite tree-decomposition of D , let s(T) = (sdim(D)(T), . . . , s1(T)), where
sw(T) is the number of width-w vertices t of T for which σ(t)  D for each w = 1, . . . ,dim(D).
Then s(T) measures how poorly T reﬂects the structure of D . We proceed by lexicographic induction
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on s. First, the trivial tree-decomposition T0 consisting of a single vertex labelled by 〈D〉 has s(T0)
(1,0, . . . ,0).
Now suppose that T= (T , σ ) is a ﬁnite tree-decomposition of D whose bags are subspaces of 〈D〉,
and suppose that s(T) > 0. Then there exists a vertex t of T whose bag is not contained in D . As
σ(t) ∩ D is chordally saturated, it follows from Lemma 8.3 that it may be obtained by pasting some
conﬁgurations D1 and D2 of strictly smaller dimension together across the subspace D1 ∩ D2. Form
a tree T ′ from T as follows: add new vertices t1, t2 and t12 to T . Replace each edge tu of T by
t12u if σ(tu) ⊆ 〈D1〉 ∩ 〈D2〉, by t1u if 〈D1〉 ⊇ σ(tu)  〈D1〉 ∩ 〈D2〉 and by t2u otherwise. Add an edge
between t12 and each of t1 and t2, and delete t . Let σ ′ = σ on V (T ) − {t}, let σ ′(t12) = D1 ∩ D2 and
let σ ′(th) = 〈Dh〉 for each h = 1, 2.
In order to show that T′ := (T ′, σ ′) is a tree-decomposition of D , it suﬃces to establish Inter-
polation for t12t1. So suppose that T ′ is obtained from T as shown in Fig. 2. Let Ai be the set
associated with the subtree T ai for each i = 1, . . . , . Deﬁne B1, . . . , Bm and C1, . . . ,Cn similarly and
let x ∈ 〈⋃i=1 Ai ∪ D1〉 ∩ 〈⋃mj=1 B j ∪⋃nk=1 Ck ∪ D2〉. Then x =∑i=1 αi + δ1 =∑mj=1 β j +∑nk=1 γk + δ2,
where αi ∈ 〈Ai〉, β j ∈ 〈B j〉, γk ∈ 〈Ck〉 and δh ∈ 〈Dh〉 for each i = 1, . . . , ; j = 1, . . . ,m; k = 1, . . . ,n and
h = 1,2. As Interpolation holds for each edge b j in T , it follows that β j ∈ σ(b j) ⊆ 〈D1〉 ∩ 〈D2〉 ⊆ 〈D2〉
for each j = 1, . . . ,m. Moreover, as Interpolation holds for each edge ai in T , it follows that
αi ∈ σ(ai) ⊆ 〈D1〉 for each i = 1, . . . , . Symmetrically, γk ∈ 〈D2〉 for each k = 1, . . . ,n. Consequently
x ∈ 〈D1〉 ∩ 〈D2〉 = D1 ∩ D2 ⊆ σ ′(t12t1), and so T′ is a tree-decomposition of D .
Finally, as σ ′(t12) ⊆ D and the widths of t1 and t2 in T′ are each strictly less than the width of t
in T, it follows that s(T′) < s(T). 
The converse of Lemma 8.4 also holds: the union of the bags of a ﬁnite tree-decomposition having
ﬁnite width is a ﬁnite-dimensional chordally saturated conﬁguration.
We now require an elementary technical lemma.
Lemma 8.5. Let V and V ′ be subspaces of a vector space and let V1  V and V2  V ∩ V ′ be such that
V1 ∩ V ′ ⊆ V2 and dim(V1)  dim(V2) ∈ ω. Then there exists a ﬁnite linearly independent subset X of
(V1 + V2) − (V1 ∪ V ′) and there exists a complementary subspace U  V ′ of 〈X〉 in V + V ′ such that
π [V1] V2 and dim(π [V1]) = dim(V1), where π is projection of V + V ′ onto U along 〈X〉.
Proof. For each i = 1,2; let V ′i be a complementary subspace of V1 ∩ V2 in Vi . Let {y1, . . . , yn} be a
basis for V ′1, let {z1, . . . , zn} be a linearly independent subset of V ′2, let X = {y1 − z1, . . . , yn − zn} and
let U  V ′ be a complementary subspace of 〈X〉 in V + V ′ . The lemma is then easily veriﬁed. 
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spaces in a chordally saturated conﬁguration can be contracted onto a common high-dimensional
subspace (that is, “Mengered together”) precisely when there is an intervening sequence of subspaces
having high-dimensional overlaps.
Lemma 8.6. Let D be a chordally saturated conﬁguration, let k be a nonnegative integer and let U and U ′ be
subspaces contained in D. Then the following are equivalent:
1. There exist subspaces U = U1, . . . ,Un = U ′ contained in D such that dim(Ui ∩ Ui+1)  k for each i =
1, . . . ,n − 1.
2. There exists a projection π determining a contraction of D by a ﬁnite independent set such that
dim(π [U ] ∩ π [U ′]) k.
Forward Implication. Let U ′i  Ui ∩ Ui+1 have dimension k for each i = 1, . . . ,n − 1. Let V1 = U ′1,
let Vn = U ′n−1 and let Vi = U ′i−1 + U ′i for each i = 2, . . . ,n − 1. Then D ′ := D ∩
∑n
i=1 Vi is a
ﬁnite-dimensional chordally saturated conﬁguration. Let (T , σ ) be a tree-decomposition of D ′ as per
Lemma 8.4. Then for each i = 1, . . . ,n; as Vi ⊆ D ′ , there exists a vertex ti of T whose bag contains Vi
by Lemma 7.4. If t1 = tn , then Lemma 8.5 shows that there exists a π as described. So suppose that
t1 = tn .
Let P be the path joining t1 and tn in T and let e ∈ E(P ). Clearly each Vi is contained in at least
one of S1e and S
2
e . Suppose that w(e) < k. Then each Vi is contained in exactly one S
j
e by Interpolation.
As V1  S1e and Vn  S2e , there exists a least i ∈ {1, . . . ,n − 1} for which Vi  S1e and Vi+1  S2e . But
then dim(Vi ∩ Vi+1) dim(S1e ∩ S2e ) = w(e) < k, contradicting dim(Vi ∩ Vi+1) k. Consequently every
edge of P has weight at least k.
We argue inductively that there exists a ﬁnite sequence of projections whose application reduces
this case to that of t1 = tn . Let e = t1t′1 ∈ E(P ). If V1  σ(e), simply replace t1 by t′1 and let π = id〈D〉
determine a contraction of D by the empty set. Otherwise, we may assume that S1e is associated
with the connected component of T − {e} containing t1. Let V ′1  σ(e) contain V1 ∩ σ(e) and have
dimension k. Then (S1e , S
2
e , V1, V
′
1) satisﬁes the hypotheses of Lemma 8.5, so there exists a ﬁnite
subset X of D ∩ σ(t1) and there exists a complementary subspace U  S2e of 〈X〉 in 〈D〉 such that
π [V1] σ(e) and dim(π [V1]) = k, where π is projection of 〈D〉 onto U along 〈X〉. Consequently we
may replace t1 by t′1.
It follows that there exists π determining a contraction of D by some ﬁnite subset X of D such
that π [V1] = π [Vn] σ(tn) ⊆ π [D] and dim(π [V1]) = k. Finally, we note that contracting a ﬁnite set
X is the same as contracting a maximal independent subset of X , and that as V1  U1 and Vn  Un ,
necessarily dim(π [U1] ∩ π [Un]) k. 
Reverse Implication. Let I be a ﬁnite independent set such that π determines a contraction of D by I ,
let V ′  π [U ]∩π [U ′] have dimension k and let V = V ′ +〈I〉. Then D ′ := D∩ V is a ﬁnite-dimensional
chordally saturated conﬁguration. Let (T , σ ) be a tree-decomposition of D ′ as per Lemma 8.4, let
W1 = V ∩ U and let W2 = V ∩ U ′ . Then
π [W1] = im(π) ∩
(〈I〉 + W1)
= im(π) ∩ (〈I〉 + ((V ′ + 〈I〉)∩ U))
= im(π) ∩ ((V ′ + 〈I〉)∩ (〈I〉 + U)) by the Modular Law
= π[V ′]∩ π [U ]
= V ′ as V ′ ⊆ π [U ].
Similarly, π [W2] = V ′ .
For each j = 1,2; as D ′ contains W j , there exists a vertex t j of T such that W j  σ(t j) by
Lemma 7.4. Let P be the path joining t1 and t2 in T and let e ∈ E(P ). We may assume that S je is
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V ′  π [S1e ]∩π [S2e ], and so k dim(π [S1e ]∩π [S2e ]) w(e). Thus every edge of P has weight at least k.
Write P = t′2, t′2t′3, . . . , t′n−1. Let U1 = U , let Ui = σ(ti) for each i = 2, . . . ,n − 1 and let Un = U ′ . Then
U1, . . . ,Un are subspaces contained in D such that dim(Ui ∩ Ui+1) k for each i = 1, . . . ,n − 1. 
We now require a weaker form of interpolation similar to that of tree-decompositions of graphs.
To this end, say that a pair (T , σ ) consisting of a tree T and a map σ from V (T ) to the class of
subspaces of a ﬁxed vector space satisﬁes Path Interpolation if σ(t1) ∩ σ(t2) ⊆ σ(t) whenever t1 and
t2 are vertices of T and t is a vertex of the path joining t1 and t2 in T .
In order to show that chordally saturated conﬁgurations having bounded tree-width possess canon-
ical tree-decompositions, we ﬁrst establish the existence of subspace-labelled trees satisfying Path
Interpolation, and then use chordal saturation to show that (full) Interpolation also holds. The second
step (not explicitly necessary for graphs) reﬂects the “less path-like” formulation of Interpolation in
the conﬁguration context.
The following lemma corresponds directly to [11, (2.1)].
Lemma 8.7. Whenever D is a chordally saturated conﬁguration for which sup{dim(U ) | U ⊆ D is a
subspace} ∈ ω, there exists a tree T and there exists a bijection σ : V (T ) → {Maximal subspaces contained
in D} such that (T , σ ) satisﬁes Path Interpolation.
Proof. Let V = {Si | i ∈ I} be the collection of maximal subspaces contained in D and let K be the
complete graph having vertex set V . Deﬁne the weight of Si S j ∈ E(K ) to be w(Si S j) = dim(Si ∩ S j).
We construct a maximum-weight spanning tree T of K using the Axiom of Choice.
Let w = sup{dim(U ) | U ⊆ D is a subspace} and let Ew = ∅. Given Ew ⊆ · · · ⊆ Ei+1, choose
Ei ⊆ E(K ) such that
1. Ei is obtained from Ei+1 by adding a (possibly empty) set of edges of weight i,
2. Ei contains no subset inducing a cycle, and
3. Ei is maximal with respect to 1 and 2.
As every edge of K has weight at most w − 1, it follows that E0 is the edge set of a spanning tree T
of K .
Let σ = idV and suppose that Path Interpolation fails for (T , σ ). Then it fails for a minimal path
P = t1, t1t2, t2, . . . , tm . Let x ∈ (σ (t1)∩σ(tm))−⋃m−1i=2 σ(ti), let k be the least weight among the edges
of P and let π be a projection of 〈D〉 along 〈x〉 onto some complementary subspace U of 〈x〉 in 〈D〉.
Then π determines a contraction of D by x. As x /∈⋃m−1i=2 σ(ti),
min
{
dim
(
π
[
σ(ti)
]∩ π[σ(ti+1)]) ∣∣ i = 1, . . . ,m − 1}= k.
It follows from Lemma 8.6 that there exists a ﬁnite linearly independent I ⊆ π [D] such that if π ′ is a
projection of 〈D〉 along 〈I〉 onto U ′ + 〈x〉 for some complementary subspace U ′ of 〈I〉 in U , then
k dim
((
π ′ ◦ π)[σ(t1)]∩ (π ′ ◦ π)[σ(tm)])
= dim((π ◦ π ′)[σ(t1)]∩ (π ◦ π ′)[σ(tm)])
= dim(π[π ′[σ(t1)]∩ π ′[σ(tm)]])
where the last step follows from x ∈ π ′[σ(t1)]∩π ′[σ(tm)]. Consequently dim(π ′[σ(t1)]∩π ′[σ(tm)])
k + 1. Now, π ′ determines a contraction of D by a ﬁnite linearly independent subset of (πD)−1(I).
So by Lemma 8.6, there exists a sequence of subspaces σ(t1) = U1, . . . ,Un = σ(tm) contained in D
such that dim(Ui ∩ Ui+1) k + 1 for each i = 1, . . . ,n − 1; contradicting the choice of T . Hence Path
Interpolation holds. 
We now strengthen Lemma 8.7 to obtain canonical tree-decompositions for chordally saturated
conﬁgurations having ﬁnite tree-width.
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subspace} ∈ ω, there exists a tree-decomposition of D whose vertex bags are precisely the maximal subspaces
contained in D.
Proof. Let T = (T , σ ) be as per Lemma 8.7, and suppose that Interpolation fails for T. Then as linear
combinations are ﬁnite, it fails for (T ′, σ V (T ′)) for some minimal ﬁnite subtree T ′ of T . Let {t1, . . . , tn}
be the set of leaves of T ′ and let t′1 be the neighbour of t1 in T ′ . As Path Interpolation holds, neces-
sarily n  3. For each i = 1, . . . ,n; there exists xi ∈ σ(ti) such that x1 = ∑ni=2 μi xi /∈ σ(t′1) for some
non-zero scalars μ2, . . . ,μn . Without loss of generality, μ2x2 + μ3x3 ∈ D by Chordality. It follows by
Saturation that D contains 〈x2, x3〉, so 〈x2, x3〉 ⊆ σ(t) for some t ∈ V (T ) by Lemma 7.4.
If t ∈ V (T ′), then Path Interpolation in T ′ shows that Interpolation fails for (T ′′, σ V (T ′′)) for some
proper subtree T ′′ of T ′ , contradicting the minimality of T ′ . Consequently t /∈ V (T ′), so there exists
a minimal path P in T linking t to some t′ ∈ V (T ′). But then Path Interpolation in T ′ ∪ P shows
that Interpolation fails for (T ′′, σ V (T ′′)) for some proper subtree T ′′ of T ′ , again contradicting the
minimality of T ′ . Hence Interpolation holds for T. 
Lemma 8.8 is easily derived for ﬁnite-dimensional chordally saturated conﬁgurations without the
Axiom of Choice (see Lemma 8.4).
Combining Lemma 8.8 and Corollary 7.5, we obtain the following.
Corollary 8.9. tw(D) = sup{dim(U ) | U ⊆ D a subspace} for every chordally saturated conﬁguration D.
9. Compactness of conﬁguration tree-width
The following theorem corresponds to [16, Theorem 14], a result originally discovered by Thomas.
Theorem 9.1. A conﬁguration D has tree-width at most w ∈ ω if and only if every ﬁnite subconﬁguration of
D has tree-width at most w.
Proof. It suﬃces to demonstrate the reverse implication. Let D be a conﬁguration for which every
ﬁnite subconﬁguration has tree-width at most w and let X = {D ′ ⊆ 〈D〉 | D ⊆ D ′ and tw(D ′0) w for
every ﬁnite D ′0 ⊆ D ′}. It follows from Zorn’s Lemma that X has a maximal element D¯ .
9.1.1. D¯ is saturated.
Subproof. Let N be a round subset of D¯ having dimension at most w , let x ∈ 〈N〉 and let D ′0 be
a ﬁnite subset of D ′ := D¯ ∪ {x}. Then there exists a ﬁnite round subset N0 of N spanning 〈N〉 by
Corollary 7.3. As N0 ∪ (D ′0 − {x}) is a ﬁnite subset of D¯ , it has tree-width at most w . It follows from
Lemma 7.4 that tw(N0 ∪ D ′0) w also, so tw(D ′0) w . Thus D ′ ∈ X , and so x ∈ D¯ by the maximality
of D¯ , whence 〈N〉 ⊆ D¯ .
Now suppose that N is a round subset of D¯ having dimension at least w + 1. Let B1 be
a (w + 1)-element linearly independent subset of N . Extend B1 by some B2 ⊆ D¯ to a basis for
〈D¯〉 and let π be projection of 〈D¯〉 onto 〈B1〉 along 〈B2〉. Then π determines a contraction of D¯
by B2.
Clearly π [N] is round and (w + 1)-dimensional. It follows from Corollary 7.3 that π [N] has a
ﬁnite round (w + 1)-dimensional subset N0. So by Lemma 3.1, there is a projection π ′ determining a
contraction of D¯ by some ﬁnite subset B ′2 of B2 such that N0 ⊆ π ′[N].
Let X be a ﬁnite subset of N for which π ′[X] = N0. Then X ∪ B ′2 is a ﬁnite subset of D¯ having
tree-width at least tw(N0) = dim(N0) = w + 1 by Corollary 7.5, contradicting D¯ ∈ X . Hence D¯ has no
round subsets having dimension at least w + 1. 
9.1.2. D¯ is chordal.
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at least 4 such that ci + c j /∈ D¯ whenever i = j. It follows that D¯ ∪ {ci + c j} /∈ X , so there is a ﬁnite
subset Dij of D¯ ∪ {ci + c j} containing ci + c j and having tree-width at least w + 1. Consequently
D ′i j := Dij ∪ C is a ﬁnite subset of D¯ ∪ {ci + c j} having tree-width at least w + 1.
Let D ′ =⋃i = j(D ′i j − {ci + c j}). As D ′ is a ﬁnite subset of D¯ , it has tree-width at most w . So there
exists a chordally saturated superset D ′′ of D ′ having tree-width at most w (take the union of the
bags of a tree-decomposition). As C ⊆ D ′i j whenever i = j, C ⊆ D ′ ⊆ D ′′ , so C is a circuit of D ′′ . It
follows from the chordality of D ′′ that μci + ξc j ∈ D ′′ for some i = j and some non-zero scalars μ
and ξ . So ci + c j ∈ 〈ci, c j〉 ⊆ D ′′ by Claim 9.1.1. Hence D ′′ contains D ′i j , and so tw(D ′′) tw(D ′i j) > w ,
contradicting D ′′ ∈ X . 
As D¯ contains no round subsets having dimension at least w + 1, it contains no subspaces having
dimension at least w + 1. Hence tw(D) tw(D¯) w by Corollary 8.9. 
10. Linked tree-decompositions of inﬁnite conﬁgurations
Establishing the existence of linked tree-decompositions of inﬁnite conﬁgurations having ﬁnite
tree-width requires a compactness argument, which in turn needs a locally veriﬁable formulation of
“linked tree-decomposition”.
First we require a matroidal analogue of a notion of Tutte [17]. Let C be a conﬁguration and let
X ⊆ E(C). Then an X-bridge of C is a union of connected components of M[C]/X . Bridges cor-
respond to the “branches” of tree-decompositions in the following way. Whenever (T , σ ) is a
tree-decomposition of a conﬁguration, D := ⋃t′∈V (T ) σ (t′) is a conﬁguration. If t ∈ V (T ), then the
σ(t)-bridges of D are precisely the sets (
⋃
t′∈V (Ti) σ (t
′)) − σ(t), where i = 1, . . . ,d(t).
We now give a locally veriﬁable formulation. Let C = (D, E, ) be a conﬁguration having ﬁnite
tree-width w . Then an M-closure of C is a superconﬁguration C′ = (D ′, E ′, ′) of C satisfying
1. C′ is chordally saturated,
2. D ′ contains no (2w + 1)-dimensional subspace, and
3. whenever S1 and S2 are distinct maximal subspaces contained in D ′ and Ri is the union of those
(′)−1(Si)-bridges of C′ disjoint from (′)−1(S3−i) for each i = 1,2;
κC
(
−1
(
S1 ∪ ′[R1]
)
, −1
(
S2 ∪ ′[R2]
))
 κC′
((
′
)−1
(S1),
(
′
)−1
(S2)
)
.
In this deﬁnition, 1 encodes tree-structure, 2 bounds width and 3 encodes the property of being
linked.
Whenever C is a conﬁguration having ﬁnite tree-width and point set D , a conﬁguration C′ having
point set D ′ is an M-closure of C if and only if D ′ is an M-closure of D . Consequently it suﬃces to
view M-closures as subsets of their ambient vector spaces.
Lemma 10.1. Let D be a conﬁguration having ﬁnite tree-width w. Then D has a linked tree-decomposition of
width at most 2w if and only if it has an M-closure.
Proof. Let T = (T , σ ) be a linked tree-decomposition of D having width at most 2w and let
D ′ =⋃t∈V (T ) σ (t). Lemma 7.4 shows that D ′ is saturated. As every circuit of D ′ has two distinct ele-
ments in some vertex bag of T by Interpolation, D ′ is chordal. D ′ contains no (2w + 1)-dimensional
subspace by roundness of subspaces and Corollary 7.5. So let S1 and S2 be distinct maximal sub-
spaces contained in D ′ . For each i = 1,2; Si is contained in a vertex bag of T by roundness of
subspaces and Lemma 7.4. It follows from the deﬁnition of D ′ and the maximality of S1 and S2
that S1 and S2 are the bags of some distinct vertices t1 and t2 of T . Let P be the path joining these.
For each i = 1,2; let Ri be the union of the Si-bridges of D ′ disjoint from S3−i and let Xi be the
set associated with the connected component of T − E(P ) containing ti . Then Ri = Xi − Si , and so
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is an M-closure of D .
Now let D ′ be an M-closure of D . Then D ′ has a tree-decomposition T = (T , σ ) of width at most
2w for which
⋃
t∈V (T ) σ (t) = D ′ by Lemma 8.8. We verify that it is linked. Let t1 and t2 be distinct
vertices of T , let P be the path joining them and let Xi be the set associated with the compo-
nent of T − E(P ) containing ti for each i = 1,2. As the bags of the vertices of P form a sequence
σ(t1) = S1, . . . , Sn = σ(t2) of subspaces contained in D ′ and having dim(S j ∩ S j+1) k for each j =
1, . . . ,n − 1; necessarily κD ′(σ (t1),σ (t2))  k. So as D ′ is an M-closure of D , κD(D ∩ (σ (t1) ∪ R1),
D ∩ (σ (t2) ∪ R2)) k, where Ri is the union of the σ(ti)-bridges of D ′ disjoint from σ(t3−i) for each
i = 1,2. It follows from Interpolation that σ(ti) ∪ Ri = Xi for each i = 1,2; so in fact κD(X1, X2) k.
Hence T is linked. 
Combining Corollary 6.2 and Lemma 10.1, we obtain the following.
Corollary 10.2. Every ﬁnite conﬁguration has an M-closure.
In order to prove Theorem 1.2, it now suﬃces to apply a compactness argument to M-closures of
ﬁnite conﬁgurations. This will take the form of an application of Rado’s Selection Lemma.
Lemma 10.3 (Rado’s Selection Lemma). Let X and I be sets and let X = {Xi | i ∈ I} be a collection of non-
empty ﬁnite subsets of X . For every ﬁnite subset J of I , let f J be a choice function for {X j | j ∈ J }. Then there
exists a choice function f for X such that whenever J is a ﬁnite subset of I there exists a ﬁnite subset K of I
containing J for which f  J = f K  J .
Rado’s Selection Lemma is equivalent to the Axiom of Choice and is easily derived by applying
Tychonoff’s Theorem to the topological space 2I .
Theorem 10.4. Every conﬁguration having ﬁnite tree-width has an M-closure.
Proof. Let D be a conﬁguration having ﬁnite tree-width w . For every ﬁnite subset X of 〈D〉, let D ′X
be an M-closure of DX := D ∩ X . Deﬁne f X : X → 2 by
f X (x) =
{
1 if x ∈ D ′X , and
0 otherwise
for every x ∈ X . Then by Rado’s Selection Lemma, there exists f : 〈D〉 → 2 such that for every ﬁnite
subset X of 〈D〉 there exists a ﬁnite subset Y of 〈D〉 containing X for which f X = fY X . Let D ′ =
f −1({1}).
10.4.1. D ′ is saturated.
Subproof. Let N be a round subset of D ′ having dimension at most 2w . Then there exists a ﬁnite
round subset N0 of N such that 〈N0〉 = 〈N〉 by Corollary 7.3. Let x ∈ 〈N〉. Then N0∪{x} is a ﬁnite subset
of 〈D〉, so there exists a ﬁnite subset Y of 〈D〉 containing N0 ∪ {x} such that f N0∪{x} = fY N0∪{x} .
Consequently D ′Y contains N0. It follows by Saturation that D ′Y contains 〈N0〉, so x ∈ D ′Y . Thus x ∈ D ′ ,
and so D ′ contains 〈N〉.
Now suppose that N is a round subset of D ′ having (possibly inﬁnite) dimension at least 2w + 1.
Let B1 be a linearly independent subset of N having size 2w + 1. Extend this by a subset B2 of D ′
to a basis for 〈D ′〉 and let π be the projection of 〈D ′〉 onto 〈B1〉 along 〈B2〉. Then π determines a
contraction of D ′ by B2.
π [N] is round by Lemma 7.1 and has dimension 2w + 1. It follows from Corollary 7.3 that there
exists a ﬁnite round subset N0 of π [N] having dimension 2w + 1. So by Lemma 3.1, N0 is a subset of
π ′[N] for some projection π ′ determining a contraction of D ′ by some ﬁnite subset B ′2 of B2.
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a ﬁnite subset Y of 〈D〉 containing X ∪ B ′2 such that f X∪B ′2 = fY X∪B ′2 . Consequently D ′Y contains
X ∪ B ′2. Clearly π ′′ := π ′〈D ′Y 〉 determines a contraction of D ′Y by B ′2, and π ′′[D ′Y ] contains N0. So
there exists a round subset N ′ of D ′Y such that N0 = π ′′[N ′] by Lemma 8.2.
As dim(N ′) dim(N0) = 2w +1, saturation of D ′Y shows that D ′Y contains a (2w +1)-dimensional
subspace. It follows from 2 that tw(DY ) w + 1, contradicting tw(D) = w . Consequently D ′ contains
no round subsets having dimension at least 2w + 1. 
10.4.2. D ′ is chordal.
Subproof. Let C be a circuit of D ′ having size at least 4 and let X = C ∪{c+ c′ | {c, c′} ∈ [C]2}. Then X
is a ﬁnite subset of 〈D〉, so there exists a ﬁnite subset Y of 〈D〉 containing X for which f X = fY X .
Consequently C is a circuit of D ′Y . It follows by Chordality that there exist distinct c, c′ ∈ C and
d ∈ D ′Y − C such that {c, c′,d} and (C − {c, c′}) ∪ {d} are circuits of D ′Y . As {c, c′,d} is round, D ′Y
contains 〈c, c′〉 by Saturation, so c + c′ ∈ D ′Y . Thus c + c′ ∈ D ′ . So as {c, c′, c + c′} is round, D ′ contains〈c, c′〉 by Saturation. Thus d ∈ D ′ . Consequently {c, c′,d} and (C − {c, c′}) ∪ {d} are circuits of D ′ . 
Claims 10.4.1 and 10.4.2 constitute 1, and 2 follows from Claim 10.4.1 by the roundness of sub-
spaces. We establish 3 by using ﬁnite Dowling cliques as certiﬁcates for roundness. Dowling cliques
were ﬁrst deﬁned in the matroidal context in [5]; see also [9]. A conﬁguration is a Dowling clique if
its ground set is the union of a basis B = {bi | i ∈ I} and a set of points {x J | J ∈ [I]2} disjoint from B
such that each triple {bi,b j, xij} for which i = j is a circuit.
Now, let S1 and S2 be distinct maximal subspaces contained in D ′ and for each i = 1,2; let Ri be
the union of those Si-bridges of D ′ disjoint from S3−i . As 1 and 2 hold, it follows from Lemma 8.8
that D ′ has a tree-decomposition (T , σ ) of ﬁnite width whose vertex bags are precisely the maximal
subspaces contained in D ′ . Thus S1 = σ(t1) and S2 = σ(t2) for some distinct vertices t1 and t2 of T .
Let P be the path joining these. For each vertex t of P , let Bt be a basis for σ(t) and let Nt =
Bt ∪ {b + b′ | {b,b′} ∈ [Bt]2}. Then Nt is a ﬁnite Dowling clique spanning σ(t). Let X =⋃t∈V (P ) Nt . As
X is a ﬁnite subset of 〈D〉, there exists a ﬁnite subset Y of 〈D〉 containing X such that f X = fY X ,
so D ′Y contains X . It follows from the roundness of Dowling cliques and the saturation of D ′Y that D ′Y
contains
⋃
t∈V (P ) σ (t). Consequently
κD ′(S1, S2)min
{
w(e)
∣∣ w ∈ E(P )}
 κD ′Y (S1, S2)
 κDY
(
DY ∩ (S1 ∪ R1), DY ∩ (S2 ∪ R2)
)
by 3
 κD
(
D ∩ (S1 ∪ R1), D ∩ (S2 ∪ R2)
)
.
Hence 3 holds for D ′ . 
Theorem 1.2 is now easily derived.
Proof of Theorem 1.2. Let D be a conﬁguration having ﬁnite tree-width w . Then D has an
M-closure by Theorem 10.4, and consequently a linked tree-decomposition of width at most 2w by
Lemma 10.1. 
11. Conclusion
We have shown that every conﬁguration having ﬁnite tree-width w has a linked tree-decom-
position of width at most 2w . In particular, every GF(q)-represented inﬁnite matroid having ﬁnite
tree-width w has a linked tree-decomposition of width at most 2w . As the vertex bags of such a
decomposition each contain only ﬁnitely many points, these decompositions should provide the ﬁnite
certiﬁcates necessary for a minimal bad sequence argument. Consequently, it should now be possible
140 J. Azzato / Journal of Combinatorial Theory, Series B 101 (2011) 123–140to well- (or better-) quasi-order any class of GF(q)-represented inﬁnite matroids having bounded tree-
width.
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