We consider quantum fluctuations in a current biased overdamped Josephson junction in the regime when the bias current is larger than the critical current. The fluctuations of the voltage and phase across the junction are assumed to be initiated by equilibrium current fluctuations in the shunting resistor. This corresponds to low enough temperatures, when fluctuations of the normal current in the junction itself can be neglected. Quantum effects are important when the resistor temperature is low compared to the Josephson frequency, even in the case when noise is measured at frequencies lower than the temperature. We used the quantum Langevin equation in terms of random variables related to the limit cycle of the nonlinear Josephson oscillator. This allows to go beyond the perturbation theory and calculate the widths of the Josephson radiation lines.
INTRODUCTION
Fluctuations in an equilibrium system are considered to be "classical" if the fluctuation frequency is lower than the the system temperature, hw << T. For higher frequencies the fluctuations are " quantum" and contain a contribution called zero-point fluctuations (ZPFs). Due to the ZPFs there are fluctuations even at zero temperature, when the system is in its ground This paper is stimulated by experiments with nonequilibrium Josephson junction systems,24 where ZPFs play an important role at low temperatures. J2 ZPFs were detected in a dc-current biased Josephson junction, measuring the low frequency noise of the voltage V(t) across the junction. The voltage noise was generated by intrinsic current fluctuations 61(t) in a shunting resistor R. The frequency of the measured voltage noise (of the order 100 kllz) is much below the temperature T of the resistor (1.6 K and 4.2 K), but quantum phenomena are important because this low frequency is mixed due to nonlinear effects with the Josephson frequency Wj ( between 10 and 500 GHz) , which is comparable or even higher than the resistor temperature.
The theory of quantum fluctuations in a dc-current biased Josephson junction was given in,5 based on the Langevin equation for the phase difference across the junction (t) , where the random forces are intrinsic current fluctuations 51(t) in the resistor. We decided to revisit the problem because of following reasons. In5 the authors used the theory of classical fluctuations developed in,6 simply replacing in the classical Langevin equation the classical spectral density of the random forces, (SI2) T/irR, by its quantum equivalent, (hw/2irR) coth(tw./2T). This quantum spectral density, containing ZPFs, is generated by the symmetrized correlator ((1/2)[81(t')81(t) + öI(t)SI(t')]), which is, however, not relevant in the problem considered. This is because using the symmetrized correlator for the random forces in the Langevin equation imply that all the correlators calculated from this equation are also symmetrized. On the other hand, the symmetrized correlator of the voltage V(t) do not represent the measured voltage noise.
This problem was addressed in.79 It was shown that if the device, measuring current noise, is a "resonator" at zero temperature, with resonant frequency w, the measured signal is proportional to the Fourier component S() of the nonsymmetrized current correlator (j(O)j(t)), with w > 0 and the dc component in the current j(t) being subtracted. S(w) is real, but not symmetric in w, and hence the condition w > 0 is essential. If the current carrying system is in equilibrium at zero temperature, one finds S(w) =0 for w > 0, which means there is no signal created by ZPFs. It is because the signal 8(w) is in fact proportional to the power spectral density e-mail: lwlevins©wicc.weizmann. ac.il spontaneously radiated by the system, and a system at T = 0 do not radiate. The situation is similar in quantum optics,'° where ZPFs can create radiation only in nonequilibrium systems, like parametric amplifiers.
The second reason to revisit the theory is as follows. In6 and5 the fluctuations were calculated using perturbation theory for the phase ço(t) , i.e. assuming that (s2) is small and proportional to (t5I2). This theory diverges near w = 0 and the harmonics of Josephson frequency w = kw, k = 1, 2, . ., which are exactly the points of interest. The width of the Josephson emission lines was considered in the well known 12 however a white spectrum was assumed for the random forces. This assumption is employed in almost all papers dealing with noise influence on Shapiro steps,'3 on the impedance of microwave driven 415 and other phenomena in Josephson junctions (more references are given in16' 17) . There are only few exceptions. In'8' 19 the white noise with correlator S(t) was replaced by a dichotomous telegraph noise with an exponential correlator exp(-yt). In20 the sum of these two was considered. Full consideration for the quantum correlations, considering the rounding of the I -V-curve, was given in.21
OVERDAMPED JOSEPHSON JUNCTION
The equations describing a current biased overdamped Josephson junction in the RSJ-model are as 622
Here I and I are the critical and bias currents, R is the resistor of the model, ço(t) and V(t) are the phase and voltage difference across the junction. We neglect the quasi-particle current in the junction, assuming low enough temperatures, which means in terms of the model that R is just the external shunting resistor. The solution of Eqs.
(1) differs qualitatively in cases when the bias current I, is smaller or greater than the critical current I. We will consider only the case of the non-stationary Josephson effect, when I > I. In this case the voltage V(t) and the phase ço(t) are periodic functions of time (the last one modulo 2ir), the period defining the Josephson frequency Wj . These functions can be presented as follows
where 1(x) and g(x) are non-dimensional functions g(x) = g_ikX, f(x) = : fke + x, (3) co is an arbitrary initial phase, appearing because Eqs.(1) are invariant with respect to time shift. Eqs.(2) define the limit cycle of the nonlinear Josephson oscillator, i.e. the trajectory of the system in the phase space (so, V). The time-average voltage across the junction is Vo = IRgo. g-= g.
As was explained in the Introduction the measured voltage noise (proportional to the radiated energy) is
with v(t) = V(t)
-V0 and w > 0. When fluctuations are neglected, v(t) is a non-random periodic function. Considering the initial phase ao to be random within the interval (0, 2ir), we convert the periodic function v(t) into its random equivalent, i.e. a stationary random process with an equidistant discrete spectrum. Using
we average v(t')v(t) over ao and obtain the relevant correlator where in the quantum case ço and 51 have to be considered as operators. This equation is a Langevin equation for the phase as a "coordinate" of an overdamped particle and a " potential" having the dimension of energy, the current fluctuations being the random forces. Assuming the resistor to be in thermal equilibrium with temperature T and comparing Eq.(10) with the standard form of a quantum Langevin equation in11 we find the correlator (SI(t')61(t)) = L°°d
and the commutator
rrR0 Rdt where
. It is important that 51(t) is a Gaussian process (in the quantum case one has to preserve the order of operators) and the commutator Eq. (12) is a c-number. (When the thermal bath responsible for the random forces is chosen to be a collection of harmonic oscillators'1 the Gaussian properties of the random forces follow from the Gaussian properties of a harmonic oscillator in equilibrium. However, probably, this is a more general property, since many degrees of freedom of the thermal bath contribute to the random force.)
The spectrum of equilibrium current fluctuations is (I2) = N(w).
The width of the spectrum is T/h and the corresponding correlation time is h/T. At T =0 this spectrum has no Fourier components with w > 0, which means that energy can not be extracted from the thermal bath. The spectral density of the symmetrized correlator, which contains ZPFs,
does not have this property. In the classical case, when T >> hw and t -t' >> h/T, the random forces have a ,, white" spectrum, i.e.
(8I2) ; , (I(t')6I(t)) = 6(t _ t'). 
LIMIT CYCLE VARIABLES
We turn now to the effect of fluctuations, when the random forces 61(t) tend to move the system away from the limit cycle and destroy the periodicity of the system dynamics. The effect of the random forces on the noise spectra Eq. (6) is twofold: the monochromatic Josephson lines in Eq.(9) acquire a width, and a background for all frequencies w > 0 appears. We assume the random forces to be weak, which means that the width of the Josephson lines is small compared to the distance between them and that the background contribute to the integrated noise less than the lines do.
If the system is shifted by the random force perpendicular to the cycle, a " restoring force" exist , which tends to bring the system back to the cycle. However no such force exist when the system is shifted along the cycle, since this corresponds to a change of arbitrary initial phase co . To account for these two effects we look for a fluctuating solution of Eqs. (1) in the form
with two unknown random functions 6c(t) and &(t) (which are operators in the quantum case). The last one describes the shift of the system perpendicular to the limit cycle and since in this case a restoring force acts against the random forces, &(t) is small and proportional to SI(t); it contains the same frequencies as 61(t).
Contrary, 6a(t) can grow unlimitedly even for small 61(t) , if therandom force contains the resonance frequency Wj or its harmonics. Hence, 6c(t) =(t) + 6c(t), where 6c(t) is proportional to 61(t) and contains the frequencies of the random force, while Sa(t) is secular and slow, i.e. contains only low frequencies proportional to the amplitude of the random force. The function 6a(t) describes the so called diffusion of the initial phase and its derivative describes Josephson frequency fluctuations, which are responsible for the broadening of the Josephson radiation lines,
In terms of the new variables the voltage noise is
(IR)2 K exp[ik'(wjt' + a0 + 6a(t'))] + 6e(t') gkexp[-ik(wJt + a0 + Sa(t))} + 6(t)
As we will see later {Sa(t), 6e(t)} is a Gaussian process and to find the voltage noise one has to calculate the correlators (6a(t')Sa(t)), (6a(t')6(t)) and (&(t')6(t)).
LANGEVIN EQUATIONS FOR AN OVERDAMPED JUNCTION
The Langevin equations for an overdamped junction in the limit cycle variables are as follows 6(t) = ), â(t) = + sin(wjt + o + Sa(t))] 6(t).
( Some caution is needed in the quantum case since 6a and M do not commute. However the main (secular) part of 6a is a slow function of t and hence fa(t) and 6â(t') effectively commute when t' = t.)
-From the first of these equations we find immediately 5, = SI/I. As mentioned already 6a(t) = (t) + 
Ic
To calculate (8a2) we average (6à,6&) over oj using Eq.(7) and obtain 
where g = (h/e2)R1 is the non-dimensional conductance of the junction resistor. It what follows we assume g >> 1, and we will see that this is the main condition for the fluctuations to be weak. We will not consider very strong pumping and assume p 1. It is obvious from Eq.(22) that approaching the threshold p = 1 of the non-stationary Josephson effect, when i -p 0, the fluctuations increase.
PERTURBATION THEORY
We consider shortly the situation when 6c(t) can be assumed to be small. Substituting in the second of Eqs.(16) the Fourier expansion of the function g from Eqs.(3) and expending in 6a(t) we find the voltage fluctuations 6V(t) == IcR >(_ik)gk exp{-ik(wjt + ao)]6a(t) + R81(t). 
In the classical case one can see, using Eq.(15), that the above result agrees with.6 However in the quantum case the voltage noise is not given by the symmetrized current spectral density, as it was obtained in.5 It follows from
Eq.(26) that perturbation theory diverges at w = for k = 1, 2, ..., i.e. at the frequencies of the Josephson lines. This is because, as already mentioned, at these frequencies 8c(t) is not small. Note, that in,6 where perturbation theory was developed for S(t), there was also an artifact divergency for (6p2) at w =0.
Using g from Eq. (5) In this special case the symmetrized current spectral noise enters, and this is why our result for 8(0) agrees with that obtained in.5
DEPHASING FACTOR OF JOSEPHSON LINES
To find the width of the Josephson lines one has to go beyond the perturbation theory to eliminate the singularities of (6V2) near the Josephson frequency and its harmonics. If öV is calculated from Eq.(26) in the vicinity of kj, (k = 1, 2...), the term RI can be neglected, and (c5V2) is a double sum over k and k'. The strongest singularities (w -kwj)2 emerge from the diagonal terms with k' = k, while the non-diagonal terms create weaker singularities (w -kwj)'. Comparing the diagonal and non-diagonal terms reveal that when 1w -kwjl << wj the diagonal terms dominate. Hence, to find the width of the Josephson lines kwj on can neglect in Eq.(18) the terms &(t) and &(t') and pick-up in the double sum over k and k' the terms with k' =k only, considering 
2rr where v = -kwj is the detuning from the center of the line and the dephasing factor is
The symmetry relation for the form-factor follows from the invariance of the average with respect to time shift. Since, as assumed, the fluctuations are small, the dephasing factors decay slowly with t.
As follows from Eq.(21) and the properties of SI(t) described in sec.3, that &(t) and 5c(t) are Gaussian processes and their commutators are c-numbers. Using the well known identity eAaB eA+Be[A,B1 one can write the operator product entering the dephasing factor Eq.(34) as
Using the Gaussian properties we calculate the averages and have for the dephasing factor
Presenting the commutator entering C(t) as its average (5â(ti)5â (t2) (41) q(w) contains only ZPFs and is temperature independent. This is not the case for g(w), which for high and low temperatures is, correspondingly, (for w > 0)
where e(w) is the step function. Because of the ZPFs g(w) 0 at T =0.
QUANTUM DYNAMICAL NARROWING
As can be seen from the previous section the form-factor of the Josephson line is given as an integral of the type 
where both spectral densities G(w), Q(w) contain a small pre-factor (due to g') and G(w) > 0, while sign Q(w) = sign w, Q(O) = 0. This is the quantum version of spectral line dynamical narrowing. (In the classical theory H(t) = 0, hence the line is symmetric in ii, and G'(O) = 0. One can see from Eqs.(42) that this property indeed holds for high temperatures but is not valid for zero temperature).
The large time asymptotic of W(t) is obtained replacing G(w) by G(O), giving
Since Q(O) = 0 the function H(t) is finite at t -oo. If one replace W(t) by its large time asymptotic and neglects H(t) , the form factor becomes a Lorenzian
As we will see, this line shape is valid only for small enough v. To get an expression valid also for large ii and to estimate the non-Lorenzian contributions we proceed as follows. We present
and expand exp [_i'(t)] = i -i'V(t). Neglecting second and higher order terms in W(t) and H(t), we present the form-factor as a sum of a symmetric and antisymmetric contributions (ii) = () + a(V) (48) and find (for i-i > 0) (v) = .:
On the other hand, at v >> y the Lorenzian and the term with G(0) cancel each other and we find that in the far wings of the line the form-factor follows the spectral densities entering the dephasing factor, i.e.
8(v) = a(V)
> 0, v >> y.
(50) 2v 2v
It is important to note, that this is in fact a " perturbation theory" result and can be obtained expanding the dephasing factor in W(t) and H(t).
If one can define a scale Lw, which is the spectral width of G(w) and Q(w), the results can be summarized in a simple way. The dynamical narrowing theory is valid when 'y << Lw. For detuning much smaller than the spectral width, v << zw, the line form-factor is Lorenzian according to Eqs.(46) and (45). When the detuning is of the order or larger than the spectral width, ii /.w, the form-factor follows the spectral density according to the perturbation theory result given by Eqs.(50). In this domain the line is asymmetric, the red wing (v < 0) being enhanced compared to the blue one (ii > 0). This is because of ZPFs, which enhance the probability for the oscillator to loss energy compared to the probability to gain it, due to the interaction with the thermal bath. This asymmetry is related to the perturbation theory result, Eq.(29), where the non-symmetrized current fluctuation spectral density enters.
THE WIDTH OF JOSEPHSON LINES
Using the results of the previous section we can find the width and the shape of the Josephson lines. For the line kw one has to put
and as a result the Lorenzian width of this line is according to Eqs. (45) Yk k2F,
As was mentioned already, our basic assumption about the weakness of the current fluctuations means that the line width is small compared to the line separation, which means that the result given by Eqs. (52) The width at high temperatures, I' = (go2) 1 2(2p2 + 1)(T/h), was obtained in6 considering the singular term Ak/(w -kwj)2 in (8V2) calculated from perturbation theory, Eq.(29), as a wing of a Lorenzian line and assuming that the total energy radiated in a this line is not influenced by the fluctuations. In the high temperature case the fluctuations can be considered to be weak, Eq.(9) , if gcr3 >> k2 (T/hwcj).
At low temperatures F = (g52)1wj, and Eq.(9) reduces to gcr2 >> k2. Finite dephasing of the Josephson lines exist at zero temperature due to the ZPFs, which are active because the junction is not at equilibrium.
One can see from the above estimates that the fluctuations are weak due to the large conductance g of the shunting resistor. Approaching to the threshold p = 1, when a -0, the fluctuations increase. The effect of the fluctuations is stronger for high harmonics, k >> 1.
It is important to note that the general quantum result for the line width, Eq.(52), can not be obtained from the high temperature classical one simply replacing the temperature T by its quantum equivalent, i.e. by (hw/2) coth(hw/2T).
We note also that a general relation is valid, 1F = (4rre2/h)S(O), which is a simple relation between the width of main Josephson line at .' = Wj and the low frequency noise. As was mentioned in sec.4, there are two indications, pointing to the smallness of the fluctuations: the ratio of the line width to the line separation F/wj, and the ratio of the background contribution to the contribution of the lines, which can be estimated as S(O)wj/(goIR)2. It follows from the relation between F and 8(0) that both ratios are of the same order, i.e. 
