Abstract. Let f1, . . . , f k be polynomials defining an algebraic set in affine n-space over a field. Suppose k > n. Storch and independently Eisenbud and Evans proved that there exists a system of polynomials g1, . . . , gn, each being a linear combination with polynomial coefficients of f1, . . . , f k , defining the same algebraic set. We show that for finite fields much stronger assertion holds, namely the coefficients can be taken from the field. In particular, one can reduce the number of equations without increasing the total degree. This applies, for example, to algebraic sets defined by systems of quadratic forms.
The theorem that any algebraic set in n-dimensional space is the zero-locus of a system consisting of n polynomials 1 has been proved independently by Storch ([1] ) and Eisenbud and Evans ( [2] ); both short proofs are ring-theoretic, i.e., one reduces the number of generators of the ideal generated by the defining polynomials.
In this note we examine closer the problem for algebraic sets over finite fields. If just the number of equations needed to describe an algebraic set is in question, then the answer is immediate: it is easy to construct a single polynomial defining it. If, however, the nature of defining polynomials (e.g., their total degree) is of interest then the investigation becomes more complex.
It turns out that in the finite fields case we can avoid dealing with rings; the vector space structure is sufficient. As a consequence, we obtain a stronger result: a reduced system of equations consists of linear combinations with scalar coefficients of the input ones so roughly speaking they are of the same type (see Corollaries 3 and 4) and our proof is even simpler; it relies on elementary computations.
We fix the following notation: F q the finite field with q elements; Map(X, F q ) the vector space of all functions f : X → F q for a given set X; Z(f 1 , . . . , f k ) the set of common zeros of f 1 , . . . , f k ∈ Map(X, F q ); Span(f 1 , . . . , f k ) the subspace of Map(X, F q ) generated by f 1 , . . . , f k ; A n (K) the affine n-space over a field K; P n (K) the projective n-space over a field K; [α 1 , . . . , α n+1 ] a set of homogeneous coordinates for a point in P n (K).
Theorem 1. Let X be a set with at most
This theorem is best possible with respect to the cardinality of X. Indeed, consider the following example. Let F q be any finite field. For every point P in the projective n-space P n (F q ) choose a set of homogeneous coordinates for P and denote it by c P . Define X n = {c P : P ∈ P n (F q )}. The cardinality of X n is
. . , f n+1 ∈ Map(X n , F q ) defined in the following way: for every x ∈ X n put f i (x) = the ith coordinate of x.
We have two immediate corollaries of Theorem 1 of interest in algebraic geometry.
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The space F can be, for example, a space of polynomials in n variables of bounded total degree.
Proof. For any positive integer n we have
, F q ) be a homomorphism of vector spaces. Any nonempty projective algebraic set defined by some members of F (i.e., the zero-locus of their images via φ) can be defined using at most n members of F.
The space F can be the space of quadratic (or higher degree) forms in n + 1 variables, the space of diagonal forms in n + 1 variables, etc.
Before we present the proofs of Theorem 1 and Proposition 2 we separately state their main ingredient; a result that remains true for any field.
Lemma 5. Let K be an arbitrary field and n a positive integer. Denote by M n the set of all matrices in M n,n+1 (K) in reduced row echelon form having the rank equal to n.
There is a one-to-one correspondence between M n and P n (K).
Proof. For [x 1 , . . . , x n+1 ] ∈ P n (K) we want a matrix
(i.e., a matrix whose ith column is the unique column without pivot, having entries a 1 , . . . , a i−1 , 0, . . . , 0 and the empty entries stand for 0) such that M x T = θ T . This condition means that
Let j be such that x j = 0 and x k = 0 for every k > j. By (2) we have j ≤ i. If j ≤ i − 1 then in particular x i = 0 and again by (2) we get x 1 = . . . = x n+1 = 0. That contradicts our assumption that [x 1 , . . . , x n+1 ] ∈ P n (K). Hence we have j = i and a 1 , . . . , a i−1 are uniquely determined by (2) .
For the proof of the second statement we consider again the equations in (2). We get x i+1 = . . . = x n+1 = 0. If x i were equal to 0 we would get by (2) that x 1 = . . . = x n+1 = 0 but we want [x 1 , . . . , x n+1 ] ∈ P n (K). Hence x i must be nonzero; put x i = 1. Now x 1 , . . . , x i−1 are uniquely determined by (2) .
The third statement of the lemma is an immediate consequence of the first and the second.
Proof of Theorem 1. It is enough to prove the statement for k = n + 1 since we may apply induction.
. . , f n+1 )} . By part (1) of Lemma 5 every element s of S defines a unique matrix in M n ; denote this matrix by M s . Examine the set T = M n \ {M s : s ∈ S} . By part (3) of Lemma 5 the number of elements in M n equals the cardinality of P n (F q ), i.e., q n+1 −1 q−1 . The number of elements in S is at most the cardinality of X, i.e., q n+1 −q q−1 . Hence the cardinality of T is at least
. . , g n ) is obvious, and by the definition of T the set Z(g 1 , . . . , g n ) is disjoint from X \ Z(f 1 , . . . , f n+1 ).
Proof of Proposition 2. Let g 1 , . . . , g n ∈ Span(f 1 , . . . , f n+1 ) be defined by a matrix A ∈ M n,n+1 (F q ) via    g 1 . . .
For any matrix A ∈ M n,n+1 (F q ) there exist a matrix M ∈ M n,n+1 (F q ) in reduced row echelon form having the rank equal to n, and a matrix B ∈ M n,n (F q ) such that A = BM . Hence by part (2) of Lemma 5 we get that there is x ∈ X n belonging to Z(g 1 , . . . , g n ).
