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Abstract. Multiple classi¯ers have shown capability to improve per-
formance in pattern recognition. This process can improve the overall
accuracy of the system by using an optimal decision criteria. In this pa-
per we propose an approach using a weighted benevolent fusion strategy
to combine two state of the art pixel based motion classi¯ers. Tests on
outdoor and indoor sequences con¯rm the e±cacy of this approach. The
new algorithm can successfully identify and remove shadows and high-
lights with improved moving-object segmentation. A process to optimise
shadow removal is introduced to remove shadows and distinguish them
from motion pixels. A particular advantage of our evaluation is that it is
the ¯rst approach that compares foreground/background labelling with
results obtained from ground truth labelling.
1 Introduction
The objective of achieving the best performing pattern recognition classi¯ers
leads to di®erent designs of high performance algorithms. Classi¯ers di®er in
their classi¯cation decision suggesting that di®erent classi¯ers designs potentially
o®er complementary information about the patterns to be classi¯ed which can
be harnessed to improve performance of the selected classi¯er [1].
In this paper two motion classi¯ers are combined using Bayes theorem while
considering the con¯dence of each classi¯er to optimise the motion classi¯cation
process.
2 Motion Detection
The detection of moving objects is an essential part of information extraction
in many computer vision applications including: surveillance and video coding.
Background di®erencing is a well established basis for moving object extrac-
tion. In more re¯ned approaches, statistical methods were used to form the
background model. Horprasert et. al. [2] introduced a new computational colour
model which separates the brightness from the chromaticity component. The
algorithm can detect moving objects and can distinguish shadows from a back-
ground. P¯nder [3] uses a multiscale statistical model of colour and shape with
a single Gaussian per pixel to model the background. It succeeded in ¯nding a2-D representation of head, hands and feet locations of a moving human subject.
In contrast, Friedman and Russell [4] took a simpler approach to modelling the
statistical nature of the image by using a single distribution to model the whole
of the background and two other distributions to model the variability in shad-
ows and moving objects. Elgammal et al. [5] used a Gaussian density estimator
as a kernel in the process of background modelling. The ¯nal background model
is updated by combining a short and a long term model of the background.
Often multiple surfaces appear on a particular background pixel and the light-
ing conditions change. Therefore, to robustly model a multi-modal background,
the multiple adaptive Gaussians can be used. In addition, a mixture of Gaus-
sians model is a very appealing approach to data ¯tting as it scales favourably
with dimensionality of the data, has good analytic properties and many data
sets form clusters which are approximately Gaussian in nature [6]. Stau®er and
Grimson [7] presented an online algorithm based on a statistical method using a
mixture of Gaussians. The persistence and the variance of each of the Gaussians
is used to identify background distributions. The approach was designed to deal
robustly with multimodal backgrounds, lighting changes, repetitive motions of
scene elements. The method lacks the capability to remove shadows and high-
lights. This method was further extended using an EM algorithm in [8] to track
motion and in [9] to track faces. The method was also used with image mo-
saicing techniques to build panoramic representations of the scene background
[10]. Magee [11] used a projective ground-plane transform within the foreground
model to strengthen object size and velocity consistency assumptions with the
mixture of Gaussians background modelling method.
Such techniques form a good base for building a better approach. Skillful
combination of such methods by holding to the strong points and removing the
weaknesses can eventually result in a better technique. In the following sections
we describe two standard pixel-based motion extraction approaches based on
mixture of Gaussians [7] and another based on statistical properties of the colour
model [2]. These are combined in Sect.(4). The segmentation analysis is given in
Sect.(5). Further comparison of outdoor vs. indoor extraction in Sect.(5) con¯rms
the e±cacy for this approach, prior to suggestions for future avenues for research.
3 Motion Extraction
3.1 Mixture of Gaussians Algorithm (MOG)
This approach models the background with independent distributions that are
updated on-line. The recent history of each pixel is modelled as a mixture of K
Gaussian distributions. The probability of a pixel intensity, x = (xR;xG;xB),
P(x) =
K X
j=1
wj´(x;¹j;§j) (1)
where K is the number of distributions, wj is the weight estimate for the Kth
distribution, ¹j is the mean value for the Kth distribution, and §j is the co-variance matrix for the Kth distribution. ´ is a Gaussian probability density
function formed from the multivariate Gaussian
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where d is the input dimension which is 3 for the (RGB) colour model and §j
is approximated by §j = ¾2
jI. Every new pixel value, x, is compared to the
existing K Gaussian distributions. The pixel is classi¯ed to be in a particular
distribution if the pixel is within 2.5 times the standard deviation of the distri-
bution. The pixel is checked against the background distributions ¯rst and then
to the foreground distributions.
The distributions are ordered according to the ratio of the weight over the
standard deviation of each distribution, wj=¾j. This process will rank the most
probable (those with high weight and low variance) to the least probable back-
ground distributions (those with low weight and high variance). The background
model is formed from a number of background distributions
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where T 2 [0;1] controls the number of modes of variations in the background.
If a pixel does not match any of the K distributions, the pixel will be considered
as a new distribution replacing the distribution with the smallest wj=¾j. The
new distribution mean, ¹j;t, will be the pixel value. The prior weight of the new
distribution will be set to a low weight and the variance to a high variance. After
evaluating a new pixel, the K distributions prior weights are updated at time t
wj;t = (1 ¡ ®)wj;t¡1 + ®Mj;t (4)
where ® 2 [0;1] is the learning rate. Mj;t is 1 for the matching distribution, and
0 for the remaining distributions. The weights are normalised after this process.
The value of ¹j;t and ¾2
j;t are updated only for the matching distribution
¹j;t = (1 ¡ ½)¹j;t¡1 + ½xt (5)
¾2
j;t = (1 ¡ ½)¾2
j;t¡1 + ½(xt ¡ ¹j;t)T(xt ¡ ¹j;t) (6)
where
½ = ®´(xt;¹j;t¡1;§j;t¡1) (7)
If a non-background pixel (part of a moving object) does not move over a
period of time, its distribution weight over time will increase and its variance
will decrease until this pixel becomes part of the background model.3.2 Statistical Background Disturbance Technique (SBD)
This algorithm decomposes the colour space using prior knowledge established on
a statistical computational model to separate the chromaticity from the bright-
ness component. The algorithm initially uses N frames to form the background
model. From these frames, the mean and the variance is computed for each colour
band (RGB) in each pixel. The chrominance distortion, CD, and the brightness
distortion, ¯, between the background model and a new pixel, x, are computed
as
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where ¹c and ¾c now respectively represent the mean and the standard de-
viation for each background pixel colour band. The normalised chrominance
distortion, d CD, and the brightness distortion, b ¯, are used to classify the new
pixel
M(i) =
8
> > <
> > :
FG : d CDi > ¿CD or b ¯i < ¿¯lo; else
BG : b ¯i < ¿¯1 and b ¯i > ¿¯2; else
S : b ¯i < 0 else
H : otherwise
(9)
where FG, BG, S and G resembles: foreground, background, shadow and high-
lights respectively. ¿CD and ¿¯lo are thresholds used to specify the borders of
the foreground. ¿¯1 and ¿¯2 are thresholds used to identify the borders of the
background. These thresholds are determined automatically through a statisti-
cal learning procedure [2]. Through the background building process a histogram
is constructed for d CD and b ¯. The thresholds are then computed after ¯xing a
detection rate which ¯xes the expected proportions of the image contents.
4 Combining Motion Classi¯ers
The combination of the two classi¯cation algorithms evolved due to the per-
formance of both algorithms in classi¯cation and the shadow extraction feature
provided by the SBD algorithm. The fact that both algorithms operate using
pixel wise operations facilitated the process of combination. The two classi¯ca-
tion algorithms are combined using Bayes theorem,
P(wjx) =
p(xjw)P(w)
p(x)
=
p(xjw)P(w)
P
p(xjw)P(w)
: (10)
Whenever the classi¯ers agree on a certain decision (whether a pixel is a
foreground pixel or a background pixel), the decision will be set to such decision.
On the other hand, if the classi¯ers disagree then the conditional probability forthe chosen class by each classi¯er is calculated. The conditional probability for
the Statistical Background Disturbance technique for a pixel x being part of the
background class is calculated as follows
p(xjwBG) = 1 ¡
D
V ar
(11)
where D is the distance between the tested pixel and the mean of the background
distribution, and V ar is the background variance. The Mixture of Gaussians
algorithm provides the conditional probability for the background. The fore-
ground conditional probability for the MOG algorithm Eqn. (12) is calculated
from p(xjwBG) for the closest background distribution for the pixel x.
p(xjwFG) = 1 ¡ p(xjwBG) (12)
For the SBD algorithm the conditional probability for the foreground, p(xjwBG),
is approximated by
p(xjwFG) = h
µ
D
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¶
where h(y) =
½
y when y · 1
1 otherwise (13)
The decision is then made according to the following equation
arg max
i2f1;2g
p(xjwCLSFi)P(wCLSFi) (14)
where w is a class of either a background (BG) or a foreground (FG) for the
classi¯er CLSFi. In Eqn. (14) the maximum conditional probability for each
classi¯er is used with the classi¯er's con¯dence measure P(wCLSFi) to ¯nd the
¯nal decision for the algorithm. P(wCLSFi) satisfy a sum to unity condition
P(wFG;CLSF1) + P(wBG;CLSF2) = 1 (15)
The priors P(wFG;CLSF1) and P(wBG;CLSF2) are calculated using a train-
ing set of N frames. In the training process, an exhaustive search method is
performed by changing the weights incrementally between zero and one until an
optimal value is reached giving the minimum classi¯cation errors.
The shadows are removed using the detection criteria in the Statistical Back-
ground Disturbance algorithm only, where there is no such feature in the Mixture
of Gaussians algorithm. To optimise this process a threshold distance between
the background mean and a virtual border for the shadow class is determined
(using the same process used for the priors). Any shadow pixel with a distance
exceeding the shadow border will be considered as a motion pixel.
5 Experimental Results
The presented algorithms were tested on indoor and outdoor sequences of walk-
ing human subjects. In testing the algorithms we used outdoor sequences of size
220£220 pixels and indoor sequences of size 720£367 pixels, with 77-81 imagesFig.1. Comparing the tested algorithms.
per sequence. The resulting extracted motion frames for the indoor sequences
are compared with the silhouettes provided by the University of Southampton
database [12]. The silhouettes were generated by chroma-key extraction of the
green background. The total di®erence between the algorithm's extractions and
the silhouettes is calculated for each image as a count of the mismatching pix-
els. This facilitates the comparison of the extraction procedure with a form of
ground truth.
The Statistical Background Disturbance algorithm and the Mixture of Gaus-
sians algorithm were trained initially with a background sequence of 50 frames.
The MOG was used with 5 distributions per pixel. Each new distribution created
was set to an initial weight of 0.05 and an initial variance equal to the largest
variance of all the background pixels for the indoor sequences (double the back-
ground variance for the outdoor). The frames were tested with a background
threshold (T) of 0.4 (0.6 for outdoor) and a learning rate of 0.05.
The combined algorithm was tested on ten indoor sequences. All the com-
bined algorithm results were better than both the Mixture of Gaussians (with
5 distributions) and the Statistical Background Disturbance techniques. The
results of the mean error for the extraction of 10 indoor sequences is shown be-
low in Fig.(1). The chart values are produced by ¯nding the percentage of all
misclassi¯ed pixels (comparing the current extraction with the silhouette).
The performance measure used to evaluate each method is
Performance = 100 ¡ Misclassi¯ed Percentage
= 100 ¡
µ
Misclassi¯ed Pixels
White Silhoutte Pixels
£ 100
¶
(16)
By this performance measure, the combined algorithm shows an improvement
of more than 10% over the MOG algorithm and more than 3% over the SBD(a) An input frame (b) MOG (c) SBD (d) Combined
Fig.2. Two examples of indoor images extracted with the tested algorithms.
algorithm. Table (1) shows the overall performance of the tested algorithm on
all the indoor sequences.
Table 1. Performance of the tested algorithms
Classi¯er Misclassi¯cation (%)
MOG 17.54
SBD 10.44
Combined 6.96
Samples of extracted indoor sequences are shown in Fig.(2). The samples were
chosen so as to show the performance advantage of the new algorithm over the
MOG and the SBD algorithms. The output image for the Mixture of Gaussian
algorithm gave a ¯ne motion extraction but with noise on the background and
shadows accompanying the moving object. Some of the output images produced
by the SBD algorithm have holes in the moving object (usually holes vary in
sizes). The extraction by the SBD (Fig 2.c) has misclassi¯ed small parts of the
legs though with less shadow and a cleaner background. The best result is given
by the output image for the combined algorithm with a clean background and
¯ne extracted moving object (in some of the extracted sequence small parts of
the shadow still persist). For outdoor sequences since the environment is more
complex, it is possible to have more pixels mistakenly labelled in the combined
algorithm. The combined algorithm can improve the outdoor motion extraction
as shown in Fig.(3).
6 Conclusions
This paper presents a new motion extraction algorithm by combining two mo-
tion classi¯ers. A comparison between the new algorithm and their original(a) An input frame (b) MOG (c) SBD (d) Combined
Fig.3. Two examples of outdoor images using the three extraction algorithms.
versions was prepared using controlled laboratory data, and outside data. The
combined algorithm shows that combination of pixel-based motion segmentation
algorithms can improve segmentation performance. This suggests that applying
more advanced ensemble methods could provide further performance improve-
ment.
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