Abstract A variety of exciting scientific achievements have been made in the last few decades in brain encoding and decoding via functional magnetic resonance imaging (fMRI). This trend continues to rise in recent years, as evidenced by the increasing number of published papers in this topic and several published survey papers addressing different aspects of research issues. Essentially, these survey articles were mainly from cognitive neuroscience and neuroimaging perspectives, although computational challenges were briefly discussed. To complement existing survey articles, this paper focuses on the survey of the variety of image analysis methodologies, such as neuroimage registration, fMRI signal analysis, ROI (regions of interest) selection, machine learning algorithms, reproducibility analysis, structural and functional connectivity, and natural image analysis, which were employed in previous brain encoding/decoding research works. This paper also provides discussions of potential limitations of those image analysis methodologies and possible future improvements. It is hoped that extensive discussions of image analysis issues could contribute to the advancements of the increasingly important brain encoding/decoding field.
Introduction
Encoding and decoding are two critical and complementary perspectives to understand the fundamental mechanisms of brain functions via neural codes (Dayan et al. 2001; Gerstner et al. 1997; Haynes and Rees 2006; Trappenberg 2010) . Encoding models aim at understanding how brain activity varies according to the concurrent variation in external stimuli, e.g., natural visual stimulus discussed in this paper, and how well the brain activity can be predicted from the quantitatively modeled external stimuli. In contrast, decoding models aim at studying how much of the external stimuli can be learned by observing the brain activity (Haxby et al. 2001; Kay et al. 2008; Miyawaki et al. 2008; Naselaris et al. 2011) . Essentially, encoding uses external stimuli to predict brain activity, while decoding uses brain activity to predict information about external stimuli. Thus, encoding and decoding are complementary rather than distinct operations , and they are largely overlapped in terms of computational methods including stimuli representation, functional brain activity measurement, and pattern analysis methodologies for exploring the relationship between stimuli and brain activities.
Due to the fast-growing interest in and the significance of brain encoding/decoding research, several survey papers addressing different aspects of fMRI-based works have already been published (Hasson et al. 2010; Haynes and Rees 2006; Kay and Gallant 2009; Naselaris et al. 2011) . For instance, Haynes and Rees (2006) discussed the general research problem of 'brain reading', which has been studied in the domain of visual perception and other types of mental state including covert attitudes and lie detection. The authors also covered technical challenges and important ethical issues concerning the privacy of personal thought in brain decoding. Kay and Gallant (2009) summarized several M. Chen : J. Han : X. Hu : L. Guo advancements of brain decoders of visual stimuli via fMRI including those in (Kay et al. 2008; Mitchell et al. 2008; Miyawaki et al. 2008; Thirion et al. 2007) , and provided perspectives on the future research direction and potential application of brain decoding. Hasson et al. (2010) reviewed existing studies that examined the reliability of cortical activity within or between human subjects in response to natural visual stimulation (e.g., free viewing of movies), particularly, on the inter-subject and intra-subject correlations of fMRI responses to the same set of visual stimuli. Naselaris et al. (2011) offered a comprehensive survey of recent experimental methodology advancements in voxel-based decoding models of visual stimuli. The authors laid out a systematic modeling framework that includes estimating an encoding model for every voxel in an fMRI scan and using the estimated encoding models to perform decoding. Sugase-Miyamoto et al. (2011) focused on reviewing the role of temporal stages of encoded facial information in the visual system including the areas of V1, V2, V4, and the inferior temporal (IT) cortex.
In general, most of previous survey articles on brain encoding/decoding of visual stimulus published so far (Hasson et al. 2010; Haynes and Rees 2006; Kay and Gallant 2009; Naselaris et al. 2011; Sugase-Miyamoto et al. 2011) were mainly from cognitive neuroscience and neuroimaging perspectives. Though computational challenges were briefly discussed in those survey articles, the impacts of image analysis methodologies such as neuroimage registration, fMRI signal analysis, brain ROI (regions of interest) selection, machine learning algorithms, reproducibility analysis, functional connectivity, and natural image analysis, on brain encoding and decoding studies need further extensive discussions. Therefore, this paper will focus on the image analysis methodologies that were employed in previous brain encoding/decoding research works to model both the external stimuli and the brain responses, on the discussions of potential limitations of those methodologies, and on possible future improvements. In particular, this paper will concentrate on the brain encoding/decoding of visual stimuli in the human vision systems, which will be used as a test-bed to discuss the image analysis methodologies.
The rest of this paper is organized as follows. We will first survey the major neuroimage analysis methodologies used in existing brain encoding/decoding applications. The major challenges of neuroimage analysis methods in brain encoding/decoding research and possible solutions are discussed in the following sections. Finally, we conclude this paper and provide perspectives of future applications of brain encoding and decoding.
Image analysis methodologies
Brain encoding and decoding via fMRI research involves a variety of neuroimage analysis techniques and methods, in that most of these applications aim to infer meaningful information about brain responses from fMRI image data and correlate it with external visual stimuli. For instance, intrasubject neuroimage registration methods are typically used to align fMRI images with structural images, and inter-subject neuroimage registration methods are commonly used to warp different brains into the same template space for group-wise integration and comparison. To measure the functional brain responses to external visual stimuli, fMRI signals processing and analysis algorithms are widely used for information extraction. To construct brain decoders, machine learning algorithms are commonly used to correlate those measurements of brain responses with visual stimuli. Another prominent issue in brain encoding/decoding applications via fMRI is how to select the most relevant voxels or ROIs from fMRI volumes to construct and learn encoding/decoding models. Furthermore, how to establish the correspondences between those selected voxels/ROIs across individuals has been a long-standing challenging and open problem in the human brain mapping and neuroimage analysis fields in general. The following subsections will survey these major neuroimage analysis issues and state-of-the-art methodologies.
Structural substrates for brain response modeling
Extraction of the most relevant fMRI signals from brain scans is the first step to infer meaningful information and to construct brain decoding models. That is, researchers need to determine the structural substrates of functional responses first, based on which fMRI signals can be extracted. Typically, there are two general methodologies used in the literature. The first is to determine ROIs or voxels based on current neuroscience domains knowledge. For instance, neuroscientists can manually draw ROIs in the V1, V2 and V3 areas in the visual cortex (Haxby et al. 2001) . The second category of methods is datadriven, which determines the location and size of ROIs from fMRI data itself. For instance, the activation detection results can be used for the determination of relevant brain areas for functional responses modeling (Haxby et al. 2001; ). Therefore, most of previous brain encoding/decoding studies can be classified into either voxel-based or ROI-based methods, considering how the fMRI signals were extracted from the volumetric fMRI images. Notably, this classification scheme is borrowed from other fMRI data analysis applications such as fMRI activation detection methods, functional connectivity modeling, and brain network modeling.
Voxel-based methods for brain decoding have been widely used in the literature due to its simplicity and effectiveness. In many voxel-based encoding models (Dumoulin and Wandell 2008; Mitchell et al. 2008; Naselaris et al. 2011; Thirion et al. 2007) , the authors aimed to predict functional activity in single voxels that are evoked by different stimuli. Thus, those encoding models can provide a quantitative description of how external stimulus information is represented in the functional activity of individual voxels. For instance, several thousands of voxels located in the V1, V2, and V3 areas of the visual cortex were used for learning the predictive receptive-field models (Kay et al. 2008) . However, the difficulties in voxel-based methods include the lack of correspondences among voxels in different brains. The broad medical image registration field, is working on establishing correspondences of voxels in different brains (Avants et al. 2008; Fischl et al. 2002; Liu et al. 2003; Shen and Davatzikos 2002; Thompson and Toga 1996; Zhang and Cootes 2011) . However, it is still an open and challenging problem so far (Liu 2011) . In the fMRI analysis field, researchers have to rely on spatial smoothing (Friston et al. 1996; Li et al. 2012c; Mikl et al. 2008; Tahmasebi 2010; Tahmasebi et al. 2009; Yue et al. 2010) to deal with the misalignment caused by the error of image registration methods. Essentially, if the encoding/decoding models based on voxels do not possess correspondences across different brains, the reproducibility and generalizability in other subjects and populations are limited and thus the validation of those models will be difficult.
Due to the intrinsic variability of brain anatomy and function (Liu 2011) , the variability of voxel-based models across different brains could be remarkable. For instance, in the brain encoding/decoding models in Kay et al. 2008 , the receptive-field models derived from the V1, V2 and V3 cortical regions for two individual participants were quite different (Miyawaki et al. 2008) . As mentioned before, the establishment of correspondences between these voxelbased models is challenging, given the lack of a common human brain architecture representation. As an alternative approach, in several previous studies (Mitchell et al. 2004; Mitchell et al. 2008) , researchers had to rely on image registration algorithms to align different brains into the same template space, and then the fMRI signals or responses were measured by assuming that different brains had correspondences in the same template space. Notably, Haxby et al. (2001) mentioned that they showed that the topographic arrangement of the fMRI-derived pattern of response was consistent within subjects, but they were not able to perform similar analysis across subjects due to the lack of effective and accurate image warping algorithms that can register individual brains to a common atlas space.
Instead of extracting fMRI signals from single voxels, researchers have also tried extracting fMRI BOLD signals from ROIs, either manually or automatically determined. In an early effort, Cox and Savoy (2003) used data from voxels in predefined ROIs during a subset of trials for each subject individually and employed multivariate statistical pattern recognition methods to classify patterns of fMRI activation evoked by the visual presentation of various categories of objects such as baskets, birds, butterflies, chairs, cows, tropical fish, garden gnomes, horses, African masks, and teapots. The authors used two data-driven methods to identify ROIs including a procedure that identified voxels that vary significantly across at least one of the categories of stimuli (Cox and Savoy 2003; Hu et al. 2012; Ji et al. 2011) . However, the author mentioned that "the boundaries and exact functional roles of these areas are not well understood". The authors in (Haxby et al. 2001 ) and ) used fMRI activation detection methods to derive a small set of brain regions that were most responsive to external stimuli as ROIs, based on which classification algorithms were then employed to differentiate various patterns.
Though task-based fMRI is considered as a benchmark approach to inferring functional ROIs, it also has limitations. First, large-scale brain networks, such as visual, emotion, attention, working memory, language, semantic, etc., are typically involved in the brain's responses to natural visual stimulus. Determining all of these functional networks by task-based fMRI dataset is typically timeconsuming and cost-prohibitive. Second, accurate activation detection from an fMRI dataset is still a challenging and open problem due to a variety of technical difficulties. For instance, the spatial smoothing step, which is widely applied in individual or group-wise activation detections (Friston et al. 1996; Mikl et al. 2008; Tahmasebi et al. 2009; Tahmasebi 2010; Yue et al. 2010; Li et al. 2012c) , could result in several downside effects including border blurring, weakening small region activation (Tahmasebi et al. 2009 ) and the shifting of activation centers (Li et al. 2012d ). Third, the variability of fMRI activation detection results for the same external stimulus across individuals and populations could be remarkable (Thirion et al. 2007 ). Thus, meta-analysis has been commonly used as a remedy to enhance the statistical power and reliability of individual fMRI studies (Derrfuss and Mar 2009; Laird et al. 2009 ).
Voxel-based and ROI-based brain decoding models have been successfully applied in the above-mentioned various scenarios. However, their reproducibility, generalizability and reliability have been limited due to the lack of a common and individualized representation of human brain architecture (Liu 2011; Zhu et al. 2012a ). Because of the remarkable structural and functional variation across individual brains, neuroimage registration algorithms are still insufficient to accurately establish correspondences in different brains (Liu 2011) . One possible solution is to discover and represent common structural and functional brain architectures by a dense set of reproducible and consistent brain landmarks that can be accurately and reliably localized in each individual brain. For instance, a promising recent development along this direction was reported in , called Dense Individualized and Common Connectivity-based Cortical Landmarks (DICCCOL). The DICCCOL system was developed by a data-driven search strategy that discovered 358 consistent and corresponding functional ROIs, in which each identified functional ROI was optimized to possess maximal group-wise consistency of DTI-derived fiber shape patterns Zhu et al. 2012b ). The neuroscience foundation is that each brain's cytoarchitectonic area possesses a unique set of extrinsic inputs/outputs, called the "connectional fingerprint" (Passingham et al. 2002) , which principally determine the functions that each brain area might perform. Notably, Zhu et al. (2012b) examined the potential functional roles of those 358 DICCCOLs via six different datasets of multimodal task-based fMRI/DTI and resting state fMRI/DTI images, and demonstrated that DICCCOL ROI not only possess consistent structural connection patterns, but also exhibit common functional activations . DICCCOL system can be potentially used for brain encoding/decoding applications, in that they offer intrinsically-established structural and functional correspondences across individuals and provide reliable structural substrates for fMRI signals extractions (Jiang et al. 2012 ).
Brain response modeling FMRI has already revolutionized how researchers study the human brain functions (Friston et al. 1994; Heeger and Ress 2002; Logothetis 2008; Matthews and Jezzard 2004) . In the fMRI field, fMRI BOLD signals (Ogawa et al. 1990 ) have been widely used to measure the brain's functional responses to external stimuli, and thus have been naturally widely used in brain encoding and decoding applications. For instance, in a pioneering effort in (Haxby et al. 2001) , the authors used the weights for different regressors as estimates of the strengths of BOLD responses relative to rest. Then, the volumes of interest (VOI) were drawn on the structural MRI images to identify ventral temporal, lateral temporal, and ventrolateral occipital cortex. Afterwards, voxels within these delineated VOIs that were significantly object-selective were used for the following analysis of within-category and between-category correlations. In this way, the correspondences of fMRI BOLD signals within VOIs across different brain were established via manual definitions on MRI images. Kay et al. (2008) used the basis-restricted separable (BRS) model to pre-process the fMRI BOLD time-series data for each voxel, and a set of basis functions was used to describe the shape of the response time course. Finally, the estimated model parameters were used to characterize the amplitude of the brain's responses to visual stimuli. Similar approaches for quantitation of brain responses have been used in other papers by the same group . Miyawaki et al. (2008) first normalized the fMRI BOLD amplitude relative to the mean amplitude of the first 20s rest period in each run, in order to minimize the baseline difference across individual runs. Then, the fMRI BOLD signals of each voxel were averaged within each stimulus interval after shifting by 4 s to compensate for the delays of hemodynamic response.
However, it has been widely recognized that fMRI BOLD signal could be subject to physiological motion effect or a variety of non-neuronal noises (Heeger and Ress 2002; Logothetis 2008) . As a consequence, using the raw amplitudes of fMRI BOLD responses (even after normalizations) for quantitative modeling of functional brain responses could be risky (Deng et al. 2013) . Alternatively, a variety of other brain encoding/decoding studies have used the brain activation patterns to describe the brain's functional responses to external visual stimuli. In particular, the GLM (general linear model) (Friston et al. 1995) has been widely used to fit prior models to individual voxels' fMRI BOLD time series, and the estimated parameters are used to describe the functional activities of voxels. In general, the GLMs themselves can be viewed as encoding models of brain responses . Thus, the GLM-based measurements of brain responses have been widely adopted in brain decoding applications. For instance, Davatzikos et al. (2005) used fMRI activation patterns for lie classification and reported that 99 % of the true and false responses were discriminated correctly. Mitchell et al. (2008) used fMRI activation patterns to predict brain activity associated with the meanings of nouns, based on the premise that different spatial patterns of brain activations are associated with thinking about different semantic categories of pictures and words (e.g., tools, buildings, and animals). The models in (Mitchell et al. 2008) were trained with a combination of data from a trillion-word text corpus and scanned task-based fMRI data associated with viewing several dozen concrete nouns. Then, the learned models were used to predict fMRI activations for thousands of other concrete nouns in the text corpus, with promising results. In other application scenarios, Walther et al. (2009) used fMRI activation patterns to study which regions of the brain can separate natural scene categories (such as forests vs. mountains vs. beaches). It was reported that the visual area V1, the parahippocampal place area (PPA), retrosplenial cortex (RSC), and lateral occipital complex (LOC) contributed to distinguish among six natural scene categories. Growing evidence has suggested that multivariate patterns of fMRI activations can be more sensitive in encoding brain responses (Haynes and Rees 2006; Norman et al. 2006; Schrouff and Phillips 2012) . It was argued in (Norman et al. 2006 ) that multivariate activation pattern analyses have better sensitivity than univariate methods. One of the underlying rationales is that large-scale brain regions and networks are typically involved in the perception and cognition of visual stimuli. Therefore, it is natural to hypothesize that functional connectivity within relevant brain networks could substantially contribute to brain encoding and decoding applications. In the computational neuroscience field (Trappenberg 2010) , it has been commonly recognized that the functional connectivities of individual neurons can be responsive to external stimuli. That is, functional connectivity, in addition to other individual neurons' measurement like firing rates, can be used to represent the neurons' responses to external stimulus as neural codes.
Interestingly, increasing experimental and computational evidence showed that the connectivity between or among neurons or neuronal regions can be used to represent the neural responses. For instance, it was shown in (Christopher deCharms and Merzenich 1996) that the firing rates of two neurons are not quite correlated to the external stimulus, but the correlation between the two neurons' firing rates is much more related to the stimulus curve. In recent reviews (Engel et al. 2001; Singer 1999) , it was reported that the neuronal synchrony or interaction could be a versatile neuronal code for the definition of neuron/stimulus relations. It was even hypothesized that neuronal communication between two neuronal groups mechanistically depends on the coherence between them and the absence of neuronal coherence prevents communication (Fries 2005) . These earlier theoretic works laid out the cellular foundation for connectivity-based measurements of brain response via fMRI. In recent years, there have been several works that employed connectivitybased measurements for quantification of the brain's responses (Hu et al. 2010; Ji et al. 2011; Jiang et al. 2012; Pantazatos et al. 2012; Richiardi et al. 2011 ) via fMRI data. Richiardi et al. (2011) used multi-band functional connectivity graphs to decode the brain states in resting and under natural movie stimulus. In (Hu et al. 2010; Hu et al. 2012; Ji et al. 2011) , the authors used the functional connectivity matrices within four relevant brain networks as measurements of the brain's responses to decode the categories of external visual stimuli. It was shown that the brain decoders can achieve relatively good classification performance in separate testing datasets, other than the training datasets with fMRI scans. Pantazatos et al. (2012) hypothesized that the patterns of large-scale functional connectivity decode the emotional expression of visual stimulus faces within single individuals using the training data from separate subjects. The authors used the brain atlas to define 270 nodes and constructed functional connectivity networks based on fMRI signals. The authors successfully used a linear kernel SVM pattern classifier to differentiate the implicit fearful and neutral faces.
Notably, the results reported in several recent studies (Hu et al. 2010; Ji et al. 2011; Pantazatos et al. 2012; Richiardi et al. 2011); Jiang et al. (2012) suggest that functional connectivity or connectomes offer a new, alternative school of methodologies for quantitative measurements of functional brain responses that can be potentially used for brain decoders. The fundamental neuroscience basis for this school of methods is that brain function is realized via large-scale structural and functional networks (Dayan and Abbott 2003; Dayan et al. 2001; Gerstner et al. 1997; Haynes and Rees 2006; Trappenberg 2010) . The emerging new field of connectomes (Hagmann et al. 2010; Kennedy 2010; Li et al. 2012a; Van Dijk et al. 2010; Williams 2010; Zhu et al. 2012b ) and the newly available connectomics methods and tools would provide promising opportunities for the advancements of brain encoding and decoding applications in the near future.
In addition to the fMRI BOLD signal-based, activationbased, and connectivity-based methods mentioned above, the fourth category of methods for measuring the brain's functional responses in brain encoding/decoding applications is to quantify the inter-subject or intra-subject correlation. For instance, Hasson et al. (2004) analyzed the data by comparing the evoked fMRI response time courses across different subjects (called inter-subject correlation). In that work, the inter-subject correlation curves of BOLD signals in response to same visual stimulus are compared. Golland et al. (2007) compared intra-subject correlation of the fMRI response time courses evoked within the same subject by repeated presentations of the same visual stimulus. Though this category of methodology has been less frequently used in the literature, it has its own advantages, particularly in measuring the temporal responses to external stimuli. It is envisioned that in the future, it might be desirable to use a combination of the four categories of methodologies in previous sections for specific brain encoding/decoding applications by leveling their strengths and avoiding their weaknesses.
External stimuli modeling
One goal of brain encoding and decoding applications is to derive a quantitative mapping between the external visual stimulus and the brain response. A variety of previous fMRI studies have shown that brain decoders can be used to reconstruct visual features, such as orientation and motion direction Tong 2005, 2006) , visual object categories (Cox and Savoy 2003; Haxby et al. 2001 ), semantic objects O'Craven and Kanwisher 2000) , and video objects , by learning the quantitative mapping between fMRI-derived brain activity patterns and visual stimulus based on training datasets. Since the previous sections have already discussed neuroimage analysis methods for quantitative measurements of the brain's responses, this section will be devoted to visual stimuli and their quantitative measurements.
The external visual stimuli used in brain encoding/decoding applications can range from very simple shapes to very complex video streams. In an early effort, Belliveau et al. (1991) used phonic (or luminance) as visual stimuli, and demonstrated the brain regions involved in light perception. After the work in (Belliveau et al. 1991) , line arrays in different orientations were used (Kamitani and Tong 2005) , aiming at investigating the brain's response to certain images in simple patterns. Similar stimuli were used in (Shibata et al. 2011) to explore the early plastic learning ability of early visual cortex. Then, geometric patterns, letters and digits have been used in visual encoding and decoding applications. Miyawaki et al. (2008) used geometric patterns and letter images to develop a decoding model to reconstruct the stimuli from brain activities. Fujiwara et al. (2009) improved the decoding model using the same dataset. Both of those works achieved the reconstruction of legible images of some characteristics of the stimuli. The similar work was also studied by van Gerven et al. (2010) , in which hand written digits such as "6" and "9", instead of geometric pattern or letters in print font, were used. Engel et al. (1997) used color geometric pattern images, but they focused on the effect of color not the geometric patterns on brain responses, since the authors were interested in the brain responses evoked by colors. This work was different from the research done by Brouwer and Heeger (2009) , whose interest was in decoding and reconstruction. The simple external stimuli enable researchers to keep brain responses only towards certain pattern which is interested in and eliminate disturbance introduced by other elements of images, such as texture and color which may evoke higher-level brain functions, resulting in suppressing or enhancing prime visual cortex.
In addition to geometric shapes and colors, researchers have used semantic visual objects as stimuli in brain encoding and decoding applications. In 1997, Kanwisher et al. (1997) used gray level images of faces and objects in different pre-processing conditions to study the responses of fusiform face area (FFA). In other studies, Tsao et al. (2003) , Tsao et al. (2006) and Goffaux et al. (2011) focused on the difference of brain responses to faces and other kinds of objects. Haxby et al. (2001) used more complicated gray level images of faces, animals and small artificial objects as stimuli, aiming to model the patterns of brain responses to different kinds of grey level objects. Other studies (Carlson et al. 2003; Cox and Savoy 2003) adopted similar stimuli but with more categories. (Sterzer et al. 2008 ) used the gray level images to investigate the effect of visual stimuli in early visual cortex which was suppressed by high level brain function. Grey level images are far from human vision in daily life. However, this type of visual stimuli provides content control ability which prevents brain responses are disturbed by color stimuli instead of object shapes. Compared to simple phonic or geometric images, gray level images provide more complex simulations. Instead of using gray-level images with only foreground, Kay et al. (2008) and Naselaris et al. (2009) used gray level images with both foreground and background in their decoding model studies, providing increased naturality. However, gray level images are limited when researchers try to study the encoding and decoding models related to color information. Hence, color images have been widely used as visual stimuli as well. Eger et al. (2008) In addition to static images, researchers have used timeseries video streams in visual stimulus encoding and decoding applications. For instance, Beauchamp et al. (2003) used videos of moving bodies and tools, as well as point-lighted moving bodies and tools, to study the organization of brain responses to different types of complex visual motion via fMRI. Sekiyama et al. (2003) employed videos of a female broadcaster pronouncing three different syllables and asked subjects to distinguish what the broadcaster pronounced. Then, fMRI data was used to examine the brain's responses and the cross-modal binding in auditory-visual speech perception. Werner and Noppeney (2010) adopted 15 tools and 15 instruments instead of broadcaster face videos. Malinen et al. (2007) used mute color natural videos as stimuli. Villarreal et al. (2012) studied the effect of context when gestures were presented to subjects with or without background in videos. The authors also used background-only videos to compare whether the effect of context was additive on brain responses. In a series of recent studies, Hu et al. (2012) and Ji et al. (2011) used TV news programs, included sports, weather report and commercials as stimuli. There are many other fMRI-based encoding/decoding studies that used video streams as visual stimuli, e.g., those in (Bartels and Zeki 2004; Hasson et al. 2008; Hasson et al. 2004; Nishimoto et al. 2011; Sabuncu et al. 2010; Whittingstall et al. 2010) .
The image/video stimuli used in previous brain encoding and decoding applications can be simply quantified by the image grid intensities or colors (Miyawaki et al. 2008; Naselaris et al. 2011; Nishimoto et al. 2011) , or by semantic categories of natural images (Haxby et al. 2001; Mitchell et al. 2008 ). An alternative approach is to describe natural image/videos by their low-level computer vision (CV) based visual features. Typically, low-level features can be computed directly by computer algorithms without the involvement of human, which has been extensively studied in the image analysis and computer vision domains. Widely-used lowlevel features include color, texture, gradient histogram, and bag-of-words, which represent the statistical information of the whole images, or some local information such as position, shape, angles, and so on. For example, Bartels et al. (2008) used motion energy to model the stimuli during natural viewing of movies. It was formed by the difference of directions within the same areas between frames within one clip of video. The wavelet Gabor filter was used in (Kay et al. 2008; Naselaris et al. 2009 ) to model the features of image shape and the distribution patterns of gray scale images. Hu et al. (2012) employed six types of features, including color histogram, color correlogram, color moments, co-occurrence textures, wavelet textures grid, and edge histogram, for the brain decoding applications. These features were extracted from key frames in one video clips and all the features from all key frames standing for the video clip. Ji et al. (2011) used sets of SIFT features (Lowe 2004) in their work to represent and retrieve video shots. Then, the SIFT sets from every video clips were used to stand for the whole stimuli comprising several video clips. Essentially, there are many other image/video descriptors that have been developed in the image analysis and computer vision communities (Goferman et al. 2012; Li et al. 2005) , which can be potentially used for the quantitative description of visual stimuli in the future. CV features are typically objective and can be automatically derived.
External stimuli-brain response mapping
Generally speaking, brain encoders and decoders can be considered as predictive models of brain responses and visual stimuli. The GLM models (Friston et al. 1995) can thus be considered as the earliest brain decoder and decoders, which map the brain's hemodynamic responses measured by fMRI BOLD signals with external stimulus curves. The basic assumption of GLM models is that the brain's functional response follows the stimulus curve, e.g., block-based or event-related paradigms, after accounting for the hemodynamic response delay. Due to its simplicity and effectiveness, the GLM models and their derived measurements have already been widely used in brain decoders (Davatzikos et al. 2005; Mitchell et al. 2008; Walther et al. 2009 ). GLM can be used to predict brain responses either in the voxel level (Mitchell et al. 2008) or in ROI level (Beauchamp et al. 2003; Goffaux et al. 2011; Sterzer et al. 2008) . GLM method has also been used in decoding research studies by converting encoding model into decoding model (Carlson et al. 2003; Eger et al. 2008; Haxby et al. 2001; Reddy et al. 2010; Walther et al. 2009) .
Recently, a variety of researchers have used multivariate pattern classification algorithms on distributed patterns of functional MRI data for the purpose of decoding the information represented in the subject's brain. This type of multivariate pattern analysis methodology has resulted in impressive successes of mind reading (Haynes and Rees 2006; Norman et al. 2006; Reddy et al. 2010) . It is conceived that the major advantage of multivariate pattern analysis methods over voxel-based methods is the increased sensitivity (Norman et al. 2006 ). An early application of multivariate pattern classification in visual decoding was done by Haxby et al. (2001) . After that, researchers employed multivariate pattern classification in a variety of applications. For instance, many brain decoding techniques primarily relied on the widely used linear support vector machines (SVMs) (Craddock et al. 2009 (2012) used a classifier to identify 4 states (in rest, remembering the events of their day, subtracting numbers, or (silently) singing lyrics) with 84 % accuracy. Importantly, the classifier achieved 85 % accuracy when identifying these states in a second, independent training dataset.
Alternatively, other classification or machine learning algorithms have been employed in brain encoding and decoding applications. Mitchell et al. (2004) explored several classifiers such as Gaussian Naive Bayes (GNB), SVM, and k Nearest Neighbor (kNN) to differentiate if a human subject is looking at a picture or a sentence, or is viewing a word describing food, people, buildings, etc. In particular, the authors explored a few approaches for feature selection including selecting the most discriminating voxels, selecting the most active voxels, selecting the most active voxels per ROI. It is interesting that the authors found that the feature selection method based on selecting the most active voxels was superior to others. Richiardi et al. (2011) formulated the brain decoding as a tree decision process. Compared to SVMs, the functional trees offered the convenience of adaptively adjusting the model according to feature space complexity (Richiardi et al. 2011) . That is, an ad-hoc switch between linear and non-linear decision boundary can be affected during the training stage, and that less parameters need to be optimized in the procedure. Finally, Bayesian decoding methods have also been used in several papers (Friston et al. 2008; Fujiwara et al. 2009; Naselaris et al. 2009 ).
In recent studies in (Hu et al. 2010; Hu et al. 2012) , the authors proposed a feature projection model based on principal component analysis (PCA) and canonical component analysis (CCA) to explore the relationship between visual feature representation of the external stimuli and functional connectivity based representation of the brain responses, and to project the visual feature representation to the canonical latent space shared by visual feature representation and the brain responses. The results in (Hu et al. 2010; Hu et al. 2012) have suggested that the fMRI-derived features truly contributed to improving video classifications. Recently, Ji et al. (2011) designed a mapping from the low-level visual features of the external stimuli to the fMRI-derived brain responses by the Gaussian process regression (GPR) (Rasmussen and Williams 2006) . Experimental results showed that the method can significantly improve the performance of the traditional video retrieval method (Ji et al. 2011) .
In the future, many advanced machine learning techniques may be introduced from the machine learning domain, e.g., sub-space learning methodologies (Tenenbaum et al. 2000) and multi-task learning approaches (Argyriou et al. 2008; Micchelli et al. 2010; Obozinski et al. 2010) . Researchers also introduced the sparse learning method in voxel selection or whole brain classification (Ryali et al. 2010) . Sparse learning has been combined with existing methods to overcome the drawbacks in decoding (Lee et al. 2011) . In general, there are many possibilities to map fMRIderived brain responses and visual features, and the advancements from the machine learning field will substantially contribute to brain encoding and decoding studies.
Summarization
In brain encoding and decoding studies, researchers have already achieved remarkable results in investigating brain activities. For example, Kay et al. (2008) modeled visual stimuli by wavelet Gabor filters and indicated that the orientation of lines in the image stimuli was not a critical factor for the brain's perception. Haxby et al. (2001) discovered that different ROI response patterns when subjects were viewing various stimuli, e.g., grey images of human faces, house, cats, bottles, shoes and scissors. The authors indicate that the fusiform face area (FFA) was more active when face stimuli were presented; meanwhile the parahippocampal place area (PPA) was more active when object stimuli were presented. found that the saliency map was generated in early visual cortex V1. There are also results focusing on other areas of cortex, such as V3, MTG, RCS, LOC (Bartels et al. 2008; Beauchamp et al. 2003; Kamitani and Tong 2005; Sekiyama et al. 2003; Walther et al. 2009 ). The findings achieved in existing visual encoding and decoding studies have largely broadened our understanding of complex brain functions. However, as we pointed out in this paper, the challenges in image analysis methodologies for visual encoding and decoding studies are still considerable. We briefly summarize existing studies from the perspectives of external stimuli modeling, structural substrates for functional brain responses modeling, functional brain responses modeling and mapping strategies for linking external stimuli and brain responses, as illustrated from Tables 1, 2, 3 and 4, respectively.
In Table 1 , we briefly categorize the methods for external stimuli modeling into three groups: qualitative, semiquantitative and quantitative. For instance, "0" or "1" representation of the stimuli in conventional task-paradigm based fMRI studies, that is, the stimulus was presented or not, is a typical example of qualitative description. Qualitative description of external stimuli is very powerful in functional brain mapping for specific brain functions. However, it has difficulty in exploring those multipurpose properties of cortical areas associated with processing in many attributes that have to be processed simultaneously and interactively (Rasmussen et al. 2012) . Furthermore, the neuronal responses to task-based paradigm are weaker than those associated with naturalistic stimuli that the brain has to process in everyday life (Chai et al. 2009; Logothetis et al. 2001) . Semi-quantitative modeling of external stimuli such as semantic labels of image stimuli, or rating scores from participating subjects provides more information about the external stimuli. However, that information is coarse, subjective and sometimes labor-intensive. Quantitative modeling methods provide automatic, precise and objective description of external stimuli, but induce difficulties in statistical analysis and inferences as well. Furthermore, efficient and precise quantitative modeling methods are still limited in current studies. Table 2 focuses on the structural substrate based on which the functional brain responses were measured. We categorize existing works into two categories including voxel based and ROI based methods. In voxel based methods, the brain responses were directly measured for each voxel. ROI based methods provide straightforward structural substrate for brain responses quantification with high spatial resolution. However, the major limitation is that it lacks precise inter-subject correspondence between subjects due to the limited performance of brain image registration methods. In ROI based methods, the brain responses were measured based on identified brain ROIs. According to the meanings for ROI identification, we further group ROI based methods into two groups including manual and automatic ROI identification. In manual ROI identification, the ROIs are defined by experts with prior knowledge. Researchers manually delineate a specific group of ROIs and examine whether and how the activities related to the manually delineated ROIs are correlated with external stimuli. In automatic ROI identification, researchers usually adopt task-based fMRI (localization fMRI) to identify brain ROIs related to specific brain functions based on brain activation detection. The advantages and limitations of those methods are also summarized in Table 2 . Table 3 focuses on how to describe brain response to external stimuli. The existing works are categorized into three groups including BOLD-signal based, activation based and brain connectivity based. BOLD-signal based models directly use the BOLD fMRI time series as the measurement of brain activities. Activation based methods focus on the functional activities patterns estimated by brain activation detection methods such as the general linear model. Connectivity based methods use the functional interactions (such as pairwise functional connectivities among brain networks) to measure the brain's responses. We summarize the advantages and disadvantages of those methods in the table. Table 4 focuses on the methods for the mapping between external stimuli and brain response. We listed popular methods employed in existing encoding and decoding studies, as well as their advantages and limitations. It is notable that encoding and decoding are complementary ) and some studies employ one method for both encoding and decoding (Goffaux et al. 2011; Sterzer et al. 2008 ).
Other challenges
In addition to the mentioned challenges in image analysis, there are several other challenges from neuroscience, neuroimaging, and computational methodology perspectives, which will be discussed in the following section. Peelen et al. (2009) Difficult to explore these multipurpose properties of cortical areas associated with processing in many attributes that have to be processed simultaneously and interactively Bartels and Zeki (2004) . Semi-quantitative description (labels or rating scores) Eger et al. (2008) Partly alleviates the problems in conventional task-based paradigm.
The quantification is coarse, subjective or labor intensive. Bartels and Zeki (2004) Does not require prior neuroscience hypothesis; Precise inter-subject correspondence;
Neuroscience challenges
Although some details of the basic representational architecture of early visual cortex are known (e.g., retinotopy, hypercolumns Wiesel 1968, 1969) ), very little is known about how the higher-order visual cortex represents complex real-world visual objects or stimuli and the conjunctions of features that comprise them (Cox and Savoy 2003) . Also, there have been debates on the relative modularity (Downing et al. 2001; Kanwisher et al. 1997) or distributedness (Haxby et al. 2001; Ishai et al. 1999 ) of activity in human ventral extrastriate visual cortex in visual object representations like human faces. It was stated in (Haynes and Rees 2006) that "topographic organization of neuronal selectivities is clearly a systematic feature of sensory and motor processing, but the extent to which it might also be associated with higher cognitive processes and different cortical areas remains unknown." Thus, future advancements of brain encoding and decoding applications heavily depend on the deeper understanding of the human vision systems. For instance, it was mentioned in ) that one possible way to improve reconstruction accuracy in (Miyawaki et al. 2008) was to use information conveyed by voxel responses in other higher visual areas, such as V4. However, given that only a rudimentary understanding of how visual areas beyond V1-V3 represent stimuli has been achieved so far, this is still a challenge.
It has been widely recognized that the number of possible perceptual or cognitive states is infinite (Haynes and Rees 2006) , whereas the number of training categories in brain Kay et al. (2008) Difficult to explore interactions between separated cortical areas; Miyawaki et al. (2008) Activation based Friston et al. (1995) Robust to noise; Difficult to explore interactions between separated cortical areas; Mitchell et al. (2008 Connectivity based Bartels and Zeki (2005) Enables the exploration of functional interactions between brain ROIs;
Challenges exist in brain ROIs identification Ji et al. (2011 ) Chai et al. (2009 Robust to noise; Sterzer et al. (2008) Robust to small sample size; Cox and Savoy (2003) Bayesian method Naselaris et al. (2009) High accuracy; Results are difficult to interpret; Shinkareva et al. (2011) Ability to reconstruct visual stimuli. Naselaris et al. (2012) encoding/decoding applications is typically very limited (Dumoulin and Wandell 2008; Mitchell et al. 2008; Naselaris et al. 2011) . As a consequence, brain encoding/decoding research might need to be restricted to simple cases with a fixed number of alternatives at the beginning, based on which training datasets are available. Also, it is not clear how many mental states simultaneously occur during brain encoding/decoding experiments, and it is not clear whether it is possible to independently model them concurrently. Thus, significant advancements of perceptual and cognitive neuroscience, in particular, deeper understanding of perceptual and cognitive processes, are warranted to move the field of brain encoding and decoding to the next level in the future.
Neuroimaging and human brain mapping challenges
The spatial and temporal resolutions of current neuroimaging techniques are still limited, and far from being capable of fully capturing the rich and complex dynamics of the functioning human brain. Also, the neural basis of the fMRI BOLD signal (despite its wide adoption and application) is not fully understood yet (Arthurs and Boniface 2002; Logothetis et al. 2001 ). In the future, novel MRI techniques for increasing spatial resolution and signal-to-noise ratio, such as the use of ultra-high magnetic fields (Yacoub et al. 2008 ) and parallel imaging, can potentially substantially improve current brain encoding/decoding studies.
Besides spatial resolution and signal-to-noise ratio, another challenge for fMRI application in brain encoding and decoding is the limited temporal resolution. This limitation does not allow fMRI to record real time brain state changes. In contrast, electroencephalography (EEG) and magnetoencephalography (MEG) are able to offer higher temporal resolution, which can record brain activities in milliseconds. However, both of the two means cannot provide high spatial resolution, which does not allow them to locate precise regions where the cortex reacts to external stimuli. Thus it is nature for researchers to combine fMRI and EEG to observe brain activities in order to obtain high resolution in both spatial and temporal domains. And this demand also leads to data fusion issue that how researchers could use fMRI data and EEG data to deduce the procedures of brain state shifting.
Some researchers have employed the combination of fMRI and EEG. Salek-Haddadi et al. (2003) studied the situation in which EEG and fMRI worked simultaneously. This method was employed in cortical source imaging in (Liu and He 2008; Vulliemoz et al. 2009 ). The combination overcomes the low temporal resolution of fMRI, which is considered as a major disadvantage of this neuroimaging technique. Additionally, the combination helps to develop new brain models, such as direct graph, by combining EEG data (Vulliemoz et al. 2010) , which is different from the widely used indirect graph or connectivity model.
There are several fundamental problems that have not been solved in human brain mapping yet, including the representation of common structural and functional brain architecture (Zhu et al. 2012a, b) , the establishment of correspondences among brain regions or ROIs (Liu 2011) , and the lack of effective and reliable processing of neuroimaging data such as fMRI and DTI data.
The number of subjects used in fMRI scans in previous brain decoding studies had been relatively small. For instance, the studies in (Kay et al. 2008 ) and (Miyawaki et al. 2008) used two subjects in the training of their decoders. In the study of (Haxby et al. 2001) , six subjects were used in the fMRI data acquisition and analysis. It is certain that acquisition of fMRI datasets for large number of subject is challenging, however, the reproducibility of those learned decoder models remains as an important issue to be investigated in the future. Essentially, the critical lack of algorithms and methods that can accurately warp different brain images into the same atlas space seriously hampered the advancements of studying the reproducibility of brain decoders, as evidenced in a variety of prior studies (Haxby et al. 2001; Mitchell et al. 2004; Mitchell et al. 2008 ).
In the literature, an increasing number of studies have reported the dramatic dynamics of brain functions and interactions (Chang and Glover 2010; Gao and Lin 2012; Li et al. 2012b; Majeed et al. 2011; Smith et al. 2012; Spreng et al. 2010; Zhang et al. 2012a) , that is, the brain undergoes remarkable functional dynamics in either resting state (Chang and Glover 2010; Li et al. 2012b; Smith et al. 2012) or during task performances Zhang et al. 2012a ). Thus, the lack of those dynamics can substantially influence the reliability and robustness of the learned encoding/decoding models based on the fundamental assumption of temporal stationarity. In the future, quantitative characterization of those time-dependent functional connectivity/connectome dynamics and representative patterns is necessary to elucidate fundamentally important temporal attributes of functional connections that cannot be seen by traditional static functional activity analysis methods.
Researchers also concern the validity of their encoding models, which leads to the issue of checking whether the encoding models are accurate or not. Kay et al. (2008) manually compared brain responses computed by their encoding model and actual responses recorded by fMRI to verify the validity of the encoding model. Other researchers converted encoding models to decoding models and adopted the predicting accuracy as the metric of validity of encoding models. This method was first introduced by Haxby et al. (2001) and adopted in other works (Carlson et al. 2003; Eger et al. 2008; Naselaris et al. 2011) To overcome the limitations of brain encoding and decoding, there are some methods in different aspects worth being considered. In stimuli description form, researchers may introduce more CV features into this area. Existing works employed CV features such as Gabor filter coefficients (Naselaris et al. 2009 ), SIFT (Ji et al. 2011 ) and motion energy (Bartels et al. 2008; Nishimoto et al. 2011 ). In the brain response model, the existing works only employed models without connectivity or bi-connected functional connectivity model. One possible improvement is to introduce multivariate functional connectivity model in the future.
Computational methodology challenges
It is important to point out that brain decoding is essentially based on inverse inference (Haynes and Rees 2006) . That is, even if a specific functional brain response pattern was inferred to co-occur with a mental state under a specific visual stimulus context, the mental state and visual stimulus pattern might not be necessarily or causally connected. For instance, if such a response-stimulus pattern is found under a different context, this relationship might not be indicative of the brain decoding of the visual stimulus. Such inverse inferences have been pointed out in a number of domains of neuroimaging (Haynes and Rees 2006; Poldrack 2006) . One possibility of improving the inverse inference by the authors in (Poldrack 2006) was to improve the definition of ROIs, whose significance has already been extensively discussed in this paper.
In previous studies, while pattern recognition approaches such as SVM classifiers or Bayesian algorithms have shown great promise for extracting correlative relationships between external visual stimuli and brain activity patterns, one must remain cautious about the nature of the information that a machine learning algorithm is using to distinguish different classes of stimuli. The relationship that can be extracted by machine learning methods does not necessarily mean that this information is used by the brain (Cox and Savoy 2003) . Furthermore, in the statistics and machine learning fields, it is widely recognized that over-fitting occurs when a learned model generally has poor predictive performance (Dietterich 1995) , as it can exaggerate fluctuations in the data. That is, the model could possibly describe random error or noise instead of the underlying true relationship. Overfitting could occur in many situations whenever a model is excessively complex, such as having too many parameters relative to the number of observations. Due to the relatively small number of training cases in previous brain encoding/decoding studies, it should be cautious to interpret the generalizability of those learned models. This limitation may be overcome by introducing another machine learning method, e.g., sparse learning (Lee et al. 2011; Ryali et al. 2010; Vu et al. 2011 ) or linear regression model (Ji et al. 2011) as potential directions to enable researchers build more complex and meaningful mapping between stimuli and brain response.
Discussions and concluding remarks
Brain encoding and decoding methods can significantly advance the field of cognitive neuroscience itself. For instance, one possibility suggested by the results of (Miyawaki et al. 2008 ) is that people can use fMRI data to reconstruct the contents of visual imagery or perhaps even dreams in the future . It was also mentioned in ) that whether or not brain decoding approaches can be extended to those subjective perceptual states relies on whether the neural processes that mediate these states are similar to those involved in normal perception (Kosslyn et al. 2001) .
In the future, the successes of brain encoding/decoding approaches and methodologies can be potentially applied in a variety of fields including brain-computer interface (BCI), which aims to connect between brain and machine (Nijholt and Tan 2008; Van Gerven et al. 2009; Wolpaw et al. 2002) . In the BCI field, the functional brain activity can be measured and used to provide feedback to computer or to modify one's own patterns of brain activity (Lebedev and Nicolelis 2006) . The effective and accurate quantification of functional responses in brain decoders can be potentially translated into practical applications for the healthy and disabled user (Bashashati et al. 2007; Christopher deCharms 2008; Velliste et al. 2008) , as well as into novel ways of analyzing neurophysiological data in cognitive neuroscience (Sitaram et al. 2007) . Additionally, the combination of EEG and fMRI would benefit BCI design. Due to the volume and price of the device, fMRI might not be suitable to be applied in BCI instruments in current stage. As a result, BCI equipment is mainly based on EEG or electrocorticography (ECoG), which comes with the merits of small volume, light weight, low price and high temporal resolution. However, information from fMRI would provide assistance to EEG signal analysis, given the prior knowledge for the BCI design works which employed EEG. Researchers may use fMRI information to decide the way of electrodes placement on skull skin or cortex by considering cortex activation in certain areas for the precise location provided from fMRI images. It is also helpful for BCI design to build accurate models by combining fMRI and EEG data in certain external or internal stimuli and eliminate unrelated cortical area.
Visual encoding and decoding can also be used to advance image/video representation and analysis. For instance, visual encoding and decoding can help researchers in computer vision areas to extract and learn more descriptive and rich visual features which are more correlative to the brain's functional responses (Hu et al. 2010; Hu et al. 2012; Ji et al. 2011) . These predictive models or brain decoders can be used to effectively bridge the semantic gaps between low-level visual stream representations and high-level semantics perceived by the human brain, which has been verified by a variety of neuroimaging-guided image/video analyses Kapoor et al. 2008; Walther et al. 2009; Wang et al. 2009 ). Visual encoding and decoding was also used in artist training. Hasson et al. (2004) proposed to apply visual encoding and decoding in movie maker training, in which the students may study not only the movies themselves but also how these movies influence humans.
Finally, it should be pointed out that brain encoding and decoding is a highly interdisciplinary research field that interfaces with neuroscience, neuroimaging, image analysis, and machine learning. To accelerate the pace of innovation in this emerging new field in the future, large-scale collaborative efforts amongst the above-mentioned research disciplines are critically important, including sharing common experiment designs, computational algorithms and codes, and benchmark original and pre-processed datasets. Essentially, these collaborative efforts would stimulate new ideas, facilitate novel methodologies, and importantly, independently cross-validate scientific findings and computational algorithms/tools from different labs.
