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ABSTRACT 
This paper presents a new active learning query strategy for 
information extraction, called Domain Knowledge 
Informativeness (DKI). Active learning is often used to reduce 
the amount of annotation effort required to obtain training data 
for machine learning algorithms. A key component of an active 
learning approach is the query strategy, which is used to 
iteratively select samples for annotation. Knowledge resources 
have been used in information extraction as a means to derive 
additional features for sample representation. DKI is, however, 
the first query strategy that exploits such resources to inform 
sample selection. To evaluate the merits of DKI, in particular 
with respect to the reduction in annotation effort that the new 
query strategy allows to achieve, we conduct a comprehensive 
empirical comparison of active learning query strategies for 
information extraction within the clinical domain. The clinical 
domain was chosen for this work because of the availability of 
extensive structured knowledge resources which have often been 
exploited for feature generation. In addition, the clinical domain 
offers a compelling use case for active learning because of the 
necessary high costs and hurdles associated with obtaining 
annotations in this domain. Our experimental findings 
demonstrated that 1) amongst existing query strategies, the ones 
based on the classification model’s confidence are a better 
choice for clinical data as they perform equally well with a 
much lighter computational load, and 2) significant reductions in 
annotation effort are achievable by exploiting knowledge 
resources within active learning query strategies, with up to 14% 
less tokens and concepts to manually annotate than with state-
of-the-art query strategies. 
Categories and Subject Descriptors I.2.7 
[Artificial Intelligence]: Natural Language Processing – text 
analysis. 
General Terms Algorithms, Performance, 
Experimentation. 
Keywords Domain Knowledge, Active Learning, Concept 
Extraction, Clinical Free Text, Conditional Random Fields. 
 
1. INTRODUCTION 
Supervised machine learning (ML) algorithms can train 
powerful statistical models to effectively capture useful 
structured information from clinical free-text resources [18]. 
However, these algorithms require a large amount of annotated 
training data. Preparing high quality annotated data is a major 
obstacle to effective data analysis in many domains; this is even 
further exacerbated in the clinical domain as it requires 
significant efforts from highly trained, and costly, clinical 
professionals.   
It has been suggested that Active learning (AL) approaches 
provide an effective solution for reducing the burden of manual 
annotations in automatic information extraction tasks [25]. In 
standard supervised learning, training samples are annotated at 
once. Active learning differs from this because the annotation is 
performed as an iterative process in which informative samples 
(i.e., those that contain useful information for the model) are 
selected from a pool of unlabeled data and provided to experts 
for annotation.  The selection of informative samples takes place 
according to a query strategy, which thus represents a key 
component within AL approaches. In each iteration, after 
samples are selected and annotated, they are added to the labeled 
set of data, on which a refined supervised model is built [25]. It 
is possible to either fully retrain the model at each step, or 
incrementally update the model learnt in the preceding loop (see 
Figure 1). 
AL approaches vary in the query strategies that are adopted, as 
well as in the supervised machine learning algorithm that is 
employed throughout the iterations; as a result, AL has shown 
varying performance across different datasets [6]. 
Despite its practical benefits, active learning is not fully 
explored in clinical information extraction [18], in particular for 
the task of clinical concept extraction, which represents the 
focus of this paper. This task involves capturing natural 
language sequences (words or multi-words expressions) 
belonging to pre-determined semantic categories from 
unstructured free texts. These terms express meaningful 
concepts within a given domain (e.g. clinical problems, tests, 
and treatments) [8, 9]. Extracting clinical concepts is thus an 
important primary step in identifying meaningful information 
from clinical free texts.  
The clinical domain is rich in terms of information resources. 
Clinical knowledge resources (e.g., the UMLS1 [15] and the 
SNOMED CT2 [4]) and  tools (e.g., MetaMap [1], MedLEE [7], 
MedEx [34], cTAKES [23], and Medtex [17]) have been widely 
leveraged in combination with dictionary-, rule- and machine 
learning-based approaches in order to improve clinical concept 
extraction. The strong need for effective information extraction 
methods in the clinical domain has encouraged the development 
of shared datasets such as those developed in the i2b2 challenges 
[31-33] and in the ShARe/CLEF 2013 eHealth Evaluation Lab 
[30], which in turn have sparked the development of novel, more 
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effective clinical information extraction methods. Specifically, a 
wide attention has been given to the engineering of powerful 
features obtained from domain knowledge resources to 
strengthen the supervised machine learning models and increase 
their effectiveness [20, 33]. 
While these resources have been used for data representation 
(i.e. features) both in supervised and active learning approaches 
[11], there is no study investigating the contributions these 
resources could have to improve current state-of-the-art query 
strategies within active learning methods for clinical information 
extraction. 
In this paper, we address this gap and propose a novel active 
learning query strategy, called Domain Knowledge 
Informativeness (DKI), which leverages domain knowledge 
together with informativeness measures to select those samples 
that most strengthen the model obtained at the previous active 
learning iteration. We investigate the comparative performance 
of DKI and a wide range of state-of-the-art query strategies in 
terms of annotation effort savings in the clinical domain. The 
clinical domain is chosen for this work because of the already 
discussed availability of extensive structured knowledge 
resources. It also offers a compelling use case for active learning 
because of its intrinsic high costs and hurdles associated with 
obtaining annotations. To the best of our knowledge, DKI is the 
first query strategy which incorporates domain knowledge when 
querying samples within the active learning framework. The 
research questions we seek to tease out in this work are: 
1. Which non-knowledge based query strategy is better 
suited to clinical data? 
2. Can domain knowledge support a more effective query 
strategy that further reduces annotation efforts compared 
to state-of-the art AL approaches? 
We find that, when comparing the current state-of-the-art query 
strategies, as well as a few novel strategies derived from existing 
ones for active learning, the confidence about the label of a 
sample as estimated by the classification model is a key factor 
for discovering informative samples in clinical domain. 
Our findings also suggest that domain knowledge can play an 
important role for enhancing active learning performance by 
further reducing annotation effort. We also bring forward 
helpful insights about how other machine learning approaches, 
such as semi-supervised learning, can be used to augment active 
learning. 
The rest of this paper is organized as follows: Section 2 presents 
the problem definition. Section 3 introduces the query strategies. 
Section 4 describes our experimental and evaluation settings. 
Results are reported in Section 5. Section 6 briefly reviews 
related work and Section 7 concludes the paper by outlining 
directions of future investigation. 
2. PROBLEM DEFINITION 
Concept extraction (often referred to as entity extraction) can be 
modelled as a sequence labeling task. In this task, a label 
sequence ݕԦ ൌ ሺݕଵ, … , ݕ௡ሻ needs to be assigned to each observed 
sequence ݔԦ ൌ ሺݔଵ,… , ݔ௡ሻ in the dataset. Supervised machine 
learning models are applied to this task by casting the entity 
recognition problem to that of estimating the posterior 
probability of ݕԦ given ݔԦ under the model parameters ߠ. The 
output sequence with the highest posterior probability is the one 
that is chosen by the supervised models to annotate the input 
sequence.  
Active learning approaches use supervised machine learning 
algorithms in an iterative process, where samples3 from the 
dataset are successively selected to be annotated by an expert 
based on their “informativeness”. Generally, samples are 
informative if they contain more useful information for the 
model compared to the rest of the samples in the unlabeled set. 
The intuition is that identifying and adding informative samples 
to the labeled set would lead to training a model that would 
achieve the highest effectiveness. One of the main scenarios in 
active learning is pool-based approach (see Figure 2).  
Under this paradigm, the active learning system has access to a 
pool of unlabeled data and, based on a query strategy, the 
system selects a batch of samples within successive interaction 
loops to add to the training set. This annotated data is then added 
to the training set and used to retrain the model [25]. A core 
issue when designing an active learning framework is: what 
query strategy should be used to estimate the informativeness of 
the samples that will be used to retrain or update the 
classification model? We discuss query strategies for active 
learning next. 
3. Query Strategies 
Active learning query strategies for sequence labeling tasks can 
be categorized in 3 groups of approaches: informativeness 
based, informativeness-similarity based, and model-
independent. Within these categories we included a number of 
variations to commonly used query strategies (IDiv, IDD, MRD, 
and ALC). 
In addition, we argue that a fourth group is formed by external 
knowledge-informed approaches, like DKI, that are first 
introduced in this paper. 
3.1 Informativeness Based Approaches 
This group of approaches considers the uncertainty of a model 
about the label of a sample as a measure of informativeness. 
These approaches query samples where the learnt model is most 
uncertain about their label. 
3.1.1 Least Confidence (LC) 
Least confidence is a common query strategy for measuring 
informativeness [5]. This query strategy considers the 
confidence of a model ∅ about the label ݕԦ of a sample ݔԦ. This 
confidence is estimated based on the posterior probability:  
φ௅஼ሺݔԦ, ∅ሻ ൌ 1 െ ఏܲሺݕԦ∗|ݔԦሻ (1) 
The most likely predicted label sequence ݕԦ∗ is obtained with the 
Viterbi algorithm. 
3.1.2 Margin 
Another uncertainty based strategy to measure the 
informativeness of a sample ݔԦ is to consider the margin between 
the most likely (ݕԦଵ∗) and the second most likely (ݕԦଶ∗) label 
sequences [24]. To calculate the margin, the posterior 
probability of the two most likely label sequences is subtracted: 
߮ெ௔௥௚௜௡ሺݔԦ, ∅ሻ ൌ െ ሺ ఏܲሺݕԦଵ∗|ݔԦሻ െ ఏܲሺݕԦଶ∗|ݔԦሻሻ	 (2) 
The smaller the margin, the more difficult it is for the model to 
predict the label of a sample. Hence, according to this query 
strategy, that sample is an informative sample for the model. 
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tokens or a sentence. 
The first negative sign in Equation (2) serves to ensure that 
߮ெ௔௥௚௜௡ acts as a maximizer to be used within the AL algorithm 
(Figure 2). 
3.1.3 Sequence Entropy (SE) 
Another way to estimate the informativeness is entropy [29]. 
Entropy is a measure of uncertainty in machine learning that 
indicates the amount of information of a sequence. There is a 
specialization of entropy for sequence labeling, called the 
sequence entropy [26], which is used to find informative 
samples: 
߮ௌாሺݔԦ, ∅ሻ ൌ 	െ෍ ఏܲሺ́ݕ|ݔԦሻ݈݋݃ ఏܲሺ́ݕ|ݔԦሻ
௬́
	 (3) 
where ́ݕ includes all possible label sequences for an sample ݔԦ. 
The higher the entropy, the more informative the sample is. 
3.1.4 Augmented Least Confidence 
As described in Section 3.1.1, the least confidence (LC) 
approach uses the model’s confidence about a sample’s label to 
find informative samples, i.e., sample selection is based on those 
that have the lowest probability for the sample’s label. To do so, 
the posterior probability of the model for all samples in the 
unlabeled set is to be calculated and then samples are ranked 
accordingly.  
The LC approach selects unlabeled samples that are 
characterized by low classification confidence. However, there 
are other samples that are characterized by high posterior 
probabilities, meaning that the model is confident about the 
samples’ label. These samples can be automatically labeled by 
the model and added to the labeled set in each iteration, so as to 
provide further learning examples to the classifier. This 
approach is often referred to as semi-supervised learning in 
literature [36]. To investigate whether this intuition can 
positively affect the active learning process, we modified step 4 
in the active learning algorithm of Figure 2 as follows: 
 Select a batch of samples where ܽݎ݃݉ܽݔ௨ሬԦ∈࣯ 	߮௅஼ሺݑሬԦ, ∅ሻ 
(Equation (1)) and ask the expert to label them. Then 
select those samples ݑሬԦ ∈ ࣯ where ఏܲሺݕԦ|ݑሬԦሻ ൐ ߬ (߬ is a 
high probability used as decision threshold) and label 
them automatically using the current classification 
model. 
We call this approach Augmented Least Confidence (ALC). 
3.2 Informativeness-Similarity Based 
Approaches 
The intuition behind informativeness-similarity based 
approaches is to consider similarity measures for the selection of 
both representative and diverse samples, in addition to 
informative ones, aiming to achieve a better coverage of the 
dataset characteristics. 
3.2.1 Information Density (IDen) 
Information Density [26] considers the representativeness of 
samples, along with their informativeness, to prevent outliers to 
be selected by the active learning process. IDen is computed 
according to: 
߮ூ஽௘௡ሺݔԦ, ∅ሻ ൌ 	߮௜௡௙௢௥௠௔௧௜௩௘ሺݔԦ, ∅ሻ ൈ	࣬௥௘௣௥௘௦௘௡௧௔௧௜௩௘ሺݔԦሻ (4) 
where ࣬୰ୣ୮୰ୣୱୣ୬୲ୟ୲୧୴ୣሺݔԦሻ corresponds to the representativeness 
of samples: 
࣬௥௘௣௥௘௦௘௡௧௔௧௜௩௘ሺݔԦሻ ൌ 1ܷ෍ ݏ݅݉ሺݔԦ, ݔԦ
ሺ௎ሻሻ
௎
௨ୀଵ
	 (5) 
The average similarity between sample ݔԦ and all other samples 
in the set of unlabeled samples (ݔԦሺ௎ሻ) indicates the 
representativeness of sample ݔԦ: the higher the similarity, the 
more representative the sample. Similarity is measured 
according to the cosine distance: 
ݏ݅݉௖௢௦൫ݔԦ, ݔԦሺ௎ሻ൯ ൌ ܠሬԦ. ܠሬԦ
ሺ௎ሻ
‖ܠሬԦ‖. ‖ܠሬԦሺ௎ሻ‖	 (6) 
where ܠሬԦ refers to the feature vector of sample ݔԦ. To measure the 
informativeness of samples (߮௜௡௙௢௥௠௔௧௜௩௘ሺݔԦ, ∅ሻ), we use least 
confidence (Equation (1)). Therefore, according to this query 
strategy, those samples characterized by the least confidence and 
the highest similarity are those that are useful to the model. 
3.2.2 Information Diversity (IDiv) 
Differently from IDen, Information diversity aims to take into 
account the diversity of the data within the process of querying 
samples; IDiv is formalized as follows:  
߮ூ஽௜௩ሺݔԦ, ∅ሻ ൌ ߮௜௡௙௢௥௠௔௧௜௩௘ሺݔԦ, ∅ሻ 	ൈ	ܦௗ௜௩௘௥௦௜௧௬	ሺݔԦሻ (7) 
ܦௗ௜௩௘௥௦௜௧௬	ሺݔԦሻ is calculated based on how dissimilar a sample ݔԦ 
is compared to already selected samples within the labeled set 
ݔԦሺ௅ሻ: 
ܦௗ௜௩௘௥௦௜௧௬ሺݔԦሻ ൌ 1 െ ሺ 1ܮ෍ݏ݅݉൫ݔԦ, ݔԦ
ሺ௅ሻ൯
௅
௟ୀଵ
ሻ	 (8) 
Similarity is measured according to Equation (6). LC (Equation 
(1)) is also used as a measure of informativeness. 
3.2.3 Information Density and Diversity (IDD) 
One way to find both representative and diverse informative 
samples is to combine IDen and IDiv approaches as an IDD 
approach: 
߮ூ஽஽ሺݔԦሻ ൌ߮௜௡௙௢௥௠௔௧௜௩௘ሺݔԦሻ ൈ ࣬௥௘௣௥௘௦௘௡௧௔௧௜௩௘ሺݔԦሻ ൈ	
ܦௗ௜௩௘௥௦௜௧௬ ሺݔԦሻ
(9) 
3.3 A Model-Independent Approach 
Both informativeness and informativeness-similarity based 
approaches are dependent on the model. In a real world active 
learning scenario, an expert should wait until a model is learnt 
on the current labeled set and then the next batch of samples are 
selected using one of the above-mentioned query strategies for 
labeling. One way to prevent such a problem is to propose 
approaches that are independent from the model output. 
3.3.1 Maximum Representativeness-Diversity 
(MRD) 
Maximum representativeness-diversity is an approach which 
only relies on the similarity between a sample ݔԦ and all other 
samples in the labeled (ݔԦሺ௅ሻ) and unlabeled (ݔԦሺ௎ሻ) sets: 
߮ெோ஽ሺݔԦሻ ൌ ࣬௥௘௣௥௘௦௘௡௧௔௧௜௩௘ሺݔԦሻ ൈ	ܦௗ௜௩௘௥௦௜௧௬	ሺݔԦሻ  (10) 
࣬௥௘௣௥௘௦௘௡௧௔௧௜௩௘ሺݔԦሻ	and	ܦௗ௜௩௘௥௦௜௧௬	ሺݔԦሻ	are calculated according to 
Equation (5) and (8), respectively. The most representative and 
diverse samples are labeled in the current batch and then added 
to the training set. 
3.4 External Knowledge-Informed 
Approaches 
External resources and ontologies are useful tools for extracting 
domain-specific features to represent samples and they have 
been shown to often enhance supervised machine learning 
models. However, there are no active learning query strategies 
that use external knowledge resources to drive the process of 
sample selection. Here, we tackle this gap and propose a novel 
query strategy called Domain Knowledge Informativeness. 
3.4.1 Domain Knowledge Informativeness (DKI) 
DKI is a query strategy to “inform” the model about unlabeled 
samples using external knowledge. We combine an 
informativeness based approach with domain knowledge to 
select samples for active learning: 
߮஽௄ூ೟ሺݔԦሻ ൌ	
																 1|ݔԦ| ൈ෍ ቀ߈ሺݔ௜ሻ ൈ ߮௜௡௙௢௥௠௔௧௜௩௘ሺݔ௜, ∅ሻቁ௫Ԧ 	
(11) 
Where |ݔԦ|	is the length of sequence ݔԦ, ߈ሺݔ௜ሻ is a function of the 
domain knowledge contained in the sequence (i.e. amount or 
importance), and ߮௜௡௙௢௥௠௔௧௜௩௘ is the informativeness measure. 
߮஽௄ூ೟  measures the average importance of the tokens contained 
in a sequence based on their informativeness for the model as 
well as the importance of the domain knowledge they carry. A 
useful domain characteristic that can be extracted from domain 
knowledge resources is the semantic type that each token 
belongs to. This information has often been exploited to 
generate semantic features for sample representation in 
supervised models. Specifically, here we consider the 
distribution of semantic types as they appear in the target 
concept spans in the training set. We use this information to 
compute the Semantic Value (SV) of a semantic type as follows:  
ܵ݁݉ܽ݊ݐ݅ܿ	ܸ݈ܽݑ݁	ሺݏ݁݉ܽ݊ݐ݅ܿ	ݐݕ݌݁ሻ
ൌ #	ݏ݁݉ܽ݊ݐ݅ܿ	ݐݕ݌݁	ܽ݌݌݁ܽݎݏ	݅݊	ܽ݊݊݋ݐܽݐ݁݀	ݐܽݎ݃݁ݐ	ܿ݋݊ܿ݁݌ݐ ݏ݌ܽ#	ݏ݁݉ܽ݊ݐ݅ܿ	ݐݕ݌݁	ܽ݌݌݁ܽݎݏ	݅݊	ݐ݄݁	ݓ݄݋݈݁	ݐݎܽ݅݊݅݊݃	ݏ݁ݐ
(12) 
Semantic Value is calculated based on the semantic types 
assigned to each token individually, without considering 
neighboring tokens. However, it is possible for a token to be a 
part of a longer concept span. For example, “acute” could be an 
adjective at the token level, but also part of the longer concept 
“acute headache” which is a disease, and should therefore be 
considered under this type instead. Since we model the concept 
extraction problem as a sequence labeling task, instead of 
considering the semantic types of each token separately, it is 
more appropriate to calculate the distribution of the semantic 
type assigned to the longest span that each token belongs to.  
In this paper we consider a specific instantiation of DKI, where 
the domain knowledge contributes to the query strategy by 
means of the Longest Span Semantic Value (LSSV). Here, 
LSSV is used to find sequences with the maximum number of 
possible target concepts:  
 ܮܸܵܵሺݏ݁݉ܽ݊ݐ݅ܿ	ݐݕ݌݁ሻ ൌ	 (13) 
# ݏ݁݉ܽ݊ݐ݅ܿ ݐݕ݌݁ ܽ݌݌݁ܽݎݏ ݅݊ ݐ݄݁ ݈݋݊݃݁ݏݐ	ݏ݌ܽ݊	݋݂	ܽ݊݊݋ݐܽݐ݁݀ ݐܽݎ݃݁ݐ ܿ݋݊ܿ݁݌ݐݏ
#ݏ݁݉ܽ݊ݐ݅ܿ ݐݕ݌݁ ܽ݌݌݁ܽݎݏ	݅݊	ݐ݄݁	ݓ݄݋݈݁	ݐݎܽ݅݊݅݊݃ ݏ݁ݐ  
We use Equation (13) to calculate ߈ሺݔ௜ሻ function in ߮஽௄ூ೟ 
(Equation (11)). ߈ሺݔ௜ሻ is calculated for each token separately 
(ܭሺݔ௜ሻ, ݔԦ ൌ ሼݔ௜|݅ ൌ 0, … , |ݔԦ|ሽ); thus the informativeness is also 
measured per token: 
߮௜௡௙௢ሺݔ௜, ∅ሻ ൌ 1 െ ఏܲ൫ݕ௝ ൌ ݕ௝∗หݔ௜൯ (14) 
Where ఏܲ൫ݕ௝ ൌ ݕ௝∗หݔ௜൯ is the marginal probability, ݕ௝∗ specifies 
the label at the corresponding position of the most likely label 
sequence ݕԦ∗.  
Note that ߮஽௄ூ೟ is normalized by the length of the sequence ݔԦ 
(1/|ݔԦ| in Equation (11) is the normalization factor). To 
encourage the selection of longer sequences as they usually 
contain more target concepts [26], we also propose a 
denormalized instantiation of DKI, termed the total token-based 
Domain Knowledge Informativeness (DKI୲୲) measure: 
߮஽௄ூ೟೟ሺݔԦሻ ൌ෍ ቀ߈ሺݔ௜ሻ ൈ ߮௜௡௙௢௥௠௔௧௜௩௘ሺݔ௜, ∅ሻቁ௫Ԧ 	
(15) 
4. EXPERIMENTAL SETUP 
In this section we introduce the datasets and their preparation 
steps. We then elaborate on our supervised approach and active 
learning settings. Finally, our evaluation methodology is 
explained. 
4.1 Dataset Description 
We use the annotated training and testing sets for the concept 
extraction task in the i2b2/VA 2010 NLP challenge [33] and 
ShARe/CLEF 2013 eHealth Evaluation Lab (task 1) [19]. 
The i2b2/VA 2010 task requires the extraction of clinical 
problems, tests and treatments from clinical reports. These 
reports are a combination of discharge summaries and progress 
notes. They are organized as a collection of phrases and 
sentences. 
The ShARe/CLEF 2013 eHealth Evaluation Lab (task 1) 
requires to extract and identify mentions of disorders from 
clinical free-text notes. The dataset consists of discharge 
summaries, electrocardiogram, echocardiogram, and radiology 
reports.  
Table 1 reports the number of documents in the training and 
testing sets of the two datasets along with the number of 
sequences obtained after pre-processing. 
4.2 Dataset preparation 
In this paper, a sample (in both supervised and active learning 
approaches) generally corresponds to a sequence of tokens or a 
sentence. In the i2b2/VA 2010 dataset, sentence boundaries are 
already identified as each line in a report file corresponds to a 
sentence. However, this is not the case for the ShARe/CLEF 
2013 dataset. We then used the Leaman’s sentence segmentation 
method [13] to derive sentences for this dataset.  
After detecting sentence boundaries, the data was encoded into a 
representation format that clearly indicates the span of a concept 
within a sentence. The “BIO” format was leveraged to specify 
the beginning (B), inside (I), and outside (O) of a concept [22].  
We employed a typical feature set, including linguistic (part-of-
speech tags), orthographical (regular expression patterns), 
lexical and morphological (suffixes/prefixes and character n-
grams), contextual (window of k words), and semantic features. 
The Medtex system [17] was leveraged to extract semantic 
features. Specifically, the UMLS and SNOMED CT (SCT) 
semantic types for each token were used as the domain 
knowledge. We leverage this knowledge to distinguish target 
from non-target semantic types. A non-quantized value is 
assigned to each semantic type based on the distribution of each 
semantic type in the training set according to Equation (12). 
4.3 Fully Supervised Approach 
We use a tuned linear-chain Conditional Random Fields (CRFs) 
[10] as benchmark supervised ML algorithm as well as our base 
ML algorithm in the AL framework. CRFs [12] are the state-of-
the-art supervised machine learning approach for clinical 
concept extraction tasks [19, 33]. 
The posterior probability of ݕԦ given ݔԦ is described by a linear-
chain CRFs model with a set of parameters θ:  
ఏܲሺݕԦ|ݔԦሻ ൌ 	 1ܼఏሺݔԦሻ expቌ෍෍ߣ௝ ௝݂ሺݕ௜ିଵ, ݕ௜, ݔ௜ሻ
௠
௝ୀଵ
௡
௜ୀଵ
ቍ (16) 
Here ܼఏሺݔԦሻ is the normalization factor. Each ௝݂ is the transition 
feature function between label state ݅ െ 1 and ݅ on the sequence 
ݔ at position ݅. The ߠ ൌ 	 ሺߣଵ,… , ߣ௠ሻ represent the 
corresponding feature weights.  
Our implementations of CRFs for supervised learning (Sup), 
both baselines, and all active learning (AL) approaches are 
based on the MALLET toolkit [16]. 
4.4 Active Learning Settings 
Within this paper, we use an incremental, pool-based, active 
learning framework. In the incremental approach, a model is not 
trained from scratch at each iteration: instead, its parameters are 
updated in successive iterations [10]. As we aim to study how 
AL can contribute towards reducing the annotation effort 
compared to a supervised approach, we use supervised 
effectiveness as our target performance. We use Medtex to 
extract the required knowledge for each sample ݔԦ (Equation 
(13)) in the DKI query strategy. 
Random sampling (RS) and longest sequence (LS) are two 
common baselines for analyzing the benefits of the AL 
framework. RS randomly selects samples; LS selects samples 
with the longest length (number of tokens). 
For AL and the baseline approaches, the initial labeled set is 
formed by randomly selecting 1% of the training data. The batch 
size (߀) is set to 200 for i2b2/VA 2010 and 100 for 
ShARe/CLEF 2013 across all experiments, leading to a total of 
153 and 101 batches, respectively.  
While in real settings AL would use human annotators to label 
informative samples at each iteration, here we simulate this 
process by using the annotations provided in the training set of 
the two datasets. 
4.5 Evaluation Measures 
In our evaluation, concept extraction effectiveness is measured 
by Precision, Recall and F1-measure. Evaluation metrics are 
computed on test data using MALLET’s multi-segmentation 
evaluator4. Query strategies were analyzed and compared among 
each other and against the fully supervised method based on 
their learning curves across batches. Learning curves allow to 
associate of the model performance and annotation effort. 
A core aspect of our evaluation is determining the first iteration 
at which AL strategies achieve an effectiveness comparable (i.e. 
equal or higher) to that of the supervised method. This allows to 
identify the minimum amount of annotated data the AL 
strategies require to achieve the same effectiveness of the 
supervised method (target performance): this corresponds to the 
point of intersection between the AL learning curve and the 
target performance.  
We further analyze the results by considering the Annotation 
Rate (AR), which measures how much annotation effort is saved 
by an AL approach. AR is the number of labeled annotation 
units in terms of sequences (SAR), tokens (TAR) and concepts 
(CAR) used by AL to reach the target performance, over the 
number of labeled annotation units used by the supervised 
method (Equation (17)). 
The lower the AR, the less annotation effort is required. Note 
that here every annotation unit (sequence, token, and concept) is 
considered as having the same annotation cost (uniform 
annotation cost). While this setting may not be fully 
representative of real-world use-cases [27], no annotation cost is 
distributed along with the considered datasets and the literature 
lacks of specific studies that consider annotation costs for 
clinical concept extraction. 
AR ൌ # ݈ܾ݈ܽ݁݁݀ ܽ݊݊݋ݐܽݐ݅݋݊	ݑ݊݅ݐݏ	ݑݏ݁݀	ܾݕ	ܣܮ# ݐ݋ݐ݈ܽ ݈ܾ݈ܽ݁݁݀ ܽ݊݊݋ݐܽݐ݅݋݊	ݑ݊݅ݐݏ	ݑݏ݁݀	ܾݕ ܵݑ݌  
ሺ17ሻ
5. RESULTS 
We first study to what extent various active learning query 
strategies reduce the annotation effort for clinical data compared 
to a fully supervised approach: this serves to determine the state-
of-the-art strategy for clinical concept extraction among those 
proposed in the literature. We then compare the best results from 
the state-of-the-art with our proposed query strategy to assess if 
domain knowledge based query strategies further reduce the 
burden of manual annotation in clinical settings. 
5.1 Target Performance for Active Learning 
Table 2 presents the effectiveness of the fully supervised CRF 
model. These results are used as the target performance for 
determining the level of annotation effort savings contributed by 
different active learning approaches. 
5.2 Analysis of AL Query Strategies on 
Clinical Data 
5.2.1 Query Strategy Performance 
Figure 3 shows the learning curves obtained with different 
active learning query strategies in the first 40 batches of the 
i2b2/VA 2010 and ShARe/CLEF 2013 datasets.  
In both datasets the learning curves for all query strategies are 
always well above the RS baseline, as expected. However, MRD 
always performs worse than the longest sequence baseline, 
                                                                 
4 The results obtained with this evaluator are not directly 
comparable to those reported using the i2b2 or ShARe/CLEF 
evaluation scripts. 
suggesting that only relying on the similarity between samples 
to select subsequent batches in the AL loop is not effective. This 
further highlights that the similarity measure on its own is not 
enough to find useful samples for active learning. We 
hypothesize that this is because clinical data is partially 
characterized by the repetition of fairly similar patterns [11]. 
Although the diversity element prevents the MRD approach 
from selecting similar samples, it still fails to pick the most 
informative ones.  
The fact that the learning curves of approaches that leverage 
informativeness in addition to similarity measures are higher 
than the learning curve of MRD demonstrates the importance of 
informativeness in selecting useful samples. 
In i2b2/VA 2010, the LS baseline effectiveness is higher than 
IDiv in the first six batches (F1 = 0.7). The Margin strategy also 
performs poorly compared to the LS baseline in early batches, 
but outperforms LS after ten batches in i2b2/VA 2010 (F1 = 
0.74) and six batches in ShARe/CLEF 2013 (F1 = 0.63). We 
hypothesize that this is because in clinical datasets longer 
sequences usually contain more concepts. Hence, by choosing 
the longest sequences, the effectiveness of LS increases quite 
sharply in early batches as it already reaches a reasonable 
effectiveness5 compared to the target performance (Table 2) 
twice sooner than RS, and it is therefore a very strong baseline.  
However, after a few iterations the growth rate of the LS 
learning curve suddenly decreases: this is because the selected 
long sequences contain no more useful samples to train the 
model. 
5.2.2 Active Learning and Annotation Effort 
Annotation rates for all active learning query strategies and 
baselines are reported in Table 3. The top three approaches are 
highlighted.  
Among the informativeness-based approaches, Least Confidence 
and Sequence Entropy are very close and outperform Margin. 
By adding a similarity element to informativeness, annotation 
rates in terms of sequences, tokens, and concepts are reduced. 
However, the informativeness-similarity based approaches 
exhibit different behaviors across the two datasets. IDiv is the 
best method in ShARe/CLEF 2013, while IDD performs better 
than IDiv in i2b2/VA 2010, although differences are not 
significant.   
Since token (TAR) and concept (CAR) annotation rates are 
more appropriate to measure the actual savings of annotation 
effort rather than the number of annotated sequences [11], we 
can conclude that IDD and LC are the most promising 
approaches for i2b2/VA 2010 and ShARe/CLEF 2013, 
respectively. 
The advantage of LC compared to IDiv and IDD, is that it is 
computationally more efficient. Indeed, informativeness-
similarity based approaches generally require a considerably 
larger amount of computations. This is because 
࣬୰ୣ୮୰ୣୱୣ୬୲ୟ୲୧୴ୣሺݔԦሻ and ܦௗ௜௩௘௥௦௜௧௬	ሺݔԦሻ have to be computed for 
all samples in the unlabeled and labeled sets, respectively. 
Although these similarity computations for ࣬୰ୣ୮୰ୣୱୣ୬୲ୟ୲୧୴ୣሺݔԦሻ 
can be performed prior to starting the active learning loop (as 
the unlabeled dataset is available upfront in pool-based active 
                                                                 
5 In i2b2/VA 2010, F1 ൎ 0.73 and in ShARe/CLEF 2013, F1 ൎ 
0.63. 
learning), ܦௗ௜௩௘௥௦௜௧௬	ሺݔԦሻ has to be computed at each iteration of 
active learning. 
5.2.3 Least Confidence vs. Augmented Least 
Confidence 
We now study how iteratively including samples to the labeled 
set ࣦ	for which the model is very confident about their 
automatically assigned labels (Section 3.1.4) could lead to 
further annotation effort reduction. To identify these high 
confidence samples, we experiment with two thresholds, ߬ = 
0.998 and ߬	 ൌ 0.999.  
Based on the results reported in Table 4, we can observe that the 
ALC approach with ߬ ൌ 0.999 improved the results of LC 
(Table 3) in both datasets. However, when ߬ was set to 0.998, in 
the ShARE/CLEF 2013 dataset ALC required more annotated 
data to reach the target performance compared to LC. 
5.2.4 Improving the Initial Labelled Set 
While the longest sequence approach (LS) did not reach the 
target performance much before having trained on all available 
batches, it is interesting to note that its effectiveness was 
comparable to the three best approaches (LC, IDD, and IDiv in 
Table 3) in the first five batches for both datasets. This suggests 
that long sequences in clinical reports often include a lot of 
useful information to train the classifier, even though its 
effectiveness increases very slowly after these batches. Hence, it 
may be preferable to consider the length of sequences in the 
early stages of the active learning process so as to select longer 
sequences first.   
A possible way for achieving this is selecting long sequences as 
the initial labeled set instead of using random selection. Table 5 
reports the results for LC, IDiv, IDD, and ALC (߬ ൌ 0.999) 
approaches using the longest sequence approach (LS) for 
selecting the initial labeled set across both datasets. Using the 
longest sequences as the initial labeled set did not show 
consistent results across datasets and query strategies. In fact, 
the annotation rates for IDD in ShARe/CLEF 2013, LC and 
ALC in i2b2/VA 2010 slightly decreased; but other query 
strategies do not exhibit improvements.  
5.3 Domain Knowledge and Active Learning 
The CAR results from Section 5.2.2 suggest that at least half of 
the concepts in the training set are required to be manually 
annotated before reaching the target performance, even if with 
the best performing AL approaches were used. 
In this section, we compare the identified state-of-the-art 
approaches with the DKI query strategies to investigate how 
domain knowledge acquired from external resources can help to 
reduce the annotation effort on clinical data. 
The results in Table 6 show that DKI based methods lead to a 
lower annotation rate baselines and state-of-the-art AL methods. 
Token-based domain knowledge informativeness (DKI୲, 
Equation (11)) outperforms most baselines and benchmarks in 
the i2b2/VA dataset and is as good as IDD (the best approach so 
far); the results on the ShARe/CLEF 2013 dataset provide less 
conclusive findings. If the length of the sequences is used when 
querying samples with DKI୲୲, then significant reductions in 
token and concept annotation rates are achieved on both 
datasets. In the i2b2/VA 2010 dataset, DKI୲୲ reduces the concept 
and token annotation rates by 14% compared to IDD (the best 
state-of-the-art approach for this dataset, see Table 3). 
Specifically, in the ShARe/CLEF 2013 dataset, DKI୲୲ reaches 
the target performance using 6% less annotated concepts and 7% 
less annotated tokens than LC.  
When the performance of DKI୲ and DKI୲୲ are compared, it can 
be observed that the length of sequences has a significant 
contribution in the annotation effort savings. However, to 
achieve the best results, sequence length should be considered 
along with informativeness and domain knowledge, as it does 
not provide significant AR reductions when considered alone 
(i.e., LS). 
An interesting result is the small difference in sequence 
annotation rate (SAR) between IDD and DKI୲୲ for the i2b2/VA 
2010 dataset. The two approaches select almost the same 
number of sequences to reach the target performance but with 
different characteristics (tokens and concepts); this leads to very 
different results when considering the number of tokens and 
concepts required to be annotated. This observation 
demonstrates that domain knowledge combined with a simple 
informativeness measure (marginal probability) can lead to a 
better selection of samples; and this is achieved without 
resorting to using similarity measures which are computationally 
costlier. DKI୲୲ shows a varied range of savings in terms of 
required number of concepts to be annotated across the two 
datasets (37%-57%). 
6. RELATED WORK 
Active learning aims to achieve high effectiveness (at least as 
high as the target performance), while reducing annotation costs 
by minimizing the amount of data that is required to be 
annotated. Domains like the clinical one are characterized by 
high costs for obtaining (expert) annotations. It becomes then 
critical to reduce annotation effort while ensuring no loss to the 
effectiveness of automated techniques for tasks within such 
domains. 
One of the main challenges in active learning is identifying and 
querying samples that can better inform classification models 
[25]. Different strategies for selecting informative samples have 
been proposed, including: uncertainty sampling [14], query-by-
committee [28], and information density [26]. Settles and 
Craven [26] performed an extensive empirical evaluation of 
different query selection strategies within active learning, using 
different corpora for sequence labeling tasks. They found that 
information density and sequence vote entropy outperform the 
state-of-the-art in active learning in most corpora. However, in 
this paper we found that diversity along with information 
density lead to better sample selection for concept extraction in 
the clinical domain. We speculate that this is because of the high 
similarity between sequences in clinical narratives. Hence, 
samples selected by information density are not useful to train 
the classification model within the active learning process, while 
diversity allows to select more representative samples.  
While the effectiveness of active learning methods has been 
conclusively demonstrated in many domains such as text 
classification, information extraction and speech recognition 
[25], as highlighted, clinical and biomedical natural language 
processing tasks have seen only limited use of active learning 
[18]. We investigated the factors that influence the robustness 
and the effectiveness of models learnt within the active learning 
frameworks using the least confidence query strategy [10]. We 
found that well selected feature set, the incremental learning 
setting, and the tuning of the supervised classifier parameters 
lead to more robust active learning models. Here we build on 
that work and consider the same settings, and also observe that 
the models are generally robust, as demonstrated by the learning 
curves (Figure 3). We also built a primary active learning-based 
system to investigate the contribution of the state-of-the-art AL 
methods in order to reduce the annotation effort for extracting 
clinical concepts. We demonstrated the key role of AL in 
building effective and robust medical concept extraction models 
while significantly reducing the burden of manual annotation 
[11]. 
Within the clinical domain, active learning has been used for 
classifying clinical concepts according to their assertions [3, 21] 
and co-reference resolution [35]. For assertion classification, 
Chen, et al. [3] introduced a “model change” sampling-based 
algorithm and found it performed better than random sampling, 
uncertainty sampling-based algorithms, and information density-
based algorithm. Active learning has also been used for de-
identifying Swedish clinical records [2]. There, the information 
extraction problem was treated as a classification task in which 
words belong to one of eight personal clinical information types 
or to the non-personal clinical information type. The most 
uncertain and the most certain sampling strategies were 
evaluated using the highest and lowest entropy, and it was found 
that these methods outperformed a random sampling baseline. 
Figueroa, et al. [6] analyzed the performance of different active 
learning methods, including distance-based (DIST), diversity-
based (DIV), and a combination of both (CMB), based on 
clinical data characteristics. However, this study focused on a 
clinical classification task and only applied a limited number of 
query strategies. They found that the effectiveness of DIV and 
DIST is strongly dependent on the dataset diversity and 
uncertainty, respectively. Rosales, et al. [21] presented a semi-
supervised active learning framework based on query by 
committee and evaluated its performance in a binary 
classification task, where concepts extracted from clinical free 
text are classified into two classes: present or absent/negated. 
Their framework is able to select both informative and 
representative samples. 
7. CONCLUSION AND FUTURE WORK 
This paper has introduced a new active learning query strategy, 
called domain knowledge informativeness (DKI). This novel 
query strategy leverages domain knowledge resources, such as 
ontologies and terminologies, for extracting concepts from text. 
DKI is instantiated and evaluated within the clinical domain for 
the task of clinical concept extraction. Our instantiation 
considers the longest span semantic value, as obtained from a 
clinical NLP tool, and the marginal probability of a text 
sequence, as assessed by a classification model. These are then 
used to query samples for selecting those that not only are 
informative but also contain useful concepts based on the 
external domain knowledge.  
Our empirical evaluation highlights the promise of integrating 
domain knowledge within active learning query strategies, as 
indicated by the gains in annotation effort reduction achieved by 
DKI over state-of-the-art approaches. 
We also found that, when analyzing the performance of active 
learning on clinical data, the confidence about samples’ labels 
estimated by the classification model is a deciding factor in 
selecting effective samples. 
Our study has two main limitations. First, all evaluation metrics 
used in this study cannot be directly translated into actual cost 
reduction. However, CAR and TAR values can be used to 
design a cost model for real world cases. Second, in real world 
settings the full training data is not available in advance for 
estimating the target performance, thus making the decision of 
where to stop the active learning process is a challenging 
problem, which requires to consider a trade-off between cost and 
effectiveness. 
In order to overcome these limitations, our future work will 
consider designing a cost model that uses the required number of 
annotated tokens and concepts. This cost model would constitute 
a step forward for precisely assessing the actual contribution of 
active learning in terms of cost reduction. At the same time, we 
plan to explore methods to determine a stopping point 
independently from the supervised effectiveness. 
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Figure 1. Active learning process. 
 
Input:  
ࣦ: set of labelled samples  
࣯: set of unlabelled samples 
∅: classifier model 
߮൫ݑሬԦ, 	∅൯: query strategy where ݑሬԦ ∈ ࣯ 
߀: number of samples to be selected in each iteration (batch 
size) 
Procedure: 
1- Randomly select an initial labeled set ࣦ 
2- Train a model ∅ on ࣦ; 
3- For all samples in the unlabeled set ݑሬԦ ∈ ࣯, calculate 
߮൫ݑሬԦ, 	∅൯  
4- Select a batch of samples (߀) where 
ܽݎ݃݉ܽݔ௨ሬԦ∈࣯ φሺݑሬԦ, ∅ሻ and ask the expert to label them; 
5- Add samples from step 4 to labeled set ࣦ and remove 
them from the unlabeled set ࣯. 
6- Repeat step 2 to 5. 
 Figure 2. Pool-based active learning algorithm. 
 
Table1. Document (#doc) and sequence (#seq) count in the training and testing sets of two considered datasets. 
  Training Set  Testing Set 
 #doc #seq  #doc #seq 
i2b2/VA 2010  349 30,673  477 45,025 
ShARe/CLEF 2013  200 10,171  100 9,273 
 
Table 2. Effectiveness of the fully supervised approach (Sup) (P = Precision, R = Recall, F1 = F1-measure). 
  i2b2/VA 2010  ShARe/CLEF 2013 
 P R F1  P R F1 
Sup  0.8409 0.8066 0.8234  0.8095 0.6804 0.7394 
 
 
 
(a) (b) 
Figure 3. The performance of active learning approaches and baselines for first 40 batches (a) i2b2/VA 2010 (b) ShARe/CLEF 
2013. 
Table 3. Annotation rates for all active learning query strategies and baselines. 
  SAR(%)  TAR(%)  CAR(%) 
 i2b2/VA 
2010 
ShARe/CLEF 
2013 
 i2b2/VA 
2010 
ShARe/CLEF 
2013 
 i2b2/VA 
2010 
ShARe/CLEF 
2013 
Baselines RS  90% 97%  90% 97%  90% 97.5% 
LS  58% 72.5%  88% 95%  92% 93.5% 
Informativeness-
based Approaches 
 
LC  24% 24%  43% 38%  55% 63% 
Margin  30% 30%  50% 44%  60% 67.5% 
SE  22% 25%  43.5% 40.5%  54.5% 67% 
Informativeness-
Similarity Based 
Approaches 
IDen  24% 26%  45% 42.5%  55% 67% 
IDiv  23% 24%  41% 38%  52% 63.5% 
IDD  22% 25%  41% 41%  51% 66% 
Model-Independent 
Approaches 
MRD  68% 74.5%  89% 94%  90% 91% 
 
Table 4. Annotation rates for ALC using two thresholds. 
  ALC 
 ࣎ ൌ ૙. ૢૢૡ  ࣎ ൌ ૙. ૢૢૢ
i2b2/VA 2010 SAR(%)  24.5%  22.5% 
TAR(%)  44%  41.5% 
CAR(%)  55%  52.5% 
ShARe/CLEF 
2013 
SAR(%)  25%  22.5% 
TAR(%)  40%  35% 
CAR(%)  67%  58.5% 
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Table 5. Annotation rates for LC, IDiv, IDD, and ALC (࣎ ൌ ૙. ૢૢૢ) using LS to produce the initial labeled set. 
 LC IDiv IDD ALC 
i2b2/VA 2010 SAR(%) 23% 24% 24% 22.5% 
TAR(%) 42% 41.5% 40% 41% 
CAR(%) 52.5% 52% 53.5% 51% 
ShARe/CLEF 
2013 
SAR(%) 26% 25% 22% 24% 
TAR(%) 43% 41% 39% 41.5% 
CAR(%) 67% 65% 60.5% 65% 
 
 
Table 6. Annotation rates for baselines, benchmarks, and external knowledge-based approaches. 
  SAR(%)  TAR(%)  CAR(%) 
 i2b2/VA 
2010 
ShARe/CLEF 
2013 
 i2b2/VA 
2010 
ShARe/CLEF 
2013 
 i2b2/VA 
2010 
ShARe/CLEF 
2013 
Baselines RS  90% 97%  90% 97%  90% 97.5% 
LS  58% 72.5%  88% 95%  92% 93.5% 
Benchmarks 
 
LC  24% 24%  43% 38%  55% 63% 
IDiv  23% 24%  41% 38%  52% 63.5% 
IDD  22% 25%  41% 41%  51% 66% 
External 
Knowledge-based 
Approaches 
۲۹۷ܜ  22% 28%  39% 32%  51% 63% 
۲۹۷ܜܜ  21.5% 20%  27% 31%  37% 57% 
 
