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1. Introducción
Aplicación de técnicas de evolución diferencial para identificar líneas
de rótulas en placas1
María Virginia Quintana2
Resumen
El efecto de un daño interno que provoca la ruptura de fibras en una o varias capas en placas compuestas
se puede modelar con la presencia de una línea de rótulas plásticas o elásticas que suele ser recta en el caso
de materiales compuestos reforzados con fibras unidireccionales. Dado que la presencia de un daño en un
elemento estructural introduce una flexibilidad local que modifica su comportamiento dinámico, el objeti-
vo de este trabajo es aplicar técnicas de evolución diferencial para detectar, a partir de las características
dinámicas del sistema, la presencia de una zona debilitada en placas. La posición, la longitud y la flexibili-
dad de la línea de rótulas son variables desconocidas y se pretende identificarlas. La estrategia de búsqueda
consiste en implementar técnicas de evolución diferencial (ED) combinadas con un algoritmo variacional
directo que modele el comportamiento de la placa. El algoritmo mencionado permite obtener las caracte-
rísticas dinámicas de la placa debilitada durante el proceso de optimización reduciendo el tiempo de cálcu-
lo en cada paso de la evaluación. Para verificar la robustez de la técnica propuesta en obtener los parámetros
desconocidos que caracterizan la zona debilitada se realizaron 100 pruebas de optimización. Se considera-
ron dos casos de estudios: una placa con una fisura de borde a borde y una placa con una fisura interna.
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Las técnicas dinámicas son consideradas
como los métodos de prueba no destructivos más
relevante para determinar la presencia de daños
en elementos estructurales [Sinha y col. (2002);
Patil y Maiti (2005)]. Las pruebas de identifica-
ción de daños pueden exigirse en los procedi-
mientos de control de calidad o de producción o
bien cuando la estructura puede estar dañada por
cargas accidentales y su integridad debe ser veri-
ficada. Cuando el análisis de los resultados se rea-
liza en el dominio de la frecuencia, es posible iden-
tificar las frecuencias naturales de vibración y sus
correspondientes formas modales. Las variacio-
nes de estas características dinámicas con respecto
a las del elemento estructural perfectamente ín-
tegro se utilizan para verificar si algún tipo de
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daño está presente. Resultados numéricos pre-
vios confirman que los procedimientos basados
en las variaciones de las frecuencias y de los despla-
zamientos modales son más fiables que aquellos
procedimientos clásicos basados solamente en las
frecuencias de vibración (Savoia y Vincenzi, 2008;
Mottershead y Friswell, 1993; Maia  et al., 1997).
En particular, las técnicas dedicadas a iden-
tificar la presencia de daños de placas compues-
tas de varias capas reforzadas con fibra son estu-
diadas en el dominio de la frecuencia (Ewins,
2000). El efecto de un daño interno que provoca
la ruptura de una o varias capas de fibras se pue-
de modelar con la presencia de una línea de rótu-
la plástica o elástica, que suele ser recta, en el
caso de los materiales compuestos de varias ca-
pas con fibras unidireccionales. La posición y la
longitud de la fisura se desconocen y deben ser
identificadas. Este problema inverso requiere la
minimi-zación de una función de costo que eva-
lúe la diferencia entre la repuesta dinámica de la
estructura dañada con respecto a la estructura ín-
tegra o no dañada, la que se obtiene mediante la
aplicación de expresiones analíticas o numéricas
relacionadas con el modelo estructural teórico.
El proceso de minimización en sí mismo se
lleva a cabo mediante diferentes métodos de
optimización que permiten la estimación de los
parámetros desconocidos (Tang et. al, 2006; Yang
et. al, 2007). Dentro de estos, se encuentran los
algoritmos heurísticos, tales como los Algoritmos
Genéticos (AG) y las Técnicas Evolutivas (TE),
los cuales parecen ser una alternativa promete-
dora a los enfoques tradicionales. En sentido ge-
neral, la Evolución Diferencial (ED) es una téc-
nica de búsqueda del óptimo de una función ba-
sada en la teoría de la evolución natural que trata
de encontrar la mejor solución factible a un pro-
blema. Varios investigadores utilizaron estas téc-
nicas para identificar sistemas estructurales y pro-
piedades mecánicas de materiales compuestos
(Cunha et al., 1999; Franco et al., 2004). En par-
ticular, las técnicas de ED han ganado atención y
un gran rango de aplicaciones para resolver pro-
blemas complejos de optimización desde que
Storn y Price (1995) introdujeron el algoritmo
en el año 1995. Han sido aplicadas con éxito en
diferentes campos (Goldberg, 1989; Storn y Price,
1997) sin embargo no han alcanzado el mismo
nivel de desarrollo dentro del campo de la inge-
niería civil. Una de las ventajas de estos algoritmos
es que son eficaces aún cuando varios parámetros
desconocidos deben ser determinados, circunstan-
cias en las cuales los algoritmos clásicos a menudo
fallan debido al mal condicionamiento del proble-
ma de optimización (Vanderplaats,1984).
Por lo expuesto anteriormente, en este tra-
bajo se aplican las técnicas de ED en combina-
ción con un algoritmo variacional para identifi-
car la presencia de una zona debilitada (posición,
longitud, severidad de la grieta, etc.) en placas
construidas con materiales compuestos reforza-
dos con fibra a partir de las características diná-
micas del sistema.
2. Formulación del problema
La idea básica en las metodologías para iden-
tificar zonas dañadas en elementos estructurales
es comparar la respuesta del sistema en su esta-
do íntegro con las respuestas obtenidas cuando
algún  daño está presente. La placa laminada se
modela mediante un macro elemento utilizando
la teoría clásica de placas. Se asume que la zona
debilitada por el efecto del daño es una línea rec-
ta con rótulas elásticas (ver Figura 1). La posi-
ción, la longitud y la rigidez de los resortes elásti-
cos son parámetros desconocidos que caracteri-
zan la zona debilitada del elemento y por lo tan-
to deben ser identificados para poder evaluarla.
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Los datos de entrada son los valores de las
frecuencias de vibración y de los desplazamien-
tos modales en posiciones arbitrarias de la placa
dañada. Luego mediante un algoritmo de evolu-
ción diferencial se realiza la identificación diná-
mica de las variables desconocidas. En general,
en los métodos de identificación, las característi-
cas dinámicas del sistema en cada etapa de la si-
mulación se obtienen mediante la aplicación del
método de los elementos finitos (MEF). En este
trabajo, se sustituye la aplicación del MEF por
un algoritmo variacional directo basado en el
método de Ritz y desarrollado por la autora
(Quintana y Grossi, 2011 y 2013). Este algorit-
mo, en comparación al MEF, tiene la ventaja de
modelar a la placa como un macro elemento lo
que permite reducir los tiempos de cálculos.
En los problemas de identificación dinámi-
ca, los parámetros desconocidos del modelo nu-
Figura1. Placa con una línea con rótulas interna– Parámetros que definen su ubicación.
mérico se ajustan, mediante una función objeti-
vo, con el fin de obtener las predicciones numéri-
cas de los valores modales lo más cercanos posi-
ble a los valores medidos experimentalmente. La
función propuesta depende de la diferencia entre
los valores de las frecuencias y de las deforma-
ciones modales obtenidos del modelo con los
datos exactos impuestos y aquellos obtenidos con
los valores provisionales de los parámetros des-
conocidos en cada simulación.
3. Algoritmos de evolución diferencial
En sentido general la ED es una técnica de
búsqueda del óptimo de una función basada en
la teoría de la evolución natural que trata de en-
contrar la mejor solución factible a un problema.
Comienza con la creación aleatoria de una po-




































un proceso de evolución de la población a partir
del descarte de algunos miembros y la forma-
ción de otros nuevos siguiendo un criterio de
comparación que es función de los miembros
existentes. El algoritmo combina distintos indi-
viduos de la población para generar los nuevos
miembros. Si bien la combinación es aleatoria, la
selección se realiza de forma tal que los miem-
bros de mejor «Fitness», es decir aquellos para
los cuales la función objetivo alcanza valores
mínimos tengan más posibilidades de ser elec-
tos. Los individuos nuevos que son aceptados
deben heredar algunas de las características de
los miembros anteriores y algunos de ellos de-
ben mutar de forma aleatoria. Finalmente, la nue-
va población que está formada por el conjunto
de los nuevos individuos y por otros preexis-
tentes, se somete nuevamente a un proceso de
selección, de acuerdo a su «Fitness», para formar
con ellos una nueva generación. Lo que caracte-
riza a la ED es el uso de vectores de prueba, los
cuales compiten con los individuos de la pobla-
ción actual con el fin de sobrevivir (Storn y Price,
1997).
El esquema general de un algoritmo de ED
se muestra en la Figura 2 y se puede resumir en
los siguientes pasos (Tang y Xue, 2008):
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3.1 Implementación de la ED
Los pasos principales para aplicar la metodología de ED se pueden resumir en los siguientes:
Paso 1: Ingreso de los parámetros requeridos por la ED y sus respectivas restricciones. Genera-
ción aleatoria de una población inicial ,i Gx  (vectores) dentro de los límites impuestos por las restric-
ciones, esto es:
                                                                                                                           (1)
donde DS R  es el espacio de búsqueda, NP  es la cantidad de vectores generados y D  es el número
de parámetros de optimización (variables del problema) que contiene cada vector ,i Gx . El subíndice
G  indica la iteración G  ésima, llamada también generación ésima de los vectores de parámetros o
población. Se supone que el número  de vectores de la población se mantiene constante durante el
proceso de optimización.
Paso 2: Evaluación del «Fitness» de cada uno de los miembros de la población de la primera
generación. Se evalúa la función objetivo en todos los individuos y se determina el vector como aquel
que produce el valor mínimo. Este paso requiere la definición previa de la función objetivo.
Paso 3: Realización de la operación llamada mutación para cada individuo de la población con el
fin de obtener la contraparte de mutantes para cada uno de ellos. El objetivo de la mutación es
permitir la diversidad de los parámetros en el espacio de búsqueda y proveer un mecanismo para
escapar de óptimos locales al explorar nuevas áreas en el dominio de búsqueda. Para cada vector  se
genera un vector de mutantes  utilizando aleatoriamente tres vectores de la población ésima y algunas de
las siguientes estrategias (Storn y Price, 1997):
 Combinación aleatoria (ver la Figura 3):
                                                                                                                                 (2)
donde  1 2 3, , 1,2,...,r r r NP son números enteros diferentes entre sí y F es una constante positiva
(parámetro de escala) que controla la amplitud de la mutación. Se supone que el parámetro F varía en
el intervalo .
 «Mejor» combinación
                                                                                                                                  (3)
 «Mejor - Aleatoria» combinación:
                                                                                                                                  (4)
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La eficacia del método depende de la regu-
laridad de la función objetivo. Para las funciones
regulares con sólo un mínimo (global), la estrate-
gia de «mejor» combinación converge más rápi-
damente ya que el mejor vector obtenido a partir
de la generación anterior se interpreta como el
vector base. En presencia de más de un mínimo,
la combinación «aleatoria» o la combinación «me-
jor-aleatoria» son las mejores opciones, evitando
la convergencia a mínimos locales.
Paso 4: Operación de cruce entre cada indi-
viduo y su homólogo mutante correspondiente
con el fin de aumentar la diversidad de los
vectores.
El vector de prueba , 1i Gu  se obtiene
aleatoriamente al intercambiar los valores de los
parámetros de optimización entre los vectores
originales de la población ,i Gx  y  los de la po-
blación de mutantes , 1i Gv  , esto es:
  , 1 , 2 , ,, ,..., ,
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1,2,...,j D  y jiu  es la componente j -ésima
del vector 
i
u . Por otra parte, ( )rand j  es el j -
ésimo valor de un vector de números aleatorios
distribuidos uniformemente y CR  la constante
de cruce  0 1CR  . Esta constante indica el
porcentaje de mutaciones que se tiene en cuenta
en el vector de prueba , 1i Gu .
Paso 5: Aplicación de las restricciones de borde
a los parámetros de optimización con el fin de
evitar algún individuo con un conjunto de
parámetros físicamente no posibles y que devuel-
va un valor exagerado de la función de costo.
Por lo general, en aplicaciones de ingeniería,
los parámetros de optimización están obligados
a pertenecer a determinados intervalos, es decir:
                                                   (7)
donde 1,2,...,j D  y D  es el número de
parámetros de optimización.
La introducción de las restricciones a los
parámetros de optimización es útil dado que li-
mita el análisis solo a rangos de parámetros des-
conocidos que son significativos desde el punto
de vista físico. Para ello, se introduce un algorit-
mo de proyección. Después de la operación de
mutación, si se obtiene un vector fuera de rango
se considera su proyección sobre el intervalo de
restricción previsto (ver Savoia y Vincenzi (2008)
para más detalles).
Paso 6: Proceso de selección entre cada indi-
viduo y su correspondiente homólogo de prue-
ba con el fin de generar el miembro nuevo de la
siguiente generación. Con el fin de decidir si un
vector 
i
u  puede ser un elemento de la nueva
población de la generación 1G  , cada vector
, 1i G
u se compara con el vector  anterior ,i Gx .
Si el vector  da un valor de la función objetivo
menor al valor que produce  entonces se seleccio-
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Figura 3: Proceso de mutación en la combinación aleatoria.








                                                 (6)
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contrario se mantiene el vector anterior, esto es:
                                                             (8)
donde   1,2,...,i NP
Paso 7: Evaluación del «Fitness» de cada uno
de los miembros de la población de la genera-
ción  y determinación del mejor individuo de la
nueva población actual. Si el «Fitness»  de este
nuevo individuo es mejor que el «Fitness» del
vector  entonces se actualiza el vector  con los
parámetros del mejor individuo actual y se obtie-
ne su valor objetivo.
Paso 8: Aplicación del criterio de convergen-
cia. Si un criterio de parada se cumple, entonces se
procede a la salida del vector 
best
x  y su valor obje-
tivo, de lo contrario se vuelve al paso 3.
En el criterio de convergencia, se comparan
los valores de la función de costo obtenidos a
partir de los vectores de la población 1G  . Los
vectores se ordenan en función de dichos valo-
res de la siguiente manera:
                                                            (9)
tal que:
(10)
En el criterio de convergencia se define en
primer lugar  la cantidad de vectores de control
NC . Luego la prueba de convergencia se es-
cribe en función de los valores que toma la fun-
ción de optimización evaluada en los vectores de
control, esto es:
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donde 1,...,i NC  y 1VTR  es la precisión de-
seada.
La prueba de la convergencia  puede ser in-
suficiente cuando la función objetivo tiene un
gradiente bajo cercano al mínimo buscado. Por
esta razón, se introduce una segunda prueba de
convergencia, lo que condiciona la distancia re-
lativa entre los componentes de los vectores de
control a un valor mínimo, es decir:
                                                          (12)
donde 
2
VTR  es la precisión deseada.
3.2 Función Objetivo
La  función objetivo o función de costo a minimizar
durante el procedimiento de identificación, se
define como el error relativo entre las frecuen-
cias y los vectores propios     ,i i x x  obte-
nidos al adoptar un conjunto x  de parámetros
de identificación  y la solución de referencia
 ,i i  , es decir:
                                                             (13)
donde 
i
  y 
i
  denotan la i -ésima frecuencia no
amortiguada y el vector propio correspondiente,
1
  y 
2
  son constantes de ponderación, N  el
número de formas modales consideradas y P
las componentes del vector propio consideradas.
La solución de referencia (con los valores exac-
tos de los parámetros) y las simulaciones numé-
ricas para un conjunto de parámetros dados se
obtienen mediante el algoritmo variacional men-
cionado en la sección anterior.
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Para verificar la robustez en identificar los
parámetros a partir de las características moda-
les de la estructura se realizaron 100 pruebas de
optimización en placas cuadradas simplemente
apoyadas en todos sus bordes y de espesor uni-
forme h . Se consideraron dos casos distintos de
estudios: una situación de daño simulado por una
fisura de borde a borde y otra por una fisura in-
terna, en ambos casos los parámetros a determi-




4.8Gpa, 0.306, 1.36GpaE G  
Figura 4: Posición de las componentes modales consideradas.
línea con rótulas) y la constante del resorte
rotacional que simula la flexibilidad local intro-
ducida por la fisura.  La función de costo se defi-
ne de acuerdo a la expresión  con 
1 2
1   ,
4N   formas modales propias y 9P  , es
decir 9 componentes modales según la disposi-
ción que se muestra en la Figura 4. El material de
la placa es un compuesto grafito-epoxi, las pro-
piedades físicas de cada lámina son
                                                               y
la secuencia de apilamiento de las capas tiene el
diseño 0°/90°/0°/0°/90°/0°.
Tanto la solución de referencia como las si-
mulaciones se obtuvieron utilizando 8 términos
en las funciones de aproximación del algoritmo
variacional.
Las pruebas numéricas se realizaron utilizan-
do la mejor estrategia de combinación  y la estra-
tegia de combinación aleatoria  adoptando el va-
lor   0.6F  . Las pruebas de convergencia se
definen a partir de las expresiones  y utilizando
tres vectores de control y las constantes de con-
vergencia 1 0.01VTR   y 2 0.02VTR  . En
ambo casos se utilizaron 15 vectores en cada po-
blación  15NP  .
En todos los casos se realizó el análisis esta-
dístico de los valores de los parámetros de iden-
tificación obtenidos en las pruebas numéricas.
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Mediante tablas se muestran los valores de convergencia del método y su correspondiente coeficiente
de variación (C.V.).
4.1  Placa con una línea con rótulas de borde a borde
En primer lugar se analiza una placa con una línea con rótulas de borde a borde, tal como se
muestra en la Figura 5.
En este caso el problema de identificación
tiene dos variables, la posición de la línea c c a
y la rigidez del resorte rotacional 
12
R .  Por con-
veniencia numérica, el valor del parámetro  se
normaliza de la siguiente manera:
                   ,  entonces           (14)
por lo tanto la variable  es remplazada por .
En vista de lo anterior, el espacio de búsqueda
de los parámetros de optimización se limita a:
                               y
En la Tabla 1 se muestra el análisis estadísti-
co de los resultados obtenidos después de la apli-
cación del algoritmo ED utilizando las estrate-
gias de combinación propuestas. Se presentan los
valores de referencias de los parámetros (los va-
lores obtenidos con un caso arbitrario de una
placa fisurada), el rango de variación (valor míni-
mo y valor máximo) de los valores de los
parámetros obtenidos durante el proceso de
optimización, el valor medio y  el coeficiente de
variación (desviación estándar dividida por el
valor medio). En ambos casos, se puede obser-










 0,1DR  
Figura 5. Placa cuadrada con una línea intermedia con rótulas restringidas elásticamente.
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identificación alcanzados son muy cercanos a los
valores de referencias, observándose una mejor
concordancia cuando se utiliza la mejor estrate-
gia de combinación.
Tabla 1 
Análisis estadístico de los valores de los parámetros de optimización obtenidos con dos estrategias distintas de 























R  0,1 0,104 0,091 0,099 4% 0,115 0,091 0,100 
7% 
c  0,4 0,425 0,399 0,403 2% 0,472 0,399 0,409 
6% 
 
4.2 Placa con una línea con rótulas interna
En esta sección se analiza una placa con
una línea con rótulas interna, tal como se mues-
tra en la Figura 1. En este caso el problema tiene
4 parámetros de identificación, la posición de la
línea c , el centro de la línea CF , su longitud LF
y la variable 
D
R .
En la Tabla 2 se muestra los resultados
obtenidos para el problema planteado cuando se
considera una fisura equivalente a una constante
de rigidez rotacional 0.1
D
R   y tres parámetros
de identificación:CF , LF  y c .  Por otro lado
en la Tabla 3 se presentan los resultados obteni-
dos cuando se considera fija la posición de la lí-
nea 0.4c   y  desconocidos los parámetros: CF,
LF y RD,  y . Finalmente en la Tabla 4  se anali-
zan los resultados obtenidos cuando se conside-
ran desconocidos los cuatro parámetros que de-
finen la línea interna con rótulas.
En todas las tablas se presentan los valores
de referencias de los parámetros, el rango de va-
riación (valor mínimo y valor máximo) obteni-
dos durante el proceso de optimización, el valor
medio y  el coeficiente de variación (desviación
estándar dividida por el valor medio). Los resul-
tados son, por supuesto, más dispersos que en el
caso analizado anteriormente ya que el proble-
ma es más severo porque se incrementó el nú-
mero de parámetros a identificar.
 Tabla 2 
Análisis estadístico de los valores de los parámetros de optimización CF ,LF  y c   obtenidos con dos 






















CF  0,45 0,768 0,145 0,458 47% 0,744 0,295 0,506 36% 
LF  0,6 0,567 0,091 0,348 50% 0,570 0,309 0,405 25% 
c  0,4 0,636 0,457 0,565 11% 0,620 0,446 0,562 13% 
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Tabla 3 
Análisis estadístico de los valores de los parámetros de optimización CF ,LF  y 
D
R obtenidos con dos 






















CF  0,45 0,612 0,395 0,462 15% 0,534 0,373 0,435 12% 
LF  0,6 0,605 0,543 0,582 4% 0,600 0,517 0,568 5% 
D
R  0,1 0,984 0,091 0,559 56% 0,826 0,104 0,498 45% 
 
Tabla 4 
Análisis estadístico de los valores de los parámetros de optimización CF , ,
D
LF R  y c obtenidos con dos 






















CF  0,45 0,57 0,34 0,46 19 % 0,65 0,40 0,49 16% 
LF  0,6 0,59 0,26 0,50  25 % 0,59 0,38 0,54 14% 
D
R  0,1 0,91 0,29 0,72 31 % 0,75 0,21 0,52 37% 
c  0,4 0,58 0,42 0,49  13 % 0,58 0,44 0,51 12% 
 
En la Tabla 2, se puede observar que cuan-
do la rigidez del resorte se asume conocida, los
resultados obtenidos con la estrategia de combi-
nación aleatoria son levemente mejores. En este
caso el valor de la posición de la línea es el más
cercano al esperado, no obstante la dispersión en
los resultados es alta. En la Tabla 3 se observa
que los valores de CF y LF  son  cercanos a los
valores de referencia y el coeficiente de variación
se encuentra en el rango de 5%-15%. En el caso
de la predicción de 
D
R , los valores obtenidos tie-
nen una mayor dispersión. Lo mismo sucede en
el caso del problema de identificación mostrado
en la Tabla 4. Los valores de  son bastante v dis-
persos y los valores del resto de los parámetros
se encuentran en un rango de variación del 12%
al 16% cuando se utiliza la estrategia combina-
ción aleatoria de vectores, la que resulta eviden-
temente mejor para el caso analizado.
La dispersión en los valores  podría estar
causada por la forma de la función objetivo, es
casi insensible a la variación de la rigidez cuando
se considera una línea con rótulas internas o bien
a la presencia de mínimos locales que el método
no logró detectar.
5. Conclusiones
Se demostró que la técnica de evolución di-
ferencial en combinación con el algoritmo
variacional directo, es muy eficaz cuando se ana-
liza el caso de una placa con una línea con rótu-
las de borde a borde. La estrategia de mejor
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combinación se muestra como la mejor opción y
el valor de los dos parámetros a identificar se de-
terminó con alta precisión. En este caso se de-
mostró que las frecuencias y los desplazamien-
tos modales son sensibles tanto a la posición de
la línea con rótulas como a la rigidez del resorte
rotacional.
Si bien las técnicas de evolución diferencial
también son eficaces cuando son varios los
parámetros desconocidos que deben ser determi-
nados el análisis estadístico de los resultados obte-
nidos para el caso de una placa con un línea inter-
na con rótulas no fueron del todo satisfactorio.
En este último caso se recomienda hacer una
extensa investigación, teniendo en cuenta las di-
ferentes estrategias de optimización, variando el
número de vectores de la población inicial o es-
tableciendo diferentes criterios en la definición
de la función objetivo con el fin de seleccionar
un criterio que proporcione mayor precisión en
los resultados, es decir, que la varianza de los
parámetros optimizados con respecto a los valo-
res exactos se reduzca significativamente.
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