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РОЗВ'ЯЗУВАННЯ МАТРИЧНИХ ПОЛІНОМІАЛЬНИХ  
РІВНЯНЬ ІЗ ВЕКТОРНИМИ НЕВІДОМИМИ 
Пропонуються нові обчислювальні схеми розв’язання по-
ліноміальних матричних рівнянь з векторними невідомими за 
допомогою ланцюгових дробів. 
Ключові слова: поліноміальні матричні рівняння, ланцю-
гові дроби.  
Вступ. У роботах В. С. Григорківа [1–4] було розглянуто пряму 
нелінійну балансову модель міжгалузевої еколого-економічної 
взаємодії а також двоїсту до неї модель відносно цін. Аторами 
показано [5], що ця нелінійна модель зводиться до поліноміального 
матричного рівняння із векторними невідомими вигляду 
 1 21 1( ) ( ) ... = 0
n n
n nA diag X X A diag X X A X B
 
    . (1) 
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Тут ( 1, 2,..., )  iA i n  — квадратні матриці розмірністю m m , а X  — 
вектори розміру m . Однак, до останнього часу ефективних методів 
для подібних рівнянь не було відомо. 
Пропонуються дві схем розв'язання рівнянь виду (1). 
СХЕМА 1. Розлядається рівняння 3-го порядку  
    23 2 1( ) ( ) = 0A diag X X A diag X X A X B   . (2) 
На його основі після нескладного перетворення 
  23 3 2 3 1( ( )) ( ) ( ) ( ) = 0A diag X A diag X A A diag X A X B      . (3) 
Введемо тепер позначення 
   2 13 3( ) ( )Y A E diag X A E diag X     . 
Тоді  1 2 3 1( ) ( ) = 0Y A A diag X A X B     . 
Звідки отримуємо рекурентне співвідношення для X   
  111 2 3= ( ) ( )X A A A diag X Y B    . 
А для обчислення Y  у свою чергу можна записати  
     1 123 3 3= ( ( )) ( ) = ( ) ( )Y A diag X A diag X A diag X E diag X    . 
Далі  
     1 1 1 13 3( ( ) )( ( )) ( ) ( )A diag X E diag X diag X diag X E A      . 
Звідки 1 1 13= [ ( )] [ ( ) ]Y diag X diag X E A   . 
З іншого боку 
   11 1[ ( )] [ ( ) ] = ( ) ( ) ( )diag X diag X E diag X diag X E diag X       
  1 1 1( ) ( ) = [ ( )] [ ( )] ] .diag X E diag X E diag X E diag X E        
Звідки негайно випливає, що  
    1 1 13= ( ) ( )Y diag X diag X E A    . 
Отже, ітераційний процес можна проводити за співвідношеннями  
   1 11 13= ( ) ( )k k kY diag X diag X E A       , 
  11 11 2 3= ( ) ( ) ( )k k kX A A A diag X Y B     . 
Звідки     11 11 1 3( ) = ( ) ( )k k kY A diag X diag X E         . 
Об'єднуючи разом рекурентні формули для обчислення 1kX   та 
1kY   можна записати наступну ітераційну схему:  
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    111 11 1 2 3 3= ( ) ( ) ( ) ( ) .k k k kX A A A diag X A diag X diag X E B               
Послідовне застосування закону композиції для 1kX   дає насту-
пне розвинення X  в одно періодичний гіллястий ланцюговий дріб з 
двома вітками розгалуження.   11 2 3 1= ( ) (( ( ...) ) )kX A A A diag A B       
 11 1 1 1 13 1 1(( (( ( ...) ) )) ( (( ( ...) ) ) ) )k kA diag A B diag A B E             
Приклад 1. Розглянемо як іллюстрацію ефективності даної схе-
ми матричне рівняння 3-го порядку  
    23 2 1( ) ( ) = 0A diag X X A diag X X A X B   , (4) 
де  
3 2 1
1 0 0 2.012 3.4 5.03 0.979 5.968 5.0
= 0 1 0 ; = 2.2 2.51 0.25 ; = 0.245 2.2 0.251 ;
0 0 1 2 2.34 0.13 2.34 1.3 0.212
A A A
                             
 33.0099 7.1837 8.9359 .TB     
За допомогою пакету MatLab це матричне рівняння розв’язу-
валося з використанням рекурентної формули  
    111 11 1 2 3 3= ( ) ( ) ( ) ( ) .k k k kX A A A diag X A diag X diag X E B               
В результаті обчисленнь при початковому наближенні  
 0 = 1.21 0.61 2.2 TX   
отримано наближений розв'язок  
 = 0.3689 0.9258 2.2352 TkX . 
Результати експерименту наведені в табл. 1. 
Таблиця 1 
1 /k k kX X X Кількість ітерацій Величина нев'язки 
1.000000e-004  48 8.153217e-004 
1.000000e-005  56 8.351903e-005 
1.000000e-006  64 8.560547e-006 
1.000000e-007  72 8.767670e-007
1.000000e-008  80 8.983232e-008 
1.000000e-009  88 9.202762e-009 
1.000000e-010  97 7.091406e-010 
1.000000e-011  105 7.266972e-011
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На жаль, дану схему поки що не вдається узагальнити на випа-
док рівняння n -го порядку. 
СХЕМА 2. Для рівняння (1) 3-го порядку можна також записати   23 2 1( ) ( ) = 0A diag X A diag X A X B   . 
І далі   3 2 1( ) ( ) = 0A diag X A diag X A X B   . 
Якщо тепер ввести позначення   12 3= ( )Y A A diag X  , то для 
обчислення X можна записати  1 1( ) = 0Y diag X A X B    . 
Звідки   111= ( )X A Y diag X B   . 
Отже, підрахунок значення X  може бути проведений за реку-
рентними співвідношеннями 
   11 2 3= ( )k kY A A diag X   , (5) 
   11 11= ( ) ( )k k kX A Y diag X B    . (6) 
Приклад 2. Розглянемо тепер матричне рівняння (5) з коефі-
цієнтами  
3 2
1
1 0 0 1.991 3.2 5.02
= 0 1 0 ; = 2.2 2.51 0.25 ;
0 0 0 2.0 2.34 0.132
0.979 5.968 5.0
= 0.245 2.2 0.251 ;
2.34 1.3 0.212
A A
A
                 
     
 32.8882 7.1897 8.9086 TB    . 
За допомогою пакету MatLab це матричне рівняння розв’язува-
лося з використанням рекурентних формул  
  11 2 3= ( )k kY A A diag X   , 
  11 11= ( ) ( )k k kX A Y diag X B    . 
У результаті обчисленнь при початковому наближенні  
 01 = 1.21 0.61 2.2 TX   
обчислено такі значення наближеного розв'язку  
 = 0.3614 0.9277 2.2379 TkX  Результати експерименту наведені в табл. 2. 
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Таблиця 2 
1 /k k kX X X Кількість ітерацій Величина нев'язка 
1.000000e-004 60 7.378027e-004
1.000000e-005 68 7.645293e-005
1.000000e-006 76 7.776666e-006
1.000000e-007 84 7.943752e-007
1.000000e-008 92 8.107417e-008
1.000000e-009 100 8.275652e-009
1.000000e-010 108 8.447562e-010
1.000000e-011 116 8.624885e-011
 Дана схема, на відміну від попередньої, може бути узагальнена і 
на випадок матричних поліноміальних рівнянь вищого порядку. 
Поліноміальне матричне рівняння n -го порядку. Для поліно-
міального матричного рівняння (1) можна записати 
  1 21 2 1( ) ( ) ... ( ) = 0n nn nA diag X A diag X A diag X A X B       . (7) 
Введемо тепер до розгляду 1Y  вигляду  
   11 21 1 2 1= ( ) ( ) ... ( ) .n nn nY A diag X A diag X A diag X A       (8) 
Тоді з урахуванням (7) і (8) можна записати   11 1=X A Y B   . 
А далі  
    11 21 1 2 1= ( ) ( ) ... ( ) .n nn nY A diag X A diag X A diag X A       (9) 
І використовуючи позначення 
   12 32 1 3 2= ( ) ( ) ... ( ) .n nn nY A diag X A diag X A diag X A      (10) 
Для 1Y  можна записати 
   111 1 2= ( )Y A Y diag X  . (11) 
За аналогією ввівши для (7) позначення  
  13 43 1 4 3= ( ) ( ) ... ( )n nn nY A diag X A diag X A diag X A      , 
для 2Y  отримуємо  
  112 2 3= ( )Y A Y diag X  . 
Продовжуючи далі цей ступінчатий процес, для 1nY   отримуємо 
   112 2 1= ( )n n nY A Y diag X    , (12) 
де в свою чергу 
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   11 1= ( )n n nY A A diag X    . (13) 
Таким чином, вдається записати ітераційну схему для обчислен-
ня розв'язків матричного поліноміального рівняння із застосуванням 
апарату матричних ланцюгових дробів. 
 
 
 
 
 
11
1 1
11 1
1
11 1
1 1 2
1 1
1 1
= ( )
= ( ) ( )
= ( ) ( )
= ( )
k k
n n n
k k k
i i i
k k k
k k
Y A A diag X
Y A Y diag X
Y A Y diag X
X A Y B

 
 

 
 
      
  . (14) 
Послідовне застосування отриманих формул надає можливість 
обчислити mX  із заданою точністю   на основі перевірки нерівності 
1m mX X   . 
З іншого боку, на основі (14) можна записати X  у вигляді 
розвинення розв'язку у неперервний матричний ланцюговий дріб.  
Дослідження збіжності наведених обчислювальних схем пов’я-
зано зі збіжністю матричних гіллястих дробів вигляду [6] 
 ( )
( )
( )1 ( ) 1
i
i
i
n k
k
i kk i
c
D a
bD

 
  . (15) 
Тут V  — банахів простір квадратних матриць порядку p p  над по-
лем дійсних чисел; ( ) 1 2...i ik k k k  — скорочені позначення для муль-
тиіндексів; 
( ) ( ) ( )
, ,
i i ik k ka b c V  — матриці розмірності p p . 
Твердження 1. Якщо розв’язок поліноміального матричного рів-
няння існує і належить інтервалу [ , ]n n , то розвинення за деякою ітера-
ційною процедурою у МГЛД з елементами, що задовольняють умови 
( )
( ) ( )
1 (1 ; 1,2,3...)    
s
s s
k s
k k
b k n s
a c n
   
  
збігається до цього розв’язку. 
Твердження 2. Якщо розв’язок поліноміального матричного рі-
вняння існує і належить інтервалу 
1 1 1 1
1 11 1
[ , ]
n n
k k k k
k k
a c a c
 
   то 
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розвинення за деякою ітераційною процедурою у МГЛД з елемента-
ми, що задовольняють умови 
1
1
( )
( 1) ( 1)
1
1 ( 1,2,3...)
1
    
     
s
k s n
k s k s
k
b s
a c


 

 
 
 
збігається до цього розв’язку. 
Висновки. Таким чином, побудовано ефективний метод для 
аналітичного запису розв'язку матричного поліноміального рівняння 
n-го порядку або обчислення його наближеного значення із заданою 
точністю.  
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