Abstract
Introduction
The increasing amount of textual data available in electronic form is an important motivation for the search of efficient techniques in the general field of textual data exploration. For most of the domains in this area (Information Retrieval, Textual Database Clustering, Topic Detection) efficient textual similarity computation is a central point.
Structuring large textual databases, for example, can be achieved by clustering close documents, on the basis of a well-chosen textual similarity model, semantically grounded. Similarly, the objective of Information Retrieval (IR) is to efficiently identify relevant documents in a database, satisfying an information need expressed by a user in a form of a textual query. This problem is strongly related to the notion of textual similarity since it can be viewed as the search, in a given space to be defined, of the documents the most similar to the query. Such a search can be carried out through the computation of textual similarities between the query and each of the documents in the database.
The standard models used in Information Retrieval are based on a vector representation of the documents associated with a similarity measure on the underlying vector space. The model proposed in this paper refines the standard model by introducing a representation of the document that contains more "semantic" information, using a distributional representation of the semantics of the words. Section 2 first presents the standard Vector Space (VS) model [8] , and then the extension of this model using distributional information, along with some further developments.
Section 3 presents practical experiments conducted with the DS model in the framework of the AMARYLLIS evaluation campaign for Information Retrieval systems for French and the promising results obtained in this context.
Distributional textual similarity

Vector Space model
Document representation
The standard VS model uses statistical information, in particular the distribution of terms extracted from the collection to represent the documents and the queries. More precisely, in the SMART model [8] , each document d n is represented by a vector w n1 ; : : : ; w nM , where w nk is the weight (or importance) of the term t k in the document d n , and M is the size of the indexing term set. The vector w n1 ; : : : ; w nM is called the lexical profile of the document.
A term is a chosen "semantic" textual unit. It can be a word, a stem, a lemma, a compound. The terms used to index the documents are chosen to be as discriminative as possible. Salton & al. [9] showed that selecting the terms with document frequency (i.e. the number of documents in which a term occurs) between N/100 and N/10 keeps terms with a good discriminative power.
The weight of a term in a document is often simply the number of occurrences of the term in the document (occurrence frequency). However, a weighted scheme taking into account the term importance within the entire collection improves the retrieval performance [9] . More weight should be given to terms that rarely occur within the collection (terms that are used in many documents are more general and less useful for discrimination that the ones that appear in very few documents). Such a goal can be achieved by using the occurrence frequency of the term weighted by the inverted document frequency factor (log N dfi , where N is the number of documents and df i the document frequency of a term t i ).
A lot of other weighting schemes have been proposed over the years [1, 8] , using functions depending on occurrence frequencies (to reduce the range of frequencies) or factors introducing document length normalisation (to reduce the otherwise systematic advantage of long documents over short ones [11] ).
Within the VS framework, a collection of N documents is then represented by a N M occurrence matrix F , each row being the lexical profile of a document: Retrieval is achieved by measuring the similarity between a document and a query in the underlying vector space. A usual similarity measure is the cosine of the angle between the two vectors.
Several other similarity measures can also be used for textual information retrieval ( 2 distance, Kullback-Leibler Divergence). Their properties have been presented in [2, 5] .
Distributional Semantics model 2.2.1. The DS concept
The Distributional Semantics (DS) model assumes that there exists a strong correlation between the observable distributional characteristics of a word and its meaning, i.e. the semantics of a word is related to the set of contexts in which that word appears [4] . For instance, given the following contexts:
(1) The X sleeps near the wooden fence. The set of words {sleep, fence, chew, grass, meadow, farmer, shear, white} that constitutes a simplified representation of the cumulated contexts of X, gives sufficient information (at least for a human) to identify X as a "sheep".
Therefore, the DS hypothesis can be rephrased as: two words are semantically similar to the extent that their contexts are similar. Following this, a possible operational implementation of the above hypothesis is that two documents are similar if the average context 1 of the terms they contain are similar.
Distributional Semantics applied to Information Retrieval has been studied in several systems (DSIR [6, 7] , Co-occurrence based IR [10] ).
Document representation
The notion of word context is defined within a cooccurrence model. The co-occurrence frequency (or cofrequency) between two words is defined as the frequency of both words occurring within a given textual unit. Typical examples of textual units can be k words windows, sentences, paragraphs, sections, or whole documents.
For a given term, the co-occurrence profile is defined by the vector of the co-frequencies between this term and each element of an a priori chosen set of terms, referred to as the set of indexing features. If P denotes the size of the indexing feature set, the co-occurrence profile of a term t i can be written c i = c i1 ; : : : ; c iP . 
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A whole document is represented by the weighted average of the co-occurrence profiles of the terms it contains:
The weight w ni given to each co-occurrence profile c i is the same as the one given to the term t i in the VS model.
The document collection can then be represented by the product matrix: D = F C Notice that the dimension of the vector representation of a document is the size of the indexing feature set, which may be much smaller than the size of term set of the VS model. However, the DS model actually takes as many terms as the VS model into account, because all the terms in the term set (even the ones not present in the indexing feature set) are represented in the weighted average through their co-occurrence profile on the indexing features. The DS model can then be seen as a good way to reduce the dimensionality of the vector representation, from the whole term set to the indexing feature set, using distributional information connecting the two sets, i.e. the distributions of co-frequencies between the terms and the indexing features.
The problem of the choice of indexing features with good discriminative power still remains. Like for the terms in the VS model (see section 2.1.1, page 1), the indexing features can be chosen in the term set on the basis of their document frequencies.
The textual similarity for document retrieval in the DS model is similar to the one used in the VS model (a similarity measure based on the vector representation of the documents and queries), for instance the cosine similarity. The difference between the VS model and the DS model does therefore not originate in different similarity measures, but rather in a different document vector representation.
In order not to lose the direct information about the terms that are effectively contained in the documents, an hybrid representation of the documents, combining the VS approach with the DS approach, can be used.
If we call F 0 the VS weighted occurrence matrix restricted only to terms that also are indexing features, and a scalar hybridation parameter (0 1), the hybrid document representation is: D = 1 , F 0 + F C
DS refinements
Several refinements for the co-occurrence matrix computation have been considered. As far as semantics is concerned, the simple co-occurrence model (based on words co-occurring within a given textual unit, with no additional restriction) can take inappropriate co-occurrences into account. For example, let us consider the following sentence :
"the woolly sheep quietly chews the grass near the wooden fence."
Taking the whole sentence as a textual unit, the woodenfence or woolly-sheep co-occurrences seem to be relevant, whereas the woolly-fence, wooden-sheep, woolly-wooden co-occurrences seem spurious (or at least not suggested by the meaning of this sentence).
To solve this problem, more syntactic information is integrated in the process of co-occurrence computation [3, 6] This technique therefore allows to improve the relevance and the discriminative power of the co-frequencies in the co-occurrence matrix. Moreover, since less co-occurrences are considered, this technique further allows, on a practical level, to use a more important set of indexing features.
Experiments
Practical experiments using the DS-based model have been conducted in the framework of the AMARYLLIS evaluation campaign for Information Retrieval systems for French.
Data and parameters
The AMARYLLIS campaign is organised in two steps: a training phase on reference document collections, and a test phase on another document collections. Since the results of the test phase have not been released yet, only the results obtained during the training phase are presented in this section.
The data for the training phase is composed of three reference corpora: 2 obtained by a syntactic analysis LRSA: a set of 502 documents extracted from books on Melanesia, along with 15 search themes associated with 423 relevant documents 3 ;
OFIL: a set of 11016 articles from a newspaper (Le Monde), along with 26 search themes associated with 587 relevant documents 3 ;
INIST: a set of 163308 documents from bibliographical notes, along with 30 search themes associated with 1407 relevant documents 3 .
The documents and queries were first analysed by a syntactic parser , in order to find the part-of-speech tags and lemmas of the words, and to identify the syntactic groups along with their heads. A set of 62895 terms (lemmas of nouns, verbs and adjectives) were extracted from the documents and queries.
Indexing features for the co-occurrences matrices are chosen in the term set according to their document frequency. Three kinds of hybrid model have been considered, depending on the sets of indexing features and the computation method for co-occurrences: These three kinds of model have been tested for a hybridation parameter = 0 (corresponding to the standard VS model), = 0:5 and = 1 (DS model). 250 documents were retrieved for each query, and ordered according to their similarity to the query.
Results
The evaluation of the IR systems is usually done with the standard measures of precision (P ) and recall (R), where: P = number of relevant documents retrieved total number of documents retrieved R = number of relevant documents retrieved total number of relevant documents Table 1 presents the average precision, the R-precision 4 and precisions P n for n retrieved documents, averaged on the three corpora, as well as the total number of relevant documents retrieved, cumulated on the three corpora. On one hand, these results show a significant improvement in the precision score when using a DS-based model ( 0) rather than the standard VS model ( = 0 ). 3 as judged by human experts 4 the R-precision is the precision obtained at a number of retrieved documents corresponding to the actual number of relevant documents. So in that particular case, precision equals recall.
On another hand, as far as the model for co-occurrence computation is concerned, results are not really significant. With the same size of indexing feature set (Hyb1 and Hyb2), the results appear to be worse when using the syntactic dependencies for the co-occurrences computation (the matrix is much sparser so that the remaining discriminative power does not seem to be sufficient to balance the decrease of information). However, a slight improvement of the performance is noticed when using the syntactic dependencies for a larger set of indexing features (Hyb3), that could not otherwise be used (the computation of all co-occurrences for such an indexing feature set would not be tractable). These results show that the improvement of the DS approach is very significant for a low recall, and less significant (or even slightly worse) for high values of recall (notice that the results for the high values of recall are not really significant, since the precision/recall values are computed for until 1000 documents retrieved and the systems retrieve only 250 documents).
The precision of the system for low/high values of recall must be estimated according to the purpose of information retrieval systems. Usually, a system with good precision for low values of recall will be favoured in cases where there is a need for strongly relevant documents in the first documents retrieved (for instance, in a search engine on the Internet), whereas a system with good precision for high values of recall will be preferred if all the relevant documents present in the database have to be identified (for instance, in a search for legal precedents for jurisprudence). Table 1 
Conclusion
This paper presents a textual similarity model based on a distributional representation of the semantics of a term, using Natural Language Processing tools to integrate restricted semantic information derived from a syntactic analysis of the sentences. This distributional semantic information is used to reduce the dimension of the representation space of the documents. The validation of the model can be achieved in several application domains for textual similarities that provide methodologies and metrics for evaluation.
In particular, the model has been tested for an Information Retrieval task on reference data in the framework of the AMARYLLIS evaluation campaign. The results obtained so far are promising. Further validations of the DS-based approach of textual similarity will be conducted on other tasks, like document collection structuring (where textual similarity can be used to group the documents into clusters), word sense disambiguation (where textual similarity can be used to evaluate the relevance of a definition according to a certain context), or novelty detection (where textual similarities can be used to judge whether a document brings new information according to the textual data that have been already processed).
