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We study spectral sets of functions which are expressed by Dirichlet series on a half-
plane. We consider two approaches to study spectral sets of those functions; one is
a distribution theoretic approach and the other is an approach to give asymptotic formulas
for certain harmonic functions. Our consideration is essentially based on constructing
certain expressions and approximations for those functions.
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1. Introduction and statement of results
The theory of almost periodic functions was established by H. Bohr. Almost periodic functions are a natural extension
of periodic functions (see Bohr [4, p. 32]). One of important results in Bohr’s theory is that the class of almost periodic
functions ϕ(t) is identical with the closure of the linear span of {eiλt}λ∈Λ in the sense of the L∞ norm, where Λ ⊂ R is
a certain countable set associated with ϕ(t), and L∞ is the space of essentially bounded measurable functions on R. Namely,
for any positive ε, there exist a positive integer N , a set {λn}Nn=1 ⊂ Λ, and a set {bn}Nn=1 ⊂ C such that∥∥∥∥∥ϕ(t)−
N∑
n=1
bne
iλnt
∥∥∥∥∥
L∞
< ε,
and vice versa (see [4, p. 81, Approximation Theorem] and [4, p. 39, Corollary]).
One of interesting examples of almost periodic functions comes from the Riemann zeta-function. Let s = σ + it be
a complex variable, where σ and t are real. The Riemann zeta-function ζ(s) is holomorphic for all s except s = 1, where
there is a simple pole with residue 1, and is expressed by the absolutely convergent Dirichlet series
ζ(s) =
∞∑
n=1
1
ns
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H. Ishikawa, Y. Kamiya / J. Math. Anal. Appl. 347 (2008) 204–223 205for σ > 1. Let ζσ (t) be the function deﬁned by ζσ (t) = ζ(σ + it). Then, for σ > 1, ζσ (t) is an almost periodic function. In
fact, for any positive ε, there exists a positive integer N such that∥∥∥∥∥ζσ (t)−
N∑
n=1
1
nσ
ei(− logn)t
∥∥∥∥∥
L∞
<
∞∑
n=N+1
1
nσ
< ε.
In Beurling [3] a new approach for almost periodic functions has been studied. To explain this, let us recall the deﬁnition
of spectral sets following Beurling [2].
Let ϕ be a measurable function on R satisfying the condition
∞∫
−∞
∣∣ϕ(t)∣∣e−u|t| dt < ∞ (1)
for every positive u. The harmonic function Uϕ attached to ϕ is deﬁned by
Uϕ(u, v) =
∞∫
−∞
ϕ(t)e−u|t|−itv dt, u > 0, v ∈ R.
Then the spectral set of ϕ , denoted by S(ϕ), is deﬁned to be the set of λ ∈ R such that
lim
u→+0
λ+ε∫
λ−ε
∣∣Uϕ(u, v)∣∣dv > 0
for every positive ε. It is proved in [2] that S(ϕ) is a closed set.
Beurling [3] has studied almost periodic functions from a point of view of spectral sets: Let ϕ be a uniformly continuous
and bounded function on R. If S(ϕ) is a countable set which does not accumulate to a ﬁnite value, then ϕ is in the L∞ norm closure of
the linear span of {eiλt}λ∈S(ϕ) , and consequently, an almost periodic function.
The function ζσ (t), σ > 1, is a uniformly continuous and bounded function for t . Moreover, we can easily prove that
S(ζσ ) = {− logn}∞n=1 for σ > 1 (see [9, pp. 105–106]). So, ζσ (t), σ > 1, is also a typical example in Beurling’s consideration.
Beurling’s result mentioned above is obviously concerned with the celebrated problem of spectral synthesis introduced by
Beurling himself. We can refer to Carleson [5] and Katznelson [12, Chapter IV] for this topic.
It is a natural motivation to extend Beurling’s result to ones for unbounded functions. As for this, we should refer to
Beurling [2], Wermer [14], and Helson [8] at least. The present paper is also concerned with this motivation from a point of
view of the Riemann zeta-function. For 1/2< σ < 1 it is known that ζσ is unbounded (see Edwards [7, p. 184, Corollary 2]),
and so, it is no longer an almost periodic function in the sense of Bohr. However, it is an almost periodic function in the
sense of Besicovitch (see Theorem on p. 164 and the remark on p. 169 of Besicovitch [1]), and Besicovitch’s almost periodic
functions are an extension of Bohr’s. So, if one could extend Beurling’s result in the unbounded case, ζσ might become a
typical example in the extension. From this point of view, studies for spectral sets of ζσ , σ < 1, seem to be of interest.
A main result in [9] is that, for 0< σ < 1,
lim
u→+0Uζσ (u, v) = −2πe
−(1−σ)v (2)
uniformly for v in every ﬁnite closed interval not containing any value − logn. Since spectral sets are closed, (2) derives
that S(ζσ ) = R for 0 < σ < 1. In [11] the range of σ for which S(ζσ ) = R holds is improved to σ < 1 by a distribution
theoretic approach. The result S(ζσ ) = R might suggest that S(ζσ ) consists of the discrete spectrum {− logn}∞n=1 and the
continuous spectrum R in a sense. So, it might be needed to classify spectral sets more precisely to extend Beurling’s result
in the unbounded case.
Apart from ζσ , let us consider a problem of studying spectral sets of functions which are expressed by Dirichlet series on
a half-plane. This problem is considered in [10] and [11], however, the range of σ for which spectral sets can be determined
is restricted (see Theorem 2 of [11]). The ﬁrst aim of this paper is to remove the restriction for the range of σ . We have the
following.
Theorem 1. Let F (s) satisfy the following assumptions (A1) and (A2):
(A1) F (s) is a meromorphic function of ﬁnite order which has only a possible pole at s = 1. For σ > 1, F (s) is expressed by the
absolutely convergent Dirichlet series
F (s) =
∞∑
n=1
a(n)
ns
, a(n) ∈ C.
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F (σ + it) = O ((1+ |t|)( 12−b)L) (3)
holds uniformly for s with b  σ and |t| 1, where the implied constant depends only on b.
Let Fσ be the function deﬁned by Fσ (t) = F (σ + it). Then S(Fσ ) = R for σ < 1 if F (s) has a pole at s = 1, and S(Fσ ) = {− logn |
a(n) = 0}∞n=1 for σ  1 if F (s) does not have a pole at s = 1.
Typical examples of F (s) are the Riemann zeta-function ζ(s) and Dirichlet L-function L(s,χ), where χ is a primitive
character to the modulus q. It is known that ζ(s) and L(s,χ) satisfy the assumptions (A1) and (A2) with L = 1. Since ζ(s)
has a pole at s = 1, we see that S(ζσ ) = R for σ < 1, and since L(s,χ) does not have a pole at s = 1 and χ(n) = 0 for n with
(n,q) = 1, we see that S(Lσ ) = {− logn | n ∈ N, (n,q) = 1} for σ  1. As for the properties for zeta and L functions mentioned
here we can refer to Davenport [6]. Another examples of F (s) are the power moments of the Riemann zeta-function ζ k(s),
k ∈ N. In these cases the assumptions (A1) and (A2) with L = k are satisﬁed, and so, S(ζ kσ ) = R for σ < 1.
The second aim of this paper is to study not only spectral sets of Fσ , but also asymptotic behaviours for UFσ (u, v) as
u → +0. The quantity limu→+0 Uϕ(u, v), where Uϕ is appearing in Beurling’s deﬁnition, is of interest in itself. Let z = u+ iv
be a complex variable, where u and v are real, and deﬁne
F+ϕ (z) =
∞∫
0
ϕ(t)e−zt dt (4)
for u > 0, and
F−ϕ (z) = −
0∫
−∞
ϕ(t)e−zt dt (5)
for u < 0. From the condition (1) it follows that F+ϕ (z) is holomorphic on the right half-plane u > 0, and F−ϕ (z) is holomor-
phic on the left half-plane u < 0. Since
Uϕ(u, v) =F+ϕ (u + iv) −F−ϕ (−u + iv), u > 0, (6)
the quantity limu→+0 Uϕ(u, v) is the difference of boundaries of two holomorphic functions. Namely, limu→+0 Uϕ(u, v) is a
hyperfunction attached to the pair (F+ϕ ,F−ϕ ) in modern terminology. Thus, it is interesting to determine the exact form of
limu→+0 UFσ (u, v). In [10] the range of σ for which limu→+0 UFσ (u, v) is determined has been restricted. In this paper we
can remove the restriction for the range of σ , and obtain the following.
Theorem 2. Let F (s) satisfy the following assumptions (B1), (B2), and (B3):
(B1) F (s) is a meromorphic function of ﬁnite order which has only a possible pole at s = 1. For σ > 1, F (s) is expressed by the
absolutely convergent Dirichlet series
F (s) =
∞∑
n=1
a(n)
ns
, a(n) ∈ C.
(B2) There exist absolute constants K1 , K2 > 0 such that, for any ε > 0 and b < 0, the estimate
F (σ + it) = O (|t|−K1σ+K2)
holds uniformly for s with b σ  1+ ε and |t| 2, where the implied constant depends only on ε and b.
(B3) For any ε > 0 the estimate a(n) = O (nε) holds uniformly for n.
Let Fσ be the function deﬁned by Fσ (t) = F (σ + it). Fix λ /∈ {− logn}∞n=1 and choose ε0 > 0 such that the closed interval[λ− ε0, λ+ ε0] does not contain any value − logn.
If F (s) has a pole of order l at s = 1, let
F (s) = C−l
(s − 1)l + · · · +
C−1
s − 1 + O (1) (7)
near s = 1. Then we have, for σ < 1,
lim
u→+0UFσ (u, v) = −2πe
−(1−σ)v
l−1∑
h=0
C−(h+1)
h! (−v)
h (8)
uniformly for v ∈ [λ− ε0, λ+ ε0], and hence S(Fσ ) = R for σ < 1.
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lim
u→+0UFσ (u, v) = 0 (9)
uniformly for v ∈ [λ− ε0, λ+ ε0], and
lim
u→+0
− logm+ε∫
− logm−ε
∣∣UFσ (u, v)∣∣dv = 2π |a(m)|mσ , m ∈ N, (10)
for every small positive ε. Hence, in this case, S(Fσ ) = {− logn | a(n) = 0}∞n=1 for σ  1.
The assumptions in Theorem 2 are also natural. In fact, the Riemann zeta-function, Dirichlet L-functions, and the power
moments of the Riemann zeta-function satisfy all the assumptions.
It should be noted that the results of Theorems 1 and 2 are free from functional equations.
Now, let us mention the ideas of the proofs of Theorems 1 and 2.
To prove Theorem 2 we ﬁrstly give an expression for F (s) (see (27) in Section 4), which is derived from the generalized
Euler–Maclaurin summation formula, and next substitute it into the deﬁnition of UFσ (u, v). Construction of the expres-
sion (27) enables us to study asymptotic behaviours for UFσ (u, v) precisely.
The proof of Theorem 1 is based on a distribution theoretic argument. Let
ÛFσ (g) =
∞∫
−∞
F (σ + it )̂g(t)dt, g ∈ S,
where ĝ is the Fourier transform deﬁned by
ĝ(t) =
∞∫
−∞
g(x)e−itx dx,
and S is the Schwartz space of all inﬁnitely differentiable functions on R with each of its derivatives decaying faster than
any polynomial. Then, from Prüss [13, Prop. 0.5], it follows that the support of ÛFσ is equal to the spectral set S(Fσ ). Let
ÛFσ |D be the restriction of ÛFσ on D, that is, ÛFσ |D(g) = ÛFσ (g), g ∈D, where D is the space of all inﬁnitely differentiable
functions of compact support. Then ÛFσ |D is a distribution in the sense of Schwartz. It is known that D is dense in S , and
so, the support of ÛFσ is equal to that of ÛFσ |D . Thus, support of ÛFσ |D is equal to the spectral set S(Fσ ), and this fact
reduces the proof of Theorem 1 to the computation of the distribution
ÛFσ |D(g) =
∞∫
−∞
F (σ + it )̂g(t)dt, g ∈D. (11)
To compute (11) we ﬁrstly give an approximation for F (s) (see Lemma 4 in the next section), which is derived by a technique
of molliﬁcation, and next substitute it into (11).
Our proofs of Theorems 1 and 2 depend on precise expressions or approximations for F (s). Such expressions or approx-
imations seem to be of interest in themselves, and the assumptions in the theorems might be of foundation for a theory of
Dirichlet series. Studying how such expressions or approximations will be concerned with more precise quantities, e.g. func-
tional equations, under additional assumptions might be of interest. On the other hand, the ﬂow of our proofs is not natural
in the sense of the concept of spectral synthesis; ﬁrstly give conditions for spectral sets and next study the possibility of
approximations.
The referee of this paper indicates this point of view, and gives very signiﬁcant and simple proofs of Theorems 1 and 2
following the concept of spectral synthesis. Therefore we would like to quote the referee’s proofs in the ﬁnal section.
2. An approximation for F (s) involving a smooth weight
Let ψ be a C∞ function on (0,∞) satisfying
ψ(x) =
{
1, 0< x 1,
0, x 2. (12)
We denote the Mellin transform of ψ by Kψ , that is,
Kψ(w) =
∞∫
0
ψ(x)xw
dx
x
, w > 0.
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(i) Kψ(w) is continued to a meromorphic function whose only singularity is a simple pole at w = 0 with residue 1.
(ii) For any M ∈ N the estimate
Kψ(w) = O
(
2w + 1
|	w|M+1
)
(13)
holds uniformly for w with 	w = 0, and the estimate
Kψ(w) = O
(
1
(1+ |	w|)M+1
)
, (14)
holds uniformly for w in the strip −α0 w −β0 , α0 > β0 > 0.
Proof. (i) For w > 0 we have, by integration by parts,
Kψ(w) = −
2∫
1
ψ ′(x) x
w
w
dx. (15)
This expression gives the analytic continuation of Kψ(w) except w = 0. From (15) it follows that limw→0 wKψ(w) = 1, and
hence, Kψ(w) has a simple pole at w = 0 with residue 1.
(ii) Repeating integration by parts, we have
Kψ(w) = (−1)M+1
2∫
1
ψ(M+1)(x) x
w+M
w(w + 1) · · · (w + M) dx.
By estimating the absolute value of the above integral we easily have the estimate (13). For w in the rectangle −α0 
w −β0 and |	w| 1, we have Kψ(w) = O (1) by the holomorphy of Kψ(w). Combining this with (13), we obtain the
estimate (14). 
Lemma 2. Let us consider the case that F (w) has a pole of order l at w = 1 with the expression (7). Then, for any s with s = 1, we
have
Res
w=1 Kψ(w − s)N
w−s F (w) = −
∞∫
0
ψ ′(x)
l−1∑
h=0
C−(h+1)
∑
k+k′=h
k=0,1,2,...
k′=0,1,2,...
(log xN)k
′
k′!
(−1)k(xN)1−s
(1− s)k+1 dx.
Hence, Resw=1 Kψ(w − s)Nw−s F (w) is holomorphic for all s except s = 1.
Proof. From (15) it follows that
Res
w=1 Kψ(w − s)N
w−s F (w) = −
2∫
1
ψ ′(x)(xN)1−s Res
w=1
1
w − s (xN)
w−1F (w)dx.
Calculate the coeﬃcient of the term (w − 1)−1 in the Laurent expansion of (w − s)−1(xN)w−1F (w) at w = 1. Then we have
Res
w=1
1
w − s (xN)
w−1F (w) =
l−1∑
h=0
C−(h+1)
∑
k+k′=h
k=0,1,2,...
k′=0,1,2,...
(log xN)k
′
k′!
(−1)k
(1− s)k+1 ,
and hence, we obtain this lemma. 
Lemma 3. Let F (s) satisfy the assumptions (A1) and (A2). Choose M ∈ N as M  L, where L is the same quantity as in the assump-
tion (A2). Let α be a real number such that 12 <α <
M
L . Then, for s with σ > −ML + α and s = 1, we have
F (s) =
∞∑
n=1
a(n)
ns
ψ(n/N) − χF Res
w=1 Kψ(w − s)N
w−s F (w) − 1
2π i
− ML +α+i∞∫
− ML +α−i∞
Kψ(w − s)Nw−s F (w)dw,
where χF = 1 if F (s) has a pole at s = 1, and χF = 0 if F (s) does not have a pole at s = 1. The condition s = 1 can be removed, if
χF = 0.
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−σ − ML +α+ iT , and −σ − ML +α− iT in positive orientation, where T  |t|+1. We integrate Kψ(w)Nw F (s+w) along R .
Then, by (13) and (3), the integrals along the horizontal line segments of R are estimated as
∣∣∣∣∣
1
2±iT∫
−σ− ML +α±iT
Kψ(w)N
w F (s + w)dw
∣∣∣∣∣ 
1
2∫
−σ− ML +α
∣∣Kψ(x± iT )∣∣Nx∣∣F (σ + x+ i(t ± T ))∣∣dx
 1
T M+1
√
N
logN
sup
x− ML +α
∣∣F (x+ i(t ± T ))∣∣
 1
(1+ T )M+1
√
N
logN
(
1+ |t| + T )( 12+ ML −α)L
 (1+ |t|)
( 12+ ML −α)L
(1+ T )1+(α− 12 )L
√
N
logN
,
where the implied constants are uniform for t , T , and N . Hence we have
1
2π i
1
2+iT∫
1
2−iT
Kψ(w)N
w F (s + w)dw = 1
2π i
−σ− ML +α+iT∫
−σ− ML +α−iT
Kψ(w)N
w F (s + w)dw
+ F (s)+ χF Res
w=1 Kψ(w − s)N
w−s F (w)
+ O
(
(1+ |t|)( 12+ ML −α)L
(1+ T )1+(α− 12 )L
√
N
logN
)
. (16)
The integral on the right-hand side of (16) converges absolutely as T → ∞. In fact, we have, by σ > −ML + α and (14),∣∣∣∣Kψ(−σ − ML + α + iy
)∣∣∣∣ 1(1+ |y|)M+1 , (17)
and, by −ML + α < 0, (3), and the holomorphy of F ,∣∣∣∣F(−ML + α + i(y + t)
)∣∣∣∣ (1+ |t| + |y|)( 12+ ML −α)L

(
1+ |t|)( 12+ ML −α)L(1+ |y|)( 12+ ML −α)L, (18)
and so, the integrand is bounded by (1+ |y|)−1−(α− 12 )L , which is integrable on R. Hence, taking T → ∞ in (16), we have
1
2π i
1
2+i∞∫
1
2−i∞
Kψ(w)N
w F (s + w)dw = 1
2π i
−σ− ML +α+i∞∫
−σ− ML +α−i∞
Kψ(w)N
w F (s + w)dw + F (s)+ χF Res
w=1 Kψ(w − s)N
w−s F (w).
Since σ > 1, the integral on the left-hand side is equal to
∑∞
n=1
a(n)
ns ψ(n/N) by the Dirichlet series expression for F and the
Mellin inversion formula. For the integral on the right-hand side we change the variable as s + w → w . Thus we have, for
σ > 1,
∞∑
n=1
a(n)
ns
ψ(n/N) = 1
2π i
− ML +α+i∞∫
− ML +α−i∞
Kψ(w − s)Nw−s F (w)dw + F (s)+ χF Res
w=1 Kψ(w − s)N
w−s F (w). (19)
The sum on the left-hand side is holomorphic for all s, because summation is ﬁnite. The second and the third terms on
the right-hand side are holomorphic for all s except s = 1 by the assumption (A1) and Lemma 2. The ﬁrst term on the
right-hand side is holomorphic for s with σ > −ML + α. This is because, for any compact set K contained in the half-plane
σ > −ML +α, the integrand can be bounded by O ((1+ |	w|)−1−(α−
1
2 )L) uniformly for s in K by using the similar estimates
as (17) and (18). Thus, by the analytic continuation, the equality (19) is valid for s with σ > −ML + α and s = 1, and the
proof is completed. 
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F (s) =
∞∑
n=1
a(n)
ns
ψ(n/N)
+ χF
∞∫
0
ψ ′(x)
l−1∑
h=0
C−(h+1)
∑
k+k′=h
k=0,1,2,...
k′=0,1,2,...
(log xN)k
′
k′!
(−1)k(xN)1−s
(1− s)k+1 dx
+ O
(
(1+ |t|)( 12+ ML −α)L
Nσ+ ML −α
)
.
Proof. Rewrite the residue term on the right-hand side of the equation in Lemma 3 to the expression in Lemma 2. To get
the O -term in this lemma, estimate the integral term on the right-hand side of the equation in Lemma 3: ﬁrstly change the
variable of integration as w → s + w , and next use the estimates (17) and (18). 
3. Proof of Theorem 1
The proof of Theorem 1 is based on a distribution theoretic argument as mentioned in Introduction. It is suﬃcient to
compute the distribution (11) in the form of Lemma 5 below. When we prove Lemma 5, we can apply the same argument
as in [11, p. 1315] and obtain Theorem 1. So, we concentrate on the proof of Lemma 5.
Lemma 5. Let F (s) satisfy the assumptions (A1) and (A2). If F (s) has a pole of order l at s = 1 with the expression (7), we have, for
σ < 1,
ÛFσ |D(g) = 2π
∞∑
n=1
a(n)
nσ
g(− logn)− 2π
l−1∑
h=0
C−(h+1)
h!
∞∫
−∞
e−(1−σ)y(−y)h g(y)dy.
If F (s) does not have a pole at s = 1, we have, for σ  1,
ÛFσ |D(g) = 2π
∞∑
n=1
a(n)
nσ
g(− logn).
Proof. It is suﬃcient to consider the case that F (s) has a pole at s = 1. For a ﬁxed σ < 1 and L in the assumption (A2),
choose M ∈ N as M >max{L, L( 34 − σ)}. Then the approximation for F (σ + it) with α = 34 in Lemma 4 holds, and
ÛFσ |D(g) = 2π
∞∑
n=1
a(n)
nσ
ψ(n/N)g(− logn)
+
∞∫
0
ψ ′(x)
l−1∑
h=0
C−(h+1)
∑
k+k′=h
k=0,1,2,...
k′=0,1,2,...
(log xN)k
′
(−1)k
k′!
∞∫
−∞
(xN)1−σ−it
(1− σ − it)k+1 ĝ(t)dt dx
+ O
(
1
Nσ+ ML − 34
∞∫
−∞
(
1+ |t|)( 12+ ML − 34 )L∣∣̂g(t)∣∣dt).
Let us consider the inner integral in the second term on the right-hand side. From the expression
1
(1+ z)r =
1
Γ (r)
∞∫
0
e−(1+z)y yr−1 dy, z > −1, r ∈ N, (20)
it follows that
H. Ishikawa, Y. Kamiya / J. Math. Anal. Appl. 347 (2008) 204–223 211∞∫
−∞
(xN)1−σ−it
(1− σ − it)k+1 ĝ(t)dt =
(xN)1−σ
Γ (k + 1)
∞∫
0
e−(1−σ)y yk
∞∫
−∞
ĝ(t)eit(y−log xN) dt dy
= 2π(xN)
1−σ
k!
∞∫
0
e−(1−σ)y yk g(y − log xN)dy
= 2π
k!
∞∫
− log xN
e−(1−σ)y(y + log xN)k g(y)dy,
where the change of the order of integration in the ﬁrst equation is valid because of the fact ĝ ∈ S for g ∈D. Hence,
ÛFσ |D(g) = 2π
∞∑
n=1
a(n)
nσ
ψ(n/N)g(− logn)
+ 2π
l−1∑
h=0
C−(h+1)
∞∫
0
ψ ′(x)
∞∫
− log xN
e−(1−σ)y g(y)
∑
k+k′=h
k=0,1,2,...
k′=0,1,2,...
(log xN)k
′
(−1)k
k′!k! (y + log xN)
k dy dx
+ O
(
1
Nσ+ ML − 34
∞∫
−∞
(
1+ |t|)( 12+ ML − 34 )L∣∣̂g(t)∣∣dt).
Here we see that
∑
k+k′=h
k=0,1,2,...
k′=0,1,2,...
(log xN)k
′
(−1)k
k′!k! (y + log xN)
k = 1
h!
h∑
k=0
(
h
k
)
(log xN)k(−y − log xN)h−k = (−y)
h
h! ,
and hence
ÛFσ |D(g) = 2π
∞∑
n=1
a(n)
nσ
ψ(n/N)g(− logn)
+ 2π
l−1∑
h=0
C−(h+1)
h!
∞∫
0
ψ ′(x)
∞∫
− log xN
e−(1−σ)y(−y)k g(y)dy dx
+ O
(
1
Nσ+ ML − 34
∞∫
−∞
(
1+ |t|)( 12+ ML − 34 )L∣∣̂g(t)∣∣dt). (21)
The ﬁrst term on the right-hand side of (21) tends to 2π
∑∞
n=1
a(n)
nσ g(− logn) as N → ∞, because summation is over a
ﬁnite interval coming from the support of g ∈D and limN→∞ ψ(n/N) = ψ(+0) = 1 by (12).
The second term on the right-hand side of (21) tends to
−2π
l−1∑
h=0
C−(h+1)
h!
∞∫
−∞
e−(1−σ)y(−y)k g(y)dy
as N → ∞, because the support of ψ ′ is contained in [1,2] by (12), g ∈D has a compact support, and ∫∞0 ψ ′(x)dx = −1
by (12).
Since ĝ ∈ S for g ∈ D, the third term on the right-hand side of (21) is bounded by O ( 1
Nσ+
M
L − 34
)
, and this term tends
to 0 as N → ∞.
Thus we obtain the assertion of this lemma. 
4. An expression for F (s) by the generalized Euler–Maclaurin summation formula
The aim of this and the next sections is to prove the following proposition which is applied to prove Theorem 2 in
Sections 6 and 7.
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Am(x) = 1
m!
∑
nx
a(n)(x− n)m,
and the function A0(x) is deﬁned by
A0(x) = A(x)− a˜(x)
where A(x) =∑nx a(n), a˜(x) = a(x)2 if x is an integer, and a˜(x) = 0 otherwise. For m ∈ N∪ {0} the function Em(x) is deﬁned by
Em(x) = Am(x)− SRm(x),
where
SRm(x) =
m∑
j=−1
Res
w=− j
F (w)
xw+m
w(w + 1) · · · (w +m) .
Then we have the following.
(I) ddx Em+1(x) = Em(x) holds for x> 1, m ∈ N. ddx E1(x) = E0(x) holds for x ∈ (1,∞) −N.
(II) If F (s) has a pole of order l at s = 1 with the expression (7), then
SR0(x) =
l−1∑
h=0
C−(h+1)
∑
k+k′=h
k=0,1,2,...
k′=0,1,2,...
x(log x)k
′
k′! (−1)
k + F (0) (22)
and
d
dx
SR0(x) =
l−1∑
h=0
C−(h+1)
(log x)h
h! . (23)
If F (s) does not have a pole at s = 1, then SR0(x) = F (0) and ddx SR0(x) = 0.
(III) Let M, N1 , N2 ∈ N, and f (x) be a CM function deﬁned on the closed interval [N1,N2]. Then we have
∑
N1<nN2
f (n)a(n) =
N2∫
N1
f (x)
d
dx
SR0(x)dx+
[
f (x)
(
E0(x)+ a˜(x)
)]N2
N1
+
M−1∑
m=1
(−1)m[ f (m)(x)Em(x)]N2N1 + (−1)M
N2∫
N1
f (M)(x)EM−1(x)dx, (24)
where [ f (x)]N2N1 means f (N2)− f (N1), and the empty sum
∑M−1
m=1 when M = 1 is deﬁned to be zero.
(IV) For m ∈ N∪ {0}, let θm be a number such that
θm =
3
2 +m
( 32 +m)K1 + 1
,
where K1 is the same quantity as in the assumption (B2), and Vm a number such that
Vm = max
{
(1− θm)(m + 1), (1− θm)m,−1
2
}
.
Then we have
Em(x) = O
(
xVm+ε
)
, (25)
where ε > 0 can be chosen arbitrarily small.
The sequence m + 1− Vm strictly increases to ∞ as m increases to ∞, and has the lower bound
min
{
3
3K1 + 2 ,1
}
m + 1− Vm. (26)
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F (s) =
N∑
n=1
a(n)
ns
+ χF
l−1∑
h=0
C−(h+1)
h∑
j=0
(−1) j+1
(h − j)!
N1−s(logN)h− j
(1− s) j+1
− E0(N)+ a˜(N)
Ns
−
M−1∑
m=1
(s)m
Em(N)
Ns+m
+ (s)M
∞∫
N
EM−1(x)
xs+M
dx, (27)
where (s)m is deﬁned by (s)m = s(s + 1) · · · (s +m − 1), χF = 1 if F (s) has a pole at s = 1, and χF = 0 if F (s) does not have a
pole at s = 1. The condition s = 1 can be removed, if χF = 0.
Before starting the proof, let us explain the meaning of this proposition.
Set F (s) = ζ(s) and M = 1 in (24). Then ddx SR0(x) = 1 by (23), and
∑
N1<nN2
f (n) =
N2∫
N1
f (x)dx+ [ f (x)(E0(x) + a˜(x))]N2N1 −
N2∫
N1
f ′(x)
(
E0(x)+ a˜(x)
)
dx.
Here E0(x)+ a˜(x) can be written by the periodic Bernoulli polynomial:
E0(x)+ a˜(x) =
∑
nx
1−
0∑
j=−1
Res
w=− j
ζ(w)
xw
w
= [x] − x+ 1
2
= −B1
(
x− [x]),
where B1(x) = x− 12 and [x] is the largest integer not exceeding x. Hence we have
∑
N1<nN2
f (n) =
N2∫
N1
f (x)dx− [ f (x)B1(x− [x])]N2N1 +
N2∫
N1
f ′(x)B1
(
x− [x])dx.
Using the differential relation ddx
Bm+1(x−[x])
(m+1)! = Bm(x−[x])m! , where m ∈ N and Bm(x) is the Bernoulli polynomial, and repeating
integration by parts, we obtain the Euler–Maclaurin summation formula (see [7, pp. 102–104])
∑
N1<nN2
f (n) =
N2∫
N1
f (x)dx− [ f (x)B1(x− [x])]N2N1
−
M−1∑
m=1
(−1)m
[
f (m)(x)
Bm+1(x− [x])
(m + 1)!
]N2
N1
− (−1)
M
M!
N2∫
N1
f (M)(x)BM
(
x− [x])dx. (28)
From this point of view we may say that Em(x) is a generalization of the periodic Bernoulli polynomial and (24) is a
generalization of the Euler–Maclaurin summation formula.
Setting f (x) = x−s , N1 = N , and taking N2 → ∞ in (28), we can have the following important expression for ζ(s):
ζ(s) =
N∑
n=1
1
ns
− N
1−s
1− s −
1
2Ns
+
M−1∑
m=1
(s)m
Bm+1
(m + 1)!Ns+m −
(s)M
M!
∞∫
N
BM(x− [x])
xs+M
dx. (29)
The expression (29) is valid for σ > −M+1 because of the boundedness of BM(x−[x]). This suggests that we should discuss
a certain oscillation for the order of Em(x), which is regarded as a generalization of the periodic Bernoulli polynomial.
(25) states that Em(x) certainly has an oscillation. So, we may say that the expression (27) for F (s) is a generalization
of (29).
In this section we prove (I), (II), (III), and (V) under (IV). The proof of (IV) will be given in the next section.
Proof of (I). It is easily veriﬁed by direct computation that ddx Am+1(x) = Am(x) holds for x> 1, m ∈ N, and for x ∈ (1,∞)−N,
m = 0. We also easily have ddx SRm+1(x) = SRm(x) for x> 1, m ∈ N∪ {0} by using the integral expression for SRm+1(x)
SRm+1(x) = 1
2π i
∫
F (w)
xw+m+1
w(w + 1) · · · (w +m + 1) dw,
C
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differentiation and integration. Thus we have the differential relation for Em(x) in (I). 
Proof of (II). SR0(x) is the sum of the residues of F (w)xw/w at w = 1 and w = 0. Calculate the coeﬃcient for the term
(w − 1)−1 (resp. w−1) in the Laurent expansion of F (w)xw/w at w = 1 (resp. w = 0). Then we have (22). We easily
have (23) from (22) by direct computation. 
Proof of (III). We have, by integration by parts in the sense of Stieltjes,
∑
N1<nN2
f (n)a(n) =
N2∫
N1
f (x)dA(x)
=
N2∫
N1
f (x)dS R0(x)+
N2∫
N1
f (x)d
(
E0(x)+ a˜(x)
)
=
N2∫
N1
f (x)
d
dx
SR0(x)dx+
[
f (x)
(
E0(x)+ a˜(x)
)]N2
N1
−
N2∫
N1
f ′(x)
(
E0(x)+ a˜(x)
)
dx.
By a˜(x) = 0, ddx E1(x) = E0(x)+ a˜(x) for x ∈ (1,∞)−N, continuity for E1(x), and integration by parts, the last integral on the
right-hand side is expressed in the form
N2∫
N1
f ′(x)
(
E0(x) + a˜(x)
)
dx = [ f ′(x)E1(x)]N2N1 −
N2∫
N1
f ′′(x)E1(x)dx.
Moreover, repeating integration by parts, we obtain the equality in (III). 
Proof of (V) under (IV). Set f (x) = x−s and N1 = N in (24). Then
∑
N<nN2
a(n)
ns
=
N2∫
N
d
dx SR0(x)
xs
dx+
[
E0(x)+ a˜(x)
xs
]N2
N
+
M−1∑
m=1
[
(s)m
Em(x)
xs+m
]N2
N
+ (s)M
N2∫
N
EM−1(x)
xs+M
dx. (30)
At ﬁrst, let us choose s as σ > 1. Then, by (25) and (26), we have
Em(x)
xs+m
 1
xm+1−Vm−ε
 1
x
min{ 33K1+2 ,1}−ε
.
By (23) we have ddx SR0(x) = O (xε). Hence we can take N2 to ∞ in (30) and have
F (s)−
N∑
n=1
a(n)
ns
=
∞∫
N
d
dx SR0(x)
xs
dx− E0(N)+ a˜(N)
Ns
−
M−1∑
m=1
(s)m
Em(N)
Ns+m
+ (s)M
∞∫
N
EM−1(x)
xs+M
dx.
Substituting (23) into the ﬁrst term on the right-hand side and using
∞∫
N
(log x)h
xs
dx =
h∑
j=0
(
h
j
)
j!(−1) j+1 N
1−s(logN)h− j
(1− s) j+1 ,
we have the equality (27) for σ > 1. The integral on the right-hand side of (27) is holomorphic on the half-plane σ >
1 − (M − VM−1), which is wider than the half-plane σ > 1 because of (IV). Therefore the equality (27) is valid for s with
σ > 1− (M − VM−1) and s = 1. This completes the proof of (V) under (IV). 
5. Proof of (IV)
In this section we prove (IV) of Proposition in the previous section.
Lemma 6. Let c > 0 and y > 0. It follows that, for m ∈ N,
Im(y) = 1
2π i
c+i∞∫
yw
w(w + 1) · · · (w +m) dw =
{
0, 0< y  1,
1
m! (1− y−1)m, y > 1, (31)c−i∞
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I0(y) = lim
T→∞
1
2π i
c+iT∫
c−iT
yw
w
dw =
⎧⎨⎩
0, 0< y < 1,
1
2 , y = 1,
1, y > 1.
(32)
For m ∈ N∪ {0}, let
Rm(y, T ) = Im(y)− 1
2π i
c+iT∫
c−iT
yw
w(w + 1) · · · (w +m) dw. (33)
Then, for T > 2m,
∣∣Rm(y, T )∣∣< { yc min{ 2mTm , 1Tm+1| log y| }, y = 1,1
Tm , y = 1.
(34)
In the case m = 0 and y = 1, the right-hand side of (34), 1Tm , can be replaced by cT .
The proof for the case of m = 0 is in Davenport [6, p. 105, Lemma]. The similar proof can be applied to the other case,
and so, we omit it.
Let us start the proof of (IV). Let x 2, m ∈ N∪ {0}, and T >max{2m,2}. By the residue theorem,
1
2π i
∫
C
F (w)
xw+m
w(w + 1) · · · (w +m) dw = SRm(x),
where C is the boundary of the rectangle with vertices 1 + ε − iT , 1 + ε + iT , −m − 12 + iT , and −m − 12 − iT in positive
orientation (ε is ﬁxed in common with the assumptions (B2) and (B3)). C consists of four sides C1, C2, C3, C4 taken in this
order starting with the right side. For
∫
C1 . . .dw , substitute the Dirichlet series expression for F (w). Then, by (31)–(33), and
the deﬁnition of Am(x),
1
2π i
∫
C1
F (w)
xw+m
w(w + 1) · · · (w +m) dw = Am(x)− x
m
∞∑
n=1
a(n)Rm(x/n, T ).
Hence,
Em(x) = xm
∞∑
n=1
a(n)Rm(x/n, T ) − 1
2π i
∫
C2+C3+C4
F (w)
xw+m
w(w + 1) · · · (w +m) dw. (35)
We shall estimate the terms on the right-hand side.
From (34) it follows that∣∣∣∣∣
∞∑
n=1
a(n)Rm(x/n, T )
∣∣∣∣∣<
∞∑
n=1
n =x
∣∣a(n)∣∣( x
n
)1+ε
min
{
2m
Tm
,
1
Tm+1| log(x/n)|
}
+ |a(x)|
Tm
. (36)
The second term on the right-hand side of (36) only appears in the case that x is an integer, and this term is, by the
assumption (B3),
 x
ε
Tm
. (37)
We shall estimate the sum on the right-hand side of (36). Divide the sum into three sums
∑
1,
∑
2, and
∑
3 according
as the range of n, n 34 x or n
5
4 x,
3
4 x< n < x, and x< n <
5
4 x, respectively.
For
∑
1 we have, by the assumption (B1),∑
1
 x
1+ε
Tm+1
∞∑
n=1
|a(n)|
n1+ε
 x
1+ε
Tm+1
. (38)
To estimate
∑
2, let x1 be the largest integer not greater than x. The contribution of the term n = x1 is
 ∣∣a(x1)∣∣( x )1+ε 2mm  xεmx1 T T
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log
x
n
 log x1
n
= − log
(
1− ν
x1
)
 ν
x1
.
Hence, by the assumption (B3),∑
2
 x
ε
Tm
+
∑
0<ν< 14 x
∣∣a(x1 − ν)∣∣( x
x1 − ν
)1+ε x1
νTm+1
 x
ε
Tm
+ x1
Tm+1
∑
0<ν< 14 x
|a(x1 − ν)|
ν
 x
ε
Tm
+ x
1+ε log x
Tm+1
. (39)
To estimate
∑
3, let x2 be the least integer greater than x. The contribution of the term n = x2 is
 ∣∣a(x2)∣∣( x
x2
)1+ε 2m
Tm
 x
ε
Tm
by the assumption (B3). For the other terms we set n = x2 + ν , 0< ν < 14 x. Then
− log x
n
− log x2
n
> 1− x2
n
>
n − x2
n + x2 =
ν
2x2 + ν .
Hence, by the assumption (B3),∑
3
 x
ε
Tm
+
∑
0<ν< 14 x
∣∣a(x2 + ν)∣∣( x
x2 + ν
)1+ε 2x2 + ν
νTm+1
 x
ε
Tm
+ x
Tm+1
∑
0<ν< 14 x
|a(x2 + ν)|
ν
 x
ε
Tm
+ x
1+ε log x
Tm+1
. (40)
Substituting (37)–(39), and (40) into (36), we obtain∣∣∣∣∣
∞∑
n=1
a(n)Rm(x/n, T )
∣∣∣∣∣ x1+ε log xTm+1 + xεTm . (41)
Next, we estimate the second term on the right-hand side of (35). For
∫
C3 . . .dw we have, by the assumptions (B1)
and (B2),∫
C3
F (w)
xw+m
w(w + 1) · · · (w +m) dw 
T∫
−T
∣∣∣∣F(−m − 12 + iy
)∣∣∣∣ x− 12(1+ |y|)m+1 dy
 x− 12
T∫
−T
(1+ |y|)−K1(−m− 12 )+K2
(1+ |y|)m+1 dy
 x− 12
⎧⎪⎪⎨⎪⎪⎩
T K1(m+ 12 )+K2−m, K1(m + 12 )+ K2 −m > 0,
log T , K1(m + 12 )+ K2 −m = 0,
1, K1(m + 12 )+ K2 −m < 0
= x− 12 max{T K1(m+ 12 )+K2−m, log T }.
The treatments of estimating
∫
C2 . . .dw and
∫
C4 . . .dw are similar, and so, we show the former case only. By the assump-
tion (B2),∫
C2
F (w)
xw+m
w(w + 1) · · · (w +m) dw 
1+ε∫
−m− 12
∣∣F (σ + iT )∣∣ xσ+m
Tm+1
dσ
 xmT K2−m−1
1+ε∫
−m− 12
(
x
T K1
)σ
dσ
 xmT K2−m−1
{
( 32 + ε +m)( xT K1 )1+ε, xT K1 > 1,
( 3 + ε +m)( x )−m− 12 , x  1.2 T K1 T K1
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∫
C j . . .dw , j = 2,3,4, into (35), we obtain
Em(x)  x
m+1+ε log x
Tm+1
+ x
m+ε
Tm
+ x− 12 max{T K1(m+ 12 )+K2−m, log T }
+ xmT K2−m−1
{
( 32 + ε +m)( xT K1 )1+ε, xT K1 > 1,
( 32 + ε +m)( xT K1 )−m−
1
2 , x
T K1
 1.
(42)
The constant K2 in the assumption (B2) can be expressed as K2 = K1(1 + ε) by using an arbitrarily small positive ε,
because of the assumptions (B1), (B2), and the Phragmén–Lindelöf principle. Moreover, we ﬁx this ε in common with the
assumptions (B2) and (B3).
Now, we set T = xξ with
ξ =
3
2 + ε +m
( 32 + ε +m)K1 + 1
in (42). Then we have x
T K1
> 1. By direct computation and the relation K2 = K1(1+ ε) we obtain
Em(x)  x(1−ξ)(m+1)+ε log x+ x(1−ξ)m+ε + x− 12 log x. (43)
Since ξ > θm , we can replace ξ in (43) with θm . Finally, taking ε arbitrarily small, we obtain (25).
Remark. For example, let us consider the case F (s) = ζ 2(s) in Proposition. Then a(n) = d(n), K1 = 2, and A0(x) = x log x +
x(2γ − 1) + 14 + E0(x), where d(n) is the divisor function and γ is the Euler constant. In (25), set m = 0. Then θ0 = 38 , and
so, E0(x) = O (x 58+ε). In this case E0(x) is often denoted by Δ0(x). As for the bound for Δ0(x), Δ0(x) = O (x 13+ε) has been
known. This bound can be obtained by using the Voronoï formula, which is a deep one obtained by using the functional
equation for ζ 2(s). If we add a new assumption concerning to a functional equation for F (s), we can get a more precise
bound for Em(x) than (25). But, (25) is suﬃcient for our study of spectral sets.
Finally, we prove the later part of (IV). The sequence θm strictly increases to 1K1 as m increases to ∞. Hence,
3
3K1 + 2 = θ0 < θ1 < θ2 < · · · <
1
K1
. (44)
On the other hand, from the deﬁnition of Vm it follows that
m + 1− Vm =min
{
(m + 1)θm,mθm + 1,m + 3
2
}
. (45)
By (44) and (45) we see that the sequence m + 1− Vm strictly increases to ∞ as m increases to ∞. Moreover, we see that
m + 1− Vm min
{
(0+ 1)θ0,0θ0 + 1,0+ 3
2
}
= min
{
3
3K1 + 2 ,1
}
,
and obtain (26).
This completes the proof of (IV) of Proposition.
6. Proof of Theorem 2 (if there is a pole)
Let us consider asymptotic behaviours for UFσ (u, v), σ < 1, as u → +0 in the case that F (s) has a pole at s = 1. For any
ﬁxed σ < 1, choose M as 1− (M − VM−1) < σ < 1, where the choice of M is possible because of (IV) of Proposition. Then,
by the expression (27) for F (s), we have
UFσ (u, v) =
∞∫
−∞
F (σ + it)e−u|t|−itv dt =
5∑
ν=1
Iν (46)
with
I1 =
∞∫
−∞
(
N∑
n=1
a(n)
ns
)
e−u|t|−itv dt,
I2 =
∞∫ ( l−1∑
h=0
C−(h+1)
h∑
j=0
(−1) j+1
(h − j)!
N1−s(logN)h− j
(1− s) j+1
)
e−u|t|−itv dt,−∞
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∞∫
−∞
(
− E0(N) +
1
2a(N)
Ns
)
e−u|t|−itv dt,
I4 =
∞∫
−∞
(
−
M−1∑
m=1
(s)m
Em(N)
Ns+m
)
e−u|t|−itv dt,
I5 =
∞∫
−∞
(
(s)M
∞∫
N
EM−1(x)
xs+M
dx
)
e−u|t|−itv dt.
Let 0 < u  u0 < 1, where u0 is a constant. Fix λ /∈ {− logn}∞n=1 and choose ε0 > 0 such that the closed interval[λ − ε0, λ + ε0] does not contain any value − logn. Denote the distance between [λ − ε0, λ + ε0] and {− logn}∞n=1 by δ.
Choose N as v + logN > 1 and logN > v uniformly for v ∈ [λ− ε0, λ+ ε0].
For I1 we have, by the assumption (B3),
I1 =
N∑
n=1
a(n)
nσ
2u
u2 + (v + logn)2 
N∑
n=1
|a(n)|
nσ
2u
u2 + δ2  N
1−σ+εu.
For I2 we use the following.
Lemma 7. Let σ < 1, r ∈ N, and 0< u  u0 < 1. Let v and N be real numbers with v + logN > 1. Then
∞∫
−∞
N1−s
(1− s)r e
−u|t|−itv dt = 2πe
−(1−σ)v
Γ (r)
(v + logN)r−1 + O (N1−σ u| logu| + N1−σ (v + logN)r−1u), (47)
where the implied constant depends only on σ , u0 , and r.
Proof. By using the expression (20), the left-hand side of (47) is rewritten as
= N
1−σ
Γ (r)
∞∫
0
e−(1−σ)y yr−1
∞∫
−∞
e−u|t|−it(v+logN−y) dt dy
= N
1−σ
Γ (r)
∞∫
0
e−(1−σ)y yr−1 2u
u2 + (v + logN − y)2 dy
= N
1−σ
Γ (r)
∞∫
−(v+logN)
e−(1−σ)(y+v+logN)(y + v + logN)r−1 2u
u2 + y2 dy. (48)
Let α > 0, Y > 1, r ∈ N, and 0< u  u0 < 1. Then it is known that
∞∫
−Y
e−α(y+Y )(y + Y )r−1 u
u2 + y2 dy = πe
−αY Y r−1 + O (u| logu| + Y r−1u), (49)
where the implied constant depends only on α, u0, and r (for the proof of (49), see [10, Lemma 3]). Applying (49) to (48),
we obtain (47). 
Using Lemma 7 and logN > v , we have
I2 = −2πe−(1−σ)v
l−1∑
h=0
C−(h+1)
h!
h∑
j=0
(
h
j
)
(logN)h− j(−v − logN) j
+ O
(
l−1∑
h=0
h∑
j=0
(logN)h− j
(
N1−σ u| logu| + N1−σ (v + logN) ju))
= −2πe−(1−σ)v
l−1∑
h=0
C−(h+1)
h! (−v)
h + O (N1−σ u| logu|(logN)l−1).
For I3 we have, by the assumption (B3) and E0(N) = O (NV0+ε) with V0 = max{1− 3 ,0,− 1 } (see (25)),3K1+2 2
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(
E0(N)+ 1
2
a(N)
)
1
Nσ
2u
u2 + (v + logN)2
 max{N1− 33K1+2+ε,Nε}× N−σ u  N1−σ u.
Let (σ + it)m =∑mk=0 cktk , ck ∈ C. For I4 we have, by v + logN > 1, (25), logN > v , and (26),
I4 = −
M−1∑
m=1
Em(N)
Nσ+m
m∑
k=0
ck
∞∫
−∞
tke−u|t|−it(v+logN) dt
= −
M−1∑
m=1
Em(N)
Nσ+m
m∑
k=0
ckk! (u − i(v + logN))
k+1 + (−1)k(u + i(v + logN))k+1
(u2 + (v + logN)2)k+1
= −
M−1∑
m=1
Em(N)
Nσ+m
m∑
k=0
ckO
(
umax{1, |v + logN|k}
u2 + 1
)

M−1∑
m=1
NVm+ε
Nσ+m
(logN)M−1u 
M−1∑
m=1
N1−σ−(m+1−Vm)+2εu  N1−σ u.
For I5 we similarly have
I5 =
M∑
k=0
ck
∞∫
N
EM−1(x)
xσ+M
∞∫
−∞
tke−u|t|−it(v+log x) dt dx
=
M∑
k=0
ck
∞∫
N
EM−1(x)
xσ+M
k! (u − i(v + log x))
k+1 + (−1)k(u + i(v + log x))k+1
(u2 + (v + log x)2)k+1 dx

∞∫
N
|EM−1(x)|
xσ+M
umax{1, |v + log x|M}
u2 + 1 dx

∞∫
N
xVM−1+ε
xσ+M
(log x)Mudx  N1−σ−(M−VM−1)+2εu  N1−σ u.
Substituting the above estimates for Iν into (46), we have
UFσ (u, v) = −2πe−(1−σ)v
l−1∑
h=0
C−(h+1)
h! (−v)
h + O (N1−σ+εu| logu|), (50)
where the implied constant is uniform for u with 0< u  u0 < 1, v ∈ [λ−ε0, λ+ε0], and N chosen such that the inequalities
v + logN > 1 and logN > v are satisﬁed for all v ∈ [λ− ε0, λ + ε0]. Taking u → +0 in (50), we obtain (8) in Theorem 2.
Finally, by (8),
lim
u→+0
λ+ε0∫
λ−ε0
∣∣UFσ (u, v)∣∣dv =
λ+ε0∫
λ−ε0
∣∣∣∣∣2πe−(1−σ)v
l−1∑
h=0
C−(h+1)
h! (−v)
h
∣∣∣∣∣dv > 0.
This shows that R− {− logn}∞n=1 is contained in S(Fσ ). Since spectral sets are closed, we conclude that S(Fσ ) = R.
This completes the proof.
7. Proof of Theorem 2 (if there is no pole)
If there is no pole at s = 1, the discussion for I2 in (46) can be omitted. For any ﬁxed σ  1, choose M as 1 − (M −
VM−1) < σ  1. Fix λ /∈ {− logn}∞n=1 and choose ε0 > 0 such that the closed interval [λ − ε0, λ + ε0] does not contain
any value − logn. Then, by the same arguments as in the previous section, we have limu→+0 UFσ (u, v) = 0 uniformly for
v ∈ [λ− ε0, λ+ ε0], and so, we can see that S(Fσ ) ⊂ {− logn}∞n=1.
Finally, we prove that − logm, m ∈ N with a(m) = 0, is contained in S(Fσ ). Choose ε0 > 0 such that the closed interval
[− logm − ε0,− logm + ε0] does not contain any value − logn, n =m. Denote the distance between the closed interval and
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such v we have
I1 = a(m)
mσ
2u
u2 + (v + logm)2 +
N∑
n=1
n =m
a(n)
nσ
2u
u2 + (v + logn)2 .
The second term on the right-hand side is

N∑
n=1
|a(n)|
nσ
u
u2 + δ2  N
1−σ+εu,
and so,
I1 = a(m)
mσ
2u
u2 + (v + logm)2 + O
(
N1−σ+εu
)
.
By the same arguments as in the previous section, I3 + I4 + I5 = O (N1−σ u). Therefore we have
UFσ (u, v) =
a(m)
mσ
2u
u2 + (v + logm)2 + O
(
N1−σ+εu
)
,
where the implied constant is uniform for small u, v ∈ [− logm − ε0,− logm + ε0], and large N . Hence we have
lim
u→+0
− logm+ε0∫
− logm−ε0
∣∣UFσ (u, v)∣∣dv = 4|a(m)|mσ limu→+0 arctan ε0u = 2π |a(m)|mσ .
This shows that if m ∈ N with a(m) = 0, then − logm is contained exactly in S(Fσ ), and if m ∈ N with a(m) = 0, then − logm
is not contained in S(Fσ ).
Thus we conclude that S(Fσ ) = {− logn | a(n) = 0}∞n=1, and the proof is completed.
8. Alternative proofs of Theorems 1 and 2
In this ﬁnal section we quote the referee’s proofs of Theorems 1 and 2 as mentioned in Introduction.
An alternative proof of Theorem 1. As discussed in Introduction and Section 3, it is suﬃcient to compute the distribu-
tion (11) in the form of Lemma 5. Let g ∈D, a C∞ function on (−∞,∞) of compact support. Let w be a complex variable,
and let
g˜(w) =
∞∫
−∞
g(y)e−wy dy, g ∈D.
Since g ∈D, g˜(w) is an entire function, and the equality
g˜(w) = 1
wM
∫
suppg
(
dM
dyM
g(y)
)
e−wy dy
holds for every M ∈ N. This equality shows that g˜(w) decreases, uniformly in each vertical strip of ﬁnite width, quicker than
any inverse polynomial. Obviously, g˜(it) = ĝ(t), t ∈ R, where ĝ is the usual Fourier transform, and so, the distribution (11)
is expressed in the form
ÛFσ |D(g) =
1
i
σ+i∞∫
σ−i∞
F (w )˜g(w − σ)dw.
Shifting the contour of integration to the vertical line of real part 2, which is valid because of (3) and decrease of g˜ , we
have
ÛFσ |D(g) = −2πχF Res
w=1 F (w )˜g(w − σ)+
1
i
2+i∞∫
2−i∞
F (w )˜g(w − σ)dw,
where χF is the same quantity as in Lemma 3. By (7),
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w=1 F (w )˜g(w − σ) =
∞∫
−∞
g(y) Res
w=1 F (w)e
−(w−σ)y dy
=
∞∫
−∞
g(y)e−(1−σ)y
l−1∑
h=0
C−(h+1)
(−y)h
h! dy,
and by the Dirichlet series expression for F and the Fourier inversion formula,
1
i
2+i∞∫
2−i∞
F (w )˜g(w − σ)dw =
∞∑
n=1
a(n)
∞∫
−∞
1
n2+it
g˜(2+ it − σ)dt
=
∞∑
n=1
a(n)
n2
∞∫
−∞
eit(− logn)
∞∫
−∞
g(y)e(σ−2)y · e−ity dy dt
= 2π
∞∑
n=1
a(n)
nσ
g(− logn).
Thus we obtain Lemma 5, and the proof is completed. 
An alternative proof of Theorem 2. The referee gives an alternative proof of Theorem 2, and, moreover, points out that the
assumptions in Theorem 2 can be relaxed as follows.
Theorem 3. Let F (s) satisfy the following assumptions (C1) and (C2):
(C1) F (s) is a meromorphic function of ﬁnite order which has only a possible pole at s = 1. For σ > 1, F (s) is expressed by the
absolutely convergent Dirichlet series
F (s) =
∞∑
n=1
a(n)
ns
, a(n) ∈ C.
(C2) For any ε > 0, there holds
F (σ + it) = O (eε|t|) (51)
on any vertical strip of ﬁnite width with a neighborhood of the pole removed.
Under these assumptions the same results as in Theorem 2 hold.
Proof. From (6) it follows that
UFσ (u, v) =F+Fσ (u + iv)−F−Fσ (−u + iv), u > 0, (52)
where F+Fσ (u + iv) and F−Fσ (−u + iv) are deﬁned as (4) and (5), respectively. F+Fσ (u + iv) is expressed in the form
F+Fσ (u + iv) =
1
i
σ+i∞∫
σ
F (w)e(iu−v)(w−σ) dw. (53)
From (51) it follows that
lim
T→∞ supxb
∣∣F (x+ iT )∣∣ · e−uT = 0
for every u > 0 and a ﬁxed b. By this we can deform the contour of (53) into one going horizontally from σ to 2, with an
upper half-circle around 1 then the half-line [2,2+ i∞). Let us write this as
F+Fσ (u + iv) =
1
i
A+(u + iv)+ 1
i
B+(u + iv), (54)
where A+ is integrated on the contour C+ which consists of the horizontal line segment and the upper half-circle, and B+
is integrated on the vertical half-line of real part 2, positive imaginary part. Similarly, we have
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1
i
σ−i∞∫
σ
F (w)e(−iu−v)(w−σ) dw
= 1
i
A−(−u + iv)+ 1
i
B−(−u + iv), (55)
where A− is integrated on the contour C− which consists of the horizontal line segment and the lower half-circle, and B−
is integrated on the vertical half-line of real part 2, negative imaginary part. Substituting (54) and (55) into (52), and using
the Dirichlet series expression for F , we have
UFσ (u, v) =
1
i
A+(u + iv)− 1
i
A−(−u + iv)+
∞∑
n=1
a(n)
( ∞∫
0
1
n2+it
e(iu−v)(2+it−σ) dt −
−∞∫
0
1
n2+it
e(−iu−v)(2+it−σ) dt
)
= 1
i
A+(u + iv)− 1
i
A−(−u + iv)+
∞∑
n=1
a(n)
n2
(
e(iu−v)(2−σ)
u + i(v + logn) +
e(−iu−v)(2−σ)
u − i(v + logn)
)
. (56)
Fix λ /∈ {− logn}∞n=1 and choose ε0 > 0 such that the closed interval [λ− ε0, λ+ ε0] does not contain any value − logn. Then
the third term on the right-hand side of (56) tends to 0 as u → +0 uniformly for v ∈ [λ − ε0, λ + ε0]. As for the second
term on the right-hand side of (56), let us deform its contour C− to the contour C+ . Then we have, for the ﬁrst and second
terms on the right-hand side of (56),
1
i
A+(u + iv)− 1
i
A−(−u + iv) = 2
∫
C+
F (w)e−v(w−σ) sin
(
u(w − σ))dw − 2πχF Res
w=1 F (w)e
(−iu−v)(w−σ), (57)
where χF is the same quantity as in Lemma 3, and see that the ﬁrst term on the right-hand side tends to 0 as u → +0
uniformly for v ∈ [λ− ε0, λ + ε0]. By (7) we have
Res
w=1 F (w)e
(−iu−v)(w−σ) = e(−iu−v)(1−σ)
l−1∑
h=0
C−(h+1)
h! (−iu − v)
h,
and so, we see that the second term on the right-hand side of (57) tends to
−2πχF e−(1−σ)v
l−1∑
h=0
C−(h+1)
h! (−v)
h
as u → +0 uniformly for v ∈ [λ− ε0, λ+ ε0]. This completes the proof of (8) and (9).
Finally, let us consider the case that F (s) has no pole at s = 1 and v belongs to the closed interval [− logm − ε0,
− logm + ε0] which does not contain any value − logn, n =m. Let G(s) be the function deﬁned by
G(s) = F (s)− P (s), P (s) =
m∑
n=1
a(n)
ns
.
Since G(s) has no pole at s = 1 and the same bound as (51), we can apply the above arguments to G(s) and get the
similar equality as (56) for UGσ (u, v), in which summation is from n = m + 1 to n = ∞. Hence we see that UGσ (u, v)
tends to 0 as u → +0 uniformly for v ∈ [− logm − ε0,− logm + ε0]. As for UPσ (u, v), treating it directly, we see that the
contribution of the term n =m of P (s) just becomes the main term, and the other terms tends to 0 as u → +0 uniformly
for v ∈ [− logm − ε0,− logm + ε0], that is,
UPσ (u, v) =
a(m)
mσ
2u
u2 + (v + logm)2 + o(1).
Thus we obtain
UFσ (u, v) =
a(m)
mσ
2u
u2 + (v + logm)2 + o(1),
and this gives (10) in Theorem 2 as considered at the end of the previous section.
This completes the proof of Theorem 3. 
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