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ABSTRACT
Jessica L. Smith: Probabilistic Hurricane Track Generation for Storm Surge Prediction.
(Under the direction of Rick Luettich)
Storm surge is a major source of devastation from hurricane events, and as such it is
important to understand the uncertainty associated with storm surge forecasting. Uncertainty in
predicted storm surge can be quantified by synthesizing a suite of probable storm tracks that are
based on errors in predictions of previous hurricanes and computing storm surge with a suitable
model. Davis et al. (2010) developed an approach to track generation based on cross-track errors
in the official National Hurricane Center (NHC) forecast tracks. In this work their methods are
extended to include along-track and maximum wind speed errors. Errors in the NHC forecasts are
used to compute probability distributions that are sampled to generate synthetic tracks on either
side of the official forecast track, with each track having an equal likelihood of occurrence. Storm
surge for each track is then computed with the ADCIRC model (Westerink et al., 2008) to
generate probability of exceedance maps and worst-case potential storm surge (maximum of
maximums). The ideal error distribution sampling number for the forecast experiments used in
this study for each dimension are 27 in the cross-track dimension, 9 in the along-track dimension,
and 9 in the intensity dimension.
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INTRODUCTION AND BACKGROUND
In tropical cyclone track forecasting, a single prediction of a tropical cyclone track and asso-
ciated parameters, such as a forecast from the National Hurricane Center (NHC), does not convey
the uncertainty in the prediction. This uncertainty arises from a number of sources, such as errors
in observed cyclone characteristics used to initialize computer models, and errors introduced by
assumptions and simplifications made in development of the computer models used to simulate
cyclone evolution. To capture this uncertainty, knowledge of prior forecast track and intensity er-
rors are needed. The NHC makes the official (OFCL) forecast tracks available in real-time, as well
as the analyzed best track at the end of each hurricane season. From these two data sets, error
distributions can be computed to develop cyclone track sets with associated probabilities.
Statistical forecasting uses data from prior forecasts of events and subsequent observations to
compute likely futures of events, based on errors in the prior forecasts. Most statistical forecasting
falls into two general categories: long-term forecasting that use real and synthesized tracks to
generate predictions over decades or more time, and short-term forecasts for single events. Long-
term forecasting focuses on the hazard as a whole, and seeks to understand the risk over time
rather than the projected track of a single storm. Short-term forecasts are needed for anticipating
the impacts of one specific storm. These forecasts are typically made in an operational environment
where the time window in which the forecast is needed is short (typically 6 hours).
Long-term, risk-based studies and applications attempt to determine the recurrence interval of
specific cyclone intensities, and the spatial distribution of this hazard. To do so, comprehensive
spatial and temporal coverage of cyclones is needed in order to smoothly represent the hazard
posed by the storms. Unfortunately, the observed cyclone history, seen in Figure 1, is sparse
in both space and time, requiring filling in of the record, typically through some Monte Carlo
approach to generating the tracks and associated parameters.
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Figure 1: Hurricane tracks in the North Atlantic from 1976 to 2016, from the IBTrACS database.
In forecasting applications, the history of observed hurricanes is of less importance than the
recent performance of track and parameter prediction models. It is the performance of forecast
models, as compared to the observed best track data in a post-storm/post-season context that is of
relatively more importance. This paper is primarily focused on short-term forecasting and uncer-
tainty quantification. However, a brief overview of long-term risk applications provides a useful
contrast to the short-term forecasting problem.
Long-term applications rely on observed hurricane history, recorded in such data sets as HUR-
DAT (Jarvinen et al., 1988; Landsea et al., 2004) or the more recent International Best Track
Archive for Climate Stewardship (IBTrACS) (Knapp et al., 2010). These datasets contain the best
track data, which are the retrospectively analyzed location and parameters of observed tropical cy-
clones and represent the best knowledge of the track data, for all hurricanes recorded since 1851 for
HURDAT and 1842 for IBTrACS. By taking into account all reliably recorded hurricanes, a long-
term risk study can be performed that generates a large number of synthetic tracks that represent
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many hurricanes over many years, with the same statistics of the observed cyclone climatology.
These studies often make little attempt to use the recorded errors of any specific model, as the
starting point of each study is from the best track databases.
Hall and Jewson (2007) created a long-term statistical prediction model that simulates tropical
cyclone tracks over many years by computing several statistical relationships. The first component
simulates the number of tropical cyclone occurrences in a single year, based on a random sampling
of previous tropical cyclone occurrences per year. The second component generates tracks using
mean and weighted variances of past storms characteristics, starting from randomly determined
genesis locations. The last component is a lysis model that determines when the storm will termi-
nate. They do not, however, address modeling of the intensity of storms, which is a critical part of
risk assessment since it determines, in large part, the impacts of cyclones making landfall.
A different approach by Rumpf et al. (2006) breaks storms into categories based on a number
of factors, including locations at genesis and the general path the storm took. It uses the binned data
to compute probability distributions for various hurricane parameters such as locations at a given
time, likelihood that the storm will change directions, and lysis/termination probability. These
distributions were then sampled randomly to generate dense sets of synthetic cyclone tracks.
Emanuel et al. (2006) developed two distinct methods of generating tracks, both of which start
with historical genesis locations. The first uses a Markov chain to move the track forward in time,
using climatology probability distributions representing the rate of change of the displacement of
the track. This allows the tracks to follow the observed statistics of hurricanes, while still incorpo-
rating the memory of the motion it has already completed. The second method involves generating
synthetic wind and pressure fields such that the wind fields resemble established climatologies.
Vickery et al. (2000) generated long-term cyclone track sets from the HURDAT dataset, using
a gridded set of weighted regression coefficients that vary by 5ox5o longitude/latitude boxes and
the direction in which the storm is moving. The storms are started from historical genesis points,
and their evolution is governed by the parameter distributions of the boxes they are currently in.
The resulting track sets are used in risk assessment studies, such as wind loading due to hurricanes
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on offshore structures and coastal hazard analyses.
Long-term statistical forecasts are focused on computing and using data representing many
storms over time, while short-term statistical forecasting mainly involve the errors of a given
model(s). Weber (2003) developed a statistical model called STEPS that uses the forecast er-
rors of both numerical weather prediction (NWP) models and other statistical models to produce
storm parameters. The performance of each model is evaluated relative to the observed storm loca-
tion, then each model’s contributions are weighted, and synthetic storm parameters are determined
(Weber, 2003).
DeMaria et al. (2009) focuses on one forecast model, the NHC’s official forecast (OFCL),
and uses a Monte Carlo (MC) approach to model potential hurricane tracks and intensities for
wind speed forecasts. The method starts with a random sampling of the previous 5 years of OFCL
track error, then adds these to the official track positions to generate a spread of tracks around the
official forecast track. The approach also implements a correlation correction to the tracks, such
that the current time level is linearly related to the previous time step. The constants used in this
relationship are estimated using a least squares approach to modeling the errors (DeMaria et al.,
2009).
In an update to this original approach, DeMaria et al. (2013) added the Goerss predicted con-
sensus error (GPCE) parameter to the track model which accounts for ensemble behavior. The
GPCE parameter was developed by Goerss (2007) to estimate the error in a consensus model fore-
cast as a function of the forecast track spread within the individual numerical weather prediction
model outputs that comprise the consensus model known as CONU. It is based on a regression
analysis of track spread, intensity, displacement, speed of storms, and number of tracks available
in the consensus model (Goerss, 2007). It was then shown that this parameter could also indicate
useful information about the NHC forecasts, and DeMaria used it to improve the 2009 MC model.
This uncertainty parameter is shown to improve the MC model when the sampled distributions are
divided based on GPCE parameter, and then these distributions are sampled when the cyclone has
the same value. The correlation correction helps offset any jumps that the track might make when
4
moving between GPCE parameter distributions (DeMaria et al., 2013).
The approach by Davis et al. (2010) takes the cross-track errors in the NHC official forecast
and the current OFCL forecast track to expand about the central track into a cone-shaped ensemble
of tracks by using kernel density estimations for across-track error distributions at different forecast
times (12, 24, 36, 48, 72 hr). This method is very efficient, since the error distributions are pre-
computed prior to each hurricane season. The ensemble of tracks is then used to compute storm
surge simulations. The density of tracks determines the smoothness of the resulting storm surge; as
tracks spread apart, the smoothness of the aggregated storm surge surface begins to degrade. It was
determined that 81 tracks provided a reasonable balance between track density (i.e., distribution
sampling) and computational effort. However, only considered cross-track error was considered,
ignoring the along-track and intensity errors, which can influence the storms impacts in terms of
storm surge (Davis et al., 2010).
In this paper, Davis et al. (2010) methods are extended to include along-track error (ATE) and
intensity error (ITE). Intensity is captured as the maximum sustained wind speed, and the along-
track error reflects errors in the storm’s forward translation speed. These two additional sources of
error give a more complete picture of a storms impacts and on storm surge probabilities.
A Hurricane Isabel forecast is used for the majority of the analysis in this study, the blue line
in Figure 2, which was issued on September 15, 2003. The best track is shown in red in Figure 2,
and the remainder of the lines represent the forecasts issued by the NHC. Hurricane Isabel made
landfall on September 18, 2003.
5
Figure 2: Hurricane Isabel best track (red) with NHC forecasts (black), and the forecast used for
the majority of this analysis is emphasized in blue.
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METHODS
Davis et al. (2010) developed a statistical method of computing synthetic tracks from prior
cross-track errors and a forecasted track from a model, allowing a large number of hurricane tracks
to be generated from a single central track, each with equal likelihood of occurrence. By breaking
it down in this way, potential storm risks like storm surge can be quantified in a probabilistic
manner. By extending this method to include the ATE and ITE (maximum wind speed error) a
more complete assessment of uncertainty can be obtained, allowing for an improved description of
the storm surge threat from a specific cyclone.
In this paper, the focus is on the NHC’s OFCL forecast, since it is the primary forecast product
and the product the public is most aware of. The errors are published online for general use, but
the analysis herein uses a reanalysis from the original forecast data and best track data, analyzed in
a method similar to that used for the OFCL error calculations. Despite the fact that only the OFCL
forecasts are used, this method can be applied to other forecasting models such as the GFDL or
HWRF model track predictions.
The NHC breaks down their errors into four types: intensity error (Vmax error in kts), total
(radial) track error (in nm), cross-track error (nm), and along-track error (along storm direction
error in nm). As seen in Figure 3, the cross-track and along-track error are determined from a
comparison of the best track and the forecast track, and these two together can be combined to
equal the total (radial) track error.
The cross-track error (CTE) can be considered an error in direction, from left to right of the
best track in the direction of travel, while the along-track error (ATE) can be considered an error
in forward speed, where tracks that run ahead of (behind) the best track are faster (slower). These
errors are used to produce synthetic tracks in three sets: cross-track errors only (the Davis et al.
(2010) method), along and cross-track errors, and Vmax, cross, and along-track errors.
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Figure 3: Calculation of the error between a forecast track (light blue) and the best track (dark
blue). The total track error is rotated into an along-best-track direction, resulting in the two error
components. In this example, the forecasted positions lag behind the best track, resulting in a
negative (slower) ATE.
Davis et al’s work on the track modeling was focused on having an operational product in
the end, and therefore built a system of priority levels to be run based on the available computing
time and power. The focus of this work is instead on the statistical and storm surge aspects of
the problem, ignoring the operational wall clock time aspect of computing potentially hundreds of
simulations on high spatial resolution model grids..
Taking the computing time component out of the process allows the use of this idea in a
different manner, which is termed track density. The track model will theoretically generate an
infinite number of tracks, using the errors from the NHC to vary the spread from the given forecast
track. Each error is treated independently, meaning that each type of error can be sampled a
different number of times. Davis et al’s approach of sampling the distribution 3n times to create
the same number of tracks is an efficient method of sampling a distribution. By choosing a base of
3, and by dividing the distribution into equal area chunks, the center of the distribution is always
selected, and subsequent analyses (i.e. sampling 9 times after sampling 3 times) guarantee that
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Figure 4: For three different sampling quantities, the distribution shown is then divided into equal
area chunks. The midpoint of each chunk is used for this model. The red lines show the points
that are common in all three of the sampling scenarios, and the blue lines show the points shared
between the second and third scenario. The right side of the distribution is left alone to better
explain the sampling technique (adapted from Figure 4 in Davis et al. (2010)).
the sample points in the smaller set are also in the larger set (Figure 4). This provides Davis et
al with a set of results that can be built up as more computing time is available, without wasting
computing power by re-sampling and being unable to utilize the already computed results Davis
et al. (2010). By taking this concept in reverse one is able to backtrack from a large number of
tracks to a smaller number, also without having to resample and re-run tracks, and determine the
ideal number of tracks required to come to a convergent storm surge result. If 27 tracks are created,
then sampling sets of 9 tracks and 3 tracks are easily derived (Figure 4), such that the sampling
sets distributions were sampled with equal area under the curve.
Figure 5 describes the workflow for computing the track ensemble and subsequent storm surge
response. The track model, labeled as the Synthetic Hurricane Tracks box in Figure 5, requires two
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Figure 5: Workflow for computing probabilistic hurricane tracks and storm surge. The Synthetic
Hurricane Tracks box is the main focus of the statistical work described herein.
input datasets: the NHC track errors and the OFCL forecast track. These inputs are used to generate
synthetic hurricane tracks that are fed into a storm surge model (described below) with a built-in
parametric wind model. The wind speeds and directions from the built-in wind model drive the
circulation model to produce the storm surge response to the cyclones.
The forecast track input to the model drives all synthetic tracks, in that the positions, speed,
and maximum wind speed of the forecast are systematically modified in order to generate the
synthetic tracks. Using a forecast/hindcast track from the same model as the errors, allows for a
direct visualization of the errors of the model. In the case of the OFCL forecast, using a forecast
track and the OFCL errors gives a visual view of the track options that are statistically possible
based on the error. This forecast track is stripped from an NHC OFCL forecast advisory, allowing
it to be used directly from an operational cyclone forecast.
All three error types are read into the program. For this paper, the error data has its source
between the years of 2011 and 2015, and includes errors from both hurricanes and tropical storms.
The data is then grouped by forecast time (0, 12, 24, 36, 48, 72, 96, 120 hrs), and each forecast
time group is fitted to a Gaussian distribution, shown in Figure 6 and with their statistics described
in Table 1. The distributions are then sampled with a given number of tracks.
It is interesting to view the CTE and ATE plotted, as in Figure 7, as the scatter plots show the
increasing error for increasing time levels, as the forecast errors are small for the first few time
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(a) ATE Only PDF
(b) CTE Only PDF
(c) ITE Only PDF
Figure 6: Error distributions calculated for the time period between 2011 and 2015. a) Along-track
error probability density functions by forecast time level. b) Cross-track error probability density
functions by forecast time level. c) Maximum wind speed error probability density functions by
forecast time level. Note that the y-axis dimensions for this plot is different than that of the previous
two.
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Table 1: Error statistics for the probability density functions shown in Figure 6.
Mean Standard Deviation
Forecast Time ATE CTE Vmax ATE CTE Vmax
(hr) (km) (km) (m/s) (km) (km) (m/s)
0 -0.5 0.4 -0.81 17.9 14.2 1.95
12 -9.6 -3.4 -0.72 44.1 40.3 3.86
24 -20.9 -6.0 -0.69 70.0 61.2 5.56
36 -32.1 -7.2 -0.52 99.7 84.6 6.98
48 -44.5 -11.4 -0.37 140.6 113.6 8.12
72 -72.1 -22.8 -0.55 206.0 180.9 9.69
96 -98.6 -47.0 -0.06 306.0 252.3 10.00
120 -176.8 -65.7 0.5 399.2 352.8 9.48
levels, and then increase in later time levels. The time levels are roughly circular in the early times,
and become more elliptical in the later times. The circular shape demonstrates that the errors in
the cross-track and the along-track directions are roughly equal, whereas the elliptical nature of
the later times shows a wider spread of data in the along-track direction, meaning that the ATE is
greater in the later times. It is also interesting to see that the later times show that the bias in the
ATE speed direction is negative, meaning that the later times predicted are slower than the best
track. As the forecast time increases, the bias in CTE is negative, meaning that the forecasts tend
to be left of the best track.
The forecast track is read in, and the specific forecast times, the positions forecast at those
times, and the maximum wind speed (Vmax) of those times is recorded. The positions are added
into the track spread that is generated from the errors to give it context for the given storm, and the
Vmax is used later in conjunction with the error sampling results to calculate the central pressure
deficit. Central pressure, needed by the parametric cyclone wind model in the storm surge model,
is modeled by using a 2-d quadratic regression of latitude and Vmax onto the central pressure
deficit (Blanton, personal communication, 2017).
The ADvanced CIRCulation (ADCIRC) model is used to predict storm surge (Luettich et al.,
1992; Westerink et al., 2008). ADCIRC is a finite element numerical hydrodynamic model, in its
two dimensional, depth integrated form. The track text files are then used to run ADCIRC using
12
Figure 7: Cross-Track Error (CTE) vs Along-Track Error (ATE) in km for errors calculated be-
tween the years 2011 and 2015. Variance ellipses are drawn with the center at the mean error for
that time level, and with major (minor) axes scaled to 1 stdev of the error.
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NWS option 8, which reads in track files in best track format and generates wind and pressure
fields using the ADCIRC built-in parametric wind model, and then uses the tracks to compute
storm surge simulations, in this case 5 days long to correspond with the NHC forecasts.
Figure 8: The ADCIRC triangular finite element grid used in this analysis. There are about 35,000
computational nodes (triangle vertices).
The ADCIRC finite element grid used for these experiments (Figure 8) has relatively coarse
spatial resolution, and does not include land areas. Consequently, this grid (and the results herein)
do not account for overland inundation. The practical consequence of using this grid is that simu-
lated water levels will tend to be slightly higher than on a grid that supports overland inundation.
While this is not ideal for real-time forecasting, where accurate simulations are needed by po-
tential end-users, this grid is ideal for efficiently conducting repeated simulations that minimize
computational resources.
The simulated ADCIRC water levels are used to determine the storm surge occurring in the
coastal areas. The individual map generated, one for each track, show the impact of one track, but
are used in combination to form a composite or aggregated plot called the maximum of maximums
(MOM). MOM plots show the maximum water level a each node over all time for all tracks. It rep-
resents the worst case scenario for the track ensemble. The collection of storm surge responses are
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used to compute probabilities of exceedance and exceedance water levels that depict the likelihood
of surge reaching a height above sea level or land.
To determine the optimal sampling level in each error dimension, experiments were conducted
that look at each error type individually. For each experiment, one error type was selected and sam-
pled 729 times. The best track values were used for the remaining two dimensions, and tracks and
then storm surge runs were computed. In the case of the ITE, the best track was used for all 729
tracks, with the maximum wind speed and central pressure as the only changed parameters. Sta-
tistical analyses were then performed on each of the three parameters, and two more experiments
were performed, comparing the combinations of CTE and ATE, with CTE and ITE.
The individual error experiment results are shown using two different composite plots. The
first is the maximum of maximums (MOM) plot, which takes the maximum water levels for each
node and taking the maximum over these nodes for every track included in the ensemble.
The maximum water height for each experiment was interpolated to the 30 coastal locations
(Figure 9). An example of this is shown in Figure 10(a) for location 20, for the 729 track, CTE
Only experiment. The 729 tracks are then subsampled to produce the smaller track numbers.
These maximum water levels were then used to generate a probability density function (pdf) and
cumulative density function (cdf) for each location, which was sampled at nine probabilities, from
0.1 to 0.9 (Figure 10(b)). The results of the cdf sampling are then used to compute a probability of
exceedance.
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Figure 9: Locations of points chosen for the track density testing, with location 20 in red.
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Figure 10: Example of computing the empirical cumulative density function for location 20. a) the
maximum water level for all tracks in the 729 CTE experiment. b) The cdf generated from fitting a
kernel distribution of maximum water levels, which is then sampled at nine different probabilities
to get the water height associated with specific probabilities.
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RESULTS
Calibration of the ADCIRC settings was performed using the best track of Hurricane Fran
(1996), by varying the Mannings N bottom friction parameter and the wind drag limit. These
settings were used to run the best track, and then high water mark (HWM) data from the Program
for the Study of Developed Shorelines storm surge database (Peek and Young, 2013) was compared
to the simulations. Twenty four of the HWM data points for Fran (Figure 11) were used along the
coast of North Carolina between Cape Lookout and Cape Fear, as these were all within the grid
used for the ADCIRC simulations.
Figure 11: Fran high water marks used for the ADCIRC verification process.
Mannings N is a parameter that quantifies the roughness of material for the purpose of model-
ing the flow over it. In this ADCIRC model configuration, the Mannings N parameter is a constant
applied to all model nodes. In applying it as a constant to all the nodes in the grid, this can be
adjusted improve the simulated storm surge fit to the observed HWMs. The values for Mannings
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N for this experiment are: 0.01, 0.015, 0.02, 0.025, 0.03.
The wind drag limit value represents the upper limit on the wind drag coefficient used in the
wind drag formulation in ADCIRC. Typical values for this variable are cited as 0.002 and 0.0035,
so we chose a range containing those to test: 0.0015, 0.002, 0.0025, 0.003, 0.0035.
The parameters that give the best fit to the HWM data out of this calibration step (MN=0.01
and Wind Cap=0.0035) had the lowest mean absolute error and lowest root mean squared error, as
shown in Table 2. It also had the lowest minimum and maximum error over all of the synthetic
track runs. These errors were calculated by taking the high water marks and subtracting off the
synthetic forecasts. The maximum water level along with the HWM values are shown in Figure
12.
Table 2: Root mean square values and mean values of the difference between the simulated minus
expected water level for the high water marks.
Root mean squared error Mean absolute error
Wind Drag Limit Wind Drag Limit
0.0015 0.0020 0.0025 0.0030 0.0035 0.0015 0.0020 0.0025 0.0030 0.0035
MN
0.010 1.8726 1.5069 1.1701 0.8866 0.7243 0.010 1.7854 1.3966 1.0182 0.6591 0.3824
0.015 1.8726 1.5069 1.1701 0.8866 0.7243 0.015 1.7854 1.3966 1.0182 0.6591 0.3824
0.020 1.8726 1.5069 1.1701 0.8866 0.7243 0.020 1.7854 1.3966 1.0182 0.6591 0.3824
0.025 1.8728 1.5072 1.1706 0.8874 0.7252 0.025 1.7856 1.3967 1.0184 0.6593 0.3826
0.030 1.8769 1.5122 1.1768 0.8955 0.7344 0.030 1.7889 1.4003 1.0220 0.6629 0.3846
This analysis shows that for our study the storm surge is less sensitive to Mannings N param-
eter than it is to the wind drag limit parameter. While capping the wind drag at a value of 0.0005
lower, almost doubled the error, there was little variation at all from the Mannings N variations.
Since the grid used for this study is coarse it is likely not as sensitive to the bottom friction compo-
nent. This component is more directly related to coastal surge and makes less of a difference along
the shelf and in deeper water where bottom friction has less of an effect.
The CTE only MOM with tracks shows both track density and the MOM results (Figure
13). The water levels in the area of interest do not significantly change between the increase of 27
tracks to 81 tracks. The CTE only data did have the largest fluctuation of data between the different
number of tracks as the density of tracks impacted all of the points that were interpolated to.
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Figure 12: High Water Marks overlaid on the maximum water level of the Fran best track, using
the calibrated values of Mannings N and the wind drag limit.
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Figure 13: CTE Only MOM with tracks overlaid, for different sets of track numbers. Each of these
are sets of 3x, and start from the same location. The center track of the distribution is the input
OFCL forecast track, and is the same for each track set.
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DISCUSSION
As noted in the Results section, the determination of the number of tracks required to resolve
collective storm surge features in a composite analysis is performed by examining probability of
exceedance (POE) plots and maximum of maximum (MOM) plots. Each of the errors was treated
independently for this analysis. We plot the exceedance water levels for specific probabilities
(Figure 14), and determine at which sampling level the along-coast variations in these water levels
are within a specified threshold. Visually, the along-coast water levels ”converge” to a stable level
at each location. This convergence is quantified in Table 3 with the root-mean-square (rms) of the
difference between subsequent track quantities (1,3,9, 27, 81, 243, 729).
Figure 14: CTE only Probability of Exceedance plots of location versus water height in meters.
The analysis should show a converged set of lines, where the increase of tracks should result in the
lines coming together and eventually hitting the same water heights at the locations.
Based on the analysis of the CTE for different probabilities of exceedance (Figure 14), the 0.1
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probability (10% likelihood of exceedance) water levels exhibits the most variability in the along-
coast direction. Clearly, neither the three-track or nine-track sampling level do not adequately
cover the along-coast water levels, compared to the higher sampling levels. At 0.2 probability of
exceedance, the three-track simulation is again substantially different than the higher level sam-
pling. The variations in water level between sampling level begin to converge at the 9-track level.
With higher probabilities of exceedance (meaning lower water levels), the convergence is ”faster”
in the sense that the three-track results are closer to the higher sampling results. In the rms analysis
at location 20 (Table 3), there is an order of magnitude difference between the 3-9 track and the 27
to 81 track values that is mirrored in the total location analysis. The nearly full order of magnitude
drop between 3-9 and 9-27 is not mirrored exactly in the total location , but the changes in rms
become less dramatic at that point. With this analysis, the minimum number of tracks to represent
the whole very well is 27 tracks, and if more resolution is needed the track numbers can increase
from there.
Table 3: RMS error of water height in meters over the different CTE only track quantities for
location 20 and all 31 locations, over the probability of exceedance numbers
Track comparisons
1-3 3-9 9-27 27-81 81-243 243-729
Loc 20 0.39 0.49 0.07 0.05 0.03 0.02
31 Locs 1.60 0.70 0.15 0.07 0.04 0.03
A metric that could potentially be used for determining the optimal track spread is to compare
the size of the forecasted storm to the distance between tracks. In this analysis, all storms are
assumed to be 150km in radius to the last closed isobar, which results in the tracks of the 27 track
set being approximately between 26 km to 56 km apart within the North Carolina coastal region.
Tracks placed so close together allows for a large amount of overlap, where all the locations used
for this analysis are touched by a number of the storms. Overlap prevents the large variation in
along-coast water levels, such as can be seen centered around the tracks in the three track MOM
in Figure 13. In comparison, the 3 track set have a spacing about 172km apart, and the 9 track
spread ranges from 65km to 129 km. This ”gap” in the storm density needs to be avoided in order
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to provide smooth probabilistic water level assessment.
A Brier score analysis is a method of determining the skill of a set of forecasts (Wilks, 2006).
In this study, the set of cross-track only forecasts shown in Figure 14 are used for the Brier analysis.
The analysis compares the forecast probability of exceeding a given value with whether (or not)
the ”observed event” also exceeded that value for given locations. The analysis is performed at the
31 locations of the POE analysis, and the threshold value used for the results is 0.8m.
A Brier score analysis was performed for two forecasts, the forecast when Hurricane Isabel
was 3 days from landfall, and the forecast from 2 days earlier at 5 days out. The forecast track
in the 5 day out case does not quite make landfall. The Brier score results are shown in Table 4.
The difference between the the Brier scores for each track is very small. Looking at the five day
forecast results, there is no benefit from increasing the values more than three tracks. In contrast,
the nine track Brier score is lowest for the three day forecast.
Table 4: Brier score for the different track density ensemble sets
Track quantity sets
3 9 27 81 243 729
5 day out track 0.37 0.43 0.45 0.45 0.45 0.45
3 day out track 0.32 0.32 0.33 0.33 0.33 0.33
Based on the rms error analysis, 27 tracks is a sufficient sampling level for the cross track
errors. To determine the appropriate sampling level for the other error components, a similar rms
error analysis was performed, which showed that 9 tracks was a sufficient approximation of both.
However, assessing these individually does not provide a realistic result because there is no cross-
track spread when the ATE and ITE errors are sampled independently of the CTE. This means that
the storm surge response does not cover the same along-coast area, leading to misleading ”skill”
where the predicted water levels are close to zero. In order to assess if the 9-track sampling in
the ATE and ITE errors is appropriate, a test was run using 27 CTE sampling points and 9 ATE
sampling points (Figure 15), along with one using the 27 CTE sampling points and 9 ITE sampling
points (Figure 16).
With a higher set of spatially deviating tracks for the CTE+ATE experiment (Figure 15), the
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Figure 15: Maximum of maximum surge for sampling CTE and ATE for this grid: 243 storms
tracks, representing sampling CTE 27 times and ATE 9 times. The MOM alone is shown on the
left, and the tracks plus the MOM are shown on the right.
Figure 16: Maximum of maximum surge for sampling CTE and ATE for this grid: 243, represent-
ing sampling CTE 27 times and ITE 9 times. The MOM alone is shown on the left, and the CTE
tracks are shown on the right.
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Figure 17: Maximum of maximum surge for sampling all the error options for this grid: 2,187
storms tracks, representing sampling CTE 27 times, ATE 9 times, and ITE 9 times.
MOM results are very smooth. However, other than the deviation in tracks, the variations in for-
ward speed of the storm does not make a large difference. Varying the pressure with the same CTE
sampled tracks (Figure 16) results in higher water levels, even with the reduced spatial deviation.
Directly comparing the two experiments (Figure 18) shows that the ITE and the ATE generate very
different responses when combined with the CTE. In coastal locations, the maximum water levels
in the CTE+ATE experiment were about 40% lower than in the CTE+ITE experiments.
The results of comparing the final result of all errors to that of the coupled experiments (Figure
19), show that CTE+ITE MOM most closely resembles the results presented in the full error MOM,
but with lower water levels. The mean of the difference between the full errors and the CTE+ATE
is 1.9 m at the 31 locations, with a standard deviation of 0.5 m, and the mean of the difference
between full errors and the CTE+ITE is 0.6 m, with a standard deviation of 0.3 m.
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Figure 18: Comparing the CTE+ATE MOM to the CTE+ITE MOM for this grid.
Figure 19: Comparison of the three water level sensitivity experiments, with the along coast loca-
tion on the x-axis, and water level on the y-axis. The blue line shows the water level when all three
errors are sampled, the red line for just CTE and ATE, and the yellow line for sampling CTE and
ITE.
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CONCLUSIONS
This study focused on developing a probabilistic track generator based on the NHCs OFCL
hurricane model track errors. Starting with an OFCL hurricane track, this approach generates a set
number of tracks by sampling error distributions and using these sampled values to alter the input
forecast track. The tracks are then used to run the storm surge model ADCIRC. The final number
of tracks needed to reach stable statical measures is 27 tracks in the cross-track direction, 9 in the
along-track direction, and 9 tracks in the Vmax (ITE) error dimension. While this study did not
consider operational requirements or concerns, and hence the speed of the overall modeling process
was not a constraint, it is interesting to note that on the Hatteras cluster at RENCI, ADCIRC runs
for the coarse grid take 55 minutes each. This equates to about 2200 computer hours to carry out
the 27 by 9 by 9 simulations.
Extrapolating from the Davis et al. (2010) analysis, which showed 81 tracks as ideal for their
grid, study area, and operational constraints, if we were to use 81 tracks in each error dimension
(CTE, ATE, ITE), this would result in 531,441 tracks and computer hours to run, and even reduc-
ing this to 27 in each direction results in 19,683 tracks and computer hours. This is 9 times the
computing time required to run our reduced quantity. Implementing this technique on a different
grid should involve this calibration step, in order to fine tune the computing time needed to attain
a specific level of convergence in the predicted exceedance levels at a specified ADCIRC model
grid resolution, or (conversely) determine the track density that allows computation on a specified
grid resolution within a specified about of time.
Future research will focus on the probabilistic water levels from recent hurricanes on high-
resolution ADCIRC grids and the incorporation of tides into the final probabilistic assessments,
where operational constraints must be considered. Hurricane Isabel, forecasts from which used as
a driver for the bulk of this study, hit the Outer Banks and most of the HWM for the storm are
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landward of the barrier islands, which are not included in the grid we used. It is also important
to note that all of the ADCIRC simulations performed for this study do not include tides, which
impacts comparing the results to observed water levels at NOAA tide gauges, due to the essentially
random timing of landfall and tidal phases at the coast. Between this and the coarse grid used for
this study, comparisons of the Hurricane Isabel high water mark data to the synthetic results would
be unhelpful, and were therefore not performed. However, this would be an interesting inquiry to
explore in future studies with higher resolution ADCIRC grids.
We also intend to conduct a more comprehensive set of simulations with the full sequence
of hurricane forecasts. We anticipate this will show that as the storm approaches landfall, fewer
tracks are needed to resolve the along-coast probabilities. For a given ADCIRC grid resolution
and computational ”window”, this reduction in CTE sampling with decreasing forecast lead time
could be used to sampling the forward speed (ATE) and intensity (ITE) error distribution at higher
levels.
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