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Abstract 
The aim of this thesis was to evaluate the suitability of the physically based, distributed 3D 
hydrological model HydroGeoSphere for the simulation of spatio-temporal soil moisture 
variability as well as unsaturated flow processes and to investigate the models’ applicability at 
large spatial and temporal scales.  
To achieve these aims, hydrological simulations of a forested headwater catchment in the Eifel 
region were used to evaluate the suitability of the model. The headwater catchment offered not 
only site specific measurement of discharge, evapotranspiration and interception, but the 
instrumentation in the catchment also provided the unique possibility to compare simulated to 
continuously measured soil moisture variability for two years. As model results heavily depend 
on the chosen spatial and temporal model resolution, the catchment was simulated at 2 
different spatial and 2 different temporal discretizations. 
All simulations showed a satisfactory agreement to annual water balance components and 
discharge dynamics. A dominance of subsurface flow was also simulated for every simulation 
which corresponds to previous findings in forested catchments. The quality of simulated soil 
moisture variability exhibited large variations between the temporal dynamics and spatial 
patterns. Dynamics were well simulated, but the simulation missed short term variations 
probably due to a lack of bypass flow in the model structure. On the contrary, simulated and 
measured soil moisture patterns showed large differences indicating a simplified representation 
of spatial heterogeneity in the model. Simulation of flow processes and water balance 
components only showed a weak sensitivity to spatial or temporal resolution while higher spatial 
resolution was identified as an important factor in the successful simulation of soil moisture 
patterns. 
The potential of using the model at larger spatial and temporal scales was tested with 
simulations at a mesoscale catchment including the above described headwater catchment.   
The challenge of simulating large catchments refers to the incorporation of spatial variability in 
climate and land use, especially the land use specific parameter estimation. With a step-wise 
introduction of spatial heterogeneity in soil, land use, potential evapotranspiration and 
precipitation into the simulation, the precipitation pattern was identified as the most and the 
potential evapotranspiration pattern as the least important for discharge simulation. 
The land use specific parameter estimation was done by transferring calibrated 
evapotranspiration parameters from the headwater catchment to the land use of the mesoscale 
catchment. This method results in very good agreement of annual and monthly simulated actual 
evapotranspiration rates to measured data and literature values. Thus, this thesis introduced the 
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transfer of model parameters from smaller to larger catchment as a promising method of 
parameter estimation of large catchments. 
Additional model validation was performed with a 50 years simulation run of forest growth for 
the mesoscale catchment. Results showed that the model is able to maintain a balance between 
inputs (precipitation) and outputs (discharge, evapotranspiration) over several decades and that 
it provides reasonable simulation of discharge dynamics for this time period. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
7 
 
 
Zusammenfassung 
Ziel dieser Arbeit war es, die Eignung des physikalisch basierten und dreidimensionalen 
hydrologischen Modells HydroGeoSphere für die Simulation räumlicher und zeitlicher 
Bodenfeuchtevariabilität und ungesättigter Fließbewegungen zu bewerten sowie Möglichkeiten 
einer Modellanwendung auf großen Raum- und Zeitskalen zu ergründen. 
Bewertungsgrundlage sind hydrologische Simulationen eines bewaldeten Quellgebietes der Eifel, 
das, neben Messungen des Abflusses, der Evapotranspiration und der Interzeption, die seltene 
Möglichkeit bot, simulierte Bodenfeuchtevariabilität mit mehrjährigen Messdaten zu 
vergleichen. Da Modellierungsergebnisse stark von der räumlichen und zeitlichen Modell-
auflösung abhängen, wurde das Einzugsgebiet mit jeweils 2 unterschiedlichen räumlichen und 
zeitlichen Diskretisierungen simuliert.  
Alle Simulationen ergaben eine gute Übereinstimmung mit jährlichen Wasserbilanz-
komponenten sowie der Abflussdynamik und zeigten auch eine Dominanz unterirdischer 
Abflussprozesse, die schon in vielen Studien in bewaldeten Einzugsgebieten nachgewiesen 
wurde. Die Qualität der simulierten Bodenfeuchtevariabilität zeigte starke Unterschiede 
zwischen der zeitlichen Dynamik und den räumlichen Mustern. Während die Dynamik bis auf 
kurzfristige Schwankungen, die auf das Fehlen von präferentiellen Fließbewegungen in der 
Modellstruktur zurückzuführen sind, zufriedenstellend simuliert wurde, wies die schlechte 
Übereinstimmung von simulierten und gemessenen Bodenfeuchtemustern jedoch auf eine 
vereinfachte Repräsentation räumlicher Heterogenität hin. Die Simulation der Fließprozesse und 
Wasserbilanzkomponenten wurde nur schwach von der zeitlichen und räumlichen Auflösung 
beeinflusst. Jedoch konnte eine höhere räumliche Auflösung als wichtiger Einflussfaktor bei der 
Simulation der Bodenfeuchtemuster beobachtet werden. 
Die Möglichkeiten einer Modellanwendung auf großen Raum- und Zeitskalen wurden mit Hilfe 
der Simulationen eines mesoskaligen Einzugsgebietes, in das das oben beschriebene Quellgebiet 
entwässert, untersucht. Die Herausforderungen der Simulation großer Einzugsgebiete liegen in 
der Berücksichtigung der räumlichen Variabilität des Klimas und der Landnutzung, insbesondere 
der landnutzungsspezifischen Modellparametrisierung. Mit schrittweiser Einführung von 
Heterogenitäten des Bodens, der Landnutzung, der potentiellen Evapotranspiration und des 
Niederschlags in das Modell konnte die räumliche Niederschlagsvariabilität als wichtigste und die 
Variabilität der potentiellen Evapotranspiration als unwichtigste Eingangsgröße für die 
Abflusssimulation identifiziert werden.  
Bei der Parametrisierung der verschiedenen Landnutzungen des mesoskaligen Gebietes wurden 
die kalibrierten Verdunstungsparameter des Quellgebietes auf die Landnutzungen des größeren 
Einzugsgebiets übertragen. Diese Methode lieferte sehr gute Übereinstimmungen der 
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simulierten monatlichen und jährlichen Verdunstungswerte mit gemessenen Daten und 
Literaturwerten. Damit konnte diese Arbeit den Transfer von kalibrierten Modellparametern als 
vielversprechende Methode zur Parametrisierung mesoskaliger Einzugsgebiete aufzeigen. 
Darüber hinaus wurde das Modell an Hand eines 50-jährigen Simulationslaufes, der das 
Forstwachstum des mesoskaligen Einzugsgebietes simuliert, validiert. Das Modell ist demnach in 
der Lage, eine Balance zwischen der Inputgröße Niederschlag und den Outputgrößen Abfluss 
und Evapotranspiration über mehrere Dekaden zu gewährleisten und außerdem die 
Abflussdynamik in zufriedenstellender Weise wiederzugeben. 
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1 Motivation and outline 
Fresh water used by industry, agriculture and households is taken from rivers, lakes, aquifers or 
artificial reservoirs. The amount of available water depends on the interplay of processes in the 
soil-plant-atmosphere system, namely precipitation, transpiration and evaporation and their 
spatial and temporal variability. This spatio-temporal variability controls and at the same time 
results from soil moisture dynamics and patterns. Spatio-temporal soil moisture variability is for 
example influenced by climatic conditions (Western et al., 2004), vegetation type (Jost et al., 
2004; Schume et al., 2004; Schwärzel et al., 2009), topography (Grayson et al., 1997), soil 
properties (Vereecken et al., 2007), antecedent soil moisture (Pan and Peters-Lidard, 2008) and 
hysteresis (Ivanov et al., 2010; Rosenbaum et al., 2012). In turn, vertical and lateral soil moisture 
variability influences the prediction of convection (Hauck et al., 2011), discharge generation 
(Blume et al., 2009; Partington et al., 2013; Stockinger et al., 2014) and transpiration.  
A major challenge to the investigation of soil moisture variability and its feedbacks with other 
state variables and fluxes originates from the scale dependency of these feedbacks. For example, 
soil moisture influences convection at mesoscale study sites (>10 km2) but discharge generation 
processes occur at the hillslope scale (a few hundreds of meters). 
A possible solution for the challenge of investigating soil moisture variability at different spatial 
and temporal scales could be provided by distributed hydrological models, for example 
HydroGeoSphere (Panday and Huyakorn, 2004), ParFlow-CLM (Kollet and Maxwell, 2008), MIKE-
SHE (Graham and Butts, 2005), Cathy (Camporese et al., 2010). It is widely acknowledged that 
hydrological models integrating the surface and subsurface flow systems have a great potential 
to give insights into temporal and spatial patterns of fluxes, state variables and their feedbacks 
(Li et al., 2008; Weill et al., 2013; Frei and Fleckenstein, 2014; Voeckler et al., 2014; Ala-aho et 
al., 2015). Part of the potential lies in the models’ ability to provide horizontally and vertically 
continuous soil moisture information at different catchment sizes for different spatial and 
temporal resolutions.  
Yet, only few studies investigate the quality of soil moisture simulations (Herbst and Diekkrüger, 
2003; Zhang and Wegehenkel, 2006; Mahmood and Vivoni, 2011). In addition, distributed 
hydrological 3D-models are currently predominantly used for small-scale applications (e.g. 
Cornelissen et al., 2014; Frei and Fleckenstein, 2014; Voeckler et al., 2014). Rare examples at 
large scales include the study of Goderniaux et al. (2009) who estimated climate change effects 
on groundwater reserves in a 480 km2 large catchment with HydroGeoSphere, and the study of 
Rahman et al. (2014) who applied ParFlow-CLM to a 2364 km2 large catchment to investigate 
spatio-temporal patterns of land surface mass and energy fluxes. 
23 
 
The lack of knowledge about potentials and limitations of soil moisture modeling especially at 
large scales is due to the high data requirements for temporal and spatial discretization, 
parameterization, calibration and validation of distributed models.  
Necessary soil moisture data for the usage of distributed models at small scales can be provided 
by a range of measurement techniques. Invasive methods like the capacitance (spade sensors) or 
the time-domain-reflectometry technique offer a high vertical and lateral differentiation but 
they only provide point data. This limits their application to headwater scale catchments, for 
example the Wüstebach catchment in Germany (Graf et al., 2014) or the Little Washita 
catchment in the United States (Kollet and Maxwell, 2008). In addition, point data have to be 
interpolated to create patterns of a state variable which adds an additional error source. 
Geophysical methods (e.g. electromagnetic inductance) and the cosmic ray sensor technology 
provide spatially continuous measurements but their low penetration depth limits the resolution 
of vertical soil moisture variability. Comparable to point measurements, their application scale is 
confined to headwater catchments (Vereecken et al., 2008; Romano, 2014). 
Modeling large catchments is closely connected to a decrease in quantity and quality of available 
calibration data, especially concerning their spatial distribution. For example, satellite and 
remote sensing data provide the necessary spatial coverage for mesoscale catchments (>10 km2) 
but suffer from low vertical resolution and spatial averaging (Vereecken et al., 2008) and from 
the inability to measure soil moisture below forest canopies. Often, a reliable calibration of 
distributed and process-based models is not possible without running into equifinality (Beven, 
2001). If a sophisticated model calibration is not possible, model parameters can be transferred 
between catchments of different size and characteristics. The transfer of model parameters 
between catchments with different conditions is commonly done with regionalization 
techniques. Regionalization of parameters or resulting state variables and fluxes is one of the 
main challenges in hydrological modeling and has been long under debate. One major drawback 
of commonly used parameter regionalization techniques is the large number of test sites 
typically required to acquire statistically sound results (between 38 (Samaniego et al., 2010) and 
913 catchments (Oudin et al., 2008)). 
The high complexity of these models also demands for a strong model validation. Model 
validation is done in most studies with a simple split sample test where the model is calibrated 
and validated for the same climate and land use conditions. Kirchner (2006) recommends that 
model validation should include an application of calibrated models to different land use and 
climate conditions.   
High demand in data and modeling expertise arising from above mentioned research topics 
requires a broad measurement infrastructure and interdisciplinary work between different 
natural sciences. The Transregional Collaborative Research Center 32 project (TR32) supplies the 
necessary framework both in data provision and interdisciplinary expertise (Simmer et al., 2014). 
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It is a joint collaboration project, funded by the Deutsche Forschungsgesellschaft, between the 
universities of Cologne, Bonn, Aachen and the Research Center Jülich with approximately 120 
participants from various disciplines of natural sciences. The general aim is to increase 
knowledge about patterns, processes and structures of the soil-plant-atmosphere system from 
the point scale to the basin scale using different measurement, modeling and data assimilation 
techniques. In close collaboration with the Terrestrial Environmental Observatories (TERENO) 
project (Zacharias et al., 2011) several highly instrumented test sites including continuous 
measurements of soil moisture dynamics and measurements of water balance components were 
set up. One of these test sites, the forested headwater catchment Wüstebach (0.27 km2) in the 
Eifel National Park, was chosen as study area for this thesis.  
Given the importance of soil moisture in the soil-plant-atmosphere system and the challenges of 
soil moisture measurement and simulation of different scales, this thesis investigates potentials 
and limitations of distributed hydrological models to simulate temporal and spatial soil moisture 
patterns and contributes to the topics of parameter regionalization and model validation.  
The first part of the thesis investigates model related issues of simulation quality with the 
distributed hydrological 3D model HydroGeoSphere. The specific objectives are the investigation 
of:  
(1) the influence of spatial model discretization, 
(2) the influence of temporal model discretization  
(3) and the influence of lower boundary condition. 
In the second part, model validation is done by transferring calibrated parameters from the 
Wüstebach catchment to different land use and climate conditions of the mesoscale Erkensruhr 
catchment (41.7 km2) and by applying in return land use and soil parameter sets of the 
Erkensruhr to the Wüstebach catchment. Objectives of this part are the investigation of: 
(1) the sensitivity of a headwater catchment simulation to mesoscale land use and soil 
parameters,  
(2) the sensitivity of a mesoscale simulation to spatial heterogeneity in potential 
evapotranspiration and precipitation  
(3) and the applicability of evapotranspiration parameters calibrated at a 
homogeneously covered catchment for water balance simulation of a 
heterogeneously covered catchment.  
In the third part of this thesis, additional model validation is done with a 50-year long simulation 
run for forest growth in the Erkensruhr catchment. Objectives include:  
(1) the ability of the model to sustain the water balance over several decades  
(2) and the quality of discharge simulation. 
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The thesis is organized in 9 chapters starting with an introduction (chapter 1). Chapter 2  gives an 
overview about hydrological processes in forested catchments and feedbacks between 
processes and soil moisture, followed by chapter 3 summarizing the current state of knowledge 
in hydrological modeling including methods for describing subsurface flow and measuring model 
success. Chapter 4 discusses the question of scale in hydrological modeling and chapter 5 gives 
an introduction into geostatistical methods for quantifying spatial patterns. Chapter 6 describes 
characteristics of the studied catchments Wüstebach and Erkensruhr, the available data base 
and the process of data selection and processing. Chapter 7 outlines the applied model, its 
discretization and parameterization. Chapter 8 presents results and discussion of soil moisture, 
water balance and discharge simulations at the headwater and the mesoscale catchment. 
Finally, chapter 9 summarizes potentials and limitations of soil moisture modeling with 
distributed hydrological models at different spatial and temporal scales and gives an outlook for 
future research demands.  
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2 Hydrological Processes in Forested Catchments 
2.1 General hydrology 
The water balance describes the interconnection between Precipitation (P), Discharge (Q), 
Evapotranspiration (ET) and Storage Change (∆S) in the following equation: 
𝑃 =  𝑄 + 𝐸𝑇 + 𝛥𝑆  [L/T]                            Equation 1 
Of the four different water balance components, storage change exhibits largest spatial and 
temporal variability. While precipitation is often in balance with discharge and 
evapotranspiration on large time scales (e.g. annual), storage changes can occur very quickly 
during heavy rain events. Subsequent drying by evapotranspiration may take a lot longer. In this 
thesis, water balance is observed and simulated at a headwater catchment (0.385 km2; 
Wüstebach) and a mesoscale catchment (41.9 km2; Erkensruhr) for annual periods. Details about 
measured water balance components at the two catchments are given in chapter 6.2.   
Each water balance component can be divided into different contributing processes which are 
illustrated at an idealized hillslope in Figure 2.1. 
 
Figure 2.1: Hydrological processes at an idealized hillslope. Redrawn from Bronstert (1994). 
Precipitation is divided into interception – water storage on leafs - , stemflow and net rainfall 
which manifests as direct precipitation to the surface underneath a canopy and as direct rainfall 
into lakes or rivers. The amount of interception depends on the intensity, length and frequency 
of rainfall events, on the height and Leaf Area Index (LAI) of trees and on the storage capacity of 
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leafs. Intercepted water either evaporates or falls to the ground as dripping water. The rate of 
interception evaporation depends on the storage capacity of leafs, the post-rainfall potential 
evapotranspiration rate (the rate of evapotranspiration at unlimited water supply) and the 
aerodynamic roughness of the canopy which expresses the resistance of leafs to turbulent 
mixture with the atmosphere (Davie, 2008). 
Once precipitation has reached the surface, different runoff generating processes can develop 
depending on the infiltration capacity of the underlying soil. Infiltration capacity depends on the 
current soil moisture and the hydraulic conductivity being a function of soil texture, bulk density 
and current soil moisture status (Bronstert, 1994). If rainfall intensity is larger than the 
infiltration capacity of the soil, infiltration excess or Horton overland flow (Horton, 1933) occurs. 
If the infiltration capacity has reached its limit due to soil saturation or sealing, saturation excess 
overland flow occurs.  
Horton infiltration was the dominant paradigm for explaining storm runoff until the 1960s. 
During the 1970s, this theory was questioned due to missing evidence of overland flow during 
storm flow events (Kirkby, 1988). Thus, subsurface flow came into attention. Subsurface flow 
can either originate from the soil matrix or from bypass flow. In the soil matrix, water is flowing 
due to gradients in capillary forces and gravity and can be described in the saturated case by 
Darcy’s law and in the unsaturated case by the Richards’ equation (refer to chapter 3.2, Equation 
4). In contrast, bypass flow is a fast, turbulent flow transporting water through the soil via 
connected hollows originating e.g. from decayed roots, earthworm channels or cracks (Kirkby, 
1988). It is only driven by gravity and avoids the soil matrix (McDonnell, 1990). Bypass flow 
through the unsaturated zone is called macropore flow while flow through the saturated zone is 
denoted pipeflow (Kirkby, 1988). According to McDonnell (1990), shallow soil depth, an 
impermeable bedrock layer, root growth and decay are conditions favoring the development of 
pipes. Matrix and bypass flow can be conceptualized as two different “domains” with different 
hydraulic properties, most important being hydraulic conductivity. Following this 
conceptualization, bypass flow occurs when the rainfall rate excesses the hydraulic conductivity 
of the soil matrix. Unlike matrix flow which reduces with increasing soil saturation (≜ decreasing 
infiltration capacity), bypass flow increases with increasing soil saturation (Kirkby, 1988).  
Anderson and Brooks (1996) distinguish between four different conceptualizations of bypass 
flow induced streamflow (refer to Figure 2.2). These concepts also mirror the advancement in 
understanding of hillslope processes. In the first case bypass flow was assumed to transport 
water rapidly from a current rainfall event to the stream (new water), while the second case 
assumed the displacement of old water stored in the subsurface in addition to new water.  
The third case provided evidence of bypass flow induced release of old water by tensiometer 
measurements showing rapid responses to heavy rainfall events (McDonnell, 1990). According to 
this conceptualization, macropore flow delivers new water into the subsurface causing a rise in 
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groundwater level. The groundwater level rise activates pipeflow and results in the release of old 
and new water into the channel. The fourth case introduced by Brammer and McDonnell (1996) 
emphasized the role of bedrock topography in storing water in isolated depressions. During 
groundwater rise, these depressions become connected leading to mobilization of old water.  
Tracer experiments by Sidle et al. (2000) approved the understanding of streamflow generating 
processes presented by Brammer and McDonnell (1996). For a steep forested headwater 
catchment in Japan, they found a contribution of macropore flow to peak discharge and the 
recession limb of the hydrograph and noted the importance of bedrock microtopography for 
streamflow. During wet soil moisture conditions, the maximum contribution of macropore flow 
accounted for 30% of matrix flow.  
 
Figure 2.2: Conceptualized illustration of hillslope runoff response induced by bypass flow. 
Abbreviations t0 and t1 indicate the location of the water before rainfall (t0) and during/after rainfall 
(t1). Redrawn from Anderson and Brooks (1996). 
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More recently, Stockinger et al. (2014) used tracer experiments in a forested headwater 
catchment to find that hillslope and riparian zone switch between a state of hydrological 
connection and disconnection depending on the seasonal change in catchments wetness. During 
connection, old water stored in hillslopes can be quickly released to the riparian zone thus 
contributing to runoff. Kosugi et al. (2011) stressed the importance of bedrock aquifers by 
explaining immediate and lagged discharge peaks after a rainfall event by the interconnection of 
upslope, midslope and downslope aquifers. 
Apart from tracers, discharge generating processes can be quantified by simulations with 
hydrological models (refer to chapter 3). Partington et al. (2013) studied temporal and spatial 
variation in discharge generation processes for a spruce dominated catchment with well-
developed wetlands beside the river channel using a baseflow filter coupled to the model 
HydroGeoSphere. They found that the groundwater flow to the stream constituted flow in the 
dry period, but rainfall onto wetland areas inducing overland flow and rainfall into the channel 
produced peak discharge rates. Forests did not directly contribute to stream flow but supplied 
over 90% of the water necessary to maintain groundwater contribution to the stream.  
A special case of subsurface flow is called return flow. According to Kirkby (1988), return flow 
requires the development of a saturated area in the subsurface producing saturation excess 
overland flow. Anderson and Burt (1990) note that topography plays a key role in the 
development of source areas for saturation excess overland flow and return flow because 
contributing areas develop e.g. due to flow convergence or when soil permeability decreases 
downslope.  
The impact of forests on total discharge has already been noted by Pliny the Elder in the first 
century AD. He observed that tree cutting had an influence on spring flow (which he found to be 
intensified) and on rainfall (cited after Andréassian (2004)). During the last decades, quantitative 
observations from deforestation and reforestation experiments have highlighted some key 
impacts of forests on discharge: while it is widely accepted that reforestation decreases and 
deforestation increases low flows, the effect of forests on floods is arbitrary. Deforestation 
experiments showed an increase in flood peaks and their volumes, but the reverse effect could 
not be observed during reforestation experiments. In addition, forests reduce discharge rates if 
their evaporative potential is higher than the vegetation they replaced (Andréassian, 2004). 
Tesemma et al. (2015) investigated the effect of drought on simulated LAI and discharge for a 
range of subcatchments with varying degree of forest cover. They found a higher resilience of 
catchments with a higher degree of forest cover to climate changes in terms of discharge and LAI 
reduction.  
Water infiltrating into the subsurface does not only feed discharge generation but also provides 
water for evapotranspiration. Evapotranspiration is generally divided into interception 
evaporation (described above), ground evaporation and transpiration. While potential 
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evapotranspiration is the rate of evapotranspiration at unlimited water supply, actual 
evapotranspiration defines the rate of evapotranspiration under given moisture conditions. 
Transpiration is driven by the difference in water pressure between atmosphere and leaf and 
occurs as a flux inside a tree’s xylem (also called sap flux) transporting water and nutrients. 
Actual transpiration rate is controlled by current soil moisture, relative air saturation and the 
aerodynamic and stomatal resistances (ability of the vegetation to control transpiration from 
stomatal closure and opening). Evaporation refers to interception evaporation (already 
introduced) and ground evaporation. Ground evaporation is either evaporation of water ponding 
on the forest surface or evaporation from mineral soil. In forests, ground evaporation from the 
mineral soil is unlikely because the litter layer blocks capillary soil moisture exfiltration (Mendel, 
2000). 
Direct estimation of evapotranspiration can be done with the eddy-covariance technique which 
is based on the measurement of sensible and latent heat transport by turbulence (a detailed 
description of methodology and measurement in the study catchment can be found in chapter 
6.2.2) while sap flow measurements provide estimates of transpiration (Granier, 1987). 
There are large differences in total evapotranspiration and its components depending e.g. on the 
tree species composition and the age of the forest stand (refer to detailed description in Mendel 
(2000)). As spruce and beech stands of uniform age are dominant in the studied catchment, a 
short overview about evapotranspiration estimates will follow. According to data in Mendel 
(2000), Harsch et al. (2009) and Ringgaard et al. (2014) – the latter reporting eddy-covariance 
measurements – total evapotranspiration of a spruce forest accounts for ~61% of rainfall with 
large deviations between summer and winter while interception accounts for ~31% of rainfall 
according to data from Mendel (2000), Patzner (2004) and Ringgaard et al. (2014). Regionalized 
sap flux measurements from Patzner (2004) suggest a fraction of transpiration of 16% while 
simulated data from Ringgaard et al. (2014) amount to a fraction of 36%. Mendel (2000) reports 
a rather broad range of possible transpiration fractions between 21 and 95% of precipitation.  
According to Mendel (2000), Oishi et al. (2008) and Harsch et al. (2009), total evapotranspiration 
of deciduous forest reaches ~53% of rainfall. Also, according to Mendel (2000), interception 
accounts for 28% of total rainfall while Oishi et al. (2008) report an interception fraction of 17% 
for deciduous hardwood forest. Transpiration estimates from Oishi et al. (2008) and Hentschel et 
al. (2013) are very similar with a fraction of ~32% while Mendel (2000) reports a fraction of only 
19%. In addition, Oishi et al. (2008) give a fraction of evaporation of 9% from total rainfall for a 
hardwood forest. 
While above cited studies mostly agree on the fraction of actual evapotranspiration, their 
estimates of evapotranspiration components revealed large uncertainty. This observation 
stresses the demand for catchment specific estimates of actual evapotranspiration and its 
components.  The storage term of the water balance equation refers to water stored in the form 
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of ice and snow, to the soil water stored in the unsaturated zone and to groundwater in the 
saturated zone (Davie, 2008). 
2.2 Relevance of soil moisture 
In the previous chapter, the relevance of soil moisture for runoff formation (e.g. by influencing 
hydraulic conductivity or by the development of saturated areas) and transpiration has been 
outlined. Results by Blume et al. (2009), Partington et al. (2013) and Stockinger et al. (2014) 
showed that spatio-temporal soil moisture patterns are a useful tool to study runoff generation 
processes and their patterns.  
The following two paragraphs (taken from Cornelissen et al., 2014) will therefore outline two 
major frameworks for exploring the interconnection of processes and catchment properties with 
spatial variability of soil moisture. 
1A first framework provided by Grayson et al. (1997) separated the spatial soil moisture patterns 
into a dry state when evapotranspiration exceeds precipitation and a wet state when 
precipitation exceeds evapotranspiration. At the dry state, the soil moisture pattern reflects soil 
and vegetation differentiation (local controls). At the wet state, lateral water movements by 
surface and subsurface pathways dominate (nonlocal controls). When macropores are activated 
and areas of high topographic convergence are saturated, only a small amount of precipitation is 
needed to produce runoff. Bogena et al. (2010) noted that an influence of topographic features 
such as slope depends on the current soil moisture and soil depth.  
The second major framework to study the contribution of different processes on spatial soil 
moisture variability is the relationship between mean soil water content and its standard 
deviation. This framework has received special attention in research because a clear pattern can 
be observed (Vereecken et al., 2007; Famiglietti et al., 2008; Pan and Peters-Lidard, 2008; 
Rosenbaum et al., 2012). In an idealized test case for only two soil types with contrasting soil 
texture, Pan and Peters-Lidard (2008) found a unimodal relationship between mean soil 
moisture and its standard deviation with a peak in the intermediate soil moisture range. This 
finding suggests that spatial soil moisture variability increases during wetting from dry to 
intermediate soil moistures and decreases during further wetting. In addition, Pan and Peters-
Lidard (2008) observed that the range of studied soil moistures predefines the relationship 
between mean soil moisture and its standard deviation. This could explain the finding of Hu et al. 
(2011), who reported an increase in soil moisture variability with increasing soil moisture 
content. Vereecken et al. (2007) explored the dependence of the relationship between mean soil 
moisture and its standard deviation on soil properties and found that the relationship shows a 
clear peak for fine textured soils, while coarser textured soils exhibit a continuous decreasing 
standard deviation from the wet to the dry state. Based on a geostatistical analysis of soil 
                                                             
1 Text taken from Cornelissen et al. (2014) 
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moisture data from a forested headwater in Germany, Rosenbaum et al. (2012) could observe 
this unimodal relationship. Based on their own results and on previous studies, Rosenbaum et al. 
(2012) summarized that the variability of soil moisture in wet soils is mainly controlled by lateral1 
1 and vertical flow processes and the spatial distribution of soil porosity. As the soil dries, the 
influence of evaporation and root water uptake increases and reduces spatial soil moisture 
variability. Finally, the variability of soil moisture of dry soils is mainly controlled by the soil’s clay 
content (Rosenbaum et al., 2012) 1. 
In the context of this thesis, the second framework - the relationship between mean soil 
moisture and its standard deviation - is used, because it is an illustrative method to analyze the 
linkage of temporal to spatial soil moisture variability and to efficiently compare different soil 
moisture data sets. In addition, it can be used to analyze characteristics and control mechanisms 
of different soil moisture states as suggested by Grayson et al. (1997).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                             
1 Text taken from Cornelissen et al. (2014) 
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3 Hydrological Modeling of Forested Catchments 
3.1 General overview about hydrological modeling 
The need for hydrological modeling arises from restrictions of measurement technology and 
from the challenge of predicting climate and land use change impacts on water availability and 
flood prediction (Beven, 2001). Restrictions of measurement technology in spatial and temporal 
coverage relate to surface but especially to subsurface state variables and fluxes. In chapter 2, 
subsurface state variables such as soil moisture have been identified as one key source of 
hydrological variability in forested catchments. If we attempt to understand the hydrological 
behavior of a forested catchment, modeling is an intrinsic part of the research process.   
Hydrological models can be categorized by the nature of their equations (deterministic or 
stochastic), their representation of spatial variability in state variables, fluxes and parameters 
(lumped or distributed) or their description of hydrological processes (conceptual or physically-
based). 
The first rainfall-runoff model was developed by the Irish engineer Thomas James Mulvaney in 
1851 to simulate peak flow rates (Beven, 2001). Peak flow was calculated by a linear 
combination of the catchment area, its mean rainfall and a conceptual parameter which had to 
be manually adjusted. The major drawback of this simplified approach was that processes 
affecting discharge amount (i.e. interception) could not be separated from those affecting the 
temporal arrival of discharge at an outlet (discharge routing). This first model can be classified as 
a deterministic one because it had a predefined set of equations and produced equal results 
with same parameters, input data and boundary conditions. Contemporary deterministic models 
contain non-linear equations and thus the statement above is only valid in the range of a 
mathematical inaccuracy. Before the onset of first computer models, the introduction of the unit 
hydrograph which characterizes the reaction of a watershed in terms of surface runoff response 
to a unit input excess rainfall rate (Sherman in 1932 cited after Beven, 2001) and the concept of 
infiltration excess flow (Horton, 1933) led to major improvements in hydrological science.  
First computer models developed in the 1960s were of lumped conceptual type due to 
restrictions in computer power (Beven, 2001). These models represent the hydrological cycle as 
storages interlinked by simplified equations (conceptual) and do not account for spatial 
variability of input data, parameters, fluxes and state variables because catchment 
characteristics are lumped into one single value (Beckers et al., 2009). An important aspect of 
conceptual models refers to their parameters which often lack physical background and thus 
have to be determined through calibration. Modern examples of conceptual models include the 
‘3 parameter monthly water balance model WASMOD’ (Xu, 2002) and the more complex UHP 
model capable of representing the discharge components as independent storages (Bormann 
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and Diekkrüger, 2004). One of the most frequently used conceptual models is the HBV model 
(Bergström, 1976). 
Physically based models represent processes and storage changes with equations based on 
conservation of mass, momentum and energy. The parameters of these equations can – in the 
best case – all be acquired by measurements. Of course, physically based models still contain 
conceptual parts, as for example HydroGeoSphere does for the description of the interception 
process. Conceptual models can be either lumped or distributed while physically based models 
are always distributed. Distributed models are able to incorporate the spatial variability of 
parameters, input variables and flow paths of water by dividing the catchment into a number of 
elements with structured (grid) or unstructured shape (e.g. triangles; Kampf and Burges, 2007).  
The blueprint for distributed physically based models was provided by Freeze and Harlan (1969). 
They described the basic prerequisites for distributed and physically based modeling: (1) 
meteorological input data, (2) definition of flow boundaries, (3) information about flow barriers 
like clay layers, (4) definition of a grid, (5) data about spatial and temporal discretization and (6) 
flow parameters to represent heterogeneity in the soil. One of the first models incorporating 
spatially distributed hydrological responses was the TOPMODEL by Beven and Kirkby (1979) 
considering the effect of soil moisture status on overland flow generation. The distributed part 
was based on the variable contributing area concept that determines the fraction of saturated 
area of a sub-basin by comparing its soil average soil moisture status to its topographical 
structure represented in a distributed way. Areas determined as saturated contributed to 
overland flow. Though Beven and Kirkby (1979) emphasize the physical basis of the contributing 
area concept, the equation for calculating the saturated area contains conceptual parameters 
and is thus not physical in a strict meaning.  
Contemporary examples of distributed physically based models include HydroGeoSphere 
(Panday and Huyakorn, 2004), ParFlow-CLM (Kollet and Maxwell, 2008), MIKE-SHE (Graham and 
Butts, 2005), Cathy (Camporese et al., 2010) and WaSiM (Schulla, 2015). The physical 
background of these models does not make parameter calibration redundant but in contrast 
demands for a thorough sensitivity and calibration process. This demand arises from the fact 
that the higher physical sophistication leads to an increase in the number of parameters and to 
non-linearity in equations. In addition, these parameters are often unknown or very uncertain 
due to a lack of measurements. Thus, one of the most common problems in distributed 
physically based models is overparameterization (Kirchner, 2006) and compensation effects in 
the parameters - which will be discussed in chapter 3.3 - leading to equifinality (Beven, 2001). 
The distributed nature of physically based models requires spatial variability in parameters and 
thus a large quantity of spatial and temporal data. Beckers et al. (2009) state that the “higher 
intrinsic accuracy of physically based models“ (ibd., pp. 15) can only be fully exploited with an 
adequate data base and an assessment of consequences of parameterization and calibration.  
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Due to the high data demand and uncertainty in parameterization, distributed physically based 
models are not automatically superior to conceptual models in simulation results. For example, 
Cornelissen et al. (2013) compared the ability of conceptual and distributed physically based 
model types to simulate hydrological processes in a data sparse West African catchment. They 
concluded that the structure and parameter estimation effort of the physically based models 
WaSiM (Schulla, 2015) and SWAT (Arnold et al., 1998) hindered the correct representation of 
hydrological processes. For an overview about data, resource and time requirements of models 
with varying complexity, the reader is referred to Beckers et al. (2009). 
Both physically based and conceptual models require the definition of boundary conditions with 
neighboring systems - for example the atmosphere - and the usage of coupling techniques 
between the subsystems of a model. First-type or Dirichlet boundary conditions prescribe state 
variable at a boundary of a system, for example a fixed pressure at the boundary of a catchment. 
Second-type or Newman boundary conditions specify a flux at a boundary, for example a 
constant inflow into the subsurface system or a precipitation rate (Fetter, 2001). At the lateral 
surface boundaries of the catchment and at the outlet of a catchment, the critical depth 
boundary condition is most widely used to constrain discharge outflow. In an open channel, 
discharge is a function of velocity, flow depth and channel width. The critical depth is a flow 
depth for which the discharge only depends on the flow depth and not on velocity. The critical 
depth boundary condition represents the effect of a broad-crested weir. These weirs are 
designed to create critical flow conditions at one point on top the weir. It is thus enough to 
measure the upstream surface elevation to determine the discharge rate (Chanson, 20042).  
The term ‘coupling’ can refer to techniques of interlinking or solving equations. Linking 
equations of the surface and subsurface system is done –among others - with first order 
exchange or continuity of pressure. First order exchange allows for a difference in pressure head 
between the surface and subsurface systems whereas continuity of pressure assumes equality in 
the pressure heads of the surface and subsurface system (Ebel et al., 2009). Furmann (2008) 
summarizes three types of solution techniques for coupled surface and subsurface systems: In 
the (1) fully coupled approach, equations of the surface and subsurface and the boundary 
condition between the two are assembled into one equation system and solved simultaneously 
whereas in the (2) iterative coupling approach, the solution of the subsurface is used to update 
the boundary condition which is subsequently used to recalculate the surface equations. When 
used (3) uncoupled, equations are solved step-wise without feedbacks between them. The fully 
coupled solution technique is most demanding in numerical sense and not necessarily superior 
to the other solution techniques (Furman, 2008). 
Recently, physically based distributed hydrological models were coupled to land surface and 
atmospheric models to gain an holistic picture of the soil-plant-atmosphere continuum (e.g. 
Shrestha et al., 2014). The integration of processes covering the whole soil-plant-atmosphere 
continuum is especially sensitive to the discrepancy in time scales between the subsystems as 
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described in Furman (2008) and is thus one of the major challenges in coupled modeling 
(Maxwell, 2009). For a more complete review of the historical development of rainfall-runoff 
modeling and an overview of available conceptual and physically based models, the reader is 
referred to Singh and Woolhiser (2002) and Beckers et al. (2009). 
When modeling hydrological processes of forested catchments, the dominance of subsurface 
processes requires special attention to the treatment of unsaturated subsurface flow. The next 
chapter gives an overview about methods to simulate subsurface flow with a focus on Richards’ 
equation. 
3.2 Treatment of subsurface flow in physically based models: Richards’ 
equation 
As unsaturated flow is one of the most important compartments in the hydrological cycle, it has 
been described in many different ways. Early physically-based models like the TOPMODEL 
(Beven and Kirkby, 1979) did not explicitly account for unsaturated flow but represented the 
unsaturated zone as an infiltration storage and the saturated zone as a second storage. The 
unsaturated flow was split into fast runoff and percolation into the saturated zone. Later, 
conceptual models like UHP (Bormann and Diekkrüger, 2004) contained a separate storage for 
each individual runoff component. Another conceptual approach is the simulation of 
unsaturated flow by cascades of non-linear reservoirs in which the time constant of each 
reservoir relates to the unsaturated hydraulic conductivity in a prescribed way, for example in an 
inversely proportional fashion (Gandolfi et al., 2006). 
In contemporary physically based models, Richards’ equation is implemented in all possible ways 
ranging from 1D (Hydrus-1D; Šimůnek et al., 2005) and combined way (Mike-SHE; 1D for 
unsaturated zone and 2D or 3D for groundwater flow; Graham and Butts, 2005) to a fully 3D way 
(HydroGeoSphere; Panday and Huyakorn, 2004).  
Richards’ equation is based on Darcy’s law found in the mid-1800s by the French engineer Henry 
Darcy. It expresses that a flow through a specified area q (L/T) is proportional to the difference in 
the height of the water h (hydraulic head, the sum of pressure and elevation head, with the 
dimension L) between an inlet and an outlet and inversely proportional to the flow distance 
(Fetter, 2001):  
𝑞 = 𝐾
𝑑ℎ
𝑑𝑙
                            Equation 2 
The hydraulic conductivity K (L/T) is a function of the intrinsic permeability (a function of the 
diameter through which a fluid flows), the dynamic viscosity and the density of the fluid and the 
gravity force (Hubbert (1956) cited after Fetter, 2001). Darcy’s law is only valid for saturated flow 
but when used with the Buckingham extension, it is commonly assumed that it can also be 
applied to unsaturated conditions (Furmann, 2008).  
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The extension splits the hydraulic conductivity K into a saturated part Ks and a relative part Kr: 
𝐾 =  𝐾𝑠𝐾𝑟                           Equation 3 
Ks (L/T) can be measured with permeameters while Kr (-) describes the dependence of 
conductivity on water content or pressure head and has to be parameterized for example with 
the model by Mualem (1976). Embedding Darcy’s law into a mass conservation formulation 
yields the Richards’ equation: 
𝜕𝜃
𝜕𝑡
= 𝛻[𝐾(𝜓)𝛻𝜓] +
𝜕𝐾
𝜕𝑧
                   Equation 4 
where θ is the volumetric water content (dimensionless), t is time, K is hydraulic conductivity 
(L/T), ψ is the pressure head (L) and z (L) is elevation. The largest source of uncertainty in 
Richards’ equation arises from the curvilinear nature of the relations between head and water 
content, and between unsaturated conductivity and head (Smith and Woolhiser, 1971). They can 
be derived for example with the model of van Genuchten (1980). Due to the strong nonlinear 
nature of the equation and the curvilinear nature of relations described above, Smith and 
Woolhiser (1971) and Dye et al. (2011) emphasize the importance of the time step in the 
numerical solution technique for the accuracy of simulations with Richards’ equation.  
Kirchner (2006) is critical about the usage of Richards’ and Darcy equations for studies in large 
catchments. Because both were derived at small scales, the application at larger scales 
automatically assumes that involved state variables (flux, θ, h) and effective parameters (Ks, θ(h)) 
adequately subsume the heterogeneity of the subsurface. Clark et al. (2009) add that Richards’ 
equation and Darcy’s law cannot represent hillslope processes like preferential flow or flow 
through fractures because both lead to nonequilibrium situations in the head which cannot be 
characterized by Richards’ equation. With extensions like the dual-porosity model using two 
different parameters sets to characterize the matrix and the macropore flow media 
independently and a transfer term between the two media, it is possible to simulate matrix and 
bypass flow with the Richards’ equation (Gerke and van Genuchten, 1993).  
In summary, the application of Richards’ equation at larger scales is based on the assumption 
that averaged state variables like the hydraulic potential or water content and effective 
parameters like saturated conductivity adequately subsume the subsurface heterogeneity 
(Kirchner, 2006). Diekkrüger (2003) provides an overview of available methods to determine 
effective parameters. 
3.3 Parameter estimation for hydrological models  
Hydrological models contain conceptual and physical parameters. An example for a physical 
parameter is the saturated hydraulic conductivity; the maximum storage capacity of the 
unsaturated zone is an example for a conceptual parameter. Depending on their level of physical 
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representativeness and number of equations, the amount of parameters in hydrological models 
varies between 3 (e.g. WASMOD; Xu, 2002) and more than 75 (e.g. HydroGeoSphere; Panday 
and Huyakorn, 2004). The physical representativeness of parameters depends on their 
application scale. For example, the saturated hydraulic conductivity applied at a certain spatial 
model resolution may originate from point measurements. When applied in a distributed model, 
it is assumed that the point measurement adequately subsumes the spatial heterogeneity and 
the parameter is denoted as an effective parameter. Blöschl and Sivapalan (1995) are critical 
about the usage of effective parameters for non-linear processes such as unsaturated flow and 
suggest distribution functions for the definition of subgrid variability. 
Parameter estimation is the process of quantifying unknown or uncertain parameters by 
measurements or calibration while during parameterization, the spatial or temporal dimension 
(e.g. a unique soil type) for which a parameter is representative, is defined (Refsgaard and 
Storm, 1996). The necessity for adjustment of parameters originates from incomplete 
knowledge of the true parameter value and their spatial and temporal variability. During 
calibration, the modeler seeks to find a combination of parameter values which optimally fits 
simulated to observed data (Morton and Suárez, 2001). The success of the calibration is 
evaluated by measures of model performance outlined in chapter 3.4. Model calibration is 
followed by a validation process where the model is applied unchanged to a different data set 
(Refsgaard and Storm, 1996). Due to restrictions in the amount and quality of measurements, 
this is typically done by subdividing the data set (e.g. discharge) into two parts (split sample test; 
Refsgaard and Storm, 1996). 
Calibration and parameter estimation is linked to a number of problems. Beven and Binley found 
in Monte Carlo experiments conducted in the 70s about parameter sensitivity that no clear 
optimum parameter set exists but rather a group of parameter sets providing equally good fits 
(cited after Beven and Binley (2013)). This phenomenon has become known under the term 
“equifinality”. A second major problem refers to the effect of parameter compensation. With the 
number of parameters, the probability increases that an error in one parameter is compensated 
by another parameter. Both problems become especially virulent if a distributed physically 
based model is calibrated to integrated hydrological values like discharge (Kirchner, 2006). These 
weaknesses lead to the opinion expressed by many authors (e.g. Woolhiser, 1996 and Kirchner, 
2006) that physically based models require too many parameters and are thus likely to be 
misused and inaccurate. In addition, Kirchner (2006) criticizes the commonly used split-sample 
test as insufficient and proposes to test models for conditions different in land use and climate 
data to those during calibration period (differential split sample test). Anderson and Bates (2001, 
p.8) state that “models can never be conclusively validated, only falsified”.  
One of the prerequisites to a successful calibration is a sensitivity analysis which is the “process 
of determining the rate of change in model output with respect to changes in model inputs” 
which can be data or parameters (Moriasi et al., 2007, p.885). Thus a sensitivity analysis reveals 
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parameters and parameter combinations which are sensitive to the simulated output variable. A 
sensitivity analysis can be part of an uncertainty analysis which quantifies the total error of a 
simulation. According to Moriasi et al. (2007) uncertainty analysis assesses the level of 
confidence in simulation results regarding (1) quality and amount of measured data, (2) state of 
knowledge about processes, (3) nature of mathematical equations and (4) quality of the 
sensitivity and calibration procedure. The most frequently used uncertainty analysis methods are 
Generalized Likelihood Uncertainty Estimation (GLUE; Beven and Binley, 1992) and formal 
Bayesian approaches (e.g. the DiffeRential Evolution Adaptive Metropolis (DREAM) algorithm by 
Vrugt et al. 2008). Both methods involve a sampling strategy to choose parameters sets from a 
parameter distribution, the definition of a likelihood function quantifying the level of agreement 
between simulated and observed data for each parameter set and the definition of a threshold 
value of the likelihood function to identify acceptable simulation results. The main difference 
between GLUE and Bayesian approaches refers to the definition of the likelihood function which 
is purely subjective in the GLUE method but originates from statistical probabilities in the case of 
Bayesian approaches. Beven and Binley (2013) state that a formal (Bayesian) likelihood results in 
a very constrained cumulative likelihood function because it does not allow for zero likelihood. 
That leads to reduced differentiation among parameter sets with high likelihood value. In 
addition, a formal likelihood function is restricted to aleatory – statistical - errors whereas 
informal likelihood measures implicitly allow for epistemic uncertainties which are related to 
possibly unknown parts of the system behavior. According to Beven and Binley (2013), allowing 
for purely aleatory errors in uncertainty estimation results in an overestimation of the 
information content in observation data. In contrast, Vrugt et al. (2003) state that formal 
approaches are able to separate the contribution of error in input data, output, parameters and 
model structure. At the same time, inferring a formal likelihood function capable of separating 
these errors is difficult because of interactions between these errors. Nevertheless, Vrugt et al. 
(2003) and Jin et al. (2010) find that both methods produce very similar confidence intervals for 
simulated discharge. Diekkrüger et al. (1995) provided 19 different modelers with the same data 
set covering water, nitrogen and pesticide dynamics and plant growth. Their modeling 
comparison revealed that the process knowledge of a modeler is an equally important 
determinant of simulation results than the chosen modeling approach. Recently, Holländer et al. 
(2014) added that the knowledge of soft information about the catchment’s processes via field 
inspection was equally important as measured data for improving simulation results. Uncertainty 
and sensitivity analysis together with calibration and validation constitute the process of model 
evaluation (Moriasi et al., 2007). The author of this thesis thinks that model intercomparison 
either with synthetic experiments (e.g. Maxwell et al., 2014) or preferably with real test cases 
(e.g. Sulis et al., 2010, Cornelissen et al., 2013, Koch et al., in preparation) is an important part in 
model evaluation as it allows for separating shared and model-specific limitations. 
40 
 
3.4 Measures of model performance 
Measures of model performance are used to quantify the level of agreement between simulated 
and observed temporal variables like discharge or soil moisture. Each of these measures is 
sensitive to different characteristics of the data set – e.g. dynamics or absolute deviations - and 
thus the choice of applied measures greatly influences calibration and simulation results. This 
chapter gives a brief overview of advantages and disadvantages of commonly used measures of 
model performance. 
Measures of model performance commonly applied in hydrological modeling can be grouped 
into 3 categories (Moriasi et al., 2007): (1) standard regression, (2) dimensionless measures and 
(3) error indices.  
The first category measures the strength of the linear relationship between simulated and 
measured data. It includes Pearson’s correlation coefficient (r; ranging from -1 to +1) describing 
the degree of linear relationship between two variables, and the coefficient of determination 
(the square of Pearson’s r) measuring the proportion of the variance in observed data which is 
explained by simulated data (R2; ranging from 0 to +1). Both coefficients are oversensitive to 
outliers or extreme values but insensitive to additive and proportional differences between 
simulated and measured data (Moriasi et al., 2007). This insensitivity can cause the R2 to reach 
its maximum if two time series have the same dynamics although their magnitudes differ 
substantially.  
The dimensionless measures ‘Index of Agreement’ (Willmott, 1981) and ‘Nash-Sutcliffe 
Efficiency’ (NSE; Nash and Sutcliffe, 1970) overcome the insensitivity to proportional differences 
between simulated and measured data but are both still oversensitive to extreme values due to 
the usage of squared differences between simulated and observed data. The NSE determines the 
relative magnitude of the residual variance between measured and simulated data (noise) 
compared to the variance of measured data (ranging from –∞ to +1) and is a measure of noise 
(Moriasi et al., 2007). If the NSE is smaller than the R2, this indicates a bias in the simulated data 
(Aitken, 1973). Gupta et al. (2009) decompose the NSE into correlation coefficient, bias and 
standard deviation and observe a variation in the relative importance of each component e.g. 
across different years and basins. They apply an equal weighting to each measure and combine 
them into a new measure, the Kling-Gupta-Efficiency.  
The third category – error indices – includes, among others, the ‘Percent Bias’ (PBIAS, ranging 
from –∞ to +∞ with 0 as the optimal value) and the ‘Root Mean Square Error’ (RMSE; ranging 
from +∞ to the optimal value of 0). The first index measures the average tendency of simulated 
data to differ from observed values (Gupta et al., 1999) and the second index is the squared 
mean of the quadratic deviations between simulated and observed data.  
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The PBIAS is defined in the context of this thesis as follows: 
𝑃𝐵𝐼𝐴𝑆 =
∑ (𝑂𝑏𝑠−𝑆𝑖𝑚)𝑁𝑖=1
∑ 𝑂𝑏𝑠𝑁𝑖=1
∗ 100                 Equation 5 
with N being the total number of measured (Obs) and simulated (Sim) values. 
Other error indices include for example the average error (or Bias) which is the difference 
between the mean of simulated and observed values. They are sometimes used in a normalized 
way for example by dividing the bias by the observed mean (Janssen and Heuberger, 1995). 
Measures relying on average values are generally oversensitive to outliers (Janssen and 
Heuberger, 1995). 
In the framework of the Wüstebach study (chapter 8.2), the PBIAS, the R2 and the NSE are used. 
For the Erkensruhr simulations (chapter 8.3), the correlation coefficient (r), the Bias and the 
coefficient of variation (CV) are used as measures of model performance. The bias is defined in 
Gupta et al. (2009) as the relation between the mean of simulated µ(Sim) and observed values 
µ(Obs). It ranges between –∞ and +∞: 
𝐵𝑖𝑎𝑠 =
𝜇(𝑆𝑖𝑚)
𝜇(𝑂𝑏𝑠)
                     Equation 6 
The coefficient of variation (CV) is usually defined as the ratio between standard deviation and 
mean of a variable and expresses the relative spread of a distribution. In this thesis, the 
coefficient of variation is used as a ratio between the coefficients of simulated and observed 
data. It is used as a measure for the over- or underestimation of the relative spread in simulated 
data and ranges between –1 and +1: 
𝐶𝑉 =
𝜎(𝑆𝑖𝑚)
𝜇(𝑆𝑖𝑚)
𝜎(𝑂𝑏𝑠)
𝜇(𝑂𝑏𝑠)
                      Equation 7 
with µ(Sim) and µ(Obs) being the mean of simulated and observed values and σ(Sim) and σ(Obs) 
being the standard deviation of the simulated and observed values. 
Refsgaard and Storm (1996) state that measures of model performance assess the simulation 
quality of a hydrological variable in a statistical sense but not its representation of hydrological 
processes. Many authors deduce that a thorough model evaluation should include several of the 
above described metrics in addition to measures which can provide hydrological interpretation 
(e.g. Janssen and Heuberger, 1995; Legates and McCabe, 1999; Moriasi et al., 2007, Gupta et al., 
2009). In this thesis, geostatistical measures and the relation between mean soil moisture and its 
variance (refer to chapters 5 and 2.2) are applied as additional measures for model evaluation 
beyond single measures of model performance. 
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4 Spatial and temporal scales in hydrological modeling 
Catchments are highly heterogeneous and variable in time and space. Interestingly, the sources 
for heterogeneity and variability change with temporal and spatial scale. For example, variability 
in runoff at the event scale (1 day) may be controlled by the characteristics of a storm but at 
seasonal scale (1 year), runoff may be dominated by the annual cycle in precipitation and 
evapotranspiration (Blöschl and Sivapalan 1995). This chapter briefly introduces the concept of 
scale dependent hydrological processes, discusses consequences for hydrological modeling and 
describes methods to transfer information between scales. 
In the context of this thesis, the term ‘scale’ refers to a characteristic time or length of a process, 
observation or model discretization (Blöschl and Sivapalan, 1995). Klemes (1983) notes that, in 
any science, dominant levels of scale characterized by different forces exist. Identifying these 
scales will help to develop conceptualization of hydrologic processes (Klemes, 1983, Blöschl, 
2001). Blöschl and Sivapalan (1995) give an example of such a conceptualization by summarizing 
dominant time and length scales of hydrological processes (Figure 4.1). The figure shows that 
each process occurs at a range of different temporal and spatial scales and thus specific pairs of 
temporal and spatial scales correspond to unique combinations of different processes. For 
example, infiltration excess overland flow is characteristic for short time steps (minutes), but at 
larger time scales (days) unsaturated flow is characteristic. 1 Western et al. (2002) illustrate this 
relationship for the spatial variability of soil moisture which may be dominated by differences in 
soil type on the catchment scale (10 km) and by macropore flow on the local scale (1 m). On 
large temporal scales (1 year), variability of soil moisture is caused by changes in 
evapotranspiration and precipitation, but on a small temporal scale (1 hour) the seasonal trend 
might be superimposed by a series of wetting and drying events (Western et al., 2002) 1. 
Kirchner (2006) and Tetzlaff et al. (2008) advocate the usage of tracers to support the 
investigation of scale-dependencies in hydrological processes because tracers are able to provide 
information about geographical sources of runoff. For example, Soulsby et al. (2006) used tracers 
for a mesoscale catchment and its nested subcatchments to investigate the scaling of 
groundwater contribution and residence time. They found a clear correspondence of residence 
time to the percentage of hydrological responsive soils (Histosols, Leptosols) but not to 
catchment area. Stockinger et al. (2014) conducted tracer experiments in a forested headwater 
catchment and found that the catchment changes between a state of hydrological connection 
between hillslopes and riparian areas and a state of disconnection. They attributed this behavior 
to the current soil moisture state of the catchment while soil moistures below 30 vol.% favored 
disconnection.  
                                                             
1 Text taken from Cornelissen et al. (2014) 
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Figure 4.1: Characteristic time and length of hydrological processes (Blöschl and Sivapalan, 1995). 
In hydrological science, two different frameworks describing temporal and spatial properties of 
processes, measurements and patterns have been proposed. The framework of Blöschl and 
Sivapalan (1995) focuses on the characterization of spatial and temporal properties of processes 
and measurements and it distinguishes between the extent, the period and the correlation 
length of a process (refer to top part of Figure 4.2). Western et al. (2002) apply this framework to 
characterize soil moisture patterns and differentiate into extent (total time or spatial coverage), 
spacing (distance between sample points) and support (area for which the measurement is 
assumed representative) as illustrated in the bottom part of Figure 4.2. This so called scale triplet 
has been proven to be a valuable tool to analyze the scaling behavior of soil moisture. For 
example, Korres et al. (2015) used the scale triplet to analyze similarities and differences in 
spatial variability of measured and simulated soil moisture data originating from different 
catchment sizes. Like Famiglietti et al. (2008) and Manfreda et al. (2007), Korres et al. (2015) 
found a variation of spatial soil moisture variability with spatial extent and support. More 
specifically, Famiglietti et al. (2008) found that the variance of measured soil moisture not only 
depends on its mean value but also on the extent of measurements. Koyama et al. (2010), Korres 
et al. (2013) and Bogena et al. (2010) were able to attribute a specific trend in spatial variability 
to a trend in a dimension of the scale triplet. Ryu and Famiglietti (2006) examined the scaling 
behavior of surface soil moisture variance with increasing support scale and identified three 
distinct spatial patterns each correlated to a specific theoretical semivariogram (refer to chapter 
5) and to variations in precipitation, land use and soil texture. 
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Figure 4.2: Spatial and temporal properties of processes and patterns. Top: Definition according to 
Blöschl and Sivapalan (1995): a) Extent, b) Period, c) Correlation Length; Bottom: Scale triplet of 
Western et al. (2002): a) Extent, b) Spacing, c) Support. 
Specific pairs of temporal and spatial scales do not only occur for hydrological processes, but 
also for measurement techniques providing information only for a unique combination of the 
dimensions of the scale triplet. Blöschl and Grayson (2000, p.21) explain that “from a particular 
measurement one can only “see” processes within a limited window (determined by the scale 
triplet), and processes at larger and smaller scales will not be reflected in the data”. Applying the 
dimensions of the scale triplet, Blöschl and Grayson (2000) state that small-scale variability will 
not be captured by a measurement if the spacing is too large and will be smoothed if the support 
is too large. Variability will appear as trends if the extent scale is too small (Blöschl and Grayson, 
2000). Vereecken et al. (2008) presented a review of soil moisture measurement methods. They 
found that current measurement technologies have the largest overlap for spatial extents 
between 10 and 1.000 m. At the same time, their support scale greatly varies between 
centimeters (soil moisture probes) and hundreds of meters (airborne sensors). This overlap 
provides a great potential to investigate advantages and disadvantages of the different 
measurement techniques. Xu et al. (2013) investigated the relationship between the number of 
rain gauges used for the estimation of areal precipitation and simulated runoff in a Chinese 
watershed. They found that the simulation performance increased to a threshold value beyond 
which the number of additional rainfall information had no additional effect on simulation 
performance. Blume et al. (2009) confirmed the value of using a combination of data sets with 
different spatiotemporal resolution for analyzing dynamics of unsaturated flow.  
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These examples illustrate the necessity to develop a measurement framework which is as 
consistent in its extent, support and spacing as possible with investigated processes prior to a 
modeling application. 
In chapter 3.3, overparameterization, equifinality and parameter compensation have been 
identified as challenges to successful application of distributed physically based hydrological 
models. One consequence of scale dependency of processes and state variables is the change in 
parameter sensitivity with temporal and spatial model discretization. For example Sciuto and 
Diekkrüger (2010) observed temporal and spatial scaling issues in discharge and water balance 
modeling resulting from a high sensitivity of evapotranspiration parameters to spatial 
discretization. In addition, equations derived at certain scales may not adequately represent 
dominant processes at a different scale (refer to chapter 3.2). 
A large challenge arises from a change in one or more dimensions of the scale triplet. For 
example, if a larger catchment (extent increase) is simulated, the increase in heterogeneity of 
the catchment concerning soil properties, land use types and topography does not correspond to 
an increase in information density (Bormann et al., 1999).  
This problem is also encountered in the framework of this thesis. The same model with the same 
structure is applied at two different scales with a strong contrast in heterogeneity which is 
accomplished with a decrease in the information density (i.e. resolution of soil data, measured 
water balance components, precipitation measurements; refer to chapter 8.3).  
Scale dependency of processes, patterns and parameters leads to the question of ‘scaling’ which 
is understood as the transfer of information across scales (Blöschl and Sivapalan, 1995). In the 
words of Western et al. (2002) “the essence of scaling is to distill the key patterns from 
information at one scale and to use these to make good predictions at another scale”. Scaling of 
parameters and state variables can be done with up-/downscaling methods or with 
regionalization (Sivapalan and Kalma, 1995). According to Blöschl and Sivapalan (1995), upscaling 
(downscaling) involves distributing the small-scale variable over the catchment – e.g. increasing 
precipitation with elevation – and aggregating the spatial distribution into one value. 
Downscaling involves singling out the variable to a smaller scale which is accompanied by 
disaggregation. Regionalization denotes the transfer of information to a different catchment 
without a change in parameter values. Western et al. (2002) separate process-based scaling from 
behavioral scaling techniques. While the first one uses process understanding to investigate the 
effect of scale on spatial patterns e.g. in a modeling framework, the second technique quantifies 
characteristics or the behavior of spatial patterns at different scales and uses these information 
to predict the effect of scale changes.  
Influence of up- and downscaling techniques on simulation results has been long under debate. 
Stephan (2003) investigated the influence of aggregation of topography and land use data on 
water balance simulation. He found that a change in raster cell size (extent) and corresponding 
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aggregation of topography did not lead to significant variations in actual evapotranspiration and 
discharge. In contrast, aggregation of land use data resulted in significant differences in water 
balance components which increase with increasing heterogeneity in land use. Diekkrüger 
(2003) summarizes methods of upscaling soil hydraulic parameters commonly used in 
hydrological modeling. Comparing latin hypercube sampling and inverse modeling for 
determining effective parameters with the usage of aggregation and methods which consider 
subgrid variability, he recommended to use different methods because applicability and 
uncertainty of methods depend on the simulation aim, the data availability and their quality. In 
contrast, Stephan (2003) recommended the geometric mean as the best method for the 
aggregation of soil hydraulic properties. The spatial scaling of soil hydraulic parameters on water 
balance modeling has for example been investigated by Sciuto und Diekkrüger (2010) in the 
Wüstebach catchment with HydroGeoSphere. They concluded that upscaling soil hydraulic 
properties by taking a volume-average of the distributed parameters while keeping the spatial 
discretization of the model leads to a good match in terms of water balance simulation.  
Alternatively, model parameters can be transferred between catchments of different sizes by 
regionalization techniques.  
The transfer of model parameters between catchments with different conditions is commonly 
done with regionalization techniques. According to Oudin et al. (2008), three regionalization 
techniques can be distinguished: (1) regression, (2) spatial proximity and (3) physical similarity. 
The regression based method seeks for transfer functions at gauged catchments between 
calibrated parameters and physical/climatological descriptors of the catchment. Regression 
parameters are applied to descriptors of an ungauged catchment to calculate necessary model 
parameters. Bossa and Diekkrüger (2012) used a multiple linear regression approach between 
calibrated model parameters and catchment attributes (e.g. fraction of land use types) to 
calculate model parameters for catchments with varying size. With the derived scale-dependent 
model parameters, discharge was well simulated at different catchments. The authors also 
stressed the ability of this method to provide reliable estimates of water, sediment and nutrient 
transport in ungauged catchments. The spatial proximity method transfers parameters to 
geographically close catchments while the physical similarity method transfers parameters to 
catchments which are hydrological similar to the gauged catchment. 
Among regionalization methods, regression is the most criticized. Kling and Gupta (2009) stated 
that parameter calibration undertaken prior to regression might lead to parameter values 
without relationship to observed catchment predictors. Li et al. (2010) added that the hypothesis 
of linear relationships between catchment predictors and parameters ignores the spatial 
variability in catchment predictors. As lumped models are predominantly used for regression 
based regionalization, Kling and Gupta (2009) quantified the noise involved when using spatially 
lumped models for catchments with spatially distributed physical and climatological variables. 
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They found that parameters controlling processes that are less visible in the output signal 
produced the largest noise. 
There is an ongoing debate about the most suitable regionalization technique because results 
are still inconsistent. For example, Li et al. (2010) found a clear superiority of linear regression 
over the two other methods while Bao et al. (2012) found that similarity is superior to linear 
regression especially for data sparse regions.  
Another major drawback of all regionalization techniques is that they typically require a large 
number of test sites to acquire statistically sound results. For the studies cited above, the 
number of used catchments varies between 38 (Samaniego et al., 2010) and 913 catchments 
(Oudin et al., 2008).  
In this thesis, the problem of interconnection between scales is explicitly investigated by running 
the HydroGeoSphere at different spatial and temporal resolutions to investigate scale 
dependencies in soil moisture dynamics and patterns, runoff components and parameters 
involved in the calculation of soil moisture (process-based scaling). The behavioral scaling 
techniques - variogram and kriging - permit a scale dependent comparison of simulated to 
measured soil patterns and their statistical properties. In the second part of this thesis, 
calibrated evapotranspiration parameters from the headwater simulation are applied to a 
mesoscale catchment to investigate their applicability for and sensitivity to mesoscale water 
balance and discharge simulation under different climate and land use conditions. 
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5 Quantification of spatial patterns 
Chapter 2 showed that variability in hydrological processes is connected to variability in the state 
variable ‘soil moisture’ and to catchment characteristics. Analyzing and illustrating spatial and 
temporal variability is thus an important step in understanding catchment response and 
feedbacks between state variables. It requires quantifications of spatial correlations and 
interpolations to support the comparison between point measurements and point based 
simulation results. Geostatistics provide a broad range of methods to examine the temporal and 
spatial heterogeneity (Deutsch and Journel, 1998). As this thesis concentrates on spatial 
patterns, the following chapter only deals with methods to analyze spatial variability. These 
methods include (i) the widely used variogram for analyzing spatial autocorrelation, (ii) empirical 
orthogonal functions for separating random from non-random spatial patterns of datasets, (iii) 
entropy as a measure of uncertainty and (iv) interpolation techniques like Thiesen Polygons, 
Inverse Distance Weighting and Kriging.  
Spatial variability and spatial dependence of localized variables like soil moisture can be 
expressed by the covariance. In a statistical sense, each soil moisture measurement is a localized 
random variable with a certain distribution from which the realization of the variable is drawn. 
Like variance, the covariance requires a definition of the distribution mean for every 
measurement at each location. However, a random distribution can only be sampled once at a 
given time and thus the distribution mean cannot be calculated. To solve this problem, 
stationarity is assumed which means that the mean value and the variance of the random 
distributions are constant over the entire domain (i.e. measurement test site). In addition, it is 
assumed that the stationary covariance only depends on the difference between the soil 
moisture values at different locations and not on their absolute position.    
An alternative formulation of the covariance is the (semi-)variogram which measures the 
variance of the difference between a number of points separated by the vector h. Definition of 
the variogram requires the so called “intrinsic hypothesis” which equals the concept of 
stationarity except that the variance may vary over the measurement domain. The variogram of 
a random variable is defined as:  
𝛾(𝑔) =
1
2𝑁(𝑔)
∑ (𝑥(𝑢𝑖) − 𝑥(𝑢𝑖 + 𝑔))
2𝑁(𝑔)
𝑖=1              Equation 8 
with x(ui) and x(ui+g) being the actual values of the variable X at the locations ui and ui+g, and 
N(g) being the number of paired comparisons at lag g. Depending on the calculation method of 
variograms, Oliver (2010) reports a minimum number of sample points between 50 and 100 to 
achieve reliable estimations. Problems can occur for example when the data exhibit a trend 
which in a statistical sense shows that the assumption of stationarity is not valid any more. Of 
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course, trends depend on the scale at which data are examined. The variogram equation can be 
extended to investigate the cross variability of two different attributes (e.g. soil moisture and 
saturated conductivity); logarithms of x(ui) and x(ui+g) can be used for negative values of a 
random variable.  
The variogram relates to the covariance under the assumption of stationarity as follows: 
 
𝛾(𝑔) = 𝜎2(𝑋(𝑢)) − [
1
𝑁(𝑔)
∑ (𝑥(𝑢𝑖)𝑥(𝑢𝑖 + 𝑔)) − (𝜇(𝑋(𝑢)))
2
𝑁(𝑔)
𝑖=1 ]
𝛾(𝑔) = 𝐶(0) − 𝐶(𝑔)
      Equation 9 
with  σ2(X(u) ) being the variance of the random variable at the location u, (μ(X(u)))2 being the 
squared mean of the random variable at the location u, x(ui) and x(ui+g) being the actual values 
of the variable Z at the locations ui and ui+g; finally, N(g) is the number of paired comparisons at 
lag g. The variance of the random variable σ2(X(u)) is identical to the covariance C(0) at lag 
distance zero, and the second term denotes the stationary covariance C(g) between the value at 
location u and another value at a location separated by the vector g. 
The variogram is a measure of the autocorrelation structure of spatially distributed data and can 
be characterized by three different features: sill, range and nugget variance (refer to Figure 5.1).   
 
Figure 5.1: Illustration of variogram features: sill variance, nugget variance and range. 
The nugget variance results from discontinuities in the data that are e.g. due to measurement 
errors; it equals C(0) which is the covariance at lag distance zero. A high nugget effect means 
weak spatial correlation between analyzed values. Sill is the maximum variance reached at a 
Theoretical Variogram
Experimental Variogram
Sill
Nugget Variance
Range
C(h)
C(0)
Spatially dependent Spatially independent
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certain lag distance h and consists of the spatially correlated variance C(g) and the nugget 
variance C(0). The lag distance at which the sill reaches its maximum value is called range. Values 
separated by a lag distance at or below the range are spatially dependent; values separated at a 
lag distance above the range are spatially independent. High range and low sill values indicate 
large spatial homogeneity in the dataset while low range and high sill indicate large 
heterogeneity (Oliver, 2010).  
A theoretical variogram can be fitted to the experimental variogram in order to calculate the 
spatial correlation for each lag distance. Most frequently used theoretical variograms include the 
spherical, the Gaussian and the exponential models (refer to Figure 5.2 for illustration). Due to 
the fact that the Gaussian and exponential variogram models reach their sill values in an 
asymptotic way, the range value is defined as the lag distance at which the variance reaches 95% 
of the sill variance. In this case, the range value is denoted as “effective range”.  
 
Figure 5.2: Illustration of spherical, Gaussian and exponential theoretical variogram models with sill 
and effective range value. 
When fitting a theoretical variogram to an empirical variogram, the quality of the experimental 
variogram is of high importance. Best results are achieved if the experimental variogram has the 
same number of pairs in each lag. To achieve a good distribution of sample points to the lags, 
several parameters can be adjusted (refer to Figure 5.3 for illustration). First of all, the lag 
distance and the maximum allowed lag distance influence the number of lags for which pairs will 
be calculated. As the lags are defined as a vector, the search angle (the direction in which is 
looked for pairs) can be altered which is helpful if the data exhibit anisotropy. Furthermore, lag 
and angle tolerances can be used to adjust the number of pairs in each lag (Deutsch and Journel, 
1998). 
Spherical Model Gaussian Model Exponential Model
Sill
Effective Range
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Figure 5.3: Parameters required for calculating the experimental variogram (adapted after Deutsch 
and Journel, 1998). 
The variogram method has been used to compare the statistical properties of soil moisture 
products of different origin (measured or simulated) and different spatial scale (from plot to 
mesoscale catchment). For example, Korres et al. (2014) investigated the variogram properties 
for measured and simulated soil moisture data from different catchments. They were able to 
identify three unique combinations of sill and range values that corresponded to a certain 
catchment size and to either modeled or measured soil moisture data.  
The variogram method is not able to appropriately describe heterogeneity of complex patterns 
like strong heterogeneity in saturated conductivity due to a change in soil texture. Multi-point 
geostatistics are therefore used to calculate correlations for more than two locations at each 
time step. This approach requires three-dimensional information. As these are usually not 
available, “training images” are used in multi-point geostatistics. Training images are 
conceptualizations of the expected pattern, for example the soil texture distribution of a test site 
derived from measurement data or other proxy data. For example, Huysmans and Dassargues 
(2009) applied this approach to derive hydrological conductivities for an aquifer with complex 
heterogeneity and utilized photographs and observations of sedimentary structures to construct 
the training image.  They used the derived hydrological conductivities for a simulation of 
contaminant transports and found that the multi-point geostatistical method leads to superior 
simulations compared to those achieved with the commonly used variogram approach.  
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Apart from the variogram approach, empirical orthogonal functions (EOF) and entropy are used 
to characterize patterns. Empirical orthogonal functions decompose patterns of e.g. soil 
moisture into stable (non-random) and random spatial patterns revealing the explained variance 
of each derived spatial pattern (for a detailed description refer e.g. to Korres et al., 2010). Korres 
et al. (2010) derived empirical orthogonal functions for surface soil moisture measured at a 
grassland and an agricultural test site. They correlated the resulting patterns to time invariant 
patterns of topographical characteristics and soil texture distributions and found that the most 
stable EOF explained 57.5% of total spatial soil moisture variance; the correlation analysis 
revealed that this pattern was mainly controlled by the existence of gleyic or non-gleyic soils 
thus indicating a strong link to infiltration. Graf et al. (2014) applied the EOF method to soil 
moisture measurements in a forested catchment. They found that the spatiotemporal variability 
of the soil water storage was to a large degree explained by two underlying patterns that were 
related to the spatial average of soil moisture. The first EOF pattern explained ~86% of soil 
moisture variance and basically resembled the relationship between standard deviation and 
mean soil moisture. 
Entropy is a measure of uncertainty. When applied to Hortonian infiltration, entropy illustrates 
that the uncertainty of the Horton equation increases with increasing dryness prior to a rainfall 
event. This means that the information content included in the observation of the uncertain 
event of Hortonian runoff above dry areas is large (reported in Singh, 2010). In the case of 
Hortonian infiltration, the uncertain event is connected to a low probability. On the contrary, 
occurrence of Hortonian overland flow on saturated areas is very likely and thus the entropy 
value and the information content included in the observation of such an event is low. Singh 
(2011) and Hao and Singh (2015) provide an overview about the theory and application of 
entropy in the field of hydrology. Castillo et al. (2015) developed an entropy-based index of 
model complexity which compares a given soil moisture distribution to assumed soil moisture 
distributions reflecting the maximum and minimum possible complexity of soil water deficit 
distribution throughout a catchment. Castillo et al. (2015) found a clear dependency of 
complexity in soil water deficit distribution on climate and topographic catchment attributes. 
Kriging is a statistical spatial interpolation method. In contrast to deterministic interpolation 
techniques like Inverse Distance Weighting or Thiesen Polygons, the Kriging method considers 
information on the spatial variability of a variable as measured by the variogram. In its most 
basic form, Ordinary Kriging estimates an unknown value of a random variable at a given 
location by applying weights to known values in proximity to the location with the unknown 
value. The weights are determined by minimizing the Kriging variance (mean squared error 
between the real and the estimated value) in a least-square sense (for detailed description of 
the Kriging method, the reader is referred to Deutsch and Journel, 1998). Weights are sensitive 
to nugget variance and anisotropy (trend in the variable in at least one direction). A high nugget-
to-sill ratio or a low range causes high weights of known values with a large distance to the 
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location of the unknown value. Kriging interpolation can be performed block- or pointwise. 
When Kriging is performed blockwise, the covariance matrix includes random variables at the 
sample location and locations inside the block, while for point Kriging only important locations 
are taken into account for the interpolation. Deutsch and Journel (1998) give details about 
strategies for searching nearby data whereas Oliver (2010) remarks that the number of nearby 
data should be between 16 and 20 data points for a reliable interpolation. Block Kriging generally 
allows for smoother interpolation results than point Kriging and is therefore commonly used 
when the area for which a prediction is required is larger than the sample extent (Oliver, 2010). 
Ordinary Kriging can be extended with a trend model (Universal Kriging) to incorporate data 
trends. Furthermore, a second variable can be used for the interpolation in a linear regression 
approach (Cokriging).  
In this thesis, the variogram method is applied to analyze the autocorrelation structure of 
simulated and measured soil moisture data. Based on this analysis, kriging interpolation is used 
to obtain an illustrative representation of spatial soil moisture patterns.  1The level of agreement 
between interpolated patterns is quantified with Kappa statistics (Viera and Garrett, 2005). The 
Kappa value consists of two factors: KLoc and KHisto. A KLoc of 1 indicates that observed and 
simulated soil moisture values are identical at a given location. A KHisto value of 1 indicates a 
perfect agreement between the histograms of the observed and simulated soil moisture values. 
The multiplication of KLoc and KHisto results in the Kappa value. A Kappa value of 1 indicates 
optimal concordance while values below zero indicate complete dissimilarity 1. 
To explore drivers of soil moisture patterns, a Spearman correlation analysis between catchment 
characteristics (topography, porosity distribution) and measured and simulated soil moisture 
patterns was performed.  The EOF method was not used in the context of this thesis because 
results from recent studies using EOF (Korres et al., 2010; Graf et al., 2014; Fang et al., 2015) 
revealed that one EOF pattern already explained over 50% of the total variance. This pattern was 
highly correlated to soil properties (e.g. Korres et al., 2010; Fang et al., 2015) or the relationship 
between soil moisture and its standard deviation (Graf et al., 2014). Results of the Spearman 
correlation analysis conducted in the context of this thesis showed strong correlations between 
simulated soil moisture patterns and porosity distribution. As this finding was in line with those 
by Korres et al. (2010) and Fang et al. (2015), the application of the EOF analysis was not 
expected to reveal additional insights into simulated soil moisture patterns. 
 
  
 
 
                                                             
1 Text taken from Cornelissen et al. (2014) 
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6 Study areas “Erkensruhr” and “Wüstebach” 
6.1 Catchment description 
Figure 6.1 gives an overview about the study areas Erkensruhr and Wüstebach showing their 
location, land use distribution and topography. The Erkensruhr catchment is located in western 
Germany close to the Belgian border (Figure 6.1). It is part of the larger Rur catchment with a 
size of 2354 km². The Erkensruhr catchment itself is 41.9 km2 large with an elevation ranging 
from 286 m to 631 m above sea level. Highest elevations occur in the south-western area of the 
catchment, lowest elevations in the northern part of the catchment (Figure 6.1).  
The 0.385 km2 large (Stockinger et al., 2014) headwater catchment Wüstebach is situated at the 
southern border of the Erkensruhr catchment (see Figure 6.1). 1 The Wüstebach test site is the 
central part of the catchment and a major monitoring area of the TR32 project with a size of 0.27 
km². Its elevation ranges between 595 and 628 m, with an average slope of 3.6% and a 
maximum slope of 10.4% (Bogena et al., 2010). The local topography of the headwater 
catchment is influenced by anthropogenic landforms that date back to the Second World War, 
e.g. gun emplacements and trenches 1. 
The Erkensruhr catchment is part of the Eifel National Park which was established in 2004 
covering an area of 110 km2. During the Second World War, forests were cut to provide 
firewood. In the 1950s, fast growing Norwegian spruce (Picea abies (L.); Lehmkuhl et al. (2010)) 
forests were planted to prevent erosion. In the future, the landscape of the Eifel National Park is 
supposed to develop independently from human impact or control, following ‘natural’ 
processes. By the year 2034, 75% of the area of the Eifel National Park are supposed to have 
reached this status. The ‘potentially natural vegetation’ on these areas will then be dominated 
by slow growing deciduous trees like beech and oak. In order to reintroduce these species, large 
areas of coniferous stands are about to be cleared. Particularly, the renaturation of river valleys 
required major clearcuttings in 2011 (Forestry Commission Office of the National Park Eifel, 
2012). Coniferous trees will only remain in the southern areas with high precipitation (Forestry 
Commission Office of the National Park Eifel, 2008). Currently, the Erkensruhr catchment is 
dominated by coniferous forest (mainly Picea abies) in the southern part (including the 
Wüstebach catchment) and by beech forest (Fagus sylvatica) in the northern part. Oak forest, 
grassland and pasture occupy the central part while a mixture of grassland and pasture 
dominates the eastern parts of the catchment. In the south-eastern part, a few areas are 
cultivated (Figure 6.1).  
There are two different river types in the catchment: fast flowing rivers in narrow valleys which 
partly dry out in summer (e.g. Wüstebach) and rivers flowing in grassland and pasture areas with 
                                                             
1 Text taken from Cornelissen et al. (2014) 
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slower flow velocities (e.g. Mückenbach, Funkenbach; refer to Figure 6.1). The Wüstebach flows 
from higher elevated southern areas to the outlet in the north in an asymmetrical v-shaped 
valley with a steeper eastern and a flatter western flank.  
 
Figure 6.1: Location of the Erkensruhr catchment (top left), distribution of land use classes (top) and 
topography at 10x10 m resolution (bottom). 
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The climate is warm-temperate with mean annual temperatures ranging between 7.6°C at high 
and 10°C at low altitudes. The catchment is characterized by a strong west-east gradient in 
precipitation with a mean annual precipitation of 1150 mm in western and 740 mm in eastern 
parts of the catchment (Cornelissen et al., submitted). For the Wüstebach, the mean annual 
precipitation amounts to 1220 mm (1979-1999; Bogena et al. (2010)). Cambisol is the dominant 
soil type of the catchment (refer to chapter 6.2.5). Bedrock consists of Devonian clayshales with 
sandstone intrusions and fractures (Stoltidis and Krapp, 1980). For a detailed description of 
catchment characteristics, the reader is also referred to Lehmkuhl et al. (2010) and Borchardt 
(2012).  
 
6.2 Data base and data processing 
This chapter summarizes data resolution and availability and justifies the choice of data for 
simulations of the Wüstebach and the Erkensruhr.  
6.2.1 Land use in the Erkensruhr and the Wüstebach catchment 
The description of land use data and their processing only refers to the Erkensruhr catchment 
because the Wüstebach catchment is homogeneously covered with spruce (Picea abies) and as 
such, no spatial land use data had to be prepared. 
Table 6.1: Proportional coverage of land use classes in 2008 and 2012 at 15x15 m and 100x100 m 
resolution. 
 
 
 
 
 
 
 
 
 
 
 
 
Land Use Class Percentage (%) 
in 2008 
Percentage (%) 
in 2012 
Difference (%) 
2012-2008 
 15x15 m resolution 
Agriculture 2 2 0 
Grassland 38 36 -2 
Coniferous Forest 34 33 -1 
Deciduous Forest 20 22 +2 
Settlement 2 2 0 
Copse 1 2 +1 
Heath 3 3 0 
 100x100 m resolution 
Agriculture 2 2 0 
Grassland 35 33 -2 
Coniferous Forest 38 36 -2 
Deciduous Forest 20 22 +2 
Settlement 1 1 0 
Copse 1 1 0 
Heath 2 3 +1 
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Land use data were available for the entire Rur catchment at 15x15 m resolution on an annual 
basis between 2008 and 2012 distinguishing 26 classes for the Erkensruhr catchment (Waldhoff, 
2012; Lussem and Waldhoff, 2013). Some land use classes only accounted for less than one 
percent of the total catchment area and therefore the 26 land use classes were reclassified to 7. 
The proportional coverage of the classified land uses for 2008 and 2012 and the difference 
between the two years are given in Table 6.1.  
Differences in land use cover between 2008 and 2012 were minor (≤2%), thus land use was 
assumed constant for the hydrological modeling period. As the Erkensruhr was discretized at a 
100x100 m resolution, the aggregation of land use data to the required resolution was 
performed with the corresponding ArcGIS tool, applying the ‘majority’ option which assigns the 
dominant land use type to the new (larger) grid cell. This causes deviations in the proportional 
coverage of land use (see Table 6.1). There were large deviations in coverage for pasture (3%) 
and coniferous forest (4%) classes but only small deviations for the other classes. Despite these 
deviations, land use change between 2008 and 2012 at 15x15 m resolution was well preserved 
at the 100x100 m resolution. The resulting spatial land use patterns are given for 2008 and 2012 
in Figure 6.2 at a 100x100 m resolution. 
Distribution and characteristics of ‘Heath’ and ‘Copse’ were unclear because (1) both land use 
classes were not sufficiently described in the data source and (2) ‘Heath’ did not occur in the 
catchment. As ‘Heath’ mainly occurred next to ‘Grassland’, all elements of this class were 
allocated to ‘Grassland’. Elements with class ‘Copse’ were evenly distributed between 
‘Deciduous’ and ‘Coniferous’ land use classes. As land use was assumed constant over the period 
2008 to 2012, the land use distribution of 2008 was chosen as reference distribution for the 
simulation.  
The triangular shape of the elements in HydroGeoSphere (see chapter 7.2) made the direct 
implementation of gridded land use data impossible. Instead, the dominant land use fraction for 
each HydroGeoSphere element had to be computed from the gridded information. Table 6.2 
shows that deviations between the gridded and triangulated distributions remain small (<2.5%). 
Table 6.2: Percentual distribution of land use classes of the gridded input data and of the 
HydroGeoSphere simulation grid. 
 
 
 
 
 
Land Use Class Land use cover 
grid (%) 
Land use cover 
triangulated (%) 
Difference 
(%) 
Agriculture 1.82 1.65 -0.17 
Grassland 35.44 37.77 2.33 
Coniferous Forest 38.38 40.41 2.03 
Deciduous Forest 20.18 19.43 -0.75 
Settlement 1.03 0.75 -0.28 
Copse 0.98 0.00 -0.98 
Heath 2.17 0.00 -2.17 
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Figure 6.2: Land use distribution in the Erkensruhr catchment at a 100x100 m resolution in 2008 and 
2012. 
6.2.2 Climate and precipitation data 
Figure 6.3 shows the locations of meteorological stations near the Erkensruhr catchment and 
Table 6.3 specifies type, availability and resolution of measured data. Necessary climate data for 
the calculation of potential evapotranspiration with the FAO Penman-Monteith method (Allen et 
al., 1998) include vapor pressure (or relative humidity), wind speed, temperature and radiation 
(or sunshine duration).  
As shown in Table 6.3, radiation or sunshine duration data was rarely available. The stations 
Kalterherberg and Schleiden (Meteomedia) did not provide enough data because global 
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radiation was not recorded before the end of 2010, and sunshine duration data of the station at 
Kall-Sistig were not representative due to their distance to the Wüstebach catchment (Figure 
6.3).  
The relevant climate data was finally taken from the station at Schöneseiffen operated by the 
TERENO project. As measurements at this station began on 1st of July 2009, all simulations also 
started at this date.  
 
Figure 6.3: Location and topographic situation of climate stations near the Erkensruhr catchment. 
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Table 6.3: Summary of available climate and precipitation data for the Erkensruhr catchment. 
Station Name (Operator) Precipitation Climate1  Additional Data 
Monschau-
Kalterherberg 
DWD 1.1.1941  
(daily) 
 
1.9.2006  
(hourly) 
- 6-hourly 1.9.2006 
Height of new snow;  
Snow height;  
Water equivalent of 1cm 
snow 
Kall-Sistig DWD 1.8.2004   
(hourly) 
1.8.2004  
(T, V, SSD, hourly) 
  
17.10.2007  
(RH, hourly)  
Hourly 1.8.2004 
Dew point temperature; 
Temperature at ground  
6-hourly 17.10.2007 
Snow height 
Hellenthal-
Hollerath 
DWD 1.1.1951 - 31.12.2006 
(daily) 
 
- - 
Schleiden-
Gemünd 
DWD 1.1.1951 - 28.2.2006 
(daily) 
 
- - 
Schleiden-
Schöneseiffen 
DWD 1.1.1959 – 31.7.2007 
(daily) 
- - 
Nideggen-
Schmidt 
DWD 1.1.1994  
(daily) 
 
 
1.6.2004 
(hourly) 
1.1.1994  
(T,RH,V, daily) 
 
 
1.8.2007 
(T,RH,V, hourly) 
1.1.1994 
(Height of new snow;  
Snow height; daily) 
 
1.6.2004 
(Dew point temperature; 
Temperature at ground; 
Height of new snow;  
Snow height; hourly)  
Schöneseiffen Tereno - 1.7.2009  
(T,V, atmospheric 
and vapor pressure,  
shortwave incoming 
radiation, hourly) 
- 
Schleiden Meteomedia 29.10.2001-10.10.2012 
(hourly)  
29.10.2001 
(T, RH, V, hourly) 
 
31.12.2010 
(Global radiation, 
hourly) 
- 
Kalterherberg Meteomedia 2.10.1998 - 9.10.2012 
(hourly) 
2.10.1998 
(T, RH, V, hourly) 
31.12.2010 
(Global radiation, 
hourly) 
- 
Oelftalsperre – 
Staumauer 
Wasserverband 
Eifel-Rur 
1.5.2000 - 31.1.2010 
(hourly) 
1.5.2000 - 28.2.2010 
(T, hourly) 
- 
Rurberg Wasserverband 
Eifel-Rur 
10.5.2001- 1.2.2010 
(hourly) 
10.5.2001 - 1.3.2010 
(T, hourly) 
- 
Urfttalsperre Wasserverband 
Eifel-Rur 
1.5.2000 -1.2.2010 
(hourly) 
1.5.2000 - 1.3.2010 
(T, hourly) 
- 
1 T=Temperature; V= Wind Speed; RH=Relative Humidity; SSD=Sunshine Duration 
Due to their proximity to the catchment and their temporal availability, the stations at Schleiden 
and Kalterherberg (Meteomedia) and a second station at Kalterherberg operated by the German 
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Weather Service (DWD) could eventually provide necessary precipitation data for the simulation 
of the Wüstebach catchment. To decide which data to select, measured precipitation of the 
three stations was compared to other components of the water balance (discharge, actual and 
potential evapotranspiration) in the form of annual sums between 2010 and 2012 (Table 6.4). 
The last column in Table 6.4 depicts the water balance residual in percentage of total rainfall. As 
measurements of actual evapotranspiration started on 5th of May 2010 and measurements of 
climate data from the Schöneseiffen station (TERENO) started on 1st of July 2009, the table also 
gives sums of water balance components for these sub-periods.  
Table 6.4: Measured annual discharge, precipitation, actual and potential evapotranspiration sums 
between 2010 and 2012 for the Wüstebach catchment. 
 Precipitation 
(mm) 
Discharge 
(mm) 
PET 
(mm)1 
AET 
(mm)2 
Residual (%) 
Station Name 01.07.2009 - 31.12.2009 
Schleiden (Meteomedia) 548 200 352   
Kalterherberg (Meteomedia) 654 200 352   
Kalterherberg (DWD) 681 200 352   
Kalterherberg (DWD) corrected 768 200 352   
Kalterherberg (DWD) corrected; with snow 768 200 352   
 01.05.2010 - 31.12.2010 
Schleiden (Meteomedia) 783 248 556 377 20 
Kalterherberg (Meteomedia) 811 248 556 377 23 
Kalterherberg (DWD) 880 248 556 377 29 
Kalterherberg (DWD) corrected 990 248 556 377 37 
Kalterherberg (DWD) corrected; with snow 881 248 556 377 29 
 2010 
Schleiden (Meteomedia) 986 608 694   
Kalterherberg (Meteomedia) 1077 608 694   
Kalterherberg (DWD) 1178 608 694   
Kalterherberg (DWD) corrected 1334 608 694   
Kalterherberg (DWD) corrected; with snow 1226 608 694   
 2011  
Schleiden (Meteomedia) 818 630 756 596 -50 
Kalterherberg (Meteomedia) 1008 630 756 596 -22 
Kalterherberg (DWD) 1096 630 756 596 -12 
Kalterherberg (DWD) corrected 1239 630 756 596 1 
Kalterherberg (DWD) corrected; with snow 1348 630 756 596 9 
 2012  
Schleiden (Meteomedia) 794 589 689 606 -50 
Kalterherberg (Meteomedia) 938 589 689 606 -27 
Kalterherberg (DWD) 1294 589 689 606 8 
Kalterherberg (DWD) corrected 1462 589 689 606 18 
Kalterherberg (DWD) corrected; with snow 1462 589 689 606 18 
1PET=Potential Evapotranspiration; 2AET=Actual Evapotranspiration 
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The comparison between the stations shows that only the station at Kalterherberg (DWD) 
provided a reasonable closure of the water balance (also refer to Graf et al., 2014). Precipitation 
data were corrected following the method described by Richter (1995). The correction resulted 
in an annual increase of 13 % in precipitation, reducing the water balance residual in 2011 from  
-12% to +1%, but increasing the residual in 2012 from +8% to +18%.  
Actual Evapotranspiration at the Wüstebach catchment has been measured on top of a 38 m 
measurement tower by the eddy-covariance technique since May 2010 (Drüe et al., 2012). The 
technique is based on the phenomenon that air parcels having e.g. a specific water vapor, are 
transported by turbulence (eddy). The vertical flux of e.g. latent heat can thus be interpreted as 
the covariance between vertical wind velocity and the concentration of water vapor. The 
measurements of the eddy-covariance technique are not associated to a certain point, but to a 
footprint (comparable to the “spacing” dimension of the scale triplet) which changes with wind 
direction and speed. According to Mauder et al. (2013) the changes in footprint - in addition to 
instrumental noise and the stochastic nature of turbulence - comprise the sources of random 
errors. Systematic errors may arise from the closure of the energy balance originating from the 
systematic underestimation of turbulent fluxes related to advection. At the Wüstebach 
catchment, a systematic error arises during periods of northern wind directions because under 
these wind conditions, an anemometer backwind arises (Graf et al., 2014). The data gathered 
during northern wind conditions amounts to roughly 8% of total data between the period May 
2010 and April 2013 and was excluded a priori from the data set. In total the fraction of missing 
or dismissed data amounted to ~54% for the Wüstebach. Therefore, a gap-filling was necessary 
as described in Graf et al. (2014). The following figure (Figure 6.4) shows the gap-filled eddy 
covariance data set at daily resolution.  
Due to the lack of a snow model in HydroGeoSphere, snow storage dynamics were simulated 
with the degree-day-method (Maidment, 1993). This method simplifies the heat balance of the 
snow pack by assuming that temperature is the only influencing factor and that the snow surface 
keeps a temperature of 0°C. Snow is accumulated when the air temperature is below or equal to 
zero and melts for temperatures above zero. The amount of melted snow equals the 
precipitation rate at that time step plus the temperature multiplied by the degree-day factor. 
Snow storage is reduced by the amount of melted snow. The degree-day-factor was calibrated at 
hourly time steps by comparing simulated to measured snow storage which was calculated by 
multiplying measured snow height with snow water equivalent data from Kalterherberg (DWD). 
Figure 6.5 compares calibrated (with a degree-day-factor of 0.25) to measured snow storage at 
the station Kalterherberg (DWD). The figure shows that the dynamics and the amount of snow 
storage were well captured by the model (R2 = 0.94 during winter 2010/2011). The resulting 
precipitation rate at hourly resolution was aggregated to daily time steps, thus avoiding 
differences in precipitation between simulations at hourly and daily resolution. 
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Figure 6.4: Daily actual evapotranspiration measured at the Wüstebach catchment between May 
2010 and April 2013. 
 
Figure 6.5: Comparison between measured and simulated snow storage for the winter periods 
between end of 2009 and end of 2011. 
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In the following sections, data availability and processing for the incorporation of spatial 
variability in precipitation and potential evapotranspiration for the Erkensruhr simulation is 
described. 
Figure 6.6 shows mean annual precipitation sums between 2006 and 2012 for 5 stations. 
Precipitation decreased by at least 340 mm from stations in the west e.g. Kalterherberg (DWD) 
to stations in the east e.g. Kall-Sistig (DWD). Correlation coefficients (R2) between longitude and 
precipitation ranged between 0.82 (2007) and 0.98 (2011). Weaker correlations existed between 
latitude and precipitation (0.1 to 0.7) and elevation and precipitation (0.33 to 0.72). Thus, the 
spatial distribution of precipitation has to be taken into account for the discharge and water 
balance simulation at the Erkensruhr catchment. 
 
Figure 6.6: Mean annual precipitation between 2006 and 2012 for 5 stations in the Erkensruhr 
catchment. 
The incorporation of spatially heterogeneous precipitation data can be acquired by the usage of 
spatial interpolation methods. As HydroGeoSphere does not offer any internal routine for the 
interpolation of climate data, interpolation had to be done in advance. Generally, interpolation 
methods are either exclusively distance based (Inverse Distance, Thiessen Polygons) or they take 
into account mean and variance (Kriging; refer to chapter 5). Precipitation data interpolated with 
distance based methods heavily exaggerated the influence of the station Schleiden 
(Meteomedia) due to the large distances between Schleiden (Meteomedia) and other stations 
e.g. Kalterherberg (DWD; refer to Figure 6.3). Other methods that include mean and variance 
require a certain amount of data points to achieve statistically sound results (refer to chapter 5). 
The maximum number of only five available stations was far below the recommended minimum 
amount of sampling points. Thus, interpolation methods failed in mapping the precipitation 
pattern. 
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Due to the difficulty in spatial interpolation, radar data of the catchment were acquired from the 
Wasserverband Eifel-Rur (WVER). The data originate from the radar station Neuheilenbach 
(operational since 1998) which is situated approximately 46 km south of the Wüstebach 
catchment at an elevation of 585 m (hydro & meteo GmbH & Co. KG, 2012). The radar has a 
spatial resolution of 1x1 km and a temporal resolution of 5 minutes. The data have been 
corrected for soil echoes and attenuation (weakening of the radar beam behind a pixel with 
heavy rainfall). In addition, data were adjusted to precipitation stations in order to correct for 
the bright band effect which describes the influence of snow melting on the detection of rainfall 
and snow. Data gaps were closed with data from the radar station at Essen (hydro & meteo 
GmbH & Co. KG, 2012). Figure 6.7 compares the annual precipitation sums of the radar data with 
station data close to the Erkensruhr catchment.  
To properly incorporate the spatial variation of potential evapotranspiration at the Erkensruhr 
catchment, a mean temperature gradient per elevation had to be defined. In Figure 6.8, mean 
annual temperatures between 2006 and 2012 are shown for 6 stations (locations are given in 
Figure 6.3). As can be seen in Figure 6.8, stations at higher elevations (Schleiden, Kalterherberg 
and Kall-Sistig) had a significantly lower mean annual temperature than those at lower 
elevations (Nideggen-Schmidt, Urfttalsperre and Rurberg). Significance was tested with a one-
sided t-test with unknown variances and a significance level of 5%. The correlation between 
temperature and elevation was found to be very strong with correlation coefficients between 
0.92 (2008, 2011) and 0.97 (2009). The effect of changing temperatures on the amount of 
potential evapotranspiration (FAO Penman-Monteith; Allen et al. (1998)) was tested by altering 
given hourly temperatures by ±10%. The resulting change in potential evapotranspiration 
equaled the temperature change. Thus, spatial variability in potential evapotranspiration had to 
be included in the simulation of the Erkensruhr catchment.   
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Figure 6.7: Location of climate stations with annual precipitation sum and pattern of annual 
precipitation as measured with the radar data of 1x1 km resolution by the Wasserverband Eifel-Rur. 
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Figure 6.8: Mean annual temperatures between 2005 and 2012 at 6 stations in the Erkensruhr 
catchment. Stations are sorted from the highest (Schleiden) to the lowest (Rurberg) elevation. 
To include the spatial variation of potential evapotranspiration, a temperature gradient per 
elevation was required and computed with two linear regressions performed with mean annual 
temperature values between 2006 and 2009 for 5 stations (Rurberg, Urfttalsperre, Nideggen-
Schmidt, Kall-Sistig and Schleiden) and between 2010 and 2012 for 3 stations (Nideggen-
Schmidt, Kall-Sistig and Schleiden). The station at Kalterherberg (Meteomedia) was removed 
from the regression analysis because – although located at a lower elevation - its mean annual 
temperatures were lower in comparison to the station Schleiden (Meteomedia). The 
combination of the regression curves of the two time periods (without Kalterherberg 
(Meteomedia)) led to a mean temperature gradient of 0.66°C per 100 m and an R2 of 0.99 
between simulated and measured mean annual temperatures. When including the station 
Kalterherberg in the regression analysis, R2 dropped slightly to 0.91 but the temperature 
gradient increased from 0.66°C to 0.73°C per 100 m. Figure 6.9 illustrates the effect of the 
station on the linear trend lines for the two time periods.  
In order to distribute the temperature measured at the station Schöneseiffen (TERENO) 
according to the calculated temperature gradient, altitude layers were defined. Temperature at 
Schöneseiffen (TERENO) was arbitrarily defined to be valid for 50 m above and below the station 
height of 610 m. Therefore, the following altitude layers were defined: below 360 m, ≥360 m to 
<460 m, ≥460 m to <560 m and higher than 560 m. 
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Figure 6.9: Linear regression between elevation and temperature line calculated with (top) and 
without (bottom) the station Kalterherberg (Meteomedia).  
Potential evapotranspiration was computed for the Wüstebach and the Erkensruhr simulations 
at hourly time steps following the FAO Penman-Monteith crop-reference equation (Allen et al., 
1998). The results were aggregated to daily resolution: 
𝑃𝐸𝑇 =
0.408∆(𝑅𝑛−𝐺)+𝑦
900
𝑇+273
𝑢(𝑒𝑠−𝑒𝑎)
∆+𝑦(1+0.34𝑢)
             Equation 10 
where Δ is the slope vapor pressure curve (kPa/°C), Rn is net radiation (MJ/m2*day), G the soil 
heat flux density (MJ/m2*day), y is the psychrometric constant (kPa/°C), T is temperature (°C), u 
is wind speed (m/s) and es-ea is the saturation vapor pressure deficit (kPa). The calculation of net 
radiation requires the definition of an albedo value. 
The equation is valid for extensive grassland with uniform height, a given aerodynamic 
resistance of 208 divided by wind speed (s/m) and a surface resistance of 70 (s/m) (Allen et al, 
1998). If the potential evapotranspiration is calculated for vegetation differing from a well-
watered grass reference crop surface, the crop coefficient can be used to include the combined 
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effects of vegetation characteristics (e.g. stomata resistance) on transpiration and evaporation. 
For grassland and coniferous forest, the crop coefficient equals 1 (Allen et al., 1998) but for 
deciduous forest, it ranges between 0.79 and 0.9 (data for Fagus sylvatica by Verstraeten et al., 
2005).  
Due to the fact that the crop coefficient equals 1 for spruce forests, only the albedo had to be 
changed at the Wüstebach catchment and was set to 0.075 which is an average of values 
reported by Armbruster et al. (2004) and Bernhofer et al. (2003). Resulting potential 
evapotranspiration values were already introduced in Table 6.4. 
At the Erkensruhr catchment, each altitude layer has its unique mixture of land use types. This 
circumstance affects the albedo, surface and stomata resistance parameters and the crop 
coefficient. Based on the fractions of land use types per altitude layer (refer to Table 6.5), the 
maximum possible difference in annual potential evapotranspiration due to changes in crop 
coefficient amounts to 9% at altitudes between 360 and 460 m. As this altitude only accounted 
for 16% of the total catchment area (Table 6.6), the annual potential evapotranspiration sum for 
the whole catchment could only vary by 4%. Due to the low influence of the crop coefficient on 
catchment’s total potential evapotranspiration combined with the fact that these values cannot 
be validated, the crop coefficient was not adjusted. Thus, only the albedo value has been 
adapted to the following values: Coniferous Forest: 0.075 (from Wüstebach study, see above), 
Deciduous Forest: 0.19 (Breuer et al. 2003), Grassland: 0.2175 (Breuer et al. 2003), Urban: 0.3 
(assumption), Crops: 0.22 (Breuer et al. 2003). Table 6.5 shows weighted mean albedos and 
Table 6.6 annual potential evapotranspiration sums for the different altitude layers of the 
Erkensruhr catchment. 
Table 6.5: Land use fraction per altitude layer and computed mean albedos per altitude layer. 
 Land use fraction per altitude layer  
Land use <360 360<460 460<560 >560 
Deciduous (%) 35 39 21 9 
Spruce (%) 35 33 41 74 
Grassland (%) 30 27 37 17 
Urban (%) 1 1 1 0 
Agriculture (%) 0 0 1 0 
Weighted Mean Albedo (-) 0.16 0.16 0.15 0.11 
 
In the third part of this thesis (chapter 8.4), a long-term simulation run was conducted. The aim 
was to simulate the change of water balance and evapotranspiration components with forest 
growth between 1951 and 2000. Daily climate and rainfall values from 1951 onwards were 
available at the station of Kall-Sistig (DWD) except for relative humidity and absolute sunshine 
starting on 1.1.1961. In addition, the time series at Kall-Sistig had a measurement gap between 
1st January 1968 and 31st July 1968. These gaps were filled with data from the DWD station at 
Aachen which provided gapless climate data from 1.1.1937 on.  
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Table 6.6: Annual sums of potential evapotranspiration per altitude layer between 1st July 2009 and 
2012 and area fraction per altitude layer.  
 Annual sums of potential evapotranspiration (mm) per altitude layer 
Year  <360 m 360 m - 460 m 460 m - 560 m ≥560 m Area-Weighted 
sums 
1.7-1.12 2009 406 378 354 340 355 
2010 784 734 692 671 696 
2011 858 803 756 732 760 
2012 788 735 689 666 693 
Fraction of 
catchment (%) 
4 16 49 31 100 
 
Data from Aachen have been corrected by a linear regression model between climate variables 
measured at Kall-Sistig and Aachen for the period 1st August 1968 to 31st December 2000. 
Correlation coefficients reached high values for minimum and maximum temperature (R2=0.97) 
and vapor pressure data (R2=0.94), but only a moderate value for absolute sunshine duration 
(R2=0.85). Correlations for precipitation and wind speed were lowest (R2<0.7) and the applied 
regression function did not result in a significant improvement compared to original values from 
the station at Aachen. Thus, precipitation and wind speed data were transferred without any 
change from Aachen to Kall-Sistig for the period 1st January 1968 to 31st July 1968. Gap-filled 
climate data were used to calculate the FAO Penman-Monteith potential evapotranspiration 
(Allen et al., 1998) and snowfall as previously described. 
6.2.3 The Wüstebach measurement network 
This chapter describes the ‘Soil Moisture Sensor and Interception Monitoring Network’ that was 
installed specifically in the Wüstebach catchment. The measurement of actual 
evapotranspiration is – among other measurements – part of the Wüstebach measurement 
network and was already described in chapter 6.2.2 because these data were used to justify the 
choice of precipitation data for the Wüstebach catchment. Figure 6.10 depicts the measurement 
locations of the Soil Moisture Sensor and Interception Monitoring Network and of the eddy-
covariance measurement tower at the Wüstebach catchment. These measurements are 
confined to the test site area of the catchment. The existence of such high-resolution data was 
therefore the reason for restricting the simulation area to the test site. 
1 For measuring soil moisture, a wireless soil moisture sensor network (SoilNet; Bogena et al., 
2010) was installed in the Wüstebach in August 2009 consisting of 900 sensors (see Bogena et al. 
(2007) for further details on the sensor technology). At 150 locations, sensor pairs were installed 
at 5, 20 and 50 cm depth with a horizontal distance of 5 cm. The quality-checked data used for 
this study are reported in Bogena et al. (2013) and comprised a data set of 112 measurement 
points starting on 1st of July 2009. When comparing the point based soil moisture pattern with 1 
                                                             
1 Text taken from Cornelissen et al. (2014) 
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1 catchment scale soil moisture patterns measured with electromagnetical induction (EMI), 
Altdorff (personal communication) identified 7 nodes which showed large deviations from the 
EMI measurements. Since these deviations were likely to be caused by local processes (e.g. 
macropore flow), these nodes were excluded from the analysis. The SoilNet nodes finally used in 
this study are shown in Figure 6.10 as black dots. Figure 6.11 gives the measured soil moisture 
dynamics between 2010 and 2011 for the Wüstebach catchment in 5, 20 and 50 cm depth 1.  
 
 
Figure 6.10: Measurement Location of the SoilNet, the Gauging Station and the Eddy-Covariance 
Tower at the Wüstebach test site. The measurement locations of the interception network are equal 
to those of the SoilNet. 
Since 2011, weekly throughfall has been measured in the Wüstebach catchment with cylindrical 
measuring containers having a maximum storage equal to 50 mm. Measurements are done for 
all 147 locations of the SoilNet sensors. 144 sensors are placed underneath the vegetation giving 
an estimate of the sum of throughfall and dripping water while 3 sensors are freestanding to 
record the net precipitation. The difference between the mean net precipitation and the 
throughfall gave a raw estimate of the interception loss of about 20%. In Figure 6.12, net and 
                                                             
1 Text taken from Cornelissen et al. (2014) 
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field precipitation is plotted against each other for the years 2011 and 2012. These data were 
used for calibration. 
 
Figure 6.11: Observed mean daily soil moisture dynamics for 2010 and 2011 in 5, 20 and 50 cm depth. 
 
 
Figure 6.12: Observed weekly precipitation values for 2011 and 2012. 
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6.2.4 Discharge data 
Discharge is monitored at the Wüstebach outlet by a combination of Parshall flumes (Venturi 
weir) for high flows (5-300 l/s) and V-notch weirs (Thomson weir) for measuring flow rates 
smaller than 5 l/s at 10 minute intervals (Graf et al. 2014). Discharge is measured in l/s for both 
weirs and combined to one discharge curve. Table 6.7 gives an overview of the percentage of 
data gaps in the Wüstebach discharge data at hourly resolution. The percentage of gaps was high 
in 2008 and 2009 but substantially decreased between 2009 and 2012.  
It was already outlined that the size of the Wüstebach simulation area (0.27 km2) and its 
catchment area (0.38 km2) differed from each other meaning that measured and simulated 
discharge originate from areas of different size. To enable comparison, discharge in l/s was 
divided by the corresponding area to determine discharge in mm. 
Table 6.7: Amount of target and credit hours and their residual at the Wüstebach outlet. 
Year Target Hours Credit Hours Gaps (%) 
2008 5088 4545 11 
2009 8760 7728 12 
2010 8760 8176 7 
2011 8760 8241 6 
2012 8784 8630 2 
 
At the Erkensruhr, discharge data was available from 1st November 1961 until 31st December 
2012. Figure 6.13 depicts measured discharge at the Wüstebach and the Erkensruhr outlets 
between 2008 and 2012. Discharge rates between 1962 and 2000 are given as mean 5-year 
values in chapter 8.4. Discharge was characterized by a strong seasonality with a pronounced 
low flow period during the summer and a high variability during snow dominated periods in the 
winter. The Wüstebach discharge tended to produce larger and more short-term variations 
during autumn and higher peak flows during the whole year. The similarity between the outlets 
(Figure 6.13) was quantified by the coefficient of variation which is a measure for the frequency 
distribution (see chapter 3.4). It reached comparable values for the Wüstebach (1.5) and the 
Erkensruhr (1.3).  
In this thesis, the long-term simulation run covering the growing period of the spruce forest in 
the Erkensruhr catchment (50 years) was performed (chapter 8.4). Due to the large similarity in 
discharge dynamics between the Erkensruhr and the Wüstebach, the Wüstebach catchment was 
regarded as representative for the whole Erkensruhr catchment. To allow for a comparison 
between simulated and observed discharge data, the simulated data had to be rescaled from the 
Wüstebach to the Erkensruhr. This was achieved by a linear regression curve (y=1.3742x+0.2348; 
R2 of 0.81) between observed discharge rates from the Erkensruhr and the Wüstebach 
catchments for the period between 2010 and 2011.  
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Figure 6.13: Measured discharge curve at the Wüstebach and Erkensruhr outlets between 2008 and 
2012. 
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6.2.5 Soil Data 
Soil data for the Wüstebach catchment had a resolution of 1:2.500. Figure 6.14 differentiates 8 
different soil types from which 6 are located near the river bed and the source areas. The two 
dominant soil types - Cambisol in the western and Gleyic Cambisol in the eastern part of the 
catchment – cover 81% of the test site area. Of the 6 other soil types, Gleysol and Stagnic 
Cambisol account for 7% and 4% of the total area, respectively. For each soil type, Table 6.8 
gives basic soil characteristics as an area weighted mean value. Despite the variability in soil 
types, silt loam is the dominant soil texture of the first two layers in the Wüstebach catchment. 
In the first layer, soil texture only varies for Histosol and Gleysol (silty clay). In the second layer, 
only Regosol has a different soil texture class (silty clay). The skeleton content increases with 
depth from 33% in the first to 66% in the second layer. This increase in skeleton content results 
in a strong decrease of porosities and residual saturation during parameterization of the model 
HydroGeoSphere (refer to chapter 7.3.2). Corresponding to the increase in skeleton content, the 
saturated conductivity also decreases from 2.4E-6 m/s to 8.1E-8 m/s between the two top layers. 
Comparable to soil texture and skeleton content, the saturated conductivity shows little 
variation between soil types except for the Histosol soil type. 
 
Figure 6.14: Soil Type distribution of the Wüstebach test site. 
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Table 6.8: Area weighted mean values of characteristic soil properties for the three top layers in the 
Wüstebach catchment. 
 Cambisol Gleyic 
Cambisol 
Gleysol Histosol Regosol Stagnic 
Cambisol 
Stagnic 
Eutric 
Gleysol 
Stagnic 
Gleyic 
Cambisol 
Layer 1         
Thickness (cm) 72 68 52 31 118 72 84 55 
Sand (%) 8 9 12 0 19 9 10 10 
Silt (%) 73 71 42 0 61 68 65 70 
Skeleton (%) 37 31 27 0 40 38 31 38 
Humus (%) 1 1 18 100 1 2 1 1 
Ks (m/s) 2.7E-07 2.8E-07 1.5E-07 7.3E-05 5.4E-07 2.5E-07 2.7E-07 3.2E-07 
Layer 2         
Thickness (cm) 101 102 76 95 120 110 132 106 
Sand (%) 11 11 10 10 11 11 11 11 
Silt (%) 75 75 69 69 75 75 75 75 
Skeleton (%) 66 72 58 40 53 69 53 61 
Humus (%) 0 0 0 4 0 0 0 0 
Ks (m/s) 8.7E-08 7.2E-08 5.5E-08 9.0E-08 1.2E-07 1.1E-07 1.2E-07 9.9E-08 
Layer 3         
Thickness (cm) 133 125 144 166 86 149 156 139 
Sand (%) 6 0 7 11 5 3 7 0 
Silt (%) 38 0 46 75 31 22 46 0 
Skeleton (%) 97 100 93 85 55 99 97 100 
Humus (%) 0 0 0 0 0 0 0 0 
Ks (m/s)* 3.0E-09 0 3.6E-09 1.3E-08 2.4E-09 1.7E-09 3.6E-09 0 
*Saturated conductivity as given by the soil data of the Geological Survey of North Rhine-Westphalia. 
As outlined in chapter 7.2, the Wüstebach catchment was discretized at a 25x25 m resolution 
with a refinement of the river bed. Thus, spatial discretization was detailed enough to support a 
direct incorporation of the soil type pattern visible in Figure 6.14 without derivations and will 
therefore not be described in detail. 
With a spatial resolution of 1:50.000, the soil data of the Erkensruhr catchment had a much 
coarser resolution than that of the Wüstebach. According to Figure 6.15 (top left), Cambisol is 
the dominant soil type in the catchment. River valleys are dominated by Gleysol and some 
source areas of the rivers are characterized by Planosol. Silt is the dominant soil texture in the 
first soil layer for all soil types except for the Histosol soil type which is characterized by peat in 
both layers (Table 6.9). In the second layer, Cambisols, Gleysols and Vertisols have a large 
skeleton content of at least 66% and a maximum of 90%. In contrast, Planosols only have a mean 
skeleton content of 10% which is consistent with their origin as river source areas.  
A comparison of soil properties between the Erkensruhr and the Wüstebach catchment pointed 
to large differences concerning skeleton content and saturated conductivity. In the first layer, 
the soil data of the Erkensruhr does not have any skeleton content whereas the mean content in 
77 
 
the Wüstebach amounts to 33%. In the second layer, the area weighted mean skeleton contents 
are the same in the Wüstebach and the Erkensruhr catchment. Thus, the decrease in porosities 
is much more pronounced in the Erkensruhr catchment than in the Wüstebach. In addition, the 
saturated conductivity values are much higher in the Erkensruhr catchment (factor of 2.4 in the 
first and 2.6 in the second layer).  
Table 6.9: Mean values of characteristic soil properties for the two top layers in the Erkensruhr 
catchment. 
 Cambisol Vertisol Gleysol Planosol Histosol 
Layer 1      
Thickness (cm) 60 20 130 60 30 
Sand (%) 16 17 12 17 9 
Silt (%) 60 58 53 59 9 
Peat (%) 0 0 10 0 80 
Skeleton (%) 0 0 0 0 0 
Saturated Conductivity (m/s) 5.8E-6 5.6E-6 5.7E-6 5.8E-6 1.2E-5 
Layer 2 
Thickness (cm) 120 180 80 110 80 
Sand (%) 5 1 15 13 0 
Silt (%) 20 6 7 45 0 
Peat (%) 0 0 0 0 100 
Skeleton (%) 66 90 75 10 0 
Saturated Conductivity (m/s) 1.9E-6 4.6E-7 4.9E-6 3.5E-6 1.2E-5 
 
Soil data were delivered as vector data. The implementation of these data in the model required 
the following steps: Conversion of vector data into gridded data, aggregation of the gridded data 
from 37x37 m to 100x100 m resolution, and assignment of aggregated soil types to the 
triangulated grid elements used for the simulations with HydroGeoSphere (chapter 7.2). Figure 
6.15 depicts the change in distribution of soil types during this implementation process. The 
conversion of vectorized into gridded data with ArcGIS did not alter the soil type distribution. In 
contrary, the aggregation from 37x37 m to 100x100 m resolution altered the pattern of the 
Gleysol distribution (Figure 6.15, left bottom).  
In the previous section, it was outlined that the variations in soil properties between the soil 
types were marginal. In contrast, the clear correspondence between the Gleysol soil type and 
the river bed pointed to a great relevance of the soil type pattern for the simulation. Therefore, 
the soil type Gleysol was manually assigned to all elements surrounding the river bed covering 
the whole riparian area. The lower right part of Figure 6.15 visualizes that this adjustment 
increased the fraction of the Gleysol soil. Table 6.10 lists the area fraction of all soil types for the 
original vectorized soil data and the fractions in the model. According to the data in Table 6.10, 
the fraction of Gleysol increased by 14% which corresponded to the decrease in Cambisol.  
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Figure 6.15: Influence of aggregation and of discretization on the soil type distribution in the 
Erkensruhr catchment. 
 
Table 6.10: Area fraction of original vectorized soil data and area fraction of soil types in the model. 
Soil Type Original Fraction (%) Fraction in HydroGeoSphere (%) 
Cambisol 75 60 
Gleysol 8 22 
Planosol 2 2 
Vertisol 15 16 
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7 Model setup with HydroGeoSphere 
7.1 Model description 
In this thesis, the 3D physically based and distributed hydrological model HydroGeoSphere was 
applied. HydroGeoSphere has been successfully used for the simulation of a broad range of 
applications, e.g. the simulation of the effect of different bank slopes on bank storage (Doble et 
al., 2011), the discharge of large watersheds (Li et al., 2008), the impact of climate change 
(Goderniaux et al., 2009), the investigation of surface/subsurface interactions (Brunner et al., 
2009a, Brunner et al., 2009b), investigation of vegetation effects on surface/subsurface 
processes (Banks et al., 2011) and the simulation and illustration of runoff generation processes 
in a headwater catchment (Partington et al., 2013). One of the main reasons for the application 
of this model in the context of this thesis, was its unique ability to use an unstructured grid 
composed of triangles instead of a structured grid composed of rectangles for the spatial 
discretization of a catchment. The shape of these triangles can vary inside a catchment. It is thus 
possible to fit the discretization to a pattern assumed to be hydrologically relevant e.g. the 
topography of a catchment.  
The model has been developed in Canada at the Universities of Laval and Waterloo and by the 
company Aquanty by René Therrien, Edward Sudicky, Rob McLaren and Sorab Panday. It 
describes 3D saturated and unsaturated subsurface flow and 2D aboveground flow processes in 
a fully integrated and coupled way meaning that governing equations are solved simultaneously 
(refer to chapter 3.1). The model is able to incorporate evapotranspiration (using the approach 
by Kristensen and Jensen, 1975), channels (1D), macropore flow (with the dual-porosity model 
by Gerke and van Genuchten, 1993), transport and flow of solutes and thermal energy transport. 
The most important model equation is the Richards’ equation which expresses that a divergence 
in the subsurface flux has to be equal to a change in soil moisture storage (refer to chapter 3.2). 
In HydroGeoSphere, the equation takes the form: 
−𝛻𝑞 + 𝑓𝑙𝑢𝑥𝑜 + O = 𝑆𝑤𝑆𝑠
𝜕𝜓
𝜕𝑡
+ 𝜃𝑠
𝜕𝑆𝑤
𝜕𝑡
                                        Equation 11 
where q is the Darcy flux (L/T; refer to chapter 3.2), fluxo is the exchange rate between the 
surface and the subsurface (1/T), O are sources and sinks, for example the transpiration rate 
(1/T). The right hand expression is the storage term and consists of the relative saturation 
Sw=θ/θs (-), the specific storage Ss (1/L) - a calibration parameter -, the pressure head ψ (L) - the 
unknown for which the equations are solved -, θs (-) the saturated water content and θ (-) the 
actual water content. In chapter 3.2 it was outlined that the application of the Darcy equation to 
unsaturated conditions requires the definition of the unsaturated conductivity Kr (-) which 
depends on water content or pressure head.  
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In the model of Mualem (1976), Kr depends on water content as: 
𝐾𝑟 = 𝑆𝑒
𝜏 ⌊1 − (1 − 𝑆𝑒
1/𝑚)
𝑚
⌋
2
                           Equation 12 
where τ is the dimensionless pore connectivity parameter describing the strength of the 
connection between soil pores and has been determined by Mualem (1976) as equal to 0.5 for 
most soils. The parameter m has been restricted by Mualem (1976) to m=1-1/n where n is a 
parameter of the pressure-saturation relationship by van Genuchten (1980). Se (-) is an effective 
water content which is given by the van Genuchten (1980) equation describing the dependency 
between water content and pressure head:  
𝑆𝑒 =
𝜃−𝜃𝑟
𝜃𝑠−𝜃𝑟
= {
1
[1+(𝛼𝜓)𝑛]𝑚
, 𝜓 < 0
1, 𝜓 ≥ 0
                  Equation 13 
where n (-) and α (1/L) are fitting parameters changing the slope (n) and moving the curve 
parallel to the axis of the pressure head (α); m (-) is dependent on n as m=1-1/n; θr and θs (both 
dimensionless) are the residual water content and the water content at saturation (porosity); θ 
is the current water content. Van Genuchten and Nielsen (1985) note that the restriction of m by 
Mualem (1976) leads to a dependency between the slope and the curvature of the curve for dry 
and saturated conditions. Figure 7.1 shows the shape of the relationships θ(ψ) and Kr(ψ) as 
parameterized with the models of Mualem (1976) and van Genuchten (1980).  
 
Figure 7.1: Illustration of the water content-pressure head and hydraulic conductivity-pressure head 
relationships calculated with α=0.0217 (1/cm), n=1.3366, θr= 0.0344 and θs=0.2833. 
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The subsurface Richards’ equation is coupled to the surface flow or macropore domain via the 
common node or the dual node approach. While the dual node approach calculates a leakage 
between the surface and subsurface domains according to the pressure head difference, the 
common node approach assumes continuity of pressure heads between the surface and the 
subsurface domains. Due to mass conservation problems arising in the common node approach, 
the dual node was used in this study.  
The coupling term of the dual node approach is given as follows: 
𝑑𝑜𝑓𝑙𝑢𝑥𝑜 =
𝑘𝑟𝑜𝐾𝑧𝑧
𝛤𝑒𝑥
(ℎ − ℎ𝑜)                     Equation 14 
where do is the depth of surface flow (L), fluxo is the exchange rate between the surface and the 
subsurface (1/T), kro is the relative permeability of the surface (-), Kzz is the saturated hydraulic 
conductivity of the underlying porous media (L/T), 𝛤𝑒𝑥 is the coupling length (L) which has to be 
calibrated, and h and ho are the hydraulic heads of the subsurface and surface which equal the 
sums of the pressure head and the elevation head of their respective domains. When h>h0 water 
infiltrates from the surface to the subsurface domain and when h<h0 water moves from the 
subsurface to the surface, respectively. The relative permeability equals 1 if the depth of surface 
flow do equals or is larger than the obstruction storage height (L) which is a calibration 
parameter. When the surface flow is smaller than the obstruction storage height, the relative 
permeability approximately follows a Gaussian function (R2 of 0.97). The obstruction storage 
subsumes retention effects on surface flow by e.g. vegetation or stones in a river bed or on a 
forest flow. 
Surface flow is calculated with the 2D diffusion wave approximation of the Saint-Venant 
equation for unsteady shallow water flow. It consists of a mass balance equation and a 
momentum equation in x- and y-direction. The momentum equation contains bed and friction 
slopes in x- and y-direction which are parameterized by Manning’s equation. Manning’s equation 
contains depth averaged flow velocities, the surface flow depth and a friction coefficient which 
has to be calibrated. The Saint Venant equation assumes depth-averaged flow velocities, no 
vertical momentum change in a surface water column (hydrostatic; pressure is only due to 
gravity) and mild slope (Aquanty, 2013). The equation for surface flow is given as: 
−𝛻(𝑑𝑜𝑞𝑜) − 𝑑𝑜𝑓𝑙𝑢𝑥𝑜 + 𝑂𝑜 =
𝜕𝜙𝑜ℎ𝑜
𝜕𝑡
                  Equation 15 
where do is depth of surface flow (L), qo is the Darcy flux (L/T; refer to chapter 3.2), fluxo is the 
exchange rate between the surface and the subsurface (1/T), Oo are sources and sinks for 
example the evaporation rate (L/T) expressed as a volumetric flux rate per unit area, ho is the 
hydraulic head of the surface (L) and φo is the surface porosity (-). HydroGeoSphere incorporates 
two conceptual parameters – the depression and the obstruction storage – to account for sub-
scale topography. The depression storage accounts for subscale terrain unevenness created by 
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detention features like rills or furrows. Water hold in the depression storage is dead water, 
because for the occurrence of lateral flow the surface flow depth has to be higher than the 
depression storage. The obstruction storage accounts for flow obstruction like plants or stones 
which may have developed at the surface. If the depth of flow is higher than the sum of 
depression and obstruction storage, the full area contributes to surface flow and evaporation. 
The simulation of interception and evapotranspiration in HydroGeoSphere follows the approach 
of Kristensen and Jensen (1975). Interception is modeled with a bucket approach, where 
precipitation reaches the ground when the precipitation rate exceeds the maximum interception 
storage and its evaporation. Maximum interception storage equals the product of the 
parameters Leaf Area Index (LAI) and canopy storage. Interception storage is emptied prior to 
other evapotranspiration processes and calculated prior to all other equations. The interception 
model does not account for dripping water, so all intercepted water evaporates. Transpiration is 
calculated with the following equation: 
𝑇𝑝 = 𝑓1(𝐿𝐴𝐼)𝑓2(𝜃)𝑅𝐷𝐹[PET − 𝐸𝑐𝑎𝑛]                    Equation 16 
The transpiration rate depends on (1) f1 which linearly correlates the transpiration to the LAI,   
(2) f2 which describes the dependency of transpiration on soil moisture in a nonlinear way, (3) a 
root distribution function which distributed the root water uptake for transpiration among the 
root zone and (4) the difference between potential and canopy evapotranspiration. The function 
f1 is given below:  
𝑓1(𝐿𝐴𝐼) = 𝑚𝑎𝑥{0,𝑚𝑖𝑛[1, (𝐶2 + 𝐶1𝐿𝐴𝐼)]}                Equation 17 
where C1 and C2 are dimensionless fitting parameters. The function f2 describes the dependence 
of transpiration on soil moisture and is particularly important in the context of this thesis (refer 
to Figure 7.2 for illustration):  
𝑓2(𝜃) =
{
 
 
 
 
 
 
0, 0 ≤ 𝜃 < 𝜃𝑤𝑝
1 − ⌈
𝜃𝑓𝑐−𝜃
𝜃𝑓𝑐−𝜃𝑤𝑝
⌉
𝐶3
, 𝜃𝑤𝑝 ≤ 𝜃 ≤ 𝜃𝑓𝑐
1, 𝜃𝑓𝑐 ≤ 𝜃 ≤ 𝜃𝑜
⌈
𝜃𝑎𝑛−𝜃
𝜃𝑎𝑛−𝜃𝑜
⌉
𝐶3
, 𝜃𝑜 ≤ 𝜃 ≤ 𝜃𝑎𝑛
0, 𝜃𝑎𝑛 ≤ 𝜃
                  Equation 18 
According to this equation, the transpiration is zero for soil moistures (θ) below the wilting point 
(θwp) and beyond the anoxic limit (θan). Between the wilting point (θwp) and the field capacity 
(θfc), as between the oxic (θo) and anoxic limits (θan), the transpiration linearly increases to the 
potential rate depending on the dimensionless fitting parameter C3. Between the field capacity 
(θfc) and the oxic limit (θo), the actual transpiration occurs at the potential rate. 
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Figure 7.2: Illustration of the non-linear relationship between soil moisture and transpiration as 
calculated with Equation 18. 
The root distribution function RDF calculates the relative contribution to transpiration for each 
soil layer defined by the vertical model discretization. The relative contribution per soil layer is 
calculated as:  
𝑅𝐷𝐹 = ∫ 𝑟𝐹(𝑧)𝑑𝑧
𝑧2
𝑧1
∫ 𝑟𝐹(𝑧)𝑑𝑧
𝐿𝑟
0
⁄                        Equation 19 
where z1 and z2 are the lower and upper depth coordinates of a soil layer (both L) inside the root 
zone, Lr is the root depth (L) - a calibration parameter - and rF (-) is the root extraction function. 
HydroGeoSphere offers four different root extraction functions describing the dependence of 
root extraction from depth (refer to Figure 7.3).  
 
Figure 7.3: Normalized root depth functions implemented in HydroGeoSphere.  
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Surface and subsurface evaporation occur together with transpiration according to the following 
equation: 
𝐸𝑠 = 𝛼
∗𝐸𝐷𝐹[𝐸𝑝 − 𝐸𝑐𝑎𝑛][1 − 𝑓1(𝐿𝐴𝐼)]                   Equation 20 
where EDF is the evaporation distribution function which is calculated in the same way as the 
RDF value. The dimensionless parameter α* is given for the subsurface as: 
𝛼∗ = {
𝜃−𝜃𝑒2
𝜃𝑒1−𝜃𝑒2
, 𝜃𝑒2 ≤ 𝜃 ≤ 𝜃𝑒1
1, 𝜃 > 𝜃𝑒1
0, 𝜃 < 𝜃𝑒2 
                   Equation 21 
where θe1 is the moisture content beyond which full evaporation occurs and θe2 is the moisture 
content below which evaporation is zero. For the overland flow domain, α* varies between 1 
when the depth of flow is at or above the depression storage and 0 when the depth of flow is 
below depression storage. 
To distinguish between different runoff sources, the hydraulic mixing cell method was applied to 
HydroGeoSphere (Partington et al., 2011). This method traces discharge components from flux 
and storage information calculated by the model for rectangular cells. In each cell, the 
concentration of each discharge component equals the mass of the corresponding “tracer” 
divided by the volume of the cell and is altered according to inflows and outflow information of 
different nodes. As the volume of a cell can change according to the spatial discretization of the 
model domain, the results of the method are unique for a spatial discretization. Currently, the 
method distinguishes between (1) baseflow to the stream, (2) baseflow to overland areas -also 
called return flow-, (3) direct rainfall into the stream and (4) direct rainfall onto overland areas.  
HydroGeoSphere is able to handle problems of different complexity with different numerical 
solution techniques (refer to Figure 7.4). The variably-saturated and coupled surface-subsurface 
system which has been simulated in this thesis is non-linear and is therefore solved with the 
Newton-Raphson method. The solution procedure consists of four steps: (1) discretization, (2) 
linearization, (3) matrix assembly and (4) iterative matrix solution with the Newton-Raphson and 
Gaussian elimination methods.  
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Figure 7.4: Overview about processes of different complexity implemented in HydroGeoSphere and 
their solution technique. 
In HydroGeoSphere, grids can be discretized either with the finite element or the finite 
difference method (Figure 7.5). The main difference between the methods is the number of 
node connections taken into account for the discretization. While every node is connected to 26 
other nodes in the finite element approach, it is only connected to 6 other nodes in the finite 
difference approach, because cross connections are ignored. Due to higher computation speed, 
the finite difference method was used in this study.  
 
Figure 7.5: Illustration of node connections in the (a) finite element and (b) finite difference method 
(redrawn after Panday et al. 1993). 
Discretization requires relating an equation to a volume. In the case of HydroGeoSphere, each 
node is surrounded by a virtual volume with a given length, width and height to enable the 
discretization of the mass balance and exchange fluxes. All model parameters like the 
unsaturated and saturated conductivities and evapotranspiration parameters are interpolated at 
the interfaces between the nodes (the boundaries of the nodal volumes).  
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The discretized version of the Richards’ equation with the mass balance term of node “i” on the 
right and fluxes between nodes “i” and “j” on the left hand side is given below (Equation 22): 
∑(𝜆𝑖𝑗+0.5
𝑡+∆𝑡 𝐾𝑆𝑖𝑗(ℎ𝑗
𝑡+∆𝑡 − ℎ𝑖
𝑡+∆𝑡)) + 𝛤𝑜
𝑡+∆𝑡 + 𝑄𝑖
𝑡+∆𝑡
𝑗∈𝑛𝑖
= 
=
𝑣𝑖𝑆𝑤𝑖
𝑡+∆𝑡𝑆𝑠
∆𝑡
(ℎ𝑖
𝑡+∆𝑡 − ℎ𝑖
𝑡) + [(𝜃𝑠𝑆𝑤)𝑖
𝑡+∆𝑡 − (𝜃𝑠𝑆𝑤)𝑖
𝑡+∆𝑡]
𝑣𝑖
∆𝑡
           Equation 22 
where 𝜆𝑖𝑗+0.5
𝑡+∆𝑡  represents the weighted value of relative permeability evaluated at the interface 
between the nodal volumes of “i” and “j” at time t+Δt, t denotes the time step (see description 
below), Δt is the change in time step, h the hydraulic head, vi denotes the volume of influence of 
node “i”, and 𝐾𝑆𝑖𝑗 is the saturated conductivity as a volume averaged value. The discretized 
function has to be solved for an unknown change in the pressure head ψ, so that the change in 
mass balance is equal to the flux divergence. The solution of this equation requires linearization 
and an iterative solution technique. In HydroGeoSphere, the Newton-Raphson method is used 
for linearization and iterative solution of non-linear equations in coupled surface-subsurface 
systems. The basic principle of the Newton-Raphson method is illustrated with the non-linear 
function 𝑓(𝑥) = 𝑥3 − 2𝑥2 + 4. The function has to be solved in a way that f(x) becomes 0 for a    
given x. A first guess for the solution of the above given function would be x=-1 which yields y=1. 
As this is not the achieved result, a better solution can be found by adding an error term to x, so 
that x=g-1. If the equation is solved for x=g-1, the improved value for x approximately equals     
-1.14 which yields y=-0.105 which is much closer to the required solution. This procedure can be 
continued until f(x) is as close as possible to the solution plus a given tolerance level. The 
method can be generalized as:  
𝑥𝑛+1 = 𝑥𝑛 −
𝑓(𝑥𝑛)
𝑑𝑓
𝑑𝑥
(𝑥𝑛)
                      Equation 23 
where xn is the first guess or initial value of the variable x, f(xn) is the value of the function for the 
given xn,  
𝑑𝑓
𝑑𝑥
(𝑥𝑛) is the first derivative of the function f(xn), and xn+1 is the updated value for the 
variable x. The aim is to iterate the solution procedure until the change xn-xn+1 or the proportion 
𝑓(𝑥𝑛)/ 
𝑑𝑓
𝑑𝑥
(𝑥𝑛) is below a given tolerance level. For the application to HydroGeoSphere, f(ψ) is 
the discretized Richards’ equation containing exchange and boundary fluxes as defined before.  
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In a multidimensional system e.g. a grid discretized with the finite difference method, the 
Newton-Raphson method takes the form: 
𝐽𝑖𝑗
𝑟 ∆𝜓𝑖𝑗
𝑡+∆𝑡,𝑟 = −𝑓(𝜓)𝑖
𝑟                               Equation 24 
where J is the Jacobi-matrix which contains the partial derivatives of the function f(ψ) to the 
pressure head ψ for all nodes, Δψ is the change in pressure head, “r” the iteration step and “i” 
and “j” are node indices.  
The next step of the solution procedure is the assembly of the Jacobi-matrix which is very 
important because the matrix contains more than 100,000 equations (ignoring the fact that 
boundary nodes have fewer connections and thus fewer equations) for the simulation of the 
smaller catchment investigated in this study. For illustration, the method to assemble the matrix 
and to reduce the number of stored equations are described for two 2D triangles with a total of 
4 nodes. The Jacobi-matrices Ja and Jb of each element and the assembled matrix J can be 
written as:  
𝐽𝑎 = [
𝑎11
𝑎21
𝑎31
0
𝑎12
 𝑎22 
𝑎32
0
𝑎13
𝑎23
𝑎33
0
0
 𝑎24
𝑎34
0
]   𝐽𝑏 = [
0
𝑏21
𝑏31
0
0
 𝑏22 
𝑏32
𝑏42
0
𝑏23
𝑏33
𝑏43
0
 𝑏24
𝑏34
𝑏44
]     
   𝐽 =  [
𝑎11
𝑎21 + 𝑏21
𝑎31 + 𝑏31
0
𝑎12
 𝑎22 + 𝑏22
𝑎32 + 𝑏32
𝑏42
𝑎13
𝑎23 + 𝑏23
𝑎33 + 𝑏33
𝑏43
0
 𝑎24 + 𝑏24
𝑎34 + 𝑏34
𝑏44
]       Equation 25 
where a11 denotes the equation at node “1” and a12 denotes the equation to calculate the flux 
between nodes “1” and “2”. The two matrices Ja and Jb consist of a diagonal term (which 
contains the mass balance equation and all exchange fluxes) and an off-diagonal term 
(containing fluxes). As the solution has to be mass conservative, the diagonal term has to be 
equal to or larger than the sum of all off-diagonal terms. The off-diagonal term has the property 
that its upper part equals the lower part but with a negative sign, meaning that e.g. a21=-a12. By 
substituting upper parts with its lower counterparts, the number of equations can be 
substantially reduced. The actual matrix solution procedure uses the LU (‘lower upper’) 
decomposition method which splits the matrix J into an upper and a lower part. The 
decomposition is required for the Gaussian elimination procedure which is applied to solve the 
equation. For a description of this method, refer to e.g. Leader (2004). 
HydroGeoSphere uses an adaptive time stepping procedure in which the time step is changed 
according to a time step multiplier. The multiplier is calculated for the maximum change in head, 
water content, flow depth and the number of Newton iterations. If the number of Newton 
iterations is below the maximum number defined by the user, the smallest of the 4 different 
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multipliers is selected for further usage. If the number of iterations is above the maximum value, 
the solution is restarted and the time step is halved. According to René Therrien (personal 
communication), the maximum number of Newton iterations should be set to 15 to allow rapid 
convergence. The solution of the coupled equation system is accepted if the residual of the 
equation  𝐽𝑖𝑗
𝑟 ∆𝜓𝑗
𝑡+∆𝑡,𝑟 = −𝑓(𝜓)𝑖
𝑟 is below a given absolute or relative convergence criterion. 
Hwang et al. (2014) compared computation demands for pre- and postprocessing (reading input 
and writing output data) to matrix assembly and matrix solution. For a variably saturated and 
coupled surface-subsurface flow system, they concluded that the matrix solution requires more 
time relatively to the other steps with increasing number of nodes.  
Based on these results, the parallel version of HydroGeoSphere - which has also been applied in 
this thesis – developed by Hwang et al. (2014) focuses on the parallelization of the matrix 
solution process. The basic idea of the approach is to split the domain into a number of blocks. 
This creates boundary nodes between blocks, internal nodes which are only connected to nodes 
within one block, and a set of connection nodes linking internal to boundary nodes. On each 
thread, two internal node sets and three sets of boundary and connection nodes are computed. 
Hwang et al. (2014) state that this method requires interprocessor communication thus limiting 
the parallel version to a maximum of 64 cores. 
 
7.2 Spatial and temporal discretization 
The spatial discretization of the Wüstebach catchment has been performed by Sciuto and 
Diekkrüger (2010). 1 The model domain was discretized with a triangulated network consisting of 
969 nodes at the 25 m grid scale, including 164 nodes for the channel, and 71 nodes at the 100 
m grid scale (refer to the upper part of Figure 7.6 for illustration). In the vertical, 23 numerical 
layers down to a 1.5 m depth were used for the non-bedrock setups of both grid scales, and 
additional 185 numerical layers were used for the bedrock setups 1. The thickness of the 
numerical layers increased with depth, using 2.5 cm thickness between the land surface and 0.15 
m depth, 5 cm thickness between 0.15 and 0.5 m depth and 10 cm thickness from 0.5 m depth 
onwards. For the 25 m setup, the subsurface had 22.287 nodes with an additional 969 nodes for 
the surface domain which was superimposed with the dual node approach. The bedrock added 
an additional 179.265 subsurface nodes. The refinement of the river bed was used to 
incorporate the different slopes of the flanks of the stream channel (refer to chapter 6.1). To 
avoid the river topography to penetrate to the bottom of the bedrock aquifer, the elevations of 
the stream channel at a depth of 2.5 m were changed. That means that between 1.5 and 2.5 m 
depth, the different slopes of the river bed flanks successively vanished.  
                                                             
1 Text taken from Cornelissen et al. (2014) 
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1 For all setups and at both model resolutions, the upper 5 cm correspond to the litter layer as 
suggested by Bogena et al. (2013). The lower part of Figure 7.6 illustrates the vertical 
discretization used at both resolutions. The non-bedrock setup only used the upper soil layer at 
both resolutions consisting of a number of soil layers assuming no influence of bedrock on 
hydrological processes. The second layer comprised the bedrock. At both resolutions the 
thickness of the bedrock at the lowest point in the catchment was 18.5 m. The large thickness 
was chosen because the base elevation has to be far below the zone taking part in the annual 
water cycle. For the two bedrock setups, soils of the first discretization layer between land 
surface and 1.5 m depth penetrated down to their maximum depth as given in the soil map of 
the test site 1. This creates a bedrock topography with lowest elevations (≜ deepest mineral soil 
layer) in the central part of the catchment and highest elevations (≜ shallowest mineral soil 
layer) at the western and northern borders of the catchment. 
 
Figure 7.6: Illustration of the horizontal (top) and vertical (bottom) spatial discretization of the 
Wüstebach test site at 25 m (left) and 100 m (right) resolution. Numbers refer to different layers of 
the bedrock model setup. 
 
                                                             
1 Text taken from Cornelissen et al. (2014) 
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The triangulated mesh for the Erkensruhr catchment was created in the context of this thesis.   
In the following, the grid creation process is briefly described.  
In a first step, Erkensruhr catchment boundaries and the river network were determined with 
the ArcGIS SWAT Watershed Tool (Arnold et al., 1998). The program requires one parameter 
which is very subjective to choose: the minimum area of flow accumulation required for 
concentrated flow to occur. The smaller this parameter, the more tributaries are considered 
leading to an increasing computation time. In this study, the parameter was set to 19 ha which 
was a tradeoff between the representation of the Wüstebach stream network and the number 
of tributaries.  
The second step involved cutting of the catchment area from the 10x10 m DEM of the whole Rur 
catchment (Land Surveying Office of North Rhine-Westphalia) with the coordinates of the 
Erkensruhr discharge station. In order to minimize computation time, the Erkensruhr mesh 
consisted of a riparian and a hillslope zone with different grid spacing distinguished by slope and 
distance to the river. The riparian zone was resolved in a 100x100 m and the hillslope zone in a 
200x200 m spacing. The Wüstebach catchment was fully discretized with a 100x100 m spacing to 
facilitate the comparison with the independent Wüstebach simulation at 100x100 m. In the 
Erkensruhr setup, the delineation of the riparian area was achieved with slope information of 
the DEM. The riparian area included catchment parts with slopes larger than 15° and had a 
minimum distance of two grid units (200 m) to the river network. 
The triangulation was performed with the GridBuilder tool (version 4.0 from 2002) developed by 
Rob McLaren from the University of Waterloo. GridBuilder uses the outer boundary and the 
boundary of the riparian area as constraints for the triangulation. Three parameters have to be 
defined for the mesh calculation: target element length, stretch factor (if an element is smaller 
than the target element length, it is multiplied by this factor) and node drop rate (influences 
number of nodes in an area where the target element lengths change). The stretch factor and 
the node drop rate both influence the number of elements at the borders of the riparian area. 
The parameters were chosen to minimize the number of nodes and the number of small 
elements at the boundary to the riparian areas. The following parameter values were chosen: 
141.42136, 5, 5 (riparian area: 100x100 m grid spacing) and 282.84272, 2, 1 (all other areas: 
200x200 m grid spacing). This procedure produced the grid illustrated in Figure 7.7. It consists of 
5839 elements and 3031 nodes. In the vertical, the subsurface domain was 2 meters deep and 
was resolved in 28 numerical layers which increased thickness with increasing depth analogous 
to the discretization used at the Wüstebach catchment. In total, the subsurface had 84.868 
nodes with additional 3031 nodes for the surface domain which is superimposed with the dual 
node approach. For all setups, a critical depth boundary was used for the 2D surface boundary 
nodes and no flow conditions were assigned to all other boundary nodes. 
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Figure 7.7: Illustration of the horizontal spatial discretization with river network and outlet of the 
Erkensruhr catchment. 
 
7.3 Parameterization and calibration 
7.3.1 Land use 
Estimation of land use parameters of the Wüstebach has been conducted by Sciuto and 
Diekkrüger (2010); respective parameter values are reported in Table 7.1. In this thesis, the 
anoxic and oxic transpiration limiting saturations and the canopy storage parameter were 
calibrated as outlined in chapter 7.3.4. The Wüstebach catchment was assumed to be 
homogeneously covered with spruce. Thus, the following description focuses on the 
parameterization and parameter estimation of the Erkensruhr catchment. 
For the Erkensruhr simulations with heterogeneous land use, the Moderate Resolution Imaging 
Spectroradiometer (MODIS) Leaf Area Index (LAI) data sets between 2003 and 2013 with a 
temporal resolution of 8 days and a spatial resolution of 1x1 km were used. The MODIS land use 
classification distinguishes between: Water, Evergreen needleleaf trees, Evergreen broadleaf 
trees, Deciduous needleleaf trees, Deciduous broadleaf trees, Shrub, Grass, Cereal crops, 
Broadleaf crops, Urban, Snow and ice and Barren/ sparse vegetation. Mean monthly LAI values 
for agriculture, grassland and deciduous broadleaf forests were computed as an arithmetic mean 
92 
 
of the 8-day LAI values. Figure 7.8 shows mean monthly LAI values for the three most important 
land use classes of the Erkensruhr catchment.  
 
Figure 7.8: Mean monthly LAI for the three land use classes “crops, deciduous broadleaf forest and 
grassland” derived from MODIS data. 
Meinen et al. (2009) and Dannowski & Wurbs (2003) reported the distribution of root biomass 
with soil depth for Fagus sylvatica and for extensive grassland. A polynomial function (4th 
degree) was fitted to the data for Fagus sylvatica (R2= 0.99) and an exponential function to the 
extensive grassland (R2= 0.98). HydroGeoSphere offers 4 different root distribution functions: 
constant, linear, quadratic and cubic decay (also refer to chapter 7.1). Figure 7.9 compares the 
empirically derived functions with the cubic and quadratic HydroGeoSphere root distribution 
functions. It is visible that the empirical function for the deciduous forest fits best to the 
quadratic decay function (R2=0.99) and the exponential function fits best to the cubic decay 
function (R2=0.90). Table 7.1 lists all vegetation parameters and the respective references that 
have been used in the simulation. 
As outlined before, oxic and anoxic transpiration limits are calibrated for the Wüstebach 
catchments to an evapotranspiration fraction of 40% measured with eddy-covariance data from 
the Wüstebach catchment (refer to chapter 6.2.2). At the Erkensruhr, grassland is one of the 
main land use types (chapter 6.2.1). Measured actual evapotranspiration data from a nearby 
grassland site (Marius Schmidt (Research Center Jülich), personal communication) showed that 
grassland has a fraction of actual evapotranspiration of 60 % compared to local precipitation 
rates and is thus higher than estimates for the spruce forest Wüstebach. This observation made 
the adjustment of the oxic and anoxic transpiration limits for grassland areas necessary. They 
were set to a value which allowed transpiration to be unlimited if the saturation exceeds the 
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field capacity. As no measurements of actual evapotranspiration for a deciduous forest were 
available, the necessary parameters were taken unchanged from the Wüstebach catchment. 
Table 7.1: Summary of used parameters for the Erkensruhr simulation study. 
                   Land Use Class 
Parameter 
Coniferous Deciduous Pasture/ 
Grassland 
Agriculture 
 
Urban 
Mean annual LAI (-) 6.7a 1.93b 1.51b 1.16b 25.5b 
Evaporation depth (m) 0.2a Transferred 
Root depth (m) 0.5a 1.8c 0.35d 1.0e 
Deactivation 
Root and evaporation 
distribution function (-) 
Quadratica Quadraticf Cubicd Quadratice 
Transpiration fitting 
parameters (-) 
0.3a,0.2 , 
1.0a 
Transferred 
Transpiration limiting 
saturations (Wilting point, Field 
capacity, Oxic, Anoxic) (-) 
0.3a, 0.4a, 
0.89 g, 0.97 g 
Transferred 
0.3a, 0.4a, 
1.0, 1.0 
Transferred 
Canopy storage (mm/per LAI) 0.8 0.83h 1.0h 2.5h 15.0e 
Evaporation limiting 
saturations (min, max) (-) 
0.3 a, 0.4 a Transferred 
a Sciuto and Diekkrüger, 2010, b MODIS data, c Breuer et al., 2003 (Fagus sylvatica on deep loam in 
Germany), d Values for extensive grassland by Dannowski and Wurbs (2003), e Assumption, f Meinen et 
al., 2009, g Cornelissen et al., 2014, h Mean interception capacities for grassland (1.5 mm), agriculture 
(2.9 mm) and Fagus sylvatica (1.6 mm) according to Breuer et al. (2003) and Mendel (2000) were 
divided by corresponding mean annual LAI according to MODIS data.  
The simulation of forest growth between 1951 and 2000 required the definition of a time varying 
LAI. Due to the lack of measurements for this period, the LAI was taken from simulation results 
obtained with the process based forest hydrological model LWF-Brook90 developed by Hammel 
and Kennel (2001). Figure 7.10 shows resulting annual mean, maximum and minimum LAI values. 
In HydroGeoSphere, a time varying LAI influences the simulation of transpiration and 
evaporation by Equation 17 which is a function of the LAI and two dimensionless fitting 
parameters C1 and C2 (refer to chapter 7.1). If the parameter C1 is 0.3, C2 is 0.2 and the LAI is 
equal or above 2.7, the equation equals 1. This means that the canopy completely covers the 
ground at a LAI value of 2.7 not limiting the transpiration rate but reducing ground evaporation 
to zero. According to Figure 7.10, a LAI value above 2.7 was reached in the year 1963 and thus, 
evaporation from the ground was expected to be equal to zero from 1963 onwards.  
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Figure 7.9: Comparison between empirically derived root extraction functions (rF) for deciduous forest 
and extensive grassland with standard HydroGeoSphere root distribution functions. 
 
 
Figure 7.10: Minimum, maximum and mean annual LAI used for the long-term simulation study of 
forest growth in the Erkensruhr catchment (Hammel and Kennel, 2001).The mean LAI of 2.73 is 
highlighted with a black circle. 
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7.3.2 Soil  
In HydroGeoSphere, the nonlinear relationship between pressure and saturation is described by 
the van-Genuchten-Mualem model (van Genuchten, 1980). The equation has already been 
introduced and illustrated with an example relationship in chapter 7.1. At the Wüstebach and 
the Erkensruhr catchments, van-Genuchten-Mualem parameters were derived from soil 
properties using the pedotransfer function of Rawls and Brakensiek (1985) and corrected for 
skeleton content according to Brakensiek and Rawls (1994).  
Resulting parameters for the Wüstebach have been reported for each individual soil unit in 
Sciuto and Diekkrüger (2010). In this chapter, van-Genuchten parameters are represented as 
area-weighted mean values in Table 7.2 for each soil type following their differentiation as 
described in chapter 6.2.5. Table 7.2 illustrates that the variability in van-Genuchten parameters 
between soil types was weak corresponding to the small variability in soil properties as shown in 
chapter 6.2.5. Histosol was the only soil type which significantly varied in soil properties and thus 
also in van-Genuchten parameters. Figure 7.11 exemplarily shows the pressure-saturation 
relationships for the soil types Cambisol, Gleysol and Histosol. The figure illustrates that 
Cambisol and Gleysol soils were characterized by a flat retention curve indicating that the 
dependency between pressure and saturation was weak. On the contrary, Histosol exhibited a 
steep retention curve and thus a strong dependency between the two variables. The difference 
is based on the fact that Histosol is a peat soil. As remaining soil types are dominated by silt 
(refer to Table 6.8), they show a retention curve steeper than that of Cambisol but flatter than 
that of Gleysol.  
Table 7.2: Area weighted mean values of van-Genuchten parameters for the top two soil layers in the 
Wüstebach catchment (θs=porosity, θr=residual saturation, α and n being fitting parameters). 
 Cambisol Gleyic 
Cambisol 
Gleysol Histosol Regosol Stagnic 
Cambisol 
Stagnic 
Eutric 
Gleysol 
Stagnic 
Gleyic 
Cambisol 
Layer 1         
θs (m3/m3) 0.26 0.28 0.30 0.69 0.25 0.26 0.28 0.26 
θr (m3/m3) 0.04 0.05 0.06 0.01 0.05 0.05 0.06 0.04 
α  (1/m) 1.73 1.75 1.28 8.09 2.54 1.78 1.81 1.88 
n  (-) 1.32 1.31 1.19 1.55 1.32 1.30 1.29 1.31 
Layer 2         
θs (m3/m3) 0.12 0.10 0.14 0.21 0.17 0.15 0.17 0.14 
θr (m3/m3) 0.02 0.02 0.03 0.04 0.03 0.02 0.03 0.02 
α  (1/m) 1.44 1.44 1.25 1.26 1.44 1.44 1.44 1.44 
n  (-) 1.34 1.34 1.30 1.30 1.34 1.34 1.34 1.34 
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Figure 7.11: Illustration of the pressure-saturation curve for three example soil types from the 
Wüstebach catchment. 
1 At the Wüstebach catchment, a bedrock was added underneath the mineral soil layer. The 
parameterization of the bedrock followed Li et al. (2008) who reported van-Genuchten-Mualem 
parameters for Ordovician black shale of a Canadian catchment, assuming that these are 
comparable to the Devonian shale of the Wüstebach test site. This assumption is supported by 
the hydrogeological map for North Rhine-Westphalia (Stoltidis and Krapp, 1980) that reports 
typical saturated conductivity values from 10-5 to 10-6 m/s and maximum ranges from 10-4 to 10-8 
m/s for the Wüstebach shale. Li et al. (2008) reported vertical saturated conductivities of 10-6 
and lateral conductivities of 10-5 m/s.1  
For the Erkensruhr catchment, van-Genuchten parameters were calculated with the same 
method already applied at the Wüstebach catchment. Table 7.3 summarizes resulting parameter 
values as area-weighted mean values for the top two soil layers. Values for the soil type Histosol 
are not shown, because this soil type vanished during the aggregation process (chapter 6.2.5). 
Table 7.3 illustrates that the fitting parameter ‘n’ and the residual and saturated water contents 
are similar in the Wüstebach and in the Erkensruhr catchments, but α-values are much lower in 
the first soil layer at the Erkensruhr, meaning that higher soil moistures are maintained at 
pressure heads between 10 and 100,000 cm. 
 
 
 
                                                             
1 Text taken from Cornelissen et al. (2014) 
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Table 7.3: Area weighted mean values of van-Genuchten parameters for the top two soil layers in the 
Erkensruhr catchment (θs=porosity, θr=residual saturation, α and n being fitting parameters). 
 Cambisol Vertisol Gleysol Planosol 
Layer 1     
θs (m3/m3) 0.26 0.24 0.45 0.23 
θr (m3/m3) 0.07 0.08 0.09 0.06 
α  (1/m) 0.94 0.65 2.71 0.98 
n  (-) 1.12 1.25 1.29 0.87 
Layer 2     
θs (m3/m3) 0.09 0.04 0.07 0.20 
θr (m3/m3) 0.03 0.01 0.02 0.06 
α  (1/m) 1.25 1.61 5.45 0.49 
n  (-) 1.11 1.26 1.41 0.79 
 
 
7.3.3 Hydrological parameters 
Based on the results of the sensitivity analysis conducted in the context of this thesis (chapter 
8.1) and personal communication with model developers (René Therrien and Rob McLaren), 
hydrological parameters for channel and overland flow have been taken unchanged from Sciuto 
and Diekkrüger (2010) and are reported in Table 7.4.  
Table 7.4: Parameters chosen for channel and surface flow. Parameter explanations can be found in 
chapter 7.1.  
 
Stream Channel Overland Flow 
Manning friction coefficients (s*m1/3): 
X direction  0.85 0.65 
Y direction 0.85 0.65 
Depression Storage (m) 0.0 0.25 
Obstruction Storage (m) 0.25 0.25 
Coupling Length (m) 1.00E-02 1.00E-02 
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7.3.4 Calibration and validation 
1 Calibration was performed for the Wüstebach with a split sample test using data from 2010 for 
calibration and 2011 for validation. Calibration was done manually. 
The first aim of the calibration was to achieve a good agreement between observed and 
modeled soil moisture dynamics. The van-Genuchten-Mualem parameterization used in this 
study did include the influence of the skeleton content of the soil but soil sensor probes were 
not installed in skeleton rich soil parts. Rößler and Löffler (2010) identified the skeleton content 
of the soil as the main source of uncertainty in their soil moisture simulation. Thus, a calibration 
of residual water content was performed at 5, 20 and 50 cm depths. To compute new porosity 
values, the equation given below was used:  
𝜃𝑠𝑎𝑡_𝑛𝑒𝑤 = 𝜃𝑟𝑒𝑠_𝑜𝑙𝑑 ∗ 𝑎 + (𝜃𝑠𝑎𝑡_𝑜𝑙𝑑 − 𝜃𝑟𝑒𝑠_𝑜𝑙𝑑)               Equation 26 
New porosity values (θsat_new) were calculated by adding the difference between the old residual 
saturation (θres_old) and porosity values (θsat_old) to the old residual saturations (θres_old) multiplied 
by the calibration factor a. Because temporal and spatial soil moisture variability decreases with 
depth (Manfreda et al., 2007), the measurements and their corresponding calibration factors 
were assumed to be representative for a certain soil layer. Measurements at 5 cm were assumed 
to be representative for 5-15 cm depth, measurements at 20 cm for 15-35 cm depth and 
measurements at 50 cm for 35-75 cm depth. Changes in residual water contents and porosities 
only affect absolute soil moisture and not its temporal dynamics, because van-Genuchten-
Mualem shape parameters were not calibrated. Thus, the multiplication factor for residual 
saturations calibrated at daily resolution was also used at hourly resolution. The multiplication 
factor was calibrated for the 25 m and 100 m resolutions to study the influence of changing 
resolution on the calibration of residual moisture 1. 
The second aim was to match the yearly amount of interception of the spruce canopy which was 
estimated to 20% with measured data from the Wüstebach catchment as outlined in chapter 
6.2.3. In addition, the oxic and anoxic transpiration limiting saturations (refer to Equation 18) 
were calibrated to match annual discharge amounts and measured evapotranspiration between 
May and December 2010. 
1 The water balance calibration was performed at daily time steps for the 25 m and the 100 m 
resolutions. At hourly time steps, the two limiting saturations and the canopy storage parameter 
were adjusted to fit the interception and transpiration amounts simulated at daily time steps. 
The calibrated parameters for the non-bedrock setups were used unchanged for the bedrock 
setups 1. 
                                                             
1 Text taken from Cornelissen et al. (2014) 
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1 The calibration success in relation to observed runoff was assessed at the Wüstebach with the 
Nash-Sutcliffe Coefficient (NSE; Nash and Sutcliffe, 1970), a measure for noise, the Coefficient of 
Determination (R2) which is an indicator for systematic errors and the Percent Bias (PBIAS), 
which indicates a trend to over- or underestimate the measured data 1.  
At the Erkensruhr, Pearson’s r which is the square root of the Coefficient of Determination 
(Correlation Coefficient), the Bias defined as the relation between simulated and observed mean 
discharge of a given time period, and the Coefficient of Variation (CV) which normalizes the 
variance with the mean value were used (also refer to chapter 3.4). 
7.4 Simulation procedure 
Hydrological modeling requires knowledge about the sensitivity of the model parameters. While 
the selection of parameters depends on the study aim, the model structure and results from 
previous studies, the size of the sampled parameter space is restricted by the computational 
demand of the model. The 3D structure and high spatial resolution of HydroGeoSphere (refer to 
chapter 7.1) is numerically demanding and thus time consuming. Therefore, the number of 
samples for the sensitivity analysis had to be restricted to 5 per parameter to allow for scale 
dependent sensitivity analysis for the 25 m and 100 m resolutions of the Wüstebach at daily time 
steps. These model setups were chosen because (1) the Wüstebach served as a reference for the 
Erkensruhr and (2) the computational demands of the Erkensruhr setup and of setups with 
hourly time steps were too large for a sensitivity analysis. The effect of nonlinear dependencies 
between parameters on their sensitivity (e.g. to reveal compensation effects) could not be 
investigated due to computational restrictions. Based on the calibration aims of the Wüstebach 
simulation as outlined in chapter 7.3.4 and results from other studies (Banks et al., 2011; 
Brunner et al., 2009b; Ebel et al., 2009; Li et al., 2008; Panday and Huyakorn, 2004; Sciuto and 
Diekkrüger, 2010), the sensitivity of the following 9 parameters to discharge dynamics, water 
balance, soil moisture dynamics and its standard deviation in 5, 20 and 50 cm depth was 
investigated:  
 Ks and van-Genuchten parameter α (influencing infiltration and soil moisture dynamics),  
 specific storage (influences soil moisture storage),  
 root depth, LAI, canopy storage, anoxic and oxic transpiration limits (influencing water 
balance components, discharge and soil moisture dynamics),  
 obstruction and depression storage (influencing discharge dynamics and amount),  
 Manning friction coefficients in x and y (influence discharge dynamics)  
 coupling length (influences infiltration).  
                                                             
1 Text taken from Cornelissen et al. (2014) 
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In addition, the influence of numerical parameters (maximum head change, absolute and 
residual convergence, maximum number of Newton iterations) was investigated. Initial 
parameters were set equal to the values of Sciuto and Diekkrüger (2010). The investigated 
parameters and applied parameter ranges are shown in Table 7.5. Each simulation was 
conducted for the year 2010 with a half-year of spinup. 
Table 7.5: Overview about parameters and corresponding change per simulation run considered in 
the sensitivity analysis.  
Parameters First run Second run Third run Fourth run Fifth run 
Land use 
Root depth (m) -50% 0.25 -10% 0.45 0% 0.5 +10% 0.55 50% 0.75 
LAI (-) -50% 3.35 -10% 6.03 0% 6.7 +10% 7.37 50% 10.05 
Anoxic limit (-) -50% 0.43 -10% 0.77 0% 0.85 +10% 0.94 50% 0.97 
Oxic limit (-) -50% 0.85 -10% 0.87 0% 0.97 +10% 1.07 50% 1.46 
Canopy  
Storage (mm) 
-50% 0.10 -10% 0.18 0% 0.20 +10% 0.22 50% 0.30 
Numerical 
Absolute 
convergence 
-99% 1.0E-05 -90% 1.0E-04 0% 1.0E-03 +900% 1.0E-02 +9900% 1.0E-01 
Residual 
convergence 
-99% 1.0E-05 -90% 1.0E-04 0% 1.0E-03 +900% 1.0E-02 +9900% 1.0E-01 
Newton 
iterations 
-99% 4.0 -90% 8.0 0% 15.0 +900% 30.0 +9900% 60.0 
Head control (m) -99% 0.5 -90% 1.0 0% 2.0 +900% 10.0 +9900% 50.0* 
Hydraulic 
Overland 
X-Manning Friction 
Coefficient (-) 
-50% 0.325 -10% 0.585 0% 0.65 +10% 0.715 50% 0.975 
Y-Manning Friction 
Coefficient (-) 
-50% 0.325 -10% 0.585 0% 0.65 +10% 0.715 50% 0.975 
Rill storage (m) -50% 0.125 -10% 0.225 0% 0.25 +10% 0.275 50% 0.375 
Obstruction 
Storage (m) 
-50% 0.125 -10% 0.225 0% 0.25 +10% 0.275 50% 0.375 
Coupling length 
(m) 
-99% 1.0E-03 -90% 1.0E-02 0% 1.0E-01 +900% 1.0E+00 +9900% 1.0E+01* 
Stream 
X-Manning Friction 
Coefficient (-) 
-50% 0.425 -10% 0.765 0% 0.85 +10% 0.935 50% 1.275 
Y-Manning Friction 
Coefficient (-) 
-50% 0.325 -10% 0.585 0% 0.65 +10% 0.715 50% 0.975 
Rill storage (m) -50% 0.125 -10% 0.225 0% 0.25 +10% 0.275 50% 0.375 
Obstruction 
Storage (m) 
-50% 0.125 -10% 0.225 0% 0.25 +10% 0.275 50% 0.375 
Coupling length 
(m) 
-99% 1.0E-03 -90% 1.0E-02 0% 1.0E-01 +900% 1.0E+00 +9900% 1.0E+01* 
Soil (independently for litter layer, 5 cm, 20 cm and 50 cm depth) 
Saturated 
Conductivity (m/s) 
-99% Variable -90% Variable 0% Variable +900% Variable +9900% Variable 
α (1/m) -99% Variable -90% Variable 0% Variable +900% Variable +9900% Variable 
Specific storage 
(1/m) 
1.2E-4 Variable 1.2E-3 Variable 0% 1.2E-2 +900% 1.2E-1 +9900% 1.2E-0 
*Values are unrealistically high but were included in the simulations due to consistency. 
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The Wüstebach was simulated at 2 different spatial resolutions (25, 100 m), 2 different temporal 
resolutions (daily, hourly) and with 2 different lower boundary conditions (with/without 
bedrock) which adds up to 8 different setups (refer to Table 7.6 for an overview). Four different 
setups were calibrated independently: 25 m and 100 m resolution at daily and hourly time steps 
(denoted d25, d100, h25 and h100). Setups including the bedrock underneath the mineral soil 
layer were not calibrated and are marked by the letter ‘b’ behind the abbreviation of the setups 
without bedrock (e.g. d25b). Calibration and validation was performed with a split-sample test 
with 2010 as calibration and 2011 as validation period both with a spin-up period of half a year. 
Initial conditions were set equal to the results of a 20 year warmup run. 
When 2010 was initially chosen for calibration, measurements of actual evapotranspiration were 
not yet available and thus data quality was equally well in 2010 and 2011. With the availability of 
actual evapotranspiration measurements, the data base turned out to be better in 2011 than in 
2010, but calibration was already finished with the data for 2010 with good results concerning 
discharge, actual evapotranspiration amounts and soil moisture dynamics. Thus, 2010 remained 
the calibration period. However, the influence of the choice of calibration period on model 
parameters and simulation results was investigated by recalibrating the Wüstebach 25 m setup 
at daily time steps without bedrock inclusion with data of 2011 (refer to chapter 8.2.3 for 
results).  
The Erkensruhr simulation study consists of 10 different setups (refer to Table 7.6): 6 setups for 
the Wüstebach headwater catchment using the d100 setup and 4 for the Erkensruhr catchment. 
Each of the six simulations of the Wüstebach catchment had a unique combination of soil and 
land use parameter sets. In a first step, the land use of the reference setup (Wbach) was 
changed to deciduous forest (WbachDeci) and grassland (WbachGrass) while keeping all other 
inputs constant. In a second step, the fine resolution soil data from the Wüstebach was replaced 
by the low resolution soil data of the Erkensruhr and applied at the Wüstebach using the three 
different land use parameter sets: coniferous (WbachEsoilConi), deciduous (WbachEsoilDeci) and 
grassland (WbachEsoilGrass). Initial conditions were kept equal to those used for the high 
resolution Wüstebach simulations. The base setup of the Erkensruhr catchment (Erk) considered 
distributed soil data from the Erkensruhr, while land use, potential evapotranspiration and 
precipitation of the Wüstebach simulation were used. Spatial heterogeneity of land use, 
potential evapotranspiration and precipitation were introduced step-wise into the Erkensruhr 
setup leading to the 3 additional setups Erk_LN, Erk_LN_PET and Erk_LN_PET_P. Initial 
conditions were set equal to the results of a 10 year run. It should be noted that for the 
simulations of the Wüstebach catchment, a parallel HydroGeoSphere version of July 2012 was 
used while for the simulations of the Erkensruhr catchment, the parallel version of December 
2014 was used which corrected a bug in the interception module. Thus, the canopy storage 
parameter which influences the maximum possible interception amount had to be recalibrated 
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for the Erkensruhr simulations. Differences arising from the usage of different versions are 
analyzed in chapter 8.3.3. 
Table 7.6: Spatio-temporal resolution, applied soil and land use and abbreviation of simulations.  
Abbreviation Temporal 
Resolution 
Spatial 
Resolution 
Soil Data Land Use Additional 
Information 
Wüstebach 
d25 Daily 25 m 
 
Wüstebach Coniferous Calibration 2010 
h25 Hourly Calibration 2010 
d25b Daily Bedrock 
h25b Hourly Bedrock 
d100 Daily 100 m Calibration 2010 
h100 Hourly Calibration 2010 
d100b Daily Bedrock 
h100b Hourly Bedrock 
Erkensruhr 
Wbach Daily 100 m Wüstebach Coniferous  
WbachDeci Wüstebach Deciduous  
WbachGrass Wüstebach Grassland  
WbachEsoilConi Erkensruhr Coniferous  
WbachEsoilDeci Erkensruhr Deciduous  
WbachEsoilGrass Erkensruhr Grassland  
Erk Erkensruhr Coniferous  
Erk_LN  Erkensruhr Distributed  
Erk_LN_PET  Erkensruhr Distributed Distributed PET 
Erk_LN_PET_P Erkensruhr Distributed Distributed PET 
and Precipitation 
Wüstebach as part of Erkensruhr 
ErkWbach Daily 100 m Same as Erk 
ErkWbach_LN Same as Erk_LN 
ErkWbach_LN_PET Same as Erk_LN_PET 
ErkWbach_LN_PET_P Same as Erk_LN_PET_P 
Long-term Simulation 
Erk_Orig Daily 100 m Erkensruhr Coniferous Climate data 
equal to 
Wüstebach 
setups  
Erk_Kall     New climate 
data from Kall-
Sistig  
WbachEsoil_Orig Daily 100 m Wüstebach Coniferous Climate data 
equal to 
Wüstebach 
setups 
WbachEsoil_Kall     New climate 
data from Kall-
Sistig 
Long-term  
simulation run 
(1951-2000) 
Daily 100 m Erkensruhr Coniferous New climate 
data from Kall-
Sistig 
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In chapter 7.1, the method for separating different flow components available for 
HydroGeoSphere was described. Unfortunately, the baseflow filter version, which was available 
for the simulations in this thesis, was coupled to a HydroGeoSphere version which did not 
support spatially distributed data inputs in the form of grid files. This data format was, however, 
necessary to account for the heterogeneous potential evapotranspiration and precipitation 
patterns in simulations Erk_LN_PET and Erk_LN_PET_P. Therefore, the baseflow filter could only 
be applied for the Erkensruhr simulations with homogeneous climate input data.  
Long-term discharge data of the Erkensruhr catchment offered the possibility to study the effect 
of a growing coniferous forest on water balance and evapotranspiration components. As the 
computation of the Erkensruhr simulations took several days for a 2.5 year simulation period, a 
simulation covering the growing period between 1951 and 2000 would have lasted at least two 
months. However, the large similarity between the discharge dynamics of the Wüstebach and 
the Erkensruhr (refer to Figure 6.13) allowed the important assumption that the Wüstebach 
catchment is representative for the whole Erkensruhr. Thus, the simulation of forest growth 
between 1951 and 2000 was conducted with the WbachEsoilConi setup with climate data from 
Kall-Sistig. Simulated discharge rates of this simulation were upscaled to match those of the 
Erkensruhr with a regression function (refer to chapter 6.2.4). Climate and precipitation data for 
the long term simulation differed from data used in the original simulation setups 
WbachEsoilConi and Erk (refer to chapter 6.2.2.). Therefore, respective simulation results of 
model runs with original and new climate data were compared for the years 2010 and 2011. 
Setups using original climate data are abbreviated WbachEsoil_Orig and Erk_Orig and setups 
with climate data from Kall-Sistig are abbreviated WbachEsoil_Kall and Erk_Kall.   
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7.5 Application of Variogram and Kriging methods 
In this thesis, 1 variogram and kriging calculations were performed using the following MATLAB 
functions: 
The experimental variograms were calculated with the “variogram”- MATLAB function, and the 
theoretical variogram was fitted with the “variogramfit”-function. Kriging was performed with 
the “krig”-function, which is part of the Kriging Software Package by Dezhang Chu from the 
Woods Hole Oceanographic Institution.  As the finer grid resolution had eight times more nodes 
than the existing soil moisture measurement network, the 105 closest nodes to the 
measurement points were selected with the “near” tool of the ArcGIS proximity toolbox. 
The number of lags was chosen to be most representative for the distribution of data points. It 
varied between 15 and 30. For the measured data and the 25 m resolution, a spherical model 
was used.  In the case of the 100 m resolution, a Gaussian model was applied, because it 
provided a better fit to the experimental variogram than the spherical model. The lag tolerance 
(50%), the maximum variogram distance (300 m), as well as the search radius for kriging (300 m) 
and the kriging block size of 10x10 m, remained unchanged.  
The resulting patterns were tested for similarity with the Kappa statistics (Viera and Garrett, 
2005). In addition, a correlation analysis of slope, relative elevation, porosity distribution, and 
topsoil measured/simulated soil moisture patterns was performed to find out if different spatial 
patterns drive the variability in soil moisture in the simulation and measurements. Because not 
all variables showed a normal distribution, the Spearman correlation coefficient was applied. 
Significance was tested using a student’s t-test with an alpha of 0.05 1. 
 
 
 
 
 
 
 
 
 
 
 
                                                             
1 Text taken from Cornelissen et al. (2014) 
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8 Results and Discussions 
8.1 Sensitivity analysis 
The sensitivity analysis accounted for the variation of 31 different parameters (refer to Table 7.5 
for a detailed overview of considered parameters). For each parameter, 5 simulation runs were 
conducted, one of them with unchanged parameter values and 4 with changed parameter 
values. Simulations with unchanged parameter values (in total 31) were used to investigate the 
intrinsic variability of water balance, soil moisture and run time resulting from the inaccuracy of 
the numerical solution procedure. In total, 155 simulations were performed for the Wüstebach 
setups at 25 m and 100 m resolution at daily time steps. In the case of mathematical inaccuracy, 
the results of the sensitivity analysis are reported as relative changes to the mean of all 31 
reference simulations. In all other cases, results are reported as relative changes to a simulation 
chosen arbitrarily from the 31 simulations using equal parameter values. As the resulting 
variation originates from numerical inaccuracies, a “best case” simulation cannot be identified 
and thus the choice of the reference simulation was done arbitrarily. Sensitivity was investigated 
for the annual sums of 5 water balance components (discharge, infiltration, exfiltration, 
transpiration and interception), the run time, the annual mean and coefficient of variation of soil 
moisture and its standard deviation at 5, 20 and 50 cm depth and the coefficient of variation of 
discharge.  
 
Figure 8.1: Maximum and minimum deviations of water balance components and run time from the 
mean of 31 simulations with equal parameter values. The figure expresses the sensitivity to the 
numerical solution procedure. 
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Figure 8.1 shows the variation in water balance components discharge, infiltration, exfiltration, 
transpiration and interception and run time due to the inaccuracy of the numerical solution 
procedure for the 25 m and 100 m resolution setups.  
It is visible that only infiltration and run time exhibits variations larger than 1% at 25 m 
resolution. At 100 m resolution, run time is the only variable with notable variability.  
In contrast to water balance components, soil moisture metrics and the coefficient of variation 
of discharge exhibited variations smaller than 1%. Variations of mean soil moisture and mean 
standard deviations were even lower than 0.2%. Generally, the 25 m resolution showed larger 
variations than the 100 m resolution setup with highest values occurring for the coefficient of 
variation of soil moisture standard deviation in 20 cm depth (1%). 
The sensitivity of water balance components to a variation of chosen parameters by ±10% and 
±50% is reported (refer to Table 7.5 for a detailed overview) for the 25 m setup in Figure 8.2 and 
in Figure 8.3 for the 100 m resolution. Positive parameter changes are indicated by green color, 
negative changes by red color and symbol size refers to the relative change in water balance 
components compared to the reference simulation. Filled circles indicate a decrease and “plus” 
symbols an increase in annual water balance sum. 
Result of the 25 m resolution illustrated in Figure 8.2 showed some interesting features. First of 
all, infiltration and exfiltration were the most sensitive components as they reacted to changes 
of all parameters while interception was the least sensitive component. Furthermore, the 
parameters oxic and anoxic limit and the Ks of the litter layer turned out as the most sensitive 
parameters. The high sensitivity of transpiration to oxic and anoxic saturation limits is in line 
with observations by Sciuto and Diekkrüger (2010). Figure 8.2 also illustrates that the sensitivity 
of infiltration and exfiltration to saturated conductivity depended on the strength of change in 
the parameter. Whereas infiltration and exfiltration increased with a small decrease in Ks (factor 
10), the two water balance components decreased with a large increase in saturated 
conductivity (factor 100). This unexpected behavior is in contrast to findings by e.g. Kværnø and 
Stolte (2012) who report an increase in infiltration with higher area weighted mean Ks. 
Consequences and reasons for this behavior are described in detail in chapter 8.3.1. Results for 
the 100 m resolution (Figure 8.3) were very similar to those outlined for the 25 m resolution with 
the exception that the sensitivity of water balance components to increases in litter layer Ks was 
much lower. 
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Figure 8.2: Sensitivity of water balance components to parameter change of ±10% (top) and ±50% 
(bottom) at 25 m resolution. Symbol size refers to relative changes in water balance components 
compared to the reference simulation. Filled circles indicate a decrease, “Plus” symbols an increase in 
water balance component due to a positive (green color) or negative parameter change (red color). 
Abbreviations: Spec. Stor. =Specific Storage; C.L. =Coupling Length; Obs.-Stor = Obstruction-Storage 
Length; Rill-Stor. =Rill-Storage Length; Overl. =Overland; Conv.=Convergence; Iter.= Iterations; Canopy 
Stor.=Canopy Storage. 
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Figure 8.3: Sensitivity of water balance components to parameter change of ±10% (top) and ±50% 
(bottom) at 100 m resolution. Symbol size refers to relative changes in water balance components 
compared to the reference simulation. Filled circles indicate a decrease, “Plus” symbols an increase in 
water balance component due to a positive (green color) or negative parameter change (red color). 
Abbreviations: Spec. Stor. =Specific Storage; C.L. =Coupling Length; Obs.-Stor = Obstruction-Storage 
Length; Rill-Stor. =Rill-Storage Length; Overl. =Overland; Conv.=Convergence; Iter.= Iterations; Canopy 
Stor.=Canopy Storage. 
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In addition to water balance components, the sensitivity of soil moisture and of its standard 
deviation to parameter changes was investigated. Figure 8.4 shows the results for the 25 m 
resolution and Figure 8.5 for the 100 m resolution. It is important to note that the standard 
deviation depicted in Figures 8.4 and 8.5 measures the spatial variation in soil moisture and not 
its temporal variation.  
Comparable to the sensitivity of water balance components, the oxic and anoxic limits and the 
litter layer Ks are the most sensitive parameters for soil moisture statistics at 25 m resolution. In 
addition, statistic metrics of soil moisture were sensitive to Ks values at 20 cm and 50 cm depth 
and the root depth. Interestingly, the sensitivity of the coefficient of variation was larger than 
that of mean values of soil moisture and its standard deviation. Run time was especially sensitive 
to changes in oxic, anoxic limits and Ks values but unlike statistical measures of soil moisture and 
discharge, run time exhibited sensitivity to all other parameters. It should be noted that positive 
and negative changes in mean and coefficient of variation of soil moisture were contradictory to 
each other at 5 and 20 cm depth. For example, at 5 cm depth, an increase in litter layer Ks 
resulted in an increase in coefficient of variation of soil moisture but a decrease in mean soil 
moisture. As the coefficient of variation is defined by the ratio of standard deviation to mean soil 
moisture, a large decrease in mean soil moisture results in an increase in the coefficient of 
variation as long as the decrease in the mean is larger than the decrease in its standard 
deviation. In chapter 2.2, it was outlined that the unimodal relationship between mean soil 
moisture and its (spatial) standard deviation is an important characteristics of soil moisture. The 
unimodal shape explains why an increase in soil moisture (e.g. for the Ks of the litter layer) at 5 
cm depth resulted in a decrease in mean spatial standard deviation.  
The bottom part of Figure 8.4 illustrates sensitivity results for a parameter change of ±50% at 25 
m resolution. In addition to the already reported sensitivity to Ks, anoxic and oxic limits, the 
investigated statistics exhibited significant sensitivity to root depth, to the specific storage at all 
depths (mostly decreasing investigated metrics) and to the van-Genuchten parameter α which 
mostly resulted in a decrease in statistical measures. Comparable to results achieved with the 
smaller parameter change, the variation in the coefficient of variation was a lot larger than that 
of mean values of soil moisture and standard deviation. A decrease by the factor 100 in the 
relative convergence criterion influencing the solution time step strongly increases run time but 
the corresponding increase by a factor 100 did not lead to a decrease in run time of comparable 
magnitude. 
In the following, main differences between 100 m and 25 m resolution in the sensitivity of 
statistical measures of soil moisture and discharge (Figures 8.4 and 8.5) are summarized. Largest 
differences between the two resolutions occurred for saturated conductivity values at 5, 20 and 
50 cm depth, anoxic and oxic limits and run time. Resolution effects on sensitivity were not 
dependent on the intensity of parameter change. The different sensitivity of subsoil Ks resulted 
from the fact that subsoil Ks were volume averaged values of those used at 25 m resolution. As it 
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was outlined in chapters 3.2 and 3.3, parameters like Ks or the oxic and anoxic limits subsume 
subgrid variability and therefore, their absolute value and their sensitivity are scale-dependent. 
Run time was nearly equally sensitive to all parameters at 100 m resolution while at 25 m 
resolution, relative convergence was the most important parameter for run time. This result 
indicates that with increasing number of nodes, numerical parameters gain more importance for 
the run time. 
In chapter 7.3.4, water balance components and soil moisture dynamics were defined as the 
primary calibration aims. Based on results of the sensitivity analysis, the anoxic and oxic 
saturation limits and the litter layer Ks were identified as having the largest influence on water 
balance components at both model resolutions. The canopy storage parameter did not show a 
large sensitivity in terms of interception at both resolutions which indicates that the applied 
parameter range was insufficient. Soil moisture dynamics was most sensitive to litter layer Ks, 
subsoil Ks and transpiration limiting saturations. As oxic and anoxic saturation limits altered 
water balance components as well as moisture and discharge dynamics, these parameters in 
addition to the canopy storage parameter were selected for calibration. The catchment mean 
soil moisture was adjusted by varying residual saturation and porosities as described in chapter 
7.3.4. Ks values were not considered for calibration because a calibration to e.g. soil moisture 
dynamics would compensate for the missing bypass flow component in the model setup.  As 
outlined in chapter 3.2, soil matrix and bypass flow can only be simulated with the Richards’ 
equation if the equation is divided into a matrix and a bypass part as for example done in the 
method by Gerke and van Genuchten (1993). As this is not done in the current model setup, a 
calibration of the saturated conductivity was not performed.  
At 25 m resolution, run time primarily depended on the relative convergence criterion but at 100 
m resolution, run time varied nearly equally strong for all parameters. Thus, only relative 
convergence will be adjusted to influence computation time. 
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Figure 8.4: Sensitivity of the annual mean and coefficient of variation (CV) of soil moisture (SM) and 
its standard deviation (STD) in 5, 20 and 50 cm depth and the coefficient of variation (CV) of discharge 
(Q) to parameter change of ±10% (top) and ±50% (bottom) at 25 m resolution. Symbol size refers to 
relative changes in water balance components compared to the reference simulation. Filled circles 
indicate a decrease, “Plus” symbols an increase in water balance component due to a positive (green 
color) or negative parameter change (red color). Abbreviations: Spec. Stor. =Specific Storage; C.L. 
=Coupling Length; Obs.-Stor = Obstruction-Storage Length; Rill-Stor. =Rill-Storage Length; Overl. 
=Overland; Conv.=Convergence; Iter.= Iterations; Canopy Stor.=Canopy Storage. 
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Figure 8.5: Sensitivity of the annual mean and coefficient of variation (CV) of soil moisture (SM) and 
its standard deviation (STD) in 5, 20 and 50 cm depth and the coefficient of variation (CV) of discharge 
(Q) to parameter change of ±10% (top) and ±50% (bottom) at 100 m resolution. Symbol size refers to 
relative changes in water balance components compared to the reference simulation. Filled circles 
indicate a decrease, “Plus” symbols an increase in water balance component due to a positive (green 
color) or negative parameter change (red color). Abbreviations: Spec. Stor. =Specific Storage; C.L. 
=Coupling Length; Obs.-Stor = Obstruction-Storage Length; Rill-Stor. =Rill-Storage Length; Overl. 
=Overland; Conv.=Convergence; Iter.= Iterations; Canopy Stor.=Canopy Storage. 
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8.2 Wüstebach 
8.2.1 Influence of spatio-temporal resolution and of bedrock inclusion on water     
 balance and discharge simulation  
Chapter 8.2.1 is published in Cornelissen et al. (2014). Changes to the text include figure and 
table numbering and the replacement of formulations with “we” and “our”.  
Figure 8.6a (black line) illustrates the discharge dynamics for 2010 (calibration) and 2011 
(validation). In both years, a period of snowfall and snow melt was followed by a pronounced 
low flow period between May and mid-August. The end of the low flow period is marked by an 
abrupt discharge onset. In 2011, this onset is postponed to the beginning of December due to 
low rainfall amounts between August and November. The reference simulation ‘d25’ captured 
the low flow period well, apart from peak discharges (e.g. July 2010). Peak discharges are 
overestimated during the snowfall/snowmelt period and in the autumn of both years (Figure 
8.6a red line). 
Figure 8.6b and c illustrate the effect of spatial and temporal resolutions on the discharge 
simulation. Both figures show that a change in spatial or temporal resolution had a large effect 
on peak discharge simulation but marginal effect on low flow simulation. More interestingly, the 
effects of spatial and temporal scale were contradictory to each other. For precipitations higher 
than 10 mm, simulated peak discharges of d25 were larger than those of h25 but lower than 
those of d100. During August 2010, this pattern reversed, as peak discharges of d25 were lower 
than those of h25 but larger than those of d100.  
According to Table 8.1, the interception amounted to 20% of the total precipitation for all 
simulations which fitted to the calibration aim defined in chapter 7.3.4. At daily resolution, 
interception amount only varied by 1 mm between calibration and validation period but at 
hourly resolution, interception amounts varied by up to 9 mm. Transpiration limiting saturations 
were calibrated to achieve a good match between simulated and observed discharge amounts 
(see Table 8.2 for calibrated parameters). Unfortunately, all simulations overestimated discharge 
amount during calibration by at least 39 mm and during validation of at least 21 mm. In chapter 
7.3.4, it was outlined that the calibration seeks for a tradeoff between water balance 
compartments. With the parameters causing the overestimation of discharge, actual 
evapotranspiration between 1st May 2010 and 31st December 2010 was already overestimated 
by 57 mm and thus no additional parameter adjustment was applied. Generally, the higher 
temporal resolution simulated higher discharge amounts than the daily resolution. 
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Figure 8.6: a: Observed and simulated total discharge and simulated baseflow for non-bedrock setup 
at 25 m resolution for daily time steps. b: Difference between non-bedrock setup at 25 m and 100 m 
resolution. Positive values indicate larger discharges at 25 m resolution. c: Difference between non-
bedrock setup at 25 m resolution on daily and hourly time step. Positive values indicate larger 
discharges on daily resolution. 
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The simulation results presented in Figure 8.6a (blue line) and Table 8.1 showed that for all 
simulations, fast sub-surface flow was the main discharge component in the test site, accounting 
for at least 68% at 25 m and 61% at 100 m resolution. The contribution of baseflow to total 
discharge was not affected by a change in time step and cannot be compared between spatial 
resolutions as explained in chapter 7.1. 
There were large differences in the discharge simulation between the bedrock and non-bedrock 
setups. Figure 8.7a shows the discharge difference between the d25 and d25b simulations. 
According to this graph, the discharge of the bedrock setup was higher during low flow periods 
but lower for the rest of the year. Spatial scale has a similar effect on discharge dynamics for 
bedrock and non-bedrock setups. For bedrock simulations, the effect of spatial resolution on 
discharge peaks is smaller than for the non-bedrock setups. The influence of temporal scale is 
very similar for the bedrock and non-bedrock setups comparing Figure 8.6c and Figure 8.7c. For 
the bedrock setup, total discharge during the calibration period was lower than that for non-
bedrock setups at both temporal and spatial resolutions but transpiration rates were higher 
(Table 8.1). During validation, differences in total discharge between bedrock and non-bedrock 
setups were very low but transpiration rates were higher. 
The discharge simulation results at both spatial and temporal resolutions show that subsurface 
flow is the dominant runoff generation process at the Wüstebach test site, which is in line with 
other studies, e.g. (Zehe et al., 2010). In the HydroGeoSphere simulation, fast subsurface flow 
originates from lateral flow. In addition to lateral flow, fast subsurface runoff can be induced by 
pipeflow, from fractures in the bedrock, by vertical macropores connected to these fractures or 
by lateral macropores in the unsaturated zone (Uchida et al., 2001). Due to large uncertainties in 
the parameterization of the macropore flow module implemented in HydroGeoSphere, 
macropore flow was not simulated. I assume that the inability of the model setup to simulate 
macropore flow is visible in the lack of discharge peaks in the summer and the lack of short term 
soil moisture dynamics. Kosugi et al. (2011) emphasized the importance of aquifers for discharge 
dynamics in a humid forested catchment in Japan. Kosugi et al. (2011) showed that a sequence 
of discharge peaks after a precipitation event corresponded to a sequence of water table 
changes in aquifers of different depths. The bedrock aquifer assumed for the model setup did 
not feature fast conducting fractures.  Thus sharply rising discharge peaks resulting from fast 
subsurface flow through fractures could not be reproduced.  
The results in Figure 8.6 also revealed that spatial and temporal scaling have an opposite effect 
on the simulation of discharge peaks if precipitation is higher than 10 mm. I attribute this 
behavior to the different scaling behavior of saturated conductivity values and van-Genuchten-
Mualem shape parameters.  
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Figure 8.7: a: Difference in discharge between non-bedrock and bedrock setup at 25 m on hourly time 
steps. Discharges at hourly time steps were aggregated to daily time steps. Positive values indicate 
larger discharges for non-bedrock. b: Difference between 25 m and 100 m resolution for bedrock 
setup. Positive values indicate larger discharges at 25 m resolution. c: Difference between daily and 
hourly time step for the bedrock setup at 25 m resolution. Positive values indicate larger discharges 
on daily resolution. 
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Sciuto and Diekkrüger (2010) showed that a decrease in spatial resolution of HydroGeoSphere 
leads to a decrease in transpiration rate. Despite this, multiplication factors are only slightly 
higher, and the oxic limit is slightly smaller at the coarser resolution (see Table 8.2). The 
pronounced scale dependency found by Sciuto and Diekkrüger (2010) could be compensated in 
this study by the calibration of the residual saturations and porosities (refer to Young et al. 
(2009) regarding the influence of van-Genuchten-Mualem parameters on transpiration). Due to 
the lack of recalibration for the bedrock setup, the effect described by Sciuto and Diekkrüger 
(2010) became apparent for the bedrock setup, as the transpiration amounts were higher at the 
finer resolution by ~5 mm during calibration and 8 mm during validation (refer to Table 8.1). 
Furthermore, Table 8.2 shows a temporal scaling problem of the canopy storage parameter as 
the amount of interception was different for validation and calibration. This result reveals that a 
dependency of the interception module concerning time steps cannot be accounted for by 
adjusting the provided parameters. 
 
8.2.2 Influence of spatial resolution and of bedrock inclusion on temporal and  
 spatial soil moisture variability at daily time steps 
1 Figure 8.8 (upper part) compares mean measured and simulated (d25) soil moisture dynamics. 
Due to the calibration of residual water contents, the seasonal trend was well captured at all 
depths (refer to Table 8.2 for calibration parameters) by the d25 and d100 simulations but the 
simulation quality of short term soil moisture dynamics decreased with depth. Therefore, the R2 
values were satisfactory (≥ 0.41) at both resolutions, especially during the calibration period at 5 
cm (0.78) and 20 cm (0.76) depths.  
At both resolutions, the bedrock setups simulated lower soil moisture values at all depths (refer 
to Figure 8.8 (lower part) for a comparison between d25 and d25b). This results from lower 
groundwater table for the bedrock setups and the nonlinear interconnection between 
transpiration and relative saturation shown in Equation 18. According to Equation 18, the 
transpiration increases beyond the anoxic saturation limit until it reaches the oxic saturation 
limit. At the finer resolution, the anoxic limit has been calibrated to 0.97 (Table 8.2) which 
corresponds to 46.6 vol.% soil moisture in 5 cm depth with a mean porosity of 0.48 after 
calibration. Whenever the soil moisture got below 46.6 vol.%, transpiration rate increased. 
During both simulation years, this happened on 485 days in the non-bedrock setup but on 582 
days in the bedrock setup. Thus the transpiration rate increased in the bedrock setup and soil 
moisture values decreased accordingly 1.  
                                                             
1 Text taken from Cornelissen et al. (2014) 
119 
 
 
Figure 8.8: Upper part: Observed and simulated daily soil moisture dynamics at 25 m resolution for 
non-bedrock setup. Lower part: Difference between non-bedrock and bedrock setup at 25 m 
resolution. Positive values indicate larger soil moistures of the non-bedrock setup at 25 m resolution. 
Table 8.2: Calibrated parameters at 25 m and 100 m resolutions for daily and hourly time steps. 
 25 m daily 100 m daily 25 m hourly 100 m  hourly 
Canopy storage parameter (m) 0.0015 0.0015 0.00175 0.00195 
Multiplication factor for residual saturation, 5 cm 5.4 5.6 5.4 5.6 
Multiplication factor for residual saturation, 20 cm  4.6 4.7 4.6 4.7 
Multiplication factor for residual saturation, 50 cm 3.3 3.3 3.3 3.3 
Oxic limit 0.90 0.89 0.88 0.89 
Anoxic limit 0.97 0.97 0.97 0.96 
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In the following, results of soil moisture modeling will be analyzed at three different depths. The 
description of results for topsoil moisture is taken from Cornelissen et al. (2014) and marked 
with cursive letters, results for 20 cm and 50 cm depth were added in the context of this thesis. 
The relationship between measured and simulated mean soil moisture of the topsoil and its 
standard deviation displayed in the top part of Figure 8.9 shows a unimodal shape for measured 
soil moistures, with highest standard deviations (15%) between 35 and 40 vol.%. The shape of 
the simulated relationship compared well to the measured soil moisture, but the relationship 
was shifted to lower soil moisture values which partly omitted the decreasing part. The finer grid 
resolution simulated larger standard deviations than the coarser resolution. Differences between 
the setups with bedrock and without bedrock at 100 m resolution were very small but at 25 m 
resolution, differences were more pronounced and the 25b simulation was the only one 
reaching soil moisture values below 28 vol.%.  
With increasing depth, the unimodal shape of the relationship for the measured soil moisture 
data subsequently changed into a linear dependency with higher standard deviations at higher 
soil moisture values (Figure 8.9, middle and lower part). At 20 cm depth, differences between 
simulations and measured data were smallest supporting the impression of Figure 8.8 that soil 
moisture simulation was best at 20 cm depth. The d25b setup showed a tendency for lower soil 
moisture values as already observed at 5 cm depth. The relationship between soil moisture and 
its standard deviation at 50 cm depth has a circular shape for all simulations (Figure 8.9, lower 
part). Figure 8.10 separates the circular shape at 50 cm depth for the d25 setup into patterns 
with a specific combination between the change in soil moisture and standard deviation.  
Interestingly, some categories only occurred during a specific season of the year with a 
characteristic time length. For example, the category “periodic change” with very small changes 
in soil moistures and contradictory changes in standard deviation did only occur during winter 
periods and lasted between 12 and 14 weeks (winter 2010 and 2010/2011).  In contrast, the 
category “decreasing soil moisture and standard deviation” occurred during all seasons except 
winter and lasted only 7 weeks. Shortest time spans were observed for the increase in both soil 
moisture and its standard deviation. The autumn of 2011 could not be linked to a certain 
category (denoted: “Other”) because the change in standard deviation was not linked to a 
certain change in soil moisture. 
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Figure 8.9: Relationship between mean soil moisture and its standard deviation in the topsoil for both 
model resolutions and both model setups compared with the measured soil moisture data at 5 cm 
(top), 20 cm (middle) and 50 cm (bottom). Beware of the different x- and y-axis limits in the bottom 
part of the figure! 
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Figure 8.10: Relationship between mean soil moisture (SM) and its standard deviation (STD) at 50 cm 
depth for the d25 setup. The relationship is classified in six categories according to the temporal 
evolution of soil moisture and standard deviation. 
As outlined in chapter 5, the autocorrelation structure of a distribution of soil moisture data can 
be described by its nugget, sill and range values. The sill-to-mean soil moisture relationship 
closely resembled the standard deviation-to-soil moisture relationship for measured and 
simulated data at all depths and was hence not analyzed in more detail. For the measured data, 
the range-to-soil moisture relationship did not show a clear trend in any depth but for the 25 m 
resolution, the relationship resembled the shape of the standard deviation-to-soil moisture 
relationship. At 100 m resolution, setups without bedrock showed a slight linear upward trend 
with increasing soil moisture at 5 and 20 cm depth while setups with bedrock showed a weak 
linear downward trend at 5 and 20 cm depth. At 50 cm depth, no clear relationship turned out. 
Table 8.3 summarizes mean, minimum, maximum and standard deviation of range and sill values 
for all different setups at 5, 20 and 50 cm depth. Green colors highlight increases in range or sill 
between 5 to 20 cm depth and 20 to 50 cm depth of more than 10% and red colors indicate 
decreasing values of more than 10%. The patterns of decreases and increases in sill and range 
were very similar between bedrock and non-bedrock setups at both resolutions. In addition, 
absolute values were very similar between bedrock and non-bedrock setups at 25 m resolution. 
Range values at 25 m resolution increased between 5 and 20 cm but decreased between 20 and 
50 cm. In contrast, measured data and simulations at 100 m resolution showed no significant 
changes between 5 and 20 cm but increased between 20 and 50 cm depth. Compared to 
measured data, mean, maximum and minimum range values at 20 m resolution were much 
higher in 5 and 20 cm depth indicating more homogeneity in soil moisture patterns. Range 
values at 100 m resolution were closer to those for measured data. This resulted from the usage 
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of different theoretical semivariograms. A Gaussian model at 100 m resolution was utilized 
instead of a spherical model used for measured data and the simulation at 25 m resolution 
because the fit between experimental and theoretical semivariogram was higher for the 
Gaussian model at 100 m resolution. The usage of the Gaussian model resulted in lower ranges. 
Sill values of all simulations were lower than those for measured data.  
Example variograms are given in Figure 8.11 to Figure 8.13 for spatial soil moisture patterns 
shown in Figure 8.14 to Figure 8.19. Theoretical variograms for the d100 and d100b setups at 50 
cm depth shown in the bottom left of Figure 8.13 for the wettest day obviously did not fit to the 
experimental variograms shown in the same plot. During very wet conditions (upper 5%), soil 
moisture data for the respective setups exhibited only little spatial heterogeneity with standard 
deviations lower than 3 vol.%. The low spatial variability and the occurrence of several sill-
maxima (refer to Figure 8.13) made it impossible to properly fit a theoretical variogram for these 
days (~ 5% of all days) without heavily deteriorating the fit for all other days.  
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Table 8.3: Mean, minimum, maximum and standard deviation of range and sill values for simulated 
and measured soil moistures at 5, 20 and 50 cm depth. Green and red colors highlight increases and 
decreases in range or sill between 5 to 20 cm depth and 20 to 50 cm depth by ≥10%. 
 5 cm 20 cm 50 cm 5 cm 20 cm 50 cm 
 
Daily 25 m Daily 25 m Bedrock 
 
Range Sill Range Sill Range Sill Range Sill Range Sill Range Sill 
Min (m) 146 43 164 30 94 22 146 42 163 28 97 22 
Max (m) 188 107 209 94 127 32 195 136 201 100 130 38 
STD (m) 10 14 9 14 7 2 11 19 9 15 9 3 
Mean (m) 159 54 178 41 100 23 162 58 182 42 107 25 
 
Daily 100 m Daily 100 m Bedrock 
Range Sill Range Sill Range Sill Range Sill Range Sill Range Sill 
Min (m) 98 14 101 12 114 4 109 14 116 12 113 3 
Max (m) 127 65 140 88 187 18 143 70 153 91 223 23 
STD (m) 6 11 6 13 16 3 6 13 8 19 30 5 
Mean (m) 119 29 119 28 157 8 120 31 127 33 176 11 
 
Daily measured       
Range Sill Range Sill Range Sill  
Min (m) 92 76 94 52 117 62 
Max (m) 141 239 139 126 159 114 
STD (m) 10 34 9 14 6 10 
Mean (m) 123 164 114 89 135 90 
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Figure 8.11: Variograms of measured (top row) and simulated soil moisture (second to last row) at 
the wettest (left column) and driest (right column) day in 5 cm depth. Variograms correspond to soil 
moisture patterns shown in Figure 8.14 and Figure 8.15. 
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Figure 8.12: Variograms of measured (top row) and simulated soil moisture (second to last row) at 
the wettest (left column) and driest (right column) day in 20 cm depth. Variograms correspond to soil 
moisture patterns shown in Figure 8.16 and Figure 8.17. 
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Figure 8.13: Variograms of measured (top row) and simulated soil moisture (second to last row) at 
the wettest (left column) and driest (right column) day in 50 cm depth. Variograms correspond to soil 
moisture patterns shown in Figure 8.18 and Figure 8.19. 
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Figures 8.14 and 8.15 depict the kriging results for the wettest (13.1.11) and driest (30.5.11) days 
of the simulation period at 5 cm depth. Black dots indicate the SoilNet measurement points and 
the nodes used for kriging. The white pixels represent the river. The measured pattern clearly 
followed the course and the source area of the river in the southeastern part of the catchment. 
In the western area, the measured pattern had a patchy structure. The d25 simulation closely 
resembled the measured pattern in the eastern part of the catchment, but missed a great part of 
the pattern in the western part. As expected, the spatial differentiation was smaller for the d100 
simulation, but the source area of the river was still well represented. With decreasing soil 
moisture, the spatial pattern of both bedrock setups differed from that of the non-bedrock 
setup.  
Figures 8.16 to 8.19 show kriging results for the same days but at 20 and 50 cm depth. With 
increasing depth, the measured pattern got more homogeneous in the eastern and western part 
but the river source area, the river bed and the outlet were still visible with higher soil moistures 
than neighboring areas. The simulated patterns only showed little changes between 5 and 20 cm 
depth. On the wet day, the pattern did not change except for dry spots at the 25 m resolution 
setups emerging in the western part of the catchment. The river source area and river outlet 
were still visible resulting in more pronounced differences between dry and wet areas of the 
catchment. At 50 cm depth, simulated patterns were very homogeneous, especially at 100 m 
resolution which nearly totally lacked a spatial differentiation. At both resolutions, the source 
area and the outlet seemed to have “dried out” with lower soil moistures in these areas 
compared to surrounding areas. 
Table 8.4 summarizes mean annual Kappa values for all simulations and all different depths. The 
mean Kappa values at 5 and 50 cm depth were below 0.1 for every model setup, reflecting the 
impression from Figures 8.14, 8.15, 8.18 and 8.19 that the soil moisture pattern was not well 
represented in one part of the catchment. This finding will be explained in the next paragraph 
with a correlation analysis between topographic variables and soil moisture patterns and 
between soil parameters and soil moisture patterns. In addition, simulated soil moisture 
patterns at 50 cm depth did not resolve the river source area resulting in negative Kappa values 
at 25 m resolution. At 5 and 50 cm depth, mean KLoc values were below 0.2 but the histogram of 
the measured soil moisture values was moderately well represented by the simulation, as the 
KHisto values reached at least 0.5 at 5 cm and 0.29 at 50 cm for all model setups. Corresponding 
to the visual impression of Figures 8.8, 8.16 and 8.17, soil moisture simulation at 20 cm depth 
was best in terms of both dynamics (Figure 8.8) and patterns (Figures 8.16 and 8.17) thus KHisto 
reached values larger than 0.6 and KLoc reached values between 0.18 and 0.3. 
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Figure 8.14: Spatial distribution of absolute soil moisture (vol. %) at 5 cm depth on 13.1.2011 for 
measured (top) and simulated data for 25 m (left) and 100 m (right) resolutions. The values in 
brackets refer to the mean standard deviation of the kriging algorithm. 
 
Figure 8.15: Spatial distribution of absolute soil moisture (vol. %) at 5 cm depth on 30.5.2011 for 
measured (top) and simulated data for 25 m (left) and 100 m (right) resolutions. The values in 
brackets refer to the mean standard deviation of the kriging algorithm. 
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Figure 8.16: Spatial distribution of absolute soil moisture (vol. %) at 20 cm depth on 13.1.2011 for 
measured (top) and simulated data for 25 m (left) and 100 m (right) resolutions. The values in 
brackets refer to the mean standard deviation of the kriging algorithm. 
 
Figure 8.17: Spatial distribution of absolute soil moisture (vol. %) at 20 cm depth on 30.5.2011 for 
measured (top) and simulated data for 25 m (left) and 100 m (right) resolutions. The values in 
brackets refer to the mean standard deviation of the kriging algorithm. 
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Figure 8.18: Spatial distribution of absolute soil moisture (vol. %) at 50 cm depth on 13.1.2011 for 
measured (top) and simulated data for 25 m (left) and 100 m (right) resolutions. The values in 
brackets refer to the mean standard deviation of the kriging algorithm. 
 
Figure 8.19: Spatial distribution of absolute soil moisture (vol. %) at 50 cm depth on 30.5.2011 for 
measured (top) and simulated data for 25 m (left) and 100 m (right) resolutions. The values in 
brackets refer to the mean standard deviation of the kriging algorithm. 
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Table 8.4: Kappa location, Kappa histogram and combined Kappa values for simulated and measured 
soil moistures at 5, 20 and 50 cm depth. Green and red colors highlight increases and decreases 
between 5 to 20 cm depth and 20 to 50 cm depth by ≥10%. 
 
Kappa Location 
 
25 m 25 m Bedrock 100 m 100 m Bedrock 
5 cm 0.12 0.15 0.12 0.11 
20 cm 0.18 0.20 0.30 0.25 
50 cm -0.09 -0.03 0.18 0.16 
 
Kappa Histogram 
 
25 m 25 m Bedrock 100 m 100 m Bedrock 
5 cm 0.54 0.56 0.49 0.52 
20 cm 0.67 0.63 0.69 0.64 
50 cm 0.34 0.39 0.29 0.45 
 
Kappa 
 
25 m 25 m Bedrock 100 m 100 m Bedrock 
5 cm 0.07 0.08 0.06 0.06 
20 cm 0.12 0.13 0.21 0.16 
50 cm -0.03 -0.01 0.05 0.07 
 
To explain the moderate correspondence between measured and simulated soil moisture 
patterns, a correlation analysis (Spearman) between topographic and soil variables and soil 
moisture patterns was performed (Table 8.5). Results for topsoil moisture patterns show that 
porosity distribution and relative elevation explained the simulated soil moisture pattern. The 
measured soil moisture pattern was neither explained by topographic variables, as the 
correlation strengths only reached a maximum of -0.20, nor by porosity distributions as the 
correlation strengths only reached a maximum of 0.44. During drying, the correlation strength 
with relative elevation increased for all model setups. During wetting, the correlation strength 
with porosity distributions increased.  
According to correlation coefficients summarized in Table 8.5, the correlation between the 
porosity (25 m resolution) and measured soil moisture pattern decreased between 5 and 20 cm 
by 28% but the correlation to relative elevation and slope increased. Like measured soil moisture 
patterns, correlations between simulated soil moisture patterns (25 m setups) and porosity 
decreased between 5 and 20 cm depth. In contrast, correlations to topographic variables 
decreased or remained constant instead of increasing. Only the correlation to the slope 
increased slightly for the d25b setup. Between 20 and 50 cm, all correlation strengths between 
topographic variables and measured soil moisture patterns and between topographic variables 
and simulated soil moisture patterns (25 m resolution) decreased. While the change of 
correlation with depths was comparable between measured and simulated soil moisture pattern 
for the 25 m resolution, the 100 m resolution setups showed different trends. While the 
decrease in correlation to porosity between 5 and 20 cm depth is in line with results of 
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measurements, correlation strengths to topographic variables only exhibit a very small change. 
Between 20 and 50 cm depth the correlation strengths of simulated pattern (100 m resolution) 
and topographic variables increased instead of decreasing for measured soil moisture patterns. 
Generally, correlations between relative elevation, porosities and simulated soil moisture 
patterns were higher and those between slope and simulated soil moisture patterns were lower 
in comparison to correlations with measured patterns. 
As suggested by Sudicky et al. (2008) and Western et al. (2002), spatially distributed soil 
moisture measurements were used in addition to discharge values to improve the simulation 
results. In this study, simulated soil data initially incorporated the effect of skeleton content in 
the soil parameterization but measured soil moisture data originated from skeleton free soil 
parts. Thus, residual water content was adjusted to match simulated to measured soil data. The 
multiplication factors listed in Table 8.2 lead e.g. to a mean porosity of 0.48 (originally 0.28) for 
the d25 and 0.48 (originally 0.28) for d100 simulation at 5 cm depth. Thus, the application of 
high multiplication factors did not lead to physically unacceptable results.  
A comparison of the temporal soil moisture dynamics with other studies is limited because the 
data used in these studies are either restricted in their temporal coverage (only event scale 
(Herbst and Diekkrüger, 2003), a few weeks (Noh et al., 2015) or a growing period (Wang et al., 
2015)) or spatial coverage (Mahmood and Vivoni, 2011). Nevertheless, the general finding of 
Manfreda et al. (2007) that with increasing depth the temporal variability of soil moisture 
decreases but its spatial organization increases for measurements and simulation results can be 
confirmed. Recently, Fang et al. (2015) used ParFlow-CLM to simulate soil moisture dynamics 
and patterns in the Wüstebach catchment for 3 years and found that the incorporation of 
anisotropy in the saturated hydraulic conductivity improved the simulation of discharge and soil 
moisture dynamics. In the model intercomparison study by Koch et al. (submitted to journal), 
ParFlow-CLM provided better simulations of mean daily soil moisture dynamics than 
HydroGeoSphere and MIKE-SHE in terms of root mean square error but not in terms of 
correlation coefficient.  
In general, all model setups reproduced the unimodal shape of the relationship between soil 
moisture and its standard deviation, but in the simulated relationships (Figure 8.9) the peak of 
the relationship was shifted towards lower soil moisture values. As the simulated range of soil 
moisture values was lower than the measured range, the decreasing arm of the relationship was 
not fully simulated. The lack of macropore flow hindered the soil moisture from reacting quickly 
to rainfall events in terms of short-term soil moisture changes and peak runoff response. 
Rosenbaum et al. (2012) assumed that the variability in wet soils was mainly controlled by lateral 
and vertical flow processes and the distribution of porosities. The results of correlation analysis 
confirm the hypothesis that porosity distribution is an important determinant of the soil 
moisture pattern because the correlation strength between porosity distributions and the 
moisture pattern increases with wetting. For example, on 13.1.11 (refer to Figure 8.14), the 
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correlation strength reached 0.98 for d100. Unfortunately, the results of hydrological 
simulations can neither confirm nor reject the hypothesis regarding flow processes because 
macropore flow processes were not represented in the HydroGeoSphere application. 
Rosenbaum et al. (2012) suggested that as the soil dries, the influence of evaporation and root 
water uptake increases, which reduces differences in soil moisture. Again, this result cannot be 
confirmed because the simulation missed the drying arm of the moisture-standard deviation 
relationship. In HydroGeoSphere the actual transpiration amount depends nonlinearly on soil 
moisture as shown in Equation 18. As the transpiration limiting saturations shown in Equation 18 
and the vegetation parameterization were spatially constant, the heterogeneity of transpiration 
only depended on the soil moisture pattern (as potential evapotranspiration and precipitation 
were assumed to be spatially homogeneous throughout the catchment) and differences in soil 
properties. Due to the large degree of homogeneity in soil properties and resulting parameters 
(refer to chapter 7.3.2), the soil moisture pattern is likely the dominant control of transpiration 
heterogeneity. The bedrock simulations only marginally affected soil moisture simulation at both 
scales, and as such were not able to add additional insights in the model’s capability to simulate 
spatial dynamics and their variability.   
A Spearman correlation analysis between measured/simulated soil moisture patterns and 
topographic variables and porosity distributions was performed. Correlation strengths of 
simulated soil moisture patterns to relative elevation and porosity were higher but correlation 
strengths to slope were lower compared to measured soil moisture patterns at all depths. In 
addition, measured soil moisture patterns were not clearly correlated to either a topographic or 
porosity pattern which could have resulted from the simple linear correlation approach applied 
in this study and/or from the fact that an important pattern controlling soil moisture variability 
was not included in the analysis. The results generally indicated that the simulation 
underestimated the complexity of the soil moisture pattern. Borchardt (2012) presented a map 
with the spatial distribution of the thickness of the top substrate layer of the Wüstebach test site. 
The spatial distribution of this layer corresponded well to the measured soil moisture pattern 
presented in Figures 8.14 to 8.19. It was also highly correlated to the moisture pattern in the 
western part of the catchment, which was not well captured by the simulation. This result means 
that the applied spatial heterogeneity in maximum soil depth as derived from the soil map 
(Geological Survey NRW) in this study is either not correctly reported in the soil map or in the 
study of Borchardt (2012). 
Famiglietti et al. (1998) found that the influence of topographic attributes on the soil moisture 
pattern and its variability increased with further drying of the catchment. In this study, the 
correlation between soil moisture and relative elevation increased, but the correlation with 
slope decreased with drying. This pattern was observed for both the measurements and the 
simulations.  
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Table 8.5: Mean Spearman coefficients among topographic variables, porosity distributions and soil 
moisture patterns. Values in bold are significant at an alpha of 0.05. Green and red colors highlight 
increases and decreases between 5 to 20 cm depth and 20 to 50 cm depth by ≥10%. 
 
5 cm 20 cm 
 
Measured 25 m 
25 m 
Bedrock 
100 
m 
100 m 
Bedrock Measured 25 m 
25 m 
Bedrock 
100 
m 
100 m 
Bedrock 
Relative Elevation           
Measured -0.06 -0.40 -0.38 -0.51 -0.53 -0.13 -0.38 -0.32 -0.53 -0.56 
25 m -0.06 -0.40 -0.38 -0.51 -0.53 -0.13 -0.38 -0.32 -0.53 -0.56 
100 m -0.04 -0.38 -0.36 -0.49 -0.51 -0.12 -0.37 -0.31 -0.51 -0.54 
Slope           
Measured -0.20 -0.05 -0.07 0.04 0.04 -0.21 -0.05 -0.10 0.06 0.04 
25 m -0.23 -0.05 -0.08 0.03 0.03 -0.25 -0.05 -0.11 0.05 0.04 
100 m -0.33 -0.12 -0.13 -0.17 -0.11 -0.37 -0.05 -0.06 -0.17 -0.13 
Porosity           
25 m 0.36 0.64 0.62 0.61 0.58 0.26 0.32 0.32 0.42 0.41 
100 m 0.44 0.71 0.69 0.91 0.85 0.41 0.39 0.38 0.61 0.57 
Soil Moisture           
Measured 1.00 0.43 0.42 0.44 0.43 1.00 0.39 0.36 0.50 0.47 
25 m 0.43 1.00 0.99 0.71 0.70 0.39 1.00 0.96 0.62 0.64 
25 m Bedrock 0.42 0.99 1.00 0.70 0.70 0.36 0.96 1.00 0.56 0.59 
100 m 0.44 0.71 0.70 1.00 0.96 0.50 0.62 0.56 1.00 0.94 
100 m Bedrock 0.43 0.70 0.70 0.96 1.00 0.47 0.64 0.59 0.94 1.00 
   50 cm        
 
Measured 25 m 
25 m 
Bedrock 
100 
m 
100 m 
Bedrock      
Relative Elevation           
Measured -0.11 -0.18 -0.13 -0.55 -0.65      
25 m -0.11 -0.17 -0.13 -0.55 -0.65      
100 m -0.09 -0.17 -0.12 -0.54 -0.64      
Slope           
Measured -0.17 0.01 -0.03 0.14 0.18      
25 m -0.19 0.01 -0.04 0.16 0.19      
100 m -0.39 0.11 0.10 0.05 0.07      
Porosity           
25 m 0.22 0.33 0.35 0.51 0.48      
100 m 0.36 0.32 0.33 0.58 0.54      
Soil Moisture           
Measured 1.00 0.06 0.04 0.16 0.17      
25 m 0.06 1.00 0.96 0.50 0.47      
25 m Bedrock 0.04 0.96 1.00 0.47 0.45      
100 m 0.16 0.50 0.47 1.00 0.93      
100 m Bedrock 0.17 0.47 0.45 0.93 1.00      
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8.2.3 Influence of calibration period on water balance and soil moisture dynamics 
This chapter summarizes the effect of calibration period on calibration parameters, water 
balance and soil moisture simulation. As already outlined in chapter 7.4, Wüstebach simulations 
were calibrated for the year 2010 before measurements of actual evapotranspiration became 
available. As these measurements only start in May 2010, the year 2011 turned out to be more 
suitable for calibration. Thus, a comparison between simulation results achieved with different 
calibration periods had to be done. 
Table 8.6: Measured and simulated water balance components in 2010 and 2011 for two simulations 
with different calibration periods.   
 2010 2011 
Precipitation (mm/y) 1226 1348 
Measured Discharge (mm/y) 608 630 
Potential Evapotranspiration (mm/y) 694 756 
Actual Evapotranspiration (mm/y) 377 1 596 
 Calibration 2010 Calibration 2011 Calibration 2010 Calibration 2011 
Simulated Discharge (mm/y) 2 647 645 652 651 
Interception (mm/y) 248 251 248 272 
Interception (%) 20 20 18 20 
Transpiration (mm/y) 261 236 353 326 
Actual Evapotranspiration (mm/y) 509 487 601 598 
Coefficient of Determination (-) 0.66 0.66 0.75 0.75 
Nash-Sutcliffe Coefficient (-) 0.65 0.65 0.75 0.75 
Percent Bias (%) -6.31 -6.12 -3.48 -3.43 
(1=Measurements start on May 1st, 2010; 2= Annual sums of simulated discharge exclude time steps with gaps 
in measured discharge) 
Table 8.6 shows water balance components and performance measures of discharge simulation 
for the years 2010 and 2011 for two simulations where 2010 is either calibration period 
(calibration 2010) or validation period (calibration for 2011). Calibrating the model for 2011 
slightly improved simulated water balance components for both years. The most striking change 
concerned the decrease of transpiration rate by 25 and 27 mm for 2010 and 2011. Additional 
water increased the soil storage and thus discharge amount remained constant. The quality of 
simulated discharge dynamics measured by Coefficient of Determination and Nash-Sutcliffe 
Coefficient showed no change.   
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The top part of Figure 8.20 compares simulated soil moisture dynamics (calibrated for 2011) to 
measured soil moisture; the bottom part shows simulated soil moisture for the two different 
calibration periods. The figure illustrates that the choice of calibration period had a large effect 
on soil moisture simulation at 5 cm depth but not on the simulation at 20 and 50 cm depth. This 
resulted from the large difference in measured volumetric soil moisture during autumn and 
winter between 2010 and 2011. Comparable to water balance components, soil moisture at 20 
and 50 cm depth showed a slight improvement in terms of Nash-Sutcliffe-Coefficient when the 
model was calibrated for the year 2011 (refer to Table 8.7). At 5 cm depth, the Nash-Sutcliffe-
Coefficient showed largest deviations between simulations with different calibration periods. In 
terms of calibration parameters, the multiplication factor for soil moisture at 5 cm depth 
exhibited the largest change due to the pronounced deviation in volumetric soil moisture 
between 2010 and 2011 (Table 8.8).  
Table 8.7: Measures of soil moisture simulation performance at 5, 20 and 50 cm depth for two 
simulations with different calibration periods. 
 2010 
 Calibration 2010 Calibration 2011 
 5 cm 20 cm 50 cm 5 cm 20 cm 50 cm 
Coefficient of Determination (-) 0.77 0.75 0.47 0.77 0.75 0.45 
Nash-Sutcliffe Coefficient (-) 0.72 0.33 0.26 -0.60 0.47 0.35 
 2011 
Coefficient of Determination (-) 0.52 0.47 0.45 0.52 0.47 0.44 
Nash-Sutcliffe Coefficient (-) 0.06 0.23 0.20 0.50 0.20 0.36 
 
Table 8.8: Calibrated parameters for two simulations with different calibration periods. 
 Calibration 2010 Calibration 2011 
Canopy storage parameter (m) 0.0015 0.0019 
Multiplication factor for residual saturation, 5 cm 5.4 4.0 
Multiplication factor for residual saturation, 20 cm 4.6 4.6 
Multiplication factor for residual saturation, 50 cm 3.3 3.1 
Oxic limit 0.90 0.88 
Anoxic limit 0.97 0.955 
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Based on these results, the choice of calibration period only had a minor effect on water balance 
and discharge simulation. This result was expected because the applied split sample test leads to 
two data sets that are “functionally equivalent” (Kirchner, 2006) concerning climate conditions 
and properties of underlying discharge processes. In contrast, large differences in measured 
topsoil moisture between 2010 and 2011 were apparent, affecting the calibration of residual 
saturation. Thus, it could not be decided if the choice of the calibration period improved or 
deteriorated soil moisture simulation results. 
 
Figure 8.20: Upper part: Observed and simulated daily soil moisture dynamics calibrated for the year 
2011. Lower part: Comparison between simulated soil moisture for the two different calibration 
periods 2010 and 2011. 
0
50
100
150
200
25010
20
30
40
50
60
1/10 3/10 5/10 7/10 9/10 11/10 1/11 3/11 5/11 7/11 9/11 11/11
P
recip
itatio
n
 (m
m
)
V
o
lu
m
et
ri
c 
So
il 
M
o
is
tu
re
 C
o
n
te
n
t 
(%
)
Simulated 5 cm Cal 2011 Measured 5cm
Simulated 20 cm Cal 2011 Measured 20cm
Simulated 50 cm Cal 2011 Measured 50cm
10
20
30
40
50
1/10 3/10 5/10 7/10 9/10 11/10 1/11 3/11 5/11 7/11 9/11 11/11
V
o
lu
m
et
ri
c 
So
il 
M
o
is
tu
re
 C
o
n
te
n
t 
(%
)
Simulated 5 cm Cal 2011 Simulated 5 cm Cal 2010
Simulated 20 cm Cal 2011 Simulated 20 cm Cal 2010
Simulated 50 cm Cal 2011 Simulated 50 cm Cal 2010
139 
 
8.2.4 Event scale soil moisture hysteresis 
In 2012, Rosenbaum et al. found clockwise hysteresis of topsoil moisture at the event scale for 
moderate soil moisture content under heavy rainfall leading to pronounced and fast increase of 
soil moisture. In this chapter, measured and simulated event scale soil moisture and its standard 
deviation is analyzed for different soil moisture conditions under advective and convective 
precipitation events in order to reproduce Rosenbaum’s findings. 
Following Rosenbaum et al. (2012), three soil moisture states are distinguished as follows: the 
dry soil moisture state occurs for soil moistures lower 30 vol. %, the intermediate between 30 
and 47 vol. % and the wet state beyond 47 vol. % soil moisture. Events were selected if both 
simulated and measured soil moisture were part of the same soil moisture state and if the 
measured soil moisture changed by at least 2 vol. %. For the dry and wet state, no convective 
rainfall event leading to a sufficiently large increase in soil moisture could be identified. This was 
due to the small number of hours measured and simulated data shared at the dry state and due 
to the already high soil moisture during the wet state. 
Table 8.9 summarizes absolute changes in simulated and measured soil moisture and standard 
deviation for each of the four selected events. The table illustrates some interesting patterns. 
First of all, increasing soil moisture always led to decreasing standard deviation in the model.  
Table 8.9: Changes in simulated and measured soil moisture and standard deviation during four 
rainfall events with different rainfall characteristics and soil moisture contents. 
 dry state intermediate state wet state 
 advective convective advective advective 
 wet dry wet dry wet dry wet dry 
Rainfall (mm) 16.7 0.0 16.2 0.0 12.5 0.9 13.5 6.1 
 Measurements 
Soil Moisture (%)  +3.1 -1.5 +4.0 -0.7 +7.0 -3.3 +3.1 -4.8 
Standard Deviation (%) +2.6 -1.6 +1.8 -0.5 -1.3 0.0 -1.1 +1.4 
 Simulation 
Soil Moisture (%) +7.1 -4.5 +1.7 -0.8 +2.0 -0.7 +0.6 -0.8 
Standard Deviation (%) -1.1 +0.8 -0.4 +0.2 -0.5 -0.1 -0.1 +0.3 
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Measured data showed an increase in standard deviation with wetting for the advective events 
at the dry and the convective event at the intermediate state but a decrease in standard 
deviation for the advective events at the intermediate and wet state. Secondly, simulated 
standard deviation changes were always smaller than measured ones as expected from the 
simulation results shown in Figure 8.9. 
To illustrate the development of the relationship between soil moisture and its standard 
deviation, a convective rainfall event at the intermediate state and an advective event at the dry 
state are chosen as examples.  
The convective rainfall event on 10.7.2010 (refer to Figure 8.21) brought 16.2 mm of rainfall in 3 
hours. It increased both measured soil moisture (+4 vol. %) and its standard deviation (+1.8 vol. 
%). The decrease of both variables during the drying cycle was very slow as soil moisture only 
decreased by 0.7 vol. % and standard deviation by 0.4 vol. % in four days. Although the 
simulation captured the general trend of soil moisture dynamics, standard deviation decreased 
instead of increasing. The arrows in Figure 8.21 illustrate the clockwise development of the 
relationship between standard deviation and measured soil moisture. In the simulation, the 
wetting and drying path were nearly identical. Rosenbaum et al. (2012) explained hysteresis with 
spatial variability in throughfall. The fact that this variability was not resolved in the simulation 
explains the missing hysteresis pattern. 
An advective rainfall event between the 31.5.2011 and 4.6.2011 brought 16.7 mm of rainfall 
distributed over 20 hours (Figure 8.22). Both simulated and measured soil moisture started at 
the dry state with lower values for measured soil moisture. Measured standard deviation 
increased during wetting and decreased during drying. Comparable to the convective rainfall 
event during the intermediate soil moisture state, simulated standard deviation increased with 
drying and decreased with wetting. Changes in simulated soil moisture were much larger than 
for the measured soil moisture while changes in simulated standard deviation were smaller. The 
relationship between soil moisture and its standard deviation (illustrated by arrows in Figure 
8.22) did not show a hysteresis effect for both measurements and simulation. Instead, both 
relationships shared the same wetting and drying path although this effect was more 
pronounced for the simulated data. This pattern was also observable for the two other events 
summarized in Table 8.9 (advective at intermediate and wet moisture state) and thus these 
events are not shown in detail.  
So, this chapter illustrates that the HydroGeoSphere simulation is not able to resolve hysteresis 
effects. In addition, simulated standard deviation always decreased during wetting but measured 
standard deviation decreased or increased during wetting dependent on pre-storm soil 
moisture.  
Hysteresis at intermediate soil moisture was explained by Rosenbaum et al. (2012) with the 
spatial variability of throughfall. Interception measurements (refer to chapter 6.2.3) show an 
141 
 
increase of standard deviation with increasing precipitation amount approximately following a 
power law function given as y=0.746*x0.682 with an R2 of 0.86. Thus, at rainfall events of 15-16 
mm investigated in this chapter, interception exhibits a standard deviation of 4.7-4.9 mm. A 
representation of this variability in HydroGeoSphere was not possible at the chosen spatial 
discretization of 25 and 100 m, because interception variability results from different distances 
between canopies and thus at spatial scales below 1 m. 
The counterintuitive observation from measured soil moisture data that wetting increased 
variability instead of decreasing is explainable with the results described in chapter 8.2.2. It was 
shown that measured soil moisture data exhibited a convex shaped relationship between soil 
moisture and its standard deviation which means that the reaction of standard deviation to 
wetting can be either a decrease or an increase. As all simulations only captured the wetter part 
of the convex relationship, wetting always leads to a decrease in standard deviation and drying 
to an increase. 
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Figure 8.21: Hysteresis reaction after a convective rainfall at the intermediate soil moisture state 
between 10.7.2010 and 11.7.2010. Top part shows precipitation, center part soil moisture and 
standard deviation development, bottom part the soil moisture-to-standard deviation relationship for 
measured and simulated data. 
0
5
10
15
10.7.10 22:00 11.7.10 6:00 11.7.10 14:00 11.7.10 22:00
P
re
cip
itatio
n
 
(m
m
/h
)
8
10
12
14
16
32
36
40
44
St
an
d
ar
d
 D
ev
ia
ti
o
n
 (
vo
l.
%
)
So
il 
M
o
is
tu
re
 (
vo
l.
%
)
Measured Soil Moisture Simulated Soil Moisture
Measured Standard Deviation Simulated Standard Deviation
8,6
8,9
9,2
12,5
13,0
13,5
14,0
14,5
15,0
15,5
30 34 38 42
Si
m
u
la
te
d
 S
ta
n
d
ar
d
 D
e
vi
at
io
n
 (v
o
l.
%
)
M
e
as
u
re
d
 S
ta
n
d
ar
d
 D
e
vi
at
io
n
 (v
o
l.
%
)
Soil Moisture (vol. %)
Measured Wetting Measured Drying Simulated Wetting Simulated Drying
143 
 
 
 
Figure 8.22: Hysteresis reaction after an advective rainfall at the dry soil moisture state between 
31.5.2011 and 4.6.2011. Top part shows precipitation, center part the soil moisture and standard 
deviation development, bottom part the soil moisture-to-standard deviation relationship for 
measured and simulated data. 
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8.3 Erkensruhr 
The following chapters (pages 144-157) have been submitted to Journal of Hydrology in August 
2015. Changes to the text include figure and table numbering and the replacement of 
formulations with “we” and “our”.  
8.3.1 Influence of mesoscale soil and land use parameters on the simulation of the 
 headwater catchment 
The top part of Figure 8.23 shows measured and simulated discharge rates for the original 
simulation of the Wüstebach (Wbach) and the simulation of the Wüstebach with soil data from 
the Erkensruhr (WbachEsoilConi) for the years 2010 and 2011. Observed discharge was 
characterized by a strong seasonality with a pronounced low flow period during the summer and 
high variability during snow dominated periods in the winter. Generally, both simulation 
scenarios reproduced the discharge dynamics well but overestimated peaks during the winter 
(due to an overestimation of snow melt by the snow model) and omitted some peaks during the 
summer. The usage of coarser soil data from the Erkensruhr (model scenario WbachEsoilConi) 
intensified the tendency to overestimate peak discharge rates. Small differences in discharge 
between the reference simulation Wbach and the simulations of the Wüstebach with deciduous 
(WbachDeci) and grassland vegetation (WbachGrass; middle section of Figure 8.23) showed that 
the sensitivity of discharge to changes in land use was weak. Higher discharge rates of 
WbachDeci and WbachGrass in late summer 2010 resulted from differences in LAI development 
and corresponding changes in interception. At the end of 2011, differences in discharge resulted 
from differences in soil moisture. The WbachDeci simulation had lower soil moistures in all 
depths than the Wbach simulation and therefore rainfall was primarily replenishing the water 
storage. The WbachGrass simulation had highest soil moisture at the same time and accordingly 
highest discharge rates. In the bottom part of Figure 8.23, differences between the reference 
simulation Wbach and the simulations with Erkensruhr soil data are shown for deciduous 
(WbachEsoilDeci) and grassland (WbachEsoilGrass) vegetation. Both simulations produced 
higher discharge rates during both years with an extreme overestimation during 2010 of the 
WbachEsoilDeci model scenario.  
Figure 8.24 summarizes statistical measures of model performance for the hydrological winter 
2010/2011 and - as a mean value - for the hydrological summer periods in 2010 and 2011.  
All statistical measures varied stronger between simulations during summer than during winter 
because (1) differences in evapotranspiration simulation only became apparent during summer 
and (2) small changes in discharge amount and timing had a high impact on statistical measures 
during the low flow period.  During winter, all model scenarios produced high statistical 
measures with correlation coefficients and coefficients of variation reaching values above 0.78 
and bias values above 0.94. 
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Changing land use primarily affected the coefficient of variation during the hydrological summer 
with decreases for grassland and increases for deciduous forest. The correlation coefficient for 
grassland also decreased by 0.4. A change in soil data mainly influenced the bias and the 
coefficient of variation. The unique behavior of the simulation WbachEsoilDeci in terms of very 
high increases in bias and correlation coefficient compared to WbachDeci was already 
mentioned in the previous paragraph. The reason for this increase in simulation quality and the 
interplay between saturated conductivity, infiltration and antecedent soil moisture will be 
further analyzed in the discussion section. 
 
 
Figure 8.23: Top: Comparison of observed and simulated discharge of the Wüstebach for simulations 
with high-resolution soil data (Wbach) and low-resolution soil data (WbachEsoilConi). Middle: 
Discharge difference between simulations with changing land use. Bottom: Discharge difference 
between simulations with changing land use and soil data. 
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Figure 8.24: Bias (black line), coefficient of variation (CV; green line) and correlation coefficient (red 
line) in hydrological summer (solid lines) and winter (dashed lines) for the Wüstebach discharge 
simulations. 
The water balance of the Wüstebach simulations (Table 8.10) showed some interesting features 
concerning evapotranspiration components and infiltration sums. The total amount of actual 
evapotranspiration significantly changed between different land uses with highest values for 
WbachGrass due to the changes in transpiration parameters (chapter 7.3.1). In 2010, the 
amount of actual evapotranspiration for the WbachDeci simulation equaled that of Wbach, but 
in 2011 evapotranspiration was larger by 50 mm. Infiltration sums and fractions of subsurface 
flow varied between years but not between simulation variants using the same soil data. 
Comparing simulations with high-resolution soil data of the Wüstebach to those with larger scale 
Erkensruhr soil data, significant differences in the water balance components and in the 
fractions of subsurface flow became apparent. For both forested land uses, actual 
evapotranspiration decreased by 37 mm (2010) and 25 mm (2011) for coniferous and by 126 
mm (2010) and 56 mm (2011) for deciduous forest. The decrease in evapotranspiration resulted 
from a decrease in infiltration sums by 77 mm (2010) and 62 mm (2011) for coniferous and by 
113 mm (2010) and 89 mm (2011) for deciduous forest. Despite the decrease in infiltration 
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sums, discharge sums were much higher and as a result the fraction of subsurface flow 
decreased by 12-14% in 2010 and 6-7% in 2011. In contrast to the forest land uses, the 
WbachEsoilGrass scenario showed small changes in total evapotranspiration (≤27 mm) and 
correspondingly lowest variations in infiltration sums. 
Table 8.10: Water balance components for Wüstebach simulations. 
 
2010 
 
Wbach WbachDeci WbachGrass 
Wbach 
EsoilConi 
Wbach 
EsoilDeci 
Wbach 
EsoilGrass 
Rainfall (mm) 1226 
Potential ET 1 (mm) 694 
Measured Discharge (mm) 608 
Transpiration (mm) 232 227 279 195 99 282 
Evaporation (mm) 247 254 289 247 256 293 
Actual Evapotranspiration 
(mm) 479 481 568 442 355 575 
Discharge 2 (mm) 611 657 591 647 764 587 
Baseflow (%) 76 76 75 64 62 63 
Infiltration (mm) 968 992 1011 891 879 954 
  2011 
 Wbach WbachDeci WbachGrass 
Wbach 
EsoilConi 
Wbach 
EsoilDeci 
Wbach 
EsoilGrass 
Rainfall (mm) 1348 
Potential ET 1 (mm) 756 
Measured Discharge (mm) 630 
Transpiration (mm) 272 312 290 247 250 306 
Evaporation (mm) 273 283 314 273 289 325 
Actual Evapotranspiration 
(mm) 545 595 604 520 539 631 
Discharge 2 (mm) 637 640 626 652 673 594 
Baseflow (%) 62 64 60 56 58 53 
Infiltration (mm) 894 959 960 832 870 896 
1 Evapotranspiration 2 Sums of simulated discharge exclude time steps with gaps in measured discharge data. 
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In the context of the Erkensruhr study, soil moisture simulation results are compared between 
simulations but not with measurements. For a detailed comparison between simulated and 
measured soil moisture of the Wüstebach catchment, the reader is referred to Cornelissen et al. 
(2014) or to chapter 8.2.2.  
 
Figure 8.25: Soil moisture dynamics of the Wüstebach simulations at 20 cm depth. 
There were large differences in simulated soil moisture dynamics between land use types at all 
depths. At 5 cm depth, differences were most pronounced during August and July 2010 when 
the WbachDeci simulation maintained soil moisture values above 0.5 while soil moisture for 
both the Wbach and the WbachGrass simulations dropped below 0.3. In August and July 2011, 
the WbachDeci simulation was again the wettest but differences to Wbach and WbachGrass 
were smaller. The Wbach and WbachGrass scenarios showed small differences at 5 cm depth, 
because their root depth (refer to Table 7.1) was comparably high with 0.5 m and 0.35 m 
respectively. At 20 cm depth, the WbachDeci scenario produced the lowest soil moisture in both 
years (Figure 8.25). During July and August of both years, WbachGrass and Wbach maintained 
soil moisture values of about 0.6 while WbachDeci dropped below 0.4 in 2011. In both years, the 
WbachGrass scenario produced the highest soil moisture. At 50 cm depth, a clear hierarchy 
following root depths was found in both years with highest moistures for WbachGrass (featuring 
the lowest root depth) and lowest values for WbachDeci (featuring the highest root depth). The 
usage of large scale soil data generally increased soil wetness and intensified short term soil 
moisture dynamics down to 50 cm depth. Differences were again most pronounced for the 
simulation with deciduous land use.  
The relationship between mean soil moisture and its standard deviation showed little variations 
between different land use types at 5 cm depth (Figure 8.26). Simulations with Erkensruhr soil 
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data produced a steeper slope with higher standard deviations at the same moisture. This is 
attributed to the different number of soil units of the model scenarios (for the Wüstebach 
catchment the large scale soil map produced only 5 different soil units compared to 108 soil 
units when using the small scale soil map). As demonstrated recently by Qu et al. (2015), the 
shape of soil moisture to standard deviation relationship can be explained to a large extent by 
the spatial variance of soil hydraulic properties.  
 
 
Figure 8.26: Relationship between mean soil moisture and its standard deviation for Wüstebach 
simulations at 5 cm depth with (top) Wüstebach and (bottom) Erkensruhr soil data. 
Results of the Wüstebach simulations revealed a strong influence of (1) soil data on runoff 
generating processes and of (2) land use parameters on evapotranspiration components. 
Usage of large scale soil data for the simulation of the Wüstebach catchment led to a decrease in 
infiltration and transpiration, and to a corresponding increase in discharge amount. Decrease in 
infiltration resulted from a higher antecedent wetness prior to precipitation events in the 
summer. In addition, Figure 8.25 showed pronounced short term soil moisture dynamics for all 
simulations with coarser soil data. Faster soil moisture dynamics was accompanied by faster 
groundwater level rise which hindered infiltration, decreased transpiration and accordingly 
increased the soil moisture storage thus limiting infiltration capacity.  
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Comparing water balance components (Table 8.10) between 2010 and 2011 showed that the 
effect described above was stronger in 2010 than in 2011. In April and May 2010 precipitation 
rates were larger than potential evapotranspiration rates but in April and May 2011 precipitation 
rates were lower. That significantly reduced soil moisture in 2011 thus dampening the effect of 
coarser soil data on runoff generation processes.  
Pronounced soil moisture and groundwater level dynamics of the scenario with Erkensruhr soil 
data were partly explainable by higher saturated hydraulic conductivity. For example, at 5 cm 
below the litter layer, the saturated hydraulic conductivities of the Erkensruhr soil data were 
higher by a factor of 17 but alpha values were lower by 0.6. A synthetic experiment using the 
Wüstebach model scenario applying a rainfall rate exceeding the saturated conductivity of the 
Wüstebach soil dataset was performed. The experiment showed a decrease of 60% in infiltration 
and corresponding increase in surface runoff illustrating that (1) the sensitivity of hydrological 
processes to changes in saturated conductivity is large (also refer to chapter 8.1) and (2) the 
observed counter-intuitive decrease in infiltration rates due to higher saturated conductivity 
could be reproduced. This observation compared well to results of the sensitivity analysis which 
indicated a high dependency of soil moisture variability (coefficient of variation) and infiltration 
on saturated conductivities. 
The observed high sensitivity of fast runoff sums and runoff generation mechanisms to changes 
in soil properties agreed well with the finding of many studies but the result that higher 
saturated conductivity led to an increase in fast runoff components contradicted to results 
reported in the literature for simulations with distributed hydrological models (Bormann et al., 
2007; Herbst et al., 2006; Kværnø and Stolte, 2012).  
To conclude, the observed increase in fast runoff components due to an increase in saturated 
conductivity resulted from a unique interplay between antecedent wetness, infiltration, 
groundwater level rise and transpiration which strongly depended on the difference between 
precipitation and potential evapotranspiration during spring. Although this interplay was an 
artifact because it occurred only for one model scenario, the effect was reproduced with a 
simple infiltration excess experiment.   
The applicability of mesoscale land use parameters was validated with a comparison between 
evapotranspiration amounts simulated with Wüstebach soil data and values reported in the 
literature.  
Simulated evapotranspiration of grassland amounted to 46% but literature values ranged 
between 36% for a measurement site in Germany with a precipitation of 800 mm (Harsch et al., 
2009) and 60% at a grassland site near to the Erkensruhr catchment (Schmidt, personal 
communication). Data cited in Mendel (2000) ranged between 55% (with 800 mm precipitation) 
and 75% (with only 581 mm precipitation). 
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Despite the lack of calibration, simulated interception fractions for deciduous forest (17%) 
corresponded well to the value observed by Oishi et al. (2008) for a hardwood forest in the 
United States with a precipitation of 1091 mm. Mendel (2000) reported interception values 
between 5% and 48% for a beech forest. Simulated fractions of evapotranspiration (without 
interception) amounted to 25% but literature values ranged between 26% (Mendel, 2000) and 
40% (Oishi et al., 2008).  
The large range of evapotranspiration components for both land uses pointed to considerable 
uncertainty in evapotranspiration validation and thus expressed the need for additional land use 
specific evapotranspiration measurements. 
 
8.3.2 Influence of parameter regionalization and spatially distributed input data on the 
 simulation of the mesoscale catchment 
In the following, the results of the four Erkensruhr simulations are analyzed separately for the 
whole Erkensruhr catchment and for the Wüstebach sub-catchment. Water balance results were 
only available for the Erkensruhr as HydroGeoSphere does not enable the export of water 
balance results for sub-catchments. 
Erkensruhr simulations with homogeneous rainfall (Figure 8.27) heavily overestimated discharge 
amounts especially during autumn, because the applied rainfall originated from a climate station 
located in the southwestern – and thus wettest - part of the catchment. The usage of distributed 
precipitation substantially improved the discharge simulation of the Erkensruhr in terms of total 
sum, rising and falling limbs and low flows (Figure 8.28). However, discharge peaks were 
underestimated, possibly because the same interception and transpiration parameters were 
used for different precipitation inputs. At the Wüstebach outlet, discharge amounts were 
overestimated during the summer due to the influence of spatial discretization on topography 
and transpiration parameters as described in Sciuto and Diekkrüger (2010). The simulated 
discharge dynamics only slightly changed using distributed precipitation, but the total discharge 
amount was substantially reduced during winter and summer periods which caused a large 
underestimation during winter but an improvement in summer discharges.  
The overestimation of simulated discharge amounts at the Erkensruhr and Wüstebach outlets 
caused bias values around 1.6 for the Erk and 1.3 for the ErkWbach model scenarios during 
summer (Figure 8.29). Bias values were lower during winter with values of 0.9 for the ErkWbach, 
ErkWbach_LN and ErkWbach_LN_PET scenarios. The correlation coefficient for the Erkensruhr 
simulations was considerably higher during winter (0.9) than during summer (0.47). As the 
correlation coefficient during winter was higher for the Erkensruhr simulations than for the 
independent Wüstebach simulations (refer to Figure 8.29), it can be assumed that the snow 
model used in both simulations performed better for the smoother discharge curve of the larger 
catchment.  
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Figure 8.27: Observed and simulated discharge of the Erkensruhr for simulations with heterogeneous 
soil (Erk), heterogeneous soil and land use (Erk_LN), heterogeneous soil, land use and potential 
evapotranspiration (Erk_LN_PET). 
 
Figure 8.28: Observed and simulated discharge of the Erkensruhr for simulations with homogeneous 
(Erk_LN_PET) and distributed precipitation (Erk_LN_PET_P). 
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Figure 8.29: Bias (black line), coefficient of variation (CV; green line) and correlation coefficient (red 
line) in hydrological summer (solid lines) and winter (dashed lines) for the Erkensruhr discharge 
simulations. 
Summer values of the correlation coefficient of the Erkensruhr simulations did not change with 
the inclusions of heterogeneous land use and heterogeneous potential evapotranspiration. The 
usage of distributed precipitation data improved the bias during summer and the coefficient of 
variation during winter. At the Wüstebach outlet, the usage of distributed precipitation 
improved the correlation coefficient in summer and winter but degraded the coefficient of 
variation in both summer and winter. 
Interception amounts of the Erk simulation which considered spatially homogeneous coniferous 
land use throughout the catchment were slightly lower (by 15 mm) than that of Wbach and 
WbachEsoilConi with the same land use type (Table 8.11). The consideration of heterogeneous 
land use in the Erk_LN scenario slightly reduced interception. As already mentioned, the large 
scale soil data decreased simulated transpiration and infiltration amounts in the Wüstebach 
simulations independently of land use type. However transpiration of the Erk scenario was equal 
to that of the Wbach scenario and infiltration slightly increased.  
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Table 8.11: Water balance components for simulations of the Erkensruhr catchment. 
 
Erk Erk_LN Erk_LN_PET Erk_LN_PET_P 
 
2010 2011 2010 2011 2010 2011 2010 2011 
Rainfall (mm) 1226 1348 1226 1348 1226 1348 956 902 
Potential ET 1 (mm) 694 756 694 756 694 757 694 757 
Measured Discharge (mm) 524 396 524 396 524 396 524 396 
Transpiration (mm) 226 272 268 286 260 305 283 332 
Evaporation (mm) 265 289 278 306 288 312 265 267 
Actual Evapotranspiration (mm) 491 561 546 592 548 617 548 599 
Discharge (mm) 721 654 696 623 692 619 391 245 
Subsurface Flow (%) 72 68 72 68 - 2 - 2 - 2 - 2 
Infiltration (mm) 996 954 1024 980 1016 976 771 683 
1 Evapotranspiration 2Due to technical reasons, subsurface flow could not be calculated with the baseflow filter 
with gridded input data. 
The total evapotranspiration amount increased when heterogeneous land use information was 
used. The consideration of distributed potential evapotranspiration did not alter total actual 
evapotranspiration amount and its components.   
Figure 8.30 shows fractions of mean monthly evapotranspiration rates for coniferous (top), 
deciduous (middle) and grassland (bottom) vegetation. The simulated values were compared 
with measured eddy-covariance data in the case of coniferous and grassland vegetation and with 
literature values from Mendel (2000) in the case of deciduous vegetation.  
For coniferous and grassland vegetation, the trend in mean monthly evapotranspiration was well 
simulated with a coefficient of correlation larger than 0.94. In the case of coniferous vegetation, 
the monthly evapotranspiration was overestimated between April and July and underestimated 
during August to December. Distributed precipitation rates improved the simulation between 
July and October meaning that the over– and underestimation for simulations with 
homogeneous precipitation was due to uncertainties in precipitation values and the calculation 
of potential evapotranspiration. For the grassland vegetation, mean evapotranspiration was 
overestimated during the winter and underestimated during the summer. Distributed 
precipitation only improved the simulation slightly during May to July. For deciduous vegetation, 
Figure 8.30 reveals largest deviations between simulated and measured data taken from 
literature (Mendel, 2000).  
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Figure 8.30: Measured and simulated mean monthly fraction of evapotranspiration rates for (A) 
coniferous, (B) grassland and (C) deciduous vegetation. Measured data refer to (A) eddy-covariance 
data from Graf et al. (2014), (B) eddy-covariance data from Schmidt (personal communication) and 
(C) mean monthly data from a low mountain catchment in northern Germany between 1969-1972 
with a mean rainfall of 1066 mm (Mendel, 2000). 
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Figure 8.31 shows the pattern of simulated mean actual evapotranspiration given as a relative 
value of the evapotranspiration sum of 2010 and 2011. The pattern of the Erk scenario (top left 
in Figure 8.31) shows a clearly defined riparian and stream area with very high relative 
evapotranspiration values close to one. Driest conditions were found at the ridge of hills at the 
eastern, western and southern borders of the catchment. The pattern shown in the top right of 
Figure 8.31 for the Erk_LN scenario illustrates that the incorporation of heterogeneous land use 
enhanced evapotranspiration in the central part of the catchment covered with grassland. 
Distributed potential evapotranspiration decreased actual evapotranspiration in higher parts of 
the catchments (e.g. south-western border). The incorporation of distributed precipitation 
generally decreased the contribution of grassland areas to actual evapotranspiration. 
Erkensruhr simulations revealed that the quality of the discharge simulation in terms of 
dynamics, amount and peak flow rates was most sensitive to differences in precipitation data. 
Spatially distributed land use parameterization only affected discharge amounts while spatially 
distributed potential evapotranspiration had a weak effect on discharge but a significant effect 
on the pattern of actual evapotranspiration during winter (not shown). 
The influence of spatial precipitation patterns on hydrological simulations has been long under 
debate. For example Schuurmans and Bierkens (2007) and Arnaud et al. (2002) compared 
simulation results of distributed models using spatially distributed and spatially aggregated 
precipitation input. Schuurmans and Bierkens (2007) found that spatial variability of rainfall is 
necessary to simulate spatial variability in daily discharge, groundwater level and soil moisture 
content but not required for the general hydrological behavior. Arnaud et al. (2002) showed at 
two mesoscale catchments (103 and 22 km2) that differences in simulated discharge amount and 
peak flow rates decreased with increasing peak flow rate. In this study, differences in discharge 
rates between simulations with aggregated and spatially distributed precipitation increased with 
increasing peak flow. The high sensitivity of peak flow rates to precipitation sum and distribution 
highlights the extraordinary importance of meteorological forcing data in comparison to 
parameterization and parameter estimation efforts. 
Mean monthly evapotranspiration was well simulated at the mesoscale catchment for 
coniferous forest and grassland (Pearson’s r of ≤0.94) and to a lesser degree for deciduous 
vegetation (coefficient of correlation of ≤0.77) as these data were literature values and therefore 
the most uncertain (Mendel, 2000). Interestingly, the simulated trend improved when values 
were re-shifted in positive direction by one month, giving a coefficient of correlation of 0.94 
revealing a systematic error in LAI and/or measured evapotranspiration data from Mendel 
(2000). The results indicated that using the same model-specific transpiration parameters for 
different land uses can be sufficient to reproduce monthly dynamics of evapotranspiration. 
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Figure 8.31: Pattern of actual evapotranspiration (ET) for simulations Erk (top left), Erk_LN (top right), 
Erk_LN_PET (bottom left) and Erk_LN_PET_P (bottom right). Evapotranspiration is given relative to 
the maximum of the actual evapotranspiration sums of 2010 and 2011 as specified in the brackets. 
 
8.3.3 Influence of HydroGeoSphere version on water balance and soil moisture results at
 the Wüstebach and the Erkensruhr 
In chapter 7.4, it was outlined that the version of HydroGeoSphere used for the Erkensruhr 
simulation study differed from the version used for the Wüstebach simulations. The new version 
was necessary because the older version did not support gridded precipitation and potential 
evapotranspiration input.  
The present chapter summarizes differences in water balance and soil moisture between the 
two HydroGeoSphere versions. The comparison is done for the 100 m setup of the Wüstebach at 
daily time steps (d100) without bedrock and for the Erkensruhr setup with homogeneous land 
use, precipitation and potential evapotranspiration (Erk). 
In Figure 8.32, the simulated discharge at the Wüstebach catchment is compared between the 
two different model versions so as between simulations and observation. In general, differences 
in discharge simulation results between model versions were restricted to the autumn 
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(September to November) in both years. The changes in discharge simulation were also visible in 
simulated water balance components summarized in Table 8.12. Discharge amount was lower 
for simulation with newer model version by 57 mm (2010) and 49 mm (2011). In 2010, 
performance measures listed in Table 8.12 were slightly higher in both years for the newer 
model version probably caused by improvements in low flow period and peaks discharges in 
September and October. Due to the correction of a bug (no details given by model developer) in 
the interception model, interception simulated with the new model version increased by 57 mm 
(2010) and 52 mm (2011). The corresponding decrease in transpiration overcompensated for 
this increase with a decrease of 82 mm (2010) and 95 mm (2011). As a result, total actual 
evapotranspiration amount decreased by 25 mm (2010) and 41 mm (2011). Decreases in total 
evapotranspiration and discharge amount of 82 (2010) and 90 mm (2011) pointed to differences 
in soil moisture simulation which are illustrated in Figure 8.33.  
 
Figure 8.32: Comparison of measured and simulated discharge rates at the Wüstebach catchment 
with two different model versions. 
Soil moisture simulation was highly sensitive to model version. Figure 8.33 shows that short term 
soil moisture dynamics during autumn and winter intensified at all depths with the new model 
version in comparison to observations and to results from the old model version. This 
improvement led to slight increases in the R2 value at all depths in 2010. Due to the pronounced 
summer drying, the NSE decreased at all depths in comparison to the old model version (Table 
8.13). On the contrary, the strong soil moisture drying during summer 2011 led to general 
improvement in soil moisture simulation in the new model version, reflected in the increase in R2 
and NSE at all depths in 2011 (Table 8.13). The enhanced soil moisture drying in the summer 
resulted from increased interception and explained the decreases in transpiration rate and 
discharge. Pronounced short term soil moisture dynamics during autumn and winter simulated 
with the new model version were not fully explainable. A difference in the effect of saturated 
conductivity on infiltration was most likely causing changes in short term soil moisture 
simulation. 
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Figure 8.33: Upper part: Observed and simulated daily soil moisture dynamics with the new 
HydroGeoSphere version. Lower part: Comparison between soil moisture simulated with two different 
versions. 
 
 
0
50
100
150
200
25010
20
30
40
50
60
1/10 3/10 5/10 7/10 9/10 11/10 1/11 3/11 5/11 7/11 9/11 11/11
P
recip
itatio
n
 (m
m
)
V
o
lu
m
et
ri
c 
So
il 
M
o
is
tu
re
 C
o
n
te
n
t 
(%
)
Simulated 5 cm New Measured 5 cm
Simulated 20 cm New Measured 20 cm
Simulated 50 cm New Measured 50 cm
10
20
30
40
50
60
1/10 3/10 5/10 7/10 9/10 11/10 1/11 3/11 5/11 7/11 9/11 11/11
V
o
lu
m
et
ri
c 
So
il 
M
o
is
tu
re
 C
o
n
te
n
t 
(%
)
Simulated 5 cm Old Simulated 5 cm New
Simulated 20 cm Old Simulated 20 cm New
Simulated 50 cm Old Simulated 50 cm New
160 
 
Table 8.12: Measured and simulated water balance components at the Wüstebach in 2010 and 2011 
for two simulations with different model versions.   
 2010 2011 
Precipitation (mm/y) 1226 1348 
Measured Discharge (mm/y) 608 630 
Potential Evapotranspiration (mm/y) 694 756 
Actual Evapotranspiration (mm/y) 377 1 596 
 Old Version New Version Old Version New Version 
Simulated Discharge (mm/y) 2 647 590 651 602 
Interception (mm/y) 248 305 247 301 
Interception (%) 20 25 18 22 
Transpiration (mm/y) 264 182 355 260 
Actual Evapotranspiration (mm/y) 512 487 602 561 
Coefficient of Determination (-) 0.55 0.57 0.72 0.73 
Nash-Sutcliffe Coefficient (-) 0.54 0.57 0.71 0.72 
Percent Bias (%) -6.35 3.00 -3.40 4.43 
(1=Measurements start on May 1st, 2010; 2= Annual sums of simulated discharge exclude time steps 
with gaps in measured discharge) 
 
Table 8.13: Measures of soil moisture simulation performance at 5, 20 and 50 cm depth for two 
simulations with different model versions. 
 Old Version New Version 
 2010 
 5 cm 20 cm 50 cm 5 cm 20 cm 50 cm 
Coefficient of Determination (-) 0.77 0.75 0.46 0.81 0.78 0.53 
Nash-Sutcliffe Coefficient (-) 0.65 0.46 0.34 0.00 -0.12 0.18 
 2011 
Coefficient of Determination (-) 0.49 0.41 0.39 0.62 0.51 0.59 
Nash-Sutcliffe Coefficient (-) -0.31 0.19 0.34 0.59 0.29 0.54 
 
In summary, the change in model version has a larger impact on soil moisture simulation than all 
other investigated influence factors like spatial or temporal discretization (chapter 8.2.2), 
bedrock inclusion (chapters 8.2.1 and 8.2.2) and the choice of calibration period (chapter 8.2.3). 
The corrected bug in the interception model explains the different interception amounts which 
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result in a decrease in discharge, transpiration and mean soil moisture. Unfortunately, the 
source of this strong deviation in simulation results could not be explained with the version 
history provided by the model developers. It has to be noted that the reported differences do 
not deteriorate the general conclusions of chapter 8.2.1 and 8.2.2 that bypass flow and 
variability in root water uptake could improve simulation results and that the simulation of soil 
moisture patterns improves with higher spatial model resolution, but is not sensitive to temporal 
resolution. 
In the following, the influence of HydroGeoSphere model version on simulation results for the 
Erkensruhr with the model setup including homogeneous land use, potential evapotranspiration 
and rainfall (Erk) is described. Figure 8.34 shows simulated discharge of two different model 
versions and observed discharge. The old version produced higher discharge rates in autumn of 
both years which indicates differences in soil moisture storages at the end of the summer. 
During the rest of the years, the differences between model versions were marginal. 
 
 
Figure 8.34: Observed and simulated discharge of the Erkensruhr for simulations with the old and 
new HydroGeoSphere model version. 
Table 8.14 compares simulated water balance components between model versions and 
summarizes measures of discharge performance. Performance measures supported the 
impression of Figure 8.34 that differences between versions were most pronounced during 
autumn. In contrast, the coefficient of variation and the correlation coefficient slightly improved 
for the simulation with the old model version during summer. 
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Table 8.14: Water balance components for the Erkensruhr in simulations with the old and new 
HydroGeoSphere model version. 
 
Erk_old_version Erk_new_version 
 
2010 2011 2010 2011 
Rainfall (mm) 1226 1348 1226 1348 
Potential ET (mm) 694 756 694 756 
Measured Discharge (mm) 524 396 524 396 
Transpiration and Evaporation (mm) 327 387 257 306 
Interception (mm) 160 166 234 255 
Actual Evapotranspiration (mm) 487 553 491 561 
Discharge (mm) 786 716 721 654 
Exchange Balance (mm) -47 79 14 133 
Discharge Performance Measures 
 Summer Winter Summer Winter 
Bias 2.17 1.61 1.61 1.57 
Correlation Coefficient 0.50 0.93 0.47 0.93 
Coefficient of Variation 1.26 0.80 1.34 0.81 
 
Evapotranspiration components showed larger differences between model versions. 
Comparable to results from the Wüstebach catchment, the interception amount dropped by 74 
mm and 89 mm. This result was expected because the main difference between the versions is a 
fixed bug in the interception model. The surplus in precipitation into the catchment turned 
nearly completely to an increase in transpiration. Although the output from evapotranspiration 
was nearly equal between the model versions, discharge amount increased by 65 mm in 2010 
and 62 mm in 2011 which resulted in a difference in the exchange balance (negative values 
indicate storage withdrawal, positive values storage refill) of 61 mm in 2010 and 54 mm in 2011. 
This indicated a systematic difference in the simulation of the soil moisture storage. 
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8.4 Long-term Simulation 
This chapter describes results of the long-term simulation of forest growth. In the first part, the 
influence of different climate data sets on water balance and discharge simulation is investigated 
for the setups WbachEsoilConi (100 m resolution Wüstebach with Erkensruhr soil data) and Erk 
(Erkensruhr setup with homogeneous land use and climate conditions). The new climate data set 
used for the long-term simulation and the original climate data set used for all Wüstebach 
simulations are applied to both setups. Details about the new climate data set are given in 
chapter 6.2.2. In the second part, the results of the 50 year long simulation of forest growth 
performed with the setup WbachEsoilConi are presented. This setup was assumed 
representative for the Erkensruhr because of the large similarity in discharge dynamics 
illustrated in chapter 6.2.4. 
Table 8.15 compares measured precipitation, calculated potential evapotranspiration sums, 
resulting simulated actual evapotranspiration and discharge amounts between the original and 
the new climate data set used for simulations of the Wüstebach (abbreviated as Wbach_Orig 
and Wbach_Kall) and Erkensruhr (abbreviated as Erk_Orig and Erk_Kall) catchments. In 
comparison to original climate data, annual precipitation significantly reduced by 144 mm in 
2010 and 156 mm in 2011, but potential evapotranspiration only slightly decreased by 13 mm 
(2010) and 37 mm (2011). At both catchments, the decrease in precipitation resulted in a strong 
reduction in simulated discharge. Actual evapotranspiration only slightly changed. The Erk_Kall 
simulation showed a reduction in discharge of 156 mm (2010) and 144 mm (2011) and a change 
in actual evapotranspiration of 3 mm (2010) and 6 mm (2011). At the Wüstebach catchment, 
actual evapotranspiration slightly increased by 10 mm (2010) and 5 mm (2011), but discharge 
decreased by 145 mm (2010) and 142 mm (2011). Compared to observed discharge amounts, 
the reduction in discharge improved the simulation at the Erkensruhr catchment but 
deteriorated the discharge simulation at the Wüstebach catchment. This result corresponds to 
the observation described in chapter 6.2.2 that precipitation rates at the Wüstebach catchment 
are much higher than those at the Erkensruhr catchment, which is characterized by a marked 
decrease in precipitation from west to east. As the Wüstebach catchment is in the most western 
part of the Erkensruhr catchment, precipitation rates in the eastern part of the Erkensruhr are 
overestimated by approximately 300 mm. As a result, precipitation rates from the Wüstebach 
used for the Erkensruhr led to an overestimation of simulated discharge at the Erkensruhr outlet 
(chapter 8.2.2). Decreasing precipitation at both catchments thus reduced quality of the 
Wüstebach simulation but increased quality of the Erkensruhr simulation. 
Figure 8.35 compares discharge curves of the simulations Erk_Orig and Erk_Kall with observed 
discharge. In compliance with the decrease in measured precipitation, discharge reduced during 
the whole year for the Erk_Kall simulation, resulting in an overall increase in simulation quality in 
terms of NSE from 0.55 to 0.68 in 2010 and 0.66 to 0.83 in 2011. The effect of new climate data 
on simulated discharge at the Wüstebach catchment illustrated in Figure 8.36 is comparable to 
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the effect at the Erkensruhr catchment with the exception that the reduction in precipitation 
rate only affected the NSE in 2010 which reduced from 0.57 to 0.46. In contrast to the NSE, the 
R2 values were not affected by a change in climate data.  
Table 8.15: Measured and simulated water balance components for simulations of the Wüstebach 
and the Erkensruhr with new and original climate data for 2010 and 2011. 
  Erk_Orig Erk_Kall WbachOrig Wbach_Kall 
  2010 2011 2010 2011 2010 2011 2010 2011 
Rainfall (mm) 1226 1348 1082 1192 1226 1348 1082 1192 
Potential Evapotranspiration (mm) 694 756 681 719 694 756 681 719 
Measured Discharge (mm) 524 396 524 396 608 630 608 630 
Transpiration (mm) 257 306 264 302 195 247 210 257 
Evaporation (mm) 234 255 230 253 247 273 242 269 
Actual Evapotranspiration (mm) 491 561 494 555 442 520 452 526 
Discharge (mm) 721 654 565 510 6471 6521 5021 5101 
(1= Annual sums of simulated discharge exclude time steps with gaps in measured discharge) 
 
 
Figure 8.35: Observed and simulated total discharge of the Erk setup for different climate inputs.  
In summary, different climate data sets mainly affect total discharge amount but did not 
deteriorate the simulation of actual evapotranspiration. This result also suggests that the 
evapotranspiration parameter values can be applied to both climate data sets. A reliable 
simulation of evapotranspiration and its components is very important for the 50-year long 
simulation run, especially during the first two decades when LAI is changing rapidly. 
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Figure 8.36: Observed and simulated total discharge of the WbachEsoilConi setup for different 
climate inputs.  
First simulations with changing LAI revealed serious problems with the HydroGeoSphere 
interception routine between 1951 and 1959. The maximum possible interception in 1951 
amounts to 29 mm (LAI of 0.1 * canopy storage of 0.8 mm * number of days in a year) which 
equals a precipitation fraction of 3%. In Figure 8.37, the blue line illustrates simulated 
interception by the internal model routine. In 1951, interception simulated with the internal 
routine accounted for 25% of precipitation which equals 237 mm. Interception calculated with 
the equations given in the official manual (Aquanty, 2013) confirm this simulation result. Thus, 
internal routine and documented equations compare well, but for a time frame where the 
calculated interception is obviously false. Panday & Huyakorn (2004) report a different set of 
interception equations for HydroGeoSphere which led to the expected interception amount of 7 
mm equaling a fraction of 0.8 %. Between 1960 and 2000, simulated interception fraction was 
similar for the model output and given equations. As the development of interception during the 
first decade was neither captured by the model calculation nor by the equations given in the 
manual, canopy evaporation and ground precipitation were calculated outside HydroGeoSphere 
following Panday & Huyakorn (2004). For the subsequent model run, canopy storage was set to 
zero to avoid internal interception calculation; input time series of potential evapotranspiration 
and precipitation were altered according to calculated canopy evaporation. In addition, the 
canopy storage parameter was recalculated to match 20% of interception between 1951 and 
2000 (dashed line in Figure 8.37). 
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Figure 8.37: Annual fractions of interception between 1951 and 2000 calculated with 
HydroGeoSphere (black line), the equation given in the model manual (blue line), the equation given 
in Panday & Huyakorn (2004) with a canopy storage of 0.8 mm (solid red line) and 0.45 mm (dashed 
red line) and mean LAI (grey line).  
It has to be noted that the false interception routine had been already recognized by the author 
for the HydroGeoSphere version used for the Wüstebach study. The interception routine was 
not replaced for the Wüstebach simulations because the output of the applied model version 
was restricted to ground precipitation. Thus, storage changes and canopy evaporation calculated 
with equations from Panday & Huyakorn (2004) could not be compared to the internal 
calculation. Based on these restrictions, it was decided to accept the obviously false canopy 
storage of 1.5 mm per LAI reported in the Wüstebach study (Table 8.2). For the Erkensruhr 
study, the canopy storage was recalibrated to 0.8 mm and model outputs and internal 
calculations matched well. 
In the following, results of the 50-year simulation of forest growth are reported and discussed. 
Simulated water balance components and precipitation inputs are given as mean values for five-
year periods between 1951 and 2000 in Figure 8.38. Error bars indicate wettest and driest years 
per 5-year period. Observed precipitation varied between 5-year periods with wettest conditions 
between 1981 and 1990 (Ø 940 mm) and driest conditions between 1971 and 1975 (Ø 760 mm), 
but did not exhibit a clear trend during the 50 years. Corresponding to changes in mean 
precipitation rates, simulated discharge amounts reached their maximum in the period 1981-
1985 with 530 mm and their minimum between 1971 and 1975 with only 260 mm. Trends in 
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simulated actual evapotranspiration can be divided into two different time intervals that reflect 
the development of simulated evapotranspiration components and mean annual LAI. The first 
interval ranged from 1951 to 1965 and the second interval comprised all other years until the 
end of 2000. During the first interval, precipitation decreased by 90 mm, simulated actual 
evapotranspiration by 110 m, but discharge increased by 10 mm. In the following years, the 
amount of actual evapotranspiration increased again by 90 mm, while precipitation increased by 
only 20 mm and discharge decreased by 80 mm. According to Figure 8.38, mean water balance 
(storage) values varied between +20 mm (1951-1955) and -29 mm (1991-1995) which means 
that the model was able to maintain the water balance close to zero with a mean water balance 
error of 5 mm per year varying between zero (1964) and 8 mm (1961).  
Interestingly, the decrease in actual evapotranspiration during the time interval 1951 to 1965 of 
100 mm was not due to the decrease in precipitation, but resulted from the change in actual 
evapotranspiration components. Due to the applied parameterization, ground evaporation 
decreased very fast during this time frame (by 330 mm) and the increase in transpiration and 
interception evaporation (110 mm each) was not able to fully compensate for the decrease in 
ground evaporation. 
 
Figure 8.38: Simulated Water balance components per 5-year period of the 50-year simulation with 
the WbachEsoilConi setup. Error bars indicate maximum and minimum values during a five-year 
period.  
-200
0
200
400
600
800
1000
1200
1400
M
ea
n
 S
u
m
 (
m
m
/a
)
Precipitation
Sum of Discharge and Actual Evapotranspiration
Actual Evapotranspiration
Storage Change
168 
 
The development of simulated evapotranspiration components and LAI is illustrated in Figure 
8.39 as mean values for five-year periods with error bars indicating minimum and maximum 
values per period. In the first five years, ground evaporation was the major evapotranspiration 
component and rapidly decreased until it reached zero in 1963. This development was expected 
by theoretical reflections in chapter 7.3.1. Simulated transpiration and interception evaporation 
showed a logistic growth comparable to that of the LAI. Transpiration amount exhibited large 
variation during five year periods, for example a variation of 90 mm between 1976 and 1980. 
The fraction of interception evaporation showed a constant increase during the simulation 
period.  
 
 
Figure 8.39: Actual evapotranspiration components and mean LAI per 5-year period between 1951 
and 2000. Error bars indicate maximum and minimum values during a five-year period.  
The long-term simulation exhibits years with pronounced drying characterized by a decrease in 
discharge below 100 mm. In Figure 8.40, the simulated water balance components, the 
simulated storage change and the measured discharge for the drying period between 1971 and 
1973 are given. These years were selected because the addressed effect is most distinct. In 1971, 
precipitation rate dropped to 620 mm while actual evapotranspiration and discharge summed 
up to 700 mm, thus emptying soil moisture storage as illustrated in the negative storage change 
in Figure 8.40. In the following year, 1972, precipitation replenished soil moisture storage 
reducing discharge to 50 mm while actual evapotranspiration remained equally high. In 1973, 
discharge rate increased again due to the replenished soil moisture storage and due to increased 
precipitation (860 mm). Measured discharge rates from the Erkensruhr outlet did not drop 
below 100 mm but showed the same trend as the simulation.  
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Figure 8.40: Simulated water balance components and measured discharge amount between 1970 
and 1973. 
Last but not least, Figure 8.41 compares measured discharge rates from the Erkensruhr outlet to 
simulated discharge rates which were upscaled from the Wüstebach to the Erkensruhr 
catchment (refer to chapter 6.2.4  for upscaling method). The figure clearly illustrates the close 
connection between precipitation and discharge rates which was well captured by the model. 
For the first two five-year periods, simulated and measured discharge rates compared very well 
with a mean deviation of only 20 mm. From 1971, deviations between simulation and 
measurements were higher with a mean value of 70 mm and a range of 50 to 130 mm.  
In summary, the conducted simulation revealed a potential of HydroGeoSphere to simulate 
discharge dynamics and to sustain a balance between inputs (precipitation) and outputs 
(discharge and evapotranspiration) without drying or wetting trend over a 50-year long period. 
The simulation of evapotranspiration components currently suffers from the problems of the 
internal interception routine and from missing calibration of ground evaporation parameters. 
Studies reporting measurements or simulation results following reforestation periods are rarely 
found. The need for a long-term continuous measurement of discharge and precipitation is the 
major restriction for reforestation experiments and makes deforestation studies easier to 
conduct (Robinson et al., 1991). 
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Figure 8.41: Comparison of upscaled simulated discharge to measured discharge amount between 
1961 and 2000. 
Andréassian (2004) summarized results from available studies on deforestation and 
afforestation and reported over 56 deforestation sites but only 15 afforestation experiments. Six 
of these have been reforested with coniferous trees and were undertaken on small experimental 
plots with a maximum size of 2.9 km2 which is approximately 10% of the Erkensruhr catchment. 
For example, Robinson et al. (1991) presented water balance measurement results between 
1971 and 1989 for an afforestation experiment of two formerly agriculturally used high moor 
fields near the Chiemsee in Germany. For a tree stand planted in 1969, they found a decrease in 
runoff by 40 %, an attenuation of peak flows, lower percolation and reduced storm runoffs. 
Similarly, Hudson et al. (1997) observed a decrease in discharge fraction by 19% over a 9-year 
period of spruce forest growth. Both studies agreed on the very high fraction of discharge 
directly after reforestation began. This is in contrast to the simulation results presented in this 
thesis. The difference might be due to the parameters of ground evaporation. Despite the broad 
data base at the Wüstebach, estimations of ground evaporation and transpiration fractions were 
not available and thus ground evaporation parameters were not calibrated. The lack of 
calibration can explain the very high amount of simulated ground evaporation during the first 
decade that overcompensated the dampening effect of low LAI on transpiration and 
interception.  
Due to difficulties in finding a sufficient data base, simulation studies on the effects of 
reforestation are even rarer than measured water balance values. Recently, Salazar et al. (2013) 
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simulated mean annual water balance over 9 years for spruce stands with different age and 
found that the oldest stand (LAI of 7.8) had a lower discharge fraction of 16% in comparison to 
25% at the youngest stand (LAI of 2.9). The impression that actual evapotranspiration increased 
with forest age, was approved by a 35-year long simulation with repeated climate cycles where 
spruce trees exhibited a linear increasing trend in actual evapotranspiration. These observations 
were in line with results from the Erkensruhr simulations. 
In summary, an adjustment of the ground evaporation parameters was suggested by the finding 
of Robinson et al. (1991) and Hudson et al. (1997). Simulated development of the fraction of 
actual evapotranspiration at the Erkensruhr was in line with results of Hudson et al. (1997) and 
Salazar et al. (2013) when ground evaporation vanished. The comparison of measured to 
simulated discharge rates also indicated a systematic overestimation of discharge which was 
either due to low evapotranspiration or – comparable to results of the Erkensruhr simulations 
shown in chapter 8.3.2 – to overestimated precipitation inputs. 
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9 Conclusion and Outlook 
In this thesis, headwater scale 3D-hydrological simulations with the model HydroGeoSphere, 
parameter regionalization and model validation with a 50-year long simulation for a mesoscale 
catchment were used to reveal potentials and limitations in the simulation of soil moisture 
dynamics and patterns and unsaturated flow dynamics at different spatial and temporal scales. 
The applied methodology allowed (1) to identify a great potential of distributed hydrological 
models in simulating soil moisture patterns and dynamics, (2) to demonstrate that high spatial 
resolution is important for the simulation of soil moisture patterns but not for soil moisture 
dynamics, (3) to reveal the lack of bypass flow as a major limitation of model structure for the 
simulation of subsoil moisture dynamics, (4) to highlight the benefit of high-resolution 
hydrological simulations for parameter estimation of larger catchments by transferring 
calibrated evapotranspiration parameters, (5) to point out that a precipitation pattern is more 
important than other spatial input data for the simulation of discharge and (6) to show that the 
applied model is able to sustain a water balance closure among decades.  
The broad data base available for this thesis allowed for the unique opportunity to compare 
simulated and measured soil moisture dynamics over a continuous time period of two years. 
Simulations of soil moisture dynamics agreed well with measured soil moisture dynamics, 
especially at 20 cm depth where some simulated peaks fully matched measured soil moisture 
peaks. Application of the 3D distributed model HydroGeoSphere at different spatial and 
temporal resolutions allowed to observe a small scale dependency in soil moisture dynamics 
resulting from weak spatial and temporal scale dependency of calibration parameters. The 
comparison of measured with simulated relationships between mean soil moisture and its 
standard deviation showed that the simulation did not reach the drying arm of the relationship. 
This indicated insufficient variability in root water uptake and evaporation although spatial 
variability of transpiration is represented in the model by its dependency on the distribution of 
soil moisture and soil properties. 
In the investigated setups of HydroGeoSphere, fast subsurface flow originated from lateral soil 
matrix flow thus ignoring fast subsurface runoff induced by bypass flow. Missing bypass flow was 
visible in a lack of short term soil moisture dynamics especially at greater depths from 50 cm on. 
Due to large uncertainties in the parameterization of the macropore flow module implemented 
in HydroGeoSphere, the effect of missing macropore flow could not be quantified.  
In contrast to soil moisture dynamics, soil moisture patterns simulated for the Wüstebach 
catchment exhibited larger differentiation in soil moisture at higher resolution. Although the 
higher resolution resulted in an improved soil moisture pattern, the comparison of simulated to 
measured soil moisture patterns generally showed limited agreement apart from river source 
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areas. A Spearman correlation analysis of measured and simulated soil moisture patterns to 
slope, porosity and relative elevation patterns revealed reasons for the insufficient match. Unlike 
simulated soil moisture patterns, measured soil moisture patterns showed no strong correlation 
to slope, porosity or relative elevation. This result allowed the interpretation that the model 
does not incorporate enough variability in state variables to simulate soil moisture patterns. At 
hourly time steps, soil moisture dynamics exhibit hysteresis cycles, which are most likely 
controlled by spatial variability in interception. Unfortunately, the spatial resolution of the model 
was not sufficient to represent these patterns resulting in a lack of hysteresis in soil moisture 
simulation at hourly time steps. 
Unsaturated flow dynamics were generally well captured with all simulation runs. At the 
Wüstebach catchment discharge simulations agreed well with measured discharge dynamics 
regardless of spatial and temporal resolution. The model simulated the dominance of subsurface 
flow (which had been proven for forested catchments) independently of temporal and spatial 
resolution.  
Using regionalized evapotranspiration parameters, discharge dynamics and monthly 
evapotranspiration for three different land use types (coniferous, deciduous forest and 
grassland) were well simulated at the mesoscale catchment. The good fit in monthly 
evapotranspiration highlighted the potential of using parameters from high-resolution 
simulations for the simulation of large scale catchments. A 50-year long simulation of forest 
growth captured annual and decadal discharge variability and did not exhibit any drying or 
wetting trend over the simulation period. Simulated development of evapotranspiration 
components agreed well with previous findings except for the first decade when ground 
evaporation reached very high values. This was due to missing calibration (resulting from lack of 
measurements) of ground evaporation parameters at the Wüstebach catchment.  
At the Erkensruhr catchment, the major challenge was the adequate representation of spatial 
variability in land use, precipitation and potential evapotranspiration and not the representation 
of soil moisture patterns as was done at the Wüstebach catchment. The step-wise introduction 
of spatial variability in soil, land use, potential evapotranspiration and precipitation into the 
Erkensruhr model setup revealed distributed precipitation as the most important and distributed 
potential evapotranspiration as the least important of all spatial input patterns.  
From a methodological point of view, simulation results at the Erkensruhr catchment clearly 
indicated that the direct transfer of parameters calibrated at a heavily instrumented test site to a 
mesoscale catchment is a promising alternative to classical calibration against runoff discharge 
and to statistically driven regionalization techniques. Simulations comparing the impact of 
different model versions and calibration periods on the simulation of unsaturated flow dynamics 
revealed large uncertainty arising from the employed model version. Unlike calibration period 
which had a minor effect on simulation quality and parameter values, the choice of model 
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version had a significant impact on the simulation of short term topsoil moisture dynamics and a 
minor effect on short term moisture at greater depths. In addition, the 50-year long simulation 
revealed bugs in the model internal calculation and/or output of the interception module, 
requiring the replacement of the model internal calculation routine with external calculations. 
In summary, this thesis is a significant contribution to the question of potentials and limitations 
of high resolution unsaturated flow and soil moisture simulations with distributed hydrological 
models and to the challenges of parameter regionalization and model validation. Results (1) 
showed that distributed models support high-quality simulation of soil moisture dynamics, (2) 
identified bypass flow as the major source for improving simulation of soil moisture dynamics, 
(3) illustrated that the simulation of soil moisture patterns benefits from higher spatial model 
resolution, (4) highlighted that additional knowledge about drivers of soil moisture patterns and 
their interconnection is important for the improvement of distributed soil moisture modeling, 
and (5) stressed that the transfer of calibrated parameters from high-resolution hydrological 
simulations at small catchments is a promising method for parameters estimation of mesoscale 
catchments.  
Based on the results of this study, it is recommended to use test sites similar to the Wüstebach 
catchment for different land use classes in order to enable high-resolution distributed 
hydrological simulation and to support parameter regionalization. A further assessment of the 
applied regionalization method, for example by comparing it to other approaches like multiple 
linear regression, is also proposed. Furthermore, it is necessary to incorporate more spatial 
heterogeneity into the high-resolution simulation to explore drivers of soil moisture. With 
estimates of transpiration – e.g. provided by sap-flux measurements - , all evapotranspiration 
components could be quantified, thus reducing uncertainties about transpiration and ground 
evaporation parameters. In addition, a model advancement concerning the incorporation of 
bypass flow to improve the simulation of unsaturated flow and soil moisture dynamics is strongly 
advocated. 
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