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Abstract—This paper proposes a method of estimating a target-
object shape, the location of which is unknown, through the
use of location-unknown mobile distance sensors. The direction
of the sensor is fixed from the moving direction. Typically,
mobile sensors are mounted on vehicles. Each sensor continu-
ously measures the distance from it to the target object. The
estimation method does not require any positioning function,
anchor-location information, or additional mechanisms to obtain
side information such as angle of arrival of signal. Under the
assumption of a polygon target object, each edge length and
vertex angle and their combinations are estimated to completely
estimate the shape of the target object.
I. INTRODUCTION
Cars are being implemented with various distance sensors
such as mm-wave sensors to prevent traffic accidents and
improve the comfort of driving. Because some of these sensors
have ranges larger than 100 meters, they can gather environ-
ment information. This environment information is used by the
car itself and can be useful even for other cars or people. If
such information is used by other people for other applications,
this is vehicular-based participatory sensing or crowd sensing.
Although such an estimation intuitively seems impossible
due to too many unknown factors and some theoretical results
shown in the next section suggest it is impossible, this paper
proposes a theoretical method for successfully estimating the
target-object shape by using mobile sensors that continuously
measure the distance between individual sensors and the target
object.
II. RELATED WORK
The fundamental questions related to the research topic
of this paper is whether we can estimate the shape of a
target object using many simple sensors without a positioning
function or location information and how we estimate it if
possible. Studies by Saito et al. suggested that we can estimate
only a small number of parameters such as the size and
perimeter length of a target object with randomly deployed
location-unknown simple sensors such as binary sensors and
distance sensors and cannot estimate other parameters [7]–[9].
Thus, they introduced composite sensors that are composed of
several simple sensors and are randomly deployed. By using
them, additional parameters were able to be estimated [10],
[11]. The series of those studies used the sensing results
at a certain sensing epoch and estimated parameters using
them. Even when they used the sensing results at multiple
sensing epochs, they did not take account of sensing epoch
information. Only one study [12] in that series of studies
took account of sensing epochs and the temporary behavior
of sensing results, but it focused on estimating the size and
perimeter length of the target object.
As far as we know, no studies other than the above series
have directly tackled these questions. However, there have
been considerable amount of studies on developing an estima-
tion method that uses location-unknown sensors. These studies
took a different approach. Most first estimated the sensor
locations [13] because it is believed that “the information
gathered by such sensor nodes, in general, will be useless
without determining the locations of these nodes” [14] or
“the measurement data are meaningless without knowing the
location from where the data are obtained” [15]. Once sensors’
locations are estimated, shape estimation is no longer difficult.
However, an approach of estimating the sensor locations often
requires additional mechanisms or side information, such as
locations of anchor sensors and measurement mechanisms
including angle-of-arrival measurements, training data and
period, and distance-related measurements [13], [15]–[17].
Concrete examples are intersensor distance information [14],
location-known anchor sensors [18], a set of signals between
sensors [19], and the system dynamic model and location
ambiguity of a small range [20].
In addition, there has been research into capturing the shape
of a target object by using cameras that cannot cover the whole
shape of the target object [21].
III. MODEL
A target object T is in a bounded convex set Ω ⊂ R2.
It is a polygon, and its boundary ∂T is closed and simple
(no holes or double points) and consists of directional edges
{Lj}j where j = 1, 2, · · · , ne (Fig. 1). Here, ne is the number
of edges. Let λj be the length of Lj , and let ξj be the angle
formed by Lj and the reference direction where 0 ≤ ξj < 2π.
Note that the inner angle formed by Lj and Lj+1 is γj =
π−ξj+1+ξj . Here, {Lj}j are counted counterclockwise along
∂T and the head of Lj is the tail of Lj+1. We do not know
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Fig. 1. Illustration of target object model
any of {λj , ξj , γj}j . That is, we do not know the target-object
shape, size, or location.
A vehicle is running at a speed v on a randomly placed
straight line the direction of which is φ from the reference
direction and passes through Ω. (This can be extended to
a time-variant speed, but, for simplicity, assume that v is
time-invariant.) It is equipped with a directional distance
sensor the direction of which is θ from the moving direc-
tion. (In practice, the vehicle’s location (that is, the sensor’s
location) (xs(t), ys(t)) may not be in T , but the vehicle is
assumed to run on a straight line passing through T for
simplicity.) The sensor continuously measures the distance
r(t) ≤ rmax at t from the sensor to the target object
and sends the sensing result. Here, rmax is the maximum
range of the sensor. Because the direction of the sensing
range is φ + θ from the reference direction, r(t) is given
as follows: r(t) =
{
r˜(t), if r˜(t) ≤ rmax,
∅, if r˜(t) > rmax. Here, r˜(t)
def
=
min(xs(t)+s cos(φ+θ),ys(t)+s sin(φ+θ))∈T s. In particular, r(t) =
0 if (xs(t), ys(t)) ∈ T .
The sensor continuously sends a report of r(t) to an
estimation server. If r(t) = ∅, NO DETECTION is reported.
Although θ and v are fixed and known, neither the vehicle’s
location (xs(t), ys(t)) nor moving direction φ is given to
protect location privacy. φ is a random variable uniformly
distributed in [0, 2π).
There are ns vehicles monitoring Ω, and each vehicle has a
directional distance sensor. θ, φ, v, r(t) of the i-th vehicle or
its sensor are described as θi, φi, vi, ri(t).
[Remark] T may consist of several polygons. When obstacles
are around a target object and sensors detect them, we should
model the original target object and those obstacles as T . As a
result, we can estimate the shape of the original target object
as well as those of obstacles.
Table I lists the variables and parameters used in the
remainder of this paper for the reader’s convenience.
In the remainder of this paper, we use the following
TABLE I
LIST OF VARIABLES AND PARAMETERS
T target object
Lj j-th directional line segment of ∂T
λj length of Lj
ξj angle formed by Lj and reference direction
γj inner angle formed by Lj and Lj+1
ne number of edges in ∂T
ns number of sensors
rmax maximum sensing range
φ angle of vehicle’s moving direction
v moving speed of vehicle
θ sensing direction from vehicle’s moving direction
r(t) measured distance to T at t
pd(L|θ) period of r(t) detecting a whole edge L with direction θ
ld(L|θ) length in time of time period pd(L|θ)
sd(L|θ) slope of r(t) during pd(L|θ)
η(λ, θ) η(λ, θ)
def
= arcsin
rmax| sin θ|
λ
nd(λ) number of sensors detecting the whole edge of length λ
nd(γ) number of sensors detecting a vertex of angle γ
Λm m-th subset of temporary estimates of λ
Γm m-th subset of temporary estimates of γ
notations: ♯(S) is the number of elements in a discrete set
S, 1(z)
def
=
{
1, if z is true,
0, otherwise,
, and ẑ is an estimator of z.
For angles t1, t2, 〈t1〉 is t1 under mod 2π and 〈t1, t2〉 is an
interval [t1, t2) under mod 2π. That is, 〈t1, t2〉 is an interval
[t1, t2) if t1, t2 < 2π and is intervals [t1, 2π) ∪ [0, t2 − 2π) if
t1 < 2π, 2π ≤ t2 < 4π.
IV. BASIC PROPERTIES
This section discusses basic properties of r(t). A simple
example is illustrated in Fig. 2. An important observation of
this figure is that there may be some jumps in r(t) from a
certain value between 0 and rmax to another certain value.
Only a single edge located nearest to a sensor is detected by
the sensor, and its distance from the sensor is r(t). Even if
other edges are within a sensing range, they are not detected
or their distances to the sensor are not measured. That is,
detection of an edge may be blocked by another edge. A jump
down (up) of r(t) occurs when a block starts (finishes).
A sensor detects Lj at t if and only if the sensor is located
in ωj(θ+φ) at t, where ωj(θ+φ) is a parallelogram attached
to the right-hand side of Lj and one of edges is Lj and another
has the length rmax and the direction θ+φ (Fig 3). Note that
the sensor detecting Lj needs to satisfy
φ+ θ ∈ [ξj , ξj + π]. (1)
In the remainder of this section, we focus on the sensing
results r(t) > 0. When a sensor keeps detecting an edge, r(t)
becomes continuous and becomes a line segment while the
sensor keeps detecting it (Fig. 4). When the period detecting
the whole Lj with r(t) > 0 by a sensor the direction of which
is θ starts at ts and ends at te, an event corresponding to ts
is (i) a change of slope at r(ts) > 0, (ii) a jump down of
r(t) at ts, or (iii) r(ts) < rmax and r(ts − dt) = ∅ and an
event corresponding to te is (i) a change of slope at r(te) > 0,
(ii) a jump up of r(t) at te, or (iii) r(te − dt) < rmax and
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r(te) = ∅. (Note that the period does not include r(t) = 0.) In
the remainder of this paper, we use a period pd(L|θ) of r(t)
detecting a whole edge (that is, the period of r(t) starting and
ending with the events mentioned above) of L with r(t) > 0
for a given θ unless we explicitly indicated otherwise. Let
ld(L|θ) and sd(L|θ) be the length in time of pd(L|θ) and the
slope of r(t) during pd(L|θ).
For edge L of length λ and direction ξ and the sensor the
moving and sensing directions of which are φ and θ, the
following subsections provide (i) the relationships between
the system parameters (λ, ξ, φ, θ, v) and the sensing results
(ld(L|θ), sd(L|θ)), (ii) the probability that the sensor detects
the whole L with r(t) > 0, and (iii) the probability that the
sensor detects a vertex with r(t) > 0.
1) Relationships between system parameters and sensing
results: According to Fig. 5,
vld(L|θ)| sin θ| = λ sin(θ − ξ + φ), (2)
vld(L|θ)sd(L|θ)| sin θ| = λ sin(ξ − φ). (3)
Thus,
sd(L|θ) = − sin(ξ − φ)/ sin(ξ − φ− θ). (4)
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Fig. 5. Illustration of ld and sd
Because of Eq. (4),
ξ − φ = arctan sd(L|θ) sin θ
sd(L|θ) cos θ + 1 + (π)sd(L|θ), (5)
where (π)sd(L|θ) is 0 if 〈arctan sd(L|θ) sin θsd(L|θ) cos θ+1 − θ〉 ∈ [π, 2π)
and is π if 〈arctan sd(L|θ) sin θ
sd(L|θ) cos θ+1
− θ〉 ∈ [0, π). Apply this to
Eq. (3) and obtain
λ = vld(L|θ)
√
sd(L|θ)2 + 2sd(L|θ) cos θ + 1. (6)
2) Probability that sensor detects whole L with r(t) > 0:
According to Fig. 6, if line G on which the sensor moves is
in the directional strip of width rmax| sin θ| − λ| sin(ξ − φ)|
and if φ satisfies Eq. (1) with ξj = ξ (equivalently, φ − ξ ∈
[−θ,−θ+π]), the sensor can detect the whole L. Because the
strip width must be non-negative, φ−ξ ∈ [−η, η]∪[π−η, π+η]
for rmax| sin θ| < λ and φ − ξ ∈ [0, 2π] for rmax| sin θ| ≥ λ
where η(λ, θ)
def
= arcsin rmax| sin θ|
λ
∈ [0, π/2]. (For simplicity,
η(λ, θ)
def
= π/2 for rmax| sin θ| < λ in the remainder
of this paper.) Note that the measure of the set of G on
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which sensors monitor Ω (Fig. 6) is given by Eq. (5.2) in
[22] and is |Ω|1 + πrmax| sin θ|. Also note that the measure
of the set of G that is in this strip and has a direction
satisfying Eq. (1) is
∫
Φ1
rmax| sin θ| −λ| sin(ξ−φ)|dφ where
Φ1(ξ)
def
= ([ξ−η, ξ+η]∪[ξ+π−η, ξ+π+η])∩[ξ−θ, ξ−θ+π]
for rmax| sin θ| < λ and Φ1(ξ) def= [ξ − θ, ξ − θ + π] for
rmax| sin θ| ≥ λ. Because the probability qd(λ) that the sensor
detects the whole L of length λ is given by the ratio of
these measures in accordance with the definition of geometric
probability [22],
qd(λ) =
∫
Φ1
rmax| sin θ| − λ| sin(ξ − φ)|dφ
2|Ω|1 + 2πrmax| sin θ|
=
2ηrmax| sin θ| − 2λ(1− cos η)
2|Ω|1 + 2πrmax| sin θ| . (7)
(The denominator doubles because G is directional.) There-
fore, the expected number E[nd(λ)] of sensors detecting the
whole L of length λ with r(t) > 0 is given by
E[nd(λ)] =
ns∑
i=1
2η(λ, θi)rmax| sin θi| − 2λ(1 − cos η(λ, θi))
2|Ω|1 + 2πrmax| sin θi| .
(8)
3) Probability that sensor detects a vertex: Here, we pay
attention to the number of sensors that have sensing results
that cover a vertex of T . Such sensing results may not cover
a whole edge.
Assume a vertex formed by Lj, Lj+1. As shown in Fig. 4,
if line G on which the sensor moves is in the directional strip
of width rmax| sin θ| and if φ and ξj (ξj+1) satisfy Eq. (1),
the sensor can detect the part around the vertex with r(t) > 0.
Similar to in Subsection IV-2, the probability qd(γj) that the
sensor can detect the vertex formed by Lj, Lj+1 with r(t) > 0
is given by the following.
qd(γj)
=
∫
[ξj−θ,ξj−θ+pi]∩[ξj+1−θ,ξj+1−θ+pi]
rmax| sin θ|dφ
2|Ω|1 + 2πrmax| sin θ|
=
{
γjrmax| sin θ|
2|Ω|1+2pirmax| sin θ|
, for γj ∈ (0, π),
(2pi−γj)rmax| sin θ|
2|Ω|1+2pirmax| sin θ|
, for γj ∈ (π, 2π),
(9)
where γj = π − ξj+1 + ξj is the inner angle of the vertex.
Therefore, the expected number E[nd(γ)] of sensors detecting
a vertex of inner angle γ with r(t) > 0 is given by
E[nd(γ)] =
{∑ns
i=1
γrmax| sin θi|
2|Ω|1+2pirmax| sin θi|
, for γ ∈ (0, π),∑ns
i=1
(2pi−γ)rmax| sin θi|
2|Ω|1+2pirmax| sin θi|
, for γ ∈ (π, 2π).
(10)
V. ESTIMATION METHOD
Now, we are in a position to discuss target-object shape
estimation. The shape estimation method consists of four
main parts and an additional part. The first main part, “edge
length estimation part,” estimates the target object edge lengths
{λj}j . The second main part, “angle estimation part,” es-
timates the angle of vertexes {γj}j . The third main part,
“combining length and direction estimation part,” combines
the results of the estimated edge lengths and angles and
estimates a vertex formed by them. The fourth main part,
“order estimation part,” estimates of the order of the edges.
That is, it determines the consecutive edge of a certain edge.
Because we have already obtained the lengths and directions
of edges at the end of the second main part, the estimated
shape of T is expected to be obtained at the end of the four
main parts. However, we need to compensate for estimation
error when T is not convex. The additional part makes up for
errors of estimating edges forming concave parts of ∂T .
A. Edge length estimation part
This part estimates edge length and the number of edges of
the estimated edge length. For a preliminary step, we need to
obtain (ld, sd) from the measured distance r(t) > 0. Assume
that we obtain {(ld(k, i), sd(k, i))}k from the distance ri(t)
measured by the i-th sensor where ld(k, i) (sd(k, i)) is the k-
th ld (sd) derived from its sensing result observing a whole
edge. That is, when the i-th sensor observes j whole edges
of T , ri(t) has j line segments corresponding to individual
whole edges of T and ld(k, i) and sd(k, i) are the length and
slope of the k-th line segment among them.
For a given (ld(k, i), sd(k, i)) and known vi and θi, obtain
the temporary estimate of the edge length λ due to Eq. (6).
λ˜(i, k) = vild(k, i)
√
sd(k, i)2 + 2sd(k, i) cos θi + 1. (11)
Intuitively, if the set {λ˜(i, k)}i,k forms ne clusters, each
cluster corresponds to an edge. To implement this intuition,
classify the set of temporary edge length estimates. It is a good
idea to apply a classification tool such as Mclust of R [23].
Let Λm be the m-th classified subset of this set of temporary
estimates (or the set of (ld, sd) deriving λ˜(i, k) ∈ Λm), and nλ
be the number of the classified subsets (that is, 1 ≤ m ≤ nλ).
By using λ˜(i, k) ∈ Λm, the mean of the temporary estimates
in Λm is adopted as the estimate of an edge length.
λ̂(Λm) =
∑
λ˜(i,k)∈Λm
λ˜(i, k)/♯(Λm). (12)
Here, note that ne = nλ may not be valid. This is because
several edges may have the same length or classification may
5be incorrect. To overcome this point, use Eq. (8). Note that the
observed nd(λ) is ♯(Λm) when λ = λ˜(i, k) for ∀(i, k) ∈ Λm,
and that, if the number of edges of length λ is m, E[nd(λ)] is
given by m multiplied by the right-hand side of Eq. (8). Thus,
the estimated number n̂e(Λm) of edges of length λ̂(Λm) is
shown below.
n̂e(Λm) ≈ ♯(Λm)/E[nd(λ̂(Λm))] (13)
B. Angle estimation part
The angle estimation method proposed here applies Eq. (5)
to two consecutive edges. For a preliminary step, we need to
find the sensing results {sd(k, i)}i,k that cover a vertex. Note
that r(t) is continuous when a sensor the direction of which is
θ detects a vertex formed by Lj , Lj+1. Because r(t) becomes a
line segment for each edge, r(t) becomes two consecutive line
segments with different slopes for detected Lj, Lj+1. Thus, we
apply Eq. (5) to sd(k, i), sd(k+1, i) corresponding to slopes of
r(t) detecting Lj , Lj+1. Note that we can use sd(k, i), sd(k+
1, i) that cover only parts of the two edges Lj, Lj+1 (not the
whole Lj, Lj+1).
By applying Eq. (5) to sd(k, i), sd(k+ 1, i), we can obtain
the temporary estimate of the inner angle γj formed by
Lj, Lj+1.
γ˜j(i, k) = π ± (arctan sd(k, i) sin θi
sd(k, i) cos θi + 1
+ (π)sd(k,i)
− arctan sd(k + 1, i) sin θi
sd(k + 1, i) cos θi + 1
− (π)sd(k+1,i)),
(14)
where ± becomes + if sin θi > 0 and becomes − otherwise.
This is because sd(k, i), sd(k + 1, i) corresponds to Lj , Lj+1
if sin θi > 0 and corresponds to Lj+1, Lj otherwise.
Similar to the edge length estimation, classify the set of
temporary inner angle estimates. Let Γm be them-th classified
subset of this set of temporary estimates (or the set of mea-
sured slope pairs sd(k, i), sd(k+1, i) deriving γ˜(i, k) ∈ Γm),
and let nγ be the number of the classified subsets (that is,
1 ≤ m ≤ nγ). By using γ˜(i, k) ∈ Γm, the estimate of an edge
length is derived.
γ̂(Γm) =
∑
γ˜(i,k)∈Γm
γ˜(i, k)/♯(Γm). (15)
For each estimated γ̂(Γm), there may be multiple vertexes.
Use Eq. (10) to estimate the number of vertexes corresponding
to the estimated γ. Because the observed nd(γ) is ♯(Γm) when
γ = γ˜(i, k) for ∀(i, k) ∈ Γm, the estimated number n̂e(Γm)
of vertexes that have inner angle γ̂(Γm) is shown below.
n̂e(Γm) ≈ ♯(Γm)/E[nd(γ̂(Γm))] (16)
C. Combining length and direction estimation part
A vertex is determined by its inner angle and the lengths of
two edges forming the vertex. This part estimates the vertex
by combining an estimated angle and estimated edge lengths
obtained in the previous two parts.
If we can find such sensing results that (sd(k, i), sd(k +
1, i)) ∈ Γm, (ld(k, i), sd(k, i)) ∈ Λm1, and (ld(k+1, i), sd(k+
1, i)) ∈ Λm2 and if (ld(k, i), sd(k, i)) and (ld(k+1, i), sd(k+
1, i)) are sensing results of consecutive edges, these are
sensing results of a vertex of angle γ̂(Γm) and of lengths
λ̂(Λm1) and λ̂(Λm2). We count the number of such sensing
results and judge that such a vertex exists if the counted
number of results is large enough.
Although the angle estimation requires a pair of slope
sd(k, i), sd(k + 1, i) that may not cover the whole edges, the
edge length estimation requires ld(k, i), sd(k, i) that covers the
whole edge. Therefore, it can happen that the angle of a vertex
can be estimated but one of its edges (or any of its edges)
cannot be estimated. For the estimated angle γ̂(Γm) and the
edge length λ̂(Λm′), we count the number of sensing results
satisfying (sd(k, i), sd(k + 1, i)) ∈ Γm, (ld(k, i), sd(k, i)) ∈
Λm′ and judge the existence of the vertex of angle γ̂(Γm)
and of one of edge length λ̂(Λm′).
D. Order estimation part
To derive a method of identifying the order of edges, we
use sensing results for consecutive edges.
Assume that (ld(k, i), sd(k, i)) ∈ Λm and (ld(k +
1, i), sd(k + 1, i)) ∈ Λm′ . If a sensor continuously detects
multiple edges without jumps of r(t), they must be con-
secutive edges. Therefore, an edge the length of which is
estimated by (ld(k, i), sd(k, i)) likely connects to an edge the
length of which is estimated by (ld(k + 1, i), sd(k + 1, i)).
Let Λ(m,m′) be the set of two sensing data pairs satisfy-
ing {(ld(k, i), sd(k, i)) ∈ Λm, (ld(k + 1, i), sd(k + 1, i)) ∈
Λm′}i,k. We judge that an edge of length λ̂(Λm) connects to
an edge of length λ̂(Λm′), if ♯(Λ(m,m
′)) is large.
E. Additional part
This part may provide additional estimates of edges forming
a concave vertex of T . As described below, n̂e(Λm) defined
by Eq. (13) may underestimate the number of edges for a
non-convex T . This part compensates for this error.
When T has a concave part, E[nd(λ)] given by Eq. (8) may
not be correct. The reason is as follows: a sensor that should
detect this edge may not do so because another edge of ∂T
is between this edge and this sensor. That is, an edge of ∂T
blocks this sensor’s detection of this edge.
We take account of this blocking and modify Eq. (8) for a
non-convex T . We consider an event in which one consecutive
edge Li−1, Li forming a concave vertex of T may block the
detection of the other edge. We neglect other blocking events
caused by other edges. As shown in the derivation of Eq. (8),
φ ∈ Φ1(ξi). This is because this sensor detects the whole Li
and rmax| sin θ| − λi| sin(ξi − φ)| > 0 (Fig. 6). In addition,
the detection of Li by the sensor the direction of which is
θ is not blocked only if ξi−1 − φ < θ (Fig. 7). (Due to the
concavity, δξi−1
def
= γi−1−π = ξi−1−ξi ∈ 〈0, π〉.) Hence, the
probability that a sensor detects the whole edge with length
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λi and direction ξi without blocking is given as follows.
qd(λi, θ, δξi−1) =
f(λi, θ, δξi−1)
2|Ω|1 + 2πrmax| sin θ| (17)
where φ ∈ Φ2(ξi, ξi−1) def= {φ ∈ Φ1(ξ1)} ∩ {φ >
ξi−1 − θ} and f(λi, θ, δξi−1) def=
∫
φ∈Φ2(ξi,ξi−1)
rmax| sin θ| −
λi| sin(φ − ξi)|dφ is given in Appendix A. The expected
number E[nd(λi, ξi, ξi−1)] of sensors detecting the whole Li
of length λi with r(t) > 0 without blocking is given by
E[nd(λi, ξi, ξi−1)] =
∑
j
qd(λi, θj , δξi−1). (18)
VI. NUMERICAL EXAMPLES
In the remainder of this section, the following conditions
are used as the default conditions unless explicitly indicated
otherwise. Ω is a disk with a radius of 200 length units.
rmax = 100, ns = 2000. The sensing area direction is
θ = π/2 and the moving speed v = 1 is for all the vehicles.
In the simulation conducted, each sensor sends a sensing
report every single time unit.
A. Basic properties
1) Impact of θ: The proposed method uses the sensing data
observing a whole edge or a vertex. Therefore, the number of
such data is very important for accurate estimation. When v
and θ are the same for all the vehicles, the expected number of
such data for a single edge or vertex is E[nd] = qdns where qd
is given by Eq. (7) or (9). Because qd is a function of | sin θ|,
it is plotted against θ in Fig. 8.
As shown in this figure, qd(λ) and qd(γ) maximized at
θ = π/2. This seems to be because the part a sensor detects
while it moves becomes smaller as | sin θ| becomes smaller.
For example, for | sin θ| = 0, a sensor keeps detecting the
same point of the target object and does not provide any
information of other parts of the target object even though the
vehicle moves. Thus, small | sin θ| results in a small amount of
information that is useful in the proposed method. In particular,
we should avoid | sin θ| ≤ 0.5 if possible.
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For a fixed θ, qd increases as an edge length becomes shorter
or a vertex angle becomes wider. This is because the shorter
whole edge can be covered more easily than a longer one and
because a wider angle can be detected more easily than a sharp
one.
2) Impact of ns and sensing error: In addition to θ, the
number ns of sensors is a key parameter to determine the
number of sensing data useful for the proposed method.
To evaluate the impact of ns on the estimation results, a
simulation was conducted where T is a right-triangle the edge
lengths of which are 50, 50
√
3, and 100. Ten simulation
runs were used for each value of ns. Furthermore, sensing
errors were intentionally added. Sensing errors for sd are a
normally distributed random variable ǫs with mean 0 and
standard deviation (s.d.) 0.03. By adding an error, sd becomes
tan(arctan(sd) + ǫs). A sensing report was lost with prob-
ability ǫl = 0.002. As a result, pd(L|θ) was divided at this
epoch and ld(L|θ) became shorter.
Two types of estimation errors occurred. Type one is that
the number of estimated edges and/or that of estimated angles
became incorrect. That is, the edge lengths (angles) derived by
the proposed method were not three in the simulation for the
right-triangle. For example, the proposed method misjudged T
to have four edges. Type two is that the estimated edge length
or angle was inaccurate.
In the proposed method, ns has a large impact on type-one
errors. Figure 9 plots the ratio of the number of simulation runs
the results of which show type-one errors to the total number
of simulation runs. On the other hand, if there was no type-
7one error, the estimated edge lengths and angles were fairly
accurate and insensitive to ns with/without sensing errors.
Figure 10 plots the standard deviation of λ̂ (γ̂) normalized
by λ (γ). Although it decreased as ns became larger, it was
small even for small ns. It was less than 1% for edge length
estimates and several% or less for angle estimates. This also
shows that a longer edge (wider angle) has better estimation
accuracy than a shorter (sharper) one. (Although similar results
were obtained with ǫs and ǫl, they were omitted.) In addition,
estimation bias was very small and fairly insensitive to ns
with/without sensing errors.
As mentioned above, ns and θ have a large impact on the
number of sensing data useful for the proposed method. There-
fore, ns also has a large impact on estimating the consecutive
edges and the combination of an angle and edges forming a
vertex, although no figures are shown. As ns becomes smaller,
the number of sensing results covering consecutive edges and
those covering a vertex become smaller. Thus, they become
more difficult to estimate appropriately.
As noise (ǫl, ǫs) became larger, the estimation became less
accurate. Details are omitted due to the space limitations.
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B. Shape estimation of buildings
The proposed method is applied to the buildings highlighted
by thick blue lines in Fig. 11. One is convex, and the other is
concave.
For building (a), the estimated edge lengths and
angles are shown in Table II. The estimation errors
were several% or less. More than ten samples observed
for the vertex of an estimated angle and two estimated
lengths were (γ̂(Γ1), λ̂(Λ2), λ̂(Λ3)), (γ̂(Γ1), λ̂(Λ3), λ̂(Λ2)),
(γ̂(Γ1), λ̂(Λ3), λ̂(Λ1)), (γ̂(Γ1), λ̂(Λ1), λ̂(Λ3)),
(γ̂(Γ2), λ̂(Λ1), λ̂(Λ4)), (γ̂(Γ2), λ̂(Λ4), λ̂(Λ1)),
(γ̂(Γ2), λ̂(Λ2), λ̂(Λ4)), and (γ̂(Γ2), λ̂(Λ4), λ̂(Λ2)). Therefore,
we can judge that a vertex of wide angle (γ̂(Γ2)) is formed
by the longest edge (λ̂(Λ4)) and a short edge (λ̂(Λ1) or
λ̂(Λ2)). Because it is estimated that there are two vertexes
of wide angle and a single longest edge, we can estimate
that there are two of these vertexes and they are connected
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Fig. 11. Examples of target objects
by the longest edge. Let L2 be the edge of length λ̂(Λ1).
Then, what we have estimated so far is: the estimated λ3
and λ4 are λ̂(Λ4) and λ̂(Λ2), and both the estimated γ2 and
γ3 are γ̂(Γ2). In addition, we can judge that a vertex of
approximately π/2 (γ̂(Γ1)) is formed by a short edge (λ̂(Λ1)
or λ̂(Λ2)) and a long edge (λ̂(Λ3)). Because there is a single
edge of length λ̂(Λ1) and there is a single edge of length
λ̂(Λ2), both the estimated λ1 and λ5 are λ̂(Λ3) and both the
estimated γ1 and γ4 are γ̂(Γ1). Thus, we can estimate the
shape of this building even though there were not enough
observed samples of a vertex formed by two long edges
(λ̂(Λ3)) or samples of consecutive long edges. The shape
estimated is shown in Fig. 12-(a).
For building (b), the estimated edge lengths and angles are
shown in Table III. There are eight estimated edge lengths,
although there are nine angles. Such inconsistency can occur
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ESTIMATED RESULTS FOR BUILDING (A)
Estimated Relative error ♯
λ̂(Λ1) 23.17 -0.073 1
λ̂(Λ2) 24.80 -0.008 1
λ̂(Λ3) 99.77 -0.002 2
λ̂(Λ4) 105.93 -0.003 1
γ̂(Γ1) 1.610 0.025 3
γ̂(Γ2) 2.379 0.010 2
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Fig. 12. Estimated shape
because the former needs the sensing data containing the
whole edge and the latter needs the sensing data containing a
vertex. A wider angle generally has better estimation accuracy
than a sharper one, but the concave angle had slightly poorer
estimation accuracy than other convex angles in this example.
More than ten samples observed for the vertex of
estimated angle and lengths are: (γ̂(Γ1), λ̂(Λ1), λ̂(Λ3)),
(γ̂(Γ1), λ̂(Λ3), λ̂(Λ1)), (γ̂(Γ1), λ̂(Λ2), λ̂(Λ3)),
(γ̂(Γ1), λ̂(Λ3), λ̂(Λ2)), and (γ̂(Γ2), λ̂(Λ3), λ̂(Λ3)). Therefore,
we judged that a concave vertex (γ̂(Γ2)) is formed by two
TABLE III
ESTIMATED RESULTS FOR BUILDING (B)
Estimated Relative error ♯
λ̂(Λ1) 27.71 -0.076 1
λ̂(Λ2) 29.71 -0.010 2
λ̂(Λ3) 49.58 -0.008 5
γ̂(Γ1) 1.615 0.028 6
γ̂(Γ2) 4.156 -0.118 3
long edges (λ̂(Λ3)) and that a vertex of approximately π/2
(γ̂(Γ1)) is formed by the long edge (λ̂(Λ3)) and a short edge
(λ̂(Λ1) or λ̂(Λ2)). The shape of the target object is shown in
Fig. 12-(b).
VII. CONCLUSION
By using location-unknown distance sensors, this paper
proposed a method of estimating the shape of a target object
that is at location is unknown. Each sensor moves on an
unknown line at a known speed and continuously measures
the distance between it and the target object. By collecting
measured distances, the proposed method can estimate the
shape of the target object. The estimation method does not
require any positioning function, anchor-location information,
or additional mechanisms to obtain side information such as
angle of arrival of signal.
The successful development of this estimation method sug-
gests that the possibility of software sensors implemented by
participatory sensing under complete location privacy can be
much wider. It also suggests that the secondary use of IoT
(internet of things) information can be wider than expected.
Because the estimation method assumed a polygon target
object and a straight line trajectory of each sensor, the gener-
alization of these assumptions remains as a further study. An
experiment using the proposed method is another future study.
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APPENDIX A
DERIVATION OF f IN EQ. 17
To obtain f , use x = φ− ξi and integrate with x.
Assume rmax| sin θ| < λ. For η ∈ [0, π/2], define Z1 def=
[0, η), Z2
def
= [η, π − η), Z3 def= [π − η, π), Z4 def= [π, π + η),
Z5
def
= [π + η, 2π − η), Z6 def= [2π − η, 2π) = [−η, 0). In the
following, the operator ∈ is applied in mod 2π.
When −θ, δξ − θ ∈ Z1 or when −θ, δξ − θ ∈ Z3, f =
rmax| sin θ|〈2η − δξ〉 − λ(2 − 2 cos η + cos(δξ − θ)− cos θ).
When −θ ∈ Z1, δξ − θ ∈ Z2, f = rmax| sin θ|〈η − θ〉 −
λ(2 − cos η − cos θ).
When −θ ∈ Z1, δξ − θ ∈ Z3, f = rmax| sin θ|〈π − δξ〉 −
λ(2 + cos(δξ − θ)− cos θ).
When −θ ∈ Z1, δξ−θ ∈ Z4 or when −θ ∈ Z3, δξ−θ ∈ Z6,
f = rmax| sin θ|〈π − δξ〉 − λ(− cos(δξ − θ)− cos θ).
When −θ, δξ − θ ∈ Z2 or when −θ, δξ − θ ∈ Z5, f =
2ηrmax| sin θ| − 2λ(1 − cos η).
When −θ ∈ Z2, δξ−θ ∈ Z3, f = rmax| sin θ|〈π+η−δξ+
θ〉 − λ(2 + cos(δξ − θ)− cos η).
When −θ ∈ Z2, δξ−θ ∈ Z4, f = rmax| sin θ|〈π+η−δξ+
θ〉 − λ(− cos(δξ − θ)− cos η).
When −θ ∈ Z2, δξ−θ ∈ Z5 or when −θ ∈ Z5, δξ−θ ∈ Z2,
f = 0.
When −θ ∈ Z3, δξ − θ ∈ Z4, f = rmax| sin θ|〈2η − δξ〉 −
λ(−2 cos η − cos(δξ − θ)− cos θ).
When −θ ∈ Z3, δξ−θ ∈ Z5, f = rmax| sin θ|〈η−θ−π〉−
λ(− cos η − cos θ).
When −θ, δξ − θ ∈ Z4, f = rmax| sin θ|〈2η− δξ〉 − λ(2−
2 cosη − cos(δξ − θ) + cos θ).
When −θ ∈ Z4, δξ−θ ∈ Z5, f = rmax| sin θ|〈π+η−θ〉−
λ(2− cos η + cos θ).
When −θ ∈ Z4, δξ − θ ∈ Z6, f = rmax| sin θ|〈π − δξ〉 −
λ(2− cos(δξ − θ) + cos θ).
When −θ ∈ Z4, δξ−θ ∈ Z1 or when −θ ∈ Z6, δξ−θ ∈ Z3,
f = rmax| sin θ|〈π − δξ〉 − λ(cos(δξ − θ) + cos θ).
When −θ ∈ Z5, δξ − θ ∈ Z6, f = rmax| sin θ|〈η − δξ +
θ〉 − λ(2− cos(δξ − θ)− cos η).
When −θ ∈ Z5, δξ − θ ∈ Z1, f = rmax| sin θ|〈η − δξ +
θ〉 − λ(cos(δξ − θ)− cos η).
When −θ, δξ − θ ∈ Z6, f = rmax| sin θ|〈2η− δξ〉 − λ(2−
2 cosη − cos(δξ − θ) + cos θ).
When −θ ∈ Z6, δξ − θ ∈ Z1, f = rmax| sin θ|〈2η − δξ〉 −
λ(−2 cosη + cos(δξ − θ) + cos θ).
When −θ ∈ Z6, δξ − θ ∈ Z2, f = rmax| sin θ|〈η − θ〉 −
λ(− cos η + cos θ).
Assume rmax| sin θ| ≥ λ.
When −θ ∈ [0, π), δξ − θ ∈ [0, π), f = rmax| sin θ|〈π −
δξ〉 − λ(2 + cos(δξ − θ)− cos θ).
When −θ ∈ [0, π), δξ − θ ∈ [π, 2π), f = rmax| sin θ|〈π −
δξ〉 − λ(− cos(δξ − θ)− cos θ).
When −θ ∈ [−π, 0), δξ−θ ∈ [−π, 0), f = rmax| sin θ|〈π−
δξ〉 − λ(2− cos(δξ − θ) + cos θ).
When −θ ∈ [−π, 0), δξ − θ ∈ [0, π), f = rmax| sin θ|〈π −
δξ〉 − λ(cos(δξ − θ) + cos θ).
