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The Mølmer-Sørensen gate is a state-of-the-art entangling gate in the ion trap quantum computing
where the gate fidelity can exceed 99%. Here we propose an analogous implementation in the setting
of cavity QED. The cavity photon mode acts as the bosonic degree of freedom in the gate in contrast
of that played by a phonon mode in ion traps. This is made possible by utilising cavity assisted
Raman transitions interconnecting the logical qubit states embedded in a four-level energy structure,
making the “anti-Jaynes-Cummings” (AJC) term available under the rotating-wave approximation.
We identify practical sources of infidelity and discuss their effects on the gate performance. Our
proposal not only demonstrates an alternative entangling gate scheme but also sheds new light on
the relationship between ion traps and cavity QED, in the sense that many techniques developed in
the former are transferable to the latter through our framework.
I. INTRODUCTION
Currently trapped atomic ions are among the most
successful platforms for quantum information processing
(QIP). A number of quantum algorithms [1–3], entan-
glement of up to 14 ions [4] and quantum simulation of
spin systems [5, 6] have been demonstrated, to name a
few. Many of those achievements rely on the realiza-
tion of high fidelity two-qubit entangling gates known as
Mølmer-Sørensen (MS) [7] or the geometric phase gate
[8] [9]. These gates exploit a collective phonon mode
shared by the ions to mediate a state-dependent force
and induce a quantum phase conditioned on the collec-
tive atomic states. Notable characteristics of this gate
scheme are 1) individual addressing of the ions is not
required, 2) the time evolution is cyclic such that the
electronic and phonon degrees of freedom become disen-
tangled at certain times and 3) the scheme is insensitive
to the ions’ initial motional state [10]. Due to these fa-
vorable features, the gate can achieve a fidelity in excess
of 99% [11, 12].
On the other hand, cavity QED is a paradigm where
stationary quantum emitters (e.g. single atoms) interact
with quantized radiation fields. It serves as a versatile
platform for studies in quantum optics and for quantum
information. Namely cavity QED systems are regarded
as a vital building block in the development of quan-
tum networks [13]. In the quantum network architecture,
each network node is required to be a quantum register
capable of multi-qubit quantum logic operations. Even
though the recent experimental progress makes it possi-
ble to couple multiple qubits to a single optical cavity
[14–17], entangling gate operations within a single cav-
ity QED system have not been demonstrated despite a
number of theoretical proposals [18–21].
In this article we propose an alternative implementa-
tion of a quantum entangling gate for cavity QED sys-
tems, which has a direct correspondence to the MS gate
in ion traps. It is well known that trapped ions and
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cavity QED systems share similar physical compositions,
i.e. effective spins coupled with a quantized bosonic
mode [22]. The prime difference is that in ion traps
both Jaynes-Cummings (JC) and anti-Jaynes-Cummings
(AJC) Hamiltonians are naturally available by address-
ing the red and blue-sideband transitions of the ions re-
spectively [23], whereas in cavity QED normally only the
JC Hamiltonian is available. However this restriction can
be lifted by utilizing two cavity-assisted Raman transi-
tions interconnecting qubit states embedded in a four-
level energy structure. This was first discovered in con-
junction with the realization of the Dicke model [24, 25]
and later used for studies of the Rabi model [26], but
it has never been discussed in terms of a quantum logic
gate as per our knowledge.
Even though our proposal is directly inspired by the
MS-gate, there are notable differences from the ion-trap
implementation. Firstly cavity QED systems are essen-
tially a single-mode system as opposed to the inherent
multiple mechanical modes in a string of ions. Therefore
our scheme is free from the issues in ion traps such as
off-resonant excitations to irrelevant mechanical modes
and spectral congestion in the mode structure with the
increasing number of ions. Along the same line, there
is no Lamb-Dicke parameter in our scheme, which means
there is no compromise between the spatial localization of
the qubits and the gate speed. Finally, the optical mode
of a cavity can be regarded as being at zero temperature
without the need of additional cooling. Hence our scheme
does not suffer from the heating of the bosonic mode as it
is often problematic in ion trap QIPs. However, optical
cavities normally have non-negligible field decay rates.
In the following we refer to the individual stationary
qubits in the cavity as “atoms” for the sake of conve-
nience. However, in an actual implementation they do
not need to be single atomic particles. Indeed they could
be e.g. molecules, nitrogen-vacancy centers in diamond
or artificial atoms such as semiconductor quantum dots,
as long as they have the required energy structure and
transitions addressable by a cavity and external laser
fields (see Fig. 1). Therefore we expect that our proposal
is relevant to a broad class of physical systems where di-
rect interaction between the qubits is difficult to attain,
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2but they can be indirectly coupled to each other via an
optical cavity field.
The article is structured as follows: in Section II we
introduce the MS Hamiltonian. Section III is devoted
to the discussion of the cavity-induced Stark shift. The
influence of the decay channels on the gate performance
are presented in Section IV. Finally, in Section IV we
summarize our main conclusions.
II. DERIVATION OF THE HAMILTONIAN
We consider an ensemble of N atoms coupled to a
single cavity mode. All the atoms possess an identi-
cal four-level energy structure as shown in Fig. 1. The
ground states |g〉 and |e〉 form a qubit whereas the ex-
cited states |r1〉 and |r2〉 mediate the coupling between
the qubit states via cavity-assisted Raman transitions.
The cavity frequency ωc is near resonant with the tran-
sitions |g〉 ↔ |r1〉 and |e〉 ↔ |r2〉 with corresponding
detunings ∆C1 and ∆C2 . We assume that the coupling
to the cavity mode is uniform among the atoms and at
the same strength of a vacuum Rabi frequency 2g for
both |g〉 ↔ |r1〉 and |e〉 ↔ |r2〉. (The latter condition
is not essential and can be relaxed.). In addition, the
atoms are externally driven by two laser fields. These
two lasers off-resonantly drive the transitions |e〉 ↔ |r1〉
and |g〉 ↔ |r2〉 with Rabi frequencies Ω1 and Ω2, and
detunings ∆L1 and ∆L2 respectively. In this way a pair
of Raman transitions is constructed to couple the qubit
states. Each of them has a cavity induced transition on
one arm and a laser-induced transition on the other. The
two-photon detunings δ1 and δ2 are given by
δ1 = ∆C1 −∆L1 , (1)
δ2 = ∆C2 −∆L2 . (2)
The Hamiltonian for the total atom-cavity system is com-
posed of the bare energy H0 and the interaction Hamil-
tonian HI , i.e. H = H0 +HI . H0 is (assuming ~ = 1)
H0 = ωca
†a+
N∑
i=1
(
ωg|g(i)〉〈g(i)|+ ωe|e(i)〉〈e(i)|
+ωr1 |r(i)1 〉〈r(i)1 |+ ωr2 |r(i)2 〉〈r(i)2 |
)
. (3)
Here, a is the annihilation operator of the cavity photon,
ωξ and |ξ(i)〉〈ξ(i)| (ξ = g, e, r1, r2) are the energy of the
atomic level and the projector to the corresponding eigen-
state of the ith atom respectively. On the other hand,
HI is given by a sum of the interaction Hamiltonians for
the individual atoms:
HI =
N∑
i=1
[
Ω1
2
(
e−iω1t|r(i)1 〉〈e(i)|+ H.c.
)
+
Ω2
2
(
e−iω2t|r(i)2 〉〈g(i)|+ H.c.
)
+g
(
a|r(i)1 〉〈g(i)|+ a|r(i)2 〉〈e(i)|+ H.c.
)]
. (4)
|g〉
|r1〉
|e〉
|r2〉
g
Ω1 g
Ω2
∆C1
∆L1
δ1
∆C2
∆L2
δ2
FIG. 1. The level scheme of the atoms and transitions induced
by the laser and cavity fields.
Here, ω1 and ω2 are the optical frequencies of the driving
lasers and H.c. indicates Hermitian conjugate of the pre-
ceding term inside the same bracket. In the interaction
picture with respect to the operator
H1 = ωca
†a+
N∑
i=1
(
ωg|g(i)〉〈g(i)|+ ωe|e(i)〉〈e(i)|
+ (ωr1 + ∆1) |r(i)1 〉〈r(i)1 |+ (ωr1 + ∆2) |r(i)2 〉〈r(i)2 |
)
,
(5)
with
∆1 =
∆C1 + ∆L1
2
, (6)
∆2 =
∆C2 + ∆L2
2
, (7)
the new Hamiltonian, H ′ = U1HU
†
1 + iU
†
1
dU1
dt with U1 =
eiH1t, becomes
H ′ =
N∑
i=1
[
−∆1|r(i)1 〉〈r(i)1 | −∆2|r(i)2 〉〈r(i)2 |
+
Ω1
2
(
ei
δ1
2 t|r(i)1 〉〈e(i)|+ H.c.
)
+
Ω2
2
(
ei
δ2
2 t|r(i)2 〉〈g(i)|+ H.c.
)
+g
(
e−i
δ1
2 ta|r(i)1 〉〈g(i)|+ e−i
δ2
2 ta|r(i)1 〉〈g(i)|+ H.c.
)]
.
(8)
3Assuming
|∆1,2|  |g| , |Ω1,2| , |δ1,2| , (9)
the excited states |r1〉, |r2〉 can be adiabatically elimi-
nated and we obtain an effective Hamiltonian:
Heff =
g2
2
(
1
∆1
+
1
∆2
)
a†a
+
N∑
i=1
{
Ω22
4∆2
|g(i)〉〈g(i)|+ Ω
2
1
4∆1
|e(i)〉〈e(i)|
+
g2
2
(
1
∆2
− 1
∆1
)
a†a
(
|e(i)〉〈e(i)| − |g(i)〉〈g(i)|
)
+
gΩ1
2∆1
(
e−iδ1ta|e(i)〉〈g(i)|+ H.c.
)
+
gΩ2
2∆2
(
e−iδ2ta|g(i)〉〈e(i)|+ H.c.
)}
. (10)
The first two terms inside the sum over the atom index
i correspond to the ac Stark shifts caused by the driving
lasers. These terms in addition to the first term in (10)
shifts the bare energy eigenfrequencies with constant off-
sets. Thus they can be removed from the equation by
moving to another interaction picture with respect to
H2 =
g2
2
(
1
∆1
+
1
∆2
)
a†a
+
N∑
i=1
{ Ω
2
2
4∆2
|g(i)〉〈g(i)|+ Ω
2
1
4∆1
|e(i)〉〈e(i)|}
= ∆(s)c a
†a+
∑
i
{∆(s)g |g(i)〉〈g(i)|+ ∆(s)e |e(i)〉〈e(i)|},
(11)
with
∆(s)c ≡
g2
2
(
1
∆1
+
1
∆2
)
, (12)
∆(s)g ≡
Ω22
4∆2
, (13)
∆(s)e ≡
Ω21
4∆1
, (14)
resulting in
H ′eff = U2HeffU
†
2 −H2
=
N∑
i=1
[
g2
2
(
1
∆2
− 1
∆1
)
a†a
(
|e(i)〉〈e(i)| − |g(i)〉〈g(i)|
)
+
gΩ1
2∆1
(
e−iδ
′
1ta|e(i)〉〈g(i)|+ H.c.
)
+
gΩ2
2∆2
(
e−iδ
′
2ta|g(i)〉〈e(i)|+ H.c.
)]
, (15)
where
δ′1 ≡ δ1 + ∆(s)c + ∆(s)g −∆(s)e , (16)
δ′2 ≡ δ2 + ∆(s)c + ∆(s)e −∆(s)g . (17)
By setting
δ′1 =δ
′
2 ≡ δ, (18)
Ω1
Ω2
=
∆1
∆2
, (19)
(15) becomes
H ′eff = χa
†aSz + geff(e−iδta+ eiδta†)Sx. (20)
Here we have defined the following constants and opera-
tors:
χ ≡ g2
(
1
∆1
− 1
∆2
)
, (21)
geff ≡ gΩ1
∆1
=
gΩ2
∆2
, (22)
Sz ≡ 1
2
N∑
i=1
(|e(i)〉〈e(i)| − |g(i)〉〈g(i)|), (23)
Sx ≡ 1
2
N∑
i=1
(|e(i)〉〈g(i)|+ |g(i)〉〈e(i)|). (24)
The second term in (20) is the desired Mølmer-Sørensen
interaction:
HMS = geff(e
−iδta+ eiδta†)Sx. (25)
It is known that the integral of this Hamiltonian, denoted
here UMS(t), can be exactly calculated [10, 27].
UMS(t) = e
−i(α(t)a†+α∗(t)a)Sxeiβ(t)S
2
x , (26)
where
α(t) = i
geff
δ
(1− eiδt), (27)
β(t) =
(geff
δ
)2
(δt− sin δt). (28)
α(t) draws a circle with a radius of geff|δ| in phase space
as seen in Fig. 2 and it returns to the origin after every
τ = 2pi|δ| . Therefore at t = nτ (n = 0, 1, 2, . . . ), α(t) = 0
and UMS becomes a propagator involving only the atomic
degrees of freedom:
UMS(t = nτ) = e
iβnS
2
x (29)
where βn = 2npi( geffδ )
2sign(δ) can be expressed by the
area A enclosed by α(t) as βn = 2n sign(δ)A, and hence
is called geometric phase. By choosing the two photon
detuning such that
|δ| = 2√mgeff (m = 1, 2, 3, . . . ), (30)
the geometric phase becomes βm = sign(δ)pi2 at t = mτ
and UMS can be used to generate maximally entangled
states [7]. We define the gate time
tgate = mτ =
pi |δ|
2g2eff
. (31)
4α(t)
geff
δ
x
p
FIG. 2. The trajectory of α(t) in phase space when geff , δ > 0.
In particular when N = 2, it accomplishes the following
transformations of the two-qubit basis states, which are
equivalent to the controlled-not gate up to single-qubit
rotations:
|φ1〉 ≡ |gg〉 → |Φ(±)1 〉 =
1√
2
(|gg〉 ± i|ee〉),
|φ2〉 ≡ |ge〉 → |Φ(±)2 〉 =
1√
2
(|ge〉 ± i|eg〉),
|φ3〉 ≡ |eg〉 → |Φ(±)3 〉 =
1√
2
(±i|ge〉+ |eg〉),
|φ4〉 ≡ |ee〉 → |Φ(±)4 〉 =
1√
2
(±i|gg〉+ |ee〉).
(32)
Here the plus and minus signs correspond to the sign of
δ.
So far we have neglected the first term in (20) which
represents the differential ac Stark shift induced by the
cavity field:
HAS = χa
†aSz. (33)
This Hamiltonian can cause a deviation from the ideal
time evolution of HMS. By setting ∆1 = ∆2 in addition
to the conditions (18) and (19), which in turn means
Ω1 = Ω2, χ vanishes. However in general this additional
condition may not be satisfied since it imposes a con-
straint ωr1 − ωg ≈ ωr2 − ωe on the energy structure if
|δ|  |∆1| , |∆2|. When this is not the case, the caused
deviation may not be negligible depending on the mag-
nitude of χ. Another possible deviation could arise from
dissipative processes such as the cavity field decay and
atomic spontaneous emissions from the excited states.
In the following sections, we treat these two kinds of
imperfections – the effect of χ and that of dissipative
processes – in the case of two atoms.
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FIG. 3. (a) Fidelity to |Φ(+)1 〉 for the initial state |φ1〉|n〉 as
a function of time. χ = 0 for the dashed black curve and
χ/geff = 0.5 for the others. δ/geff = 2 for all the plots. The
initial cavity photon numbers are n = 0 (blue), 1 (red) and
2 (green) respectively. The vertical dashed line shows the
time at which the maximum fidelity is attained in the χ = 0
case. (b) Fidelities to the corresponding |Φ(+)i 〉 for different
atomic initial states with the cavity state prepared in the
vacuum. The solid curves correspond to the initial states
of |φ1〉|0〉 (blue), |φ4〉|0〉 (red) and |φ2〉|0〉 or |φ3〉|0〉 (green)
respectively. The black dashed curve is the fidelity with χ = 0
which depends on neither initial atomic or cavity states.
III. EFFECT OF THE CAVITY-INDUCED AC
STARK SHIFT
When χ 6= 0, inclusion of HAS results in deviations
from the ideal entangling gate operations (32). Let us
denote the propagator of Hamiltonian (20) by V (t). Then
the wave function at time t is given by
|Ψ(t)〉 = V (t)|Ψ(0)〉, (34)
where we assume that the initial state |Ψ(0)〉 = |φi〉|n〉
(i = 1, 2, 3, 4), that is a tensor product of one of the
logical basis states of two qubits (see (32)) and a photon
number state |n〉 with an arbitrary n. The fidelity of the
5state |Ψ(t)〉 with respect to the ideal gate output is
Fi,n(t) = 〈Φ(±)i |trphoton(|Ψ(t)〉〈Ψ(t)|)|Φ(±)i 〉
=〈Φ(±)i |trphoton(V (t) |φi〉〈φi| ⊗ |n〉〈n|V †(t))|Φ(±)i 〉.
(35)
Here trphoton is a partial trace over the photon degree of
freedom and |Φ(±)i 〉 is one of the atomic states for the
ideal gate operation shown in (32), chosen accordingly to
the initial state |φi〉. The subscripts i and n represents
the initial atomic state and photon number respectively.
Since HAS is proportional to the photon number op-
erator a†a, the perturbation caused by this Hamiltonian
is expected to increase with the number of photons in
the cavity. Fig. 3a shows time evolutions of F1,n(t), i.e.
state fidelity to |Φ(+)1 〉 when the initial state is prepared
in |φ1〉|n〉. Here we set δ = 2geff > 0. When χ = 0, the
fidelity reaches the maximum value of unity at gefft = pi
(black dashed curve) and this behavior does not depend
on the initial cavity state. However when χ 6= 0, the
fidelity shows strong dependence on the number of pho-
tons in the initial cavity state. In particular, we see that
there is an acute fidelity drop for cavity initial states
|n〉 with n > 0. By preparing the initial cavity state in
the vacuum state, the maximum fidelity remains close to
unity even though the effect through dynamically gener-
ated photons is still present as a small drop of the fidelity
and a time shift of the peak. Therefore in order to obtain
the best gate performance for a given χ, the cavity state
has to be prepared close to the vacuum state. However,
since thermal excitations are negligible in the optical do-
main at the room temperature (〈n〉 ∼ 10−20), the cavity
state remains essentially in vacuum unless we intention-
ally drive the cavity field. Hence this restriction to the
initial cavity state causes little problem for cavity QED
systems in the optical domain. This is in a stark contrast
with ion traps where active cooling of phonon modes is
always required.
In addition to the dependence on the initial cavity
states, HAS also leads to a dependence of the gate per-
formance on the initial atomic states. Fig. 3b shows the
fidelities for different atomic initial states to their target
states. As can be seen, the initial states |φ2〉 and |φ3〉
are more sensitive to the perturbation than |φ1〉 and |φ4〉
when the cavity mode is prepared in vacuum.
These dependences of the gate performance on the ini-
tial photonic and atomic states when χ 6= 0 can be illus-
trated by explicitly considering an approximation of the
state fidelity for small χ. In doing so, the main difficulty
arises from the fact that HMS and HAS do not commute
with each other. In [26], the authors presented steady-
state analysis of the same Hamiltonian (20) (or equiva-
lently (A2)). However, here we are interested in explicit
time evolutions of states under the Hamiltonian. In Ap-
pendix A we show that in a certain interaction picture
(defined by the relation (A11)) the propagator can be
perturbatively expanded in terms of a HamiltonianHII(t)
as shown in (A13). For the initial state |Ψ(0)〉 = |φi〉|n〉,
we consider the time evolution of the state overlap with
its target state |Φi〉|n〉 (In the following, we assume δ > 0
without loss of generality and omit (+) in Φ(+)i ). That is
ηi,n(t) = 〈Φi|〈n|U†I (t)U†II(t)VII(t)|φi〉|n〉. (36)
The corresponding state fidelity is given by |ηi,n(t)|2.
Note that this fidelity is not exactly same as Fi,n(t) given
in (35) as we did not trace out the photonic degree of free-
dom in (36). However as long as the additional excitation
of photons due to HAS [28] is small for small χ, |ηi,n(t)|2
is a good approximation of Fi,n(t). According to (A13),
the state overlap ηi,n(t) can be expanded as follows:
ηi,n(t) = η
(0)
i,n(t) + η
(1)
i,n(t) + η
(2)
i,n(t) + . . . , (37)
with
η
(0)
i,n(t) = 〈Φi|〈n|U†I (t)U†II(t)|φi〉|n〉, (38)
η
(1)
i,n(t) = −i〈Φi|〈n|U†I (t)U†II(t)
∫ t
0
HII(t
′) dt′|φi〉|n〉,
(39)
η
(2)
i,n(t)
= (−i)2〈Φi|〈n|U†I (t)U†II(t)
∫ t
0
∫ t′
0
HII(t
′)HII(t′′) dt′dt′′|φi〉|n〉.
(40)
η
(k)
i,n is on the order of O(χk) and η(0)i,n(t) is the state over-
lap for the ideal MS-gate without the cavity induced ac-
Stark shift. Using the energy eigenstates of H ′MS given in
(A4)–(A7) (see also (A16) for the definition of the double-
bracket state), the initial states |φi〉|n〉 can be written as
|φ1,4〉|n〉 = 1
2
∑
m
dmn(−α)|1,m〉〉
∓ 1√
2
|0, n〉〉+ 1
2
∑
m
dmn(α)| − 1,m〉〉, (41)
|φ2,3〉|n〉 = 1
2
∑
m
dmn(−α)|1,m〉〉
± 1√
2
|S = 0, Sx = 0〉|n〉 − 1
2
∑
m
dmn(α)| − 1,m〉〉,
(42)
where dmn(±α) = 〈m|D(±α)|n〉 and the plus and minus
signs in front of the second term in (41) differentiate |φ4〉
and |φ1〉 respectively, and similarly |φ2〉 (plus) and |φ3〉
6(minus) in (42). Likewise the target states |Φi〉|n〉 are
|Φ1,4〉|n〉 = e
ipi4
2
∑
m
dmn(−α)|1,m〉〉
∓ e
−ipi4√
2
|0, n〉〉+ e
ipi4
2
∑
m
dmn(α)| − 1,m〉〉, (43)
|Φ2,3〉|n〉 = e
ipi4
2
∑
m
dmn(−α)|1,m〉〉
±e
−ipi4√
2
|S = 0, Sx = 0〉|n〉 − e
ipi4
2
∑
m
dmn(α)| − 1,m〉〉.
(44)
In terms of these energy eigenstates, the ideal MS-gate
without the cavity ac-Stark shift can be understood solely
by evolution of quantum phases in the interaction pic-
ture: during the ideal MS gate operation, each term in
the form of |j, n〉〉 (j = 0,±1) in (41) and (42) acquire a
phase −δ(n− (jα)2)t. Note that |S = 0, Sx = 0〉|n〉 does
not change because j = n = 0. At a time t = tgate, the
part of this phase originating from photons (= −nδt)
becomes an integer multiple of 2pi whereas the spin-
dependent phase (= (jα)2δ) produces the relative phase
required for |Φi〉|n〉 (i = 1, 2, 3, 4) in (43) and (44) if
the condition (30) is satisfied. If the cavity ac-Stark shift
is present, it disturbs this phase evolution by inducing
transitions between |j, n〉〉 and |j′, n′〉〉 where |j − j′| = 1
(see A22).
Using expansions such as (A22) and (A23), η(k)i,n of any
order k can be explicitly calculated. It can be seen that
η
(1)
i,n is zero for i = 2 and 3 for any n:
η
(1)
2,n = η
(1)
3,n = 0. (45)
This is because both (42) and (44) do not contain |0,m〉〉
for any m whereas HII only consists of off-diagonal terms
in the form of |0,m〉〉〈〈±1, n| and their conjugates (see
(A17) – (A20)). For i = 1 and 4, we get
η
(1)
1,n =
nχeiδn
2
√
2
∑
m
e−iE1mt − e−iE0nt
E0n − E1m
× (|dmn(α)|2 + |dmn(−α)|2), (46)
η
(1)
4,n = −η(1)1,n. (47)
It is clear that both η(1)1,n and η
(1)
4,n become zero if n = 0.
Therefore if the cavity state is prepared in the vacuum
(n = 0), the first order term in (37) is zero irrespective of
the initial atomic states. This argument can be extended
to higher odd orders and one can find that η(k)i,0 = 0 is
satisfied for any i if k is an odd integer. If n 6= 0, η(k)i,n
is generally non-zero for i = 1 and 4. These observations
endorse the relative resilience of the fidelity to the pertur-
bation caused by HAS in the case of n = 0 as previously
illustrated in Fig. 3a.
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FIG. 4. Maximally attainable state fidelities as a function of
χ. The solid lines are exact maximal fidelities based on (35).
The dashed lines are approximated fidelities based on (37) up
to the second order. The two colors indicate different initial
states |φ1〉|0〉 (blue, upper two lines) and |φ2〉|0〉 (red, lower
two lines). For all the lines, δ = 4geff .
Now we move on to the second order correction (40)
for the case that the cavity is initially prepared in the
vacuum state. By using (41)– (44) and (A23), we find
η
(2)
1,0 = −
χ2e−i
pi
4
4
∑
l,m,n
l2e−iE1mt((−1)m+n(1 + (−1)l))
× dm0(α)dn0(α)dlm(α)dln(α)Ylmn(t), (48)
η
(2)
2,0 = −
χ2e−i
pi
4
4
∑
l,m,n
l2e−iE1mt((−1)m+n(1− (−1)l))
× dm0(α)dn0(α)dlm(α)dln(α)Ylmn(t), (49)
η
(2)
4,0 = η
(2)
1,0, (50)
η
(2)
3,0 = η
(2)
2,0, (51)
where
Ylmn(t) =
∫ t
0
∫ t′
0
e−i(E0l−E1m)t
′
ei(E0l−E1m)t
′′
dt′dt′′
=
1
E1n − E0l
(
ei(E1m−E1n)t − 1
E1m − E1n +
e−i(E0l−E1m)t − 1
E0l − E1m
)
.
(52)
In order to assess the relative significance of η(2)i,0
(i = 1, 2, 3, 4) with respect to each other, we con-
sider their functional dependences on α. Since
dnm(α) = O(α
|n−m|), dm0(α)dn0(α)dlm(α)dln(α) is
O(αm+n+|m−l|+|n−l|). Hence, by considering possible
combinations of l, m and n in (48) and (49), it can be
found that at the lowest order in α,
η
(2)
1,0 = η
(2)
4,0 = O(α
4), (53)
η
(2)
2,0 = η
(2)
3,0 = O(α
2). (54)
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FIG. 5. Average gate fidelity as a function of χ. δ/geff = 2
(solid blue), 4 (dashed red), 8 (dotted green) and 16 (dash-
dotted yellow).
The difference between (53) and (54) originates from the
factors (1±(−1)l) in (48) and (49). Since |α| = geff/δ < 1
(see (30)), this difference indicates that the second order
correction is smaller for the initial states |φ1,4〉|0〉 than
|φ2,3〉|0〉 , which is also consistent with Fig. 3b. Note that
in Fig. 3b there is a small difference between the initial
states |φ1〉|0〉 (blue) and |φ4〉|0〉 (red) whereas calcula-
tions based on (48) and (50) and even higher order terms
in (37) predict that they should exactly coincide. This is
due to the partial trace of the photonic degree of freedom
carried out in (35) which is missing in the calculation of
the state overlap (36).
Fig. 4 shows attainable maximal state fidelities as a
function of χ for different initial states. For the blue and
red solid lines we numerically calculated max(F1,0(t))
and max(F2,0(t)) respectively by solving the Shrödinger
equations where the maximum is taken over time t for a
given χ. On the other hand the dashed lines are approx-
imated fidelities using (37) up to the second order. That
is, max
(∣∣∣η(0)1,0(t) + η(2)1,0(t)∣∣∣2) for the blue dashed line and
max
(∣∣∣η(0)2,0(t) + η(2)2,0(t)∣∣∣2) for the red dashed line. They
reproduce the behaviors of the exact solutions, namely
the distinction between different initial states, well up to
χ ∼ 0.2 with an error in fidelity less than 10−3, confirm-
ing the validity of our perturbative approach.
As the state fidelities to the target states differ among
different initial sates in the presence of HAS , the perfor-
mance of the gate as a whole is quantified by the fidelity
averaged over all possible initial states, called average
gate fidelity. According to [29], the average gate fidelity
is calculated using the following formula.
F¯ (t) =
∑
i,j tr(UMS(t)(σi ⊗ σj)U†MS(t)E(σi ⊗ σj)) + 16
80
,
(55)
where σi,j is one of the Pauli matrices or identity matrix
and the sum runs through all possible combinations of
those. E is a map between atomic density operators to
represent the time evolution governed by H ′eff :
E(ρ) = trphoton(V (t)(ρ⊗ |0〉〈0|)V †(t)). (56)
Taking the maximum of (55) in terms of time t, Fig. 5
shows the attainable average gate fidelities as a function
of χ for different two-photon detunings δ. In the limit
of δ/geff  1, excitation of photons during the gate op-
eration is increasingly suppressed as the radius of the
trajectory (= geff/δ) in phase space reduces to zero. As
a consequence, the perturbation by HAS proportional to
a†a becomes negligible such that the average gate fidelity
remains close to unity with a large value of δ (see the
dash-dotted yellow trace in Fig. 5). However this general
trend does not necessarily apply to relatively small values
of δ due to their oscillatory nature as seen in Fig. 5. For
example the average gate fidelity for δ/geff = 4 is smaller
than that for δ/geff = 2 up to χ ∼ 0.8 .
IV. CAVITY AND ATOMIC DECAY
A deviation from the ideal gate operation could arise
from dissipative processes such as the cavity decay and
atomic spontaneous emissions. In this section, the effects
of these processes are studied while assuming χ = 0 for
brevity.
The optical fields in cavity QED systems suffer in-
evitable scattering/absorption or transmission losses at
the cavity mirrors. In order to incorporate these losses,
we use a master equation for the time evolution:
dρ
dt
= −i[H ′eff , ρ] + κ(2aρa† − a†aρ− ρa†a), (57)
where ρ is the density operator for the total system in-
cluding the atomic and photonic degrees of freedom and
κ is the amplitude dissipation rate of the cavity field.
Since the field dissipation does not depend on the atomic
states, there is no difference between the average gate fi-
delity and the fidelity for a specific initial atomic state.
Fig. 6 shows attainable maximum fidelities for κ 6= 0. As
can be seen, the detrimental effect of the field dissipation
can be mitigated by increasing the two photon detuning δ
with expense of increasing tgate. This can be understood
as follows: in the regime where the photonic excitation is
very small, the probability Pκ that a photon loss occurs
per unit time is proportional to the mean photon num-
ber ∼ O(g2eff/δ2), which decreases quadratically with δ.
On the other hand tgate only scales linearly with δ (see
(31)). Therefore the probability that a photon loss oc-
curs within the gate time is Pκ tgate ∼ O(1/δ) and hence
increasing δ improves the achievable gate fidelity.
The detunings required for a gate fidelity ≥ 0.99 are
δ/geff ≈ 20, 100 and 900 for κ/geff = 0.1, 1.0 and 10
respectively (see Fig. 6). Hence in principle the gate can
be implemented with a high fidelity even in the regime
where geff < κ. However, since large detunings δ means
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FIG. 6. Gate fidelity as a function of δ when the cavity decay
is present. κ/geff = 0.1 (solid blue), 1.0 (dashed red) and 10
(dotted green).
long gate times tgate, increasing δ arbitrarily may not be
an option if the system suffers from other decoherence
mechanisms, such as the decay of atomic coherence, that
cannot be mitigated by increasing δ.
By adiabatically eliminating the excited states, the
atomic spontaneous emissions from the excited states |r1〉
and |r2〉 can be effectively modeled with Lindblad oper-
ators acting on |e〉 and |g〉 as in the following master
equation [30]:
dρ
dt
= −i[H ′eff , ρ] +
∑
i
(
L(C(i)1g , ρ) + L(C(i)1e , ρ)
+L(C(i)2g , ρ) + L(C(i)2e , ρ)
)
, (58)
where
L(C, ρ) ≡ 2CρC† − C†Cρ− ρC†C, (59)
C
(i)
1g ≡
√
γ1g(
g
∆1
a|g(i)〉〈g(i)|+ Ω1
2∆1
|g(i)〉〈e(i)|), (60)
C
(i)
1e ≡
√
γ1e(
g
∆1
a|e(i)〉〈g(i)|+ Ω1
2∆1
|e(i)〉〈e(i)|), (61)
C
(i)
2g ≡
√
γ2g(
g
∆2
a|g(i)〉〈e(i)|+ Ω2
2∆2
|g(i)〉〈g(i)|), (62)
C
(i)
2e ≡
√
γ2e(
g
∆2
a|e(i)〉〈e(i)|+ Ω2
2∆2
|e(i)〉〈g(i)|), (63)
and γjξ (j = 1, 2, ξ = e, g) is the spontaneous decay rate
associated with the |rj〉 → |ξ〉 transition. These decay
rates and their branching ratios (e.g. γ1g/γ1e) differ to a
large extent among different physical systems depending
on their specific energy structures. Here we first consider
the simplest case where γ1g = γ1e = γ2g = γ2e (≡ γ)
holds. In addition we assume that ∆1 = ∆2 (≡ ∆) and
Ω1 = Ω2 (≡ Ω) hence χ = 0 is satisfied. Fig. 7 shows
numerical calculations of the average gate fidelity using
this setting for different values of ∆ and δ.
If the contributions from the terms proportional to the
photon annihilation operator a in the collapse operators
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FIG. 7. Average gate fidelity as a function of γ normalized by
g. Here we set Ω = g. ∆/g = 100 (red, upper three lines) and
103 (blue, lower three lines). δ/geff = 2 (solid), 50 (dashed)
and 200 (dotted).
(60)- (63) are negligible due to the small photon exci-
tation, the effective spontaneous decay rate γeff is given
by
γeff ≈ γ Ω
2
4∆2
. (64)
Therefore the probability that a spontaneous emission
occurs during the gate time is
Pspont ∼ γefftgate = piγδ
8g2
=
pi
√
mγΩ
4g∆
. (65)
This probability needs to be sufficiently small in order
for the atomic decay to be negligible for the gate fidelity.
In that regard one can see that increasing δ is rather
detrimental than beneficial, which can be also seen in
Fig. 7.
In the general case where the cavity and atomic de-
cays are both simultaneously present in the system, one
needs to carefully choose experimental parameters de-
pending on the relative magnitudes of κ and γ to min-
imize their total effect on the gate performance. As an
example of such practical systems, we now consider sin-
gle neutral 87Rb atoms coupled to a high finesse optical
cavity. Note that this particular system was theoreti-
cally and experimentally studied in [26] and [25] respec-
tively. See Appendix B for the details of modeling this
system. First we assume a state-of-the-art conventional
Fabry-Perot cavity with a length of 50µm and finesse of
106. This results in g/2pi = 60 MHz and κ/2pi = 1.5
MHz for a single 87Rb atom. With the other parameters
listed in set 1 of Table I, we obtain geff/2pi = 123 kHz
and χ/2pi = −240 kHz, and the maximum average gate
fidelity of F¯ = 0.844 at t = 260µs (see Fig. 8 ). In
order to further improve the gate fidelity, one can use
an ultra-high Q micro-sphere/toroidal cavity where a
greater atom-cavity coupling is expected. Here we as-
sume (g, κ)/2pi = (200, 0.1) MHz [26] together with the
parameters listed in set 2 of Table I. Then we obtain
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FIG. 8. Average gate fidelities as a function of time for two
sets of parameters in Table I. Set 1 (blue solid) and set 2 (red
dashed).
Set g κ ∆1 ∆2 Ω1 Ω2 δ
1 60 1.5 10000 3980 -50 -17.6 19.6
2 200 0.1 20000 13977 -50 -33.9 16.3
TABLE I. Parameter sets used in the MS-gate simulations for
87Rb atoms. All the numbers are in units of 2pi MHz.
geff/2pi = 204 kHz, χ/2pi = −331 kHz and F¯ = 0.986 at
t = 98µs (Fig. 8).
V. CONCLUSION
In this article we have proposed a novel entangling
quantum logic gate for general cavity QED systems. This
scheme is inspired by the Mølmer-Sørensen gate in ion
traps whose well-established physics enables us to have a
clear picture of the basic gate dynamics and the effects
of the imperfections. We have analyzed and evaluated
possible adverse effects caused by the cavity-induced ac
Stark shift, cavity field decay and atomic spontaneous
emissions. Using the 87Rb system as a practical example,
we have demonstrated that a high-fidelity gate operation
is possible with sufficiently large atom-cavity coupling.
However we believe that our scheme is applicable to a
broader class of physical systems, not limited to atomic
cavity QED, due to the fact that cavity interactions are
ubiquitous in many different physical systems. In partic-
ular, nitrogen-vacancy centers in diamond and semicon-
ductor quantum dots may serve as good qubit candidates
in solid state, due to the rapidly improving optical con-
trol of their electronic quantum states [31].
In ion traps, there have been various proposals for ex-
tension of the MS-gate and entangling operations using
a state-dependent force in general [32–34]. Using the
framework that we presented in this article, potentially
these schemes can be also translated to cavity QED and
used to further improve the gate fidelity. Furthermore,
we would like to point out that the realization of the AJC
Hamiltonian in cavity QED means that not only the MS-
gate but many techniques developed in the context of ion
trapping are transferable to optical cavity QED systems.
Such examples can include engineered spin-spin interac-
tions [35] and quantum state preparation of the bosonic
modes [36, 37]. Moreover, the open-system nature of
cavity QED could add another interesting aspect to such
realizations through the external driving and extraction
of the optical field.
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Appendix A: Perturbative expansion of the
propagator in an interaction picture
Starting from Hamiltonian (20) and moving on to an
interaction picture defined by a unitary operator
UI(t) = e
−iδta†a, (A1)
we get a new system Hamiltonian
HI = χa
†aSz + δaa† + g(a+ a†)Sx. (A2)
We define a new Hamiltonian
H ′MS = δa
†a+ geff(a+ a†)Sx (A3)
such that HI = HAS +H ′MS. It can be easily shown that
the following states form a complete set of the energy
eigenstates of H ′MS for N = 2.
|S = 1, Sx = 1〉|n, α〉, (A4)
|S = 1, Sx = 0〉|n〉, (A5)
|S = 1, Sx = −1〉|n,−α〉, (A6)
|S = 0, Sx = 0〉|n〉 (A7)
where |n, α〉 = D(α)|n〉 and D(α) is the displacement
operator with an amplitude α = −g/δ. Their energy
eigenvalues are a function of Sx and n but not of S and
are given by
Ejn = δ(n− (jα)2), (A8)
for |Sx = j〉|n, jα〉 (j = 0,±1).
Now we further move on to a second interaction picture
with
UII(t) = e
iH′MSt, (A9)
that leads to a new system Hamiltonian
HII(t) = e
iH′MStHASe
−iH′
MS′ t. (A10)
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A wave function in this second interaction picture |ΨII(t)〉
is related to the one in the original picture |Ψ(t)〉 by
|ΨII(t)〉 = UII(t)UI(t)|Ψ(t)〉. (A11)
On the other hand, the time evolution of |ΨII(t)〉 is de-
scribed by a propagator VII(t).
|ΨII(t)〉 = VII(t)|Ψ(0)〉 (A12)
VII(t) = 1− i
∫ t
0
HII(t
′) dt′
+ (−i)2
∫ t
0
∫ t′
0
HII(t
′)HII(t′′) dt′dt′′ + . . .
(A13)
where we have used a Dyson series expansion for VII(t)
as HII(t) is not commutative at different times. Note
also that the initial state |Ψ(0)〉 is identical among all
the pictures. From (A11) and (A12), we get
|Ψ(t)〉 = U†I (t)U†II(t)VII(t)|Ψ(0)〉. (A14)
From (34)
V (t) = U†I (t)U
†
II(t)VII(t). (A15)
Since HII(t)|S = 0, Sx = 0〉 = 0 and [HII(t), S2] =
0, non-zero matrix elements of HII(t) are limited in the
S = 1 manifold. In other words |S = 0, Sx = 0〉|n〉 with
an arbitrary photon number n is an eigenstate of the
perturbative Hamiltonian HAS with an eigenvalue of 0.
Therefore this state is not affected by the perturbation
and the gate works for this state even in the presence of
HAS.
From now on we only consider the matrix elements of
HII(t) in the S = 1 manifold and we use the following
abbreviation for the state notation:
|j, n〉〉 = |S = 1, Sx = j〉|n, jα〉, j = −1, 0, 1. (A16)
The matrix elements of HII(t) are calculated as follows:
〈〈1,m|HII(t)|1, n〉〉 = 0, (A17)
〈〈−1,m|HII(t)|1, n〉〉 = 0, (A18)
〈〈0,m|HII(t)|1, n〉〉 = mχ√
2
ei(E0m−E1n)t〈m|D(α)|n〉
= χΛmn(t;α), (A19)
〈〈0,m|HII(t)| − 1, n〉〉 = mχ√
2
ei(E0m−E1n)t〈m|D(−α)|n〉
= χΛmn(t;−α). (A20)
Here we have defined
Λmn(t;α) =
m√
2
ei(E0m−E1n)t〈m|D(α)|n〉. (A21)
With these matrix elements HII(t) can be expressed as
HII(t) = χ
∑
m,n
(Λmn(t;α)|0,m〉〉〈〈1, n|
+ Λmn(t;−α)|0,m〉〉〈〈−1, n|) + H.c. (A22)
Likewise
HII(t)HII(t
′)
= χ2
∑
l,m,n
(Λml(t;α)Λ
∗
nl(t
′;α) + Λml(t;−α)Λ∗nl(t′;−α))
× |0,m〉〉〈〈0, n|
+ χ2
∑
j,j′=±1
∑
l,m,n
Λlm(t; jα)Λ
∗
ln(t
′; j′α)|j,m〉〉〈〈j′, n|.
(A23)
Higher order integrands in (A13) can be as well calculated
straightforwardly.
Appendix B: A model for 87Rb atoms coupled to an
optical cavity
We employ the D1 transition between 52S1/2 and
52P1/2 states of single 87Rb atoms. Among the eight
Zeeman sublevels in the 52S1/2 manifold, we pick up
|F = 2,mF = −2〉 and |F = 1,mF = −1〉 as our qubit
states |g〉 and |e〉 respectively. These qubit states can be
coupled to each other via the upper 52P1/2 states. Due to
the relatively small hyperfine splitting in the 52P1/2 man-
ifold (=812 MHz), we take not only |F ′ = 1,mF = −1〉
(=|r2〉) but |F ′ = 2,mF = −1〉 (=|r′2〉) into account as a
mediating upper level for one of the cavity-assisted Ra-
man transitions (see Fig. 9). The expressions for the
effective parameters are obtained as follows [26]:
g
(1)
eff =
gΩ1√
6∆1
, (B1)
g
(2)
eff =
gΩ2
2
√
6
(
1
∆2
+
1
∆2 + ω′12
)
, (B2)
χ = g2
(
1
4(∆2 + ω′12)
+
1
12∆2
− 1
3∆1
)
. (B3)
Here ω′12/2pi = 812 MHz and g
(1)
eff and g
(2)
eff are the effec-
tive coupling strengths of the Raman transitions corre-
sponding to the JC and AJC terms respectively. Note
that the above expressions are modified from (21) and
(22) due to the Clebsch-Gordan coefficients and the off-
resonant coupling to |r′2〉. The condition g(1)eff = g(2)eff im-
poses a constraint for Ω1 and Ω2.
Each upper state can decay to the ground qubit states
at a rate proportional to the Clebsch-Gordan coefficient
for the relevant transition. In addition they can also de-
cay to other Zeeman sublevels in the 52S1/2 manifold
which are not shown in Fig. 9, effectively bringing the
system out of the qubit subspace. In order to incorpo-
rate such decays into the model, we introduce a virtual
auxiliary level |u〉. For example the decay rates to |u〉
from |r1〉 is equal to the total sum of all the decay rates
from |r1〉 to the ground states except for the ones for
|r1〉 → |g〉 and |r1〉 → |e〉. The same applies to the de-
cays from |r2〉 and |r′2〉 to |u〉. In this way the decays
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FIG. 9. (a) Relevant energy levels for the D1 transition of
87Rb consisting of the 52S1/2 and 52P1/2 manifolds. The ones
enclosed by the dashed ellipses are those explicitly included in
the effective model. (b) The effective energy scheme employed
in the calculation. The wavy arrows indicate the spontaneous
decays from the excited states. |g〉 = |F = 2,mF = −2〉,
|e〉 = |F = 1,mF = −1〉, |r1〉 = |F ′ = 2,mF = −2〉, |r2〉 =
|F ′ = 2,mF = −1〉 and |r′2〉 = |F ′ = 1,mF = −1〉.
to |u〉 embody all the decays to the outside of the qubit
subspace. Note that in the real system it is possible for
the atomic population outside the quibt subspace to be
pumped back to the subspace again. Here we ignore such
processes and the population in |u〉 only accumulates in
the simulation.
In the end we have nine different Lindblad operators
per atom in the form of (59) with the following collapse
operators (here 2γ = 2pi · 5.75 MHz):
C
(i)
1g =
√
γ
3
(
g√
3∆1
a|g(i)〉〈g(i)|+ Ω1
2
√
2∆1
|g(i)〉〈e(i)|
)
,
(B4)
C
(i)
1e =
√
γ
2
(
g√
3∆1
a|e(i)〉〈g(i)|+ Ω1
2
√
2∆1
|e(i)〉〈e(i)|
)
,
(B5)
C
(i)
2g =
√
γ
2
(
g
2
√
3∆2
a|g(i)〉〈e(i)|+ Ω2
2
√
2∆2
|g(i)〉〈g(i)|
)
,
(B6)
C
(i)
2e =
1
2
√
γ
3
(
g
2
√
3∆2
a|e(i)〉〈e(i)|+ Ω2
2
√
2∆2
|e(i)〉〈g(i)|
)
,
(B7)
C
(i)
2′g =
√
γ
6
(
g
2(∆2 + ω′12)
a|g(i)〉〈e(i)|
+
Ω2
2
√
6(∆2 + ω′12)
|g(i)〉〈g(i)|
)
, (B8)
C
(i)
2′e =
√
γ
2
(
g
2(∆2 + ω′12)
a|e(i)〉〈e(i)|
+
Ω2
2
√
6(∆2 + ω′12)
|e(i)〉〈g(i)|
)
, (B9)
C
(i)
1u =
√
5γ
6
(
g
2
√
3∆1
a|u(i)〉〈g(i)|+ Ω1
2
√
2∆1
|u(i)〉〈e(i)|
)
,
(B10)
C
(i)
2u =
√
17γ
12
(
g
2
√
3∆2
a|u(i)〉〈e(i)|+ Ω2
2
√
2∆2
|u(i)〉〈g(i)|
)
,
(B11)
C
(i)
2′u =
√
19γ
12
(
g
2(∆2 + ω′12)
a|u(i)〉〈e(i)|
+
Ω2
2
√
6(∆2 + ω′12)
|u(i)〉〈g(i)|
)
.
(B12)
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