Abstract. Anchor text has been considered as a useful resource to complement the representation of target pages and is broadly used in web search. However, previous research only uses anchor text of a single snapshot to improve web search. Historical trends of anchor text importance have not been well modeled in anchor text weighting strategies. In this paper, we propose a novel temporal anchor text weighting method to incorporate the trends of anchor text creation over time, which combines historical weights of anchor text by propagating the anchor text weights among snapshots over the time axis. We evaluate our method on a real-world web crawl from the Stanford WebBase. Our results demonstrate that the proposed method can produce a significant improvement in ranking quality.
Introduction
When a web page designer creates a link to another page, she will typically highlight a portion of the text of the current page, and embed it within a reference to the target page. This text is called the anchor text of the link, and usually forms a succinct description of the target page so that the reader of the current page can decide whether or not to follow the hyperlink.
Links to a target page are ostensibly created by people other than the author of the target, and thus the anchor texts likely include summaries and alternative representations of the target page content. Because these anchor texts are typically short and descriptive, they are potentially similar to queries [7] and can reflect user's information needs. Hence, anchor text has been widely utilized as an important part in ranking functions in general for commercial search engines.
Anchor text can also be important to other tasks, such as query intent classification [15] , query refinement [14] , query translation [17] and so on. Mining anchor text can help to better understand queries and users' information needs and enrich the representation of the linked page content.
When used for retrieval, one anchor text might not be as useful as another, and so recent work [19, 7] has focused on how to determine the importance of anchor text for a given destination page. However, such work only considers one snapshot of the web graph (the current web), and so the influence from historical anchor text is "excluded".
More importantly, the creation of anchor text reflects how web content creators view the destination page. A historical trace of the variation in such viewpoints can help determine how to interpret the page. Consider a page which has 10 newly created in-links associated with a specific anchor text in the past 3 days. When compared with another page which only received ten in-links (with the same anchor text) within the past 10 years, the importance of the anchor text on the former page should be emphasized, even if the absolute weights based on the current snapshot cannot differentiate them.
The primary goal of our work is to incorporate the trends of the creation of page in-links associated with anchor text into measuring the anchor text importance for representing page content in the retrieval task. We operate on the assumption that better anchor text representation of pages can improve retrieval quality. We incorporate the historical trends on anchor text by propagating the anchor text weights among historical and predicted future snapshots over the time axis. The significance of our work can be generalized onto other tasks, such as web page clustering and classification. It can also help to build time-sensitive document models. Furthermore, we propose a variety of ways to incorporate the trends from historical snapshots to better estimate the importance of anchor text in the current snapshot. Finally, we verify our models via empirical experiments, and our experiment shows the retrieval quality has significant improvement on a real-world web crawl from the Stanford WebBase.
Related work. Anchor text has been widely exploited in commercial search engines to improve web search. Brin and Page [3] recognized the importance of anchor text to be associated with the page to which a link points. Eiron and McCurley [8] investigated properties of anchor text in a large intranet and show its similarity with real user queries and consensus titles. It shed light on the evidence that better understanding of anchor text can help translate user queries into search results with high quality. Recent work by Fujii [9] investigated anchor text distributions on the web for query intent classification, which is used to construct an anchor text based retrieval model for web search. Anchor text can be modeled in different ways, incorporating diverse factors. Metzler et al. [19] focused on anchor text sparsity problem by incorporating anchor text associated with external links to enrich document representation. Dou et al. [7] took into consideration the relationship among anchor text which refers to the same destination page into anchor text based retrieval models to enhance the quality of search results.
Both Dou et al. [7] and Metzler et al. [19] used the retrieval model of BM25F [23] , which is an extended BM25 model adaptive to fielded documents, to verify their models on anchor text empirically. The BM25F model can be further understood as smoothing destination page content by its surrogate anchor text, which is similar with the ideas of cluster-based smoothing and neighbor-based smoothing in language models. In this paper, we also use this model, but we aim to show the effectiveness of using historical information to model anchor text importance for retrieval.
Previous work has been focused on improving retrieval quality by incorporating temporal factors. Acharya et al. [1] proposed a series of temporal signals concealed in search context, which benefit web search quality. Work in [16, 12, 5] incorporated the bias from the temporal distribution of (relevant) search results into language models. Berberich et al. [2] took into account the temporal factors into link analysis algorithms. However, none of them considers to use link creation rate reflected on the anchor text weights to improve ranking quality. Our work catch the evidence of link occurrence at different time points such that we can infer the creation rate of every node and associated anchor text for every link. This enables us to analyze the anchor text importance change over time, and further use it to model anchor text weights for retrieval. The remainder of this paper is as follows. We introduce the temporal anchor text data used in this work. We then start to describe our methods in Section 3, which utilizes temporal anchor text to better evaluate the importance of anchor text for retrieval. The experiments in Section 4 and 5 show the effectiveness of our approaches. We conclude this work in Section 6.
Temporal Anchor Data
A destination page gets in-links from multiple source pages at different time points, each with distinct anchor text. We assign a timestamp to each pair of source and destination page, which represents the creation time of the associated link. Naturally, we consider the item <source page, destination page, anchor text, creation time> to be unique. If the anchor text on the link changes, we assume that the link associated with the old anchor text is removed and another link associated with the new anchor text is created. Figure 1 demonstrates the variation of the similarity of anchor text terms from month to month over a five-year time period. Earlier months show somewhat larger changes, while the changes are more moderate in later time periods. This follows as many in-links were created during the time period from 2001 to 2002. However, we also found the change in 2004 has a larger deviation. We infer that in-links have sharp increase for some destination nodes, but not for others. To better understand the finegrained variation of anchor text on links, we keep track of how the anchor text on each link change over time. The Jaccard coefficient of anchor terms on a specific link between two successive time points is 0.9954 ± 0.0514 on average. Based on these ob-servations, we believe that the anchor text on links are relatively stable. Most anchor text does not change from the time point when the associated link was created to the time point when it was removed. The change of aggregated effects from anchor texts on destination nodes can be potentially used to benefit web search. Motivated by these observations, we propose our temporal anchor text based retrieval method.
Temporal Anchor Text based Retrieval
In this section, we describe our proposed methods which incorporate historical trends of page in-links creation rate and smooth the anchor text weights for destination pages in anchor text based retrieval. Our method requires a web graph and the time point t 0 on which it is crawled. Here, we define t 0 to be the current time point, and assume the retrieval evaluation is based on the situation at t 0 . We follow the approach proposed by Metzler et al. [19] to determine weights on anchor text at each time point. Metzler et al. aggregated a set of unique anchor text lines for each given destination page, and calculated weights on them individually. However, we add extra time points to the weights on anchor text lines. Such weights on anchor text lines represent their importance on a given destination page at a specific time point. The output of our method is a collection of anchor terms and the final smoothed weights on them for a destination page at time point t 0 . Specifically, our approach can be divided into the following three steps:
-aggregate anchor text lines and calculate weights on them for destination pages at each time points before t 0 ; -analyze the trend and use it to predict the possible weights on anchor text lines at the time points after t 0 ; -propagate and diffuse the weights on anchor text lines through the time axis;
Aggregate Historical Anchor Text
In order to better understand how to collect and weight the aggregated historical anchor text, we first describe how we weight the anchor text of the current snapshot. We use the methods in [19] to collect and weight anchor text for a specific web snapshot. Indeed, there are other ways to weight anchor text beyond the methods presented in [19] . However, [19] is the only one to deal with anchor text sparsity problem. Considering the fact that historical link information may sometimes be unavailable, to better enrich the anchor text representation becomes a good choice. We now briefly review the way of collecting and weighting anchor text in that work.
Given a URL u, all in-link pages P that are within the same site(domain) as u are collected as internal links. 
where S(u) is the set of external sites that links to u, δ(a, u, s) is 1 iff anchor text line a links to u from site s. The aggregated anchor text are weighted in multiple ways, we choose two of them which are shown to have best performance in general in [19] , defined as follows:
wt (a, u ) where N (u) is the set of internal in-links and wt(a, u ) is the original weight of anchor text line a for URL u . Both original anchor text lines and external anchor text lines are used to enrich anchor text representation. We choose to use combined representation and back off representation to enrich destination pages' representation. Combined representation keeps the document structure and augments both original anchor text and aggregated anchor text, whereas back off representation exempts from the aggregated anchor text which have already appeared in original anchor text lines.
Once we have weights on anchor texts at the current time point t 0 , we have actually known which links should contribute to anchor text weights. We keep track of these links by looking back to seek their creation time (see Section 3.4 for details). We define the difference of two successive time points as ∆t, i.e., ∆t = t i − t i−1 . We map each link onto the time axis according to its creation time. If link l is created before t i but after t i−1 , then for any given time point t j (0 > j ≥ i), l is included in the snapshot at t j . Given any time point t i (i < 0), we calculate the weight w i (a, u) of anchor text line a on the web page u based on all the links included at time point t i .
Quantify Trends to Predict Future
Quantifying trends of weights on anchor text can help to predict how the weights change at future time points. Given a destination page, if the importance of its particular anchor text increases more greatly than its other anchor text, we may have higher confidence to believe such anchor text should be emphasized in some way since the trend shows it may get a higher weight in the near future. Here, we assume that: (1) newly created inlinks prefer to associate with the anchor text used by recent in-links, according to their popularity, and (2) the weights on anchor text have reflected the number of page/site pointing to the target page, using that anchor text.
ARIMA (Auto-Regressive Integrated Moving Average) is a powerful way to predict time-series, but it is complex to use. Instead, we use the linear regression on moving average of order m to predict the value at the next time point. The reasons are as follows: (1) we observe that weights on anchor text have stable and monotone trends through time once the anchor text begins associating with the destination page; (2) we test the linear regression on weights (Max+combined) of individual anchor text line for a given destination page over time axis. The average mean square error (MSE) is only 0.0656. Based on these observations, we believe the linear model can well fit the trends of historical anchor text weights.
Given a URL u and one associated anchor text line a, we have a series of historical weights w −n (a, u), w −n+1 (a, u), . . . , w 0 (a, u) . We first use a sliding window with size 2k + 1(k > 0) to smooth the time series. We calculate a moving average of order 2k + 1 as the following sequence of arithmetic means:
By using the sequence calculated above, we next use linear regression to predict the possible average at time point (−k + 2). The model assumes the moving average of order 2k + 1 has a linear relationship with the time points given a pair of anchor text and destination page, which is given by:
See [22] for deep analysis of the non-stationary correlated errors i . We use existing evidence to estimate the parameters b and c. Once the weight w −k+2 (a, u) is achieved, w 1 (a, u) can be calculated by:
After we get the value of w 1 (a, u), we move the sliding window forward to calculate w i (a, u)(i > 1).
Diffuse Temporal Anchor Text Weights
Analyzing the trends of anchor text weights on a destination page allows us to predict the anchor text weights in the future. However, in order to better measure the importance of anchor text lines at t 0 , we need to combine both the predicted future weights and the historical weights. As discussed in previous section, the predicted weights are extrapolated from historical trends, which help to differentiate two anchor text lines with the same weights at t 0 . On the other hand, historical anchor text weights provide confirmation about what a destination page looks like. When we emphasize the predicted future weights, we actually give preference to the newly created destination pages, since the new pages tend to have higher anchor text creation rate, and the predicted anchor text weights are usually overemphasized. Whereas, when we combine some historical weights, we likely emphasize old pages which have stable anchor text distribution. By combining both the historical weights and predicted future weights, we can harmonize the influence from these two sides. Specifically, we assume that the weights on an anchor text line at one time point can propagate through time axis to influence the weights of the same anchor text line at other time points for a given destination page. The intuition is that if an anchor text have a weight at a time point t i , we hope it can influence the weights on the same anchor text at other time points by a decayed way which is proportional to a temporal distance. Thus, weights on two close time points would have more influence to each other than those on two far time points. Furthermore, we assume that the change ratio of the destination page content will also influence the weight propagation since huge change is likely to cause such propagation decayed more quickly. Given a time window, we calculate weights at the middle time point by aggregating the discount weights from all time points within it.
We now describe our method to propagate the weights formally. Let γ be the size of time window T , i.e., the number of time points within the time window. Let a be an anchor text line. Let u be a destination node, and u i be a destination node at time point t i . w 1 (u, a), w 2 (u, a) , . . ., w γ (u, a) are the weights of a on u at time points within the time window T . The weights at time point t γ 2 after combining the propagated weights other time points within the time window is given by:
where f (u, γ, i) is the kernel function which determines the way of combining weight w(u, a) at time point 
where
is the average similarity between the destination page u's content at two successive time points within the scale
Without loss of generality, we assume i < γ/2. B u (i ↔ γ 2 ) is defined by:
We compare the similarity of two snapshots of page u's content by comparing their associated language models via the Bhattacharyya correlation:
This metric renders a similarity score between 0 and 1. Although this similarity is only based on P (w|θ u ), we can consider to combine other measures based on topic, timestamp, or out-link overlap so that all these measures can influence the probability of propagating the anchor text importance through the time axis.
Implementation
One key problem for utilizing temporal anchor text is that it is difficult to keep track of the information about when a link was created. Given a link appearing in the current snapshot, we looked back to the archival copies of the source page via the Wayback Machine portal of Internet Archive [10] . We parsed these copies to get all out-links within this page, and checked whether the given link was still in the out-link collection and whether the anchor text associated with the given link had any change. If either the anchor text has changed or the link did not exist, we utilized the timestamp of the next latest copy to be the time when the given link was created.
4 Experiment Setup
Data set and Evaluation
Although many datasets, such as TREC .GOV collection [20] , have been built for research purposes, they are usually small and biased, and cannot represent the characteristics of the real-world web graph. Hence, we choose to use a May 2005 crawl from the Stanford WebBase [4] as our dataset for ranking evaluation. This crawl has 58 million pages, and approximately 900 million links. For ranking evaluation, 50 queries are selected from a set of consisting of those frequently used by previous researchers, ODP category names, and popular queries from Lycos and Google. For each query, we have judgment of 35 URLs on average. When human editors (members of our research lab) judge each pair of <query, URL>, they are asked to give a score based on how relevant the URL is to the given query. The rating results in the selection among excellent, good, not sure, bad, and worse. We use five-value scale which translates the ratings into the integers from 4 to 0. If the average score for this pair is more than 2.5, it is marked as relevant.
Based on the available relevance judgments, we evaluate the retrieval quality of our ranking algorithms over the Normalized Discounted Cumulative Gain (NDCG) [11] metric. NDCG credits ranking list with high precision at top ranks by weighting relevant documents according to their positions in the returned search results. Precision@10 is also used to show ranking performance, which calculates the average fraction of relevant URLs within the top ten results across all queries.
Ranking Function
Combining different fields of web pages has been shown highly effective for retrieval on the web in previous work [24] . BM25F is such a ranking model, which combines term frequencies in different fields linearly for BM25 score calculation. In this work, we test our anchor text weighting strategies by combining body text and anchor text in the BM25F model for retrieval. Suppose w body (i, j) is the weight of term i for page j in the body field, i.e., the term frequency of term i in page j. Let w anchor (i, j) be the weight of term i in the anchor text lines associated with page j, which is calculated by:
where wt(a, j) is the weight on anchor text line a for the page j, and tf anchor (i, a) is the term frequency of i in the anchor text line a. The aggregated term weights on i is a linear combination of weights i on anchor text and page body, which is given by:
where α is a combination parameter, which controls the balance between term weights on anchor text and page body used in BM25F ranking function. The document length is calculated by the same method.
Experimental Results
In this section, we describe the results of the experimental ranking evaluation. We start by showing how much the proposed ranking algorithms significantly improve the retrieval quality. We then render some deeper analysis about the characteristics of this ranking algorithms with respect to the improvement of ranking quality.
Performance Comparison
The first experiment shows the effectiveness of enlarging the window for propagating historical weights on anchor text lines over multiple aggregation functions and anchor text representation. The results are reported in Table 1 . The baseline is the best performance by using the methods in [19] (on the latest snapshots). Since we remove all inlinks if there is no historical snapshots for the inlinked nodes in the Internet Archive, the improvement of using anchor text versus without using anchor text is not obvious. The performance of almost all combinations of window sizes, aggregation functions and document representation over all the metrics outperform the baseline significantly. Furthermore, the performance of all combinations of aggregation functions consistently increases with the window size, which indicates the temporal inlinks, especially long term historical inlink context is a good resource to reflect the link evolution that can be utilized in improving the ranking quality in terms of document relevance. Furthermore, the combined aggregation functions outperform the Backoff approaches, which suggests that the benefits from the "confirmation" influence brought by duplicate anchor text lines outweigh the noise they introduced.
Analysis
We now describe the effectiveness of kernel functions used in propagating anchor text line weights. The results are rendered in Table 2 . The performance of Rectangle kernel is arguable the best in general among all combinations of aggregation functions. Gaussian and Circle kernels show comparable performance, which outperform Triangle and Cosine kernels. This observation demonstrates that search results benefit from emphasizing both historical and predicted future anchor weights without deemphasizing the influence of time points far away from the current point. We infer that the ranking quality will benefits from long-term temporal information rather than short-term one since long-term information tends to express more stable trends. Next, we investigate the relationship between the average age of search results and the relative improvement of ranking quality in Table 3 . We bucketize the queries according to the average age of their top 2000 search results. Bucket 0 is the one, in which query results have the short average age, and bucket 3 is the one in which query results have the longest average age. From Table 3 , query results with longer ages benefit more by propagating anchor text weights from past time points, whereas the query results with shorter ages have better improvements by propagating predicted weights from future time points over all window sizes. By combining the weights on both past time points and future time points, the relative improvement is greater than only combining weights in one direction for most buckets in different window sizes. 
Conclusion
The dynamic page in-links and associated anchor text reflect how other pages view destination page changes over time. However, the ever-changing weights on anchor text, as an indicator of the change of anchor text importance, is seldom used for web search, partly because such information is not available. In this paper, we utilize the historical archival copies of web pages provided by the Internet Archive (a public resource) to investigate the way to benefit web search. We propose new methods to quantify anchor text importance, which is motivated by differentiating pages with different in-link creation rate over time and different historical in-link context. Evaluation experiments on one crawl of Stanford WebBase show the ranking performance of our proposed methods has more than 10% improvement over a baseline without considering historical information.
From this work, we realize that the current archival web pages only cover a small portion of the historical web, which causes a large amount of missing anchors (only 2.57% anchors have archival copies in our data set) and thus limits the application of the proposed method. Furthermore, the crawling policies used to collect these archival web page copies might not accurately records the trace of web activities. However, as an initial work, our results unraveled that with enough historical information for pages on the web, we can potentially give more accurate estimation about anchor text importance and page in-link importance to improve web search. As future work, we hope to find a way to mitigate the gap caused by the anchors having archival copies and those without in searching process, such that the method can be completely applicable.
