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1. INTRODUCTION 
Consider the second-order self-adjoint matrix differential system 
[P(t)Y']' + Q(t)Y = o, (1.1) 
on [0, oo), where Y(t), P(t), and Q(t) are n x n real continuous matrix functions on [0, oo) with 
P(t), Q(t) symmetric and P(t) positive definite for t e [0, oo) (P(t) > 0, t > 0). A solution Y(t) 
of (1.1) is nontrivial if det Y(t) # 0 for at least one t E [0, ~)  and a nontrivial solution Y(t) 
of (1.1) is prepared if 
Y*(t)P(t)Y'(t) - Y*'(t)P(t)Y(t) = O, t e [0, co), 
where for any matrix A, the transpose of A is denoted by A*. System (1.1) is oscillatory on 
[0, oo) in case the determinant of every nontrivial prepared solution vanishes on [7, c~) for each 
T>0.  
The oscillation problem for system (1.1) and its various particular cases has been studied 
extensively in recent years, e.g., see [1-9] and the references therein. Note that in 1999, Parhi 
and Praharaj [7] studied the oscillation of system (1.1) under the assumption P- l ( t )  > I, where 
I is the n x n identity matrix. In the present paper, by employing a matrix Riccati technique, 
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an averaging technique and positive linear functionals, we shall obtain several new oscillation 
criteria for system (1.1) under the assumption P-l(t)  >_ a(t)I with a E C1([0, oo), (0, oo)) and 
&P  differentiable. Our results extend, improve, and embody a number of existing results and 
handle some cases not covered by known criteria. In particular, two interesting examples that 
point out the versatility of our results are included. Finally, motivated by the idea of Meng and 
Sun [10], we extend the previously obtained results to the linear matrix Hamiltonian system of 
the form 
X t = A(t)X + S(t)Y, 
Y'  = C(t)X - A*(t)Y. (1.2) 
For any n x n real symmetric matrices A, B, C, we write A > B to mean that A - B > 0, that 
is, A - B is positive semidefinite and A > B to mean that A - B > 0, that is, A - B is positive 
definite. We will use some properties of this ordering, viz., A >_ B implies that CAC >_ CBC 
and A > B and B > 0 imply that A >_ 0. 
To state and prove our theorems, we need the following definition and lemma contained in [11]. 
DEFINITION 1.1. Let M be the linear space ofn x n matrices with real entries and S C M be 
the subspace of n x n symmetric matrices. A linear functional L on M is called '~ositive" if 
L(A) > 0 whenever A E S and A > O. 
LEMMA 1.2. If L is a positive//near functional on M, then for all A ,B  E M, IL(A*B)[ 2 ~_ 
L(A*A)L(B*B). 
2. MAIN  RESULTS 
In this section, we shall establish several new sufficient conditions for oscillation of system (1.1). 
THEOREM 2.1. Assume that 
(H1) there exists a function a e Ci([0, oo), (0, oo)) such that a'P is differentiable and P- l (  t ) >_ 
a(t)I; 
(H2) ~¢ t 2 --1 t Ya f(t)(fo f (s) ds) (fo f(s) ds) k dt = c~ for some k, 0 < k < 1, and some a > 0, where 
f is a nonnegative, locally integrable function on [0, c~) such that fo  f(s) ds ~ O; 
(H3) there exists a positive//near functional L : M --* R such that limt-~o F(t) = c% where 
Fit ) = Fit , 0), 
and 
(/: ) F(t, a) = f(s) ds f(s) L[~(u)] duds ,  t > a > O, 
at2(t) 
P(t) + l [a'(t)P(t)]'. ql(t) = a(t)Q(t) 4a(t) 
Then system (1.1) is oscillatory. 
PROOF. Suppose to the contrary that system (1.1) is not oscillatory. Then there exists a non- 
trivial prepared solution Y(t) of (1.1) such that detY(t) ~ 0 for t _> to > a. Define 
R(t) = a(t)P(t) [Y ' ( t )y - l ( t ) -  &(t) _1 
for t >_ to, then R(t) is weU defined, symmetric, and solves the Pdccati equation 
R'(t) + -~--~R(t)P-l(t)R(t) + O(t) = O. (2.2) 
Integrating (2.2) from to to t yields 
R(t) + ~ a~-(~R(s)P-l(s)R(s)ds + ~ ~(s)ds = R(to). 
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By applying L, we get 
L[R(t)] + L R(s)P-l(s)R(s) ds + L[~(s)] ds = L[R(to)]. 
Multiplying the above identity through by f(t) and then integrating from to to t, we have 
i: f(s)L[R(8)]ds+ ii f(8) ( ftf L [-~)R(u)P-I(~,R(u)] d~)ds 
(2.3) £ = (L[R(to)] - F(t, to)) I (s)  ds < O, 
for large t due to (H2) and (H3) (see [7, Remark l(ii),(iii)]). From (H1), it follows that 
o~) > R2(t) > O, 
and hence, (2.3) yields 
I i  f(s)L[R(s)] O, (2.4) ds < 
for large t. Consequently, from (2.3), the Cauchy-Schwarz inequality, and Lemma 1.2, we have 
<_ I (s)L[R(s) l  ds 
Let 
r(t)= I i  f(s) ( I f  L [-~R(u)P-l(u)R(u)] du) ds, 
then, for t > tl > to, we have 
It follows from (2.5) that 
<--L(I)rk-2(t) ( i f  f2(s)ds) (~i L [~-~-~ R(u)P-l(u)R(u)] ds) , 
(2.6) 
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that is, 
k t~ k t 
Integrating from tl to t, we obtain 
] (f 
ft t L(I) 1 < L(I) rk-2(s)r'(s) ds < - - .  - -  < c~, - 1 - 1 -k  r l -k( t l )  
which contradicts (H2) (see [7, Remark 1(0]). This completes the proof of Theorem 2.1. 
THEOREM 2.2. Assume that (H1) and (H2) hold, and that there exists a positive//near functionM 
L : M --* ]R such that 
(S4) l imsupt_~c(1/t ) fo(fo L[~(u)] du)ds = c~; 
(Hh) l iminf ,_~ F(t) > -0% where f ( t )  and ~(t) are given in (H3). 
Then system (1.1) is oscillatory. 
PROOF. Suppose to the contrary that system (1.1) is not oscillatory. Then there exists a nontriv- 
ial prepared solution Y(t) of (1.1) such that det Y(t) 7~ 0 for t > to > a. Define R(t) as in (2.1) 
for t > to, then we obtain (2.2) and R*(t) = R(t). Proceeding as in the proof of Theorem 2.1, we 
obtain (2.3). Thus, by (H2) and (Hb) we have 
= L[R(to) l  - F ( t ,  to) <_ 71, 
for t > tl > to, where 71 is a constant (see an analogy to [7, Remark l(v)]). 
Now we claim that r(t)(ftto f(s) ds) -1 is bounded, where r(t) is given by (2.6). Suppose to the 
contrary that it is unbounded. Since f[o L[(1/a(u))R(u)p-l(u)R(u)] du is nondecreasing and 
(H2) holds, it follows that r(t)(f[ ° f(s) ds) -1 is nondecreasing (see [7, Remark l(vi)]). Hence, 
From (2.7), it follows that, for t _> tl, 
that is, 
= (2.8) 
fto f(s)L[R(s)] ds + r(t) < 71 f(s) ds, 
f(s)L[R(s)] ds + -~r(t) < 71 - ~r(t) f(s) ds f(s) ds. 
Thus, the left-hand side is negative for large t, due to (2.8). Consequently, we obtain (2.4). 
Proceeding as in the proof of Theorem 2.1, we arrive at a contradiction to (H2). Hence, our 
claim holds. 
From [7, Remark l(vii)], it follows that ftto L[(1/a(u))R(u)p-l(u)R(u)] du is bounded. If 
L[R(to)]- ftl  L [~-(~R(u)P-l(u)R(u)] du <<-72, 
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where r/9. is a constant, hen from (2.2) we have 
S l  L[@(s)] _< ~2 - L[R(t)]. ds 
Hence, 
l/i(/: ) fo L[~(u)] du as < r/2(t - to) 1 t - t t L [R(s ) ]  ds. 
By the Cauchy-Schwarz inequality and Lemma 1.2, 
L[R(s)] ds <_ ---7- (n[R(s)]) 2 ds 
t - to f*  <_ ~L( I )  J~. L[n2(s)l ds 
<_ L(I)-- O -  L R(~)P-~(~)R(~) e~. 
Since I:o L[(1/~(,~))R(,~)P-~(,~)R(,~)] d~ is bounded, we obt~in 
lim L[R(s)] ds = O, 
t---* oo  
and therefore, 
From (2.9), it follows that 
lim 1 ft l  t-~oo -t L[R(s)] ds = O. 
limsupl fti (ftt~ L[~(u)]du) ds < t 
1303 
(2.9) 
1[;0] 
2~(t)(t + 2) , + 2 ' 
and 
1 co , 
Q(t) = ~(t) 0 
10 ] 
+ cos t 
+ ~P( t ) -  2~(t)[a'(t)P(t)]', 
3. EXAMPLES 
In this section, we will show the applications of our oscillation criteria by two examples. We 
will see that the systems in the examples are oscillatory based on the results in Section 2, though 
the oscillations cannot be demonstrated byconditions in [1-9] and the references therein. 
We first give an example to show Theorem 2.1. 
EXAMPLE 3.1. Consider system (1.1) with t > 0, 
a contradiction to (H4) due to an analogy to [7, Remark 1 (iv)]. Hence, the proof of the theorem 
is complete. 
REMARK 2.3. If we choose a(t) - 1 for all t > 0 and the positive linear functional L(C) = tr C, 
Theorems 2.1 and 2.2 above reduce to Theorems 2.1 and 2.3 of [7], and then extend, improve, 
and unify the related results in [1,3,4,6,9] and others. 
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where a • C2([0, co), (0, oo)). Note that 
P- l ( t ) -a ( t ) I  > a(t) [ t + l 01] - 0 > 0 and tr q2(t) = 1. 
Taking f(t) = t, k = 2/3, and L(C) = trC,  we observe that Assumptions (H1)-(H3) are satisfied. 
From Theorem 2.1, it follows that this system is oscillatory. 
The next example is to illustrate Theorem 2.2. 
EXAMPLE 3.2. Consider system (1.1) with t >_ O, P(t) as in Example 3.1, and 
1 [q ( t ) -cos t  
Q(t) = ~(t) , 0 
where c~ • C2([0, oo), (0, oo)) and {o, 
q(t) = 2(t - 2m - 1), 
-2 t  + 4(m + 1), 
Note that 
q(t) O cost ] + ~ P(t) - 2~(t) [a' (t)P(t)]', 
t e [2m, 2m + 1], 
tE [2m+l ,2m+3] ,  
tE  2m+~,2m+2 , m = 0,1 ,2 , . . . .  
P-l(t) - a(t)I > a(t) [ t + l 01] - 0 > 0 and trY(t)  = 2q(t). 
Taking L(C) = tr C, 0 < k < 1, and 
1, t e [2m, 2m+ 1], 
f ( t )=  O, te (2m+l ,2m+2] ,  m=0,1 ,2 , . . . ,  
then similar to Example 2 of [7], we can check that all conditions of Theorem 2.2 are satisfied, 
and hence, this system is oscillatory. 
4. FURTHER RESULTS 
In this section, we shall extend the results of Section 2 to the linear Hamiltonian system (1.2), 
where X(t), Y(t), A(t), B(t) = B*(t) > 0, and C(t) = C*(t) are n x n matrices of real-valued 
continuous functions on [0, oo). 
We recall for the sake of convenience of reference the following definitions and notations from 
[10]. For any two solutions Xl(t), Yl(t) and X2(t), Y2(t) of (1.2), the "Wronskian" Z~(t)Y2(t ) - 
Y~(t)X2(t) is a constant matrix. In particular, for any solution X(t), Y(t) of (1.2), X*(t)Y(t) - 
Y*(t)X(t) is a constant matrix. The solution X(t),Y(t) of (1.2) is said to be conjoined if 
X*(t)Y(t) - Y*(t)X(t) = O. 
A conjoined solution X(t), Y(t) of (1.2) is said to be a conjoined basis of (1.2) if the rank of the 
2n x n-matrix (X(t); Y(t)) is n. A conjoined basis X(t), Y(t) of (1.2) is said to be oscillatory on 
[0, c~) if det X(t) has arbitrarily large zeros; otherwise, it is called nonoscillatory. System (1.2) 
is said to be oscillatory if every conjoined basis of (1.2) is oscillatory. 
If a conjoined basis X(t), Y(t) of (1.2) is nonoscillatory, then X(t) is nonsingular for all suffi- 
ciently large t, without loss of generality, say t > 0. For any a E C1([0, c~), (0, oo)) with a'B -1 
differentiable, define 
W(t) = a(t) [Y(t)X-l(t) - ~B- l ( t ) ]  , t ___ o. (4.1) 
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From (4.1) and (1.2), we have 
W'(t) = Cl(t) - A*(t)W(t) - W(t)A(t) - W(t)Bl(t)W(t), (4.2) 
where Bl(t) = (1/a(t))B(t) and 
1 [a,(t)B_l(t) ], a'(t) [B_l(t)A(t) + A,(t)B_l(t) ] + B_l(t) _ 2 Cl(t) = a(t)C(t) - -~--
Let ~(t) be a fundamental matrix for the linear equation v' = A(t)v, and set 
1 -1 B2(t) = (P-l(t)Bl(t)~*-l(t) = -~ (t)B(t)~*-l(t), 
C2(t) = -~*(t)Cl(t)~(t). 
(4.a) 
(4.4) 
Taking R(t) = ~*(t)W(t)~(t), from (4.2)-(4.4), it follows that R(t) is well defined, symmetric, 
and solves the Riccati equation 
R'(t) + R(t)B2(t)R(t) + C2(t) = O. (4.5) 
Then, similar to the proofs of Theorems 2.1 and 2.3 in [7], Theorems 2.1 and 2.2 above, from (4.5) 
we obtain the following criteria for system (1.2). 
THEOREM 4.1. Assume that (H2) and (H3) with ~(t) replaced by C2($ ) hold, and 
(Sl)' there exists a function a e C1([0,oo),(0,oo)), such that a'S -1 is differentiable, and 
B (t) >_ I, 
where B2(t) and C2(t) are given in (4.3) and (4.4). Then system (1.2) is oscillatory. 
THEOREM 4.2. Assume that (HI)' and (H2) hold. Moreover, suppose that there exists a positive 
linear functional L:  M --* R such that (H4) and (Hh) with q2(t) replaced by C2(t) hold, where 
B2(t) and C2(t) are given in (4.3) and (4.4), then system (1.2) is oscillatory. 
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