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ABSTRACT

As part of my undergraduate degree I studied various areas in quality
control. Included in these areas of study was the concept of control
charts, which are becoming increasingly more important in industry for
effective manufacturing processes.

The general form for constructing a control chart assumes that the
outcomes of the process conform to a normal distribution.

Data

gathered at an industrial sit9 in Western Australia illustrates that this is
not always the case.

The distribution of the data collected for a

specific manufacturing process was found to be significantly different
from the normal distribution, in that it was right tail skewed.

This report investigates one method of constructing control charts for
asymmetrically distributed process data.

The method involves

transforming the data to fit a normal distribution, calculating the
control limits, converting them back to the original data scale and then
constructing the control chart.

A simulated Poisson distribution is used throughout this report in
various examples. However, in Chapter 6 real data from an industrial
manufacturing process is used to provide a complete case study. This
example illustrates the significance of the study and highlights the
possibilities for further research in this area.
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1.1 Background
Quality control greatly assists

those

interested

m increasing

productivity, enhancing market penetration, and achieving greater

profitability and strong competitiveness.

Quality control techniques

are therefore frequently used by manufacturing and development
engineers, managers, procurement specialists, marketing personnel,

technicians,

laboratory

analysts,

and machinery

inspectors

and

operators.

One major area in quality control is the construction of control charts

for manufacturing processes. Control charts are an on-line process in
which a quality characteristic of a sample or item is graphically plotted
against the sample/item number or time. Included in these charts are
control limits which provide boundaries for the quality characteristic.
The control limits are made up of two critical values, known as the
upper control limit (UCL) and the lower control limit (LCL).

If a

quality characreristic plots outside of these control limits the process is
considered to be 'out of control' and investigations are carried out to

determine reasons for the lack of consistency.

Control charts provide the producer with a tool of detecting process
variations as they occur. This, in turn, gives the producer the ability to
quickly assess the adequacy of the process. Some advantages of using
control charts in industry are:

I

I.

Control

charts

productivity.
scrap

and

are

a

proven

technique

for

improving

A successful control chart program will reduce
rework,

which

negatively

affect

the

primary

productivity in any operation. If you reduce scrap and rework,
productivity increases, costs decrease, and production capacity is
enhanced.

2.

Control charts are effective in defect prevention. The control
chart helps keep the process in control, which is consistent with
the 'do it right the first time' philosophy.

3.

Control charts prevent unnecessary process adjustments.

A

control chart can distinguish between background noise and

abnormal variations.

4.

Control charts provide diagnostic information. The pattern of
points on the control chart will frequently contain information of
diagnostic value to an experienced operator or engineer.

This

information allows the implementation of a change in tho process
that improves its performance.

5.

Control charts provide information about process capability.
The control chart provides information about the value of
important process parameters and their stability over time. This
allows an estimate of process capability to be made.

2

Upper Control
Limit (UCL)

Centre line

Figure 1·1 Basic form of a control chart.

Figure 1-1 represents the basic principles of a control chart.
centre line represents a statistic of the process.

The

For the purposes of

this study tae centre line will portray the process mean.

The

symmetric (ideally normal), curve on the vertical axis illustrates the
relationship of the UCL and LCL to the mean. That is, the limits are
the same distance apart from the centre line and the area under the
curve between the centre line and the UCL is equal to the area under
the curve between the centre line and the LCL. The distances between
the centre line and the limits are generally 3 times the process standard
deviation. The general form of the limits for a control chart about the
mean of a process is:
UCL=~+3cr

Center line= 11
LCL=~-3cr

(1-1)
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where

)!

is the process mean and cr is the process standard deviation.

1.2 The Decision Problem
The main assumption used in the construction of a control chart for a
manufacturing process
distribution.

is

However,

that the data
in

many

conforms

situations

the

to

a normal

data

may

be

significantly different from the normal. An example of the latter was
obtained from the Orbital Engine Company, where the data provided
measures the gudgeon bore of a piston. The data conformed to a right

tailed skewed distribution. Calculating the control limits using (1-1)
for this type of data would give incorrect limits, since the area within
the distribution and to the right of the UCL would be very different
from the area within the distribution and to the left of the LCL.

An illustration of this is given in Figure 1-2 where the distribution of
the data is assumed to be right tailed skewed.

The areas under the

curve, al and a2, are significantly different, whereas the respective
areas in Figure 1-l are equal. These areas of the curve represent the
probabilities of an observation being plotted outside of the limits on a
control chart.

For control purposes, these probabilities need to be

equal, and until this can be achieved, the limits wiU be incorrect.

Because process data will sometimes conform to an asymmetric

distribution, the general form of calculating the control limits, as given
in (1-1), for this type of data is not accurate. This obviously poses a
great problem in industry, where accuracy is imperative.
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a2
+3cr

Upper Control
Limit (UCL)

al
-3cr

, - - - - - - - - - Lower Control
Limit (LCL)

Figure 1·2 Illustration of where the control limits would be in
relation to the distribution if (1-1) was used on a right
tailed skewed distribution.

1.3 The Purpose of This Study
The aim of this study is to provide an aid for control chart
construction in industry process control, where the outcome of the

sample data conforms to a skewed probability density function.
Significant issues covered include:

I.

Simulating the problem (Chapter 2)

2.

Transforming data to fit a normal distribution, and testing for
normality (Chapter 3)

3.

Detecting skewness (Chapter 4)

4.

Measuring skewness (Chapter 4)

5.

Control chart construction (Chapter 5)

5

In addition, data supplied by the Orbital Engine Cumpany is used as a
case study (Chapte,r 6) to illustrate the practical significance of this
research in industrial applications.
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2.1 Asymmetric Distriblltions to Consider
The first step to consider in simulating the proposed problem outlined
in Chapter I is to choose an appropriate known distribution that
commonly applies in industry.

For certain parameter values of the

chosen distribution the corresponding probability density function must
be positively (right tailed) skewed. The reason for these requirements
is so that the simulated data is close to what is gained from the real
manufacturing process.

One particular distribution that conforms to these requirements is the
Poisson distribution. It is relevant in quality control in that it models
the occurrence of nonconformities per item. For example, the cabinet

finish of a computer may have a few flaws that do not interfere with
the computer's functional operation and thus it will be conforming.
However if there are too many of these flaws they may be apparent to
the customer and the item is classed as nonconforming. In this way it
is practical to

co~er

the number of nonconformitir.s per item.

Hastings (1975, p.l09) shows that the Poisson distribution with
parameter A. gives noticeably skewed distributions when A. has the
values 2 through 4.

Now that a known distribution has been· chosen, sample data can be
generated to simulate process outcomes.

7

This produces a skewed

probability density function. Control limits for the process can then be
calculated as the distribution of the process outcomes has been self
defined for the simulation and values corresponding to control limits
can be found.

2.2 Generating the Distribution
The probability density function for the Poisson distribution with
parameter A. (>0) is defined by:
');'

(x = 0, I, 2, ........ )

f(x) =-e-'
x!

-f-.,P...

(2-1)

For generating purposes we use the fact that the exponential
distribution and the Poisson distribution are closely related. If events
occur randomly in space or time, the interval between events follows
the exponential distribution and the number of events in a fixed
interval of space or time has a Poisson distribution. In the case of the
g

flaws in the cabinet finish of a computer, the events are the flaws and
the fixed interval is the cabinet finish of the computer.

Thus, by

generating random variables from an exponential distribution it can be
determined how many fit into a fixed interval, which in turn gives
variates of the Poisson distribution.

That is, using an exponential variable, Vi, and fixing X such that:

(X= 0, I, 2, ........ )

(2-2)
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then X has a Poisson distribution.

To generate the random variables from the exponential distribution
using a uniform random variable we use the following formula:

Vj =-(In Uj)/"1.

(2-3)

where

Vj is the exponential random variable;
Uj

is the uniform random variable; and

). is the parameter of the exponential
distribution.

Referring back to (2-::), the Poisson variable X can now be defined

as:

f

~1 -ln(w)
L... ~:o:::.!. < 1 < L...
i=O

A

-

i=O

-Jn(w)
A.
(2-4)

X

X-1

or

infiw>-A.<:!nfiw
i=O

(2-5)

(2-6)

This indicates that values of the uniform variable u i are taken until
their product is less than or equal to ,-•.

When this condition is

satisfied the Poisson variable X is given the value of i.
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That is, if

,-• then X = 0. However, if uo > e-• then

uo is less than or equal to

u1 i' generated. If uou1 ,;,-• then X= 1 and so on.

Cooke, Craven and Clarke (1985, p.lOO) provide an algorithm using
this information and (2-6) to generate random Poisson variates. Using
this algorithm and the C programming language, a computer program

was compiled, to generate sample data conforming to the Poisson
distribution by specifying the parameter A.

A listing of the program

can be found in Appendix A.

The computer program generates 100 Poisson variates for a specified
value of A. An example of the output for A = 2 can be seen in Table
2-1, with the corresponding column graph in Figure 2-1.

Table 2-1

Outcomes of a simulated Poisson distribution, A= 2.

X

Frequency

0

II

I

20

2

31

3

24

4

8

5

5

6

I

10

·-

Frequency

5
0~-

0

I

2

3

4

5

6

X

Figure 2-1 Column graph of the simulated Poisson data, A=2.

2.3 Calculation of the Control Limits
General control chart procedures for calculating the control limits for
a process assume that the outcome of the randomly sampled data
conforms to a normal distribution.

As discussed in section 1.1, the

most common form of the control limits for an X chart is given as
!!±3cr, where 1.1 is the true process mean and cr, is the standard
deviation. This method ensures that a certain proportion of the process
outcomes lie between the control limits. This is illustrated in Figure

2-2.

II

f(x)

-3cr

ocr

Figure 2·2 Symmetric distribution with ±3a limits.

Consider the example given previously of the process outcomes which
follow a Poisson distribution with A. = 2. Use of the above method of
calculating the control limits would not be advised, given that the
distribution is not symmetric like the normal and the sample size may
not be large enough for the central limit theorem to apply.

When the Poisson distribution was simulated on the computer, the
parameter value A. had to be specified.

By knowing this value, the

exact distribution of the process outcomes is recognised.

There is a

general form for calculating the control limits for data that is modelled
by a Poisson distribution and is of the form illustrated in (2-7).
UCL = '}._ + 3./f.

Mean='!._
LCL = ')._- 3./f.

(2-7)
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Poisson value
6

I'

UCL

5
4

3

r

2

Mean

1

LCL

0

Observation

Figure 2·3 Control chart for the simulated Poisson data, ?..=2.

Using (2-7), a control chart can be constructed for the simulated data
as the value of the parameter 1.. is known. For the simulated Poisson
data with 1..=2 the control limits would become:
UCL=2+3..fi =6.24

Mean= 2
LCL=2-3..fi =-2.24

The UCL and LCL are given to 2 decimal places, however, the
Poisson distribution is discrete and so integer values should be given.
That is, the UCL would become 6 because an observation of 6 is
considered within the control limits. The LCL would become 0 as a
negative value can not be obtained with this data. Figure 2-3 gives the
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control chart for the simulated Poisson variates and shows that the
process is in control as there

ar~

no outliers.
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In Chapter 2 a skewed distribution was simulated and used as an
example of how to determine control limits for non-normal process
outcomes. However, to calculate the control limits we needed to know

what distribution the process outcomes followed and the value(s) of the
parameter(s). In reality the distribution of process outcomes may not
be known and so other methods of finding the control limits for the
process need to be employed. One such method would be to transform
the data in some way so that the resulting data will be approximately
normal ailowing common methods of control chart construction to be

applied. Another method would be to try to fit the data to a known
distribution, do a goodness of fit tost and use the information about the
known distribution to construct a control chart.

In this chapter the

former method will be discussed and applied.

3.1 Common Transformations
Transformations of data are used in the field of mathematics for
vanous reasons. One reason is that the transformations can smooth out

high variations in

the

original data.

Three commonly

used

transformations are the logarithm, square root and reciprocal of the
data. These transformation techniques are quite simple to perform as
they only require a single calculation on the data values.

15

3.1.1 The logarithm transformation

The logarithm transformation method

involves calculating the

logarithm of the original data to produce the new data.

The natural

logarithm is the most commonly employed logarithm in this case. That
is, if XJ, xz, ..... ,xn are the values of the original data and Yl· yz, ..... ,yn
are the values of the transformed data, then Yl = ln(.q), yz = ln(xz)

\

and so on. The general form of the transformation is:

Yi = ln(x;)

for

i=l,2,3, ...... ,n

x;>O
(3-1)

The transformation must be performed on positive values as the
logarithm of a zero or negative value is undefined.

As an example, the variates of the Poi'"on distribution that were
simulated in Chapter 2 with parameter 1..=2 can be transformed using
(3-1). From Table 2-1 it can be seen that all of the data is not positive.
A simple addition of a constant, k=l, to the data will cause all the
values to become positive for the transformation.

To complete the transformation we take the natural logarithm of the
x; values to give the new data, Yi· The results can be viewed in Table
3-1 and the correspondiug column graph in Figure 3-1. From these
results it is evident that the transformation has re-scaled the x-axis in
such a way that the right sided values are positioned closer than the
left sided values.

This is relevant to the problem of a right tailed

16

skewed distribution as the tail has now been shortened, giving a more
symmetric distribution as required.

Table 3·1

Simulated Poisson distribution (:\=2) and logarithm
transformed data.

X

Frequency

Yi =

Xi

ln(x;)

0

11

I

0

I

20

2

0.693

2

31

3

1.099

3

24

4

1.386

4

8

5

1.609

5

5

6

1.792

6

I

7

1.946

Frequency
35

30
25
20
15

10

5
0

0.000

1.000

0.500

1.500

Yi = ln(x;)

Figure 3-1 Distribution of logarithm transformed Poisson

data (:\=2).
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2.000

3.1.2 The

sc:~are

root transformation

The methodology of the square root transformation is similar to that
of the logarithm transformation.

That is, the transformation is

executed by calculating the square root of the original data to give the
transformed values. Following the notation given in Section 3.1.1 the
general form of the transformation is:
y, =,[X;

for i

= 1, 2, 3, ........ ,

n

xi ;;::o

(3-2)

Table 3-2 lists the original data, x;, and the c>ansformed data, y;, of
the simulated Poisson distribution (A.=2) using the square root
transformation in (3-2). The corresponding column graph is given in
Figure 3-2.

Tab!<' 3-2 Simulated Poisson distribution (A.=2) and square root
transformed data.

X

Frequencv

x·

y,=F.

0

11

0

0

l

20

I

1

2

31

2

1.414

3

24

3

1.732

4

8

4

2

5

5

5

2.236

6

1

6

2.449
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Frequency
35
30

25

20

15
10

5
0

1.5

0.5

0

2

2.5

Figure 3·2 Distribution of square root transformed Poisson data

('.=2).

Table 3-2 and Figure 3-2 give a similar result to the logarithm
transformation.

The right sided values have been brought closer

together, hence reducing the emphasis of the tail and producing a more
.. ymmetric distribution.

3.1.3 The reciprocal transformation

The reciprocal transformation technique is similar to the logarithm
and square root transformations where the transformed data is
produced by calculating the reciprocal of the original data.

The

general form of this transformation is:
I

Yi=-

x,

fori= 1, 2, 3, ...... , n

(3-3)
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The results of the reciprocal transformation on the simulated Poisson
distribution can be observed in Table 3-3 and Figure 3-3. Figure 3-3
illustrates that the reciprocal transformation has not succeeded in
improving the symmetry of the distribution.

Another common transformation method, the reciprocal square root,
combines the square root and reciprocal transformations as the name
suggests. The transformation involves calculating the reciprocal of the

square roots of the original data. That is:

y,=

1

fori= 1, 2, 3, ...... , n

~

vx;

Table 3-3 Simulated Poisson distribution (;\.=2) and reciprocal
transformed data.

X

Frequency

1
x,

Xi

Y;=-

0

11

1

1.000

1

20

2

0.500

2

31

3

0.333

3

24

4

0.250

4

8

5

0.200

5

5

6

0.167

6

1

7

0.143

20

Frequency
35
30

25
20
15

10
5

0.2

0

o.a

0.6

0.8

I

Y;= 'vx;

Figure 3-3 Distribution of reciprocal transformed Poisson data

(A-=2).

In some instances transformations will not remove high variations in

the data.

When this is apparent it is advisable to try all of the

transformations discussed and compare results to find the best
transformation.

A useful way of visually comparing the results, apart from the column
graphs given in Figures 3-1, 3-2, and 3-3, is to examine the box plots
of the transformations.

Figure 3-4 gives an example of this type of

analysis using the transformed data of the logarithm, square root, and
reciprocal transformations on the simulated Poisson data (A-=2).

Figures 3-4(a)-(c) were obtained using the MINIT AB statistics
package.

Box plots are produced using five statistics of a sample

distribution: the mean, the lower and upper quartile values, and the

21

lower and upper extreme observations.

The box

represents the

interquartile range with the 'whiskers' . on each side of the box
extending out to the extreme values, or at most a distance of 1.5 times
the interquartile range. If the distance between the extreme values and
the box is greater than 1.5 times the distance of the interquartile range,
the whisker stops and these observations are denoted by an asterisk (*),
as can be seen in Figure 3-4(c). The mean is registered as a plus sign
( +) and usually located within the box.

By studying a box plot,

particularly the whiskers, the symmetry of a distribution can be
examined.

!-------------+
-----------------!
--+---------+---------+---------+---------+---------+---0.00
0.40
0.80
1.20
1.60
2.00

--------------------!

Logarithm

(a)

!--------------

+

--+---------+---------+---------+---------+---------+----square root(b)
0.00
0.50
1.00
1.50
2.00
2.50

-------I

+

•

I

--+---------+---------+---------+---------+---------+---0.32
0.48
0.64
0.80
0.96

0.16

Reciprocal (c)

Figure 3-4 Box plots for the logarithm, square root and reciprocal
transformed data of the Poisson data with A.=2.
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3.2 Box-Cox Transformation
As an addition to the basic forms of data transformation discussed in
section 3.1 Box and Cox (1964) explored the area of power
transformations in great detail. They worked with a parametric family
of power transformations, yG\.), which are of the form:

yo.>=

logx

for A. = 0
(3-4)

where y(A.) is a column vector of transformed data, x is the original
data and A. is a parameter of the transformation that is undefined.
When A.= I it is obvious that the distribution is unchanged in shape as
the probability density function only moves to the left by I.

When

A.=O, the commonly used logarithm transformation is employed.

It

should be noted that although the transformations are only defined for
positive values, this does not pose a problem as a single constant can
\

be added to the data so that all values become positive.

For some values of the parameter A. the transformation may yield
values of y(A.) that are approximately normally distributed.

The

underlying problem is that of finding the value of A. which provides the
best such transformation. Unfortunately there is no analytical method
for finding A. and so iterative methods must be used to estimate the
I

i

parameter.

23

ir

3.2.1 Maximum likelihood

Box and Cox (1964) discussed the use of a maximum-likelihood
estimator of A, whereby the value of A that maximises the logarithm of
the likelihood function is the optimal solution for A. That is:
Lm,. ().) =- ~ log&z().)+ logJ(1.;x).

(3-5)

where

J().;x) =

II

d {).)

i=l

dxl

IT..lL
(3-6)

is the Jacobian matrix of the transformation and n is the number of
observations. cr'().) in (3-5) is the sample variance of the transformed
data and can be calculated from the following:
- ). ~ (y"' - Y'" )'
"' ( ) =
~'--''-

..,.=·
··=!

1l

(3-7)
<M

y<"l = L.liII

where

i=l

n

(3-8)

is the arithmetic mean of the transformed data.

For the simple power transformation in (3-4). the logarithm of the
Jacobian matrix can be re-expressed in the form:

24

•
(A.-1) ~)ogx,
;

.,

(3-9)

Equation (3-5) can now be re-expressed, using the information given
in (3-7) and (3-9), as:

(3-10)

3.2.2 Obtaining A.
Now that the log likelihood function, L= (A.), has been defined, the
best value of A. can be found through numerical iteration. A range of
values of A. can be substituted into (3-4), one at a time, to transform
the data. Using the transformed data, y(A.), and A., the corresponding
values of the log likelihood function can be found.

Box and Cox (1964) suggest that the values of the log likelihood
function should be plotted against the trial A. values. An estimation of
the best A., ~. can be read from the plot and a (100-a) percent
confidence interval can be obtained. The confidence interval is given

as:

(3-ll)
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where v, is the number of independent components in A..

For the

simple power transformation in (3-4) v,=1, that is, 1 degree of
freedom. The (I 00-a) percent confidence interval for A. contains

thoo~

A. values which have a likelihood value greater than that specified in
(3-11 ).

Henstridge (1992, p.2) suggested that in most cases the best value of

A. is in the range -1 to 2. Following the above method, values of A.
within this range with a step size of 0.1 could be used to calculate the
L= (1..) values, hence giving an approximation of the best value of

A..

3.3 Using MINITAB to Perform the Transformation
The physical calculations involved in performing the Box-Cox
transformation and finding the best value for A. can be tedious and time
consuming. Fortunately, with the aid of a computer, these calculations
can be completed efficiently with little work needed by the user. The
statistics computer package MJNITAB provides a macro for executing
the Box-Cox transformation outlined in section 3.2.

The variates of the distribution are read into the first column of
MINITAB, remembering that the transformation only works for
positive values.

The simple command EXECUTE 'TBOXCOX' will

perform the transformation on the data supplied in column I of the
worksheet. The macro executes the transformation for A. values from
-2 to 2 with a step size of 0.1, simultaneously calculating the log
likelihood for that A. value. The A. value which produces the maximum
log likelihood is then displayed for the user and a 95% confidence
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limit is given at that value.

Although MINITAB has calculated the

transformations for different values of A., it does not store the
transformed data using the best A.. If required the user can proceed to
perform the transformation and store the resulting data in the
worksheet.

To illustrate, the calculations and output of the MINIT AB package in
performing the Box-Cox transformation is given below, using the
Poisson data simulated in Chapter 2. A constant k=l was also added to
the data as it consisted of some zero values. The data was then read
into the first column (cl) of the MINITAB worksheet.
MTB > execute 'tboxcox'
***BOX-COX TRANSFORMATION MACRO FOR A UNIVARIATE
DATA SET***
DATA ARE ASSUMED TO BE IN COLUMN 1, AND SHOULD
HAVE A RATIO OF THE MAXIMUM DIVIDED BY THE MINIMUM
OF ABOUT 3 TO 1 FOR BEST RESULTS

PERFORMING LOG LIKELIHOOD CALCULATIONS. PLEASE BE
PATIENT.. ..
VALUES
**
FUNCTION **

OF LAMBDA AND THE LOG

ROW LAMBDA

1
2
3
4
5
6
7
8
9

-2.0
-1.9
-1.8
-1.7
-1.6
-1.5
-1.4
-1.3
-1.2

LOGLIK

-120.264
-113.949
-107.783
-101.774
-95.931
-90.263
-84.780
-79.490
-74.405
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LIKELIHOOD

10
11
12

13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41

-1.1
-1.0
-0.9
-0.8
-0.7
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2.0

-69.533
-64.885
-60.470
-56.298
-52.377
-48.717
-45.325
-42.209
-39.374
-36.826
-34.568
-32.604
-30.935
-29.561
-28.482
-27.695
-27.197
-26.984
-27.050
-27.390
-27.996
-28.862
-29.979
-31.339
-32.935
-34.757
·36.798
-39.048
-41.501
-44.147
-46.979
-49.989

MAXIMUM=

-26.984
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**

APPROXIMATE 95% GRAPHICAL CONFIDENCE INTERVAL
FORLAMBDA **

A
-30+
BBBBBBBBBBBBBBBBBBBB222222B2222222BBBBBBB
AA
AA
AAA
AA
AA
AA

AA
-60+

A
A

AA
A
A

-90+

A
A
A
A
A

-120+

A

----+---------+---------+---------+---------+
-2.0
-1.0
0.0
1.0
2.0
A = LOGLIK vs. LAMBDA
B = LOWERB vs. LAMBDA

**

THE APPROXIMATE 95% CONFIDENCE INTERVAL FOR
LAMBDA CONSISTS OF THOSE LAMBDA VALUES WHOSE LOG
LIKELIHOOD IS GREATER THAN **
K10
-28.9047

**

BOX-COX ESTIMATOR FOR LAMBDA

ROW LAMBDA: LOGLIK:

1

0.6 -26.9840
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**

The maximum log likelihood of -26.9840 suggests that a A. value of 0.6
provides the best transformation of the data to a possible normal
distribution. The data can now be transformed using the equation in
the simple power transformation (3-4). That is,
MTB >let c9=((ci**0.6)-1)/0.6
MINIT AB suggests that the user observe a normal probability plot for
linearity.

This can be accomplished by performing the following

commands and studying the plot.
MTB > nscores c9 ell
MTB > name c9 "transdat' c II "nscores'
MTB >plot c9 ell

transdat-

•

3.6+

5
8

2.4+
+

+
1.2+
+

0.0+ +
--------+---------+---------+---------+------nscores
-1.0
0.0
1.0
2.0
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The normal probability plot above is approximately linear thus
leading to a conclusion that the transformed data follows a normal
distribution.
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4.1 Testing Symmetry
In Chapter 3 the observations of a skewed distribution were
transfo1·med, using various methods, in an attempt to produce a normal

sample distribution.

To test if the transformation had accomplished

this task successfully, column graphs and box plots were examined for
symmetry.

Another mothod was introduced v•ith the use of the

MINITAB statistical package, whereby the linearity of a normal
probability plot was checked. In all three cases a visual method was
required to in order to determine whether the transformed data were

symmetrical. This 'guessing' techoique is not acceptable in most cases
as the area in which the quality control procedures are being applied
may involve high costs, allowing no room for error.

Hence, a more

accurate measure is required by the analyst to test the symmetry of the
data.

For the purpose of this chapter the following hypothesis test is used:

H0

:

The distribution is approximately normally distributed.

Ha : The distribution is not approximately normally distributed.

When observing the linearity of the normal probability plot to test for
symmetry, we are able to obtain a measure of the straightness of the
curve by calculating the correlation coefficient.
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However, how high.

should

the

correlation

be

to

accept

that

the

distribution

is

approximately normal? Ideally, a set of critical values is needed for
the correlation coefficient so that the hypothesis of the distribution
being normal can be accepted or rejected.

4.1.1 The normal probability plot

In the previous chapter the normal probability plot was used as a tool
in testing a distribution for normality, while the steps used in
producing the plot were not discussed.

A normal probability plot

comprises the order statistics of a sample {.q, xz, ....... , xn). where
.q5xz:>x3 ........ 5xn, are ordered according to magnitude, and the

corresponding values {ql, qz, ....... , qn) that would be expected from a
normal distribution with n observations. The qi values are determined

by finding the inverse of the distribution function of the standard
normal at various plotting positions, Pi·

The three most commonly

used plotting position formulae are:

(4-1)
i

P; = -(1...:.1+-1)

(4-2)

and

(4-3)
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All three methods are used by data analysts, however, Looney and
Gulledge (1985) concluded that (4-3), developed by Blom (1958,p.71),
is the better plotting position when undertaking a correlation
coefficient test.

The plotting positions are then used to find the corresponding
standard normal values, q;, which are defined by:

(4-4)

If the analyst is simply usmg a cumulative probability table for the

normal distribution, the q; values are found by looking up the Pi values
in the table and tracing back to obtain q;.

Using the above information a normal probability plot can be
constructed and the correlation coefficient can be found. This can be
accomplished by following the steps provided below.

I.

Order the observations of the sample according to magnitude.

2.

Calculate the plotting positions for each observation. It should
be noted that if there are several observations with the same
value, they are all given the same plotting position by taking the
average of their ranks.

3.

Find the q; values for the data by using tables or (4-4).

4.

If desired, the normal probability plot can be obtained by
plotting the pairs (q;, x;).
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5.

Calculate the correlation coefficient. Using this and observing
the straightness of the probability plot, determine whether the
sample is normally distributed.

4.1.2 Correlation coefficient test

As mentioned earlier, it would be desirable to have some way of
testing

the

correlation

coefficient

against

acceptance

criteria.

Fortunately, tables of critical points for the correlation coefficient of
normal probability plots are quite easily obtained.

Looney and

Gulledge (1985, p.78) supply a comprehensive table of critical values
and a selection of these are given in Table 4-1.

Following the

transformation example of the simulated Poisson data in the previous
chapter,

a

correlation

coefficient

of

0.998

was

calculated.

Remembering the example had n = 100 observations, and choosing a
10% level of significance, we find the critical value in Table 4-1 to be
0.989.

Since the correlation coefficient is greater than the critical

value we accept the hypothesis that the data is approximately normally
distributed.
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Table 4-1 Critical values for the correlation coefficient of the
normal probability plot.

Sicnificance levels a

Sample size

.10

n

.01

.05

5

.826

.880

.903

10

.879

.918

.934

15

.910

.939

.951

20

.926

.951

.960

25

.939

.959

.966

30

.947

.964

.971

35

.954

.969

.974

40

.959

.9.72

.977

45

.963

.974

.979

50

.966

.977

.981

55

.969

.979

.982

60

.971

.980

.984

65

.973

.981

.985

70

.975

.983

.986

75

.976

.984

.987

80

.978

.985

.987

85

.979

.985

.988

90

.980

.986

.988

95

.981

.987

.989

100

.982

.987

.989
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Example
Consider Table 4-2.

The first column consists of a sample of

observations which is hypothesised to be approximately normal. The
plotting position, pj, and the standard normal values, q;, are given in
the second and third column respectfully. The plotting positions were
calculated using (4-3) and q; was obtained from the standard normal
tables.

Table 4-2 Example of data required for a normal probability plot.

Plotting position
i

(i -~)

Observations Xi
P;

=

l

Standard normal
values q;

(n+4)

1

0.7

0.0610

-1.548

2

1.3

0.1585

-1.000

3

2.1

0.2561

-0.653

4

3.0

0.4024

-0.246

5

3.0

0.4024

-0.246

6

3.5

0.5488

0.122

7

4.1

0.6463

0.374

8

5.2

0.7439

0.653

9

5.4

0.8415

1.000

10

6.0

0.9390

1.548

From Table

t,_z it can be seen that observations 4 and 5 had

the same

magnitude. To calculate the plotting position, the average of the ranks,
4.5, is taken and substituted for i in the plotting position equation, thus
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,\

resulting in the same value for both observations.

A graphical

illustration of the normal probability plot for this example is provided
in Figure 4-1.

Xi
6

•

5
4

•

• 3

•
•
·2

·1.5

•

•

•

2

•
·I

·0.5

0

0.5

1.5

2

q;

Figure 4·1 Normal probability plot for example data in Table 4-2.

The plot in Figure 4-1 appears relatively linear and it would be
appropriate to conclude that the data is approximately normal.
However, we now have a test to verify this decision using the
correlation coefficient, r, and critical values for r. Using the above
example, r = 0.990.

Testing for normality at a 10% level of

significance with a sample size n = 10 yields a critical value of 0.934
(Table 4-1). As r > 0.934 we do not reject the null hypothesis and
conclude that the data is approximately normal.
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4.2 Measuring Skewness
It is intended in this chapter to study the limitations of the Box-Cox

transformation.

To do so, some type of measure is needed as the

limitation criterion.

This report is based around asymmetric (or

skewed) distributions and so it would be sensible to use a measure of
skewness as the limiting value. There are many different measures of

skewness available to the data analyst, ranging from very basic forms
to complex ones.

One basic measure of skewness is outlined by Diekhoff (1992, p.59).
Consider Figure 4·2 below.

Md

X

Figure 4-2 Examples of positive (a) and negative (b) skew.

Diekhoff's measure of skewness uses the concept that if the
distribution is asymmetric then the mean and median will be different.
If the tail of the distribution is to the right, then the mean will be

greater than the median and vice-versa if the tail is to the left.

The

equation for the measure of skewness, Sk, is given in (4-5) below.
X-Md
s' = .::.......:::::.
Md

(4-5)
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The sign of Sk determines which direction the tail of the distribution
tends to. A positive measures suggests that the mean is greater than
the median, hence, the distribution is right tailed (more commonly
-,

known as positively skewed).

A negati·.e value indicates that the

'

c:stribution is left tailed (negat.iYely skewed). The magnitude of Sk
gives a measure of the extent 'f departure from symmetry and can be
compared with other distributions. ';[he magnitude of Skis dependent
on the distance between the mean r.nd median. Diekhoff realises that
there are more statistically complex methods of describing the
skewness of a distribution, however, he argues that Sk gives a measure
that is easy to understand and compute.

Another more complex measure of skewness. used more commonly
than Sk is one that is based around the third moment about the mean,
'

as shown by Bechtold and Johnson (1989, p.lll) and Jobson (1991,
p.47). The equation for this measure is as follows:

(4-6)

Cubing the difference between an observation and the mean gives a
much greater weight to the tail end as the difference becomes more
substantial causing M3 to take the sign of the tail, that is, positive or
negative. However, M3 does not provide a measure of skewness that is
universal to distributions that are expressed in different units. That is,
two distributions may have the same shape, however, they might be
expressed in different units, causing different values of M3. Hence, a
comparison between the two distributions using M3 would give that
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f

I
1

II

one is more skewed than the other, which is incorrect. To overcome
this, a relative measure of skewness is needed and is of the form:

(4-7)

In this form the

me~sure

of skewness has been standardised by dividing
As for Sb y, provides the same

by the standard deviation cubed.
analysis of skewness.

That is, a positive value implies that the

distribution is right tailed skew and the magnitude is the measure of
departure from symmetry.

Example
As an example of the measure of skewness in (4-7) consider the data
given in Table 4-3, where n=S and

~=7.

Following the table across we

can see how y, is being colculated. Notice how the magnitude of the
fifth observation is increasing quite rapidly compared to those of the
first three observations. This demonstrates that the further the distance
between the observation and the mean, the more influence there is on
the measure of skewness. Completing the calculation, we have:

Z,<x-~)'
y, =

na'

102
= (5)(2. 757) 3

0.974

This result suggests that the distribution is positively skewed with a
magnitude of 0.974.
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Table 4-3 Example data for find the measure of skew.

i

Xi

(X·J1)

(X·J1)2

(X-!1)3

I

5

-2

4

-8

2

5

-2

4

-8

3

5

-2

4

-8

4

8

I

I

I

5

12

5

25
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4.3 Skewness versus the Box-Cox Transformation
As mentioned earlier in this chapter the measure of skewness was
introduced in order to calculate a value to base the limitations of the
Box-Cox transformation around. The limitations of the transformation
could provide a possible guide when dealing with skewed data. Given
that the research is based around positive skewed data of the form in
Figure 4-2 (a), we need to test the ability of the transformation against
probability density functions of this nature.

In this section, positive

skewed distributions will be simulated, the Box-Cox transformation
will be performed, and the accept-reject decision to the magnitude of
the measure of skewness will be related.

After simulating many samples of skewed data and completing the
transformation, it was found that most were accepted as approximately
normal.

Eventually, two samples were discovered to be of great

interest. Consider Tables 4-4(a) and 4-4(b) with their corresponding
column graphs in Figures 4-3(a) and 4-3(b). By observing the column
graphs there does not seem to be much difference between the two
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samples. However, by examining the tables we can see that the second
sample has one less observation at x=i5. This observation happens to
be quite a significant difference.

Table 4-4 Frequency data of two sample distributions.
(b)

(a)
X

Frequency

X

Fr.,quency_

1

10

I

10

2

20

2

20

3

10

3

10

15

3

15

2

Firstly, the measure of skewness for the two samples should be
calculated so we have more than graphical evidence of the skewness.
For the first sample depicted in Table 4-4(a), n=43, f1=2.907, and
0"=3.4213 which results in a skewness measure of y3=3.03.

This

indicates that the distribution is quite skewed in the positive direction.
The second sample yields the following statistics; il=42, f1=2.619,
0"=2.8878, and y,=3.707.

Once again we have a very high positive

skewed distribution.
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\

Frequency
20
15
10
5
0
0

10

5

15

(a)
X

Frequency
20
15
10
5
0
0

10

5

15

(b)
X

Figure 4-3 Column graphs of two similar sample distributions.

After transforming both samples, the corresponding correlation
coefficients were calculated between the transformed data and the
standard normal values.

Sample (a) produced a coefficient r=0.980.

Comparing this to the critical value at a 10% level of significance, as
tabulated by Looney and Gulledge (1985), of 0.978 we find that the
transformed data is now approximately normal as r > 0. 978. Sample
(b) gave r=0.977 and the respective critical value is 0.978. Therefore,.
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in

this case the transformed data

is not accepted

as

being

approximately normal.

Even though there is no analytical proof, it can be assumed that a
sample distribution that is similar in nature to those above which
yields a skewness value,

'Y,

that is greater than say 3,70, has a very

slim chance of being transformed into an approximately normal
distribution using the Box-Cox method,

Hence, we now have an

assumed limitation to the Box-Cox transformation which suggests that
the transformation will fail if the measure of skewness in equation
(4-7) is greater than 3, 70,

It should be noted that although sample (b) was not transformed into

an approximate normal distribution, many of the samples simulated
were transformed successfully, proving the Box-Cox transformation to
be a very useful tool in statistics,
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Now that a method has been introduced to transform asymmetric data
of an unknown distribution into an approximate normal distribution,
quality control procedures can be applied. This chapter demonstrate"
how to perform the necessary calculations to create a control chart for
data that has been transformed by the Box-Cox transformation, as
discussed in Cha 1 ter 3.

5.1 Calculating the Limits
As mentioned in section 1.1, the general equation used to calculate
the control limits, UCL and LCL, is:
UCL=~+3a,

Mean=).!
LCL = ~-3cr,

(5-1)

After the transformation has been applied to the asymmetric data and
tested for normality, (5-l) can be employed to calculate the control
limits. However, remember that the control limits that are found here
are for the transformed data, not the original data.
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Now consider the simulated Poisson data with 1..=2 of Chapter 2: So
far the data has been transformed and accepted to be approximately
normal, (Chapters 3 and 4). The transformed data can now be used as
an 'example of the calculation of control limits. Following (5-1), the
respective control chart values are:
UCL = 1.5876+3(0.86501) = 4.18263
Mean= 1.5876

LCL =1.5876-3(0.86501)

=-1.00743

The above values are tn decimal form as they are associated with a
continuous distribution, (the normal distribution), unlike the integer
values needed when dealing with a discrete distribution.

5.2 Converting the Control Limits Back to the
Original Scale
The limits have been found for the transformed data, however,
interest lies in obtaining the limits for the original data. The way in
which this is accomplished is to convert the limit values back to the
original scale. This is performed via the inverse of the transformation
which had been applied to the data at the beginning.
equation (3-4), the Box-Cox transformation is:
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Repeating

ill

Calculating the inverse equations for the transformation in (5-2), (5-3)
below can be used to convert the control limits back to the original
scale.
rn[<ylJ.lJ.)+!J

e

'

for

A;<O

for

A= 0

x=

<>'"

(5-3)

By substituting the limits in as yl'l, x values can be found, which in
turn are the limits of the original data.

Caution is required at this

point, as the limits that have been obtained may not be the true limits
of the original data.

The reason being that before performing the

transformation, a constant, k, may have been added so as to produce
positive values. Therefore, this constant would have to be subtracted
from the limit values for them to become the real control limits for the
process.

As an example of converting the control limits back, consider the
simulated Poisson data for which the limits were calculated for the
transformed data in the previous section.

Using (5-3) these control

limits can be substituted in as y('l and the corresponding x values can
be found, giving the limits for the data before the transformation.
Recall that the A value which gave the best form of the transformation
was 0.6. The control values now become:
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In((4.U263 )(0.6}+1)
05
·

UCL = e

= 8.1051

In[(1.5876)(0.6)+11

Mean= e

"'

= 3.0503

In[(-1.00743 )(0.6)+1]

LCL=e

0·5

= 0.2131

Also remember that a constant of k= I was added to the original data to
cause all the variates of the sample to become positive. It is therefore
necessary at this point to subtract this constant to obtain the process
control limits. They now become:
UC£=7.1051
Mean= 2.0503
LCL = -0.7869

One last adjustment is needed to acquire the correct limits.

This

adjustment · 'valves changing the limits above into integer values,

since the data was collected from a discrete distribution. The type of
distribution the data was collected from, (discrete or continuous), may
not be obvious to the analyst and so the values would be kept in the
form above. Having this information about the data allows the limits
to now become:
UCL=?
Mean =2.0503
LCL=O
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Note that the LCL=O, because knowledge of the data suggests that
negative observations can not occur.

In section 2.3 of Chapter 2 the control limits of the actual Poisson
distribution with A=2 were calculated. The values were:
UCL=6
Mean=2

LCL=O

This illustrates that the limits obtained from the simulated data, which
was determined to be distribution free raw data, are very close to the
limits of the Poisson distribution from which the data was simulated
from.

Hence, performing the method of transforming the data into a

normal distribution, calculating the control limits and converting them
back to the original scale proves to be satisfactory for the purposes of
this research.

5.3 A

Complete

Algorithm

to

Follow

when

Constructing a Control Chart for Positively
Skewed Data
Below is an algorithm that can be used as a guide for a data analyst
when attempting to construct a control chart for data which is
positively skewed and from no known distribution.
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I.

Calculate the skewness measure, y,.

If y3>3.70 then another

method should be used to find the control limits.

Else, keep

following the algorithm.

2.

Plot the data as a distribution to observe the shape.

3.

Do a normal probability plot and calculate the correlation
coefficient, r.

Check r against the critical values for a

correlation coefficient test. If r is greater than the critical value,
that is, the distribution is approximately normal, then use J.1±3<'
to calculate the control limits.

Else, keep following the

algorithm.

4.

Make sure the data is positive and perform the Box-Cox
transformation to find the A value which maximises the log
likelihood function.

5.

Transform the data using this A value and equation (3-4).

6.

If desired, plot the transformed data as a distribution.

7.

Do a normal probability plot for the transformed data and
calculate the correlation coefficient, r.

Check r against the

critical values for a correlation coefficient test. If r is less than
the critical value, that is, the distribution is not approximately
normal, then use another method to find the control limits. Else,
keep following the algorithm.
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8.

Calculate the control limits and convert them back to the original
data scale.

9.

Produce the control chart, with data plotted, for inspection.
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Now that a complete algorithm for analysing skewed data and
producing control limits has been established, it can be put to use on
real data derived from a manufacturing process.

As mentioned in

Chapter 1, the problem of calculating control limits for a process with
non-normal data was suggested by the Quality Assurance Engineer at
the Orbital Engine Company Pty Ltd.

The data is obtained from

various measures of the gudgeon bore of a piston of an engine, as
illustrated in Figure 6-l.

The measures that are made about the

gudgeon bore are roundness, concentricity and cylindricity. All three
measures provide information about the precision of the bore.
Top of piston

--l~

!------'1 '-I
I

~Gud2:eon bore

Figure 6·1 Illustration of the gudgeon bore of a piston.

In a manufacturing process of this nature, the costs of defects and
testing are very high, so quality control procedures are necessary to
prevent loss to the company. However, the distribution of the data that
is being gathered frequently conforms to a positively skewed shape.
Hence, methods researched and discussed in this report should be
applied to undertake quality control procedures.

53

6.1 Defining the Measures of the Gudgeon Bore
Before the data analysis is performed, knowledge of what the data
actually measures can be useful.

For example, in section 5.2 when

converting the control limits of the transformed simulated data back to
the original scale they became integer values because we knew that the
data came from a discrete distribution. Another advantage of having
knowledge about the data is that the data may be well modelled by a
known distribution. If this is the case other methods could be used to
find the control limits for the process instead of performing the
transformation.

The machine used to gather the data is called a Talyrond300. For the
purposes of accumulating the measures for the gudgeon bore of a
piston, a probe is mechanically guided into the side of the bore. The
vice in which the piston sits spins around the probe with the probe
following the contour of the inside surface.

The Talyrond300

measures six planes of the bore at different heights of the bore. It first
takes the top contour and then the sixth, which are called the datum, to
provide an axis through the bore. The use of this axis is discussed
later in the measure of cylindricity.

The Talyrond300 measures in

microns, that is, one millionth of a metre.

6.1.1 Roundness

The measure of roundness of the bore is a value given in microns
comprising of the average of the roundness values of all six planes.
Figure 6-2 shows a magnified case of a plane which has been traced by
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the Talyrond300. As can be seen, there are many peaks and valleys in
the contour.

A least squares circle is fitted to the contour and the
The roundness value is obtained by simply

centre is· located.

subtracting the lowest valley from the greatest peak. The peak and
valley values are the distance from the centre of the circle to the peak
or valley coordinate.

All six roundness values are found and an

average is found for the overall roundness measure of the bore.

Peak

Figure 6·2 Magnified image of the contour of a plane with the least
squares circle.

6.1.2 Cylindricity

The measure of cylindricity is similar to the measure of roundness. If
we think of the measure of roundness as the average error margin in

the bore then cylindricity is the maximum error margin in the bore.
Cylindricity is found by subtracting the lowest valley of all six planes
from the greatest peak of all six planes. A common centre of the bore
is needed so that the two distances can be obtained. This is where the
axis, mentioned eariier, is used. The axis is an imaginary line through
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the bore passing through the centre of the least squares circles of the
first and sixth planes.

Then, throughout all six planes the lowest

valley and greatest peak is found to give the measure of cylindricity.
Figure 6-3 graphically depicts the cylindricity of the bore using the six
planes.

Error free sectim11

of the bore
Cylindticity measure

Figure 6-3 Illustration of the cylindricity measure of the bore.

6.1.3 Concentricity

The measure of covcentricity ts the average of the concentricity
values of the six planes. The concentricity of a plane is the distance
from the planes least squares circle centre to the axis.

For all six

planes this distance is calculated and the average of these values gives
the concentricity measure.

For planes one and six a concentricity

value of zero would be expected as their circle centres are the points.
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i

which the axis passes through. However, this is not true in some cases
because the axis is calculated first by measuring planes one and six
and then all six planes are measured. Hence, planes one and six are
measured twice, where as the second measure may be slightly different
due to imperfections in the process/environment, such as dust or a
movement of to the table. Figure 6-4(a) and (b) graphically show a
side and top view respectively of the centres of the planes from the
axis.

In these illustrations it has been assumed that the centres of

planes one and six did not change .n the second measure.
Side vievr

Top view

•

/

Centres

..
•

Axis
b)

a)

Figure 6·4 Side and top view illustrations of concentricity.

6.2 Producing Control Limits for the Orbital Engine
Company Data
The Orbital Engine Company kindly provided data of the three
measures, roundness, cylindricity, and concentricity for the purpose of
this research. This information was used to test whether tha methods
discussed to overcome the problem of producing control limits for nonnormal data can be used for real manufacturing data. Table 6-1 gives.
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the values of these measures for 28 piston gudgeon bores and Figure
6-5 gives the corresponding distribution column graphs for this data.

Table 5·1

Data values for the three measures of a piston gudgeon
bore.

i
I

2
3
4.
5
6
7
8
9
10
II

12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

Roundness
1.350
1.450
1.300
1.500
1.100
1.500
1.600
1.200
1.000
1.400
1.800
1.400
1.600
1.200
1.600
1.700
1.500
1.800
1.200
1.700
1.400
1.400
1.700
1.600
1.300
1.200
1.200
1.600

Cvlindricitv
2.900
2.500
2.100
2.400
2.700
2.500.
3.200
2.400
2.800
3.000
3.300
2.700
3.100
2.800
2.800
2.100
2.800
2.300
3.000
2.400
2.500.
3.000
2.700
3.000
2.500
3.500
2.900
3.000
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Concentricitv
.3000
.3000
.3000
.3000
.3000
.3000
.4000
.2000
.2000
.3000
.2000
.1400
.3000
.3000
.2000
.4000
.2000
.0800
.3200
.3000
.1800
.2900
.3100
.2000
.5400
.2700
.3500
.1600

Frequency
5
4.5

4
3.5
3
25
2
1.5
1
0.5
0
1.1

1.3

1.2

1.5

1.4

1.6

1.7

1.8

(a)

Roundness values

Frequency
7
6
5
4
3
2

0
2.4

2.2

2.6

..

3

2.8

3.4

3.2

3.6

(b)

Cylindricity values
Frequency
14

12
10

B
6
4

2
0

0

~

d

:;:

~

~

~

~.

0

d

~

d

;g

~
~

0

(c)

Concentricity values

Figure 6·5 Column graphs to illustrate distributions of roundness,
cylindricity and concentricity values of the 28 gudgeon
bores.
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The first step in the algorithm, in section 5.3, is to calculate the
skewness values and therefore decide whether to proceed to find the
control limits via the transformation.

The skewness measure, see

(4-7), for the three sets of data are:

Roundness

=>

y, = ·0.108

Cylindricity

=>

y, = 0.009

Concentricity

=>

y, = 0.454

From these measures of skewness and the column graphs in Figure 6-5,
the data distributions do not seem to be highly skewed.

The next step to be performed is to calculate the normal scores for
the samples and do a correlation coefficient test. With a sample size
of 28 and at a 10% level of significance the critical value, using
Looney and Gulledge (1985), is 0.969. After finding the normal values
for the samples the following correlation coefficients were found:

Roundness

=> r = 0.997 > 0.969

Cylindricity

=> r = 0.997 > 0.969

Concentricity => r = 0.968 < 0.969

The roundness and cylindricity samples give a correlation coefficient
greater than the critical value, therefore they are accepted as being
approximately normally distributed. Thus, the control limits for these
two samples can be calculated without any data intervention. Tile
concentricity correlation coefficient is less than the critical value and
is regarded as non-normal.
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The Box-Cox transformation should now be employed to the
concentricity data to produce an approximate normal distribution. To
accomplish this task the data can be read into the first column of the
MINIT AB package and the transformation macro executed.

The

resulting A. value that was found to give the maximum log likelihood
for the transformation was A.=0.7.

Therefore, the equation of the

transformation for the concentricity data is:
xo.? -1
y (A.) = "-::--::-"

0.7

(6-1)

The corresponding correlation coefficient of the transformed data and
the normal values is r=0.974, which is greater than 0.969 and therefore
suggests that the transformed data is approximately normal.

The

control limits for this data can now be calculated.

The two statistics needed to calculate the control limits are the mean
and the standard deviation. For the transformed data these values are 1.1
=-0.85995 and 0"=0.13697.

Using (5-l), the control limits for the

transformed data become:

UCL = -0.44904
Mean= -0.85995
LCL = -1.27086

The next step in the algorithm is to convert these limits back to the
original scale of the data. The inverse of the transformation equation,
(5-3), is used to accomplish this. From this the following is obtained:
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UCL = e

ln[(-<J.44!>04 )(0.7)+1]
1

"·

= 0.5833

In(c-o.ssmJco.7J+l]

Mean= e

= 0.2682

0·7

In{ (-1.27086)(0.7)+1]

LCL = e

= 0.0430

"·1

A control chart was constructed using this information and it can be
viewed in Figure 6-6. The control chart shows that the process is in
control as there are no points exceeding the control limits. Although
the process is in control the mean value of concentricity may exceed

quality specifications.

If this

is

the case, managerial and/or

engineering intervention should apply to the process to lower the mean.

Concentricity

0.6!-·---------------

UCL

0.5

Mean
0.1

LCL
0

20

10
Piston number

Figure 6-6 Control chart for the concentricity data of a gudgeon
bore of a piston
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7.1 Summary
In Chapter 4 the measure of skewness and the effectiveness of the
Box-Cox transformation were compared. Without analytical proof, but
through transforming many skewed distributions, a limitation to the
transformation was found. That is, a distribution having a skewness
value greater than 3.70 had a slim chance of being transformed into a
normal distribution.

Throughout this report, simulated data from a Poisson distribution
was used in most examples, so that results were able to be checked, as
the distribution of the data was known. However, with the aid of data
from the Orbital Engine Company, control limits for a specific
manufacturing process were found demonstrating that the method of
finding the limits in this report is useful in industry and not just in
theory.

This research developed a

m~ans

to construct an algorithm, where the

sample data is skewed, to determine control limits for that data. The
algorithm is given in section 5.3. This algorithm is useful to the data
analyst considering constructing a control chart for a manufacturing
process, as it provides easy steps to find the control limits. Some of
the steps suggest to use another method to find the limits, as the BoxCox transformation will not be or was not effective. If one of these

'
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steps are to be followed, then the approaches discussed below should
be attempted.

7.2 Other Approaches to the Problem
This research concentrated on one method in which to solve the
problem of finding control limits for process data that has an
asymmetric distribution. The method was to transform the data in to a
normal distribution, calculate the limits and then convert them back to
the original scale. However, this is not the only method that can solve
the problem.

Other methods which were considered are outlined

below.

7.2.1 Fitting the data to a known distribution

Ryan (1989, p.72) mentions that the total probability outside the
limits,

~±3cr,

assuming the data follows a normal distribution, is

0.0027, or 0.00135 on each side. If the distribution of the data was
significantly asymmetric, then the algorithm in Chapter 5 suggests to
transform the data. However, another approach would be to try and
model the data by a known distribution.

By doing so, the control

limits could be estimated by using tables or the probability density
function of the distribution to find the values that give a probability of
0.00135 on each side. These values are XI and X2 in Figure 7-1 where
Xi and x2 are the LCL and UCL respectively.

j

I
/
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0.00135

0.00135

Mean

XI

Figure 7-1 Illustration of probabilities each side to find the control
limits.

7.2.2 Numerical approach

In some situations it may not be easy to fit the data to a known
distribution.

In these cases an equation can be estimated for the

distribution using numerical techniques.

By producing an equation,

integration could be used to find the areas of 0.00135 on each side of
the distribution, hence finding the control limits.

7.3 The Need for Further Research
'

In all, this report illustrates that process control limits can be found
for data which is positively skewed with magnitude less than 3.70.
The limits of the original data are found by transforming the data into
a normal distribution using the Box-Cox transformation, then the limits
for this transformed data are found and then converted back to the
original scale.
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However, more rigorous research could be conducted to fine-tune the
algorithm.

This could be accomplished by further investigating the

methods outlined in section 7 .2.

In addition, there is a need to

determine whether an exact relationship exists between the measure of
skewness and the accuracy of the Box Cox transformation, so that a
definite limiting skewness value can be found, rather than the trialand-error method used in this research to determine the value 3.70.
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to Bayesian

inference m

The following is a C computer program to simulate Poisson data.

I* This is a program to generate a random sample from a Poisson *I
I* distribution with a stated mean.
#include <stdio.h>
#include <stdlib.h>
#include <math.h>

#define mean 4
#define num_trials 100
#define highest_variate 15

int seed = 23;

float random (int seed)
{

/* a function to generate a uniform random number *I
float number, max_rand;
int num;

max_rand = RAND_MAX;

num =rand();
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*I

number = (num/max_rand);
return(number);
)

int poisson (int.seed)
{

/* a function to generate a random poisson number*/

int count;

float probzero, product;

count = 0;

product = random(seed);
probzero = exp( -mean);
while (product> probzero)
{

count++;

product *= random(seed);
)

return( count);
)

int main (void)
{

int number_of_trials = num_trials;
int counter, variate;

float sample_mean;
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int frequency[highest_ variate];
FILE *p_dist_file;
FILE *p_ variate_file;
char *p_variate_file_name = "p_ vars. bas";
char *p_dist_file_name = "p_dist.bas";

sample_mean = 0;
for (counter=O; counter<=highest_variate; counter++)
frequency[counter] = 0;
srand(seed);
if(!(p_variate_file = fopen(p_ variate_file_name, "w")))
(

printf("COULD NOT OPEN P_ VARS.BAS\n");
exit(!);
)

for (counter= 0; counter< number_of_trials; counter++)
(

variate = poisson(seed);
fprintf(p_ variate __file, "%d\n ··,variate);
frequency[ variate]++;

sample_mean +== variate;
printf("%d\n" ,variate);
)

sample_mean /= number_of_trials;
printf("Sample mean is: %f\n", sample__ mean);
if(!(p_dist_file = fopen(p_dist_fi!e_name, "w")))
(

printf("COULD N0T OPEN P_D!ST.BAS\n");
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I
exit(2);
}

I

for (counter=O; counter<highest_variate; counter++)
(

printf("%d**" ,frequency [counter]);
fprintf(p_dist_file, "%d\n" ,frequency[counter]);
}

fclose(p_ variate_file);
fclose(p_dist_file );
}

'

L

73

