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Abstract
We introduce a new analyticalmethod for studying the open quantum systems problemof a discrete
systemweakly coupled to an environment of harmonic oscillators. Our approach is based on a phase
space representation of the densitymatrix for a system coupled to a two-tiered environment. The
dynamics of the system and its immediate environment are resolved in a non-Markovianway, and the
environmentalmodes of the inner environment can themselves be damped by awider ‘universe’.
Applying our approach to the canonical cases of the Rabi and spin-bosonmodels we obtain new analy-
tical expressions for an effective thermalization temperature and corrections to the environmental
response functions as direct consequences of considering such a tiered environment. A comparison
with exact numerical simulations conﬁrms that our approximate expressions are remarkably accu-
rate, while their analytic nature offers the prospect of deeper understanding of the physics which they
describe. A unique advantage of ourmethod is that it permits the simultaneous inclusion of a con-
tinuous bath aswell as discrete environmentalmodes, leading towide and versatile applicability.
1. Introduction
Theﬁeld of open quantum systems, originally devised for quantumoptics problems, has recently gained
signiﬁcant traction in the study of condensedmatter systems: this is due to the exquisite level of quantum control
that is becoming available over increasinglymesoscopic solid state systems, as well as the tantalizing prospect
that nature itselfmay be harnessing quantum effects under adverse ‘warm andwet’ conditions, e.g. in
photosynthesis [1, 2] and the avian compass [3, 4]. In current literature there is a range ofmethods to evaluate
the evolution of a general open quantum system, from the straightforward but approximate weak-coupling
master equation approach [5] through to the fully-numerical path integral based on quasi-adiabatic propagator
path integral (QUAPI) [6–10]. It is important toﬁndways of treating quantum systems embedded in
environments that are realistically complex, both in terms of their structure and their non-Markovian nature
(i.e. environments which have a ‘memory’).When a new approach is analytic rather than numerical, there is the
considerable beneﬁt that one gains a route to intuitive insight as well as a simulation tool.
In this paperwe introduce amethod based on a sequence of three steps: ﬁrst, we introduce the ‘Pmatrix’,
which allows a phase space description of amultilevel system coupled to complex environment. Second, we
perform a perturbative expansion of the resulting dynamical solution. Finally, we express the reduced dynamics
in terms of an inﬂuence functional, a quantity which allows new insights into the behaviour of open systems.
Ourmethod is intuitive, highly accurate as long as the system environment coupling does not get too large, and
works for general spectral densities. In contrast tomany conventional open quantum system approaches, such
as thosementioned above, we consider a hierarchical environment consisting of two tiers. The outer tier
represents a zero-correlation-time heat bath that acts on an inner tier that is the immediate environment of the
system. The inner tiermay consist of a single harmonic oscillator, a continuous bath of oscillatormodes, or any
additive combination thereof.
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Previous works such as [11–13] consider similarly tiered environments for a different conceptual reason: in
those cases a single environmental tier is subdividedwith the purpose of capturingmore accurate, non-
Markovian dynamics. In a similarmanner, [14] considers a second tier which is constantly randomized for
gaining a numerical advantage in simulating a singly tiered environment. By contrast, our approach here is not
motivated by ‘mathematical’ convenience but is rather designed to capture a commonly occurring ‘physical’
reality. This lattermotivation had already been applied to some speciﬁcmodels such as the damped Jaynes–
Cummingsmodel [15, 16] andﬁctitious harmonic oscillators [12], and the idea has led to the theory of pseudo-
modes [17] (intrinsically restricted to zero temperature). A similar idea underlies the so-called ‘reaction
coordinate’method, where the inner tier is a single harmonic oscillator that is coupled to awider environment
[18–20], an approach that is often referred to as a ‘structured environment’ in the literature [21–24]. This
method employs amapping between the original environment and a spin-bosonmodel with an effective spectral
density [18].
Themethodwe introduce here applies to a general choice of system and bosonic environment atﬁnite
temperature, and the two environmental tiers typically represent different environmental inﬂuences. There also
existmethods formodelling a long or inﬁnite chain of identical environmental tiers, for example, the problemof
a quantum system coupled to the end of a linear chain of fermions [25] or bosons [26].We remark that our
method remains applicable when there is no natural division into separate tiers and only a single environment is
considered (orwhen both tiers arise from the same environment). In this casewe still obtain non-Markovian
contributions to the dynamics, andwhen applied to canonical cases, we recover known results from the
literature. However, ourmethod ismore distinctive when two different environmental inﬂuences are present.
Another active area of research on open quantum systems is that of hierarchical equations, whichwas
pioneered by Tanimura [27–29] in the late 80ʼs. This includes hierarchical equations for both the densitymatrix
[30–33] andwavefunction [34], generally relying on a speciﬁc formof thememory kernel of the bath. Non-
Markovian state quantum state diffusion [35–37] alsomakes use of a hierarchy of abstract functionals and has
recently been used to study energy transfer inmolecular aggregates [38]. Note, however, that the technique
presented in this paper is conceptually quite different from any of these hierarchical approaches, since our
interest focusses on a doubly tiered physical environment instead ofmathematical hierarchies of equations.
Our approach of using a two-tiered environmentmakes our technique particularly suitable formodelling
several of today’smost intensely studied experimental systems: this includesmany examples of discrete
quantum systems interactingwith an optical ormechanical resonator, such as, e.g., NV− centres on diamond
cantilevers [39, 40], quantumdots on carbon nanotubes [41, 42], nanomechanical resonators coupled to
quantumdots [43] or superconducting qubits [44], and superconducting circuit QED [45, 46]. Each of these
systems features a high quality resonator, somewith extremely high—though of course ﬁnite—Q factors, as well
as a discrete systemwhose interactionwith the environment will in general not be entirely restricted to the
resonator.
Additionally, our technique can be applied to the study of nanoscale energy transfer. For example, the
interplay of vibrationalmodes and the excitonic states inmolecular structures are thought to be key to fully
understanding photosynthesis [1]. Indeed, a dominant coupling of an energy transfer complex to a small
number of discrete vibrationalmodesmay be responsible for efﬁcient energy transfer [47], and previous work
has shown how a continuous spectrumofmodes can bemapped onto a bath plus one ormore coupled and
discrete oscillatormodes [48, 49].However, new theoretical developments, and further experiments, are needed
to understand the functional role of discretemodes in energy transfer systems. The theoretical frameworkwe
describe here is ideal for studying this kind of system-discretemode-bath system and is applicable across awide
range of parameter space. For example, it can accurately reproduce the energy transfer dynamics occurring in
the FMOcomplex [50].
To illustrate ourmethod, we show that it delivers a highly accurate description of the ubiquitous Rabimodel,
evenwhen the oscillator is damped by a larger environment. As a second example, we take the spin-boson
model, showing howourmethod reduces to theweak-coupling results in the appropriate limit, whilst in general
giving better agreement with exactQUAPI calculations than traditional weak-coupling techniques.Moreover,
sincewe do not restrict ourselves to theMarkovian limit with a static environment, we are able to explore the
case where the bath oscillators are themselves coupled to a larger environment, andwe derive analytical
expressions for the decoherence and dephasing rates for this case.
This paper is organized as follows: in section 2we deﬁne ourmodel and give a brief introduction to the
coherent state representation, and introduce the inﬂuence functional. Section 3 introduces the perturbative
solution to the case where the environment is a single damped vibrationalmode. In section 4we examine the
case of amore complex environment which is deﬁned via a general spectral density, and show that up to second
order in perturbation, eachmode contributes independently to the dynamics. Section 4.1 studies the spin-boson
model, comparing ourmethod to other approaches, and ﬁnally, in section 5, we summarize our results and
discuss the validity of our technique.
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2. Coherent state representation andmodel
2.1.Model
We start with theHamiltonian
= + + + +      (1)S E I U EU
whereS is theHamiltonian of the governing the systemof interest.We shall take the ‘systemHamiltonian’ to
be deﬁned on a discrete,ﬁnite-dimensionalHilbert space, onwhichmeasurements can be performed.No other
assumptions are necessary, and in particularS does not need to be time-independent. The term
ω= ∑ a ak k k kE † represents an environment consisting of harmonic oscillators, whereak† (ak) is the creation
(annihilation) operator for amodewith angular frequencyωk. The term = ∑ + V g a a( )k k k kI † is the
interaction coupling the system (via the systemoperatorV) to the environment.
Equation (1) also includes terms that allow our environment to be coupled to the rest of the universe
denoted byU.When such awider environment is present, we assume that it is well approximated by an inﬁnite
heat bath that is kept in a thermal state. The oscillatormodes of the immediate environment are then
dynamically driven towards a thermal state by virtue of the environment to universe coupling termEU.
However, unlike conventional Born–Markovweak coupling approaches which commonly keep the entire
environment ﬁxed in thermal equilibrium, the inner tiermodeswill in general deviate from the thermal state.
We shall show this adds an exponential cut-off to the response kernel. Figure 1 gives an illustration of ourmodel.
Instead of explicitly treating the coupling between the environment and the rest of the universewith a
microscopic derivation, wemake the simplifying assumption thatEU is small enough that eachmodeωk of the
environment simply experiences dampingwith rate γk via standard Lindblad operators (for a derivation see, e.g.,
[5]). For this to be consistent, two conditionsmust be satisﬁed:ﬁrstly, the damping rate γ ω≪k k must be small
for eachmode, because this is the parameter regime assumed in the derivation of the damped harmonic
oscillatormaster equation. Secondly, the system-environment coupling described byImay not become too
large either, otherwise the damping Lindblad operators acting on eachmode are inﬂuenced by the presence of
the system and our simple independent choice ceases to be a good approximation [51] (also see [15] for a
discussion of this approximation in the context of the resonant damped Jaynes–Cummingsmodel).
Finally, we assume that the initial densitymatrix can be factorized as ρ ρ ρ= ⨂(0) (0)s Eth with the initial
thermal state of the environment being ρ β= −− exp ( )Eth 1 E , (where is the appropriate normalization
factor).
2.2. Coherent representation
To represent the densitymatrix of a single harmonic oscillator we use the coherent state orP representation [52],
which has been extensively studied in quantumoptics. The coherent state representationmaps between the
densitymatrix of a harmonic oscillator ρ and a function of two continuous variables α αP ( , *) via
∫ρ α α α α α= ( )Pd , * , (2)2
where α∣ 〉 is the coherent state deﬁned as α∣ 〉 = ∣ 〉α α−e 0*a a† or alternatively α α α∣ 〉 = ∣ 〉a , and
α α α≡d dRe( )dIm( )2 . Themapping yields the following operator correspondence [52]:
ρ α↔a P, (3)
ρ α↔a P* , (4)†
Figure 1.An illustration of themodel under study. The system of interest is coupled to an immediate environment, which is in turn
coupled to thewider ‘universe’. The environment ismodelled as a set of harmonic oscillators, whereas the ‘universe’weakly dampens
each of these oscillators to a thermal state.
3
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ρ α
α
↔ − ∂
∂
a P* , (5)† ⎜ ⎟
⎛
⎝
⎞
⎠
ρ α
α
↔ − ∂
∂
a P
*
. (6)
⎛
⎝⎜
⎞
⎠⎟
For a systemwith states∣ 〉i coupled to an oscillator, instead of aP functionwe nowneed aPmatrix to represent
the densitymatrix
∫∑ρ α α α α α= ( )P i jd , * , , . (7)
i j
i j
,
2
,
Generalizing from a singlemode to a set ofmodes is straightforward, with the corresponding set of variables
α α↔a a{ , } { , }k k k k† * and
∫∑ ∏ρ α α α α α= ( ){ }P i jd , , { } , { } . (8)
i j k
k i j k k k k
,
2
, *
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
Apartial trace over the oscillator space is given by
∫∑ ∏ρ α α α= ( ){ }P i jTr ( ) d , . (9)
i j k
k i j k kosc
,
2
, *
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
For notational ease, fromhereonwe switch to a vectorized formof the densitymatrix and operators,mapping
n× nmatrices Ai j, to vectors Ai of dimension n
2. Further, we use the generalizedGell-Mannmatrices with the
notation from [53]. For an n-site system, these consist of −n 12 traceless andHermitianmatrices
ν ν ν⋯ −, , , n1 2 12 , deﬁning a full operator basis togetherwith the identitymatrix4. Adopting the Einstein
summation convention, where i j k, , run from1 to −n 12 , the generalizedGell-Mannmatrices satisfy:
ν ν δ ν= + +( )n d if
2
(10)i j ij ijk ijk k
ν ν ν= if[ , ] 2 (11)i j ijk k
ν ν δ ν= +
n
d{ , }
4
2 , (12)i j ij ijk k
where fijk and dijk are totally antisymmetric and symmetric tensors, respectively. For ϵ= =n f2, ijk ijk the Levi-
Civita symbol and =d 0ijk . Any n× nmatrix P can bewritten as a vector Pi:
ν= +P P P , (13)n i i2
ν=P P1
2
Tr , (14)i i⎡⎣ ⎤⎦
=P n P(1 ) Tr [ ]. (15)n2
Using this vectorized formwe canwrite the densitymatrix as
∫ρ ν α α= +
α
( )P P { } { } , (16)n i i k k2
where for convenience we denote∫ ∫ α≡ ∏α dk k2 , and α α=P P ({ , })k k* . The condition ρ =Tr 1 implies
∫ α α α =P nd ( , *) 1n2 2 , andwe are interested in the partial trace over the environment
∫ρ ν ρ ν= + ≡ +
α
 ( )P P n(1 ) . (17)s n i i is i2
2.3. The inﬂuence functional
At this stage, we use the following form forwriting down the full dynamics of the reduced system:
ρ ρ= Θt U t( ) ( )e (0), (18)s t s( )
whereU(t) is the propagator (in the vectorized representation) of the systemwithout the environment, and the
inﬂuence of the rest of theworld on the system is encoded in the inﬂuence functionalΘ t( ). Themotivation for
this comes from the Feynman–Vernon inﬂuence functional [54] of the same form. Further, we anticipate that
4
For n=2 (a qubit)ν σ=i i are the Paulimatrices, and for n=3we get theGell-Mannmatrices ν λ=i i.
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this formwill be a convenient one for recovering the known exponential decay in theweak-coupling limit. The
main result of this paper is that it is possible toﬁnd an exact expansion ofΘ t( ) as a perturbation series with
respect to the interactionI, and expansion up to second order recovers the knowndephasing and relaxation
rates given by standard Born–Markovweakmaster-equation techniques, butwith an added non-Markovian
contribution.
3. A singlemode
Let usﬁrst examine the case where the environment ω= a aE † consists of only a singlemode.When taking a
two-level system (2LS) as the system (a limitationwhich is not required in the following), then this is just the
well-knownRabimodel.
In its vectorized form, the system-environment part ofHamiltonian (1) can be decomposed to
ν= t H t( ) ( ) , (19)i iS
ω= a a, (20)E †
= + ( )t gV t a a( ) ( ) , (21)I †
ν= + V t V t V t( ) ( ) ( ) . (22)i i n2
Then the operator correspondence between ρ and ⃗P , with the vector α α α⃗ = ⋯P P P P[ ( ), ( ), , ( )]n1 2 2 yields:
ρ ρ ρ∂
∂
= − + + + ↔ ∂
∂
⃗ = − + ⃗ + ⃗×   ( )
t
D
t
P L P gA Pi , ( ) i . (23)gS E I S
⎡⎣ ⎤⎦
Here ρD ( ) is the Lindblad dissipator induced by + U EU, which damps the oscillator with rate γ. The
operator
ω γ
α
α ω γ
α
α γ
α α
= − + ∂
∂
+ + ∂
∂
+ ∂
∂ ∂
L N
i
2
i
2 *
* i
*
(24)
2
⎜ ⎟ ⎜ ⎟⎛⎝
⎞
⎠
⎛
⎝
⎞
⎠
is simply the corresponding P representation Fokker–Plank operator [5], i.e. for a single damped oscillator the
master equationwould read = −∂∂ P LPit , where βω= −
−N [exp ( ) 1] 1 is themean oscillator occupation
number at thermal equilibriumwith inverse temperature β = −k T( )b 1. In the vectorized representation, the
terms− × Pi S and gA Pg take the place of ρ− i[ , ]S and ρ− i[ , ]I , respectively, where thematrices × A, gS are
given by
= −× t H t f( ) 2i ( ) , (25)
ij
k kijS
⎡⎣ ⎤⎦
= =× × ( ) ( ) 0, (26)i n n iS , S ,2 2
δ
α α
= − − +
− + − −
α α
α α
∂
∂
∂
∂
∂
∂
∂
∂
( )
( )
A t V t d V t
V t f
( ) i ( ) ( )
2 2 * ( ) , (27)
*
*
g
ij
k kij n ij
k kij
2⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦
α α
= − ∂
∂
− ∂
∂
A Vi
*
, (28)g
i n
i
, 2
⎡⎣ ⎤⎦
⎛
⎝⎜
⎞
⎠⎟
α α
= − ∂
∂
− ∂
∂
A
n
V ti
*
2
( ), (29)g
n i
i
,2
⎡⎣ ⎤⎦
⎛
⎝⎜
⎞
⎠⎟
α α
= − ∂
∂
− ∂
∂
A V ti
*
( ). (30)g
n n
n
,2 2
2⎡⎣ ⎤⎦
⎛
⎝⎜
⎞
⎠⎟
Note that ×S isHermitian, and the propagatorU(t) satisﬁes
∂
∂
= − ×
t
U t U t( ) i ( ), (31)S
= U (0) . (32)
The central strategy of this paper now is to solve equation (23) perturbatively with g being the small
parameter, based on the form (18) of the full solution in order to estimate the inﬂuence functionalΘ t( ).
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3.1. Perturbation series
For the perturbation treatment, we use the expansion
= + + + ⋯P P gP g P , (33)0 1 2 2
hence equation (23) translates to:
∂
∂
= − +×( )
t
P L Pi , (34)0 S
0
∂
∂
= − + +×( )
t
P L P A Pi , (35)g1 S
1 0
∂
∂
= − + + ⋯×( )
t
P L P A Pi , (36)g2 S
2 1
∂
∂
= − + +× −( )
t
P L P A Pi . (37)n n g nS
1
The solution for the uncoupled systemP0 is simply given by
ρ
π
= α−P t U t
N
( ) ( ) (0)
1
e (38)s N0
2
with ρ ρ ρ ρ= −t t t t n( ) [ ( ), ( ),..., ( ), 1 ]s s s ns1 2 12 . In principle it is possible to solve this series termby term.However,
we are interested in the state of the system and not the oscillator, whichmakes thingsmuch easier: we use the
boundary conditionwhereα α ⟶
α→∞
P ( ) 0k n for allk n, . This is justiﬁed since the oscillator can be expected not to
deviate by toomuch from a thermal, Gaussian state, and it certainly also should not occupy extreme high-energy
states. Therefore performing the integration∫ ∫α ≡ αd2 on equations (35)–(37) yields
∫ ∫ ∫ α α∂∂ = − − +α α α× ×
→

  
( )t P P V Pi i * , (39)1 S 1 0
0
∫ ∫ ∫ α α∂∂ = − − +α α α× × ( )t P P V Pi i * , (40)2 S 2 1
⋯
∫ ∫ ∫ α α∂∂ = − − +α α α× × − ( )t P P V Pi i * , (41)n n nS 1
where
= −×( )V V f2i , (42)ij k kij
= = =× × ×( ) ( ) ( )V V V 0, (43)i n n i n n, , ,2 2 2 2
is thematrix equivalent to the superoperator □V[ , ]. The initial condition is∫ = =α >P t( 0) 0n 0 , i.e. at time
t=0 the qubit and themode are factorized, and themode is in the thermal state, which gives
∫ α =
α
P t( , ) 0 (44)1
for all times. Theﬁrst contribution in the expansion therefore comes from∫ α ≠α P t( , ) 02 , which is2nd order in
the coupling constant g. This is in analogy to the usualQME treatment, where the inﬂuence of the environment
also enters at the2nd order in the coupling constant. In order to solve equation (40)we ﬁrst need to evaluate
∫ α α+α P( *) 1, which can be done by invoking the followingmathematical procedure: (i)multiply equation (35)
byα orα* from the left; (ii) perform the∫α integral; (iii) integrate by parts all terms possessing a derivative. The
sequence of these steps yields the following two equations:
∫ ∫ω γ α α∂∂ + + + =α α×t t P A t Pi
1
2
i ( ) ( ) , (45)gS
1 0⎡⎣⎢
⎤
⎦⎥
∫ ∫ω γ α α∂∂ − + + =α α×t t P A t Pi
1
2
i ( ) * * ( ) , (46)gS
1 0⎡⎣⎢
⎤
⎦⎥
which after a bit of algebra andODE solving yield a solution for∫α P1. Substituting this solution into
equation (40) then results in
6
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∫ ∫ ∫ ω
ω ρ
= − ′ ″ ′ × + ′ − ″ ″
− ′ − ″ ′′
α
γ
′
− ′− ″ × ×
◦
P U t t t V t N t t V t
t t V t
( ) d d e ˜ ( ) (2 1) cos [ ( )] ˜ ( )
i sin[ ( )] ˜ ( ) (0). (47)
t t
t t
s
2
0 0
( )12 ⎡⎣
⎤⎦
Here, the notation × ◦V V˜ , ˜ denotes operators in theHeisenberg picture,
≡ −V t U t V t U t˜ ( ) ( ) ( ) ( ), (48)1
and ◦V˜ is the equivalent of □V{ , } and is given by
=◦( )V V t2 ( ), (49)i n i, 2
=◦( )V
n
V t
4
( ), (50)
n i
i
,2
δ= +◦( )V V t d V t2 ( ) 2 ( ) , (51)ij k kij n i j,2
=◦( )V V t2 ( ). (52)n n n2 2 2
At this point we note that the inﬂuence functionalΘ t( )up to second-order in g is then given by equation (47)
and
∫Θ ρ =
α
U t t g P( ) ( ) (0) . (53)s 2 2
Weproceed by showing that this provides a highly accurate solution for the singlemode case in theweak-
coupling limit.We shall then generalize the technique to an environment consisting of a (quasi)continuous bath
of oscillators. In appendix Bwe sketch the derivation of higher-order terms in the perturbation series.
3.2. Example: the (damped) Rabimodel
TheRabimodel, consisting of a coupled 2LS to a harmonic oscillator, represents perhaps themost basic and
ubiquitous compound quantum system. Focussing only on the dynamics of the 2LS and tracing over the
oscillator then results in arguably the conceptuallymost simple and yet a highly non-trivial open systems
problem. Let us consider the RabiHamiltonian
ϵ σ Δσ ω σ= + + + + + +  ( )a a g a a
2 2
, (54)z x z† † EU U
whereσi are the usual Paulimatrices referring to the 2LS. In this case, we immediately ﬁnd that thematrices
× × ◦ V V, ,S are given by:
ϵ
ϵ Δ
Δ≡
−
−×
0 i 0 0
i 0 i 0
0 i 0 0
0 0 0 0
, (55)S
⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟
=
−
×V
0 2i 0 0
2i 0 0 0
0 0 0 0
0 0 0 0
, (56)
⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟
=◦V
0 0 0 0
0 0 0 0
0 0 0 2
0 0 2 0
, (57)
⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟
when operating on the vector σ σ σ { , , , }x y z †. Substituting these into equation (53), we obtain an unwieldy
analytical expression forΘ t( ), which can give us insight if examined in the eigenbasis of the system (the ×S
eigenbasis): the top 3 × 3 part of ×S has twoﬁnite and one vanishing eigenvalue ( ϵ Δ± +{0, }2 2 ). In this
basis, the real terms on the diagonal ofΘ t( ) that are proportional to t and correspond to theﬁnite eigenvalues,
are both equal to the dephasing rate. The one corresponding to the vanishing eigenvalue is the relaxation rate.
These rates are given by
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Γ βω Δ
Ω
γ
Ω ω
γ
Ω ω
=
+ −
+
+ +γ γ( ) ( )
g coth
2 ( ) ( )
, (58)relax 2
2
2
2
2 2
2
2 2
⎜ ⎟⎛⎝
⎞
⎠
⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟
Γ Γ βω ϵ
Ω
γ
ω
= +
+γ( )
g
1
2
2 coth
2
, (59)dephase relax 2
2
2
2
2 2
⎜ ⎟⎛⎝
⎞
⎠
whereΩ ϵ ω= +2 2 is the Rabi frequency. Note that in the limit γ → 0, i.e. no damping on the oscillator from
thewider environment or universe, we recover the standard Born–MarkovME result for relaxation and
dephasing, given in equations (C11)–(C12). The imaginary parts on the diagonal ofΘ t( ) correspond to the
Lamb shift Hamiltonian, given by
σ βω Δ
Ω
Ω ω
Ω ω
Ω ω
Ω ω
= −
+ −
+ +
+ +γ γ

( ) ( )
g
1
2
˜ coth
2 ( ) ( )
, (60)LS z 2
2
2
2
2 2
2
2 2
⎜ ⎟⎛⎝
⎞
⎠
⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟
where σ˜z is given bywriting the systemHamiltonian, i.e. the ﬁrst two terms in equation (54) in its diagonal basis
Ωσ=˜ 1
2
˜ . (61)zS
Again, in the limit γ → 0we recover the ‘standard’ Lamb shift given in equation (C7). Furthermore, we can
extract the steady state of the system at long times: at timesmuch larger than the relaxation time, the system
tends to the state
ρ Γ σ Ωω
Ω ω
βω≫ → −
+ +γ
−
( )
( )t 1
2
1
2
˜
2
tanh
2
. (62)zrelax
1
2
2 2 2
⎜ ⎟⎛⎝
⎞
⎠
This is indeed only the expected thermal system state when γ → 0 andω Ω→ , i.e. no damping andwhen
oscillator and system are resonant. However, one should take this limit with caution, because for vanishing
damping, γ → 0 the relaxation timeΓ−relax1 tends to inﬁnity and the systemwill thus never actually reach this state.
Inﬁgure 2we plot the effective temperature, that is, the temperatureTeff given by equating − k Texp [ ˜ ]s b eff with
equation (62). On the sameﬁgure we plot the relaxation rate for the same parameters, showing a Lorentzian
peak in efﬁciency near resonance.
We note that in general the effective temperature differs from the temperature of the universe. In order to
explain this apparent discrepancy, we examine equation (62): the universe is only directly coupled to the
oscillator which has energy levels spacing ofω, this accounts for the term βωtanh( )
2
which is different from the
expected βΩtanh( )
2
. This termdecreases (increases) the effective temperatureTeff when themode is blue-shifted
(red-shifted) with respect to the Rabi frequencyΩ. The pre-factor
Ωω
Ω ω
Ω ω
Ω ω+ +
= −
− +
+ +γ
γ
γ( )
( )
( )
2
1
( )
(63)
2
2 2 2
2
2
2
2
2 2 2
Figure 2.The apparent effective temperature of the system as deﬁned by equation (62) (blue), and the relaxation constantΩΓ grelax 2,
as in equation (58), (dashed red) as a function ofω Ω. Other parameters are: βΩ = 1, γ ω = 0.1 andϵ = 0 (no bias).
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ismaximizedwhen on resonance (ω Ω= ). Detuning suggests that in order to extract energy from the qubit, the
universe exchanges energy with the oscillator tomatch the detuning. This adds uncertainty to the system
effectively increasing the temperature. The system-environment coupling γ adds additional uncertainty.
We also note that in this schemewe do not keep track of the environment, only trace over it. The thermal
state of system+ environment is proportional to β− + +  exp [ ( )]S E I , i.e. the system and environment
are entangled, and deﬁning a temperature of just one subsystem is questionable.
The examplewe discuss in this section is formally equivalent to the reaction coordinate [18–20] or
structured environment [21–24]model in theweak coupling andweak damping regime.Here, the reaction
coordinatemodel employs an effective spectral density with a Lorenzian peak, yielding the same rates as
equations (58)–(60) except for the ‘counter rotating’ terms Ω ω∼ + −( ) n (which are typically small).
Interestingly however, this nice agreement only extends to the real part of the response function,D(t), which
determines the damping rates. By contrast, themodiﬁed spectral density of the reaction coordinatemethod does
not account for corrections to the imaginary partD t( )1 , which yields the long time asymptotic behaviour of the
system. To ensure that our approach does indeed deliver the correct steady state, we havemade a comparison
with an exact numerical simulation of the dynamics given byHamiltonian (54) (with + EU U replaced by a
Lindblad dissipator).We obtain perfect agreement between equation (62) and a purely numerical simulation in
theweak coupling regime.
Inﬁgure 3we plot a comparison between equation (18)withΘ t( ) approximated by equation (53), and exact
numerical simulation, showing that for theweak-coupling regime there is a very good agreement between
the two.
4. Extending the analysis to amultimode environment
In the previous section the ‘environment’ consisted of only one single harmonic oscillator. However, adding
multiple oscillators is straightforward, and in theweak coupling limit, where environmental inﬂuence is
assumed to be small, each environmentalmode contributes to the inﬂuence functionalΘ t( ) independently. The
difference is that now the environmentHamiltonianE has a set ofmodes, and in our vectorized form the
equivalent of equations (19)–(22) becomes
ν= t H t( ) ( ) , (64)i iS
∑ω= a a , (65)
k
k k kE
†
∑= + ( )t g V t a a( ) ( ) , (66)
k
k k kI
†
ν= + V t V t V( ) ( ) . (67)i i n2
The derivation for this case is very similar to the singlemode case and is given in full detail in appendix A.
Oncemore, the inﬂuence of the bath on the system’s dynamics is given by equation (18), where now
∫ ∫Θ = − ′ ″ ′ × ′ − ″ ″ + ′ − ″ ″γ γ′ × × ◦t t t V t D t t V t D t t V t( ) d d ˜ ( ) ( ) ˜ ( ) i ( ) ˜ ( ) . (68)t t
0 0
1
⎡⎣ ⎤⎦
Figure 3.A comparison between the dynamics given by equation (18)withΘ t( ) approximated by equation (53) (solid) and exact
numerical simulation ofHamiltonian (54) dynamics (dotted). The Parameters used here are Δ = −0.6 ps 1 , γ = −0.8 ps 1 ,
ϵ = −1.3 ps 1 ,ω = −0.2 ps 1 , = −k T 1 psb 1, g=0.03. The approach to equilibrium is not prominent in this case because of the long
relaxation timeΓ ≈− 3000 psrelax1 . The dephasing time ismuch shorter withΓ ≈− 17psdephase1 .
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Here A˜1,2 are given by equation (48), andwe adapt our notation tomatch that common in the literature on
phonon baths, introducing the (damped) phonon response function deﬁned as
∑α τ
ω τ
τ τ=
−
≡ +γ γ τ
βω
βω γ γ
− ( )
( )
g D D( ) e
cosh i
sinh
( ) i ( ). (69)
k
k
k
2 1
2
2
2
1k
k
k
Here τγD ( ) and τγD ( )1 are the (damped) dissipation and response kernels, respectively. In terms of the spectral
density function
∑ω δ ω ω= −J g( ) ( ), (70)
k
k k
2
we can express the response function as
∫α τ ω ω ωτ= −γ γ ω τ
βω
βω
∞
− ( )
( )
J( ) d e ( )
cosh i
sinh
, (71)
0
1
2
( ) 2
2
where γ ω( ) is the damping rate ofmodes with angular frequencyω. If themodes are not damped, i.e. for
γ ω =( ) 0, we recover the standard response function from the literature [5]α τ τ τ= +D D( ) ( ) i ( )1 .
We note that for the case of γ ω =( ) 0, i.e. when there is no external universe, the result (68) is exactly
coincides with thewell-studied time-convolutionless projection operator technique (TCL) from the literature
when theTCL generator is expanded to second order in the system-environment coupling, see [11].
It is interesting to note that the thermalization of the immediate environment by thewider universe is fully
captured by switching to the above generalized formof the response kernel (69) (within a perturbative treatment
to second order, higher orders give additional corrections, see appendix B). AtT=0 our expression is in full
agreementwith the previously derived zero temperature response function of the damped spin-bosonmodel
given in [12].We suggest that the same kernel redeﬁnitionmight also be applicable to othermethods of studying
open quantum systems, giving a simple recipe to adding awider universe on top of a standard open system.
4.1. Example: the spin-bosonmodel
To apply our generalizedmultimode technique to a particular example, we look at thewell studied case of the
(biased) spin-bosonmodel with the followingHamiltonian:
∑ ∑ϵσ Δσ ω σ= + + + + ( )a a g a a1
2
1
2
. (72)z x
k
k k k z
k
k k kSE
† †
In this case, just like for the Rabimodel, the system is two-dimensional and itsP vector has four components
(σ σ σ , , ,x y z ), and × × ◦ V V, ,S are again given by equations (55)–(57). Sincewe have already calculated the
relaxation and dephasing rates for the singlemode case, showing that the differentmodes contribute
independently forΘ t( ) in theweak-coupling regime, we can immediately write down the following expressions
for the relaxation rates: we only need to add a summation∑k over the differentmodes to equations (58)–(59):
∑Γ βω ΔΩ
γ
Ω ω
γ
Ω ω
=
+ −
+
+ +γ γ( ) ( )( ) ( )
g coth
2
, (73)
k
k
k k
k
k
k
relax
2
2
2
2
2 2
2
2 2k k
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟
∑Γ Γ βω ϵΩ
γ
ω
= +
+γ( )
g
1
2
2 coth
2
. (74)
k
k
k k
k
dephase relax
2
2
2
2
2 2k
⎛
⎝⎜
⎞
⎠⎟
Wenote that, as discussed at the end of section 4, in the limit of γ → 0k , we recover the knownweak-coupling
rates, see [55] or appendix C. The second part of equation (74) is known as the pure dephasing constant.
Belowwe study the no-bias case, settingϵ = 0: the systemHamiltonian ( ×S in our language) is static, hence
the propagatorU is given by = − ×U texp [ i ]S . To calculateΘ t( ), we canmake a change of variables in the
double integral∫ ∫ ∫ ∫τ η′ ″ = τ
τ′ −
t td d d d
t t t t
0 0 0 2
2
to get the expression:
Θ Θ Θ Θ Θ= + + +t t t t t( ) ( ) ( ) ( ) ( ) (75)relax LS th RW
with
∫Θ τ τ τ Δτ=− −γD t2 d ( )( ) cos
2 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0
, (76)
t
relax
0
⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟
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∫Θ τ τ τ Δτ= − − −γD t2 d ( )( ) sin
0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0
, (77)
t
LS
0
⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟
∫Θ τ τ τ Δτ= −γD t4 d ( )( ) sin
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
, (78)
t
th
0
1
⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟
∫Θ τ τ Δ Δ τ
Δ Δ
Δ Δ=− − ×
−
− −γD t
t t
t t
2 d ( )
1
sin ( )
0 0 0 0
0 cos sin 0
0 sin cos 0
0 0 0 0
. (79)
t
RW
0
⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟
In the above expression,Θrelax induces the relaxation and decoherence,ΘLS induces the Lamb-shift, andΘth
steers the system towards the thermal state.ΘRW is usually ignored under the rotatingwave approximation. If
one is interested in times τ≫t bmuch longer than thememory of the bath τ> →D t( ) 0b , it is justiﬁed to let
the upper limit of the integrals go to inﬁnity. For this case it ismost insightful to examine this result in light of the
standard quantum-opticalmaster equation approach: in the standard approach, remarkably one gets exactly the
same expressions as the above equation (75) [without equation (79)], butwith an interesting change:
τ− →t t. (80)
The termswhich are not proportional to t capture non-Markovian contributions, giving information about the
bath’s reorganization time. Interestingly, each of the environmental effects possesses its own timescale, and these
are estimated by
∫
∫
τ τ τ Δτ
τ τ Δτ
=
γ
γ
∞
∞t
D
D
d ( ) cos
d ( ) cos
, (81)Rrelax
0
0
∫
∫
τ τ τ Δτ
τ τ Δτ
=
γ
γ
∞
∞t
D
D
d ( ) sin
d ( ) sin
, (82)RLS
0
0
∫
∫
τ τ τ Δτ
τ τ Δτ
=
γ
γ
∞
∞t
D
D
d ( ) sin
d ( ) sin
. (83)Rth
0 1
0 1
It is noteworthy that the reorganization times can be negative. This could happenwhen, for example, initially for
τ≲t b the dephasing process, which includes a non-Markovian component, ismore aggressive than at later
timeswhen it assumes a stable value. Then, as the aggressive decay stops, the population of the systemhas fallen
by a greater amount than it would have done under the stable, long lived decay process. Thus the system appears
as if it has been evolving under the stable dephasing rate for a longer time than it actually has, and hence the
negative reorganization time.Wenote that the terms (81)–(83) in the limit γ → 0 are known in the literature as
those leading to the slippage of initial conditions, and are important for preserving the positivity of the reduced
densitymatrix [56, 57].
The steady-state of the system is given by
∫
∫
ρ Γ σ
τ τ Δτ
τ τ Δτ
≫ → +
γ
γ
−
∞
∞( )t
D
D
1
2
1
2
d ( ) sin
d ( ) cos
. (84)xrelax
1 0
1
0
A comparison between the standardMarkovianMaster equation, the currentmethod and exact numerical
simulation for the case of a super-Ohmic environment is shown inﬁgure 4. TheQUAPI technique [6–8] is used
as an exact numerical benchmark curve: our calculation uses nine kernel time steps, covering a total kernel
memory time of 2 ps and is fully converged. The standard Born–Markovweak-coupling approach is given in
appendix C. Clearly, ourmethod’s non–Markovian nature and lack of Born approximation results in an
impressive improvement over the standard Born–Markovweak couplingME approach. For this particular
comparison, since there is nowider universe involved, γ ω =( ) 0, the currentmethod is equivalent to the
second-order TCL approach, which also does not employ any approximations beyond a perturbation in the
system-environment coupling. However, a key strength of the current formulation is that it is trivial to include a
wider universe, which simply enters in the formof an exponential cut-off to the response function.
Wenote that thismethod allows us to easily study the case where the spectral density has several discrete
sharp peaks as well as a smooth background, which is believed to be the case inmany (if not all) systems studied
in quantumbiology [10, 58]. In this case the response function vanishes very slowly, whichmakes an exact
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numerical treatment extremely demanding, as a long history of the systemneeds to be tracked. In some papers,
such as [58] this issue is resolved by approximating a delta-function peak in the spectral density as a Lorentzian
with aﬁnitewidth.Wenote that if one allows this single peak to bedamped, then in light of equation (62), this
mode drives the system to an effective temperature different from the initial temperature of the environmentT.
Hence replacing discretemodeswith Lorentzian distributions added to a continuous spectral densitymay in some
parameters regimes become a questionable approximation. By contrast, the additive property ofmodes to the
inﬂuence functionalΘ t( )here allows us to combine a discrete set ofmodeswith a smoothbackgroundby taking
Θ Θ Θ= +t t t( ) ( ) ( ). (85)smooth discrete
As an example for this, let us study the spin-bosonmodel with a smooth background of oscillators plus a
more strongly coupled discrete peak of frequencyωs in the environment.We single out this peak and label it
henceforthwith a subscript s, writing the system-environmentHamiltonian as
∑ ∑ϵσ Δσ ω ω σ= + + + + + + + ( ) ( )a a a a g a a g a a1
2
1
2
. (86)z x
k
k k k s s s z
k
k k k s s sSE
† † † †
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
Inﬁgure 5we start with the system in its ground state and plot the excited state population ρxx as a function of
time, for the cases where the system is only coupled to a smooth environment ( →g 0s ), only coupled to a single
mode ( →g{ } 0k ), and for the combined case.
Due to the non-Markovian nature of thismethod, we are able to capture the revival effect [59] for the Rabi
model. These revivals can be damped via a combination of twomechanisms: either themode itself is coupled to a
wider environment damping it, or theremight be an additional continuous bath directly damping the system. In
ﬁgure 6we plot theﬁrst case, where the environment consists of a single dampedmode. The damping of the
mode induces relaxation rate given byΓ=1 equation (58).We also plot the decay envelope Θ= + texp ( )12
1
2 relax
for this case, as well as the decay envelope produced by coupling of the system to a continuous bath and no
Figure 4.A comparison between the dynamics given by equation (18) (solid), standard Born–Markovweak-couplingmaster equation
approach (dashed) given in appendix C, and exactQUAPI simulation of themodel (dotted). For details of the calculations, seemain
text. The parameters for thisﬁgure are taken from [62]: Δ π= −2 ps 1 , γ ω =( ) 0,ϵ = 0 , =T K50 , ω αω= ω ω−J ( ) e3 c2 2,
α = −0.00675 ps 2,ω = −2.2 psc 1 .
Figure 5.A comparison of quantumdynamics in a two-level system that is coupled individually to a singlemode, or to a continuous
bath, or to a combination of the two. The parameters used here are the same as the ones of ﬁgure 4, but with a smaller coupling
α = −0.0027 ps 2, andwith an added detuned single peak according toHamiltonian (86)with = −g 0.1 pss 1,ω Δ= 1.02s . The mode is
dampedwith rate γ = −0.05 pss 1.
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dampingon themode, choosing parameters such that the relaxation rate inducedby the bath equation (74) is equal
toΓ1. This seconddecay envelope is then givenby the expression Θ Θ+ +t texp [ ( ) ( )].12
1
2 relax
single mode
relax
smooth We
note that the second case yields an exponential envelope to the dynamics for times ≫t t Rrelax, while for a single
dampedmodewith damping rate γ, the envelope onlybecomes exponential for times γ≫t 1 , which could be
much longer.Wenote that the Lamb-shift given by equation (77) also differs between the two cases, albeit in the
plotted parameter regime this difference is very subtle andnot shown.
5.Discussion and conclusion
Wehave introduced a novelmethod for studying a ubiquitous open quantum systems problem.Our approach
differentiates between the immediate environment of the systemof interest and awider universe which
effectively serves as a heat bath for this environment; this hierarchy of environments corresponds tomany
practical situations and is—remarkably—accomplished by a simple redeﬁnition of the response kernel. The
expressions resulting fromourmethod are easy to evaluate numerically, and scale favourablywith increasing
system size.Moreover, themethod still leads to soluble equationswhen the systemof interest possesses a general
time dependentHamiltonian.
Whilst ourmethod is limited to theweak coupling regime, it performs favourably when comparedwith
traditional Born–Markovweak couplingmaster equations. Its approximate analytical expressions scalewell
with increasing system size and permit valuable physical insight, in contrast to some numerically exact
approaches. Likemany recent developments in the ﬁeld of open systems, see e.g. [38, 49, 60, 61] (andwith the
notable exception of [26]), we do not presently have stringent criteria demarcating its precise regime of validity,
whichmust thus be established by comparisonwith exact numerics. As a general guideline, however, our
technique can be expected to performwell whenever otherweak coupling approaches such as the time-
convolutionless or theNakajima–Zwanzig projection operator expansions [5] are valid for the system-to-
immediate-environment coupling. As an additional criterion, our treatment of thewider universe (if present)
assumes that γ ω≪k k , i.e. eachmode is weakly coupled to its heat bath.
We have benchmarked our technique against thewell-studied spin-bosonmodel and the Rabimodel,
ﬁnding it leads to expressions that are indeed highly accurate when comparedwith numerically converged
solutions. This remains true even for coupling strengthswhere a conventional standard second order Born–
Markovmaster equation begins to performs poorly, and exactly recovers the time-convolutionless solution
when nowider universe is present. For cases when the system-environment coupling is not sufﬁciently weak for
the second order expansion of the interaction, we provide an explicit recipe to calculate higher orders in the
perturbation series. Perhaps a unique advantage of this approach is that these twomodels, i.e. the Rabi and the
spin-bosonmodels can easily be combined even for long-time dynamics. Thismakes ourmethod eminently
suitable for studying the exciton energy transfer in photosynthetic or artiﬁcialmolecular systems, since the
coupling of the excitonic degree of freedom to both the vibrational quasi-continuumof thewider protein
scaffolding aswell as to speciﬁc localized vibronicmodes is believed to be of crucial functional importance.
Figure 6. Long time population of a TLS (blue), illustrating the revivals which occurwhen a discrete system is coupled to a single
(damped) oscillatormode. The corresponding relaxation envelope (purple) and that of an undampedmode but where the system is
coupled to a bath (yellow) are also shown.Here, we have chosen a bath coupling strength to obtain the same average relaxation rate for
both cases (see inset), even though this does not become apparent during theﬁrst two revivals. The parameters in thisﬁgure are
chosen to show revivals, so that themode is almost resonant with the TLS and the damping is weak, Δ π= −2 ps 1, γ = −0.001 ps 1,
ϵ = 0,ω Δ= 1.05s , = −k T 6.546 psb 1, and = −g 0.1 pss 1. The inset shows the relaxation exponent θ− t( )relax with the same parameters
as themainﬁgure but increased γ = −0.01 ps 1. Here it becomes apparent that the average gradient, i.e. average relaxation rate, is
matched. The dashed curve of the inset is for reference, indicating the frequency of revivals by setting γ = 0.
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AppendixA.Multiplemodes
We start fromHamiltonian (1) and equations (64)–(67), and look at the casewhere all of themodes are coupled
in the samemanner (sameV operator) butwith different strengths gk. Formultiplemodes the densitymatrix is
represented by equation (16), and the operator correspondence between ρ and ⃗P is:
ρ ρ ρ∂
∂
= − + ↔
t
H Di[ , ] ( ) (A1)
∑∂∂ ⃗ =− + ⃗ + ⃗
×( )
t
P L P g A k Pi ( ) , (A2)
k
k gS
where now
∑ ω γ α α ω γ α
α γ
α α
= − + ∂
∂
+ + ∂
∂
+ ∂
∂ ∂
L N
i
2
i
2 *
i , (A3)
k
k k
k
k k k
k
k k k
k k
*
2
*
⎜ ⎟ ⎜ ⎟
⎡
⎣
⎢⎢
⎛
⎝
⎞
⎠
⎛
⎝
⎞
⎠
⎤
⎦
⎥⎥
= −βω −N (e 1)k 1k and γ γ ω= ( )k k is the damping rate ofmode k. ThematricesAg(k) are given by
α α
δ α α
α α
= − ∂
∂
− ∂
∂
+ − + − ∂
∂
− ∂
∂
A k V t d V t V t f( ) i ( ) ( ) 2 2 ( ) , (A4)g
ij
k k
l lij n ij k k
k k
l lij*
*
*
2⎡⎣ ⎤⎦
⎛
⎝⎜
⎞
⎠⎟
⎡⎣ ⎤⎦
⎛
⎝⎜
⎞
⎠⎟
α α
= − ∂
∂
− ∂
∂
A k V t( ) i ( ), (A5)g
i n
k k
i
, *2
⎡⎣ ⎤⎦
⎛
⎝⎜
⎞
⎠⎟
α α
= − ∂
∂
− ∂
∂
A k
n
V t( ) i
2
( ), (A6)g
n i
k k
i
, *2
⎡⎣ ⎤⎦
⎛
⎝⎜
⎞
⎠⎟
α α
= − ∂
∂
− ∂
∂
A k V t( ) i ( ). (A7)g
n n
k k
n
, *2 2
2⎡⎣ ⎤⎦
⎛
⎝⎜
⎞
⎠⎟
Assuming all of the couplings gk are sufﬁciently small, at the order of∑ ∼g gk k , we can rewrite equation (A2) to
become
∑∂∂ ⃗ = − + ⃗ + ⃗
×( )
t
P L P g g A k Pi ˜ ( ) (A8)
k
k gS
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
with =g gg˜k k. Now consider the perturbative expansion
= + + + ⋯P P gP g P , (A9)0 1 2 2
so that equation (A8) translates to:
∂
∂
= − +×( )
t
P L Pi , (A10)0 S
0
∑∂∂ = − + +
×( )
t
P L P g A k Pi ˜ ( ) , (A11)
k
k g
1
S
1 0
∑∂∂ = − + +
×( )
t
P L P g A k Pi ˜ ( ) , (A12)
k
k g
2
S
2 1
⋯
∑∂∂ = − + +
× −( )
t
P L P g A k Pi ˜ ( ) . (A13)n n
k
k g
n
S
1
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The solution for the uncoupled systemP0 is then equivalent to the singlemode case, and is given by (assuming a
factorized initial state):
∏ρ π=
α−P t U t
N
( ) ( ) (0)
1
e . (A14)s
k k
N0 k k2
Weassume thatα α ⟶
α→∞
P ( ) 0k
l n for allk n l, , for the same reasons given in themain text. Performing the
integration∫α on equations (A11)–(A13) yields
∫ ∫ ∫∑ α α∂∂ = − − +α α α× ×
→

  
( )
t
P P g V Pi i ˜ , (A15)
k
k k k
1
S
1 * 0
0
∫ ∫ ∫∑ α α∂∂ = − − +α α α× × ( )t P P g V Pi i ˜ , (A16)
k
k k k
2
S
2 * 1
⋯,
∫ ∫ ∫∑ α α∂∂ = − − +α α α× × − ( )t P P g V Pi i ˜ , (A17)n n
k
k k k
n
S
* 1
where just as before, ×V is the equivalent of □V[ , ]and is given by equation (42), and the initial condition is
∫ = =α >P t( 0) 0n 0 , i.e. at time t= 0 the system and the environment were factorized. Theﬁrst contribution in
the expansion comes from∫ ≠α P 02 , which is2nd order in the coupling constant g. In order to solve
equation (A16)we ﬁrst need to evaluate the expression∫ α α+α P( )k k* 1 for each k, which is accomplished by
multiplying equation (A11) byα ′k orα ′k* from the left, and then performing the∫α integral. As a consequence, all
of the terms in the sumwith index ≠ ′k k vanish, andwe are left with
∫ ∫ ∫α α α∂∂ = − + +α α α×( )t P L P g A t k Pi ˜ ( , ) (A18)k k k k g1 S 1 0
and a corresponding equation forαk*. Crucially, there is no sumover k here, whichmeans each k gives rise to
exactly two equations of the type of equations (45) and (46), whichwe have already solved. Theﬁrst non-
vanishing term is hence given by
∫ ∫ ∫ ∑ ω
ω ρ
= − ′ ′′ ′ × + ′ − ′′ ′′
− ′ − ′′ ′′
α
γ
′ × − ″− ″ ×
◦
( )P U t t t V t g N t t V t
t t V t
( ) d d ˜ ( ) ˜ e 2 1 cos ( ) ˜ ( )
i sin ( ) ˜ ( ) (0), (A19)
t t
k
k
t t
k k
k
s
2
0 0
2 ( )k
1
2
⎡⎣ ⎡⎣ ⎤⎦
⎡⎣ ⎤⎦ ⎤⎦
which is just equation (47)with an added sumover allmodes, andwhere × ◦V˜ , are given by equation (48). From
herewe continue to equation (68).
Appendix B.Higher orders calculation
In this Appendix, we showhow to calculate higher orders of the inﬂuence functionalΘ t( )deﬁned in
equation (18), where themain text only gives the 2nd order expression.We also show that, in analogy to the
known result of the non-hierarchichal case [5], all of the odd orders vanishwhen the initial state factorises
ρ ρ ρ= ⨂(0) (0)s Eth.
We start by giving a formal expression of the quantity
∫ ∏χ ρ α α≡
α( ) ( ){ }U t a b t P( ) { }, ; (0) ( ) , (B1)n i i
s
i
i
a
i
b n*i
i
where a{ }i and b{ }i are non-negative integers. Begin bymultiply equation (A13) by∏ α α( ) ( )i i a i b*i i and
integrate over α to obtain
∫
∫ ∫
∑ ∏
∑ ∏ ∑ ∏
ω γ α α
γ α α
α α
α α
+ + − + + ×
= +
α
α α
∂
∂
×
−
 ( )
( ) ( )
( ) ( )i a b a b P
N a b P g A k P
i ( )
( )
1
˜ ( ) ( ) , (B2)
t
k
k k k k k k i
a
i
b n
k
k k k k
i
i
a
i
b
k k
n
k
k
i
i
a
i
b
g
n
S
1
2
i
*
*
*
* 1
i
i
i
i
i
i
⎛
⎝
⎜⎜ ⎡⎣ ⎤⎦
⎞
⎠
⎟⎟
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which gives
∫χ τ τ= ∑ ω γ τ− − + + −( ) ( ){ } { }( ) ( )a b t S a b{ }, ; d e { }, ; (B3)n i i t a b a b t n i i
0
i 1
2
( )
k
k k k k k k
⎡⎣ ⎤⎦
where τ τ ρU S a b( ) ({ }, { }; ) (0)n i i s is the RHS of equation (B2). Using the deﬁnition ofAg (equations (A4)–(A7))
we get the following expressions:
∑
∑
∑
γ χ
χ χ
χ χ
χ χ
= − −
− + + +
+ − + −
− − − −
×
− −
− −
◦
− −
( ){ } ( )
( ) ( )
( ) ( )
( ) ( )
S a b t N a b a b t
V t g a t b t
a
a t
b
b t
V t g a a t b b t
{ }, ; 1, 1;
i ˜ ( ) ˜ 1; 1;
2
1;
2
1;
i
2
˜ ( ) ˜ 1; 1; . (B4)
n i i
k
k k k k n k k
k
k n k n k
k
n k
k
n k
k
k k n k k n k
1 1
1 1
1 1
⎡⎣
⎤
⎦⎥
⎡⎣ ⎤⎦
In the above expressionwe usedV t˜ ( )which is deﬁned by equation (48), and the sloppy notation
χ χ− = ⋯ − ⋯ ⋯a t a a b b t( 1; ) ( , , 1, , 1, 2, ; )n k n k1 . Complemented by the initial condition
∏
χ =
∀ =
( ){ } ( )( )a b
a N i a b
{ },
! ,
0 else
(B5)i i k
k k
a
i i
0
k⎧
⎨⎪
⎩⎪
we can in principle get the expression for equation (B1). From examination of equations (B3)–(B5) it is evident
that if + ∑ +n a b( )i i i is odd, then
∫ ∏ α α =
α ( ) P( ) 0. (B6)
i
i
a
i
b n*i
i
Thismeans that in the seriesΘ Θ= ∑t g t( ) ( )i i i , all odd powers of g vanish. Finally, we can express the inﬂuence
functionalΘ t( ) as
Θ Θ Θ Θ= + + + ⋯t g g g( ) (B7)2 2 4 4 6 6
with
Θ χ= t(0; ), (B8)2 2
Θ χ Θ= −t(0; )
2!
, (B9)4 4
2
2
Θ χ Θ Θ Θ Θ Θ= − + −t(0; )
2! 3!
, (B10)6 6
2 4 4 2 2
3
Θ χ Θ Θ Θ Θ Θ Θ Θ Θ Θ Θ Θ Θ Θ Θ Θ Θ= − + + − + + −t(0; )
2! 3! 4!
, (B11)8 8
4 4 6 2 2 6 2 4 4 4 2 4 4 4 2 2
4
etc.Here we used χ χ= = =t a b t(0; ) ({ 0}, { 0}; )i i .
AppendixC. StandardBorn–Markovweak-couplingmaster equation
In this Appendix, we follow the recipe given in chapter 3 of [5] in order to derive the standard Born–Markov
weak-couplingmaster equation that is one of our benchmarks throughout the paper.We start from the Rabi
Hamiltonian given by equation (54), ignoring = 0EU for now.With the suitable change of basis we canwrite
thisHamiltonian as
Ωσ ω
Ω
ϵσ Δ σ σ= + + + + ++ − ( ) ( )a a g a a˜
2
˜ ˜ ˜ ˜ , (C1)R x x† †
⎡⎣ ⎤⎦
where the tilde denotes the new basis,σ±˜ are the lowering and raising operators, andΩ ϵ Δ= +2 2 is the Rabi
frequency. Adopting the notation from [5], we have
Ω Δ
Ω
σ± = ±A g( ) ˜ , (C2)
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ϵ
Ω
σ=A g(0) ˜ , (C3)x
α ω
α ω
ω
α ω
=
+
+ +
−
S
N N
( )
( ) ( ) 1
, (C4)
γ α π δ α ω ω π δ α ω ω= + + − +N N( )
2
( ) ( )
2
( )[ ( ) 1]. (C5)
This deﬁnes the Lamb-shift Hamiltonian as
∑ α α α=
α Ω= ±
 S A A˜ ( ) ( ) ( ) (C6)LS
0,
†
Δ
Ω
Ω
Ω ω
βω σ=
−
g coth
2
˜ , (C7)x2
2
2 2 2
⎜ ⎟⎛⎝
⎞
⎠
up to a constant that does not affect the dynamics. The dissipator is given by
∑ρ γ α α ρ α α α ρ= −
α Ω= ±
{ }D A A A A( ) ( ) ( ) ( ) 1
2
( ) ( ), (C8)s s s
0,
† †⎜ ⎟⎛⎝
⎞
⎠
Δ
Ω
π δ Ω ω ω σ ρσ σ σ ρ
ω σ ρσ σ σ ρ ϵ
Ω
π δ ω βω σ ρσ ρ
= − × + −
+ − + −
+ − − +
− + + −)
( )
( )
{ }
{ } ( )
g N
N g
2
( ) ( ( ) 1) ˜ ˜ ˜ ˜ ,
( ) ˜ ˜ ˜ ˜ ,
2
( ) coth
2
˜ ˜ , (C9)
s s
s s x s x s
2
2
2
1
2
1
2
2
2
2
⎜ ⎟
⎡⎣
⎤
⎦⎥
⎛
⎝
⎞
⎠
and the dynamics of the system is then governed by
ρ ρ ρ∂
∂
= − + + 
t
Di ˜ ˜ , ( ). (C10)s R s sLS
⎡⎣ ⎤⎦
From the above expressionwe can extract the relaxation and dephasing rates, obtaining
Γ π βΩ Δ
Ω
δ Ω ω= −g2 coth
2
( ), (C11)relax 2
2
2
⎜ ⎟⎛⎝
⎞
⎠
Γ Γ π βω ϵ
Ω
δ ω= + g1
2
4 coth
2
( ). (C12)dephase relax 2
2
2
⎜ ⎟⎛⎝
⎞
⎠
At this point we can easily calculate the relaxation and dephasing rates, as well as the Lamb-shift Hamiltonian for
the spin-bosonHamiltonian from equation (72), simply but summing over the contributions from eachmode
of the bath. In terms of the spectral density equation (70), the rates are then given by
∫σ ΔΩ ω ω
βω Ω
Ω ω
=
−
∞ J˜ ˜ d ( ) coth
2
, (C13)xLS
2
2 0 2 2
⎜ ⎟⎛⎝
⎞
⎠
Γ π Δ
Ω
Ω βΩ= J2 ( ) coth
2
, (C14)relax
2
2
⎜ ⎟⎛⎝
⎞
⎠
Γ Γ π ϵ
Ω
ω
ω
= +
ω→
k T
J1
2
4 lim
( )
. (C15)bdephase relax
2
2 0
References
[1] Engel G S, CalhounTR, Read E L, AhnT,Mancal T, Cheng Y, Blankenship RE and FlemingGR2007 Evidence for wavelike energy
transfer through quantum coherence in photosynthetic systemsNature 446 782–6
[2] Collini E,WongCY,Wilk KE,Curmi PMG, Brumer P and Scholes GD2010Coherently wired lightharvesting in photosynthetic
marine algae at ambient temperatureNature 463 644–7
[3] Cai J, Guerreschi GG andBriegel H J 2010Quantum control and entanglement in a chemical compass Phys. Rev. Lett. 104 220502
[4] Gauger EM,Rieper E,Morton J J L andBenjamin SC 2011 Sustained quantum coherence and entanglement in the avian compass
Phys. Rev. Lett. 106 040503
[5] BreuerHP and Petruccione F 2007The Theory of OpenQuantum Systems (Oxford: Clarendon)
[6] Makri N 1992 Improved Feynman propagators on a grid and non-adiabatic correctionswithin the path integral frameworkChem.
Phys. Lett. 193 435–45
[7] Makri N andMakarovDE 1995Tensor propagator for iterative quantum time evolution of reduced densitymatrices: II. Numerical
methodology J. Chem. Phys. 102 4611
[8] Makri N andMakarovDE 1995Tensor propagator for iterative quantum time evolution of reduced densitymatrices: I. Theory
J. Chem. Phys. 102 4600
[9] Nalbach P, Eckel J andThorwartM2010Quantum coherent biomolecular energy transfer with spatially correlated ﬂuctuationsNew J.
Phys. 12 065043
17
New J. Phys. 17 (2015) 023063 A Fruchtman et al
[10] Nalbach P, BraunD andThorwartM2011 Exciton transfer dynamics and quantumness of energy transfer in the Fenna–Matthews–
Olson complexPhys. Rev.E 84 041926
[11] BreuerHP 2004Genuine quantum trajectories for non-Markovian processesPhys. Rev.A 70 012106
[12] Imamoglu A 1994 Stochastic wave-function approach to non-Markovian systems Phys. Rev.A 50 3650–3
[13] GassmannH,Marquardt F andBruderC 2002Non-Markofﬁan effects of a simple nonlinear bath Phys. Rev.E 66 041111
[14] Katz G,GelmanD, RatnerM a andKosloff R 2008 Stochastic surrogateHamiltonian J. Chem. Phys. 129 034108
[15] ScalaM,Militello B,Messina A, Piilo J andManiscalco S 2007Microscopic derivation of the Jaynes–Cummingsmodel with cavity
losses Phys. Rev.A 75 013811
[16] WolfMMandCirac J I 2008Dividing quantum channelsCommun.Math. Phys. 168 147–68
[17] Dalton B J, Barnett SMandGarraway BM2001Theory of pseudomodes in quantumoptical processes Phys. Rev.A 64 053813
[18] Garg A,Onuchic JN andAmbegaokar V 1985 Effect of friction on electron transfer in biomolecules J. Chem. Phys. 83 4491
[19] ThorwartM,Hartmann L, Goychuk I andHänggi P 2000Controlling decoherence of a two-level-atom in a lossy cavity J.Mod.Opt.
47 2905
[20] Hughes KH,Christ CD andBurghardt I 2009 Effectivemode representation of non-Markovian dynamics: a hierarchical
approximation of the spectral density: II. Application to environment-induced nonadiabatic dynamics J. Chem. Phys. 131 124108
[21] ThorwartM, Paladino E andGrifoniM2004Dynamics of the spin-bosonmodel with a structured environmentChem. Phys. 296
333–44
[22] GoordenM,ThorwartMandGrifoniM2004 Entanglement spectroscopy of a driven solid-state qubit and its detector Phys. Rev. Lett.
93 267005
[23] GoordenMC,ThorwartM andGrifoniM2005 Spectroscopy of a driven solid-state qubit coupled to a structured environment Eur.
Phys. J.B 45 405–17
[24] Huang P andZhengH2008Quantumdynamics of a qubit coupledwith a structured bath J. Phys.: Condens.Matter. 20 395233
[25] Rossini D, Calarco T,Giovannetti V,Montangero S and FazioR 2007Decoherence induced by interacting quantum spin bathsPhys.
Rev.A 75 032333
[26] WoodsMP,GrouxR, ChinAW,Huelga S F and PlenioMB2014Mappings of open quantum systems onto chain representations and
Markovian embeddings J.Math. Phys. 55 032101
[27] Tanimura Y andKuboR 1989Time evolution of a quantum system in contact with a nearlyGaussian–Markofﬁan noise bath J. Phys.
Soc. Japan 58 101–14
[28] Tanimura Y 1990Nonperturbative expansionmethod for a quantum system coupled to a harmonic-oscillator bath Phys. Rev.A 41
6676–87
[29] Tanimura Y andWolynes PG1991Quantum and classical Fokker–Planck equations for aGaussian–Markovian noise bath Phys. Rev.A
43 4131–42
[30] Ishizaki A and FlemingGR2009Uniﬁed treatment of quantum coherent and incoherent hopping dynamics in electronic energy
transfer: reduced hierarchy equation approach J. Chem. Phys. 130 234111
[31] Ishizaki A and FlemingGR2009Theoretical examination of quantum coherence in a photosynthetic system at physiological
temperature Proc. Natl Acad. Sci. USA 106 17255–60
[32] Makri N 1995Numerical path integral techniques for long time dynamics of quantumdissipative systems J.Math. Phys. 36 2430–57
[33] Ishizaki A andTanimura Y 2005Quantumdynamics of system strongly coupled to low-temperature colored noise bath: reduced
hierarchy equations approach J. Phys. Soc. Japan 74 3131–4
[34] SüßD, Eisfeld A and StrunzWT2014Hierarchy of stochastic pure states for open quantum systemdynamics Phys. Rev. Lett. 113
150403
[35] Roden J, StrunzWTandEisfeld A 2011Non-Markovian quantum state diffusion for absorption spectra ofmolecular aggregates
J. Chem. Phys. 134 034902
[36] Diósi L and StrunzWT1997The non-Markovian stochastic Schrödinger equation for open systems Phys. Lett.A 235 569–73
[37] Diósi L, GisinN and StrunzWT1998Non-Markovian quantum state diffusion Phys. Rev.A 58 1699–712
[38] Ritschel G, Roden J, StrunzWTandEisfeld A 2011An efﬁcientmethod to calculate excitation energy transfer in light-harvesting
systems: application to the FennaMatthewsOlson complexNew J. Phys. 13 113034
[39] BurekM J, RamosD, Patel P, Frank IW andLonarM2013Nanomechanical resonant structures in singlecrystal diamondAppl. Phys.
Lett. 103 131904
[40] Arcizet O, Jacques V, Siria A, Poncharal P, Vincent P and Seidelin S 2011A single nitrogen-vacancy defect coupled to a nanomechanical
oscillatorNat. Phys. 7 879–83
[41] GanzhornM,Klyatskaya S, RubenMandWernsdorferW2013 Strong spin–phonon coupling between a singlemoleculemagnet and a
carbon nanotube nanoelectromechanical systemNat. Nanotechnology 8 165–9
[42] Pályi A, Struck PR, RudnerM, FlensbergK andBurkardG2012 Spin–orbit-induced strong coupling of a single spin to a
nanomechanical resonator Phys. Rev. Lett. 108 206811
[43] Chan J, Alegre TPM, Safavi-Naeini AH,Hill J T, Krause A,Gröblacher S, AspelmeyerMand PainterO 2011 Laser cooling of a
nanomechanical oscillator into its quantumground stateNature 478 89–92
[44] LaHayeMD, Suh J, Echternach PM, SchwabKC andRoukesML 2009Nanomechanicalmeasurements of a superconducting qubit
Nature 459 960–4
[45] Eichler C, LangC, Fink JM,Govenius J, Filipp S andWallraff A 2012Observation of entanglement between itinerantmicrowave
photons and a superconducting qubit Phys. Rev. Lett. 109 240501
[46] Pirkkalainen JM,Cho SU, Li J, ParaoanuG S,Hakonen P J and SillanpääMA2013Hybrid circuit cavity quantum electrodynamics
with amicromechanical resonatorNature 494 211–5
[47] O’Reilly E J andOlaya-CastroA 2014Non-classicality of themolecular vibrations assisting exciton energy transfer at room temperature
Nat. Commun. 5 3012
[48] Prior J, ChinAW,Huelga S F and PlenioMB2010 Efﬁcient simulation of strong system-environment interactions Phys. Rev. Lett. 105
050404
[49] Iles-Smith J, LambertN andNazir A 2014Phys. Rev.A 90 032114
[50] FruchtmanA et al 2014 in preparation
[51] Carmichael H J andWallsD F 1973Master equation for strongly interacting systems J. Phys. A:Math. Nucl. Gen. 6 1552
[52] Gardiner C andZoller P 2004QuantumNoise: AHandbook ofMarkovian andNon-MarkovianQuantum StochasticMethods with
Applications toQuantumOptics (Berlin: Springer)
18
New J. Phys. 17 (2015) 023063 A Fruchtman et al
[53] Macfarlane A J, Sudbery A andWeisz PH 1968OnGell-Mannʼs λ-matrices, d- and f-tensors, octets, and parametrizations of SU(3)
Commun.Math. Phys. 11 77–90
[54] FeynmanRP andVernon F L 1963The theory of a general quantum system interacting with a linear dissipative systemAnn. Phys., NY
173 118–73
[55] Weiss U 2012QuantumDissipative Systems vol 13 (Singapore:World Scientiﬁc)
[56] Suárez A, Silbey R andOppenheim I 1992Memory effects in the relaxation of quantumopen systems J. Chem. Phys. 97 5101
[57] Gaspard P andNagaokaM1999 Slippage of initial conditions for the Redﬁeldmaster equation J. Chem. Phys. 111 5668
[58] KreisbeckC andKramer T 2012 Long-lived electronic coherence in dissipative exciton dynamics of light-harvesting complexes J. Phys.
Chem. Lett. 3 2828–33
[59] GrahamR andHöhnerbachM1984Two-state system coupled to a bosonmode: quantumdynamics and classical approximations
Z. Phys.B 248 233–48
[60] Pollock FA,McCutcheonDP S, Lovett BW,Gauger EMandNazir A 2013Amulti-site variationalmaster equation approach to
dissipative energy transferNew J. Phys. 15 075018
[61] Higgins KDB, Lovett BWandGauger EM2013Quantum thermometry using the ac Stark shift within the RabimodelPhys. Rev.B 88
155409
[62] McCutcheonDP,Dattani N S, Gauger EM, Lovett BWandNazir A 2011A general approach to quantumdynamics using a variational
master equation: application to phonon-dampedRabi rotations in quantumdotsPhys. Rev.B 84 081305(R)
19
New J. Phys. 17 (2015) 023063 A Fruchtman et al
