In this article, we consider an estimation of the additivity for the right censored data under the two-sample problem with the additive hazards assumption. Since all the proposed estimation methods for the additivity require iterative algorithms in the computational aspect, they could not yield any closed form for estimates. In order to avoid this phenomenon, we consider to use a functional equation derived from the additive assumption. We obtain a new estimate of the additivity by substituting Kaplan-Meier estimates for the survival ones in the functional equation with modifying to accommodate the right-censored observations. We discuss the consistency and derive the asymptotic normality with several conditions using the large sample approximation theorem. Then we illustrate our procedure with an example, discuss some interesting features and suggest an application to the test as concluding remarks.
Introduction
In survival analysis, semiparametric models have been used with great favor in survival analysis among statisticians over any other models. As their names may be implied, the semiparametric models consist of two parts: one is parametric and the other, nonparametric. Usually practitioners are interested in analyzing date with the parametric part by treating the nonparametric one as a nuisance parameter. The proportional hazards model (cf. Cox, 1972 ) is most famous and widely used since the partial or conditional likelihood methodology can be applied even though it drew severe controversies over its theoretic legitimacy since it had been proposed. We note that the conditional likelihood method can eliminate the nonparametric part during the construction of the conditional likelihood function. This is the reason why the proportional hazards model has become so popular even today after almost four and half decades has passed since it had first appeared. As an alternative to the proportional hazards model, one may consider using the additive hazards model. The additive hazards model has been proposed in the survival analysis by Aalen (1980) . Since then, it has been investigated extensively for its properties and extended in various ways by many authors along with the development of various inference methods for the additivity parameter. Aalen (1980 Aalen ( , 1989 and Huffer and McKeague (1991) proposed estimates using the weighted versions of the least square method. Also they considered nonparametric tests based on the estimates. Yin and Cai (2004) considered inferences for the multivariate case with equations through martingale theory by component-wise analysis. Park and Hong (2009) proposed a likelihood ratio test for the equality under the additive hazards model. Huang and Qin (2013) proposed an estimate method under the scheme of the left-truncated and right-censored data. Li et al. (2015) considered a collaboration of the instrumental variables on the additive hazards model for the estimation problem. All the estimation procedures mentioned up to now require iterated computations and do not yield any closed form of the corresponding estimates.
In this research, our intention is to propose an estimation procedure for the additivity parameter for the two-sample problem. Therefore the estimate can be interpreted a treatment effect between two populations under the additive hazards model. For doing this, we will use a functional equation between two hazard functions discussed in the sequel. Let λ i be the hazard function for the ith population, i = 1, 2. Then the additive hazard model for the two-sample problem implies that there is a positive real number β which satisfies that for all t ∈ [0, ∞),
Then β can be called the additivity parameter which is of our main interest in this research for the two-sample problem. Also let Λ i and S i be the cumulative hazard and survival functions corresponding to the hazard function, λ i , respectively, for each i, i = 1, 2. Then under (1), we have that for all t ∈ [0, ∞),
Then we note under (1) that for all t ∈ [0, ∞),
Then one may use the equation (2) for obtaining an estimate of β by simply substituting empirical survival functions for S i in the left side of (2) . As a matter of fact, the use of a functional equation for the estimation is not new. Begun and Reid (1983) and Choi and Park (2007) used functional equations for the estimation of the relative risk under the proportional hazards model for the two-sample problem by substituting empirical ones for the survival and cumulative hazard functions in the expression of functional equations.
However, in survival analysis, it is not rare to encounter incomplete data, especially, the right censored data. The right censoring mechanism has been accommodated chiefly for the life-time data since the objects for observation are the human beings, who behave at their will. Therefore the random censoring scheme should be considered in the survival analysis with the assumption of the independence between survival and censoring distributions for the identifiability problem. For more discussion for the censoring aspect, you may refer to Miller (1980) . We note that also we may consider time-fixed and number-fixed censoring schemes, which have been adopted in the industrial fields, especially, in the reliability theory. Also we note that in the case of existence of censored observations, the estimate of simple substitution in the left side of (2) with empirical survival functions may not be a consistent estimate especially when the largest observation is censored. For this reason, we will modify the equation (2) slightly and impose several conditions to handle the asymptotic properties in the next section.
In this study, we propose an estimation procedure for β, which is the additivity parameter and can be considered a treatment effect for the two-sample problem. For this purpose, this paper will be organized in the following order. In the next section, we propose an estimate using functional equation (2) , discuss its consistency with some assumptions and derive the asymptotic normality. Then in the section 3, we illustrate our procedure with a numerical example in order to illustrate that our proposed procedure can obtain an estimate explicitly. Then we discuss some interesting features related to the estimation and additive hazards model. Finally, we allude briefly a test procedure with an estimate proposed in this study.
Estimation of additivity for the right censored data
Suppose that we have two life-time random samples X i1 , · · · , X in i from two independent populations with the hazard functions, λ i (t), for each i, i = 1, 2. We note that the cumulative hazard and survival functions are Λ i and S i corresponding to λ i (t), respectively. We assume that the two samples satisfy the equation (1.1) for some real number, β. Since we consider the possibility of the involvement of the random censoring schemes in these observations, let C i1 , · · · , C in i be two independent censoring random samples with an arbitrary distribution function G i , for each i, i = 1, 2. Then one may observe that
Further, we assume that the censoring random variables, C ij s are independent of the life-time random variables, X ij s in order to avoid the so-called identifiability problem. Based on these samples, in order to estimate β under (1), we will use the relation (2). For this purpose, letŜ i be the Kaplan-Meier estimate (cf. Miller, 1980) of S i based on T ij = min {X ij , C ij }, i = 1, 2. Then from (2), one may obtain an estimateβ of β as follows:
Or by re-parameterizing β as
We simply considerη
as an estimate of β. Thenβ orη may not be a consistent estimate of β or η if any one of the largest observations may be censored. In order to accommodate this situation, we introduce some notation in the following. Let T i be the largest observation among T i1 , · · · , T in i for each i and T = min {T 1 , T 2 }. Then we can propose a modified estimateη for η as follows:
In order to discuss asymptotic properties, let for each i,
Now we state an assumption in the following. Assumption 1. By letting τ = min {τ 1 , τ 2 },
Now we state consistency of in the following lemma.
Lemma 2.1 As min{n 1 , n 2 } → ∞ with Assumption 1, we have that
where the notation → p means the convergence in probability.
Proof. First of all, we note that it is well-known that for each i, as min{n 1 , n 2 } → ∞,
Thus it is obvious that T → p τ . Also we note that for each i,Ŝ i (t) converges with probability one to S i (t) for all t from the Borel-Cantelli lemma (cf. Gill, 1980 ). This in turn implies thatη is a consistent estimate of from Assumption 1. Now we consider the asymptotic normality for √ n(β −β). For this we state an important result in the following lemma which is reported by Shorack and Wellner (1986) . For this each i, we define the empirical process B n i as
where F i = 1 − S i andF i = 1 −Ŝ i . Also we define the covariance function V i (t) with t ∈ [0, ∞) such that
where s ∧ t = min{s, t}.
Lemma 2.2 For each i, i = 1, 2, the empirical process B n i converges weakly to the limiting process B i , which is a normal process with covariation function V i (t).
In Lemma 2.2, since we assumed the two survival functions are continuous, for each i, i = 1, 2, we may re-write V i (t) as
.
Further we need the following assumption: Assumption 2. As min{n 1 , n 2 } → ∞, n 1 /n 2 → ρ > 0.
Theorem 2.3 Suppose that Assumptions 1 and 2 hold. Also for each i, i = 1, 2, suppose that the two conditions
converges in distribution to a normal random variable with mean 0 and variance σ 2 β , where
Proof. We note that the conditions asserts that
Also we note that
Thus it is enough to show the asymptotic normality for
the asymptotic normality of √ n(β − β) from (4). Then from the integration by parts for the stochastic integral (cf. Shorack and Wellner, 1985) we note that
where the remainder R n = •(n −1/2 ). Then from the first condition in the theorem, we have that as min{n 1 , n 2 } → ∞,
Then with all the Assumptions introduced up to now, Slutsky's theorem and Lemma 2, we see that using the integration by parts for the stochastic process (cf. Shorck and Wellner, 1986)
and
Since the two processes B 1 and B 2 are un-correlated, we obtain σ 2 β easily using the first condition in the theorem. This completes the proof.
In order to apply for the statistical inferences such as test and confidence interval for β with the proposed estimate, we need a consistent estimate,σ 2 β of the limiting variance σ 2 β . This can be done by substituting the KaplanMeier estimateŜ i for S i andΛ i for Λ i , respectively in the expression of σ 2 β in the theorem. In the next section, we illustrate our proposed estimate with a numerical example.
A numerical example and some concluding remarks
In this section, we illustrate our estimation procedure with an example in Table 1 . The data set in Table 1 reveals a clinical trial to evaluate the efficacy of maintenance chemotherapy for acute myelogenous leukemia reported by Embury et al. (1977) . After reaching a state of remission until relapse, the patients were randomly allocated two groups and observed the length of complete remission until relapse in weeks. The treatment group received maintenance chemotherapy and control, did not. The objective of the trial was to see if maintenance chemotherapy prolonged the time until relapse increased the length of remission. Therefore it would be interesting to measure the effect of maintenance chemotherapy as a treatment effect. By obtaining two Kaplan-Meier estimates and related empirical quantities, we have an estimator explicitly such asβ
We note that our method produced explicitly an estimate without any repetitive computation, which may be an advantage our estimation The semiparametric models have become useful and important tools to analyze the life-time data, especially, for the right-censored data. The most successful one is the proportional hazards model, whose hazard function varies by multiplying some quantity (or the relative risk). However the additive hazards model varies the hazard function by adding some quantity (or the additivity). We note that from (1.2), we may consider that the additive hazards model is a kind of a shock model (cf. Ross, 2014) which has been mainly developed in the reliability theory. Therefore one may find a room in the reliability area to apply the additive hazards model. It is not rare in the nonparametric field that one uses a test statistic for estimating a parameter as an estimating function when one tries to estimate the corresponding parameter as discussed in the introduction. As mentioned earlier, Park and Hong (2009) proposed a likelihood ratio test for testing the equality between two distributions under the additive hazards model. Then one may consider to use the likelihood ratio statistic for an estimation of the additivity parameter. This in turn, implies that the estimate procedure should require an iterative method and so has to have an implicit solution for the estimate. Also another vice versa in the above statements will be followed in the sequel.
As discussed in the introduction, Aalen (1980) and Huffer and Mckeague (1991) also considered nonparametric tests with their estimates. Therefore one may expect a test based onβ for testing H 0 : β = β 0 , where β 0 is a pre-specified constant. This report will appear in the near future.
