One crucial piece of information to study the origin of multiple stellar populations in globular clusters, is the range of initial helium abundances ∆Y amongst the subpopulations hosted by each cluster. These estimates are commonly obtained by measuring the width in colour of the unevolved main sequence in an optical colourmagnitude-diagram. The measured colour spread is then compared with predictions from theoretical stellar isochrones with varying initial He abundances, to determine ∆Y . The availability of UV/optical magnitudes thanks to the HST UV Legacy Survey of Galactic GCs project, will allow the homogeneous determination of ∆Y for a large Galactic globular cluster sample. From a theoretical point of view, accurate UV CMDs can efficiently disentangle the various sub-populations, and main sequence colour differences in the ACS F606W − (F606W − F814W ) diagram allow an estimate of ∆Y . We demonstrate that from a theoretical perspective the (F606W − F814W) colour is an extremely reliable He-abundance indicator. The derivative dY /d (F606W − F814W) , computed at a fixed luminosity along the unevolved main sequence, is largely insensitive to the physical assumptions made in stellar model computations, being more sensitive to the choice of the bolometric correction scale, and is only slightly dependent on the adopted set of stellar models. From a theoretical point of view the (F606W − F814W ) colour width of the cluster main sequence is therefore a robust diagnostic of the ∆Y range.
INTRODUCTION
During the last fifteen years, our understanding of Galactic globular clusters (GGCs) has been revolutionized by a plethora of observational evidence, based on both photometric and spectroscopic surveys. The long-standing paradigm that considered these stellar systems as prototypes of simple (single age, single initial chemical composition) stellar populations is no longer valid. Indeed GGCs (and old extragalactic globular clusters) host a first population with initial chemical abundance ratios similar to the one of field halo stars, and additional distinct sub-populations, each one characterised by its own specific variations of the abundances of He, C, N, O, Na, and sometimes Mg and Al (see, e.g., Gratton et al. 2004 ), compared to the field halo abundance ratios.
These abundance patterns give origin, within individual ⋆ E-mail:cassisi@oa-teramo.inaf.it (CS) clusters, to well defined (anti-)correlations between pairs of light elements, the most characteristic one being the Na-O anti-correlation, nowadays considered the most prominent signature for the presence of multiple populations in a given GGC.
According to the currently most debated scenarios the observed light element variations are believed to be produced by high temperature proton captures either at the bottom of the convective envelope of massive asymptotic giant branch (AGB) stars (see, e.g., D'Ercole et al. 2008) , or in the cores of main sequence (MS) fast rotating massive stars (FRMSs -see, e.g., Decressin et al. 2007 ), or supermassive stars (SMSs -see Denissenkov & Hartwick 2014; Denissenkov et al. 2015) , belonging to the cluster first population. The CNO processed matter is then transported to the surface either by convection (in AGB stars and the fully convective SMSs) or rotational mixing (in FRMSs), and injected in the intracluster medium by stellar winds. According to these scenarios, the other cluster sub-populations are generally envisaged to have formed out of this gas, with a time delay (of the order of at most 10 8 yr) that depends on the type of polluter. Age delays so small, if present, are basically impossible to detect from the clusters' colourmagnitude-diagrams (CMDs).
According to the AGB scenario, the observed variation of He amongst stars in the same cluster is due to the CNO processed ejecta that are also enriched in He due mainly to the effect of the second dredge up during the early AGB phase. According to the FRMS and SMS scenario the increase of He comes from the same core H-burning that produces the light element variations. Most importantly, AGB, FRMS and SMS scenarios predict different relationships between light element and He abundance variations. Accurate estimates of the He abundance range within individual GGCs is therefore crucial to constrain the origin of the multiple population phenomenon (see, e.g., Bastian et al. 2015; Tenorio-Tagle et al. 2016) .
He abundance variations (hereafter ∆Y , where as usual Y denotes the helium mass fraction) can in principle be determined by direct spectroscopic measurements in bright, low gravity red giant branch (RGB) stars, and hot horizontal branch (HB) stars. In case of the RGB stars, ∆Y estimates (obtained so far for NGC2808 and ω Centauri) are based on measurements of the near-infrared He I 10830 A chromospheric line (see Dupree et al. 2011; Pasquini et al. 2011; Dupree & Avrett 2013) . Uncertainties related to the necessary non-LTE corrections and chromospheric modelling somewhat limit the current accuracy of this diagnostic.
Spectroscopic measurements of the He abundance in HB stars (see, e.g., Villanova et al. 2012; Marino et al. 2014; Mucciarelli et al. 2014 , and references therein) are based on several photospheric He lines that are excited in HB stars hotter than ∼8500 K, but only objects between this lower T e f f limit, and an upper limit of about 11500-12000 K are appropriate targets. Above this T e f f threshold the gravitational settling of He sets in (see, e.g., Moni Bidin et al. 2007; Moehler et al. 2011 Moehler et al. , 2014 , and the measured abundances would be much lower than the initial values 1 . These requirements about the T e f f of the targets hamper the use of this method to estimate reliably ∆Y ranges, for the following reasons. First of all, not all GGCs host HB stars that reach T e f f =8500 K (a typical example is the metal rich cluster 47 Tucanae). Secondly, in GGCs with an extended HB the various sub-populations show some kind of colour segregation along the branch. The first population with primordial He abundance is preferentially located at the red side of the HB, whilst sub-populations with increasing degree of variations of the light element abundances (hence presumably He) are distributed towards the hotter end of the HB (see, e.g., Marino et al. 2011; Gratton et al. 2013) . This implies that the T e f f window suitable to determine Y in HB stars cannot sample the full ∆Y range in the cluster.
The presence of He enhanced stellar populations affects also the CMD of GGCs, and indeed, the existence of a range of initial He abundances within individual GGCs was first inferred from the optical CMD of MS stars in ω Centauri (Bedin et al. 2004; Norris 2004; King et al. 2012) and NGC 2808 ). The details of the techniques applied to determine ∆Y ranges from CMDs vary from author to author (compare for example the methods applied by King et al. 2012; Milone et al. 2012 Milone et al. , 2015 , but they are all based on the following properties of stellar models/isochrones.
It is well established that an increase of the initial He abundance in MS stars of a given mass changes their T e f f as a consequence of the associated decrease of the envelope radiative opacities, so that they become hotter with increasing Y . At the same time an increase of Y increases the molecular weight of the stellar gas and makes MS stars of a given mass also brighter (see, e.g., Kippenhahn et al. 2012; . The net effect is that, at a given brightness, the unevolved MS of theoretical isochrones with increasing He abundances (and fixed metal content) become progressively bluer.
In addition, Salaris et al. (2006) , Sbordone et al. (2011) and have shown that optical CMDs of GGCs are expected to display multiple MS sequences only if the different populations are characterized by variations of Y . The reason is that for a given Y , standard α-enhanced isochrones (from the MS to the tip of the RGB) that match the metal composition of the cluster first population, are identical to isochrones that include the full range of observed light element variations. Moreover, the same light element abundance variations (and variations of Y ) do not affect the bolometric corrections to optical photometric filters (see Girardi et al. 2007; Sbordone et al. 2011) .
To summarize, it is possible to safely determine the range ∆Y in individual GGCs by comparing theoretical MS isochrones with standard α-enhanced metal distributions and varying initial Y , to cluster optical CMDs. Once photometric errors (and eventually differential reddening and unresolved binaries) are taken into account, the observed width of the unevolved MS provides an estimate of ∆Y amongst the cluster multiple populations.
This method can be applied to all clusters with available accurate optical photometry provided that the various subpopulations have been identified (as discussed below). The colour separation of their respective MSs is an especially reliable ∆Y diagnostic, based on a simple and well modelled evolutionary phase. Other methods based on cluster photometry, such as comparisons of the predicted and observed brightness of the luminosity function RGB bump (see, e.g., Milone et al. 2015) , and the analysis of the HB morphology and brightness with synthetic HB models (see,e.g., Dalessandro et al. 2013; Gratton et al. 2013 ) rely on models of more advanced evolutionary phases, and potentially subject to larger systematic errors.
In this paper we study the robustness of the theoretical calibration of MS colour versus initial Y in optical filters, in view of its relevance for the quest of the origin of the multiple populations in globular clusters, and the availability of a large sample of high-precision UV-optical CMDs from the Hubble Space Telescope UV Legacy Survey of Galactic GCs. This survey has observed 54 GGCs through the filters F275W , F336W , F438W of the Wide Field Camera 3 (WFC3) on board HST , and its results must be used in conjunction with the existing F606W and F814W extensive and homogeneous photometry from the HST /ACS GGC Treasury project (see Sarajedini et al. 2007 ) to identify the various sub-populations hosted by individual clusters (see, e.g., Nardiello et al. 2015; Milone et al. 2015 , and references therein) and determine ∆Y homogeneously, for a large GGC sample. The use of UV filters maximizes the colour separation between the various populations in individual clusters (because the CNONa variations affect the bolometric corrections in UV filters), and after the different MS components are clearly identified in the UV, their (smaller) colour separation in optical filters provides ∆Y on a cluster-by-cluster basis. Bastian et al. (2015) have shown how none of the proposed AGB, FRMS or SMS based scenarios are able to match simultaneously ∆Y and the observed range of the ONa anticorrelation in a small sample of GGCs where ∆Y estimates are available, questioning the reliability of our current ideas about the formation of cluster multiple populations. An homogeneous determination of ∆Y for a large sample of GGCs is strongly required to confirm or disprove this result, and this will be done within the Hubble Space Telescope UV Legacy Survey of Galactic GCs project. Our analysis aims at assessing the sources of theoretical systematic errors involved in the determination of ∆Y from MS photometry in optical HST -ACS CMDs, using theoretical stellar isochrones. We focus the analysis that follows on the ACS F606W − (F606W − F814W ) CMD (that roughly corresponds to the Johnson-Cousins V I CMD), because these are the only filters available within the survey, that are completely unaffected by the presence of CNONa abundance variations. The UV filters but also the WFC3 F438W filter (or the F435W ACS counterpart) are sensitive -albeit to different degrees-to these abundance variations (see, e.g., Piotto et al. 2015) . In particular, using the theoretical spectra by Sbordone et al. (2011) for [Fe/H]=−1.6 for an unevolved MS star along a 12 Gyr isochrone (with T e f f =4621 and surface gravity log(g)=4.77, both for a first population standard α-enhanced mixture, and composition with CNONa anticorrelations at constant CNO sum) we found a difference of about 0.05 mag between the corresponding bolometric corrections for the WFC3 F438W filter (and the ACS F435W counterpart), whereas the same differences are ∼0.001 mag for both the F606W and F814W ACS filters. This confirms that the observed intrinsic colour range of the MS in the ACS F606W − (F606W − F814W ) CMD is due to Y differences, irrespective of the exact values of the C, N, O, Na abundances.
The plan of the paper is as follows: Section 2 presents the reference evolutionary framework and the additional isochrone sets computed to study the effect of various physics inputs on the derived ∆Y ; Section 3 compares the various isochrones sets to establish the robustness of the MS dY /d(colour) derivatives. A critical summary of the results will close the paper.
THE THEORETICAL MODELS
The stellar models and isochrones employed in our analysis have been computed with the BaSTI stellar evolution code, and our reference calculations employ the in- It is important to clarify the choice of varying Y in the models while keeping Z fixed, instead of keeping [Fe/H] fixed. The observed abundance patterns do not change the total metallicity Z. This is essentially because the sum of the CNO abundances plus the abundances of all elements not affected by the anticorrelations (chiefly amongst them Ne, Fe and Si) make about 90% or more of the metal content by mass, and are unchanged amongst the cluster sub-populations, with the exception of a few cases like NGC1851 (Yong et al. 2015) , NGC6656 (Marino et al. 2012a) , and ω Centauri (Marino et al. 2012b) . At the same time, as shown by Bragaglia et al. (2010) , when the range of Y amongst the cluster sub-populations is sufficiently large, it is possible to detect corresponding small variations of [Fe/H] consistent with the expected change due to the variation of the hydrogen abundance (notice that ∆Y =0.1 at fixed Fe corresponds to ∆[Fe/H]∼0.06).
As already stated, we focus the analysis that follows on the F606W − (F606W − F814W ) CMD, based on HST -ACS filters. As mentioned in the introduction, light element variations do not affect bolometric corrections to these filters, and moreover the (F606W − F814W ) − T e f f relation is very weakly dependent on metallicity, as we have also verified with our adopted reference bolometric corrections based on ATLAS9 model atmospheres and spectra (see Pietrinferni et al. 2004) . This means that the predicted MS colour shifts in this CMD are more closely related to the T e f f shifts caused by Y variations, and also that scaled solar BCs, with either the same total metallicity or the same [Fe/H] of the α-enhanced composition, can be safely used (if the appropriate α-enhanced BCs are unavailable) as demonstrated in Fig. 1 of Cassisi et al. (2004) . The BCs applied to our isochrones have been calculated for the [Fe/H] of the normal Y composition (the lowest Y value) and kept unchanged for the He-enhanced isochrones, because they are unaffected by a change of Y when the total metal content is kept constant (and they are unaffected by the CNONa anticorrelations -see Sect. 1). Figure 1 displays the MS of a set of our reference isochrones, for an age of 12 Gyr and varying Y . The horizontal lines mark M F606W =6 and 7, respectively, the two magnitude levels along the unevolved MS -more than ∼2 mag below the turn-off level-where we will calculate the derivative dY /d(F606W − F814W ) and discuss its uncertainties 3 . The same figure shows, We have then calculated additional isochrones for the same Z and the same Y range, but varying one at a time the following inputs, that affect the CMD location of evolutionary tracks and isochrones:
(i) The BCs adopted to compare theoretical isochrones with observed CMDs;
(ii) the efficiency of convection in the outer, superadiabatic layers, e.g. the value of the mixing length parameter α MLT employed in the model computations;
(iii) the outer boundary conditions employed in the stellar model calculations;
(iv) inclusion of fully efficient atomic diffusion everywhere in the models, or just below the convective envelope.
With these model computations we have calculated appropriate sets of isochrones, to assess the robustness of the dY /d (F606W − F814) predictions, that will be discussed in the next section.
Finally, to explore the effect of using indepedent evolutionary calculations -that employ also some different choices of physics inputs-we considered the Dell'Omodarme et al. 
ANALYSIS
For all additional sets of isochrones listed in the previous section we have determined dY /d(F606W − F814W ) at both M F606W =6 and 7, and compared these values with the results from the reference set. The results of these comparisons are discussed in the following sections, considering separately each one of the new sets.
Bolometric corrections
To study the effect of varying the bolometric corrections BCs, we employed the theoretical values calculated with the PHOENIX and MARCS model atmosphere codes (see Brott & Hauschildt 2005; Casagrande & VandenBerg 2014) respectively, and the empirical BCs by Worthey & Lee (2011) . Worthey & Lee (2011) provide BCs to the JohnsonCousins V I filters, that we have translated to the corresponding ACS filters using the empirical relationships by Sirianni et al. (2005) . Both PHOENIX and MARCS based BCs are calculated for an α-enhanced [α/Fe]=0.4 metal mixture; however the reference solar heavy element distribution for the available MARCS models is from Grevesse et al. (2007) , instead of Grevesse & Noels (1993) as for PHOENIX and our reference ATLAS9 BCs. This difference may possibly add a degree of inconsistency to the results of this comparison.
Figure 2 compares these new sets of isochrones with the reference ones, for Y =0.248 and 0.40 (the extreme values of the range spanned by our calculations), t=12 Gyr. The PHOENIX and MARCS BCs produce MSs bluer by about 0.015 and 0.04 mag respectively, at all M F606W , compared to the reference set. The shift is the same for both values of Y , and as a consequence we find that dY /d(F606W − The results employing the empirical BCs by Worthey & Lee (2011) are different. In this case it is evident from Fig. 2 that there is a shift in the MS colours (generally redder than the reference isochrones) but also a clear change of shape. We obtain dY /d(F606W − F814W )=2.0 and 1.5 -irrespective if Y -at M F606W =6 and 7, respectively. The difference with respect to the reference derivatives are larger at the fainter magnitude level.
The value of α MLT and the outer boundary conditions
The mixing length theory (MLT -Böhm-Vitense 1958) is almost universally used to compute the temperature gradient in superadiabatic layers of stellar (interior and atmosphere) models. This formalism contains in its standard form 4 free parameters. Three parameters are fixed a priori (and define what we denote as the MLT flavour) whereas one (the so-called mixing length, α MLT ) is calibrated by reproducing observational constraints (see, e.g., Salaris & Cassisi 2008 , and references therein). In our reference calculations we have employed the Cox & Giuli (1968) implementation of the MLT (corresponding to the ML1 flavour described in Salaris & Cassisi 2008 ) with α MLT fixed by the standard solar model calibration (see Pietrinferni et al. 2004, for details) . In these additional sets of isochrones we have considered a variation of α MLT by ±0.1 around the solar value. This is consistent with the variation of α MLT along the isochrone MS predicted by the 3D radiation hydrodynamics simulations by Magic et al. (2015) . We find that at fixed Y the three sets of MSs are virtually coincident for M F606W ∼6 and fainter magnitudes. The reason is that models in this magnitude range have deep convective envelopes almost completely adiabatic, and the variation of α MLT has a very minor effect on their temperature stratification. As a result, dY /d(F606W − F814W ) values are unchanged.
Given that the envelopes of stellar models in this magnitude range are almost completely adiabatic, we expect a negligible difference when employing alternatively the Canuto & Mazzitelli (1991) theory of superadiabatic convection, instead of the MLT. This is confirmed by Fig. A2 in Mazzitelli et al. (1995) , that compares in the L-T e f f diagram GGC isochrones calculated with a solar calibrated mixing length and with the Canuto & Mazzitelli (1991) formalism. In the relevant L range (between log(L/L ⊙ ) ∼ −0.5 and ∼ −0.9) the two sets of MS isochrones at a given initial chemical composition are virtually indistinguishable.
Regarding the model outer boundary conditions, we recall that to integrate the stellar structure equations, it is necessary to fix the value of the pressure and temperature at the surface of the star, usually close to the photosphere (see, e.g., VandenBerg et al. 2008 , and references therein). In our reference calculations we have determined this boundary condition by integrating the atmospheric layers using the solar Krishna Swamy (1966) T (τ) relation, supplemented by the hydrostatic equilibrium condition and the equation of state. The choice of the outer boundary conditions is important in this context, because it affects the T e f f of stellar models with convective envelopes (see, e.g., Salaris & Cassisi 2015, for more details) In this additional set of MS isochrones we have employed the Eddington grey T (τ) instead. We have first recalibrated the solar value of the mixing length α MLT with this T (τ) relation, and then calculated models and isochrones with the new solar calibrated mixing length (about 0.1 smaller than the value calibrated with the reference T (τ) relation). 
The efficiency of atomic diffusion
Asteroseismic data require the inclusion of atomic diffusion in standard solar model calculations, to match the inferred solar sound-speed profile, depth of the convective envelope and surface He abundance (see, e.g., Bahcall et al. 1995; Villante et al. 2014 , and references therein). The situation for GGC stars is however very different. Spectroscopic determinations of metal abundances from the MS turn off to the RGB of a number of GGCs, have shown that the efficiency of atomic diffusion from the convective envelope of old metal poor stars is severely reduced (see, e.g., Gratton et al. 2001; Lind et al. 2008; Mucciarelli et al. 2011; Gruyters et al. 2014 , and references therein) by some as yet unspecified competing physical process. Nothing is known about the efficiency of diffusion in the radiative interiors of these objects.
To study the potential impact on dY /d(F606W − F814W ) we have therefore calculated two sets of isochrones. The first one includes fully efficient diffusion throughout the stellar models (we employed the diffusion coefficient by Thoul et al. 1994 , implemented in the BaSTI code), and one including efficient atomic diffusion only below the boundary of the convective envelope.
The set with fully efficient diffusion is an extreme and, for what we know, unrealistic case for GGC stars, but necessary to understand the comparisons with dY /d(F606W − F814W ) values obtained with other theoretical isochrones that include atomic diffusion (see next section). Regarding the models with artifically inhibited diffusion from the envelope, starting at a distance of 0.5H P (where H p is the pressure scale height at the Schwarzschild boundary of the convective envelope) below the surface convection boundary, we smoothly reduced the diffusion velocities of the various elements (with a quadratic function of radius) so that they reached zero at the bottom of the fully mixed envelope. This second set is a numerical experiment to simulate the inhibition of diffusion from the convective boundary, keeping the element transport efficient in the interiors.
In general, the effect of atomic diffusion on stellar evolution tracks of a given mass (for masses typical of GGCs) and initial chemical composition is to shorten the MS lifetimes by ∼1 Gyr due to the diffusion of helium to the centre, that is equivalent to a faster aging of the star. Also, due to the diffusion of He and metals from the convective envelopes, the surface H abundance increases, causing a higher opacity and a shift of the tracks towards redder colours. In addition, the inward settling of helium raises the core molecular weight and the molecular weight gradient between surface and cen- tre of the star, that also contributes to increase the stellar radius (see, e.g., Cassisi et al. 1998; Salaris et al. 2000) . Figure 4 shows the results of these calculations, compared to the reference case. The displayed isochrones with diffusion are ∼ 1 Gyr younger than the reference one, so that they have approximately the same MS turn off magnitude. As for the case of individual tracks, fully efficient atomic diffusion shifts the isochrone MS to redder colours, by an amount that increases moving towards the MS turn off. Lower MS objects are less affected because of their very extended, fully mixed, convective envelopes, that minimize the reduction of surface metals and He. The effect is larger when Y increases, because of generally shallower convective envelopes.
We find that dY /d(F606W − F814W ) at M F606W =6 increases compared to the reference value, but only for Y >0.30, whilst it is basically unchanged at M F606W =7, where the effect of diffusion is negligible. When Y >0.30, the value of dY /d(F606W − F814W ) in case of fully efficient diffusion depends on the actual value of Y . We find that for Y between 0.30 and 0.35 dY /d(F606W − F814W )=2.5, increasing to 2.6 when Y is between 0.35 and 0.40.
It is instructive to notice that also the MS with diffusion from the convective layers inhibited is shifted to the red compared to reference isochrones, although by a smaller amount compared to the case of fully efficient diffusion. Most importantly, the shifts are Y -and magnitude-independent, and the effect on dY /d(F606W − F814W ) is negligible.
Independent stellar model calculations
We have also considered two publicly avalaible independent sets of stellar evolution models and isochrones that include variations of Y at constant Z, to explore the ef-fect of varying additional input physics. We considered the Dell' Omodarme et al. (2012) and VandenBerg et al. (2014) model databases.
The Dell'Omodarme et al. (2012) database provides isochrones in the theoretical L-T e f f diagram at fixed Z and varying Y values for several ages. We focused on their 12 Gyr, Z=0.002 isochrones with Y =0.25, 0.33 and 0.38, respectively. They have been calculated for a scaled solar chemical composition, and employ the solar mixture by Asplund et al. (2009) , different from our reference solar mixture (Grevesse & Noels 1993) . These calculations rely also on some physics inputs different from those adopted in our own calculations. More in detail, Dell'Omodarme et al. (2012) adopted the OPAL equation of state (Rogers et al. 1996) , whilst our reference calculations employ the freeEOS one (see Cassisi et al. 2003; Pietrinferni et al. 2004) ; the outer boundary conditions for MS stars at these metallicity and ages are taken from the PHOENIX model atmospheres (Brott & Hauschildt 2005) instead of a T (τ) integration. Also, the reaction rate for the 14 N(p, γ) 15 O reaction is taken from Imbriani et al. (2005) , whilst our reference calculations employ the Angulo et al. (1999) rate. Finally, these isochrones include also fully efficient atomic diffusion using Thoul et al. (1994) diffusion coefficients.
We applied to these isochrones our scaled solar ATLAS9 BCs calculated for the Grevesse & Noels (1993) solar mixture. We have verified beforehand, with calculations performed using the ATLAS9 suite of codes (Sbordone et al. 2004) , that for MS stars in the T e f f and L range relevant to this analysis, the BCs for the F606W and F814W filters are the same when employing the Asplund et al. (2009) or the Grevesse & Noels (1993) solar heavy element distributions. This means that our reference ATLAS9 BCs are also appropriate for the chemical composition adopted by Dell'Omodarme et al. (2012) . Asplund et al. (2009) . They include the gravitational settling of helium, Li and Be but not of heavy elements. The efficiency of settling from the convective envelope is then moderated as described in VandenBerg et al. (2012) . Equation of state and reaction rates for hydrogen burning are also different from our reference calculations (see VandenBerg et al. 2012 , for details). The outer boundary conditions for the (2014) isochrone appears now bluer than the our reference one (apart from the turn off region), by about 0.02 mag. Despite this colour difference at fixed Y , we find that the derivative dY /d(F606W − F814W ) (taken at M F606W =7, where the effect of atomic diffusion is negligible) differs by less than 5%, compared to the result with our reference isochrones.
SUMMARY
Estimates of the He abundance range ∆Y within individual GGCs are crucial to constrain the origin of the multiple population phenomenon, and the use of the MS width in optical CMDs is, from the theoretical point, of view a very reliable We have found that, at our selected [Fe/H]=−1.3 taken as representative of the results that we obtain over all GGC metallicity range, variations by ±0.1 of α MLT around the solar calibrated value, and the use of different T (τ) relationships to determine the outer boundary conditions for the model calculations, leave dY /d(F606W −F814W ) unchanged, although they change slightly the colours of the isochrones, at the level of at most ∼0.02 mag.
Uncertainties due to adopted BCs are not large, in the assumption that our reference ATLAS9, PHOENIX, MARCS and Worthey & Lee (2011) BCs we employed in these comparisons are a fair reflection of current uncertainties. The Worthey & Lee (2011) BCs induce a variation of dY /d(F606W − F814W ) compared to our reference result that causes a decrease of ∆Y by 5% if estimated at M F606W =6, and by 16% if estimated at M F606W =7. The PHOENIX and MARCS BCs do not change dY /d(F606W − F814W ).
Just to give an idea of the corresponding variations of the absolute values of ∆Y , current estimates provide a typical upper limit ∆Y ∼0.05 (apart from exceptions like NGC2808 and ω Centauri, see, e.g., the data compiled in Table 1 of Bastian et al. 2015) . A 20% increase or decrease corresponds to variations by at most ∼0.01.
If atomic diffusion is fully efficient throughout the star, the value of dY /d(F606W − F814W ) measured at M F606W = 6 is affected at the level of at most ∼20%, if Y is between 0.35 and 0.40. However, spectroscopic observations of GGC stars have shown that diffusion from the convective envelopes of GGC stars is severely inhibited, and when we artificially stop diffusion from the envelope, keeping it efficient only in the underlying radiative layers, we find that dY /d(F606W − F814W ) is unaffected compared to the no-diffusion case.
Finally, the independent isochrone libraries of Dell 'Omodarme et al. (2012) amd VandenBerg et al. (2014) provide a dY /d(F606W − F814W ) (in the magnitude range where atomic diffusion is negligible) only at most 10% higher than our reference set, despite various differences in the model physics inputs involving the equation of state, outer boundary conditions, nuclear reaction rates and metal abundance mixture.
In summary, we found that the theoretical framework to estimate He variations amongst sub-populations in individual GGCs through MS colour differences is quite robust. Although altering several of the required physics inputs/assumptions can affect the MS colours for a given initial chemical composition, colour differences due to variations of the initial Y abundances are a robust prediction of the current generation of stellar models.
