Abstract-Seamless host mobility has been a desirable feature for a long time, but was not part of the original design of the Internet architecture or protocols. Current approaches to networklayer mobility typically require additional network-layer entities for mobility management, which add complexity to the current engineering landscape of the Internet. We present a host-based, end-to-end architecture for host mobility using the IdentifierLocator Network Protocol (ILNP). ILNP provides mobility support as a first class function, since mobility management is controlled and managed by the end-systems, and does not require additional network-layer entities. We demonstrate an instance of ILNP that is a superset of IPv6 -called ILNPv6 -that is implemented by extending the current IPv6 code in the Linux kernel. We make a direct comparison of performance of ILNPv6 and Mobile IPv6, showing the improved performance of ILNPv6.
I. INTRODUCTION
As the use of mobile devices and methods of wireless connectivity continue to increase, seamless mobility becomes more desirable and important. By seamless mobility, we mean that a device with packet flows in progress can continue its flows even if there are changes to: (a) its physical connectivity (e.g. moves from 3G to WLAN); or (b) its network layer (domain) connectivity (e.g. it changes from IP network A to IP network B, which might also occur when changing physical connectivity). While mobility using the same underlying technology -horizontal handoff (e.g. WLAN to WLAN) -is possible (usually through layer 1 or 2 handoff mechanisms), effective solutions for vertical handoff -across different wireless technologies and/or different networks -are still being developed. The use of vertical handoff holds many significant challenges. The key issue is managing the change in networklayer connectivity. Typically, different physical connectivity, e.g. changes in network interface, also involves changes to IPlayer connectivity -changes in the topological connectivity (location) of a device.
A. Contribution and structure of this paper
We describe and evaluate an implementation of a purely end-to-end approach to mobility, with management of mobile connectivity at the network layer as a first-class function of the end-system's operating system (OS), without requiring any middleboxes or changes to routing functions. Our mechanism is fully backwards compatible with existing APIs. Our mechanism uses ILNPv6, a superset of IPv6 that implements an Internet architecture described by the Identifier-Locator Network Protocol (ILNP). The challenge was to apply the radical new architectural approach of ILNP whilst making maximal use of the existing codebase, to allow incremental deployment on IPv6.
This is the first end-to-end, testbed-based performance evaluation of MIPv6 with ILNPv6, as a like-for-like comparison, with both protocols implemented in-kernel, and the use of application traffic flows from a widely-used testing application (iperf), via the standard C sockets API.
We address directly the key challenge stated abovemanaging the change in network-layer connectivity. In this paper, the term handoff always refers to a vertical handoff, unless specifically stated otherwise.
After outlining the ILNP architecture in Section II, some related work is described in Section III. Then, we describe our design and implementation of ILNPv6 in Section IV. We present our evaluation and results in Section V. After a discussion of some key issues in Section VI, we conclude in Section VII.
II. ILNP
The Identifier-Locator Network Protocol (ILNP) [1] - [8] is an IRTF Experimental protocol. It has a host-based, end-to-end architecture, is designed to support mobility (amongst other things), and can be implemented as a superset of IPv6 called ILNPv6 [4] - [7] . ILNPv6 uses the current IPv6 packet header format, and so remains backwards compatible with the current deployed IPv6 routing infrastructure, but end-system stacks must be updated.
A. Dynamic namebindings for mobility
In support of recurring discussion within the community over several decades [9] - [14] , ILNPv6 deprecates the use of IP addresses and uses two new distinct namespaces: a Node Identifier (NID) and a network Locator (L64) [1] , along with dynamic bindings to implement various functionality, including mobility [2] . The use of the IP address in the network stack today has semantic overload which is considered harmful [14] . As shown in Table I , instead of using the IP address in various layers across the protocol stack with different semantics, ILNPv6 use NID and L64 values. Transport-layer protocols bind only to a NID value, an identifier for a (logical, virtual or physical) node, that has no topological semantics. The network layer uses a L64 value, which is topologically significant, for routing and forwarding. An [I, L] pair together -an Identifier Locator Vector (IL-V) -is needed for communication.
In addition (not visible in Table I Consider a TCP connection at a node X with a correspondent node Y. With IP, the tuple expression (1) shows the use of the IP address (A) and port numbers (P ) throughout the stack. For example, transport protocol state is bound to an interface by use of the IP address, A -the transport protocol state is tightly bound to the interface, so changes to the interface (vertical handoff) or IP address (movement across network domains) causes the state to become invalid.
In tuple expression (2), we show the use of Node Identifier values, I, and Locator values, L, as for ILNP. TCP binds only to the I values, so changes to the interfaces or locator values require updates to the dynamic bindings, but does not impact the end-to-end state for TCP.
B. ILNPv6
While a clean-slate approach to building ILNP was possible, to aid deployment, we chose to implement ILNP as a superset of IPv6 -ILNPv6. In order to carry the NID and L64 values between end-systems, the IPv6 packet header is used, with NID and L64 values being encoded into the IPv6 header as shown in Figure 1 . The NID value uses the same syntax as an IPv6 interface identifier, but the end-system code is updated to treat it as a node identifier. The L64 has the same syntax and semantics as an IPv6 address / routing prefix, and so current IPv6 routing and forwarding can be used for ILNPv6 packets: routers see and process ILNPv6 packets as IPv6 packets. Fig. 1 . IPv6 unicast address format and ILNPv6 unicast address format. The L64 value has the same syntax and semantics as the IPv6 routing prefix. The NID value has the same syntax as the IPv6 Interface Identifier, but has different semantics.
C. Mobile hosts with ILNP
For mobility, we consider two phases of communication:
• Rendezvous: For a correspondent node (CN) to initiate communication with a mobile node (MN), it must learn the current IL-V for the MN. With this information, the CN can then create a packet to send to the MN. If the MN functions only as a client system and the CN as a server, then this issue is moot.
• Handoff: When a communication session is in progress, the session must be transferred across an administrative or network connectivity boundary in order to maintain the communication session as the MN moves.
Rendezvous for ILNPv6 is similar to IPv6: the CN makes a Domain Name System (DNS) look-up using a Fully Qualified Domain Name (FQDN), which resolves to appropriate IL-V values in new DNS resource records for NID and L64 values [5] . We return to the issue of name resolution later. For now, we consider handoff only. Figure 2 shows a simple example of handoff in ILNPv6. An MN using NID value I M moves from cell 1 using Locator L 1 to cell 2 and use of Locator L 2 . If we assume that a transport flow is in progress with a CN which uses the IL-V [I C , L C ], then the ILNP transport-layer and network layer state at MN can be represented by the expression:
based on expression (2) . When MN enters the region overlapping with cell 2, the value of L 2 would be available through IPv6 Router Advertisements -it is simply the IPv6 address prefix required for cell 2. MN receives L 2 and now informs CN of this new value using a Locator Update (LU) message, synonymous to an IPv6 Binding Update message. At this point, both MN and CN could just drop the use of L 1 , but ILNPv6 permits a NID value to be bound to one or more L64 values. So, it is possible for CN and MN to perform a network-layer soft handoff to minimise packet loss. This is advantageous when soft handoff is not supported by the subnetwork technology across the handoff region, e.g. between different WLAN cells, or in vertical handoff between different technologies, such as from 3G to a WLAN cell.
Notice that in ILNPv6, mobility forms a duality with multihoming. In Figure 2 , if the duration of the cell overlap permits, then MN and CN could continue to use both cells simultaneously: for example, if cell 1 was 3G and completely covered the same area as cell 2 which was a WLAN cell. This feature can be implemented by the MN to provide a multihoming resilience capability, either for existing transport protocols like TCP, or to enable new multipath transport protocols without the complex overhead of dealing with multiple IP addresses, as is currently the case with multipath TCP (MP-TCP) [15] . In the overlap region, the MN expression for our transport flow would now be: We see that the transport layer tuple is not effected during soft handoff or multihoming: end-to-end state is preserved.
ILNPv6 also provides another type of handoff called hard handoff. For this handoff model, an MN always has only one L64 value. So, when entering a new network -(2) in Figure  2 -it obtains a new L64 value, L 2 , and discards the previous L64 value, L 1 . The hard handoff is simple because an MN always has binding to only one L64 value and uses only one link. However, packet loss could occur for the in-flight packets sent from the CN using the stale L64 value. In contrast, packet loss during soft handoff is minimised. This is because the MN maintains bindings with both L64 values (L 1 and L 2 ) when it stays in the overlap region between the two networks, i.e. it is multihomed during handoff.
D. Rendezvous
With rendezvous, in ILNPv6, we are concerned with discovering the current Locator value(s) for the MN. If we wish to leverage existing deployments, then the Domain Name System (DNS) provides a suitable mechanism for rendezvous, as it does now. For ILNPv6, new DNS records have been defined for NID and L64 values -NID and L64 resource records [5] -which are returned for a FQDN query.
An MN has two other requirements: (i) it needs to update the L64 value held in its L64 DNS record; and (ii) as the MN could move at any time, the L64 record needs a low cache time. We discuss the second issue in Section VI-C, but the first issue is easily resolved: current Secure DNS Dynamic Update [16] is widely available in host system software today (e.g. in Microsoft Windows, and in Linux), as well as having support in server software, and experiments have shown that updates as frequent as once per second are easily possible with existing infrastructure [17] .
E. Name and Address Resolution
When the DNS is used for storing L64 values in L64 records (or if any other system is used for storing L64 values), those values will need to have low cache times to prevent stale L64 values at CNs. In the case of DNS, traditionally, it has been considered that cache times -time-to-live (TTL) -for DNS records should be kept relatively high, for example, several thousands of seconds. However, today, DNS entries for end systems can have very low values (e.g. a few seconds for DNS load balancing mechanisms), and our experiments on the operational DNS service for the School of Computer Science at St Andrews show that zero caching of DNS A records is entirely feasible without any disruption to network operations or any significant increase in load on DNS servers [18] .
However, in the edge-site, this zero caching must also be applied to address resolution -mapping from an IL-V pair to a MAC/hardware address. For example, if an MN moves across a local subnet, its L64 value will change also, and so address resolution tables must use zero caching. Again, in the local area, we take the position that this is a low and acceptable cost, though of course the actual impact is likely to be application-specific. However, for backwards compatibility with IPv6, there are no changes required to the IPv6 Neighbour Discovery (ND) protocol -the 128-bit IL-V for ILNPv6 is mapped to a MAC address, just as a 128-bit IPv6 address is mapped to a MAC address.
III. RELATED WORK
We present here a selection of mobility solutions, focussing on architectural concepts for those proposals that have been reviewed by the IETF or the IRTF, i.e. those that are considered to be deployable at scale. A more comprehensive list of mobility solutions can be found in RFC6301 [19] .
A. Network-based Mobility Solutions
Mobility management in this type of solution is usually achieved by the use of proxies or middleboxes. These can often improve backwards compatibility because they 'hide' mobility from non-mobile (legacy) nodes. However, the addition of such network entities adds complexity to the current network landscape. Such entities have a set of general disadvantages: they offer sub-optimal packet routes for data transfer; they could become single points of failure; they could become performance bottlenecks; and they could offer an additional point for security attacks on the mobility mechanism. Sometimes, tunnelling is also used for communication between those entities, increasing packet overhead and potentially impacting the MTU size that is available to the application.
IETF Mobile IPv4 (MIPv4) [20] uses a Home Agent (HA) and a Foreign Agent (FA) to map between a Home Address (functionally, a node identifier) and Care-of-Address (functionally, a node locator). Mobile IPv6 (MIPv6) [21] eliminates the use of the FA and requires only the HA. MIPv4 uses tunnelling between HA and FA, while MIPv6 introduces a Route Optimisation mechanism to eliminate tunnelling. Nevertheless, MIPv4 and MIPv6 have the problem of high packet loss during handoff, and high handoff delay.
Hierarchical Mobile IPv6 (HMIPv6) [22] introduces a Mobility Anchor Point (MAP) to work with the HA in managing local mobility. Handoff delay could be reduced, but yet another entity is now part of the mobility solution, with additional signalling to/from the MAP.
Fast Handover for Mobile IPv6 (FMIPv6) [23] (based on MIPv6) uses a HA as a proxy. Additional tunnelling is used between the Previous Access Router (PAR) and the New Access Router (NAR) to forward packets arriving at the previous location to minimise gratuitous packet loss during handoff [24] . There is additional complexity and overhead due to the extra signalling required to allow use of NAR and PAR.
Proxy Mobile IPv6 (PMIPv6) [25] is a completely networkbased solution: it hides the mobility process from mobile nodes. Additional proxies are required: a Mobile Access Gateway (MAG) and Local Mobility Anchor (LMA). Traffic between MAG and LMA is also tunnelled.
The Locator Identifier Separation Protocol (LISP) [26] as well as its extensions for mobility support, LISP mobile node (LISP-MN) [27] and LISP-ROAM [28] , use a proxy -mapping system -to map IP addresses into different schemas: Endpoint Identifier (EID) and Routing Locator (RLOC). Tunnelling is also used between LISP routing nodes. LISP-based solutions are 'map-encap' solutions, so end-to-end state integrity is not maintained, and the IP address carried in the packet has different semantics across the end-to-end path.
B. Host-based Mobility Solutions
Host-based solutions usually do not require any additional network entities. Mobility management is handled by end hosts. Therefore, the end-system protocol stack requires updates. However, we consider that deployment of such updates could be easily managed -similar to network-based software updates widely-used for operating systems today.
Level 3 Multihoming Shim Protocol for IPv6 (SHIM6) [29] adds a 'shim' layer between the network and the transport layer to separate identifier and locator from a single IP address. SHIM6 is designed for multihoming support. Mobility support is possible, but has the problem of high handoff latency [30] .
The Host Identity Protocol (HIP) [31] , [32] , which was recently updated to HIPv2 [33] , uses public and private key pairs to manage the identifier (i.e public key) and locator (i.e. IP address) of a mobile node. Although DNS may be used for session initiation, a Rendezvous Server (RVS) -an additional entity -is recommended to be deployed. Also, as public keys are required, a public key infrastructure is recommended for use with HIP.
C. Transport Layer Solutions
All solutions mentioned above operate at the network layer. There are also proposals for transport layer solutions. However, such solutions, of course, are limited to the choice of transport layer protocol, while, in principle, network layer solutions are applicable to any transport protocol. Moreover, most transport layer solutions typically manipulate IP addresses, which means the fundamental problem of semantic overload of the IP address remains. Additionally, some security issues remain unresolved.
The Stream Control Transmission Protocol (SCTP) [34] allows a host to set up multiple paths -with multiple source and destination address combinations -between a source and a destination host. SCTP is designed for multihoming support. Single host mobility (one-side mobile host) can be achieved by dynamically adding and deleting addresses of active SCTP associations [35] . To support two-side mobile hosts, a Cooperation Server (SC) -a new network entityis required [36] . SCTP has some security issues, which are summarised in RFC5062 [37] .
Multipath TCP (MP-TCP) [15] , [38] extends TCP and allows a main TCP session to have bindings to different addresses i.e. multiple sub-flows. Like SCTP, MP-TCP is designed for multihoming support. Mobility using MP-TCP could be achieved by dynamically adding and removing subflows when a host enters and exits a network [39] . MP-TCP is backwards compatible with classic TCP. However, security issues remain [40] and a new a cross-path interference attack has been identified [41] .
D. Previous work on ILNP
The initial ideas of host mobility using ILNP can be found in [2] , [42] , [43] , and assessment of its feasibility using an overlay emulation can be found in [44] . The overlay emulation was used for initial evaluation of handoff performance under a range of emulated scenarios. The architectural description and protocol engineering considerations for ILNP are given in RFC6740 [3] and RFC6741 [4] , respectively.
The first ILNP mobility prototype in Linux is described in [45] , which presented a simplistic evaluation using a custom designed UDP application running on a wired network to demonstrate satisfactory overall protocol behaviour. No wireless experiments were conducted, and the test application was custom built.
In this paper, we use an updated codebase with a more complete implementation of ILNPv6, and present new results:
• we provide results from a Linux kernel codebase that allows use of ILNPv6 via the normal socket(2) API with getaddrinfo (3) : this is demonstrated by using an unmodified, existing UDP application, iperf, which is widely used for performance testing;
• our evaluation is based on a comprehensive set of testbed experiments with wireless connectivity (5GHz IEEE 802.11 WLAN), providing for a more realistic evaluation in a mobile / wireless domain;
• we provide a direct performance comparison, on the same testbed, with the Linux kernel implementation of Mobile IPv6 (MIPv6): experiments compare ILNPv6 hard handoff and soft handoff with MIPv6 and route optimisation enabled and disabled.
IV. ILNPV6 IN LINUX
ILNP is a radical departure from the current Internet architecture as it deprecates the use of IP addresses. However, judicious engineering allows an evolutionary approach to enable incremental deployment. An overview of our first ILNPv6 prototype can be found in [45] . Due to space limitations, we have not provided the full details of the kernel design and implementation of our prototype. We present here a brief description. Our implementation is based on Ubuntu 12.04 with Linux kernel version 3.9.0. We describe how (i) NID and L64 values replaced IPv6 addresses; (ii) OS name resolution was changed; and (iii) the changes compared to our previous prototype, plus the new results specifically for this paper.
A. Encoding NID and L64 values
As shown in Figure 1, L64 and NID values are encoded into the IPv6 address space [4] . The top 64 bits, L64, have the same syntax and semantics as an IPv6 routing prefix. The value is obtained from an IPv6 Router Advertisement (RA). The lower 64 bits, NID , has the same syntax as the IPv6 Interface Identifier, but different semantics. The NID represents a whole node, not a specific interface of the node. The NID value can be constructed in exactly the same way for ILNPv6 as it is for IPv6. For convenience, the NID value in this implementation was derived from the MAC address of the first active interface, but other methods, such as cryptographically generated addresses (CGA) [46] or privacy extensions for IPv6 addresses [47] could be used also.
B. Name resolution
For session initiation, ILNP can use DNS [3] , [5] just like IPv6 and MIPv6. However, in this implementation, our focus was to study the OS handoff performance, so we used a modified version of /etc/hosts and getaddrinfo() (in libc) for name resolution. An ILNPv6 hostname with NID and L64 values has an entry in /etc/hosts with the format:
L64|preference,NID hostname
Then, getaddrinfo() extracts NID , L64 and preference values (the latter is currently unused), and passes them to the kernel via the Netlink Socket, to be stored in the IL-V cache, a new data structure in the kernel. To maintain backwards compatibility with the sockets API, the getaddrinfo() caller will receive an IPv6 'lookalike' address which is built from NID and L64 values (see Figure 1) . So, well-behaved legacy applications (those that use the socket descriptor only, and do not use address bits for application state) will work with ILNPv6 as they would with IPv6.
C. Identifying ILNPv6 packets
Essentially, the main IPv6 code-path within the Linux kernel has been augmented to process ILNPv6 packets. So, the modified code-path can support both IPv6 and ILNPv6 in parallel, treating ILNPv6 as a superset of IPv6. This is beneficial for backwards compatibility with IPv6, as well as for allowing a realistic path for incremental deployment.
To detect ILNPv6 packets for outgoing flows, the destination IP address is checked against the IL-V cache. If the address is in the cache, ILNPv6 is used for communication instead of IPv6. The socket is marked as an ILNPv6 socket using a new flag in the socket data structure, (struct sock). To allow differentiation between IPv6 packets and ILNPv6 packets, and also to provide off-path protection for packets, a nonce value is added to every ILNPv6 packet before sending, using a Nonce Destination Option (NDO) (ICMPv6 type 139) [7] . For each incoming packet, an ILNPv6 packet is detected if it carries a nonce value. Please refer to [45] for further details of additional mechanism for sending and receiving ILNPv6 packets.
D. Transparent support for the socket(2) API
The previous ILNP prototype [45] had support for UDP applications using only sendto(2) and recvfrom (2) . In this updated codebase, UDP applications also can now use the connect(2), read(2) and write(2) calls, allowing any existing IPv6 applications, such as iperf to operate over ILNPv6. We modified the Linux UDP lookup function to use only NID for the udptable lookup. The udptable lists all current UDP sessions of the host and is used by the kernel to track which port and application incoming packets should be forwarded to. So, any change of L64 value does not affect the table lookup because only NID is now used. This means legacy (non-ILNPv6) application binaries can use ILNPv6 (no re-coding or recompilation required).
V. EVALUATION
We examined handoff performance by comparing Mobile IPv6, both with route optimisation (RO) enabled and disabled, and with ILNP using hard handoff and soft handoff. We considered the impact on UDP flows.
Note that HIP (see Section III-B), is considered out of scope for this evaluation due to two important constraints: 1) HIP uses public keys. HIP uses public keys in order to create host identities. This means that a public key infrastructure should be in place to generate host identities, and so HIP is best suited to those applications that have stringent requirements for the use of cryptographically verifiable identities at the network layer -this is not a general requirement for all applications, and is not used in MIPv6 or ILNPv6. 2) Applications need to be modified to use HIP. The use of the host identity in HIP requires that applications that use the current standard C sockets API have to be modified to operate over HIP [48] . This is not the case for either MIPv6 or ILNPv6.
These two constraints prevent a straight-forward comparison of performance with HIP for typical applications.
A. Experiment Configuration
Our testbed was configured as in Figure 3 . R1, R2, R3, CN and MN were each separate, physical hosts. The following connections were wired Ethernet 1Gbps connections: CN to R1, R1 to R2, and R2 to R3. The MN used 5GHz 802.11ac WLAN links. We used netem 1 to add extra delay of 100ms in each direction between R1 and R2 and between R1 and R3 for emulating WAN access. We created 4 MN handoff scenarios as follows:
1) LAN to LAN (netem disabled)
2) LAN to WAN (netem enabled between R1 and R3) 3) WAN to LAN (netem enabled between R1 and R2) 4) WAN to WAN (netem enabled both between R1 and R2 and between R1 and R3)
The routers R1, R2 and R3 were separate hosts using an unmodified Linux OS running hostapd 2 Fig. 3 . The topology for the experiment. The CN connects to R1 via 1Gbps ethernet. The MN initially connects to R2(HA) using WLAN -the dashed / blue circles depict the radio cell scenario being emulated. The green / dashed arrows identify movements of MN to site network L 3 generating a handoff.
up new prefixes quickly once it enters a new network, we configured radvd to generate RAs every 1s-2s. The MN had two WLAN interfaces -one was configured to connect to R2, the other for connection to R3. Figure  3 . Both CN and MN were also configured to support MIPv6 using umip 4 , to allow a direct comparison between MIPv6 and ILNPv6 on the same infrastructure.
Note that only the end-hosts MN and CN used our modified Linux kernel supporting ILNPv6. Routers R1, R2 and R3 used standard Linux installations, with netem configured to implement the clouds marked 'Emulated WAN Delay' in
We used iperf 5 to generate bi-directional UDP flows at two different mean bit rates as simple packet-level representations of the following application flows: i) 64 kbps (for Skype Voice over IP (VoIP) traffic based on [49] ); and ii) 2350 kbps (for Netflix High Definition (HD) video traffic based on [50] ). We used packet sizes of 300 bytes for VoIP traffic [51] , and 1300 byte packets for HD video traffic. Each flow lasted 30 seconds and was repeated 10 times for each combination of the two flows, and for MIPv6 (with and without RO enabled), as well as for ILNPv6 hard handoff and ILNPv6 soft handoff. An unmodified tcpdump was used to capture packets at the MN for analysis.
In Figure 3 , the MN started in the site network L 2 , which was the Home Network for MIPv6. The bi-directional iperf flows were sent between the CN and the MN. As each flow was in progress, the MN started to enter the site network L 3 at t=5s into the flow, it moved out of the site network L 2 at t=20s i.e. the MN stayed in the overlap area for 15s. The movement was emulated using ifconfig to bring the WLAN interfaces up and down. We repeated the test for 4 handoff scenarios listed above: LAN to LAN, LAN to WAN, WAN to LAN, and WAN to WAN.
B. Results
We focus on the handoff performance of ILNPv6 and MIPv6, using the following metrics which show the behaviour of the MN during a handoff period.
1) Throughput:
The throughput during the handoff period was measured at the MN. Values close to the offered load are better.
2) Packet Loss: The packet loss during the handoff period is measured at the MN. Lower values are better, zero is ideal. 3) Handoff Delay: The time that the MN needs to complete the handoff process. Lower values are better, the minimum (ideal) time will be one round trip time (RTT) between MN and CN.
The throughput and packet loss were measured from time t=20s to t=25s of each flow for the MIPv6 cases, and from t=11s to t=16s for the ILNPv6 cases. These durations are selected to cover the handoff period of every test scenario. The handoff in MIPv6 and ILNPv6 happens at different times. In MIPv6, it is triggered when the MN moves out of the previous network completely [21, Sec. 11.5] . This is a link layer trigger e.g. the previous link is down or is no longer reachable. For ILNPv6, it is a network layer trigger i.e. handoff after seeing a router advertisement (RA) from the new network. In this experiment, however, the MN did not handoff immediately after seeing the new RA. There is a delay of 2s because we need to wait for the Duplicate Address Detection (DAD) process to be completed, so the new address (new L64) can be used. Therefore, in this experiment the MN performed handoff around the t=21s to t=23s, for MIPv6 and around t=13s to t=15s, for ILNPv6.
The throughput of the flow, measured for a 5 second span across the handoff period, is shown in Figure 4 . A similar trend is found in both VoIP traffic and HD Video traffic. The results for ILNPv6, especially with soft handoff, showed close to ideal throughput (equal to the offered load). A small dropoff in throughput was observed when hard handoff was used. For MIPv6, the throughput was substantially reduced because the MN could not receive any packets during handoff -see Figure 6 for an example of the data flow progress during the handoff period. There was a small improvement of throughput for MIPv6 when RO was enabled, but only if the home network was a WAN link (i.e. when handing off from a WAN): sending data directly from CN to MN was better than traversing the HA, which resided on a path with a longer delay. Figure 5 summarises packet loss during a 5 second span across the handoff period. The results were similar for both VoIP traffic and HD Video traffic. ILNPv6 with soft handoff again outperformed MIPv6: zero packet loss was observed for ILNPv6. A small loss was found when ILNPv6 hard handoff was used. MIPv6 suffers from greater packet loss because, again, the MN cannot receive any packets during the handoff. Also, again, when handing off from the WAN, use of RO reduced slightly the overall packet loss during handoff, as packets do not traverse the HA. Figure 6 gives an example of the flow dynamics during the 5 second span across the handoff period. When MIPv6 was in use, there was an interruption of the flow, which was the duration of the Binding Update to the HA. When RO was used, we saw a peak of received data when the RO process was completed, because some packets directly sent from the CN arrive at the same time as the delayed packets that have been relayed by the HA. For ILNPv6 hard handoff, a small interruption was observed, which was the duration of the LU/LU-ACK handshake. However, there was no interruption for ILNPv6 with soft handoff. The observed handoff delay is shown in Figure 7 and Figure 8 . This was observed network layer handoff delay, measured as the handoff signalling for MIPv6 (BU/BU-ACK) and ILNPv6 (LU/LU-ACK). Other signalling delays such as wireless association, Neighbour Discovery, and Duplicate Address Detection (DAD) were excluded for clarity. Again, ILNPv6 provided better performance than MIPv6 in terms of shorter handoff delay. The LU/LU-ACK handshake in ILNPv6 usually takes ∼1 RTT between MN and CN, as it is purely end-to-end. Hence, delay is a few ms, when handing off to the LAN, and is ∼200ms when handing off to the WAN, because ILNPv6 sends the LU and receives the LU-ACK via the new link. For MIPv6 without RO, the BU/BU-ACK handshake takes around 1s plus 1 RTT to the HA. The extra 1s is due to BU processing and tunnel creation at the HA before the BU-ACK is sent to the MN. When RO is enabled the handoff delay is higher because there are additional processes: the return routability test and the binding update to the CN. These processes take longer over the WAN path.
VI. DISCUSSION
We make comparisons with Mobile IP, where appropriate. For Sections VI-D and VI-E below, full security and privacy implications are a complex issue: a detailed discussion and analyses is left for further study. 
A. Multi-homed hosts
Multihoming is closely related to mobility: both functions require special treatment of location with respect to an endhost (or a site) that is multihomed. MIP requires additional mechanisms to achieve multihoming [52] , [53] . In ILNP, multihoming and mobility form a duality [1] , [2] , [54] , so mobile hosts can also be multihomed.
Indeed, if we consider the soft handoff scenario in Figure 2 , we see that the MN is multihomed during handoff, as the NID can be bound to more than one L64 simultaneously. Hence, it is possible that a mobile host connects to different wireless technology, say, both WiFi and 3G simultaneously. This could enable functions such as WiFi offloading, for example, using 3G for signalling and small data packets, and using WiFi for bandwidth-consuming data. It could also help to manage QoS differences in the transition between networks when vertical handoff is used. However, a multihomed mobile host with ILNPv6 is a subject for further study.
B. Backwards compatibility with IPv6
An IPv6 router will treat ILNPv6 packets as if they were IPv6 packets. Our evaluation shows that unmodified Linux IPv6 routers can be used for routing and forwarding ILNPv6 packets from/to ILNPv6 hosts. Therefore, we believe that ILNPv6 could be deployed in the current IPv6 backbone without requiring any changes or upgrades to IPv6 routers.
To enable backwards compatibility with IPv6 hosts, e.g. when an ILNPv6 host communicates with an IPv6 host, the IL-V cache is used to verify if the destination supports ILNPv6 or not (see Section IV-C). However, a falsely detected ILNP host could be flagged with the use of the nonce value [7] . When a non-ILNP host receives a packet with a nonce value, a 'Parameter Problem' ICMP packet is returned to the sender as part of normal IPv6 host operation. Hence, the sender is notified if the destination host does not support ILNPv6. A new communication session would then be re-established with classic IPv6 [4] .
C. Name resolution using DNS
In this implementation, we use /etc/hosts for name resolution. In a real deployment, DNS would be used. New DNS Resource Records for NID and L64 values have been defined [5] and are implemented in widely-used DNS software: ISC BIND/named from v9.9.3 6 , NSD/Unbound from v3.2.15 7 , and Knot-DNS from v1.3.0 8 .
Since the L64 value of the MN would be updated in the DNS when the node moves, DNS records that hold L64 values need to have a very low DNS time-to-live (TTL), or else cached L64 values would become stale. Our previous empirical evaluation shows that values of TTL as low as zero for IPv4 A records have no significant impact on DNS load [18] , so use of low DNS TTL for the L64 records on mobile ILNP hosts would have little impact on DNS load. Both BIND and Unbound also support DNS security for secure dynamic DNS updates of L64 resource records.
D. Security considerations
DNS security is used for secure update of L64 value to the DNS, as mentioned before. For MIPv6, IPsec is required for a secure Binding Update to the HA [21, Sec. 15.3] . For other general operations, ILNPv6 is as secure as IPv6.
SSL/TLS and other mechanisms that work over TCP should work, unless they make use of the network layer address bits, i.e. if higher level protocols use FQDNs, they should work without requiring any changes.
For ILNPv6, for providing lightweight protection against modification and forged packets, we introduce the use of a Nonce Destination Option (NDO), a new IPv6 end-to-end extension header [7] . This carries an unpredictable, cryptographically random value to initiate a session. It is then used subsequently as required. The nonce value is sufficient to protect against off-path attacks: any attacker without an onpath monitoring capability will not be able to see and use the Nonce value. The NDO should be used, as default, at the very least on packets that carry control messages, for example to provide off-path protection of Locator Update messages.
Where the threat regime is such that the NDO is not considered sufficient protection, ILNPv6 is compatible with IPsec [55] with one change: IPsec Security Associations (SAs) are bound to NID values and not 128-bit addresses as they are in IPv6 [2] . Note that while this change is architecturally significant, it is a relatively small engineering change. So, as long as the NID values do not change, the IPsec SA remains valid. Of course, the other features of IPsec -Authentication Header (AH) and Encapsulating Security Payload (ESP) -are also usable with ILNPv6.
Some applications may require assurances of identity of the source at the packet level, for example, to provide per-packet authentication. IPsec can be used for this purpose. However, if required, NID values for ILNPv6 nodes can also be generated as used for Cryptographically Generated Addresses (CGAs) for IPv6 [46] . ILNP also has the capability to protect whole network sites: various scenarios are possible [8] , including site resilience [56] , [57] , traffic engineering [58] , mobile site networks [59] , heterogeneous edge networks [60] , and virtual machine mobility across local and wide-area network paths [57] .
E. Privacy considerations
The NID value is essential as the end-to-end invariant for transport protocol session state, and might also be used by application protocols, though we encourage use of an FQDN or application-specific namespace with ILNPv6. ILNP allows multiple NID values to be used by a node simultaneously, as long as any transport session uses the same NID value during its lifetime, to maintain end-to-end session state invariance. So, in support of identity privacy, NID values could be ephemeral values, generated as required [4, Sec. For example, a client system could generate 'random' NID values for use for different transport layer sessions (using IPv6 Duplicate Address Detection to check for collisions in the NID /L64 that is created).
In support of privacy, ILNPv6 can leverage another existing IPv6 recommendation for generating anonymous, ephemeral NID values as required [47] . A node can generate a new NID value shortly before initiating communication. Normally, such requirements may be for client systems accessing services, and one use may be to prevent tracking of users through the default NID value that is derived as for IPv6. However, if a mobile node expects incoming connections, then the distribution of the new identity would be by application-specific means. If DNS was used, and re-writing values of L64 records was not appropriate, the TXT record [61] could be used, again in an application-specific manner, in conjunction with Secure DNS Dynamic Update.
VII. CONCLUSION AND FUTURE WORK
We have shown that handoff management for IP mobile nodes can be implemented as a purely end-to-end function in the Linux OS kernel. Our implementation -ILNPv6 -is implemented as a superset of IPv6, so although a radically different naming architecture is used -based on identifiers and locators -it is still possible to operate over existing IPv6 infrastructure. ILNPv6 could be integrated into existing OS bases and deployed incrementally. We have shown that an ILNPv6-modified Linux kernel can support IPv6 binaries.
Our performance evaluation shows that ILNPv6, especially with soft handoff, provides excellent handoff performance in terms of throughput, packet loss and handoff delay with respect to UDP flows. Unlike MIPv6, there is minimal disruption during handoff (zero packet loss was observed for ILNPv6 soft handoff in our experiments). ILNPv6's end-to-end architecture means that additional entities, such as home agents, are not required, neither are tunnels.
For the future, we plan to examine the performance of TCP flows over ILNPv6, as well as explore multihomed mobile scenarios. We also wish to explore the possibilities of exploiting DNS, especially for mobility of whole networks, for which ILNP also provides support.
