This paper presents a new polymorphic element modelling approach for multi-scale simulation, with an application to fracture in composite structures. We propose the concept of polymorphic elements; these are elements that exist as an evolving superposition of various states, each representing the relevant physics with the required level of fidelity.
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25
[33, 34], continuum to atomistic models [38] [39] [40] [41] , and continuum with discrete models [42, 43] . In order to 26 achieve efficient multiscale modelling, adaptive modelling approaches have also been proposed, especially 27 in the context of concurrent methods whereby the location of local and global models can be adaptively 28 updated during a numerical simulation [14, 15, 35, 37, 38] . 29 An important difficulty in multiscale modelling of engineering structures is that, while local models 30 typically require a different type of idealisation (e.g. different element types), their location in the structure 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 may not be known a priori and may even change during the analysis. For effective use within an engineering 32 design environment, multiscale methods should ideally be able to evolve an on-the-fly coupling between local 33 and global models depending on the requirements dictated by the numerical solution at each moment.
34
Therefore, for the engineering design of engineering structures, there is a strong need for a new multiscale 35 approach whereby local models (with different types of idealisation) can be introduced progressively at any 36 location (and eventually removed as well) during a numerical analysis, as determined by the analysis itself. can be readily implemented in most existing FE solvers via a standard user-element interface.
45
In order to realise this objective, a new type of finite element -a polymorphic element -is here formulated 46 so that is capable of transforming its state during a numerical analysis. To illustrate this, Figure 1 shows 47 a wing modelled with shell elements, and subject to a certain in-service evolving loading. If, during this 48 evolving loading scenario, failure initiation were suspected at a certain location (e.g. via any hot-spotting 49 criterion), the polymorphic elements in the region of the model surrounding this location would progressively 50 evolve from a shell state to a continuum state. As the damage in the continuum state grew, then the 51 polymorphic elements along the prospective damage path would also revert to their solid state so that they 52 could represent damage growth accurately. In this way, an adaptive multi-scale modelling methodology can 53 be achieved at an element level enabling increased control over the desired computational accuracy and 54 efficiency during a numerical simulation.
55
In the example above, because only the areas near damage at any moment would be modelled with 56 continuum elements (without having had to assume beforehand where damage would start), the use of 57 polymorphic elements would enable a particularly powerful multiscale modelling framework. However, the 58 concept of polymorphic elements is not restricted to the simulation of damage growth and to continuum-to-59 structural coupling: the different states in polymorphic elements can in general represent other scales (e.g.
60
nano-scale), different numerical methods (e.g molecular dynamics, lattice methods, etc...), different physics
61
(e.g. electro-magnetic, thermal, etc...), and parametrised components (e.g. stiffeners, joints).
62
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Application of VCCT using FNM

117
Consider the numerical representation of a crack shown in Figure 3 . According to VCCT, the energy 118 release rates for mode I and mode II are given respectively by [51]:
where F n and F t are the components of force F in the normal and tangential directions, and q n and 120 q t are the components of displacement jump q in the normal and tangential directions of the crack,
121
respectively [44] . Also, A W represents the crack surface area in the wake element (for a 2 dimensional 122 problem, A W = W b, where W is the length of the discontinuity in the wake element as shown in Figure 3 123 and b is the thickness of the domain) and A CT is the crack surface area in the refinement element (for a 2 124 dimensional problem, A CT = CT b, where CT is the length of the discontinuity in the refinement element 125 as shown in Figure 3 ). Using the energy release rates calculated with Equations 1 and 2, a criterion of the
where G Ic , G IIc and η are relevant material properties, can be employed to decide whether the crack should propagate. Then, the elements can be partitioned using FNM and the crack can be propagated accordingly. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 3.3. Application of cohesive zone models using FNM
131
Considering a crack composed of initially coinciding surfaces that are separated by applied tractions,
132
Cohesive Zone Models (CZM) [52] introduce a cohesive zone where the traction is related to the respective 133 separation of the respective initially-coinciding surfaces through a constitutive law.
134
Cohesive cracks can be readily integrated to a cracked element using FNM as shown in Figure 4 . Consid-
135
ering an element that has failed and partitioned into two regions (Ω A and Ω B ), a cohesive sub-element can 136 easily be integrated to the element along the discontinuity surface Γ Ωc (see Figure 4) . The stiffness matrix
137
for the overall domain Ω of the element can be written as
where 
150
Considering Figure 5 , the stiffness matrix of an element in the transition region can be written as with 152 i∈{A,B}
where B and D refer to the shape function matrix and constitutive matrix of the individual regions, respec-
153
tively. K represents the overall stiffness matrix of the element, and w is a weight function.
154
The weight functions vary monotonically along the MST region between the two domains, and a level 
158
(i) the unsigned distances between P and the boundaries Γ A and Γ B (see Figure 6 ) are
where x A and x B refer to the position vectors of the closest points (A and B) to P on Γ A and Γ B ;
160
(ii) the distance d between the closest points A and B, as well as the projected signed distances a and b
161
along the line connecting the closest points respectively (see Figure 6 ) can be written as (iii) then, the weight functions w A and w B become We propose the concept of a polymorphic element which consists of n elements existing in a state of 173 evolving superposition (see Figure 7) . Each of the superposed elements represents the same region of the 174 domain, but with different types of idealisation, level of detail, and computational cost. The stiffness matrix
175
K of a polymorphic element is given by where the weight functions w i change in time t and verify partition of unity
and K i are the stiffness matrices of the superposed elements expanded to the total number of DoFs. needed using FNM (e.g. to represent an evolving geometry during crack growth).
182
The weight functions w i are calculated and updated during the analysis using a level-set method so as become more complex which may not be ideal for the initial demonstration of the polymorphic concept.
189
Polymorphic elements are aimed at problems where a higher level of detail is only required in a small detail (see Figure 8 ).
197
The element consists of real nodes (filled circles in Figure 8 ) and floating nodes (empty triangles in by their corresponding weight functions (w b1 , w b2 and w c respectively):
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where a d 2 ), using:
where x P1 and x P2 indicate the positions of the points that are in the MST zones 1 and 2, respectively.
233
In order to implement the adaptivity with the proposed method, each of the polymorphic elements has 234 access to information that defines the crack tip (P CT in Figure 10 ) and calculates its weight functions using 235 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 64 65 For the 'Continuum' state, and as can be seen in Figure 13 , 10 quadrilateral elements were assigned 254 through the thickness (5 for each arm). The 'Continuum' state was meshed using 4-noded quadrilateral 255 elements with linear shape functions. A plane-strain formulation was used with a full integration scheme. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 64 65 For the VCCT calculations, the methodology described in Section 7.3.1 was employed to simulate the 261 delamination propagation. For the cohesive elements, a standard bi-linear law was used to simulate the 262 regions in front of the crack tip (with properties given in Table 2 , a quadratic stress interaction initiaton 263 criterion, and the B-K propagation criterion). 264 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 64 65 The schematic for the DCB test case is provided in Figures 11a and 12a . The test is designed to achieve 266 mode I crack propagation throughout the loading.
267
In this simulation, the length of the continuum region in the wake and ahead of the crack tip were chosen 
272
The evolution of the state of the polymorphic elements during the simulation can be seen in Figure 15 .
273
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In Figure 17a , results during crack propagation for the model with a 6 mm continuum region ahead 5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 The evolution of the state of the polymorphic elements during the simulation can be seen in Figure 21 . 308 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 Figure 22 shows the CPU time reductions that were achieved when using the polymorphic elements 309 models instead of fully-continuum models. Polymorphic element results (using either VCCT or cohesive zone 310 model) are compared against fully-continuum models using the corresponding damage modelling technique
311
(VCCT or cohesive zone model as appropriate). It can be concluded that the polymorphic element models 312 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 were computationally more efficient in all cases, with computational savings of about 70% when using 313 cohesive elements, and of about 25% when using VCCT.
314
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Figure 23: Delamination migration test schematic, after [47] To demonstrate the proposed approach, four different displacement-controlled tests were simulated that demonstrate that the complexity of each state can be easily built up).
342
As shown inFigure 25c, this third state can in turn be partitioned in three different ways to simulate 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 In both cases, the material properties used are given in Tables 1 and 2 . The mesh that was used for the 353 simulations is shown in Figure 26 . As the numerical system is different from the verification cases, a separate 354 mesh convergence study was conducted to find the suitable length parameters for the wake and ahead of 355 the crack tip in the higher fidelity state (Figure 25c ).
356
Figure 24: Application of the polymorphic elements to the DM test where the representative crack path is shown in red
The motivation for using a combined continuum/beam discretisation along the thickness was to achieve 
362
In order to simulate the clamp parts of the specimen (see Figure 23) , the beam ends of the numerical 363 model (see Figure 24) were clamped both in the horizontal and vertical directions; additionally, to capture 364 more realistically the effect of the clamps on bending, rotational springs were added to the beams at the 365 clamped ends instead of fully fixing the rotation.
366
In this case, and unlike in the verification examples in section 6, we can chose to retain the use of 367 continuum elements for representing the region where migration occurs (i.e. the coarsening of the region in 368 the wake of crack tip can be de-activated when the migration occurs). In this case, the continuum region 369 does not need to remain constant in size throughout the analysis. Alternatively, we can keep the continuum 370 region constant in size, and, as the cracks grows beyond the migration region, represent this region using a 371 suitable '2-beam' state. Below, we will show results using both options. 372 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 For delamination, we use the B-K criterion 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 where the total energy release rate G T for delamination is
where G I and G II are the energy release rate in mode I and mode II, respectively, and the critical energy 377 release rate for delamination is
where G Ic and G IIc are the critical energy release rates of the interface in mode I and II, and η BK is the 379 experimental interaction parameter. for matrix cracking can be written as
Delamination migration
388
In composites, delamination migration occurs when delamination propagating at one interface kinks out 389 of the interface by transitioning into a matrix crack and subsequently re-locates to another interface. The 390 realization of the migration depends on several conditions that involve the stress state and fracture toughness 391 of the interface. In the present study, an approach similar to the one described [47] was followed to determine 392 the migration. Consider a crack between materials A and B (Figure 27 ), with a local coordinate system 393 (t, n), subject to a shear loading. The internal tangential force at the node at the crack tip, defined as 394 positive for a positive shear stress in the coordinate system (t, n), is F t . Then the migration criterion based 395 on [47] can be written as 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 where G i Ic (F t ) refers to the mode I fracture toughness of the material to which the delamination kinks.
(a) Crack at a bimaterial interface (b) The migration onset criterion Figure 27 : Migration of a crack at a bimaterial interface, after de Carvalho et al. [47] The intralaminar fracture toughness of a 90
• ply (G 
402
Once delamination migration was predicted, the migration angle was calculated based on the maximum 403 tangential stress criterion using the stresses at the crack tip node and calculating the corresponding principal 404 stress angles. In order to find a suitable set of coefficients for the rotational springs, an experimental test case from de 407 Carvalho et al. [47] was used for calibration. In this test case, the deflection of the specimen was captured cases can be seen in Figure 30 , and a zoom of the migration region is shown in Figure 31 . In this case, the 420 computational time for the model with constant size of the continuum region is 12% lower. elements, but the results are the same for both models). In Figure 32, for the case L = 1.2a 0 can be seen in Figure 30 .
429
In between points 2 and 4 (see Figure 32) , upon detecting the instability, we only allow for damage to 430 grow one element at the time with a constant applied displacement; the displacement is only allowed to 431 grow again once damage has stopped growing. In this way, we were able to obtain several output points in 432 between points 2 and 4 in Figure 32 ; this was crucial for identifying point 3. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 64 65 with an unstable crack growth followed by the last stage where stable crack propagation occurs along the
A similar sequence of events was observed in the results from De Carvalho et al. [47] .
438
For the rest of the load offsets L = 1.1a 0 , 1.2a 0 , 1.3a 0 , stable crack propagation occurs after the peak 439 load. The stable crack propagation is followed by the sudden load drop where the migration event happens. Simulations were also performed for all test cases but without permitting delamination migration, i.e. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 65
Figure 32: Force-displacement curves for different load offsets
In Table 3 , the migration locations i.e. the distance between the initial crack tip and the start of Table 3 : Distance between the delamination migration location and initial crack tip (mm) 5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 The load-displacement response of the delamination migration tests (see Figure 32) , as well as location 456 of crack migration (Table 3) 
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Regarding the delamination migration case, the small differences between the different numerical results
462
in the literature (see Figure 32) can be attributed to the difference in the element types used in the models 463 and use of different numerical schemes to model the clamped parts of the delamination migration specimen.
464
In the continuum model of De Carvalho et al. [47] , the clamped parts were modelled explicitly, and the 465 friction coefficients and clamping load were used for calibration to the experimental test case [47] . In the 466 case of shell [14] and polymorphic element models, rotational springs have been introduced whose coefficients 467 are used for calibration. Together with the dimensional differences, this motivates the small differences in 468 the initial stiffnesses and also slight underestimation of the peak loads in the validation tests.
469
In accordance with the delamination migration criterion, delamination migration occurs when the shear 470 sign of the tangential force changes. In the case where we have no migration, the change in shear sign 471 triggers a stable crack propagation (blue curve). However, when we allow migration to occur, we observe 472 further unstable crack growth along the new interface until point 4 (green curve).
473
The agreement between the application test results and the literature (see Figure 32 and Table 3 the CPU time can be reduced by at least 70% (Figure 22 ) when compared to a single-scale simulation.
486
However, the 70% CPU time reduction was obtained for a verification case where 6% of the mesh were 487 continuum elements and 94% were structural elements. Clearly, as the proportion of structural elements 488 in the mesh increases, the computational time saving should increase as well. Therefore, for a realistic, 489 large, three-dimensional engineering structure, where only one single small location is to be modelled with 490 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 • the polymorphic FNM can be integrated with VCCT and cohesive zone models to simulate damage 501 propagation in pure and mixed-mode crack propagation scenarios;
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• by using polymorphic FNM, each part of a structure can be modelled using the most suitable element 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Appendix: Constraint equations 519 Figure 33 provides an illustration to demonstrate the coupling between beam and continuum states. The 520 constraint enforces compatibility between the degrees of freedom of the continuum elements along a cross 521 section and those of the beam element as
where u b and u i refer to the horizontal displacement DoF of the beam element at the neutral axis and of 523 the continuum elements at node i, respectively (see Figure 33) . θ is the rotational DoF of the beam element 524 and z i is the distance from the beam neutral axis for each node of the continuum state (see Figure 33) .
525
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