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Pendant longtemps, les hommes ont conside´re´ l’origine d’un tremblement de terre
comme un message divin. Pour les chinois, c’e´tait un signe de la mauvaise politique de
l’Empereur. Dans la culture animiste des grecs, c’e´tait Pose´idon le responsable de tels
e´ve`nements. Cela n’empeˆchera pas des grecs comme Thale`s (VIie`me sie`cle av. J.-C.) et sur-
tout Aristote (IVie`me sie`cle av. J.-C.), de penser que les se´ismes ont une origine naturelle.
Avec le temps, l’origine naturelle est de plus en plus cre´dible, plusieurs the´ories appa-
raissent. Le tremblement de terre de Lisbonne de 1755 au Portugal est l’un des premiers
a` eˆtre e´tudie´. Il faudra attendre 1850, avec la compre´hension de la tectonique des plaques
pour avoir les bases de la the´orie actuelle. Robert Mallet 1, qui cre´a le terme sismologie,
publia la premie`re carte sismique du monde. Ce n’est qu’au de´but du XXie`me sie`cle que
l’e´tude approfondie des se´ismes commence ve´ritablement, avec le recensement a` l’e´chelle
de la plane`te des tremblements de terre par Fernand Bernard 2 ou encore l’identification
des diffe´rentes ondes sismiques par Richard Dixon Oldham 3.
La sismologie est donc une science ancienne, mais dont les bases ne furent pose´es que de
fac¸on tre`s re´cente. Les premiers mode`les de fracture de´crits dans la litte´rature [81, 82, 83]
sont des mode`les cine´matiques simples ou` la zone fracture´e et le glissement ayant lieu
sur cette zone sont spe´cifie´s dans le temps. Bien que ces mode`les permettent de calculer
des champs proches [28, 27] et lointains [146, 144], ils n’apportent cependant pas de ren-
seignements sur le processus physique de la source et pre´sentent certaines conse´quences
physiques inacceptables telles que la non-conservation de l’e´nergie en pointe de la faille
ou la non-causalite´ au de´marrage. Pour cette raison, le mode`le dit dynamique a e´te´ intro-
duit. Dans ces mode`les, c’est la contrainte tectonique initiale et les proprie´te´s du mate´riau
qui de´terminent le glissement entre les deux le`vres de la discontinuite´ que forme la zone
fracture´e ainsi que la vitesse de progression du front de rupture de´finissant cette zone.
Re´soudre analytiquement les proble`mes de failles, et en particulier les ruptures dyna-
miques, est tre`s difficile. Seuls quelques cas de ge´ome´tries simples ont trouve´ des solutions
analytiques. Dans les anne´es 60 et 70, Kostrov [101, 103], Burridge [33, 32], Richards
[138, 139] et autres ont e´tudie´ le cas d’une faille auto-similaire se propageant a` une vitesse
pre´de´finie. Kostrov [102] trouva une solution analytique a` la propagation spontane´e d’une
1. Inge´nieur et ge´ologue irlandais (1810-1881).
2. Comte de Montessus de Ballore (1851-1923).
3. Diploˆme´ de la Royal School of Mines (1858-1936).
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faille antiplane semi-infinie. Quelques travaux re´cents [116, 105, 136] ont e´te´ mene´s au-
tour de la rupture dynamique se propageant a` une vitesse non pre´de´finie, mais la solution
ge´ne´rale pour ce proble`me, et en particulier en mode plan, reste difficile a` calculer.
Une alternative consiste a` re´soudre nume´riquement ce genre de proble`me. Parmi les
me´thodes les plus re´pandues qui ont e´te´ de´veloppe´es dans cette discipline durant ces
dernie`res de´cennies, nous pouvons citer essentiellement trois familles : les me´thodes de
diffe´rences finies (DF), les me´thodes d’inte´grales de frontie`re (IF) et les me´thodes d’e´le´ments
finis (EF). Les me´thodes DF sont en ge´ne´ral relativement simples a` imple´menter et pro-
duisent des sche´mas nume´riques assez efficaces [6, 5, 97, 158, 157, 165, 111, 56]. Ces
me´thodes s’ave`rent malheureusement insuffisantes de`s qu’il s’agit de simuler des ge´ometries
complexes [166, 51]. Les me´thodes IF sont tre`s re´pandues parce qu’elles re´duisent le nombre
de dimensions du domaine a` discre´tiser. L’inte´gration ne se fait que sur les surfaces ou` les
proprie´te´s du milieu permettent la construction analytique de fonctions de Green [31, 3,
16, 98, 19, 20, 142, 13, 137]. Ceci est tre`s contraignant lorsqu’il s’agit de simuler des milieux
fortement he´te´roge`nes [160, 143]. Enfin, les me´thodes EF ont e´te´ pendant longtemps uti-
lise´es pour la propagation des ondes en milieux complexes [55, 14, 112, 89, 149, 167, 164, 21]
mais pre´sentent l’inconve´nient de re´clamer l’inversion de matrices de grandes tailles. Une
nouvelle classe, les e´le´ments spectraux (ES), a e´te´ alors introduite [70, 100, 99, 35, 37]. Elle
est base´e sur des interpolants locaux d’ordre supe´rieur et posse´dant a` la fois la flexibilite´
ge´ome´trique des EF et la pre´cision spectrale [151, 46, 161]. D’autres me´thodes, de types
e´le´ments finis discontinus [44, 69, 106] ont re´cemment pris une place significative dans la
simulation nume´rique de phe´nome`nes de propagation d’ondes en e´lectromagne´tisme [12,
135, 131], en acoustique [73, 52], ae´roacoustique [15, 25], e´lastodynamique [62, 95, 64, 132],
etc. Cependant, ces me´thodes dites Galerkin discontinues (GD) ont e´te´ tre`s rarement ap-
plique´es aux cas des ruptures dynamiques [87].
Par leur caracte`re discontinu, les me´thodes GD sont bien adapte´es aux proble`mes
pre´sentant des singularite´s, tels que les proble`mes de rupture. En effet, tout comme les
me´thodes EF, les me´thodes GD sont base´es sur une discre´tisation du domaine en volumes
e´le´mentaires, appele´s aussi cellules, dans lesquelles des fonctions de base sont de´finies. La
diffe´rence entre ces me´thodes re´side dans le fait que pour les sche´mas GD, les fonctions
de base n’assurent aucune continuite´ de la solution approche´e d’une cellule a` l’autre. Ceci
permet plus de flexibilite´ au niveau du choix des fonctions de base, mais aussi un moindre
couˆt de calcul en terme d’inversion de matrices, puisque ces dernie`res sont diagonales par
bloc. Un autre avantage des me´thodes GD est qu’elles permettent de conside´rer, outre des
maillages non structure´s, des maillages non conformes. Ceci constitue un atout majeur de`s
qu’il s’agit d’e´tudier des phe´nome`nes multi-e´chelles ou qui ne´cessitent un raffinement local
[71]. Enfin, ces me´thodes sont hautement paralle´lisables [85].
Le cas le simple des sche´ma GD est celui ou` les fonctions de base sont constantes
et valent un dans chaque cellules. On parle alors de sche´ma GD-P0 ou sche´ma volumes
finis (VF) [125, 43, 155, 104, 69, 106, 68]. Une nouvelle variante de sche´ma VF a e´te´
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introduite par Malika Remaki dans sa the`se de doctorat en 1999 [134]. Ce sche´ma, de´veloppe´
initialement pour les e´quations de Maxwell dans le domaine temporel , est base´ sur une
approximation centre´e en espace et saute-mouton 4 en temps. Le sche´ma posse`de l’aventage
de conserver une e´nergie discre`te, et est stable sous une condition de type CFL (Courant-
Friedrichs-Levy). Le milieu e´tant discre´tise´ en triangles en 2D et te´trae`dres en 3D, qui sont
conside´re´s comme les cellules ou volumes de controˆle [107]. Nous nous sommes base´s sur
cette formulation pour l’adapter au syste`me de l’e´lastodynamique. La validation de cette
partie se trouve dans [22] et nous avons choisi de ne pas l’inclure dans ce manuscrit pour
nous focaliser essentiellement sur le phe´nome`ne de la rupture proprement dite.
L’objectif de cette the`se a e´te´ le de´veloppement d’un code VF 3D avec une architecture
paralle`le pour la simulation de la rupture dynamique a` des e´chelles re´elles. Certaines bases,
pre´alables a` la re´alisation de ce code, telles que le choix des conditions aux limites sur le
bord exte´rieur du domaine, la bonne prise en compte des conditions aux limites sur la
faille afin de mode´liser un mode de rupture bien pre´cis, et l’assurance d’une condition de
stabilite´ du sche´ma n’e´taient pas e´tablies. Ainsi, nous nous sommes fixe´s comme objectif de
construire un sche´ma capable de prendre en compte les diffe´rents crite`res cite´s a` travers des
conside´rations e´nerge´tiques. A` partir de la de´finition et l’e´tude d’une e´nergie discre`te du
syste`me de l’e´lastodynamique, nous avons pu e´tablir, d’un coˆte´, des conditions aux limites
de type absorbant afin de simuler un domaine infini, et d’un autre coˆte´, des conditions aux
limites sur une faille situe´e a` l’inte´rieur du domaine de calcul et e´voluant en mode cisaillant
au cours du temps.
Ce manuscrit se compose de cinq chapitres :
∗ Le premier chapitre est de´die´ principalement a` la description physique du phe´nome`ne
de la rupture. Ainsi, apre`s une bre`ve introduction aux e´quations de l’e´lastodynamique,
nous mettons en place le cadre physique du proble`me de la rupture dynamique
des se´ismes. Nous de´crivons ensuite les lois qui gouvernent la rupture pendant son
e´volution et donnons la forme locale des champs au voisinage de la faille. Parmi ces
lois, nous nous inte´ressons particulie`rement a` celle dite d’adoucissement par glisse-
ment 5, et qui sera encore de´taille´e dans le chapitre 3 lors de la de´finition des conditions
aux limites sur la faille.
∗ Dans le chapitre 2, nous pre´sentons de manie`re de´taille´e les bases du sche´ma nume´rique
que nous e´tudions. Nous avons choisi de formuler les e´quations de la fac¸on la plus
ge´ne´rale possible, c’est-a`-dire pour un sche´ma GD d’ordre quelconque, meˆme si les
re´sultats nume´riques pre´sente´s dans le chapitre 4 ne sont obtenus que pour le sche´ma
a` l’ordre ze´ro. Nous introduisons e´galement l’e´nergie discre`te du syste`me et nous
pre´sentons des re´sultats the´oriques sur sa conservation sous une condition de type
CFL.
∗ Le chapitre 3 est consacre´ a` l’e´tude des conditions aux limites. A` partir de l’e´tude
4. Leap-frog en anglais
5. Slip Weakening Friction (SWF).
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d’e´nergie faite dans le chapitre 2, nous de´duisons les conditions aux limites qu’il
faut conside´rer sur la faille, en prenant en compte la loi SWF de´crite dans le premier
chapitre. Nous montrons aussi que, pour un choix pre´cis des flux sur le bord exte´rieur
du domaine, la variation de l’e´nergie est ne´gative ou nulle, ce qui assure la stabilite´
en norme L2 du sche´ma.
∗ Dans le chapitre 4, nous illustrons les re´sultats des trois premiers chapitres a` travers
divers cas tests re´alise´s en deux et trois dimensions d’espace. Ces cas tests nous per-
mettent de valider notre approche en comparant les re´sultats nume´riques avec des
solutions analytiques mais aussi avec des re´sultats obtenus par d’autres me´thodes.
Ceci nous conduit a` la conclusion ge´ne´rale de ce travail ou` nous esquissons les poten-
tialite´s futurs graˆce aux re´sultats trouve´s.
∗ Le dernier chapitre est compose´ de trois annexes. Les deux premie`res sont de´die´es
au calcul explicite des divers expressions mentionne´es de manie`re plus compacte tout
au long du manuscrit, alors que la dernie`re annexe constitue une re´trospective sur le
cadre ge´ne´ral dans lequel s’est de´roule´e cette the`se.
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Introduction
Deux types de lois re´gissent usuellement la propagation des ondes sismiques a` l’inte´rieur
de la terre. D’une part, l’e´quation de conservation de la quantite´ de mouvement reliant
l’acce´le´ration du milieu au gradient des contraintes, et d’autre part, des relations line´aires
entre les contraintes et les de´formations du milieu. Cependant, les observations des failles
expose´es a` la surface de la terre montrent que les de´formations et les structures ge´ologiques
associe´es aux failles ne sont pas en accord avec les lois physiques mentionne´es pre´ce´demment.
D’autres relations constitutives controˆlent le rapport entre les de´formations et les contraintes
au voisinage des failles.
Dans ce premier chapitre, nous allons introduire les e´quations de l’e´lastodynamique
et nous de´finirons les conditions aux limites sur une faille dans le cas ou` le milieu est
fissure´. Nous ferons e´galement un bref tour d’horizon de la me´canique de la rupture et
nous introduirons les lois de frottement sur la faille que nous conside´rerons lors de la
rupture dynamique.
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1.1 Syste`me de l’e´lastodynamique
1.1 Syste`me de l’e´lastodynamique
Dans un milieu infini, e´lastique, line´aire et isotrope, le mouvement d’un e´le´ment de
matie`re est re´gi par les e´quations de l’e´lastodynamique :
ρ ∂2tt ~u =
−−→
div σ + f (1.1)







ou` n est la dimension de l’espace, In est la matrice identite´, ~u ∈ Rn est le vecteur
de´placement, σ ∈ Mn(R) est le tenseur syme´trique des contraintes et f est l’ensemble
des forces de volume que nous ne´gligerons par la suite. Le milieu est conside´re´ comme
he´te´roge`ne avec les grandeurs suivantes le de´crivant : la masse volumique locale ρ et les
coefficients de Lame´ locaux λ et µ qui varient en fonction de l’espace et sont constants
dans le temps.
En introduisant le vecteur vitesse
~v = ∂t~u ,
et en de´rivant par rapport au temps la loi rhe´ologique, le syste`me (1.1)-(1.2) peut eˆtre
transforme´ en un syste`me hyperbolique du premier ordre. Nous obtenons alors le syste`me











Dans un milieu homoge`ne, la solution du syste`me de l’e´lastodynamique est compose´e
de deux types d’ondes : les ondes primaires ou de compression P et les ondes secondaires ou
de cisaillement S (fig. 1.1). L’onde P , dont l’amplitude est plus petite que celle de l’onde
S, se propage a` la vitesse la plus rapide. Les vitesses de propagation des ondes P et S










respectivement. Si nous notons ~uP et ~uS les champs de de´placement induits par les ondes
P et S respectivement, alors ces champs ve´rifient les relations suivantes :
−→
rot ~uP = ~0 et div ~uS = 0 . (1.6)
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Fig. 1.1 – En haut, ondes de pression (dites aussi primaires ou longitudinales). En bas,
ondes de cisaillement (dites aussi secondaires ou transversales).
Remarque 1.1.1 Tout au long de ce document, nous allons utiliser les conventions sui-
vantes :
• Si A = (aij)1≤i≤p
1≤j≤q
de´signe une matrice, et si nous notons (~aj)1≤j≤q les vecteurs co-






• Si ~ω = (ωi)1≤i≤p est un vecteur de Rp et si ~∇ = (∂j)1≤j≤q de´signe l’ope´rateur gradient








∂1ω1 ∂2ω1 · · · ∂qω1




∂1ωp ∂2ωp · · · ∂qωp
 . (1.9)
1.2 Conditions initiales et conditions aux limites
Le syste`me (1.3)-(1.4) doit eˆtre comple´te´ par des conditions initiales et aux limites afin
d’assurer l’unicite´ de la solution. Ces conditions de´pendent en ge´ne´ral du mode`le physique
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Fig. 1.2 – Une repre´sentation du domaine Ω en 2D. La surface de la faille est de´signe´e
par Σ.
e´tudie´. Nous nous inte´ressons dans le pre´sent travail aux proble`mes de contact parfait
avec frottement agissant sur une certaine surface, appele´e faille, ou` une rupture peut se
produire donnant lieu a` des discontinuite´s localise´es des champs e´lastiques. Nous allons
donc spe´cifier les conditions initiales et aux limites lie´es a` ce type de proble`me.
Conside´rons un milieu Ω contenant une faille Σ (fig. 1.2). Ce milieu est soumis a` des
forces surfaciques, appele´es vecteur de contraintes, et a` des forces de volume comme la
gravite´ (que nous ne´gligeons). Comme le milieu est solide, il re´siste aux chargements en
accumulant de l’e´nergie e´lastique dans son volume. Une fois la re´sistance du milieu atteinte
par ces chargements, le corps solide finit par ce´der le long des zones de faiblesse pre´-
existantes et une rupture spontane´e se produit. Nous conside´rons l’instant qui pre´ce`de le
de´clenchement de la rupture comme l’instant initial. Ainsi, pour les conditions initiales, les
vitesses sont identiquement nulles puisque le milieu est initialement au repos, et il existe
un champ de contrainte non identiquement nul, re´sultat de la somme d’un chargement
tectonique re´gional et d’un champ re´siduel associe´ a` la sismicite´ locale pre´alable :
v(0, .) = 0
dans Ω
σ(0, .) = σ0
(1.10)
Un mode`le possible pour le processus de rupture est le relaˆchement des contraintes sur
la faille Σ. En dehors de cette zone de faiblesse, le milieu se comporte e´lastiquement. Nous
distinguons trois modes de rupture (fig. 1.3).
– Le mode I ou mode d’ouverture : ce mode est conside´re´ comme e´tant le plus souvent
rencontre´ en me´canique de la rupture pour beaucoup de mate´riaux. Il est aussi le plus
dangereux pour l’extension d’une fissure. Cependant, une fois amorce´e et pour des
sollicitations mixtes ou des ge´ome´tries complexes, la fissure a tendance a` bifurquer,
et reste donc rarement rectiligne [26].
– Le mode II ou mode plan : il produit des glissements paralle`les au plan tangent a` la
fracture. La direction du glissement est normale au front de rupture.
14
Introduction au mode`le physique
Mode I Mode II Mode III
Fig. 1.3 – Modes de rupture : I ouverture, II et III cisaillement.
– Le mode III ou mode anti-plan : il produit aussi des glissements paralle`les au plan
tangent de la fracture, mais la direction du glissement est paralle`le au front de rup-
ture.
Les modes cisaillants (c’est-a`-dire les modes II et III) sont les plus souvent observe´s lors de
la rupture des se´ismes dus aux chargements de confinement tre`s importants a` l’inte´rieur
de la terre. Nous nous inte´ressons donc dans tout ce me´moire aux modes II et III pour
lesquels seule la composante tangentielle du vecteur traction ~T = σ ~n 1 sur la faille est mise
a` contribution durant le relaˆchement de contraintes.
Pendant la rupture dynamique, la faille peut e´voluer en fonction du temps. Nous la
noterons donc Σ(t). Lorsque les contraintes de´passent la re´sistance du milieu, les trac-
tions cisaillantes sur la surface de rupture e´voluent selon le frottement qui, a` son tour, est
gouverne´ par une loi constitutive. Cette relation constitutive de´pend du temps et d’un en-
semble de parame`tres que nous noterons Ψ, et qui seront de´taille´s dans la section suivante.
Les tractions impose´es sur Σ(t) peuvent ainsi s’exprimer sous la forme :
‖ ~TT ‖= g (t,Ψ) sur Σ(t) (1.11)
ou` ~TT de´signe la composante tangentielle (cisaillante) du vecteur traction ~T , donne´e par
~TT = σ ~n− (~n · σ ~n) ~n , (1.12)
et g (t,Ψ) de´signe la loi constitutive de frottement.
Notons aussi que, dans le cas d’un contact parfait sans ouverture 2, la composante
normale du vecteur traction ainsi que celle de la vitesse sont continues. Nous reviendrons
sur ces diffe´rentes conditions dans le chapitre 3 lors de l’e´tude de l’e´nergie du syste`me.
1. ~n e´tant un vecteur unitaire continu normal a` la faille.
2. Un contact entre deux solides est dit parfait s’il n’y a aucune adhe´rence au point de contact conside´re´.
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1.3 Me´canique de la rupture dynamique
La me´canique de la rupture est un domaine vaste de la me´canique comme mentionne´
dans l’introduction. Nous abordons ici les lois simples de frottement que nous avons
e´tudie´es, sans l’ambition de faire une e´tude exhaustive concernant la physique possible
du frottement lors d’un se´isme. Rappelons toutefois que la rupture dynamique comprend
une phase de nucle´ation difficile a` mode´liser et une phase de propagation que nous appelons
phase instable pour e´viter la confusion qu’apporte le terme propagation.
1.3.1 Nucle´ation
La nucle´ation est la phase d’initiation durant laquelle le me´canisme de la rupture se met
en marche. Des observations re´alise´es en laboratoire [124, 121] ont montre´ qu’elle peut se
de´rouler en trois e´tapes. Une phase de nucle´ation quasi-statique lente, stable et survenant
dans des zones de dimensions relativement restreintes par rapport a` la taille globale du
domaine. Une phase initiale de nucle´ation dynamique, lente e´galement, et transitoire vers
l’instabilite´. Et enfin une phase de nucle´ation sismique caracte´rise´e par une acce´le´ration
exponentielle du glissement et une croissance rapide de la zone de nucle´ation. Cette phase
pre´ce`de la phase instable et partage les meˆmes lois de la physique du frottement.
Plusieurs mode`les de nucle´ation sismique ont e´te´ propose´s, parmi lesquels nous pouvons
citer les mode`les de fracture avec cohe´sion [92, 57, 145], les mode`les de fracture avec
corrosion sous contrainte [54], les mode`les SWF (Slip Weakening Friction) he´te´roge`nes
[115, 148, 122], les mode`les SWF homoge`nes [34], les mode`les RSF (Rate and State Friction)
[60, 61]. La discrimination entre ces diffe´rents mode`les est un sujet ouvert et l’on peut penser
que l’accroissement re´cent des enregistrements sismiques proches des failles va permettre
d’affiner la de´termination de ces lois.
Bien que le proble`me de la nucle´ation soit d’une importance majeure [8], nous ne nous
attarderons pas sur l’e´tude des effets de la nucle´ation sur le comportement de la solution.
Nous avons opte´ tout au long de ce travail pour le mode`le SWF homoge`ne, qui est un
mode`le simple et qui ne tient pas compte de la phase quasi-statique.
1.3.2 Phase instable
La phase instable est la phase qui suit la nucle´ation. Elle est base´e sur le crite`re de
Coulomb qui e´tablit que la rupture commence lorsque le rapport entre la contrainte ci-
saillante τ := ‖ ~TT ‖ et la contrainte normale σN = ~n · σ ~n est e´gale au coefficient de
frottement statique µs qui de´finit ainsi la cohe´sion locale du mate´riau. Une fois le crite`re
de Coulomb ve´rifie´, la contrainte cisaillante reste proportionnelle a` la contrainte normale
via un coefficient de frottement µ.
τ = µσN . (1.13)
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Fig. 1.4 – Loi SWF exprimant le coefficient de frottement en fonction du glissement. A`
droite le mode`le line´arise´.
La chute du coefficient de frottement µ de la valeur statique µs vers une certaine
valeur dynamique infe´rieure µd peut suffire a` engendrer une instabilite´. Cependant, si cette
chute a lieu instantane´ment, une singularite´ des contraintes se produit dans le front de
rupture violant ainsi la physique de tout mate´riau qui suppose une re´sistance toujours finie
aux contraintes. Dans la re´alite´, cette singularite´ n’existe pas et un contact cohe´sif existe
entre les deux le`vres de la faille apre`s la cassure proprement dite [17]. Ainsi, l’e´nergie de
fracturation G consomme´e dans le voisinage du front de rupture ne l’est pas instantane´ment
et e´volue sur une zone de cohe´sion jusqu’au frottement dynamique modifiant l’avancement
de l’instabilite´ [9, 10].
Ces lois de frottement tenant compte des forces de cohe´sion expliquent le mieux a` l’heure
actuelle les observations sismologiques des stations acce´le´rome´triques et les observations sur
le terrain quand la faille s’exprime a` la surface, ou quand une faille ancienne est exhume´e.
Parmi ces lois, nous pouvons distinguer deux grandes classes :
- Loi RSF (Rate and state dependent friction) : dans cette classe de lois, le
coefficient de frottement est une fonction de la vitesse du glissement et de variables d’e´tat
[58, 94, 59, 140, 154, 114, 113, 126]. Une version simple, dite loi de Dieterich-Ruina, s’e´nonce
comme suit :
µ(V,θ) = µ∗ + a ln(V/V ∗) + b ln(θ/θ∗) (1.14)
θ˙ = 1− V θ
δc
(1.15)
ou` V est la vitesse de glissement, θ est une variable d’e´tat, µ∗, V ∗ et θ∗ sont des valeurs
de re´fe´rences, et a, b et δc sont des parame`tres constitutifs.
- Loi SWF (Slip weakening friction laws) : dans cette cate´gorie de lois, le coeffi-
cient de frottement est uniquement fonction du glissement [120, 123, 115, 122]. Cette loi
pre´sente en ge´ne´ral une phase courte d’endurcissement, un pic de re´sistance maximale, puis
une phase d’adoucissement ne´cessitant un certain glissement critique δc pour atteindre un
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niveau de frottement re´siduel stationnaire. Un mode`le simple de ce comportement est









ou` µ0 est une valeur de re´fe´rence (nulle dans le cas d’une lubrification parfaite), U est le
glissement cumule´ et ∆µ est la chute dynamique du coefficient de frottement (fig. 1.4 (a)).
Les lois SWF ont des liens directs avec les lois de cohe´sion [63, 18] introduites en me´canique
de la fracture pour re´gulariser les contraintes au voisinage du front de rupture. Le mode`le
le plus utilise´ en sismologie de par sa simplicite´ est le SWF line´aire [92, 9], qui s’e´crit :
µ(U) = max
[





Il inclut les ingre´dients suivants : un seuil de frottement statique µs, un adoucissement
progressif sur une e´chelle de glissement caracte´ristique δc, et un niveau dynamique re´siduel
µd < µs (fig. 1.4 (b)). Le travail re´alise´ par les forces de cohe´sion (c’est-a`-dire par le frot-
tement) durant la propagation de la rupture est proportionnel au produit de la contrainte









σN (µ (ξ)− µd) dξ (1.18)
1.3.3 Champs locaux au voisinage du front de rupture
Dans le cas d’une rupture fragile 3, un de´veloppement asymptotique au voisinage du
front de rupture montre que les composantes du tenseur de contrainte peuvent s’e´crire en
coordonne´es polaires :
σij ∼ KI(t)√
2pi (r − vr t)
ΣIij(θ,vr) +
KII(t)√
2pi (r − vr t)
ΣIIij (θ,vr) +
KIII(t)√
2pi (r − vr t)
ΣIIIij (θ,vr) ,
(1.19)
ou` vr est la vitesse de propagation de la rupture, les expressions Σij sont des fonctions
adimensionne´es repre´sentant, pour chaque mode de fracturation, la variation angulaire du
tenseur de contrainte autour de l’extre´mite´ de la rupture quand la distance r au front de la
faille tend vers 0, et les Km sont des fonctions appele´es facteurs d’intensite´ de contraintes
mesurant la force de la singularite´ des contraintes. Tous les de´tails sur ces diffe´rentes
quantite´s se trouvent dans [30, 74, 26]. Nous retenons donc que le champ des contraintes
est singulier au voisinage du front de la faille ; le terme dominant est en 1/
√
r (fig. 1.5).
3. La rupture fragile est caracte´rise´e par l’absence de de´formation plastique macroscopique, et donc par
la propagation tre`s rapide des fissures avec faible consommation d’e´nergie.
18









r − v  tr r − v  tr
Fig. 1.5 – Singularite´ des champs au voisinage du front de rupture pour les modes II et
III. La limite de la faille se trouve en r − vr t = 0, vr e´tant la vitesse de propagation de la
rupture.
De plus, une relation entre la vitesse de glissement V et la contrainte cisaillante est





ξ − (r − vr t) dξ , i = x, y (1.20)
ou` C est une constante qui de´pend de vr. Cette e´quation montre que la contrainte ci-
saillante est proportionnelle a` la transforme´e de Hilbert de la vitesse de glissement, et
re´ciproquement. Or, dans le cas d’une relaxation totale des contraintes sur le plan de la
faille, la contrainte cisaillante doit eˆtre nulle a` l’inte´rieur de la faille alors que la vitesse de
glissement est nulle a` l’exte´rieur de la faille. Les fonctions ve´rifiant l’e´quation (1.20) avec
les conditions de frontie`re ci dessus sont donne´es par :
σiz =
Km√
2pi (r − vr t)
H(r − vr t) et Vi = Am vr
2
√
vr t− r H(vr t− r) (1.21)
ou` H est la fonction de Heaviside, Am (m = II ou III) sont des constantes et Km (m = II
ou III) sont les facteurs d’intensite´ de contraintes associe´s a` chaque mode de fracturation.
Ainsi le champ de vitesse pre´sente aussi une singularite´ en 1/
√
r au voisinage du front de
rupture (fig. 1.5).
La me´canique de rupture des milieux cassants 4 se fonde sur ces expressions locales alors
que la sismologie, par l’existence d’une zone fragile complexe, opte pour une me´canique
de rupture avec une zone de cohe´sion. Toutefois, les comportements asymptotiques de la
rupture fragile peuvent nous servir de guide dans notre mode´lisation de la rupture sismique.
4. Un mate´riau est dit cassant si son allongement est infe´rieur a` 5%.
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Fig. 1.6 – Bilan entre la force de cohe´sion σc et le frottement dynamique µd en fonction
du glissement U. La ligne discontinue correspond a` σc = 0
1.3.4 Force de cohe´sion
Le mode`le pre´sente´ dans le paragraphe pre´ce´dent est une abstraction en raison des
singularite´s au voisinage du front de rupture. En effet, tout mate´riau posse`de une re´sistance
finie et ne peut supporter un chargement au-dela` de sa limite.
Ces singularite´s peuvent par contre eˆtre e´limine´es en de´finissant des forces de cohe´sions
introduites par Barenblatt [17], et qui sont distribue´es a` l’inte´rieur de la faille au voisinage
du front de rupture pour s’opposer aux contraintes externes. Dans cette zone, connue sous
le nom de zone de cohe´sion, une force infe´rieure a` la re´sistance du mate´riau et supe´rieure
au niveau dynamique de frottement s’oppose a` la charge exte´rieure. Ainsi, en tout point
de la faille, la contrainte cisaillante τ est la somme d’une contrainte re´siduelle τd et d’une
force de cohe´sion σc, que nous supposons de´sormais de´pendante du glissement U .
τ (r − vr t, t) = τd + σc
(
U (vr t− r, t)
)
. (1.22)
La solution a` ce proble`me pour lequel la singularite´ des contraintes disparaˆıt au pointe
de la faille de´pend du choix de la fonction σc. Comme la vitesse de glissement V est
proportionnelle a` la transforme´e de Hilbert de τ (eq. (1.20)), alors la singularite´ de ce
champ est aussi e´limine´e.
La distribution du glissement a` l’inte´rieur de la faille correspondant a` une distribution
donne´e de la force de cohe´sion σc a e´te´ e´tudie´e nume´riquement par Ida [92]. Parmi les
diffe´rentes solutions se trouve celle ou` la force de cohe´sion de´croˆıt line´airement avec le glis-
sement. Plus la de´rive´e de σc par rapport a` U est faible, plus la de´croissance de U(r) est
lisse quand r − vr t tend vers 0 a` gauche. La figure 1.6 pre´sente deux fonctions diffe´rentes
de la force de cohe´sion, et la figure 1.7 de´crit les distributions des contraintes (a` gauche)
et celles des glissements (a` droite) associe´es a` ces deux fonctions. La figure 1.7 montre
qu’en pre´sence de force de cohe´sion, la singularite´ des contraintes disparaˆıt. De plus, e´tant
donne´ que la force de cohe´sion est une fonction implicite du temps, alors il existe une zone
de la faille dans laquelle la contrainte cisaillante est infe´rieure a` la valeur statique τs et
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Fig. 1.7 – Singularite´ des champs au voisinage du front de la rupture pour les modes II et
III. Le front de la faille se trouve en r − vr t = 0.
strictement supe´rieure a` la valeur dynamique τd. C’est la zone de cohe´sion. La dimension
Λc de cette zone est directement lie´e a` la nature de la fonction σc. Plus la distance d’affai-






ou` xc = r − Λc, U ′ est la de´rive´e spatiale du glissement U , et k est une constante proche
de deux dans le cas d’une force de cohe´sion line´aire. Une autre relation reliant Λc avec la








ou` C est une constante, µ est le coefficient de Lame´ et ∆ τ = τ0−τd est la chute dynamique
de la contrainte. Cette e´quation montre que, pour ∆ τ et δc constants, la dimension de la
zone de cohe´sion e´prouve une contraction, dite de Lorentz, inversement proportionnelle a`
la distance de propagation L. En d’autres termes, plus la longueur de la faille est grande,
plus la contrainte est singulie`re et plus la zone de cohe´sion est re´duite.
Conclusion
Nous venons de pre´senter dans cette premie`re partie les e´quations de l’e´lastodynamique
ainsi que les conditions aux limites sur la faille pour un domaine fissure´. La re´ponse du
milieu au voisinage de la faille n’e´tant pas e´lastique, des lois de frottement sont alors intro-
duites afin de relier les contraintes avec le de´placement induit dans le voisinage proche de
la surface de la rupture. Parmi ces lois, nous avons choisi d’appliquer le mode`le d’affaiblis-
sement par glissement (SWF) pour lequel le frottement sur la faille est donne´ en fonction
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du glissement. Ce mode`le, largement utilise´ dans la communaute´ ge´ophysique, a l’avantage
d’eˆtre simple et reste comparable du point de vue dynamique au mode`le RSF [42].
La ge´ome´trie de la faille joue un roˆle important lors de l’e´volution de la rupture sis-
mique [49]. Ainsi, par exemple, lorsque le front de rupture rencontre des variations d’orien-
tations relativement abruptes, des diffractions hautes fre´quences sont e´mises, diminuant
ainsi l’e´nergie disponible pour continuer la propagation 5 [109, 156, 110]. Les me´thodes
nume´riques les plus approprie´es pour re´soudre ce genre de proble`me seraient donc celles
ayant la faculte´ de suivre au mieux les ge´ome´tries e´ventuellement complexes des failles, tout
en conside´rant des milieux he´te´roge`nes. D’un autre coˆte´, il est plus judicieux de conside´rer
des me´thodes qui tiennent compte des discontinuite´s des champs a` travers la surface de
la faille. Les me´thodes Galerkin discontinues en ge´ne´ral et les me´thodes volumes finis en
particulier semblent donc approprie´es a` ce type de proble`me, puisqu’elles permettent une
certaine flexibilite´ au niveau des maillages et, de par leur caracte`re discontinu, peuvent
suivre d’e´ventuels sauts des champs a` travers la surface en question.
La suite de ce travail sera consacre´e a` la pre´sentation du sche´ma nume´rique utilise´ ainsi
qu’a` la de´duction formelle des conditions aux limites sur la faille suivant la loi SWF que
nous venons d’exposer.
5. Ces diffractions sont aussi dues a` la variation forte de la contrainte normale.
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Chapitre 2
Me´thodes Galerkin discontinus pour
l’e´lastodynamique
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Introduction
Les me´thodes de type Galerkin discontinus (GD) connaissent de nos jours un inte´reˆt
croissant graˆce aux ame´liorations conside´rables des performances de calcul des machines.
Ces me´thodes, de´veloppe´es initialement dans les anne´es 70 pour la re´solution de l’e´quation
de transport des neutrons [133], ont e´te´ formalise´es un an plus tard pour cette meˆme
e´quation [141]. Elles sont aujourd’hui utilise´es dans de nombreux domaines comme l’e´lectro-
magne´tisme [85, 84, 38, 72], l’ae´roacoustique [24, 152], l’e´lastohydrodynamique [108], la
physique quantique [163], le transport en milieux poreux [150], la propagation d’ondes
[2, 7, 129], l’e´quation de la chaleur [162], etc. Cependant, leur application aux proble`mes
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d’e´lasticite´ line´aire est assez re´cente [95, 64, 96, 45] voire, a` notre connaissance, tre`s rare
pour le proble`me de rupture [87].
Nous introduisons dans cette section un sche´ma GD, avec des flux centre´s en espace,
pour les e´quations de l’e´lastodynamique, et nous montrons que, sous une condition de type
CFL, ce sche´ma est stable et conserve une e´nergie discre`te.
2.1 Rappel sur les me´thodes de type e´le´ments finis
Ce paragraphe constitue une bre`ve introduction aux me´thodes de type e´le´ments finis.
La litte´rature sur ce sujet e´tant abondante (voir par exemple [44, 88, 91, 67, 29, 40, 39, 127]
parmi d’autres), nous allons nous limiter a` un rappel sur les principes ge´ne´raux de cette
the´orie.
Conside´rons le proble`me suivant :{
Trouver u ∈ W tel que
a(u,v) = f(v) ∀ v ∈ V (2.1)
avec
(i) W et V sont deux espaces de Hilbert, munis respectivement des normes ‖ . ‖W et
‖ . ‖V . L’espace W est appele´ espace solution alors que V est appele´ espace test.
(ii) a : W × V −→ R une forme biline´aire continue.
(iii) f ∈ V ′ = L(V,R) est une application line´aire continue (pour simplifier les e´critures,
nous e´crivons f(v) a` la place de < f,v > V ′,V ).
Ce proble`me est dit bien pose´ au sens de Hadamard s’il admet une unique solution u,
et si l’estimation a priori suivante est ve´rifie´e
∃ c > 0, ∀ f ∈ V ′, ‖ u ‖W≤ c ‖ f ‖V ′
La forme biline´aire a provient en ge´ne´ral de la formulation faible d’une e´quation aux
de´rive´es partielles pose´e sur un domaine Ω ⊂ Rd avec des conditions aux limites sur son
bord ∂ Ω.
Dans le cas ou` l’espace des solutions et l’espace test sont identiques, nous avons le
the´ore`me bien connu de Lax-Milgram
The´ore`me 2.1.1 Si la forme biline´aire a est coercive, c’est-a`-dire
∃α > 0, ∀u ∈ V, a(u,u) ≥ α ‖ u ‖2V
alors le proble`me (2.1) est bien pose´ avec l’estimation a priori
∀ f ∈ V ′, ‖ u ‖V≤ 1
α
‖ f ‖V ′ .
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Et plus ge´ne´ralement, si W 6= V , nous avons le the´ore`me de Banach-Necˇas-Babusˇka
The´ore`me 2.1.2 Le proble`me (2.1) est bien pose´ si et seulement si





‖ w ‖W ‖ v ‖V ≥ α.
De plus, l’estimation a priori suivante est ve´rifie´e
∀ f ∈ V ′, ‖ u ‖W≤ 1
α
‖ f ‖V ′ .
L’ide´e principale derrie`re les me´thodes de type Galerkin est de remplacer les espaces
W et V par des espaces de dimensions finis Wh et Vh, appele´s aussi espace solution et
espace test respectivement. L’indice h faisant re´fe´rence a` la discre´tisation du domaine par
un maillage. Ainsi les me´thodes de type Galerkin consistent a` construire une approximation
de u en re´solvant le proble`me approche´ suivant :{
Trouver uh ∈ Wh tel que
ah(uh,vh) = fh(vh) ∀ vh ∈ Vh (2.2)
ou` ah est une approximation de la forme biline´aire a, et fh est une approximation de la
forme line´aire f .
Remarque 2.1.1 L’approximation est dite conforme si Wh ⊂ W et Vh ⊂ V . Elle est dite
non conforme dans le cas contraire.
Un cas particulier de (2.2) est lorsque le meˆme espace d’approximation est choisi pour
la solution et les fonctions test, ce qui donne :{
Trouver uh ∈ Vh tel que
ah(uh,vh) = fh(vh) ∀ vh ∈ Vh (2.3)
Ce cas est appele´ me´thode de Galerkin standard. Le cas ou` les espaces sont diffe´rents
est appele´ methode Petrov-Galerkin, ou parfois me´thode de Galerkin non standard. Les
me´thodes de type Galerkin discontinus s’inscrivent dans la cate´gorie des approximations
non conformes. La re´solution du syste`me (2.3) se re´duit maintenant a` une simple re´solution
d’un syste`me line´aire. En effet, posonsM = dim Wh et N = dim Vh, et soient {ψ1, . . . ,ψM}





Notons ~U ∈ RM le vecteur uh exprime´ dans la base {ψi}1≤i≤M , c’est-a`-dire
~U = (u1, . . . , uM)
t ,
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et ~f = (f1, . . . , fN)
t ∈ RN le vecteur de´fini par
fi = fh(ϕi) 1 ≤ i ≤ N
et M ∈MN,M(R) la matrice de´finie par :
Mij = ah(ψj,ϕi) 1 ≤ i ≤ N, 1 ≤ j ≤M ,
alors nous avons l’e´quivalence :
uh est solution de (2.3)⇐⇒M ~U = ~f .
Les fonctions {ψi}1≤i≤M sont appele´es les fonctions de bases, les fonctions {ϕi}1≤i≤N sont
les fonctions test et les quantite´s {ui}1≤i≤M sont les degre´s de liberte´.
2.2 Rappel sur les syste`mes hyperboliques line´aires
Soit Ω un ouvert de Rm a` bord Lipschitzien. Soient (Ai(x))1≤i≤m des matrices deMn(R),










Soit T > 0 un re´el (T peut eˆtre infini). On cherche a` trouver une fonction u : Ω×[0,T ]→ Rn
solution du proble`me :
Lu = f dans Ω× [0,T ] (2.4)
u(0) = u0 dans Ω (2.5)
B(x)u = g dans ∂Ω× [0,T ] (2.6)
avec f ∈ (L2(Ω× [0,T ]))n, g ∈ (L2(∂Ω× [0,T ]))m, u0 ∈ (L2(Ω))n et B ∈Mm,n(R).
Tout d’abord, commenc¸ons par rappeler les quelques de´finitions suivantes :
De´finition 2.2.1 L’ope´rateur L est dit hyperbolique si la condition suivante est ve´rifie´e :
sup
x∈Ω
‖ exp(iA(x)) ‖< +∞ (2.7)
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Cette de´finition est e´quivalente au the´ore`me suivant :
The´ore`me 2.2.1
1. ∀x ∈ Ω, A(x) est diagonisable a` valeurs propres re´elles, c’est-a`-dire il existe une ma-
trice diagonale D(x) = diag (λ1(x), λ2(x), . . . , λn(x)), et une matrice P(x) ∈ Mn(R)
telles que :
A(x) = P(x)−1D(x)P(x) (2.9)
et
2. La diagonalisation de A(x) peut se faire de fac¸on uniforme, c’est-a`-dire
sup
x∈Ω
‖ P(x)−1 ‖ ‖ P(x) ‖< +∞ (2.10)
De´finition 2.2.2
– L’ope´rateur L est dit syme´trique (au sens de Friedrichs) si les matrices (Ai(x))1≤i≤m
sont syme´triques pour tout x ∈ Ω.
– L’ope´rateur L est dit syme´trisable s’il existe une matrice syme´trique de´finie positive
S ∈Mn(R) telle que les matrices (S(x)Ai(x))1≤i≤m sont syme´triques pour tout x ∈ Ω.
Nous allons distinguer deux cas :
1er cas : Ω = Rm
L’e´quation (2.6) n’est donc pas ne´cessaire dans ce cas. Nous avons alors la proposition
suivante :
Proposition 2.2.1 Si L est syme´trique (ou syme´trisable) alors le syste`me (2.4)-(2.5) ad-
met une solution unique dans (L2(Ω× [0,T ]))n.
Preuve 2.2.1 Il y a plusieurs fac¸ons pour de´montrer cette proposition. Une manie`re de
faire consiste a` trouver une e´nergie (i.e. forme quadratique de´finie positive en les variables
du syste`me) qui se conserve. Dans le cas ou` L est syme´trique (resp. syme´trisable) il suffit
















Su). E est bien une forme
quadratique de´finie positive, et un calcul rapide montre que
dE
dt
= 0, d’ou` le re´sultat.
Remarque 2.2.1 La proposition pre´ce´dente reste valable dans le cas ou` les Ai de´pendent
en plus du temps. Cependant, l’existance de la solution ne peut eˆtre assure´e dans ce cas
que pour des temps finis. La de´monstartion est tre`s technique et le lecteur de´sirant plus de
de´tails peut se rapporter a` [147] pour une preuve comple`te.
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2e`me cas : Ω ( Rm
De´finition 2.2.3
– On dit que la condition aux limites (2.6) est strictement dissipative si la restriction
de la forme quadratique w → (wt) A(~n(x),x)w au noyau de B(x) est de´finie positive,
c’est-a`-dire





– On dit que la condition aux limites (2.6) est maximale en x si kerB(x) est maximal
(pour l’inclusion) parmis les sous espaces sur lesquels A(~n(x),x) ≥ 0.
Proposition 2.2.2 Sous les conditions des de´finitions 2.2.2 et 2.2.3, et si B est surjective
(c’est-a`-dire de rang maximal) alors le syste`me (2.4)-(2.5)-(2.6) admet une solution unique
dans (L2(Ω× [0,T ]))n.
Remarque 2.2.2 Les conditions de la proposition 2.2.2 peuvent eˆtre affaiblies dans le cas
homoge`ne (c’est-a`-dire g = 0). D’autre variantes existent aussi dans le cas ou` les matrices
Ai de´pendent en plus du temps. Plus de de´tails sur les de´monstrations comple`tes se trouvent
dans [128] et [147].
2.3 E´quations de l’e´lastodynamique et changement de
variables
Pour un espace de dimension trois, le tenseur de contraintes s’e´crit sous la forme
σ =
 σxx σxy σxzσxy σyy σyz
σxz σyz σzz
 . (2.11)
En raison de sa syme´trie, il est parfois pre´fe´rable d’e´crire le tenseur de contraintes sous
une forme vectorielle. Posons alors
~σ = (σxx, σyy, σzz, σxy, σxz, σyz)
t .





combinant les grandeurs inde´pendantes de





 ~X , (2.12)
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0 0 0 0 0
O3 0 0 0 1ρ 0 0
0 0 0 0 1
ρ
0
λ+ 2µ 0 0
λ 0 0
λ 0 0







0 0 0 1
ρ
0 0
O3 0 1ρ 0 0 0 0
0 0 0 0 0 1
ρ
0 λ 0
0 λ+ 2µ 0
0 λ 0








0 0 0 0 1
ρ
0






0 0 λ+ 2µ





Comme la densite´ ρ et les coefficients de Lame´ λ et µ varient en fonction de l’espace,
les matrices Aα, α ∈ {x,y,z} de´pendent alors des variables spatiales, et l’e´quation (2.12)
est donc non conservative.
2.3.1 Changement de variables
Afin d’e´crire l’e´quation (2.12) sous une forme conservative (ou pseudo-conservative),
nous allons conside´rer le changement de variables suivant :
~˜σ = R~σ (2.13)
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1 1 0 0 0 0
O3 0 0 0 1 0 0











0 0 0 1 0 0
O3 1 0 1 0 0 0














0 0 0 0 1 0
O3 0 0 0 0 0 1









Ce changement de variables permet donc d’e´crire le syste`me (2.12) sous une forme
pseudo-conservative. Tous les coefficients caracte´risant le milieu, et pouvant varier spatia-
lement, sont groupe´s dans le terme a` gauche de l’e´quation (2.15), alors que les matrices
A˜α, α ∈ {x,y,z} sont constantes.
Remarque 2.3.1 Le changement de variables ci-dessus est obtenu en e´crivant le tenseur
de contrainte sous la forme






est un tenseur sphe´rique (ou de trace), et
D = σ − T
est un tenseur de´viatorique.
2.3.2 Syme´trisation
Le syste`me (2.15) n’est cependant pas syme´trique (dans le sens ou` les matrices A˜α ne
sont pas syme´triques), mais syme´trisable. Il est plus inte´ressant, comme nous le verrons
par la suite, de manipuler des matrices syme´triques. Nous allons donc chercher une matrice
syme´trique de´finie positive S0 telle que, en multipliant a` gauche l’e´quation (2.15) par S0,
les matrices S0 A˜α soient syme´triques. En remarquant que la non syme´trie de ces matrices
ne concerne que leurs 5e et 6e lignes et colonnes, alors un calcul simple montre qu’il suffit
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de conside´rer la matrice
S0 =

1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0










0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1

. (2.20)











avec Λ0 = S0 Λ et Sα = S0 A˜α, α ∈ {x,y,z}.
Le syste`me ainsi obtenu est Friedrichs-syme´trique, ce qui assure, pour des choix appro-
prie´s de conditions initiales et aux limites, l’existence et l’unicite´ de la solution [75, 76, 65,
66, 147].
Remarque 2.3.2 Pour alle´ger les notations, nous omettrons dans la suite le symbole tilde
sur les vecteurs. Le vecteur de contraintes sera donc note´

















(2σxx − σyy − σzz) et ω′′ = 1
3
(−σxx + 2σyy − σzz) .
Avec ces notations, nous avons le syste`me pseudo-conservatif suivant :








ou` les diffe´rentes matrices sont donne´es par
Λ0 =
 ρ I3 O3,6
O6,3 Λ0
 et Sα =
 O3 Mα
Nα O6
 α ∈ {x,y,z},
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0 0 0 1
µ
0 0
0 0 0 0 1
µ
0





 1 1 0 0 0 00 0 0 1 0 0
0 0 0 0 1 0
 , (2.24)
My =
 0 0 0 1 0 01 0 1 0 0 0
0 0 0 0 0 1
 , (2.25)
Mz =
 0 0 0 0 1 00 0 0 0 0 1
1 −1 −1 0 0 0
 , (2.26)
et Nα =Mtα pour tout α ∈ {x,y,z}.








∂α (Nα ~v) . (2.28)
Et finalement, si nous de´signons par ~F et ~G les fonctions de´finies respectivement dans
M3,3(R) et M6,3(R) par
~F (~σ) = (Mx ~σ,My ~σ,Mz ~σ)
et
~G(~v) = (Nx ~v,Ny ~v,Nz ~v) ,
alors le syste`me (2.27)-(2.28) est e´quivalent au syste`me suivant :
ρ ∂t~v =
−−−−−→
div ~F (~σ) (2.29)
Λ0 ∂t~σ =
−−−−−→




Le principe ge´ne´ral des me´thodes GD consiste a` rechercher les solutions approche´es du
proble`me sous la forme d’une combinaison line´aire (donne´e par les degre´s de liberte´) de fonc-
tions de bases locales dans chaque cellule. Le crite`re discontinu permet une inde´pendance
de ces degre´s de liberte´ entre les cellules, et donc le champ approche´ peut eˆtre discontinu
a` l’interface entre deux cellules voisines. Une fonction de flux nume´rique est alors de´finie
pour approcher le flux a` travers les interfaces partage´es avec les cellules voisines.
Soit Ω un domaine de R3. Supposons que l’on dispose d’une partition de Ω en un nombre
fini de polye`dres. Chaque polye`dre Ti est appele´ volume de controˆle ou cellule.
Pour simplifier l’e´criture des e´quations, nous adopterons dans la suite les notations
suivantes :
1. ∂ Ω : frontie`re du domaine Ω.
2. Vi =
∫
Ti dV : volume de la cellule Ti.
3. V (i) : ensemble des cellules voisines de la cellule Ti (c’est-a`-dire ayant au moins une
interface commune avec Ti).
4. Tik = Ti ∩ Tk : interface entre deux cellules voisines Ti et Tk.
5. Sik =
∫
Tik dS : surface de l’interface Tik.
6. Si =
∑




~˜nik dS, ou` ~˜nik est le vecteur normal unitaire a` Sik dirige´ de Ti vers Tk.
Sur chaque cellule Ti, on se donne deux espaces vectoriels Pi et Qi de dimension di,
engendre´s par des fonctions de bases locales ~ϕij, 1 ≤ j ≤ di, pour le champ de vitesse ~v,
et ~ψij, 1 ≤ j ≤ di, pour le champ de contrainte ~σ. di correspond au nombre de degre´s
de liberte´ du champ sur la cellule Ti. Ainsi, dans la cellule Ti, les champs de vitesse et de








σij ~ψij , (2.32)
ou` vik et σik de´signent le k
ie`me degre´ de liberte´ de ~vi et ~σi respectivement, et sont des
grandeurs scalaires constantes en espace dans la cellule Ti.
Comme mentionne´ pre´ce´demment, les fonctions de bases n’assurent aucune continuite´
des champs entre deux cellules voisines.
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σik ~ψik . (2.34)
Multiplions l’e´quation (2.29) par une fonction test ~ϕij et l’e´quation (2.30) par une
fonction test ~ψij (nous choisissons donc un espace test e´gal a` l’espace solution), et inte´grons
sur la cellule Ti. Nous obtenons le syste`me :∫
Ti





div ~F (~σ) (2.35)∫
Ti





div ~G(~v) , (2.36)
le point repre´sentant le produit scalaire. Une inte´gration par parties donne∫
Ti
ρ ~ϕij · ∂t~v = −
∫
Ti









~ψij · Λ0 ∂t~σ = −
∫
Ti










 ∂xw1 ∂yw1 ∂zw1... ... ...
∂xwd ∂ywd ∂zwd
 1
pour tout vecteur ~w = (w1, . . . ,wd)
t ∈ Rd, et





pour toutes matrices A = (aij) 1≤i≤n
1≤j≤m
et B = (bij) 1≤i≤n
1≤j≤m
.
Ainsi, le syste`me (2.37)-(2.38) peut eˆtre approche´ par∫
Ti
ρi ~ϕij · ∂t~vi = −
∫
Ti









~ψij · Λ0i ∂t~σi = −
∫
Ti








1. cf. remarque 1.1.1.
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ou` ~F (~σ/∂ Ti) et ~G(~v/∂Ti) sont des approximations de ~F (~σ) et ~G(~v) respectivement, sur
l’interface ∂ Ti, et ρi et Λ0i sont des approximations constantes en espace de la densite´ et
des coefficients de Lame´ dans la cellule Ti.
Nous utilisons des flux centre´s en espace, c’est-a`-dire si Tk de´signe une cellule voisine














Comme ~F et ~G sont line´aires et ne de´pendent pas de la cellule Ti (rappelons que les matrices















~G (~vi) + ~G (~vk)
)
. (2.42)




ij ∂t~vi = −
∫
Ti












~ψ tij Λ0i ∂t~σi = −
∫
Ti








~G (~vi) + ~G (~vk)
)
~˜nik. (2.44)
En remplac¸ant ~vi et ~σi par leurs expressions respectives donne´es par (2.31) et (2.32), nous

















































































Le syste`me (2.45)-(2.46) peut eˆtre e´crit sous une forme matricielle plus explicite. En









t Mα ~ψ (2.47)
et
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t Pik ~ψ (2.51)
et
~ψ t ~G (~ϕ) ~˜nik = ~ψ
tQik ~ϕ. (2.52)
Remarque 2.4.1 E´tant donne´ que Nα = Mtα pour tout α ∈ {x,y,z}, et que ~˜nki = −~˜nik
pour toute cellule k ∈ V (i), les matrices Pik et Qik ve´rifient les relations suivantes :
Qik = Ptik
Pki = −Pik
Qki = −Qik .
















~ψik 1 ≤ j, k ≤ di (2.54)
et si nous notons vi et σi les vecteurs-colonnes (vij)1≤j≤di et (σij)1≤j≤di respectivement, le



























































































et si nous faisons l’hypothe`se d’utiliser une meˆme famille de fonctions de base scalaires
ϕij, 1 ≤ j ≤ di pour chaque composante du champ de vecteurs ~vi et une meˆme famille de
fonctions de base scalaires ψij, 1 ≤ j ≤ di pour chaque composante du champ de vecteurs



































































ψij ψik 1 ≤ j,k ≤ di, (2.62)















(∂α ψij) ϕik 1 ≤ j,k ≤ di (2.64)















ψij ϕir 1 ≤ j,r ≤ di (2.66)
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ψij ϕks 1 ≤ j ≤ di, 1 ≤ s ≤ dk . (2.68)
Le produit tensoriel ⊗ e´tant le produit tensoriel matriciel, de´fini pour toutes matrices
A = (aij) 1≤i≤n
1≤j≤m




 a11B . . . a1mB... ...
an1B . . . anmB
 ∈Mnp,mq (R) . (2.69)
Remarque 2.4.2 Si les familles de fonctions de base ϕij et ψij, 1 ≤ j ≤ di sont telles que
ϕij = ψij pour toute cellule Ti, alors nous avons les e´galite´s :
K1i = K2i
E1α = E2α ∀α ∈ {x, y, z}
F1ik = F2ik ∀ k ∈ V (i)
G1ik = G2ik ∀ k ∈ V (i) .
Dans la suite, nous nous placerons dans les hypothe`ses de la remarque 2.4.2. Nous
omettrons les exposants sur les matrices pour plus de clarte´. Le syste`me (2.59)-(2.60)
s’e´crit alors :
ρi (I3 ⊗Ki) ∂t~vi =−
∑
α∈{x,y,z}






[(Pik ⊗ Fik) ~σi + (Pik ⊗Gik) ~σk] (2.70)









[(Qik ⊗ Fik)~vi + (Qik ⊗Gik)~vk] . (2.71)
2.5 Discre´tisation temporelle
Pour la discre´tisation temporelle, nous choisissons un sche´ma de type saute-mouton,
qui est bien adapte´ a` la structure croise´e ou de´couple´e du syste`me. Le syste`me (2.70)-(2.71)
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s’e´crit alors :











































Le sche´ma en temps est explicite. Ainsi, chaque pas de temps ne requiert que l’inversion
de la matrice de masse locale Ki ∈ Mdi(R) ou` di est le nombre de degre´s de liberte´
des champs dans chaque cellule. Rappelons aussi que, si nous faisons le choix des meˆmes
fonctions de base sur toutes les cellules et que ces fonctions de base sont des polynoˆmes








ou` n est la dimension de l’espace.
Finalement, nous ne de´montrons pas de re´sultats particuliers concernant la convergence
de ce sche´ma. Nous rappelons simplement que le sche´ma (2.72)-(2.73) est d’ordre k en
espace et deux en temps. Nous renvoyons le lecteur inte´resse´ aux travaux de Fezoui et al.
[72] pour une de´monstration comple`te sur la convergence de ce sche´ma dans le cadre des
e´quations de Maxwell, ou encore aux travaux de Hesthaven [85, 86] pour une e´tude plus
ge´ne´rale sur la convergence des me´thodes GD pour les syste`mes hyperboliques.
2.6 Cas particulier : la me´thode volumes finis
Elle consiste a` approcher les diffe´rentes composantes des champs de vecteurs e´tudie´s
par des fonctions constantes en espace par cellule. Ainsi le nombre de degre´ de liberte´ par
composante d’un champ donne´ et par cellule est e´gale a` un (c’est-a`-dire ϕi = ψi = 1). Un
calcul rapide donne les e´galite´s :
Ki = Vi
Eα = 0 ∀α ∈ {x, y, z}
Fik = Gik = Sik ∀ k ∈ V (i) ,
ou` Vi est le volume de la cellule Ti et Sik est la surface de l’interface Tik = Ti ∩ Tk.
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Ce sche´ma a e´te´ e´tudie´ en de´tail dans [23]. Nous pouvons rappeler les re´sultats princi-
paux suivants :
– Dans un domaine infini homoge`ne partitionne´ de manie`re structure´, la condition de
















est la vitesse de l’onde de pression P.
– La me´thode des e´quations e´quivalentes permet de montrer que ce sche´ma est d’ordre
deux en espace et en temps sur un maillage structure´. De plus le sche´ma est non
diffusif, et faiblement dispersif en deux dimensions d’espace lorsque le pas de temps
est proche de la valeur maximale autorise´e par la condition CFL [134].
– Dans le cas d’un maillage non structure´, le sche´ma est stable en norme L2 si pour
toutes cellules adjacentes Ti et Tk la condition suivante est ve´rifie´e :
∆t <
2√









est la vitesse de l’onde de cisaillement S et Si =
∑
k∈V (i) Sik est la
surperficie de la cellule Ti.
2.7 De´finition et e´tude d’e´nergie
Dans la section pre´ce´dente, nous avons e´crit le sche´ma GD avec des approximations
centre´es en espace et saute-mouton en temps, pour les e´quations de l’e´lastodynamique.
Dans cette section, nous allons montrer que ce sche´ma est stable sous une condition de
type CFL. Cette e´tude sera base´e sur la de´finition d’une e´nergie (c’est-a`-dire une forme
quadratique de´finie positive) qui est conserve´e par le sche´ma. En effet, il est difficile d’ob-
tenir des re´sultats the´oriques de stabilite´ lorsque le domaine est partitionne´ de manie`re
non uniforme. Une fac¸on de faire consiste a` travailler avec des conside´rations e´nerge´tiques
et de prouver la conservation ou la de´croissance d’une e´nergie, ce qui assure la stabilite´ en
norme L2 du sche´ma puisque les diffe´rentes variables du syste`me restent borne´es.
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σ : ︸ ︷︷ ︸
Em
, (2.80)
ou` Ec de´signe l’e´nergie cine´tique, Em de´signe l’e´nergie me´canique et  est le tenseur des
de´formations du syste`me 2.
Avant de montrer que En est une forme quadratique de´finie positive (et donc de l’iden-
tifier a` une fonction de Lyapunov), nous allons dans un premier temps montrer qu’elle se
conserve si le domaine Ω est infini. Rappelons pour ceci le sche´ma (2.43)-(2.44) qui s’e´crit



























~ϕ tij Pik (~σ ni + ~σ nk ) (2.81)∫
Ti
~ψ tij Λ0i
































Lemme 2.7.1 En conside´rant le syste`me (2.81)-(2.82), l’e´nergie discre`te (2.79) est conserve´e
a` chaque pas de temps, c’est a` dire
En+1 = En ∀n ∈ N (2.83)
Preuve 2.7.1 La variation de l’e´nergie discre`te entre deux pas temps conse´cutifs est donne´e
par














































Me´thodes Galerkin discontinus pour l’e´lastodynamique
ou` le deuxie`me terme de la quantite´ a` droite a e´te´ obtenu graˆce au caracte`re syme´trique de









































































































Nous avons aussi Nα = Mtα pour tout α ∈ {x,y,z}. Il est facile, par le the´ore`me de
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ou le terme “interfaces spe´ciales” de´signe toute surface n’appartenant qu’a` une seule cellule
(comme les interfaces du bord physique du domaine par exemple), alors qu’une interface
interne est partage´e par deux cellules. Nous reviendrons aussi sur cette de´finition un peu
plus loin lors de la de´finition de la surface de la faille.
Par la remarque (2.4.1) nous pouvons conclure que la somme portant sur les interfaces



































































Enfin, si nous notons F et G les fonctions flux donne´s par
F nik = Pik





















































Ce calcul montre que la variation de l’e´nergie totale discre`te du syste`me s’e´crit uniquement
en fonction des flux a` travers les interfaces spe´ciales au domaine. Ainsi, en l’absence
d’interface spe´ciale (ce qui est le cas pour un domaine infini), la variation de l’energie
est nulle et l’energie discre`te du syste`me est parfaitement conserve´e.
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Reste maintenant a` montrer que En est une forme quadratique de´finie positive de toutes
les inconnues nume´riques du syste`me. Nous proposons le the´ore`me suivant :
The´ore`me 2.7.1 Le sche´ma (2.81)-(2.82), est stable (au sens ou` toutes les inconnues






































































α∈{x,y,z} ‖Mα ‖ .
Preuve 2.7.2 Le champ de vecteurs ~v
n+ 1
2




i et des flux Fnik. Ces derniers de´pendent line´airement de ~σ ni . Ainsi, En est une












































‖ ~σ ni ‖2Λ0i
 . 3 (2.92)
Pour alle´ger les e´critures, nous omettrons ici les exposants temporels (tous les vecteurs
contraintes sont exprime´s a` l’instant n, alors que les vecteurs vitesses sont exprime´s a`
l’instant n+ 1
2





‖ ~x ‖2 ∀ ~x ∈ vect(~ϕij, 1 ≤ j ≤ di) ∪ vect(~ψij, 1 ≤ j ≤ di) . (2.93)
3. ‖ ·‖Λ0 est bien une norme matricielle de´finie par ‖~x‖Λ0 =
√
~x t Λ0 ~x, puisque Λ0 est syme´trique de´finie
positive.
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Si r+(M) et r−(M) de´signent respectivement la plus grande et la plus petite valeur propre


















































(~vi − ~vk)t Pik (~σi + ~σk) . (2.94)
Nous cherchons a` minorer la quantite´ Enik. Pour ce faire, nous allons supposer une
certaine re´gularite´ sur les fonctions de base ~ϕij et ~ψij, 1 ≤ j ≤ di. Plus pre´cisemment,
nous faisons les hypothe`ses suivantes :
De´finition 2.7.1 Pour toute cellule Ti, il existe des constantes re´elles adimensionne´es ai
et bik ve´rifiants :
• ∀ ~x ∈ vect(~ϕij) ∪ vect(~ψij), 1 ≤ j ≤ di et ∀α ∈ {x,y,z},
‖ ∂α ~x ‖2Ti≤
ai Si
Vi
‖ ~x ‖2Ti (2.95)









‖Mα ‖ , 4 (2.97)
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(~vi − ~vk)t Pik (~σi + ~σk)
∣∣∣ ≤‖ Pik ‖ ∫
Tik
‖ ~vi − ~vk ‖ ‖ ~σi + ~σk ‖
≤ pi ‖ ~vi − ~vk ‖Tik ‖ ~σi + ~σk ‖Tik





‖ ~vi ‖Ti ‖ ~σi ‖Ti +
bki Ski
Vk














ρi ‖ ~vi ‖2Ti + r−(Λ0i) ‖ ~σi ‖2Ti −
pi ai Si∆t
Vi






ρk ‖ ~vk ‖2Tk + r−(Λ0k) ‖ ~σk ‖2Tk −
pi ak Sk∆t
Vk







‖ ~vi ‖Ti ‖ ~σi ‖Ti +
bki
Vk














‖ ~vi ‖2Ti +
r−(Λ0i)
Si












‖ ~vk ‖2Tk +
r−(Λ0k)
Sk















‖ ~vi ‖Ti ‖ ~σk ‖Tk + ‖ ~vk ‖Tk ‖ ~σi ‖Ti
)
.
En utilisant l’ine´galite´ ab ≤ α a




avec α = ρl, a =‖ ~vl ‖Tl, β = r−(Λ0s),
4. La norme d’une matrice M peut eˆtre de´finie comme ‖M ‖ = √r (MMt), ou` r est le rayon spectral
(c’est-a`-dire la plus grande valeur propre en valeur absolue) de la matrice. En 2D, nous avons ‖Mx ‖ =
‖My ‖ = 2 donc pi = 4. En 3D, ‖Mx ‖ = ‖My ‖ = 2 et ‖Mz ‖ = 3, donc pi = 7.
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‖ ~vi ‖2Ti +
r−(Λ0i)
Si
‖ ~σi ‖2Ti −












‖ ~vk ‖2Tk +
r−(Λ0k)
Sk
‖ ~σk ‖2Tk −










































































































Une condition suffisante pour que la quantite´ Enik soit de´finie positive est que toutes les



































































Ce qui est exactement la condition (2.91) qu’il fallait de´montrer.
Remarque 2.7.1 La condition (2.91) a bien la forme d’une condition de type CFL (Courant-
Friedrichs-Levy), puisque qu’elle est de la forme













Me´thodes Galerkin discontinus pour l’e´lastodynamique
Remarque 2.7.2 Dans le cas ou` le milieu est homoge`ne, l’expression (2.91) s’e´crit plus











































v2p − 2 n−1n v2s




























Remarque 2.7.3 Dans le cas des volumes finis, nous avons ai = 0 et bik = 1 pour tout i
et tout k ∈ V (i). Nous retrouvons ainsi un re´sultat analogue a` celui donne´ en (2.78).
Conclusion
Cette section a e´te´ de´die´e a` la pre´sentation d’un sche´ma de type GD avec des flux centre´s
en espace et un sche´ma saute-mouton en temps pour les e´quations de l’e´lastodynamique.
Nous avons montre´ que, pour un pas de temps infe´rieur a` une valeur donne´e, le sche´ma
conserve une e´nergie discre`te lorsque le domaine est infini. Ce caracte`re de conservation
d’e´nergie sera notre point de de´part pour de´terminer les conditions aux limites sur une
faille situe´e a` l’inte´rieur du domaine. Cette dernie`re e´tant une surface de discontinuite´,
nous avons cherche´ a` de´finir les fonctions de flux F et G ade´quates afin de maintenir une
variation d’e´nergie nulle dans le domaine d’une part, et de satisfaire les conditions aux
limites (1.11) sur la faille d’autre part. Ce dernier point va eˆtre maintenant aborde´.
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Introduction
Les conditions aux limites sont la pierre angulaire de ce travail. Dans le premier cha-
pitre, nous avons de´fini le mode`le physique que nous traitons en introduisant les modes de
fracturation et en particulier le mode cisaillant, ainsi que les lois de frottement qui re´gissent
l’e´volution de la faille lors de la rupture dynamique. Dans le deuxie`me chapitre, nous avons
explicite´ le sche´ma GD avec des flux centre´s en espace et un sche´ma saute mouton en temps
pour la re´solution des e´quations de l’e´lastodynamique. Dans le pre´sent chapitre, nous allons
expliciter les flux nume´riques que nous devons conside´rer sur la faille pour bien prendre en
compte les conditions aux limites (1.11) dans notre sche´ma nume´rique. Nous expliciterons
e´galement les conditions aux limites dites absorbantes que nous conside´rons sur le bord
exte´rieur du domaine nume´rique afin de simuler un domaine infini. Pour ce faire, nous nous
baserons sur l’e´tude d’e´nergie faite dans la section pre´ce´dente.
3.1 Conditions aux limites sur la faille
Par souci de simplicite´, nous supposerons tout au long de ce paragraphe que le domaine
nume´rique est infini. Ainsi, les seules conditions aux limites que nous traitons seront celles
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applique´es sur la surface de la faille.
Nous avons vu (e´quation 2.89) que les flux a` travers une interface quelconque du do-
maine sont donne´s par la moyenne des valeurs des champs situe´s de part et d’autre de
cette interface. Ce raisonnement n’est plus valable lorsque cette dernie`re co¨ıncide avec la
surface de la faille. En effet, les champs - ou plus pre´cisemment quelques composantes de
ces champs - pouvant subir des discontinuite´s a` travers la surface de la faille, il n’est plus
concevable de conside´rer que les flux a` travers la surface de la faille re´sultent d’une e´gale
contribution des champs de chaque coˆte´ de l’interface en question. Afin de tenir compte de
ces discontinuite´s, nous allons modifier l’e´criture des flux a` travers la surface de la faille,




Pik ~σ ni +
1
2
















i + Dik ~v
n+ 1
2
k ) , (3.2)
ou` Aik,Bik,Cik et Dik sont des matrices a` de´terminer.
Remarque 3.1.1 Pour des raisons de syme´trie, les matrices Aik,Bik,Cik et Dik ve´rifient
les relations suivantes : Aki = −Aik, Bki = −Bik, Cki = −Cik et Dki = −Dik. Le signe
ne´gatif provient du fait que le vecteur normal a` l’interface Tik = Ti ∩ Tk ve´rifie la relation
~nki = −~nik. 1
Les e´quations (3.1) et (3.2) illustrent bien que les flux a` travers la surface de la faille
sont donne´s par des contributions diffe´rentes des champs de chaque cote´ de l’interface.
Reste maintenant a` calculer les matrices mises en jeu. Pour ce faire, reprenons l’expression
de la variation d’e´nergie (2.90) et remplac¸ons les expressions des flux par leurs valeurs
1. Nous attirons l’attention ici sur le fait que les matrices ne sont pas ne´cessairement antisyme´triques.
Les indices utilise´s font simplement re´fe´rence a` l’interface Tik et non pas au terme ik de la matrice.
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i + Cik ~v
n+ 1
2





































k + Cki ~v
n+ 1
2



















































)t (−Bik + Dtik) ~σ [n+ 12 ]k ] .
(3.3)
Ainsi, une condition suffisante de stabilite´ serait alors de la forme :
Aik = −Ctik (3.4)
et
Bik = Dtik . (3.5)
Plusieurs choix des matrices Aik,Bik,Cik et Dik sont donc possibles, conduisant chacun a` un
mode de fracturation particulier. L’objectif de cette the`se e´tant l’e´tude du mode cisaillant,
nous allons nous focaliser sur le calcul des matrices correspondant a` ce mode.
Introduisons d’abord quelques notations utiles. E´tant donne´e une surface quelconque,





est donc une base orthonorme´e, et si ~w de´signe un vecteur donne´,
alors il se de´compose dans cette base sous la forme :
~w = ~wN + ~wT
ou` ~wN = ~n
t ~w ~n est la composante normale de ~w, et ~wT = ~w − ~wN est sa composante
tangentielle.
Reprenons maintenant l’expression du vecteur des tractions sur la faille qui s’e´crit :
~T = σ ~n , (3.6)
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ou` ~n est une normale unitaire a` la faille.
Un simple calcul montre que ~T s’e´crit aussi
~T = P~σ . (3.7)
Or, par (2.89), nous savons que le flux F a` travers une surface quelconque T est donne´ par
F = P~σ/T . 2 (3.8)
Nous en de´duisons que le flux F a` travers la surface T n’est autre que le vecteur traction
applique´ a` cette surface.








d’une quantite´ donne´e ξ, nous obtenons












En l’absence de forces exte´rieures sur la faille (c’est-a`-dire FikT = 0), l’e´nergie du





















ik Pik ~σk . (3.9)
Par l’e´tude de variation d’e´nergie effectue´e pre´ce´demment et l’e´quation (3.1), nous pouvons







Pik et Bik = ~nik ~n tik Pik , (3.10)
et, via les e´quations (3.4) et (3.5), nous trouvons
Cik = Qik
(
I3 − ~nik ~n tik
)
et Dik = Qik ~nik ~n tik . (3.11)
L’e´tude des modes cisaillants sur la surface d’une faille implique que les tractions tan-
gentielles sur cette surface ne sont pas nulles. En effet, ces dernie`res doivent obe´ir aux
conditions aux limites non homoge`nes (1.11). Pour cette raison, et afin de prendre en





+ ~TikT , (3.12)
2. La trace de σ sur T e´tant prise dans notre cas e´gale a` la moyenne arithme´tique des champs de chaque
coˆte´ de la face.
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ou` ~TikT est la composante tangentielle du vecteur traction, et qui reste a` de´terminer afin
que la condition (1.11) soit ve´rifie´e. Mais avant de poursuivre les calculs, faisons ici la
remarque suivante.
La condition aux limites (1.11) est en fait restrictive, dans le sens ou` elle ne s’applique
que pour des points ayant une vitesse tangentielle 3 non nulle (c’est-a`-dire lorsque le front
de la faille atteint le point en question 4). Une fac¸on plus ge´ne´rale pour e´crire les conditions
aux limites sur la faille peut eˆtre donne´e en terme d’ine´galite´ au lieu de l’e´galite´ mentionne´e
pre´ce´demment. Ainsi, nous e´crivons plus ge´ne´ralement la condition aux limites sur la faille
comme suit :
‖ ~TT ‖≤ g sur Σf , (3.13)
ou` Σf = limt→∞Σ(t) de´signe l’e´tendue maximale de la faille 5.
Examinons maintenant les deux cas de figure induits par cette ine´galite´.
i) ‖ ~TT ‖< g sur Σf .
Dans le cas ou` l’ine´galite´ est stricte, les tractions tangentielles applique´es a` la surface
de la faille sont strictement infe´rieures aux forces de frottement. La discontinuite´ des
composantes tangentielles de la vitesse a` travers la surface de la faille sur laquelle
s’appliquent ces tractions doit donc eˆtre nulle. En d’autre termes, il faut que la vitesse
de glissement a` travers cette surface soit nulle. Cette dernie`re e´tant de´finie par
V (t, ~x) :=‖ J~vT (t, ~x)K ‖=‖ ~v+T (t, ~x)− ~v−T (t, ~x) ‖ (3.14)
avec
~v±T (t, ~x) = limε→0
~vT (t, ~x± ε ~n (~x)) (3.15)
et
~vT = ~v − (~v · ~n) ~n . (3.16)
Ainsi, dans le cas ou` ‖ ~TT ‖< g sur Σf , l’e´galite´ suivante doit eˆtre ve´rifie´e
J~vT (t, ~x)K = ~0 . (3.17)
Ce cas de figure peut se produire lorsque la rupture dynamique n’a pas encore at-
teint le point conside´re´, ou bien lors de la phase d’arreˆt, lorsque la faille atteint une
longueur maximale au-dela` de laquelle elle ne peut plus progresser (c’est-a`-dire Σf )
6.
3. Dite aussi vitesse de glissement. Une de´finition plus pre´cise de cette dernie`re est donne´e plus bas.
4. Nous rappelons que la faille e´volue au cours du temps
5. Cette limite doit exister puisque, dans la nature, une faille ne peut e´voluer inde´finiment. Ainsi, il
existe un temps tf pour lequel Σ (t) = Σ (tf ) := Σf pour tout t ≥ tf .
6. Les ondes ge´ne´re´es par la progression de la faille peuvent eˆtre responsables de l’augmentation des
tractions au point conside´re´. Ceci a pour conse´quence dans certains cas de fragiliser le mate´riau (c’est-a`-
dire faire basculer la condition aux limites de l’e´tat de l’ine´galite´ stricte au cas de l’e´galite´). Ce cas de figure
peut se produire lorsque la faille s’approche d’une surface libre (a` cause des ondes re´fle´chies), ou dans le
cas supersonique (c’est-a`-dire lorsque la vitesse de rupture de´passe la vitesse des ondes de cisaillement).
55
3.1 Conditions aux limites sur la faille
ii) ‖ ~TT ‖= g sur Σf .
Lorsque les tractions en un point donne´ de la surface de la faille atteignent la
re´sistance maximale du mate´riau, ce dernier ce`de permettant a` la rupture de progres-
ser. La manie`re selon laquelle les tractions e´voluent au point conside´re´ est de´termine´e
par la fonction g. Dans notre cas, nous avons choisi une loi dite “loi d’affaiblissement
par frottement” 7, donne´e par
g(U) = σN max
[





ou` U de´signe la fonction glissement, de´finie par
U (t, ~x) :=
∫ t
0




‖ J~vT (s, ~x)K ‖ ds . (3.19)
Le glissement et la vitesse de glissement dans ce cas sont donc non nuls.
3.1.1 Cas des volumes finis
Afin de de´terminer la fonction ~TT ve´rifiant les crite`res cite´s ci dessus, et pour mieux
comprendre la de´marche que nous allons suivre, nous proposons d’e´tudier dans un premier
temps le cas le plus simple correspendant au sche´ma volumes finis (2.75)-(2.76). Reprenons










































Sik ~Tik . (3.21)
























~T nik , (3.23)
7. En anglais “Slip weakening friction” (SWF).
8. Voir e´quation (1.17) pour plus de de´tails sur les diffe´rents parame`tres.
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avec k ∈ V (i) tel que Ti ∩ Tk ⊂ Γ. Rappelons qu’a` ce stade, il n’est pas certain que la
partie tangentielle de ~Tik ve´rifie l’ine´galite´ (3.13).
Calculons maintenant la discontinuite´ de la composante tangentielle de la vitesse a`
travers Tik ⊂ Γ. Nous avons par (3.23)
J~v n+ 12T K := ~v n+ 12iT − ~v n+ 12kT (3.24)




Notons ~˜T nikT le vecteur de´fini par
~˜T nikT =
(
−J~v n− 12T K − ~RniT + ~RnkT) ρi ρk Vi Vk
∆t Sik (ρi Vi + ρk Vk)
. (3.26)
Ce vecteur correspond en fait a` la traction “fictive” ne´cessaire pour assurer la continuite´
de la vitesse tangentielle sur la faille. Or la condition aux limites (3.13) impose que la norme




~˜T nikT si ‖ ~˜T nikT ‖< g (Un)
~˜T nikT
‖ ~˜T nikT ‖
g (Un) si ‖ ~˜T nikT ‖≥ g (Un) .
(3.27)
Ce choix respecte bien la condition aux limites (3.13) puisque le module des tractions
tangentielles reste toujours infe´rieur ou e´gal a` la valeur g, mais assure aussi la continuite´
des vitesses tangentielles si l’ine´galite´ dans l’expression (3.13) est stricte.




T est connu, et ainsi donc le glissement U
n qui peut eˆtre calcule´ via l’e´quation
(3.19) par
Un = Un−1 + ∆t ‖ J~v n− 12T K ‖ . (3.28)
Finalement, le flux Fik sur la faille est donne´ par
F nik = F nikN + ~T nikT (3.29)
avec
F nikN = ~nik ~ntik Pik





et ~TikT est le vecteur donne´ par (3.27).
9. Nous avons ~Tki = −~Tik car Pki = −Pik (voir remarque 2.4.1).
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3.1.2 Cas ge´ne´ral
Nous allons suivre la de´marche pre´ce´dente afin de l’e´tendre au cas plus ge´ne´ral du
sche´ma GD (2.72)-(2.73).
Conside´rons donc le cas ou` :
• la face sur la faille est situe´e entre deux e´le´ments Ti et Tk.
• nous utilisons des e´le´ments finis de degre´ ki dans la cellule Ti (c’e´st-a`-dire l’espace












• nous cherchons une traction tangentielle sous la forme d’un champ de vecteur tan-







• nous supposons que les familles de fonctions de base sont les meˆmes pour les vitesses
et les contraintes.





















































ou` Π~n = ~n⊗ ~n de´signe la projection orthogonale sur vect < ~n >, et Π~n⊥ = In − ~n⊗ ~n est
la projection orthogonale sur l’espace comple´mentaire a` vect < ~n >.
Par analogie a` l’e´quation (3.12), nous remplac¸ons la partie tangentielle des tractions
donne´e par FikT par un vecteur ~TikT a` de´terminer de fac¸on a` respecter les conditions (3.13).
En regroupant les termes dans l’e´quation (3.31), nous pouvons e´crire cette dernie`re sous

























































































~TikT ∀ 1 ≤ l′ ≤ dk . (3.34)
Nous cherchons e´galement a` ve´rifier de manie`re faible l’e´quation (3.17). Le vecteur des
tractions tangentielles ~TikT e´tant de´fini sur la surface Tik, nous allons re´e´crire l’e´quation
(3.17) de manie`re faible en utilisant comme fonctions-tests les fonctions de Pk∗(Tik), de





































Il s’agit donc de trouver ~TikT ∈ Pk∗(Tik) ve´rifiant (3.33)-(3.34)-(3.36).
Re´e´crivons maintenant les e´quations pre´ce´dentes en notation matricielle. En adoptant
la notation suivante :
A˜ = In ⊗ A (3.37)



















1 ≤ j, s ≤ di (c’est-a`-dire que le terme ge´ne´ral de la matriceKi est (Ki)js =
∫
Ti ϕij ϕis).
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Il faut donc inverser un (en 2D et deux en 3D) syste`me line´aire carre´ de taille d∗ de la








Stk∗K−1k Sk∗ 10 .
Les matrices Q, Qi et Qk sont clairement syme´triques et positives. Il suffit donc de
montrer que Q est de´finie pour s’assurer que le syste`me line´aire admet une solution unique.
Lemme 3.1.1 Le matrice Qi est de´finie positive si k∗ ≤ ki.
Preuve 3.1.1 Nous avons :
Qi ~U = ~0 =⇒ ~U t Sti∗K−1i Si∗ ~U = 0⇐⇒ Si∗~U = ~0 .
10. Les matrices S˜t K˜−1 S˜ sont diagonales par bloc, et chaque bloc vaut StK−1 S.
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Ainsi, pour toute fonction ϕi dans Pki(Ti), nous avons∫
Tik
~uϕi = ~0 .
Maintenant, si k∗ ≤ ki alors le champ ~u qui est dans Pk∗(Tik) est aussi dans Pki(Tik) et
donc nous en de´duisons que ~u est un champ dans Pki(Tij) orthogonal (au sens du produit
scalaire L2 sur la face) a` toutes les traces des fonctions ϕi. Or ces traces parcourent tout
l’ensemble des champs Pki(Tik). Donc ~u est un champ dans Pki(Tik) orthogonal (au sens
du produit scalaire L2 sur la face) a` tous les champs dans Pki(Tik). En particulier, il est
orthogonal a` lui-meˆme. Donc
∫
Tik ~u · ~u = 0 donc ~U = ~0.
Nous avons de meˆme :
Lemme 3.1.2 Le matrice Qk est de´finie positive si k∗ ≤ kk.
Nous en de´duisons le the´ore`me suivant :
The´ore`me 3.1.1 La matrice Q est de´finie positive si k∗ ≤ max(ki,kk).
Ainsi, il suffit de choisir k∗ = max(ki, kk) pour de´duire via l’e´quation (3.43) l’expression
du vecteur des tractions tangentielles qui permet d’annuler la vitesse de glissement sur la
faille. Ce choix est valable tant que la norme de ce dernier reste infe´rieur au seuil impose´
par la loi de frottement (3.13).
Remarque 3.1.3 Le choix k∗ = min(ki, kk) semble plus naturel. En fait, il permet un
calcul plus simple des diffe´rentes matrices mais affaiblit en contrepartie la pre´cision du
vecteur des tractions.
Reste maintenant a` de´terminer le vecteur des tractions dans le cas ou` la norme de celui
donne´ par l’e´quation (3.43) est supe´rieur a` la valeur autorise´e par la loi de frottement. Un
choix simple consiste a` de´finir ce vecteur en proce´dant de manie`re analogue au choix (3.27).
Malheureusement, ce proce´de´ ne permet pas d’assurer, dans un cas ge´ne´ral, que l’ine´galite´
(3.13) soit ve´rifie´e en tout point de la surface Tik. En effet, hormis le cas le plus simple ou` l’on
conside`re des fonctions de base barycentriques P1 11, imposer l’ine´galite´ (3.13) sur les degre´s
de liberte´ ne permet pas de ve´rifier automatiquement que cette dernie`re soit respecte´e en
tout point de la face. Un choix plausible serait donc de construire des fonctions de base qui
assurent une telle proprie´te´ (c’est-a`-dire dont les enveloppes convexes des fonctions de base
restant a` l’inte´rieur de la sphe`re unite´). Cette construction est possible [130], mais pose un
proble`me d’unicite´, puisque chaque fonction de base est de´finie sur un noeud donne´ par
une combinaison (non ne´cessairement line´aire) des polynoˆmes de Lagrange. Le choix d’un
vecteur traction tangentiel ~TT ∈ Pk∗(∂ T ) dans le cas ou` k∗ ≥ 2 reste donc un proble`me
ouvert.
Remarque 3.1.4 Il est inte´ressant de calculer la variation de l’e´nergie totale du syste`me
dans le cas ou` les forces exte´rieures exerce´es sur la faille ne sont pas nulles. Reprenons
11. C’est-a`-dire des polynoˆmes de Lagrange de degre´ infe´rieur ou e´gal a` un, qui valent 1 sur un sommet
du te´trae`dre et 0 sur les autres sommets.
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donc l’expression de la variation d’e´nergie et remplac¸ons Fik par sa nouvelle valeur (3.29).































































J~v n+ 12T K · ~T [n+ 12 ]ikT . (3.44)
L’e´quation (3.44) montre que la variation de l’e´nergie du syste`me est donne´e par le
saut de la composante tangentielle de la vitesse a` travers la surface de la faille multiplie´
par les forces exte´rieures exerce´es sur cette surface. Nous retrouvons ainsi une expression
analogue au travail re´alise´ par les forces de cohe´sion, donne´e en (1.18).
L’e´tude de la variation d’e´nergie a permis, outre la bonne prise en compte des conditions
aux limites sur les contraintes, de prescrire les conditions aux limites sur les vitesses. En
effet, l’e´quation (3.2) et les identite´s (3.11) montre que le flux des vitesses a` travers la
surface de la faille n’est plus une simple moyenne des champs de part et d’autre de la
surface de la faille, mais a subi une modification. Pour voir comment cela se traduit,










I3 − ~nik ~ntik
)








ik (~vi − ~vk)
)
.




ik (~vi − ~vk), nous avons :




~vikT = ~viT . (3.46)
L’e´quation (3.45) montre que la composante normale de la vitesse de´pend des champs
locaux de part et d’autre de l’interface. Elle est donc continue. L’e´quation (3.46) montre
par contre que la composante tangentielle de la vitesse de´pend d’un seul champ local situe´
de part ou d’autre de la surface de la faille. Cette composante est donc discontinue.
62
Conditions aux limites
3.2 Conditions aux limites absorbantes
Dans ce paragraphe, nous nous inte´ressons aux conditions aux limites dites absorbantes,
et qui ont pour but de simuler un domaine infini. Le calcul de´taille´ des flux absorbants
sera donne´ dans l’annexe A. Nous nous limiterons ici a` montrer que, pour le choix de ces
flux absorbants, l’e´nergie du syste`me de´croˆıt au cours du temps.























B~σ ni , (3.48)
ou` A et B sont deux matrices syme´triques positives (voir annexe A).
En reprenant le calcul de la variation d’e´nergie (2.90), et en remplac¸ant les flux Fik et
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t Bt
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Cette quantite´ n’est pas ne´cessairement ne´gative ou nulle. En effet, la de´finition de l’e´nergie
discre`te En propose´e en (2.79) est base´e explicitement sur un de´centrage amont en temps,
et donc de´pend particulie`rement du choix de Fnik. Cela justifie l’introduction de termes
correctifs.
Conside´rons la quantite´ suivante :















i − (~σ ni )t B~σ ni . (3.50)
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i , puisque somme de deux formes
quadratiques 12.
Montrons maintenant que la suite (En)n∈N est de´croissante. La variation de En s’e´crit
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n+1
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)t B (~σ ni + ~σ n+1i ) .




~x tM ~x pour M = A,B .













i ‖2A + ‖ ~σ ni + ~σ n+1i ‖2B≤ 0 , (3.51)
et donc la suite (En)n∈N est de´croissante.
Remarque 3.2.1 Cette e´tude montre que la variation de l’e´nergie (3.50) reste ne´gative
pour tout choix de A et B, pourvu que ces dernie`res soient positives ; ce qui en d’autres
termes nous laisse une infinite´ de choix de flux absorbants. Cependant, ce choix ne peut pas
eˆtre aussi arbitraire afin de pre´server la prise en compte de manie`re faible de la condition
d’onde sortante. De plus, comme nous allons le voir dans le paragraphe qui suit, la stabilite´
du sche´ma de´pend d’un choix de pas de temps qui lui meˆme de´pend, entre autre, du rayon
spectral de A et de B. Ainsi un rayon spectral plus grand de ces matrices acce´le´rerait peut-
eˆtre la de´croissance de En, mais diminuerait aussi le pas de temps maximal assurant la
stabilite´ du sche´ma.
Il reste finalement a` montrer que En est de´finie positive. Pour ce faire, re´e´crivons En en
12. Notons que la modification du flux Fnik sur une interface absorbante ne change pas la de´pendance
line´aire de ce dernier par rapport a` la variable ~v n−
1
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~σ ti B~σi +
∫
Tik
~v ti A~vi − 2
∫
Tik
~v ti Pik ~σi
)
13 .
Il s’agit maintenant de minorerEni , l’e´tude de E
n
ik e´tant de´ja` faite dans le chapitre pre´ce´dent.





ρi ‖ ~vi ‖2Ti + r−(Λ0i) ‖ ~σi ‖2Ti −
pi ai Si∆t
Vi
‖ ~vi ‖Ti ‖ ~σi ‖Ti
)
− ∆t bik Sik
4Vi
(
r+(B) ‖ ~σi ‖2Ti + r+(A) ‖ ~vi ‖2Ti +2 pi ‖ ~vi ‖Ti ‖ ~σi ‖Ti
)
,
13. Nous avons omis ici aussi les exposants temporels pour alle´ger l’e´criture.
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‖ ~σi ‖2Ti .









r+(A) bik + ρi pi (2 ai + bik)
,
r−(Λ0i)
r+(B) bik + r−(Λ0i)pi (2 ai + bik)
)
∀ Ti ∈ ∂ Ω (3.52)
Ainsi, pour un pas de temps ve´rifiant les conditions (2.91) et (3.52), En est une forme
quadratique de´finie positive, de´croissante au cours du temps. Ceci ache`ve la de´monstration.
Conclusion
Dans cette section, nous avons de´fini les flux nume´riques qu’il faut choisir afin de ve´rifier
les conditions aux limites sur la faille pour le mode cisaillant d’une part, et d’assurer la
stabilite´ du sche´ma d’autre part. Ce dernier point de´coule de la de´finition et l’e´tude de
l’e´nergie du syste`me dont nous avons montre´ qu’elle se conserve dans le cas ou` les conditions
aux limites sont homoge`nes. Dans le cas de conditions aux limites non homoge`nes, nous
avons montre´ que cette variation reste borne´e, et de´pend des lois de frottement applique´s
sur la surface de la faille. Nous avons e´galement de´fini des flux absorbants sur le bord
exte´rieur du domaine afin de simuler un domaine infini. Le calcul de´taille´ des expressions
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Introduction
Nous proposons dans cette section de valider la me´thode que nous avons pre´sente´e a`
travers divers cas tests effectue´s durant cette the`se. La premie`re partie est de´die´e au cas
bidimensionnel et la deuxie`me au cas tridimensionnel. Tous les re´sultats qui suivent ont e´te´
obtenus en utilisant le sche´ma pre´sente´ dans la section pre´ce´dente dans sa version volumes
finis.
4.1 Re´sultats 2D
Nous pre´sentons dans ce paragraphe divers cas tests afin de valider notre me´thode.
Nous avons e´tudie´ dans un premier temps le cas d’une faille plane e´voluant a` une vitesse
constante pre´de´finie. Ce cas test acade´mique est le seul pour lequel une solution analytique
existe (pour le mode en cisaillement plan). A` l’instant initial, une faille ponctuelle apparaˆıt
au centre du domaine et e´volue bilate´ralement suivant une direction rectiligne. En raison de
la singularite´ qui accompagne le front de la faille, nous avons introduit un Laplacien diffusif
dans les e´quations de l’e´lastodynamique afin d’atte´nuer les oscillations hautes fre´quences
induites par la discre´tisation spatiale lors de l’avancement de la rupture. Les re´sultats
obtenus sont en parfait accord avec les solutions the´oriques.
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4.1 Re´sultats 2D
Nous nous sommes inte´resse´s dans un second temps au cas de rupture spontane´e pour
lequel la vitesse de la faille n’est pas pre´de´finie. L’initiation de la rupture se fait a` partir
d’une zone de nucle´ation pre´existante. L’e´volution de la faille se fait ensuite suivant une
ge´ome´trie de´finie au pre´alable et en obe´issant a` la loi SWF introduite dans le chapitre 1.
L’absence de solution analytique pour ce type de proble`me nous contraint a` comparer nos
solutions nume´riques avec celles issues d’autres me´thodes nume´riques afin de valider les
re´sultats. Parmi ces me´thodes, nous avons selectionne´ l’approche de´veloppe´e par Victor-
Manuel Cruz Atienza [50] suivant une me´thode de diffe´rences finies. Cette me´thode a e´te´
valide´e par comparaison avec une me´thode inte´grale de frontie`re. Les re´sultats obtenus
sont aussi en accord et montrent que la faille adopte un comportement similaire pour les
diffe´rentes approches.
Ce paragraphe a fait l’objet d’une publication dans le journal Geophysical International
Journal.
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S U M M A R Y
Modelling dynamic rupture for complex geometrical fault structures is performed through a
finite volume method. After transformations for building up the partial differential system
following explicit conservative law, we design an unstructured bi-dimensional time-domain
numerical formulation of the crack problem. As a result, arbitrary non-planar faults can be
explicitly represented without extra computational cost. On these complex surfaces, boundary
conditions are set on stress fluxes and not on stress values. Prescribed rupture velocity gives
accurate solutions with respect to analytical ones depending on the mesh refinement, while
solutions for spontaneous propagation are analysed through numerical means. An example of
non-planar spontaneous fault growth in heterogeneous media demonstrates the good behaviour
of the proposed algorithm as well as specific difficulties of such numerical modelling.
Key words: boundary conditions, dynamic rupture, finite volume approach, friction law,
numerical methods, seismic source.
1 I N T RO D U C T I O N
As the number of unsaturated seismograms recorded nearby the
earthquake rupture zone increases dramatically, understanding the
physics of the rupture process requires more and more sophisti-
cated tools where the geometry of the ruptured surface is taken into
account as well as realistic friction laws on this surface. New for-
mulations have recently been proposed for modelling the dynamic
shear crack rupture when considering the complexity of earthquake
mechanisms embedded in heterogeneous crustal structure (Kame &
Yamashita 1999; Ando et al. 2004; Cruz-Atienza & Virieux 2004;
Huang & Costanzo 2004). Boundary integral equation formulations
(Das & Aki 1977; Tada & Yamashita 1977; Andrews 1985; Be´cache
& Duong 1994; Tada & Madariaga 2001) provide highly accurate
field estimations nearby the crack at the expense of a rather simple
medium description. Finite element formulations (Day 1977; Cohen
& Fauqueux 2001), especially spectral formulations (Komatitsch
& Vilotte 1998; Capdeville et al. 2003; Chaljub et al. 2003), have
proved to be quite accurate for handling spontaneous propaga-
tion while considering complex crack structure (Festa & Vilotte
2005). Finally, finite difference approach (Madariaga 1976; Virieux
& Madariaga 1982; Olsen et al. 1997; Madariaga et al. 1998)
turns out to be quite efficient for 3-D configurations at the ex-
pense of less accurate field estimations nearby the crack (Madariaga
2005). Differences between these methods depend essentially on
how boundary conditions are imposed on the discrete numerical
formulation.
Other numerical methods, as the finite volume (FV) approach
(LeVeque 2002), have been used for wave propagation, applied
to the elastodynamic equations with mitigated results (Dormy &
Tarantola 1995), although new interest has been raised recently by
Ka¨ser & Iske (2005). Zhang (2005) proposed an hybrid scheme by
writing the integral forms of the elastic-momentum equations to-
gether with a triangular finite difference operator with good results
when considering scattering by cracks in both homogeneous and
heterogeneous media. Other approaches using various formulations
as finite element and discontinuous Galerkin methods for dynamic
rupture in elastic media could be found in Moe¨s & Belytschko (2002)
and Huang & Costanzo (2004). They rely essentially on weak for-
mulations of boundary conditions. With that respect, we believe that
our presentation based on a discrete energy conservation is new.
We propose in this paper a complete reanalysis of the FV approach
with a great attention to boundary conditions. We shall apply it to
the dynamic crack rupture problem for an arbitrary geometry of
the crack surface. We first introduce the elastodynamic equations as
well as boundary conditions to be applied on the crack surface. We
build up the FV scheme as a piecewise constant description of both
velocity and stress on triangular mesh in a 2-D geometry which is
equivalent to a P0 discontinuous Galerkin approach (Remaki 2000;
Piperno et al. 2002). Through a careful analysis of total discrete
energy, we specify boundary conditions on the crack in order to
insure the correct discrete energy time variation and, therefore, the
system stability. Accuracy of results will be checked against selected
analytical solutions when a rupture velocity is specified. Finally, we
discuss the spontaneous dynamic crack rupture by considering a
simple slip-weakening law. Influence of meshing structures will be
analysed before we end up by different illustrations of non-planar
rupture evolution in a heterogeneous medium.
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2 DY N A M I C C R A C K P RO B L E M
We consider an isotropic, linearly elastic infinite medium contain-
ing a surface  across which the displacement vector may have
an unknown discontinuity while stress conditions are specified on
this surface. This so-called crack problem is very different from
the kinematic formulation where the displacement discontinuity is
specified as introduced in seismology by Haskell (1964). Although
we shall restrict our problem to 2-D geometry for illustration, the
FV formulation we propose could be straightforwardly extended to
3-D geometry.
Away from the fracture surface , the medium is governed by the




= −−→div σ (1)
σ = λ div u I2 + μ [ ∇ u + t ( ∇ u)], (2)
where the identity matrix is denoted by I 2, the displacement vector
by u, the symmetric stress tensor by σ . The spatially varying density
is denoted by ρ and Lame´ coefficients by λ and μ. The superscript
t denotes the transposition operation. We define the velocity vector
v as the time derivative of the displacement vector u. The following




= −−→div σ (3)
∂ σ
∂ t
= λ div v I2 + μ [ ∇ v + t ( ∇ v)], (4)
describes the propagation of elastic waves in the heterogeneous
medium (Madariaga 1976; Aki & Richards 1980; Virieux 1986). An
initial heterogeneous stress σ (x, 0) = σ 0 could be defined inside
the medium from previous loading histories (Virieux & Madariaga
1982). However, in this paper, we shall only consider uniform pre-
stress conditions which can be set to zero.
The crack surface (x, t) which may have a complex geometry
and which may depend also on time, will be piecewise discretized
and a normal vector n is defined at each segment of the crack sur-
face. We shall consider a frictional resistance on the crack surface.
More specifically, we deal with an in-plane fracture mode, and we
suppose that the contact between the two sides of the fracture is
perfect. This means that no opening mechanism happens during the
process, thanks to the confining pressure in the Earth crust. Inside
the crack surface , the tangential stress, also called the shear stress,
is assumed to drop down to its dynamic frictional level using a spe-
cific constitutive law we shall discuss later. The shear stress verifies
the relationship
tt σ (t, x) n = g(t, ) ∀ x ∈ , (5)
where g is a function depending on time and a local set of a con-
stitutive law parameters . The tangent to the surface is denoted
by t . We assume that this function does not depend on the normal
stress. We shall assume as well that the function g(t) is spatially
invariant on the crack surface, although the numerical method we
develop might handle more complex friction behaviours for other
applications.
Because, we allow a displacement discontinuity across the sur-
face , we define limiting values of both the displacement and the
velocity vector, respectively as :
u ±(x, t) = lim
→0
u[x ±  n(x), t] (6)
v ±(x, t) = lim
→0
v[x ±  n(x), t]. (7)
The slip U and the slip-rate V are, respectively, jumps of the tan-
gential displacement and the tangential velocity vectors across the
surface . These quantities are numerically determined. With pre-
vious notations, we have the following expressions for the slip and
the slip-rate magnitudes,
U = (u + − u −) · t (8)
V = ∂ U
∂ t
= (v + − v −) · t, (9)
where the scalar product is denoted by a dot.
The crack surface(x, t) expands during the rupture process from
its initial configuration 0 = (x, 0) to the final one  f = (x, T f )
at the time T f when the rupture process stops, while waves are
still propagating inside the medium. Whatever the dynamic fracture
mechanism is, it depends critically on the accuracy of the elastic
field estimation nearby the crack surface. It will be our main con-
cern when considering the numerical implementation of boundary
conditions.
3 C O N S E RVAT I V E F L U X
F O R M U L AT I O N
In order to solve the elastodynamic equations by a FV method, we
transform the system (3)–(4) into a conservative formulation on
which we apply FV discretization. We identify the discrete total
energy inside the elastic medium and its time variation related to
the energy release when the crack rupture occurs. The study of
the energy variation allows us to define the appropriate boundary
conditions on the crack surface. This is the new feature we would
like to stress in our work.
3.1 Finite volume equations
Over the elastic domain we consider in this paragraph, the stress
tensor σ can be split into a trace tensor s = 1/2 trσ I2 and a
deviatoric tensor d = σ − s (i.e. tr d = 0). For a 2-D geometry, we
may consider equivalently the two numbers T = (σ xx + σ zz)/2 and
T ′ = (σ xx − σ zz)/2 and the shear-stress σ xz. We write the system














































which can be written into a pseudo-conservative form
	 Wt = div F ( W ), (15)
where the subscript t means the temporal derivative. The vector
W = t (vx , vz, T, T ′, σxz) has to be estimated. The diagonal matrix
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) contains the material description, while
the transformation F is a linear function of W given by
F = (F1,F2)
where
F1( W ) = t (T + T ′, σxz, vx , vx , vz)
and
F2( W ) = t (σxz, T − T ′, vz, −vz, vx ).
This function definition is only for compact notation of the eq. (15).
Let us underline that the right-hand side (RHS) of this equation does
not include medium properties description. In other words, specific
parameters describing heterogeneities are grouped on the left-hand
side (LHS) of the eq. (15) which allows a non-ambiguous use of
centred space scheme as we will see in following paragraphs.
The elastic medium is divided in triangular cells in such a way that
the crack surface coincides with edges of specific cells at any time.
By anticipation, we may consider that the crack ruptures on a pre-
specified surface related to a mechanically weak zone of the Earth
crust. Therefore, the initial meshing of the entire medium could be
such that any evolution of the crack surface will match numerical
edges of cells, an easy problem compared to new fractures on a fresh
material.
The eq. (15) is integrated over each finite control surface (volume
in 3-D geometry) or cell Ti . Assuming both the solution and the






F ( W ) ˜n dS, (16)
where ∂Ti designs the boundary of the cellTi , 	i contains the values
of elastic parameters inside the cell Ti and ˜n is the unitary outwards
normal vector. The eq. (16) is approximated by,
Ai 	i ( Wt )Ti =
∑
T j ∈V (Ti )

i j , (17)
where Ai is the surface of the cell Ti . The expression ( Wt )Ti is an
approximation of Wt inside the cell Ti . For each cell Ti , the set of
neighbouring cells is denoted by V (Ti ). The numerical flux integral
across the interface Ti j = Ti ∩ T j between Ti and T j is denoted by

ij. The scheme is conservative as the following equality

i j + 
 j i = 0 (18)
is verified, thanks to the convention for normal vector orientation
for edges of each cell. For cells having connection with the ex-
ternal edges of the domain, one must consider flux integral which
may require specific attention as Absorbing conditions as studied by
Benjemaa et al. (2006), which will be applied without discussion in
this paper focused on the numerical crack boundary implementation.
We use a centred scheme for a numerical approximation of the
flux integral between contiguous cells for elements without edges
on the crack surface (x, t). We can write the following expression,∫
Ti j
F ( W ) ˜n dS 
 
i j ≡ F
(






F (Wi ) + F (W j )
2
ni j ,
where arithmetic means of fields are used in this flux evaluation





















Figure 1. Two contiguous cells within the mesh. ρ i and 	˜i are the local
elastic properties of the medium in the cell Ti . The unknown W is assumed
constant in each cell, and 
ij design the fluxes between Ti and T j .
is now isolated from field quantities W i and W j which may vary
spatially and in time. The index ij specifies the direction from Ti to
T j when time integration is performed for the Ti cell (Fig. 1). These
centred numerical fluxes fulfil the conservative property we want to
verify when the medium is continuous.
Let us denote γ = t (T, T ′, σxz) the stress part of the vector W .
Using this notation, the previous flux integral is split into

i j = 
(Wi , W j ) = t
[

v(γi , γ j ), 





v = t (
vx , 
vz ) and 
γ = t (
T , 
T ′ , 
σxz )
given by the following expressions,

vxi j =
Ti + Tj + T ′i + T ′ j
2
nxi j +





σxzi + σxz j
2
nxi j +





vxi + vx j
2
nxi j +




T ′ i j =
vxi + vx j
2
nxi j −





vzi + vz j
2
nxi j +
vxi + vx j
2
nzi j . (24)
For temporal integration, we use a leap-frog scheme where velocity
is discretized at half-integer time steps and stress at integer time
steps, which gives us the following discrete scheme
ρi v
n+ 12
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fluxes by their respective expressions, we obtain the following 2-D
discrete system of five equations,
ρi v
n+ 12


























with the following discrete geometric matrix Ni j =
(
nxi j nxi j nzi j
nzi j −nzi j nxi j
) depending on cell edges. This discrete time-
evolution system has a rather low number of arithmetic operations.
A CFL criterion, for which the stability of this explicit time
scheme can be proved in the general case of an unstructured mesh,
will depend on the smallest triangle of the mesh. In other words, the
discrete time increment t must be bounded by a value depending
on the highest wave velocity and the smallest space path, which
is taken for our unstructured mesh as the shortest height among all
heights of triangles inside the mesh. A quite attractive feature would
be a local time step. For more details on how to estimate this CFL
value, we refer to the work of Benjemaa et al. (2006) as notations
are quite tedious when considering unstructured meshes.
3.2 Energy consideration













t σ · ε︸ ︷︷ ︸
Em
, (29)
where Ec is the kinetic energy of the system and Em its mechanical
energy (see Appendix A for more details). By considering Hooke’s
law, we may express the mechanical energy with respect to stresses
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, (32)
expressed at integer time steps n where the stress is estimated. Once
the rupture process has stopped, we have verified that this discrete
total energy inside the medium is kept constant, which is a conse-
quence of the joint use of the leap-frog time-scheme and centred
numerical fluxes (Fezoui et al. 2005), for the time and space dis-
cretizations of the conservative flux formulation (15). How numer-
ically the total energy varies in time during the rupture process is
described now.
4 N U M E R I C A L B O U N DA RY
C O N D I T I O N S
Let us now consider the crack surface  which coincides with edges
of specific cells at any time. Let us remind that solutions could be
discontinuous through these edges. Therefore, for these cells, a spe-
cific flux estimation should be performed on those edges belonging
to the crack surface, called from now on crack edges. Using the





∂Ti ∩ ∂T j ⊂
t
2
( F n+ 12i j + F n+ 12j i ) · ni j︸ ︷︷ ︸
Eni j
, (33)
where the summation is over the crack edges (see Appendix B).
Each energy variation Eni j is related to the cell Ti towards the cell
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while the normal vector ni j = ( nxi jnzi j ) is oriented as usual from the
cell Ti towards the cell T j . The stress estimation at half-integer time




γ ni + γ n+1i
2
.
If we assume continuity of velocity and stress fields through these
crack edges, the discrete total energy time variation will be zero.
4.1 Local horizontal crack
Without loss of generality, we may consider a horizontal segment of
the crack surface with respect to the Cartesian coordinate system.
Any other segment orientation could be considered by performing
a local coordinate rotation as we shall see. Therefore, the normal
vector of this horizontal segment is ni j = ( 0nzi j ), with nzi j = ±1 de-
pending on which side of the crack line we are. The energy variation
is then reduced to the following expression,





































nzi j . (34)
Without any stress boundary condition, this discrete energy should
be kept constant. The variation En must vanish for every time step
n. For the sake of simplicity, we omit the temporal superscript and
write down the energy conservation as∑
i, j ⊂
[
σxzi vx j + (Ti − Ti ′) vz j +
σxz j vxi + (Tj − Tj ′) vzi
]
nzi j = 0 (35)
for every couple (i,j) such that ∂Ti ∩ ∂T j ⊂ .
Consider now two adjacent cells Ti and T j sharing a common
crack edge. Since, we allow discontinuities because of the local
rupture, the fluxes integral 
ij and 
ji through the segment Ti j =
∂Ti ∩ ∂T j ⊂  could not be estimated through relations (17)–(21).
The centred space scheme has to be modified for handling such field
discontinuities and we must check that the eq. (35) will be verified
when specific homogeneous boundary conditions are applied. For
these reasons, we consider new flux integrals, say 
i j∗ instead of

ij for the cell Ti and 
 j i∗ instead of 
ji for the cell T j . We should
define rules how to estimate these new flux integrals 
i j∗ and 
 j i∗
from local variables from cells Ti and T j .
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Figure 2. Two contiguous cells above and below the fault . [AB] design
the same local horizontal crack edge between cells Ti and T j . Dashed lines
specifies fictitious cells.
Due to the discontinuities we will introduce, the flux integrals

i j∗ and 
 j i∗ across the crack does not verify 
i j∗ + 
 j i∗ = 0 as
for a continuous medium. Nevertheless, the total energy variation
must remain equal to zero when specific homogeneous boundary
conditions are applied. A simple way consists in verifying the local
condition
Enji∗ + Eni j∗ = 0. (36)
In other words, the following equality
σxzi∗ vx j + (Ti∗ − T ′i∗ ) vz j + σxz j vxi∗ + (Tj − T ′j ) vzi∗ −[
σxzi vx j∗ + (Ti − T ′i ) vz j∗ + σxz j∗ vxi + (Tj∗ − T ′j∗ ) vzi
] = 0
(37)
must be verified at each time t and for all i and j such that ∂Ti ∩ ∂T j ⊂
 considering fictitious cells T j∗ and Ti∗ (see Fig. 2). The minus sign
comes from the orientation of the normal crack vector.
Since we are interested in the in-plane fracture mode with no
opening mechanism, the normal velocity component must be con-
tinuous, while the tangential velocity component is discontinuous.
This leads us to the definition of local variables of the fictitious T j∗
cell by assigning specific values of both Ti and T j cells through
vx j∗ = vxi (38)
vz j∗ = vz j (39)
Tj∗ = Tj (40)
T ′j∗ = T ′j (41)
σxz j∗ = −σxzi . (42)
Similar equalities must be verified for the fictitious cell i∗ by
replacing indexes j∗ by i∗ and i by j. Let us also remark that the
eqs (40)–(42) are nothing but the continuity of the traction vector
through the crack.
This definition enables us to conserve the discrete total energy as
we sum up over the crack surface when no boundary conditions are
specified through a local conservation over each segment. In order
to satisfy the boundary condition (5), we modify the last eq. (42) as,
σxz j∗ = −σxzi + 2 g (43)
prescribing the shear stress average value across the crack to g. The
factor 2 comes from the centred scheme. The same equality must
be taken for the cell i∗. Following standard centred scheme, we are
now able to estimate the flux 
i j∗ across Ti j by,

vxi j∗ =
Ti + Tj + T ′i + T ′ j
2
nxi j + g nzi j (44)

vzi j∗ = g nxi j +




Ti j∗ = vxi nxi j +




T ′ i j∗ = vxi nxi j −





vzi + vz j
2
nxi j + vxi nzi j . (48)
We may proceed similarly for the other flux integral 
 j i∗ by in-
verting indexes i and j. Let us remark that fictitious cells are not
specified in the computer code keeping memory management sim-
ple. Only related rules are applied for deducing the appropriate vari-
able values when defining the split fluxes 
i j∗ and 
 j i∗ , as shown
above. Unambiguous rules have been elaborated for boundary con-
ditions across an horizontal crack segment.
4.2 Local arbitrary oriented crack edge
Let us consider a local crack edge making an angle θ with respect
to the Cartesian coordinate system (x, z). We may define a local
Cartesian coordinate system (x′, z′) with the axis x′ along the crack
direction and express both the stress tensor and the velocity vector
in the local Cartesian system, respectively, denoted as σ and v,
using the transformation matrix Pθ between coordinate systems.
The following standard relationships could be deduced:
σ = P−1θ σ Pθ and v = P−1θ v.
We may apply the boundary condition (37) on this local crack edge
which is now horizontal in this new Cartesian coordinate system.
On this crack edge, the tangential shear stress σxz is assumed to
drop down to its dynamic friction level. More precisely, its flux
integral through the local crack edge drops down to the dynamic
level, while the cell value is already representative of the elastic
medium response. We shall note this crack edge shear stress τ for
clear distinction with the shear stress value itself inside the cell.
Therefore, any crack shape could be considered as well by per-
forming this local transformation for each individual edge of the
complex crack surface: the crack surface is discretized as a subse-
quent edges at any time, making necessary the knowledge of the
crack geometry before rupture initiation. More sophisticated strate-
gies could be developed with adaptative remeshing as the crack
surface expands. This important numerical investigation is left to
further works.
5 S E L F - S I M I L A R C R A C K W I T H
C O N S TA N T RU P T U R E V E L O C I T Y
For a self-similar planar crack with a bilateral propagation at a con-
stant velocity, Kostrov (1964) has obtained an analytical solution
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Table 1. Constitutive parameters of different media. Quan-
tities V p et V s are, respectively, the P and S waves and the
density is denoted by ρ. The LVZ values are used only for
the last example.
V p(m s−1) V s(m s−1) ρ(kg m−3)
Medium 4000 2300 2500
LVZ 2200 1300 1400
for a sub-Rayleigh rupture velocity. In the 2-D geometry, the slip
velocity follows the analytical expression,






where the factor C, called Kostrov constant, depends on the rupture
velocity v r. This analytical solution may be used for the validation
of the numerical solutions. We have selected a rupture velocity of
0.5 α and we consider a Poissonian medium where the ratio between
P and S velocities is
√
3. Medium properties are taken from the first
line of Table 1. At a given point of the crack plane, the flux integral
value of the shear stress drops abruptly from the pre-stress level to
the dynamic frictional stress value, say τ f , when the point ruptures
with the prescribed rupture velocity. Stresses are normalized by the
stress drop τ 0 − τ f , where τ 0 is the initial state of stress which gives
a dimensionless stress drop equal to the unity.
Figs 3(a) and (b) show, respectively, the comparison between nu-
merical and analytical solutions of the slip and the shear stress eval-
uation in four equidistant points placed along the crack plane for
six different inclination angles with respect to the horizontal Carte-
sian axis. The numerical solution for the slip follows the analytic
solution very closely whatever is the fault inclination. The slip is
exactly equal to zero before the arrival of the rupture front and then
increases hyperbolically as predicted by the theoretical study. The
shear stress is also well modelled, especially the relaxation induced
after the S wave arrives at the recorded point. For these simulations,
we have selected numerical parameters of Table 2 using the dis-
cretization M4, where h denotes, hereafter, the mesh size along the
crack.
Short period oscillations in the shear stress are observed due to the
discrete stepwise progress of the fracture front. Dissipation terms
can be introduced to control these spurious numerical oscillations
(Virieux & Madariaga 1982; Knopoff & Ni 2001). We rewrite the




= −−→div σ (49)
∂ σ
∂ t
= λ div v I2 + μ
[ ∇ v + t ( ∇ v)]
+η {λ div ˙v I2 + μ [ ∇ ˙v + t ( ∇ ˙v)]}, (50)
where ˙v is the time derivative of the velocity vector and η is a damp-
ing coefficient to be determined. Due to our method which assumes
that unknowns are piecewise-constant in each cell, we cannot add
in a simple way a spatial second order derivative to the eq. (49) as
usually used. We propose to add another term in the RHS of the
eq. (50) which is exactly equivalent to the addition of a Laplacian
term, but have the advantage to avoid spatial derivative computa-
tions. Fig. 4 shows the comparison between analytical and numerical
solutions of the shear stress for the self-similar constant velocity rup-
ture obtained without and with the damping term. The coefficient
η is determined numerically and turns out to be 0.5 t for the M4
discretization of Table 2. Applying this artificial damping will be
case-dependent because we have to avoid distortions in the build-up
of the physical singularity of the shear-stress.
5.1 Mesh influence
One very interesting feature of the FV formulation is the capability
of using simple unstructured triangular meshes. This allows us to
describe quite accurately the geometry of the fault surface, espe-
cially when the geometry is non-planar. Realistic source geometries
will modify quite significantly rupture behaviour as well as slip his-
tory over the fault surface (Aochi & Fukuyama 2002; Ando et al.
2004). Another advantage of considering unstructured meshes lies
in the fact that one can refine the mesh nearby the fault zone in
order to increase accuracy in field estimations at the expense of a
fine time step which is until now selected globally for the entire
medium. The mesh size along the crack h must be small enough to
evaluate both shear stress concentration before the rupture as well
as the finite peak associated with the S-wave motion. Fig. 5 shows
the comparison between analytical and numerical solutions com-
puted for different meshes, using medium parameters of Table 1.
The different meshes were generated automatically by setting the
segment length at external boundaries of the grid as well as on the
fault surface. These meshes have the same mesh size at external
boundaries and only the mesh size along the crack h varies, our ob-
jective being to find out the dependence of the numerical solutions
on the mesh refinement around the rupture surface when neglecting
the damping term. Various informations about the different meshes
are given in Table 2. One can easily notice that the peak due to the
S-wave travelling ahead the singularity may disappear if the mesh
size along the fault is not enough refined. Moreover, one may notice
that singular values depend critically on the mesh definition. We
may see that it will not affect spontaneous rupture solutions which
are now investigated.
6 DY N A M I C RU P T U R E U S I N G S T R E S S
T H R E S H O L D C R I T E R I O N
An important issue in seismology is the study of the stress con-
ditions on faults before and during earthquakes, and the inference
of a constitutive law that characterizes the material response to the
applied stress. The friction constitutive relationship represents the
governing equation of the failure process, and relates the stress field
with fault slip and slip-rate among other physical parameters.
The constitutive relationship is a key element of the dynamic de-
scriptions of the seismic source which is based on models that satisfy
the elastodynamic equations (Andrews 1976a,b, 1985; Mikumo &
Miyatake 1978; Day 1982; Das & Kostrov 1987; Harris et al. 1991).
In the framework of fracture mechanics, an earthquake may be con-
sidered as a dynamically propagating shear crack that radiates seis-
mic waves. The resulting motion on the fault is strongly related to the
shear stress drop. Hence, the slip evolution depends on the failure
criterion, the constitutive properties and the initial stress conditions
on the fault surface, apart from fault geometry and medium prop-
erties. In contrast with the physically consistent dynamic models,
kinematic models are widely accepted as a good description of the
seismic source (Haskell 1964) prescribing the displacement history
of motion a priori, without an explicit attempt to investigate the
physical causes of the rupture process.
In our model, the constitutive relationship on the fault surface
is assumed to be a slip-weakening (SW) friction law (Ida 1972;
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Figure 3. Comparison of the numerical (circles) and analytical (solid lines) solutions for the self-similar dynamic crack growth problem for (a) fault slip and
(b) shear stress flux integral. Each panel correspond to a given crack inclination θ with respect the horizontal axis.
Palmer & Rice 1973), which is completely characterized by the yield
stress τ u, the dynamic frictional stress τ f and the slip-weakening
distance δ0 (Fig. 6). Thus the frictional strength τ c is given by such
a constitutive law, which may be written as follows:
τc =
{
τu − (τu − τ f )Uδ0 0 ≤ U ≤ δ0
τ f U ≥ δ0 .
(51)
The shear traction fluxes on the fault are bounded above by τ c. We
then verify the following jump conditions on the rupture surface
τ ≤ τc (52)
(τ − τc)V = 0, (53)
which also prevent retrograde fault motion and allow rupture healing
(see Day et al. 2005, for details about these jump conditions). As a
result, a positive fault dislocation always takes place whenever the
shear traction τ exceeds the fault strength τ c. Otherwise, the fault
remains locked. Following eq. (51), rupture begins in a given point
if τ exceeds the yield stress τ u. The fault strength then drops down
to the dynamic level τ f as the slip grows over the critical distance
δ0.
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Table 2. Different meshes and associated numerical quantities.
Mesh h (m)  t(10−3 s) Vertex number Triangles number
M1 100 7 4347 8452
M2 50 3 6037 11820
M3 25 1.5 14425 28536
M4 20 1.2 24681 49012
M5 10 0.6 54309 108180
M6 5 0.4 96573 192692
Fig. 7 displays several phase diagrams for one point located at
6 km from the end of the nucleation zone. For this simulation, we
have used the following parameters: τ u = 1.3 MPa; τ f = −3.3 MPa
and δ0 = 0.4 m with an initial shear stress τ 0 = 0 MPa. For
the initiation of the unilateral rupture, we impose the rupture in a
2 km long nucleation zone at one extremity of a 12 km fault. In this
nucleation zone, the shear stress drops abruptly to the final level τ f .
Again, the medium properties are given by the first line of Table 1.
After initiation, the rupture front propagates at subshear veloc-
ity. As its length increases, it becomes supershear and finally ap-
proaches the P-wave velocity. Due to the choice of the constitutive
friction parameters, the rupture front exhibits the so-called bifurca-
tion (Andrews 1976b): the rupture front jumps from a subshear to
a supershear regime. Fig. 7(d) shows clearly that the observational
point lies in a region where the rupture front has reached the su-
pershear regime. One can see that the slip-rate peak (around 3 s)
arrives before the slip-rate perturbation due to the S wave (around
3.5 s) travelling behind the rupture front. Figs 7(a) and (b) show the
evolution of the shear stress as a function of the slip and slip-rate, re-
spectively. One can note that the linear constitutive law is respected.
Finally, Fig. 7(c) shows the slip history according to time. We note
that there is no slip before the arrival of rupture front. Slope vari-
ations in the slip function around 3.5, 5s and 5.8 s correspond to
the direct S wave and two back propagating P- and S-waves arrest
pulses.
In order to check that our method does not depend on the fault
orientation with respect to the Cartesian reference axis when rup-
ture propagates spontaneously, we compare seismograms computed
around the same spontaneous rupture case with different source
orientations. Fig. 8 shows the superposition of the velocity com-
ponents in seven points located around the fault, for six different
fault orientations. We see a good agreement between all signals. For
comparison, velocity components are expressed in the local refer-
ence frame (x′, z′). The constitutive values used for this test case are
: τ u = 1.7 MPa; τ f = −2 MPa and δ0 = 0.2 m with an initial shear
stress τ 0 = 0 MPa. The nucleation zone is 1.5 km long and lies on
the left extremity of a 6 km fault. It is governed by the following
parameters : τ u = τ 0 = 0 MPa; τ f = −10 MPa and δ0 = 0.02 m.
Fig. 9 shows the superposition of the slip and the slip-rate in the
middle point of the spontaneous rupture region, for various fault
orientations. Good estimates of the latter are also seen indepen-
dently of the orientation of the fault. Furthermore we clearly see
the P-stopping phase that abruptly changes the slip around 2 s after
initiation (Fig. 9).
Fig. 9(b) shows that the rupture front travels at a supershear
regime. This is due to the choice of the constitutive friction pa-
rameters (Das & Aki 1977). Only small numerical oscillations are
found, suggesting that quite stable solutions have been constructed.
6.1 Convergence of the spontaneous crack solution
We study again the influence of the mesh on numerical solutions.

































































































































































Figure 4. Comparison between analytical (solid line) and numerical (circle)
solution for the self-similar constant velocity rupture of (a) the shear stress
and (b) the slip rate, at four points located on the crack. Left-hand panels are
for η = 0 (i.e. without damping coefficient), while right-hand panels are for
η = 0.5 t . Time Envelope Misfit (TEM) and Frequency Envelope Misfit
(FEM) are two misfit criteria for quantitative comparison of seismograms
(see Kristekova et al. 2006, for details).
numerical method is that numerical solutions become independent
of grid size. Since no theoretical solution is available for the spon-
taneous crack problem, we look for mesh refinements that yield
rupture history independent of numerical discretization. During the
steady crack propagation, the only physical length in our problem
is the size of the fault region lying just behind the rupture front
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Figure 6. Slip-weakening friction law. The curve represents the total shear
stress as a function of cumulative slip.
where the shear stress has not reached the dynamic friction level.
This zone, known as the cohesive zone, is the place in which the
breakdown process happens. For this reason, its correct sampling is
a fundamental requirement for accurate rupture estimates. In order
to yield numerical solutions independent of grid discretization, the
number of mesh segments inside the cohesive zone, N c, must be
kept large enough. This quantity N c represents the main numerical
parameter controlling the convergence of crack solutions. Of course,
the smaller the grid size along the fault h is, the bigger N c is. So
we expect to find some minimal value for N c that assures numerical
convergence.
For the spontaneous crack propagation with a slip weakening fric-
tion law, the cohesive zone is variable during the rupture and there
is no a priori estimation of the numerical mesh density for adequate
description of this weakening law. Hence, the quantity N c we con-
sider in the following represents the average of all quantities N c
along the spontaneous fault before the crack stops. The constitutive
parameters for this simulation are τ u = 1.4 MPa; τ f = −2 MPa and
δ0 = 0.25 m with an initial shear stress τ 0 = 0 MPa. For the initia-
tion of the unilateral rupture, we impose the rupture in a 2 km long
nucleation zone at one extremity of a 6 km fault. In this nucleation






















































Figure 7. Numerical solutions at a fault point located at at 6 km from the
end of the nucleation zone.
this choice of the constitutive parameters, the fault propagates at a
subshear regime. This case is more suitable for the determination of
the cohesive zone than the supershear regime for which this process
zone is extremely variable.
Fig. 10 shows the superposition of the slip rate on a point located
at the middle of the spontaneous fault (left-hand panel) and the fault
length (right-hand panel) as function of the time for five different
meshes. The solutions are clearly dependent on mesh refinement.
One can see that the mesh refinement induces the convergence of
the different computed solutions to the finest one. The rupture times
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Figure 9. Superposition of the slip (a) and the slip rate (b) computed in the
middle point of the spontaneous rupture for six different fault inclination
angles (θ = 0◦, 9◦, 18◦, 27◦, 36◦ and 45◦).
converge toward the same value when the mesh size become smaller
or equal than 50 m.
Fig. 11 shows the root mean square (rms) of the rupture time
difference (in percentage) as a function of the mesh size along the
crack h for the left-hand panel, and as a function of the number
of mesh segments inside the cohesive zone N c for the right-hand
panel. The plotted circles represent the rms difference of rupture
times relative to a finest mesh. The rupture time of a point on the
fault plane is defined as the time at which the shear stress exceeds the
yield stress τ u. We used a numerical solution computed with mesh
size h = 10 m as reference solution. The rms differences follow
a power law with estimated exponent between 1.8 and 2.1. These
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Figure 10. Superposition of the slip rate computed in the middle point of the
spontaneous rupture (right-hand side) and the fault length (left-hand side)
for five different meshes.
Although this study is not yet quantitative since no independent
reference solution was considered, these numerical comparisons al-
low us to estimate the minimal number of mesh segments inside the
cohesive zone, N c, which should be greater than eight for making
the solution rather independent of the mesh definition.
6.2 Comparison with a finite difference method
As we pointed out in the previous section, the convergence of so-
lutions when the mesh is refined is not sufficient to guarantee the
accuracy of the numerical result when no theoretical solution exists
(Day & Ely 2002). The comparison of different numerical meth-
ods can be helpful for this kind of problems. In what follows, we
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Figure 11. Difference in time of rupture as a function of the mesh size
(left-hand side) and the number of mesh segments inside the cohesive zone
(right-hand side), relative to a reference solution.
proceed to a comparison of the FV method we propose with a finite
difference method introduced and validated by Cruz-Atienza (2006)
and Cruz-Atienza et al. (2006) using a complete different numerical
implementation of boundary conditions based on a strong treatment
inside elements neighbouring the crack surface. This comparison
validates the boundary conditions of our FV approach since both
methods give quite similar solutions.
Let us consider a dynamic crack problem with the slip weakening
law (51). We select again medium properties using the first line of
Table 1 and numerical parameters using the line M5 of Table 2. Since
the crack propagation velocity depends on the material strength τ u,
we tested two cases for which only τ u is changed. For the first case,
we choose τ u = 1.4 MPa: the rupture propagates in a subshear
regime. For the second case τ u = 0.5 MPa: the rupture propagates
in a supershear regime. The other constitutive parameters are the
same for both cases and are the following : τ f = −2 MPa and δ0 =
0.25 m. For rupture initiation, we impose a 2 km nucleation zone in
which the shear stress drops abruptly to a final level τ f .
Figs 12(a) and (b) show, respectively, a comparison between the
numerical solutions of the shear stress and the slip rate for the two
test cases. The three observation points are located at L/2, 2L/3 and
3L/4, where L = 4000 m is the final spontaneous fault length (out
of the nucleation zone). Results were obtained with h = 10 m for
the two methods. Solutions are fairly similar for both rupture cases.
Only small differences on the peak of the slip rate can be noted
mainly in the subshear case. In the supershear case, both the time
history and the amplitude of the seismograms are almost identical.
The rupture velocity is a critical parameter that strongly depends
on the local properties of the solution. The crack tip evolves simi-
larly for both numerical methods. Fig. 13 provides a quite impressive
agreement between the FV method and the FD method for the dy-
namic crack tip position as a function of the time. We are confident
not only in the convergence of our numerical scheme but also in the
precision of the numerical solution we have obtained.
7 N O N - P L A N A R FAU LT G E O M E T RY
Triangular unstructured meshes used along this study allow us to
consider both planar and non-planar fault geometries. Moreover, all
variables of the system are computed in the same control volume
while the rupture geometry is defined by pre-selected edges which
may break or not. Let us underline that this discretization of the fault
will depend on the mesh we use but the fault line will be sampled by
edges and not by staircases which allows far more flexibility than
the one proposed by FD methods. The FV scheme is quite adapted
for both heterogeneous media and complex structures of faulting.
As an illustration of this flexibility, a complex test case dealing with
a spontaneous rupture crossing a heterogeneity is now presented.
7.1 Complex fault geometry in heterogeneous media
Let us consider a non-planar fault propagating in a heterogeneous
medium. The rupture crosses a low velocity zone LVZ during its
evolution. Table 1 shows the different elastic properties of both
media. The fault is governed by the SW friction law (51).
Fig. 14 shows a snapshot of the horizontal velocity vx at 4 s after
initiation. The rupture is 14.3 km long with a 1 km long nucleation
zone located at the left edge of the fault, while the LVZ (circular
dashed line) has a diameter of 4 km. The various constitutive param-
eters used for this simulation are : τ u = 1.5 MPa; τ f = −3.3 MPa
and δ0 = 0.05 m with an initial shear stress τ 0 = 0 MPa. The nu-
cleation zone is governed by the following parameters : τ u = τ 0 =
0 MPa; τ f = −10 MPa and δ0 = 0.02 m.
The unilateral rupture propagates rightwards at supershear ve-
locity. The crack tip velocity reaches the S-wave velocity and ap-
proaches the P wave one. Results are similar to those presented by
Cruz-Atienza & Virieux (2004), showing that the LVZ has important
consequences. We have found that the crack tip velocity abruptly de-
creases inside such a zone, due to the direct relationship between the
SW friction law and the elastic properties of the medium. We have
also found an important increase of the slip and slip rate functions
inside this zone. Furthermore, we can clearly identify in Fig. 14 the
reflected P and S waves on the interface between the two media,
especially inside the LVZ where back-propagating trapped waves
are generated.
8 C O N C L U S I O N
A new flexible FV method to simulate the spontaneous growth of
an in-plane shear crack has been presented. Thanks to an appropri-
ate change of variables, all parameters of the medium are grouped
on the left hand side of the elastodynamic equations and integra-
tion can be made even if the medium contains heterogeneities. The
study of a suitable discrete expression of energy allows us to de-
fine the appropriate fracture boundary conditions to be imposed on
the crack surface. The shear stress flux integral is set instead of the
shear stress itself when applying boundary conditions. This makes
the fracture to have no thickness, so both crack blocs only interact
through the fracture traction vector. Consequently, different elastic
properties at both sides of the fracture can be properly considered
(e.g. bi-materials cracks). Numerically, this corresponds to the weak
treatment of boundary conditions (set on fluxes), instead of a strong
treatment of boundary conditions (set on elastic fields values). Spu-
rious high frequency content in elastic fields at the vicinity of the
crack tip is reduced as we reduce the mesh size near the fault surface,
and the solution has a smoother behaviour as appropriate dissipa-
tion terms are added. Unstructured triangular meshes allow us to do
this without important supplementary memory requirement. The
comparison between numerical and analytical solutions for the self-
similar constant velocity case, as well as comparisons made with
an independent finite difference method (Cruz-Atienza & Virieux
2004) for different spontaneous rupture cases, revealed a very good
agreement between the solutions, validating thus our approach for
any kind of rupture geometry. The study of the influence of the mesh
refinement on the numerical solutions shows that solutions are accu-
rate enough if at least eight fault segments are found to be inside the
cohesive zone. Finally, we illustrate the robustness of our method
C© 2007 The Authors, GJI, 171, 271–285
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Figure 12. Comparison of the shear stress and the slip rate solutions obtained by our finite volume scheme and the finite difference method (Cruz-Atienza &
Virieux 2004), in three points located on the crack surface. The rupture propagates at (a) subshear regime and (b) supershear regime.
by performing a simulation for a non-planar fault geometry embed-
ded in a heterogeneous medium. Results are in agreement with our
expectations about the presence of low velocity zones during the
dynamic rupture propagation.
The FV method we propose seems to be a good alternative to
the widely used finite difference and finite element methods, due to
its geometrical flexibility and low computational cost. It is proved
that this method is a second order space accuracy over a structured
mesh (see Remaki 2000, for instance). The use of discontinuous
Galerkin methods (DG), which can be thought as a FV methods
of higher order, will improve the solution accuracy and should be
investigated in future works.
Our study has been restricted to 2-D space domain, although
the extension to 3-D space domain of the numerical rupture model
does not require supplementary theoretical considerations. Only the
computer task is more intensive.
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Figure 13. Rupture length function of the time for two cases. The left-hand
panel shows that the crack propagates at a subshear regime, while the right-
hand panel shows that the crack propagates at a supershear regime.
Figure 14. Snapshot of the horizontal particle velocity vx four second after
rupture initiation. The non-planar fault grows through a circular low velocity
zone (LVZ). Spontaneous rupture propagating rightwards is governed by the
slip weakening friction law (eq. 51).
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A P P E N D I X A :
We shall express the mechanical energy with respect to the stress
components γ . Because the stress tensor is symmetric, it is somehow







and it is straightforward to check the following equality
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For an elastic medium, the generalized Hooke’s law links deforma-
tion and stress through the linear relationship
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t σ ·ε should
be expressed with deformation or stress only. Because we consider
a crack problem, we express the mechanical energy with stress com-
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where the matrix 	˜ stands for M C M (as M is symmetric).
A P P E N D I X B :
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could vary in time when we apply boundary conditions. The varia-
tion of this total energy between times n and n + 1 is
2 Eni = 2
(En+1i − Eni )
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Normal vectors inside a cell should verify the following consistent
relationship,∫
∂Ti
1.N d S =
∫
Ti
∇1 dxdz = 0 =⇒
∑
j∈V (i)
Ni j = 0. (B3)
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and allows us to estimate the total discrete energy variation over
cells by the following expression,




















































































Since, we have this conventional identity N j i = − N i j and since
the velocity vector is discontinuous across crack surface , we may
deduce the time variation of the total discrete energy as
En+1 = En + t
2
∑





















relating to the elastic energy release into the medium along the crack
edge.
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Dans cette section, nous examinons le cas d’une rupture spontane´e e´voluant suivant
la loi SWF de´crite pre´ce´demment. Nous avons choisi deux cas tests afin de valider notre
approche. Le premier est issu du benchmark SCEC (Southern California Earthquake Cen-
ter) dans sa troisie`me version en 2004 [80]. Dans ce cas test, la faille e´volue dans un plan
horizontal. Une pre´-contrainte est impose´e dans une zone de nucle´ation afin de de´marrer
le processus de rupture. Nous comparons nos re´sultats nume´riques avec ceux obtenus par
une me´thode diffe´rences finies de´veloppe´e par S. Day [56]. Cette dernie`re a e´te´ a` son
tour valide´e par comparaison avec une formulation spectrale d’une me´thode inte´grale de
frontie`re introduite par G. Perrin [126] pour le proble`me antiplan en 2D, et e´tendue au cas
tridimensionnel par P. Geubelle [77].
Le deuxie`me cas test correspond a` une faille non plane (c’est-a`-dire e´voluant suivant
une ge´ome´trie non plane). Une zone de nucle´ation est impose´e au centre de la faille afin
d’initier la rupture. Ce proble`me a e´te´ pose´ et re´solu nume´riquement par Victor-Manuel
Cruz-Atienza afin de valider son sche´ma DF pour une ge´ome´trie non plane de la faille [51].
Nous validons nos re´sultats en les comparant avec des re´sultats obtenus par une me´thode
inte´grale de frontie`re de´veloppe´e par H. Aochi [13].
Les pages qui suivent constituent un article en cours de pre´paration en vue d’eˆtre soumis
a` “Journal of Geophysical Reaserch”. Les premie`res pages reprennent l’e´tude faite dans le





3D Dynamic rupture simulations by a finite volume
method
Abstract
Dynamic rupture of a 3D spontaneous crack of arbitrary shape is investigated using
a nite volume (FV) approach. The full domain is decomposed in tetrahedra while
the surface on which the rupture is supposed to take place is discretized with triangles
which are faces of tetrahedra. Because of this meshing strategy, any shape of the rup-
ture surface could be designed and is performed once before simulations start. First
of all, the elastodynamic equations are described into a pseudo-conservative form for
easy application of the FV discretisation. Explicit boundary conditions are given using
criteria based on the conservation of discrete energy through the crack surface. Using a
stress-threshold criterion, these conditions specify uxes through those triangles which
have suffered rupture. On these broken surfaces, stress follows a linear slip-weakening
law although other friction laws can be implemented. Numerical solutions on a pla-
nar fault are achieved for the problem 3 of the SCEC community dynamic-rupture
benchmark exercise (Harris et al., 2004) and compared with those provided by a nite
difference (FD) technique (Day et al., 2005). Another benchmark problem is also tack-
led involving a nonplanar curved fault (Cruz-Atienza et al., 2007). Solutions for this
difcult exercise are compared with those computed with a boundary integral equation
(BIE) method (Aochi et al., 2000). In both benchmarks, comparisons show that rupture
fronts are well modelled with a slight delay in time especially along the antiplane di-
rection related to the low-order interpolation of the FV approach which require further
mesh renement or a higher-order interpolation strategy as for discontinuous Galerkin
(DG) approach. Slip velocity and shear stress amplitudes are well modeled as well as
stopping phases and stress overshoots. We expect this method, which is well adapted
for multi-processor parallel computing, to be competitive with others for solving large
scale dynamic ruptures scenarios of seismic sources in the near future.
Key words : Numerical methods, Friction law, Dynamic rupture, Finite volume
approach, Boundary conditions.
1 Introduction
Understanding the physics of the rupture process requires accurate methods able to
take into account the geometry of the ruptured surface as well as realistic friction laws
on this surface. Recent formulations have been proposed for modelling the dynamic
shear crack rupture when considering the complexity of earthquake mechanisms em-
bedded in heterogeneous crustal structure (Kame & Yamashita, 1999; Cruz-Atienza &
Virieux, 2004; Huang & Costanzo, 2004; Ando et al., 2004). Almost all results have
been obtained with boundary integral methods (Das & Aki, 1977; Andrews, 1985;
B·ecache & Duong, 1994; Tada & Yamashita, 1977; Tada & Madariaga, 2001) which
are highly adapted and accurate to solve problems with complex fault geometries. Un-
1
fortunately, these methods are very expensive since they require the computation of a
spatio-temporal convolution proportional to the square of the grid elements number at
each time step. Moreover, the analytic Green function involved in the convolution is
only relevant for homogeneous medium. Finite element methods (Day, 1977; Aagaard
et al., 2001; Cohen & Fauqueux, 2001; Oglesby & Archuleta, 2003), especially spec-
tral formulations (Komatitsch & Vilotte, 1998; Capdeville et al., 2003; Chaljub et al.,
2003) are quite accurate for handling spontaneous propagation while considering com-
plex crack structure (Festa & Vilotte, 2005), but remain expensive in CPU memory.
Finally, nite difference methods (Madariaga, 1976; Virieux & Madariaga, 1982; Day,
1982; Andrews, 1976, 1999; Day et al., 2005; L. & S., 2007) are accurate enough but
limited to simple fault geometry. Recently, Cruz-Atienza et al. (2007) have developped
a new approach called the nite difference fault element (FDFE) to overcome such
limitations due to the cartesian grid discretization.
In Benjemaa et al. (2007), we have proposed an approach based on a nite volume
(FV) formulation applied to bidimensional shear rupture problems. We propose in
this paper to extend this approach to the 3D space for the spontaneous crack growth
problem. The paper is organized as follows. In the rst section, we introduce the
elastodynamic system as well as the theoretical formulation of the boundary conditions
on the fault surface. The second section is dedicated to the validation of the model.
We study two different test cases: a planar fault which is compared to FD solutions
obtained by Day et al. (2005) and a nonplanar fault for which our solution is compared
with that computed by Cruz-Atienza et al. (2007) using a BIE method (Aochi et al.,
2000). The good agreement between the results conrm the robustness of our model.
2 Elastodynamic equations
In this section, the FV formulation of a fracture problem in a linearly elastic innite
medium is presented. Considering a surface Γ across which the displacement vector
may have an unknown discontinuity, we shall specify the appropriate stress condi-
tions on this surface in order to follow some prescribed friction law. In our case, and
throughout all the paper, we have considered a linear slip weakening friction (SWF)
law.
2.1 Governing equations
Inside an innite domain Ω, but away from the fracture surface Γ, the medium is gov-











where I3 denotes the identity matrix, ~v the velocity vector and σ the symmetric stress
tensor. The spatially varying density is denoted by ρ and the Lam·e coefcients by λ
2
and µ. The subscript t denotes the time derivative while the superscript t means the
transposition operation.
This system describes the elastic waves propagation in a heterogeneous medium
(Madariaga, 1976; Aki & Richards, 1980; Virieux, 1986). The initial conditions are
given by
~v(0, ~x) = ~0 (3)
~x ∈ Ω
σ(0, ~x) = σ0 , (4)
where σ0 could be dened inside the medium from previous loading histories (Virieux
& Madariaga, 1982).
2.2 Crack boundary conditions
The crack surface Γ, which may have a complex geometry and which may also depend
on time, will be piecewise discretized and a (continuous) normal vector ~n is dened at
each face of the crack surface (see Fig.7 for instance). We suppose a linearly elastic
response of the entire medium except over the innitely thin sliding surface Γ where
deformations and stresses are related through a friction law. In other words, the tangen-
tial stress to the crack surface Γ, also called the shear stress, is assumed to drop down
to the dynamic frictional level using a specic constitutive law we shall discuss later.
Let us rst introduce some useful notations. Let ~X and ~n be two vectors. We dene
the normal and the tangential parts of ~X by respect to ~n (i.e. in the base (~n, ~n⊥)) by
~XN = ~n
t ~X ~n (5)
and
~XT = ~X − ~XN
= ~X − ~n t ~X ~n . (6)
Because we allow the velocity to be discontinuous across the surface Γ, we dene
limiting values of the velocity vector as :
~v± (t, ~x) = lim
²→0
~v (t, ~x± ² ~n (~x)) . (7)
The slip velocity vector ~V is dened as the tangential velocity discontinuity across the
surface Γ,









‖ ~V (s, ~x) ‖ ds . (9)
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Using these denitions, we now formulate the jump conditions on the crack surface
as
τc− ‖ ~TT ‖≥ 0 (10)
τc ~V − ~TT ‖ ~V ‖= ~0 , (11)
where ~TT is the tangential component of the traction vector ~T := σ ~n and τc denotes the
frictional strength, which evolves as a function of the fault normal stress σN = ~n t σ ~n
and the frictional coefcient µ
τc = −σN µ , (12)
The friction coefcient µ is here assumed to follow a linear slip weakening law given
by













In this equation, µs and µd are respectively the static and the dynamic friction coef-
cients, δ0 is the critical slip weakening distance (Ida, 1972; Palmer & Rice, 1973), and
H is the Heaviside function.
Further explanations about the jump conditions (10)-(11) can be found in Andrews
(1999) and Day et al. (2005).
3 Finite volume method
Following the strategy used in Benjemaa et al. (2007) for the bidimensional case, we
transform the system (1)-(2) into a pseudo-conservative formulation to which we apply
FV discretisation. Due to the symmetry of the stress tensor, one can easily split it into
the sum of a trace tensor s and a deviatoric tensor d, where
s =






 13 (2 σxx − σyy − σzz) σxy σxzσxy 13 (−σxx + 2 σyy − σzz) σyz
σxz σyz
1




We then dene the stress vector ~σ as follows
~σ = (ω, ω′, ω′′, σxy, σxz , σyz)
t
, (16)













(−σxx + 2 σyy − σzz) . (19)
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(∂α Nα)~v , (21)






















and the matrices Mα and Nα with α ∈ {x, y, z} are given by
Mx =

 1 1 0 0 0 00 0 0 1 0 0





 0 0 0 1 0 01 0 1 0 0 0





 0 0 0 0 1 00 0 0 0 0 1








































Let us underline that the right hand side (RHS) of the equations (20)-(21) does not
depend on the medium properties description. This new set of variables allows a non-
ambiguous space integration, even when the medium contains heterogeneities.
5
3.1 Domain discretisation and finite volume scheme
The elastic medium Ω is discretized into tetrahedral nite volumes, called cells, in such
a way that the crack surface Γ coincides with faces of specic cells at any time. This
is quite realistic as one may consider that the crack usually ruptures on a pre-specied
mechanically weak zone surface of the earth crust. Therefore, the initial meshing of
the entire medium could be such that any evolution of the crack surface will match
numerical faces of cells.
The nite volume method supposes that the unknown variables are constant in each
cell. Integrating the conservative form (20)-(21) over a cell Ti and applying the diver-






















 dS , (30)
where ∂Ti represents the boundary of the cell Ti and ~n is the unitary outwards normal
vector to Ti. Assuming both the solution ~v and ~σ and the medium characteristic ρ, λ
and µ constant in each cell Ti, system (29)-(30) can be approximated by
























where VTi is the volume of the cell Ti, V (Ti) is the set of neighboring cells of Ti (i.e.
cells that share a common face with Ti), Tik = Ti ∩ Tk is the interface between Ti and




denote respectively the restriction of ~σ and ~v on the surface Tik. For convenience, we
shall use from now the index i to refer to the cell Ti.
To approximate the integral quantities in (31)-(32), we use a centered scheme. In













Using these approximations and the fact that we have assumed that ~σi and ~vi are




from the integral. On the
other hand, if we denote the area of Tik by Sik, one can easily check the following
identity ∫
Tik
~nik dS = Sik ~nik . (35)
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Hence, we can rewrite the system (31)-(32) as
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For temporal integration, we use a leap-frog scheme where velocity is discretized
























































Equations (44)-(45) are available everywhere inside the medium Ω except over the fault
surface Γ. Indeed, boundary conditions (10)-(11) must be veried through Γ. For this
purpose, we propose to identify the appropriate quantities that should be taken over
Γ by studying the energy of the system (44)-(45). Once this energy is established, we
dene ctitious cells above and below the fault surface that enforce the energy variation
to be zero when no tractions are specied on Γ. Then we use the conditions (10)-(11)
to complete the ux expressions when considering a tangential traction on the fault
surface.




This is due to the variable transformation introduced in (17)-(19). We recall that these
transformations were made in order to group all the medium characteristics on the left
hand side of the equation (21).
It is far easier to deal with symmetric systems when considering energy compu-
tation, since the energy of a partial differential equations is equivalent to a Lyapunov
function (i.e. symmetric positive denite quadratic form) for the ordinary differential
equations. In our case, we can obtain a symmetric system for (44)-(45) by multiplying
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0 23
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0 13
2
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0 0 0 1 0 0
0 0 0 0 1 0




It is easy to check in this case that
S Qik = P
t
ik . (48)

































































The discrete energy time variation is given by











































The proof can be found in Benjemaa et al. (2007) (appendix B).
If we set
F nik = Pik


























































It is not clear at this stage whether ∆En is equal to zero or not. In fact, ∆En must
at least be less or equal to zero in order to insure the stability of the elastodynamic
system.
Since the sum in the expression (56) is only concerned by cells with interfaces
belonging to the fault surface Γ, it is obvious that the ux expressions (54) and (55)
have to be modied. How these expressions should be changed is what we are going
to discuss now.
Equation (54) (resp. (55)) stipulates that the stress ux through an arbitrary inter-
face Tik is based on a centered scheme of the stress (resp. the velocity) values above
and below this interface. This can no longer be true if the face Tik belong to Γ since
the fault is a surface where discontinuities may occur. For this reason, we rewrite the

































where the matrices Aik, Bik, Cik and Dik are to be determined.
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If we substitute the uxes F nik and G
n+ 1
2









































































where the minus sign comes from the fact that
~nki = −~nik . (60)
∆En is then equal to zero if the following equalities hold
Aij + C
t




ij = 0 . (62)
Besides, it is easy to check that
Pik ~σ[ik] = σ[ik] ~nik , (63)




, γ = ~σ, σ (64)
The left hand side of equation (63) is the stress ux through the interface Tik , while
the right hand side is the traction vector on this surface. Thus, the equality (63) simply
shows that the ux Fik is nothing but the traction vector on the surface Tik. F nik can be
written as the sum of its normal and tangential components,














When no tangential traction is applied on the surface Tik (i.e. FikT = 0), the
stress ux Fik is reduced to its normal component, and the energy must be conserved.











ik Pik , (67)
















Now, considering the spontaneous shear crack problem implies that the tangential
traction is not equal to zero. Hence, we have to modify equation (65) to take into
account such a traction. We shall rewrite equation (65) as
F nik =
(







where ~T nikT denotes the tangential component of the traction vector applied to the sur-
face Tik at time n ∆t which should verify the boundary conditions (10)-(11).
Firstly assuming the inequality (10) is strict, i.e.
τc− ‖ ~TikT ‖> 0 , (71)
and taking the modulus of equation (11), one can deduce that
~Vik = ~0 . (72)
























































where Ti and Tk design two opposite cells sharing an interface Tik ⊂ Γ.

























~T nikT . (76)










ρi ρk Vi Vk
∆t Sik (ρi Vi + ρk Vk)
. (77)
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~˜T is in fact a vector which, when introduced into (76), would enforce the continuity
of the tangential velocity.




~˜T nikT if ‖
~˜T nikT ‖< τc
~˜T nikT
‖ ~˜T nikT ‖
τc if ‖ ~˜T nikT ‖≥ τc .
(78)
Finally, using equations (57), (58), (66), (67), (68), (69) and (70), we conclude that
the uxes through an interface Tik ⊂ Γ are given by
F nik = ~nik ~n
t
ik Pik




























where ~T nikT is given by (78).
5 Model validation
For the validation of our method, we propose in the following section several compar-
isons between our numerical solutions and solutions obtained by other approaches :
the dynamic fault model (DFM) developped by Day et al. (2005) and the boundary
integral equation (BIE) method developped by Aochi et al. (2000). Since these meth-
ods are highly independant from each other, and particularly from our nite volume
method, this exercise constitute the best way to validate the numerical solutions when
no analytical solutions are available.
5.1 Test problem 1
We consider a planar fault embedded in a linearly elastic homogeneous medium. The
formulation and parameters of this test case correspond to Version 3 of the Southern
California Earthquake Center (SCEC) benchmark problem developped for the second
SCEC spontaneous rupture code validation workshop of 2004 (Harris et al., 2004). The





























Figure 1: Fault model for testing dynamic rupture simulation for the SCEC problem.
The gray square in the center is the nucleation zone. The black circles are the receivers
at which we compare time histories of the shear stress and the slip velocity.
The fault geometry of this problem is detailed in Fig.1. We take the fault plane
to be the xy plane and the rupture is allowed within a fault area of 30 km in the x
direction and 15 km in the y direction. The shear prestress is aligned with the x axis.
The constitutive parameters that govern the rupture evolution are given in table 2.
To initiate the rupture, we impose a 3 km × 3 km square nucleation zone centered
on the fault. The rupture initiates because we have set the initial shear stress slightly
higher than the initial static yield stress in the nucleation zone. We assume an innite
static frictional stress outside the 30 km × 15 km which prohibits the propagation of
the rupture beyond this surface.
Table 2:
Parameters Nucleation Outside nucleation
Initial shear stress σ0 (MPa) 81.6 70
Initial normal stress −σn (MPa) 120 120
Static friction coefcient µs 0.677 0.677
Dynamic friction coefcient µd 0.525 0.525
Static yielding stress σs = −µs σn (MPa) 81.24 81.24
Dynamic yielding stress σd = −µd σn (MPa) 63 63
Critical slip distance δ0 (m) 0.4 0.4
We used for this simulation a structured mesh with space path equal to 0.15 km and
time step ∆ t = 6.5 10−3 s, while the DFM method used a grid size ∆ x = 0.1 km
and time step ∆ t = 8 10−3 s. The calculation was performed on 100 processors using
message passing interface (MPI). The CPU time of the simulation is around 5 103 s.
We compare seismograms computed at four points located on the fault plane (Fig.1).










































































Figure 2: Comparison of the FV numerical solutions (red) and the DFM numerical
solution (blue) of the shear stress in four points located on the fault surface. Global
good agreement can be noticed.
solutions of our approach and the DFM approach. One can see a good global agreement
between the numerical solutions, eventhough the slip velocity seems to be underesti-
mated for the nite volume method. We also notice differences in the arrival time,
especially in the anti-plane direction. Let us remark that the triangular discretisation of
the fault surface could make the observational points slightly far from their expected
positions (i.e. comparatively to the cartesian grid used by the FD method). This differ-
ence could be reduced if the mesh is rened enough along the fault surface.
Fig.4 shows a comparison of contours of rupture time for both approaches. One
can see that the rupture propagates at almost the same speed. The level of agreement
appears to be good if one take into consideration the relative error due to the irregular
distribution of the points on the fault surface. Small differences are noticed at long
time, especially in the anti-plane direction.
Fig.5 describes the slip velocity and the shear stress time history proles along
the x-axis (in-plane direction) and the y-axis (anti-plane direction). We can clearly
see the P and S waves returning from the borders of the fault. The P wave coming















































































Figure 3: Comparison of the FV numerical solutions (red) and the DFM numerical
solution (blue) of the slip velocity in four points located on the fault surface. The solu-
tions are almost similar, eventhough the slip velocity peak seems to be underestimated





































































Figure 4: Rupture front contours at 0.5s intervals computed along the fault surface for
the FV (red) and the DFM (blue) methods. Good agreement of the time histories can be
noticed. The rupture seems to propagate at lower speed along the anti-plane direction
for the FV method.
The shear wave coming back from the left and the right sides of the fault are denoted
by SI and is travelling predominantly along the in-plane direction, while the shear
wave coming back from the top and the bottom borders is denoted by SA, and is
travelling predominantly along the anti-plane direction. In addition, due to the SI
wave propagating backwards, a late reactivation of the slip after its initial arrest could
also be seen on the slip velocity gures. These behaviours have also been observed by
Day et al. (2005), and our numerical solutions seem qualitatively similar to the DFM
numerical solutions for all the principal processes of the rupture : nucleation, evolution,
stopping phase and overshoot stress evolution.
Fig.6 displays snapshots of the slip velocity and the shear stress on the fault plane
at 0.5s time intervals . One can clearly identify in the slip velocity gures the direct
waves as well as reected ones we have previously described. Due to the choice of the
initial parameters, the rupture propagates at subshear regime. One can appreciate in the
shear stress snapshots the direct shear wave travelling ahead the rupture front.
5.2 Test problem 2
In this section we solve one of the non-planar parabolic-shaped rupture problems tack-
led by Cruz-Atienza et al. (2007). The problem we have selected also considers a
linearly elastic homogeneous medium. The charactestics of the medium are given in





/ (4 e) (81)
where (x0, z0) correspond to the vertex at the center of the medium, and e = 10 km
is the eccentricity of the parabola. The coordinate y of the fault surface is translation
16
















































Figure 5: Time history of the slip velocity (left) and the shear stress (right) along the
in-plane (top) and the anti-plane (bottom) directions. P and SI are respectively the
primary and secondary waves generated by the left and right edges of the fault. SA is
the secondary wave generated by the top and the bottom edges of the fault.
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Figure 7: 3D view of a non planar crack surface. The gray “square” region of 2
km sides length centered along the strike and dip directions represents the nucleation
zone. The four observational points aligned with the dip direction are separated by 4
km measured along the fault surface from each other. The fault surface is discretized
by triangles as partly shown on the figure.
invariant. A 3D view of the fault surface is presented on the Fig.7.
The nucleation zone is a square region of 2 km sides length (gray patch in Fig.7)
centered at (x0, z0). In this zone, the shear stress is supposed to be slightly higher
than the initial static yield stress. The shear prestress is aligned with the dip direction
and assumed to be constant along the non planar fault surface. This may suppose
an extremely heterogeneous surrounding stress eld. To perform comparisons, we
chose four observational points placed along the x-axis (in-plane direction). The rst
point corresponds to the center of the nucleation zone (x0, z0) and the other points are
separated each other by 4 km measured over the rupture surface. We assume an innite
static frictional stress at the fault borders forbidding the rupture to propagate beyond
them. The constitutive parameters that govern the rupture evolution are given in table
3.
Equation (12) means that the friction resistance is equal to the product of the nor-
mal stress and the friction coefcient. During the rupture, the normal stress may change
from its initial value. As a consequence, the static frictional stress µs can be various.
Although our method is able to deal with such a feature, we chose to assume that the
normal stress is constant during the rupture in order to follow the former BIE sim-
ulations (Aochi et al., 2000) with which the comparisons are made. Both the static
and dynamic fault strength depend only on the initial static traction during the rupture
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Table 3:
Parameters Nucleation Outside nucleation
Initial shear stress σ0 (MPa) 97.49 73.73
Initial normal stress −σn (MPa) 120 120
Static friction coefcient µs 0.677 0.677
Dynamic friction coefcient µd 0.525 0.525
Static yielding stress σs = −µs σn (MPa) 81.24 81.24
Dynamic yielding stress σd = −µd σn (MPa) 63 63
Critical slip distance δ0 (m) 0.8 0.8
process.
In order to discretize the fault surface, we used a non structured triangulation with
space path approximatively equal to 0.1 km. The medium volume is then discretized by
tetrahedra that take into account this triangulation (i.e. two tetrahedra above and below
the fault share at most a unique triangle on the fault surface). Thus, no confusion of
the faces belonging to the fault surface would occur. The time step is obtained with
respect to a CFL criterion, and is equal to 2.1 10−3 (see Benjemaa et al. (2006) for
more details about the CFL criterion). The BIE method used a space path ∆ x = 0.15
km with corresponding time step ∆ t = 1.25 10−2. We performed our computation
over 64 processors using message passing interface (MPI) and the CPU time of the
simulation is around 2 103 s.
Fig.8 and Fig.9 show respectively comparisons of the shear stress and the slip ve-
locity computed at four points located on the fault surface. Peak stress values of the
BIE solution lie below the prescribed yield stress because of the spatial interpolation
carried out on this solution (see Cruz-Atienza et al. (2007)). We can see a good agree-
ment between the numerical solutions. In order to reduce the spurious high frequency
due to the rupture front propagation, we have added a diffusion term with coefcient
η = 0.2 to the elastodynamic equations. We do not discuss this additional term here,
but one can nd all details in Benjemaa et al. (2007). Let us remark that this artifact
was only used in order to make the solutions smoother and thus more suitable for com-
parisons. Besides, we have checked that neither the rupture time nor the slip velocity
amplitude were affected by this operation.
As for the rst test case, our method seems to slightly underevaluate the slip veloc-
ity along the fault. This is due to the non structured mesh used for the discretization of
the fault surface. In fact, in Benjemaa et al. (2007) we have shown that a minimal num-
ber of elements (segments in 2D and triangles in 3D) must belong to the cohesion
zone in order to achieve convergence of the numerical solution. We expect the solution
to be more accurate if the mesh is rened enough on the fault surface. We shall make
more investigations of the mesh inuence on the solution accuracy in a future work.
We can also note in Fig.8 that the S wave travelling behind the rupture front is very
well captured, as well as the shear stress peak.


























































Figure 8: Comparison of the FV numerical solutions (red) and the BIE numerical
solution (blue) of the shear stress in four points located on the fault surface. The
solutions are very close. The shear wave as well as the peak of the shear stress are




























































Figure 9: Comparison of the FV numerical solutions (red) and the BIE numerical
solution (blue) of the slip velocity in four points located on the fault surface. Small dif-
ferences are noticed between the solutions. The FV solutions are flitered with diffusion






































































Figure 10: Rupture front contours at 0.5s intervals computed along the parabolic fault
surface for the FV (red) and the BIE (blue) methods.
of agreement between the solutions can be noticed. As for the rst test case, small
differences occur in the anti-plane direction. We expect this aspect could be improved
if the mesh is more rened along the fault surface.
As a whole, and in spite of very small differences, the FV method we propose has
successfully reproduced two difcult test cases for both planar and non planar fault
geometries. This validates our approach as well as the adopted failure criterion.
6 Discussion and conclusion
We have presented a nite volume method for the simulation of the spontaneous shear
rupture growth problem in 3D. Thanks to an appropriate change of variables, all param-
eters of the medium are grouped on the left hand side of the elastodynamic equations
and integration can be made even if the medium contains heterogeneities. The study
of a suitable discrete expression of energy allows us to dene the appropriate fracture
boundary conditions to be imposed on the crack surface. The shear traction is dened
on the fault surface throughout uxes in such way that no slip velocity occurs when
the shear stress modulus is less than the yield friction value. This makes the fracture to
have no thickness, so both crack blocks only interact through the fracture traction vec-
tor. Consequently, different elastic properties at both sides of the fracture can be prop-
erly considered (e.g. bi-materials cracks). Spurious high frequency content in elastic
elds at the vicinity of the crack tip can be reduced when appropriate dissipation terms
are added. This could be acheived without important additional memory requirement
(see Benjemaa et al. (2007) for instance for more details). The comparisons with in-
dependent nite difference method (Day et al., 2005) for spontaneous planar rupture
case, as well as a boundary integral method (Aochi et al., 2000) for a non planar rup-
ture geometry, revealed a good global agreement between the solutions, validating thus
our approach for any kind of rupture geometry. The accuracy of the solution could be
improved either by rening the mesh triangulation over the fault surface, or by using a
higher order discontinuous Galerkin scheme. In fact, discontinuous Galerkin method
can be thought as an extension of the low order nite volume scheme to higher order.
Thus, we expect the solution accuracy to be improved if such formulation is used.
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Ce chapitre a e´te´ de´die´ a` la validation de notre me´thode pour la simulation de la rupture
dynamique.
Nous avons traite´ dans un premier temps le cas d’un espace bidimensionnel. La valida-
tion s’est faite par comparaison avec une solution analytique dans le cas ou` la vitesse de la
faille est pre´de´finie, et avec des solutions nume´riques issues d’une approche DF, re´cemment
de´veloppe´e par V. M. Cruz-Atienza [50] dans le cas d’une rupture spontane´e. Nous avons
constate´ une parfaite cohe´rence entre les re´sultats. Nous avons pre´sente´ e´galement un cas
ou` la faille n’est pas rectiligne. Bien que nous n’ayons pas proce´de´ a` des comparaisons
quantitatives, la solution obtenue en fin de simulation a e´te´ compare´e qualitativement avec
celle obtenue par V. M. Cruz-Atienza, et les re´sultats semblent e´galement eˆtre en bon
accord.
Nous nous sommes inte´resse´s ensuite au cas de la rupture spontane´e dans un milieu tri-
dimensionnel. Nous avons pre´sente´ diverses comparaisons entre notre me´thode et d’autres
me´thodes nume´riques. En l’absence de solutions analytiques, cette technique constitue le
seul moyen disponible pour ve´rifier l’exactitude des solutions obtenues. La validite´ de cet
argument se trouve dans le fait que les me´thodes nume´riques avec lesquelles les compa-
raisons sont faites sont comple`tement inde´pendantes de notre me´thode. De plus, un des
cas tests pre´sente´s a fait partie d’un benchmark en 2004 et a e´te´ teste´ donc par une large
communaute´. Nous avons trouve´ un tre`s bon accord entre les solutions. Un comportement
tre`s similaire, aussi bien au niveau de la vitesse de propagation du front de la faille que sur
la forme des ondes ge´ne´re´es au cours de l’avancement mais aussi de la phase d’arreˆt a e´te´
observe´. Nous avons par ailleurs teste´ un cas ou` la faille n’est pas plane et avons compare´
les re´sultats avec une me´thode inte´grale de frontie`re [13]. Nous avons constate´, la` aussi,
une bonne cohe´rence des re´sultats. Ceci valide tre`s solidement notre me´thode et montre




Conclusion ge´ne´rale et perspectives
Nous venons de pre´senter une nouvelle me´thode Galerkin discontinue pour la simulation
de la rupture dynamique des se´ismes. Par leur nature discontinue, les me´thodes Galerkin
discontinues permettent de conside´rer de fac¸on “naturelle” les discontinuite´s que peuvent
subir les champs dans le milieu. Tel e´tant le cas pour les proble`mes de rupture, nous avons
adopte´ ces me´thodes et les avons adapte´es au syste`me de l’e´lastodynamique. Ainsi, apre`s
une bre`ve introduction a` la me´canique de la rupture dans le premier chapitre, nous avons
formule´, dans la deuxie`me partie, un sche´ma Galerkin discontinu pour les e´quations de
l’e´lastodynamique et e´tudie´, dans le troisie`me chapitre, les conditions aux limites sur la
faille ainsi que sur le bord exte´rieur du domaine. La validation des re´sultats en deux et
trois dimensions d’espace s’est faite a` travers des comparaisons avec d’autres me´thodes
nume´riques dans le quatrie`me chapitre, alors qu’un calcul de´taille´ des e´quations est donne´
dans les annexes.
Afin de bien prendre en compte les conditions aux limites sur la faille, nous avons de´fini
et e´tudie´ une e´nergie discre`te du syste`me. Nous avons montre´ qu’en l’absence de tractions
tangentielles sur la faille, cette e´nergie est conserve´e par le sche´ma nume´rique. Nous avons
de´fini ensuite les flux des tractions tangentielles qu’il faut conside´rer sur la faille afin de
respecter la loi de frottement SWF (1.17). Cette formulation des conditions aux limites
de manie`re faible permet de conside´rer la faille comme une surface et non comme un vo-
lume. Ce dernier crite`re est tre`s important pour plusieurs raisons : la premie`re est d’ordre
physique. En effet, imposer un volume (meˆme infinite´simal) a` la faille suppose implicite-
ment que la faille a subi une ouverture entre ses deux le`vres. Ceci a pour conse´quence de
modifier la contrainte normale qui, a priori continue pour le mode cisaillant de rupture,
pourrait subir des discontinuite´s a` travers la faille. Or la loi de frottement SWF de´pend
directement de la contrainte normale et toute alte´ration de cette dernie`re peut modifier
comple`tement l’histoire de la rupture. La deuxie`me raison est d’ordre nume´rique. En effet,
si la faille posse`de une e´paisseur, alors les vitesses des e´le´ments a` l’inte´rieur de cette zone
sont mal de´finies dans le sens ou` l’on ne sait pas s’il faut les calculer a` partir des e´quations
de l’e´lastodynamique, et conside´rer ainsi ces e´le´ments comme faisant partie d’un milieu
continu, ou bien, s’il faut interpoler leurs valeurs a` partir du champ de vitesse exte´rieur
a` la faille afin d’assurer la continuite´ de la composante normale et la discontinuite´ de
sa compsante tangentielle de ce dernier. Ce crite`re devient encore plus complique´ si la
faille rencontre la surface libre, auquel cas toute interpolation du champ de vitesse peut
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modifier de fac¸on conse´quente les ondes re´fle´chies par cette surface. Or plusieurs e´tudes
[117, 118, 119] ont montre´ que ces ondes peuvent avoir une influence majeure sur la vitesse
de la rupture puisqu’elles ont tendance a` augmenter la contrainte en des endroits non en-
core atteints par le front de la faille et faciliter ainsi leur rupture. La dernie`re raison est
d’ordre ge´ome´trique, puisqu’il est plus facile de simuler une ge´ome´trie courbe de la faille
par une surface plutoˆt que par un volume.
Nous nous sommes inte´resse´s e´galement a` l’e´tude de conditions aux limites absorbantes
afin de simuler un domaine infini. Nous avons montre´ que ces conditions sont stables et
assurent, sous une condition de type CFL sur le pas de temps, la de´croissance de l’e´nergie du
syste`me. Nume´riquement, il s’est ave´re´ que ces conditions n’avaient pas un comportement
suffisamment pre´cis, essentiellemnt vis a` vis des singularite´s du champ de contraintes.
En effet, le crite`re d’arreˆt de la faille, une fois que cette dernie`re a atteint une certaine
e´tendue pre´de´finie, suppose que la contrainte au bord de la faille peut eˆtre infinie sans
que la rupture puisse progresser. Ce mode`le, appele´ mode`le des barrie`res rigides, a e´te´
e´tudie´ depuis longtemps [90, 53], et il a e´te´ de´montre´ que cette singularite´ persiste meˆme
en pre´sence d’une zone de cohe´sion ou bien d’une zone d’endommagement (breakdown
zone) au voisinage du front de la faille [17, 92]. Le champ de contrainte re´siduel exhibe
une singularite´ en 1/
√
r (voir fig.1.7). Ainsi, toute frontie`re artificielle prise assez proche
de cette singularite´ doit eˆtre capable de ge´rer la diffe´rence entre la valeur des contraintes
et le champ initial τ0. Ceci n’est malheureusement pas le cas des conditions absorbantes, et
nous avons e´te´ souvent contraint lors de nos simulations a` prendre des frontie`res artificielles
assez e´loigne´es du bord de la faille afin d’e´viter au mieux ces singularite´s, faute de quoi la
phase d’arreˆt peut eˆtre affecte´e.
Ne´anmoins, quelques solutions a` ce proble`me peuvent eˆtre envisageables. La premie`re
est l’utilisation des couches parfaitement adapte´es (Perfectly Matched Layer) [41, 48]. Ces
dernie`res semblent en effet bien adapte´es a` ce genre de proble`me puisqu’elles permettent
une atte´nuation exponentielle du champ quelle que soit sa valeur. L’inconve´nient majeur
des PML est qu’elles ne´cessitent un couˆt de calcul supple´mentaire, en temps de calcul et en
espace me´moire. Une autre alternative serait d’utiliser des barrie`res non rigides 1 de´veloppe´e
par Voisin et. al pour le cas bidimensionnel [159] et e´tendues au cas tridimensionnel par
I. Ionescu [93]. La me´thode consiste essentiellement a` de´finir une zone de re´sistance au
voisinage du bord de la faille qui permet de lisser la singularite´ due a` l’arreˆt brutal de la
faille.
Afin de valider notre me´thode, nous avons proce´de´ a` plusieurs comparaisons de nos
re´sultats nume´riques avec ceux obtenus par d’autres me´thodes. En effet, aucune solution
analytique n’existe pour le cas d’une rupture spontane´e en mode plan, et ce meˆme pour des
ge´ome´tries de faille assez simples. La de´pendance des contraintes d’une loi qui fait interve-
nir le glissement (ou d’autres variables d’e´tat comme dans le cas de la loi RSF (voir chapitre
1)) rend le proble`me non line´aire et extreˆmement difficile a` re´soudre the´oriquement. Le seul
1. smooth strengthening barrier
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moyen efficace pour valider les re´sultats nume´riques est de comparer diffe´rentes me´thodes
nume´riques. Cet exercice est d’autant plus efficace si ces me´thodes sont comple`tement
inde´pendantes les unes des autres. Dans notre cas, nous avons choisi de faire les comparai-
sons avec des me´thodes de diffe´rences finies [50, 56], qui ne se basent pas sur une formulation
faible des e´quations comme les me´thodes Galerkin discontinues, et une me´thode d’inte´grale
de frontie`re semi-analytique et ne reposant pas sur une discre´tisation volumique du domaine
[13]. Les re´sultats montrent une tre`s bonne cohe´rence entre les diffe´rentes me´thodes aussi
bien pour une ge´ome´trie simple que complexe de la faille. Ceci valide notre approche et met
en e´vidence la capacite´ de notre me´thode a` traiter de phe´nome`nes encore plus complexes
(bimate´riel ou milieu fortement he´te´roge`ne, cas d’une faille en kink, branchement de failles,
etc...)
Perspectives
Les perspectives envisageables pour la suite de ce travail sont re´ellement multiples et
varie´es. Comme nous venons de le souligner, plusieurs applications peuvent eˆtre effectue´es
directement, soient en variant les parame`tres du milieu, soit la ge´ome´trie de la faille, soit les
deux ensemble. Aucun de´veloppement supple´mentaire n’est a` faire si ce n’est la construction
du maillage ade´quat au proble`me envisage´.
La deuxie`me extension possible est de modifier le code volumes finis existant en un
code Galerkin discontinu d’ordre plus e´leve´. Nous avons essaye´ tout au long de ce me´moire
de formuler les e´quations de la manie`re la plus ge´ne´rale et tous les re´sultats the´oriques de
stabilite´ et de conditions aux limites sont donne´s sans aucune restriction sur l’ordre du
sche´ma. Ainsi, seul un travail de de´veloppement informatique est ne´cessaire pour prendre
en compte le mode`le de rupture que nous proposons. Un travail supple´mentaire est par
contre a effectuer concernant le choix du vecteur traction si ce dernier doit eˆtre d’ordre
supe´rieur ou e´gal a` deux.
Les conditions aux limites sur le bord exte´rieur du domaine restent sujettes a` des
ame´liorations. Comme nous l’avons souligne´ pre´ce´demment, bien que ces dernie`res soient
stables, elles ne permettent pas de bien re´soudre le champ re´siduel final. Quelques voies
d’ame´lioration possibles ont e´te´ e´voque´es un peu plus haut.
Finalement, un travail sur la construction des maillages, et que nous n’avons pas e´voque´
jusqu’ici, doit eˆtre explore´. La simulation des se´ismes a` des e´chelles re´alistes ne´cessite la
construction de maillages de tre`s grande taille. Une ge´ome´trie complexe de la faille a`
l’inte´rieur du domaine rend la ge´ne´ration du maillage encore plus difficile. Et bien que le
code que nous avons de´veloppe´ be´ne´ficie d’une architecture paralle`le MPI 2, le mailleur que
nous avons utilise´ e´tait lui se´quentiel et a e´te´ souvent un facteur limitant. Un mailleur a`
architecture paralle`le semble donc mieux approprie´ pour re´pondre aux exigences requises
par de telles simulations.
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Mi ∂xi w = 0 , (A.1)
ou` w ∈ Rd est l’inconnue du syste`me, et Mi, 1 ≤ i ≤ d sont des matrices syme´triques
(ou syme´trisables) a` coefficients constants. Une e´tude du spectre de la matrice M :=∑d
i=1Mi ~ni, ou` ~n = (n1, . . . ,nd)
t est la normale sortante a` une surface T donne´e, montre
que les formes des ondes planes solutions du syste`me (A.1) qui se propagent avec un vecteur
d’onde paralle`le a` ~n sont les vecteurs propres de M. Si nous notons M− et M+ respective-
ment les parties ne´gative et positive de la matrice M (via sa diagonalisation, puisque M
est syme´trique), alors les solutions associe´es a` M− repre´sentent les solutions qui “sortent”
de T alors que les solutions associe´es a` M+ repre´sentent les solutions qui “rentrent” dans
T 1. Le principe des conditions absorbantes consiste a` annuler les informations qui rentrent
a` travers une surface absorbante. Partant de ce principe, nous allons essayer de chercher,
dans le cadre des e´quations de l’elastodynamique, ces conditions dites absorbantes.
1. La convention veut que c¸a soit l’inverse, Nous avons cependant choisi de formuler l’e´quation (A.1)
avec un signe ne´gatif tel que c’est le cas pour le syste`me de l’e´lastodynamique.
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A.1 Calcul de la matrice M−









= λ div~v In + µ
(
~∇~v + (~∇~v)t) .
















~v · ~n+ µ
∫
∂Ω
















λ In (~v · ~n) + µ (~v ⊗ ~n+ ~n⊗ ~v)
 . (A.5)
Nous cherchons donc a` de´terminerM−. Pour ce faire, commenc¸ons d’abord par calculer
les valeurs et vecteurs propres de M.
Il est facile de ve´rifier que pour w = (0, σ)t, avec σ ve´rifiant σ ~n = 0 nous avonsMw = 0.
Ainsi 0 est une valeur propre associe´e au vecteur propre w0 = (0, σ0)
t avec σ0 ~n = 0.










ξ σ = λ In (~v · ~n) + µ (~v ⊗ ~n+ ~n⊗ ~v) , (A.7)
donc
ρ ξ2 ~v =
(
λ In (~v · ~n) + µ (~v ⊗ ~n+ ~n⊗ ~v)
)
~n
= λ (~v · ~n) ~n+ µ ( (~v · ~n) ~n+ ~v)
= µ~v + (λ+ µ) (~v · ~n) ~n ,
ce qui implique : (
ρ ξ2 − µ) ~v = (λ+ µ) (~v · ~n) ~n . (A.8)
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Ainsi ξ = ±vs avec vs =
√
µ/ρ est une valeur propre de M associe´e au vecteur propre
w±vs = (~v±vs , σ±vs)
t ve´rifiant ~v±vs ·~n = 0, c’est a` dire ~v±vs ∈ vect < ~t1,~t2 >. Par l’e´quation
(A.6), nous avons :
σ±vs ~n = ±vs ρ~v±vs . (A.9)
Donc pour ~v±vs = ~t1, nous avons :
σ±vs ~n = ±vs ρ~t1,
et par l’e´quation (A.7) nous de´duisons :




σ±vs ~t2 = ~0 .
Pour ~v±vs = ~t2, nous avons :
σ±vs ~n = ±vs ρ~t2,
et par l’e´quation (A.7),
σ±vs ~t1 = ~0




Dans le cas ou` ~v est coline´aire a` ~n, et en multipliant l’e´quation (A.8) a` droite par ~n,
nous pouvons de´duire que (
ρ ξ2 − (λ+ 2µ) ) (~v · ~n) = 0 . (A.10)
Ainsi ξ = ±vp avec vp =
√
(λ+ 2µ)/ρ est une valeur propre de M associe´e au vecteur
propre w±vp = (~v±vp , σ±vp)
t. En choisissant ~v±vp = ~n, et par l’e´quation (A.6) nous avons :
σ±vp ~n = ±vp ρ~n
et par l’e´quation (A.7)








Pour re´sumer, nous avons :
• ξ = ±vp est une valeur propre simple associe´e au vecteur propre (~n, σ1) avec
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(λ In + 2µ~n⊗ ~n) . (A.14)
• ξ = ±vs est une valeur propre (simple en 2D et double en 3D) associe´e aux vecteurs
propres (~t1, σ
1
2) et (~t2, σ
2
2), avec





σ12~t2 = ~0 , (A.17)
et
σ22 ~n = ξ ρ~t2 (A.18)





ou encore via les e´quations (A.6) et (A.7),
σ2 = σ2 ~n⊗ ~n+ ~n⊗ σ2 ~n . (A.21)
• ξ = 0 est une valeur propre (simple en 2D et triple en 3D) associe´e aux vecteurs
propres (~0, σ0), avec :
σ0 ~n = ~0. (A.22)




(M− |M | ) . (A.23)
Nous savons aussi que le syste`me line´aire de l’e´lastodynamique peut s’e´crire en variables







avec F et G deux fonctions line´aires (voir e´quation (A.5)). Nous allons faire l’hypothe`se
que |M | se de´couple e´galement en contraintes-vitesses et s’e´crit sous la forme :






avec f et g deux fonctions line´aires de ~v et σ respectivement.
Rappelons que si ξ est une valeur propre de M associe´e a` un vecteur propre w alors :
• si ξ ≥ 0 alors |M | w =Mw = ξ w.
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• si ξ ≤ 0 alors |M | w = −Mw = −ξ w.





(λ In + 2µ~n⊗ ~n)
 = ( vp ~n













(λ In + 2µ~n⊗ ~n)







(λ In + 2µ~n⊗ ~n)
) 
Ces e´quations sont redondantes et sont e´quivalentes a` :{
f(~n) = vp ~n
g (λ In + 2µ~n⊗ ~n) = vp (λ In + 2µ~n⊗ ~n) . (A.26)






~ti ⊗ ~n+ ~n⊗ ~ti
) ) = ( vs~ti
v2s ρ
(














~ti ⊗ ~n+ ~n⊗ ~ti








~ti ⊗ ~n+ ~n⊗ ~ti
))  ,










~ti ⊗ ~n+ ~n⊗ ~ti
) (A.27)
Enfin, nous avons :
















ce qui se re´sume en :
∀σ0 tel que σ0~n = ~0, g (σ0) = 0 . (A.28)
Notons Π~n = ~n⊗~n la projection orthogonale sur l’espace vect < ~n >. Alors l’application
line´aire f est entie`rement de´termine´ par (A.26-A.27-A.28) et vaut :
f = vs In + (vp − vs)Π~n . (A.29)
Remarque A.1.1 Le calcul pre´ce´dent a e´te´ de´duit a` partir de l’e´quation (A.2), c’est-a`-
dire en divisant l’e´quation (1.3) par la densite´ ρ. Ainsi, pour retrouver l’expression de f
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relativement a` l’e´quation (1.3), il faut multiplier l’e´quation (A.29) par ρ. L’expression de
f est alors donne´e par
f = ρ (vs In + (vp − vs)Π~n) (A.30)
ou encore
f (~v) = ρ (vs ~v + (vp − vs) (~v · ~n) ~n) (A.31)





(λ In + 2µΠ~n) + vs
(
~T ⊗ ~n+ ~n⊗ ~T
)
, avec ~T = σ ~n,
ce qui peut se re´e´crire en :
g(σ) =
σ ~n · ~n
ρ vp
(λ In + 2µΠ~n) + vs
((





Finalement, en remplac¸ant f et g par leurs expressions respectives, nous pouvons







σ ~n− vs ~v − (vp − vs) (~v · ~n)~n
λ In (~v · ~n) + µ (~v ⊗ ~n+ ~n⊗ ~v)− vs (σ ~n⊗ ~n+ ~n⊗ σ ~n)
−σ ~n · ~n
vp
(
(v2p − 2 v2s) In + 2 vs (vs − vp)~n⊗ ~n
)
 . (A.33)
Remarque A.1.2 Rappelons ici aussi que cette matrice est relative au syste`me (A.2)-
(A.3). Ainsi, et en vertue de la remarque A.1.1, nous pouvons de´duire la matrice des flux





σ ~n− ρ (vs ~v + (vp − vs) (~v · ~n)~n)
λ In (~v · ~n) + µ (~v ⊗ ~n+ ~n⊗ ~v)− vs (σ ~n⊗ ~n+ ~n⊗ σ ~n)
−σ ~n · ~n
vp
(
(v2p − 2 v2s) In + 2 vs (vs − vp)~n⊗ ~n
)
 . (A.34)
A.2 Calcul des matrices A et B
Nous allons maintenant expliciter les expressions des matrices A et B qui ne sont autres
que les matrices des applications line´aires f et g. Nous allons nous concentrer sur le cas
d’un espace tridimensionnel. Cependant, le meˆme raisonnement s’applique aussi bien au
cas d’un espace bidimensionnel, et sera par ailleurs de´taille´ dans l’annexe B.
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A.2.1 Calcul de A
Rappelons que f s’e´crit :
f = ρ (vs In + (vp − vs)Π~n) .
Nous en de´duisons facilement l’expression de A,
A = ρ
 vs + (vp − vs)n2x (vp − vs)nx ny (vp − vs)nx nz(vp − vs)nx ny vs + (vp − vs)n2y (vp − vs)ny nz
(vp − vs)nx nz (vp − vs)ny nz vs + (vp − vs)n2z
 . (A.35)
Le spectre de A est compose´ d’une valeur propre simple ρ vp, associe´e au vecteur propre
~n, et d’une valeur propre double ρ vs, associe´e a` deux vecteurs propres engendrant < ~n >
⊥.
A.2.2 Calcul de B
L’expression de la matrice B est un peu plus complique´e a` de´duire, vu que g est une
fonction line´aire du tenseur σ, alors que nous cherchons l’expression d’une matrice B relative
au vecteur ~σ. Reprenons donc dans un premier temps l’e´quation (1.4) relative a` la variable
σ, qui s’e´crit apre`s avoir remplacer M par M− :
∂tσ = g(σ) , (A.36)
ou de manie`re e´quivalente,
∂t σ = Gσ , (A.37)
ou` G est la matrice de l’application line´aire g. En notant G˜ la matrice donne´e par
G˜ := Gσ , (A.38)
ou` σ est le tenseur
σ = (σij)1≤i, j≤3 , (A.39)
nous obtenons apre`s de´veloppement
∂t σij = G˜ij 1 ≤ i, j ≤ 3 , (A.40)




G˜pqij σpq 1 ≤ i, j ≤ 3 . (A.41)
Ainsi, si ~σ de´signe le vecteur
~σ = (σ11, σ22, σ33, σ12, σ13, σ23)
t , (A.42)
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et si nous notons Gˆ la matrice
Gˆ =

G˜1111 G˜2211 G˜3311 G˜1211 G˜1311 G˜2311
G˜1122 G˜2222 G˜3322 G˜1222 G˜1322 G˜2333
G˜1133 G˜2233 G˜3333 G˜1233 G˜1333 G˜2333
G˜1112 G˜2212 G˜3312 G˜1212 G˜1312 G˜2312
G˜1113 G˜2213 G˜3313 G˜1213 G˜1313 G˜2313
G˜1123 G˜2223 G˜3323 G˜1223 G˜1323 G˜2323

, (A.43)
alors l’e´quation (A.41) s’e´crit de manie`re e´quivalente :
∂t ~σ = Gˆ~σ . (A.44)
Rappelons aussi qu’a` ce stade, l’e´tude pre´ce´dente est faite a` partir du syste`me (1.3)-
(1.4), c’est a` dire sans le changement de variables (2.13). En tenant donc compte de ce
changement de variables, ainsi que de la syme´trisation du syste`me (2.22) via la multipli-
cation par la matrice S0, nous pouvons conclure que B est donne´e par
B = Λ0R GˆR−1 , (A.45)





1 n2x − n2z n2y − n2z 2nxny 2nxnz 2nynz
n2x − n2z n2x + n2z n2z nxny 0 −nynz
n2y − n2z n2z n2y + n2z nxny −nxnz 0
2nxny nxny nxny n2x + n
2
y nynz nxnz
2nxnz 0 −nxnz nynz n2x + n2z nxny
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A.2 Calcul des matrices A et B
Les valeurs propres de B = (bij)1≤i,j≤6 sont complexes a` de´terminer. Un moyen simple
de prouver le caracte`re positif de B est d’e´valuer les de´terminants des matrices :
Bk = (bij)1≤i,j≤k , ∀ 1 ≤ k ≤ 6 .
En notant Dk le de´terminant de la matrice Bk, nous trouvons :





















D4 = D5 = D6 = 0 .
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Les expressions des e´quations dans les chapitres pre´ce´dents e´tant compactes, nous es-
sayons dans cet annexe d’expliciter leurs e´critures, et donnons l’algorithme utilise´ pour




















































































































En adoptant les notations des sections 2.4 et 2.5, et en suivant un raisonnement ana-
logue, nous pouvons de´duire que le syste`me discret, avec des flux centre´s en espace et un
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=− Ex σnxzi − Ez
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Dans le cas particulier d’un sche´ma volumes finis (c’est-a`-dire DG-P0), ce syste`me se
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B.1 Cas bidimensionnel
simplifie encore puisque nous avons les e´galite´s (voir section 2.6),
Ki = Vi
Eα = 0 ∀α ∈ {x, z}
Fik = Gik = Sik ∀ k ∈ V (i) ,
ou` Vi est le volume de la cellule Ti et Sik est la surface de l’interface Tik = Ti ∩ Tk. Ainsi,































































































































































B.1.2 Conditions aux limites
B.1.2.1 Conditions aux limites absorbantes
Par un raisonnement identique a` celui de l’annexe 1, nous pouvons de´duire que les
matrices des flux absorbants s’e´crivent :
A = ρ
(
vs + (vp − vs)n2x (vp − vs)nx nz







 vs (n2x − n2z) vs 2nx nz vs(n2x − n2z) vs 4n2x n2z vp + (n2x − n2z)2 vs 2nx nz (n2x − n2z) (vs − vp)
2nx nz vs 2nx nz (n
2





A et B sont des matrices syme´triques positives. En effet, nous avons les e´galite´s suivantes :










T′tD′ T′ , (B.25)
avec T′ =
 0 1 −1−2nx nz n2x − n2z n2x − n2z
n2x − n2z 2nx nz 2nx nz
 et D′ = diag (vp, 2 vs, 0).
En remplac¸ant ces matrices par leurs valeurs dans les expressions (3.47) et (3.48), nous




Pik ⊗ Fik ~σ ni −
1
2



















































































































































































B.1.2.2 Conditions aux limites sur la faille
Le meˆme raisonnement que celui de la section 3.1 permet de conclure que les matrices
Aik, Bik, Cik et Dik s’e´crivent
Aik = (~nik ~n tik − I2)Pik ,
Bik = ~nik ~n tik Pik ,
Cik = Qik (I2 − ~nik ~n tik) et
Dik = Qik ~nik ~n tik ,








 nxik nziknxik −nzik
nzik nxik
 .




Pik ⊗ Fik ~σ ni +
1
2













(Cik ⊗ Fik ~v n+
1
2
i + Dik ⊗Gik ~v n+
1
2
k ) , (B.34)
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2 I2 − ~nik ~n tik
)⊗ Fik ~v n+ 12i + 12 (Qik ~nik ~n tik)⊗Gik ~v n+ 12k . (B.36)










ζ (~σ ni , ~σ
n
k ) , (B.38)
ou` ζ est la fonction donne´e par
ζ (~σ ni , ~σ
n






















































































































Les expressions (B.37) et (B.38) du flux Fik ainsi donne´e ne sont valables que dans le
cas ou` les conditions aux limites sur la faille sont homoge`nes (c’est-a`-dire pour g = 0). Dans
le cas non homoge`ne, la condition aux limites (1.11) implique l’addition de la composante
tangentielle des tractions (pour le mode cisaillant) exerce´es sur la faille. En reprenant




ζ (~σ ni , ~σ
n







ζ (~σ ni , ~σ
n




ou` ~T ikT est donne´ par (3.27).
La de´duction du vecteur ~T ikT ne´cessite le calcul de la discontinuite´ de la vitesse tangen-
tielle ~vT et de la composante tangentielle de la quantite´ ~RT de´finie en (3.32). Ces dernie`res
peuvent eˆtre calcule´es en utilisant la formule
ΘT = Θ− (Θ · ~n)~n . (B.45)
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Dans le cas particulier d’un sche´ma volumes finis, nous avons par (3.26) :
~˜T nikT =
ρi ρk Vi Vk
∆t Sik (ρi Vi + ρk Vk)
(
−J~v n− 12T K − ~RniT + ~RnkT) . (B.46)
Or
~vT = (I2 − ~n⊗ ~n)~v







J~v n− 12T K = [nzik (v n− 12xi − v n− 12xk )− nxik (v n− 12zi − v n− 12zk )]( nzik−nxik
)
. (B.48)














































































pour Θ = ω, ω′ et σxz .












































































































Ce syste`me peut eˆtre transforme´ en un syste`me hyperbolique pseudo-conservatif, en intro-












(−σxx + 2σyy − σzz) .
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Comme nous l’avons pre´ce´demment souligne´, ce syste`me n’est pas syme´trique, mais
syme´trisable via la multiplication par une matrice constante S0 (voir section 2.3.2). Ne´anmoins,
cette proce´dure de syme´trisation n’intervient que pour simplifier les calculs de l’e´nergie.
Les deux syste`mes (2.15) et (2.22) (c’est-a`-dire sans et avec multiplication par S0) e´tant
e´quivalents, nous avons opte´ pour l’implementation du syste`me (B.62)-(B.70) afin d’e´viter
de manipuler la matrice non diagonale S0. Dans la suite, nous donnerons donc les flux
relatifs au syste`me (B.62)-(B.70).
B.2.1 Sche´ma discret
En adoptant les notations des sections 2.4 et 2.5, et en suivant un raisonnement ana-
logue, nous pouvons de´duire que le syste`me discret, avec des flux centre´ en espace et un
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=− Ex σnxzi − Ey σnyzi − Ez
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n+ 1
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n+ 1
2















xk nxik − v
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Dans le cas particulier d’un sche´ma volumes finis (c’est-a`-dire DG-P0), ce syste`me se sim-
plifie encore puisque nous avons les e´galite´s (voir section 2.6),
Ki = Vi
Eα = 0 ∀α ∈ {x, z}
Fik = Gik = Sik ∀ k ∈ V (i) ,
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ou` Vi est le volume de la cellule Ti et Sik est la surface de l’interface Tik = Ti ∩ Tk. Ainsi,
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B.2.2 Conditions aux limites
B.2.2.1 Conditions aux limites absorbantes
Dans l’annexe A, nous avons calcule´ les matrices relatives aux flux absorbants. En rem-
plac¸ant ces matrices par leurs valeurs dans les expressions (3.47) et (3.48), nous de´duisons




Pik ⊗ Fik ~σ ni −
1
2
















B⊗ Fik ~σ ni . (B.90)
Remarque B.2.1 E´tant donne´ que nous cherchons ces flux pour le syste`me (2.15) et
non pas pour le syste`me (2.22) (c’est-a`-dire sans syme´trisation), alors il faut multiplier le





















0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 , (B.92)




























Pik ⊗ Fik ~σ ni −
1
2












)⊗ Fik ~v n+ 12i − 12 (S¯−10 B)⊗ Fik ~σ ni , (B.95)
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B.2.2.2 Conditions aux limites sur la faille
Dans la section 3.1, nous avons vu que les matrices Aik, Bik, Cik et Dik s’e´crivent
Aik = (~nik ~n tik − I3)Pik ,
Bik = ~nik ~n tik Pik ,
Cik = Qik (I3 − ~nik ~n tik) et
Dik = Qik ~nik ~n tik ,
ou` Pik et Qik sont donne´es par
Pik =
 nxik nxik 0 nyik nzik 0nyik 0 nyik nxik 0 nzik
















Pik ⊗ Fik ~σ ni +
1
2













(Cik ⊗ Fik ~v n+
1
2
i + Dik ⊗Gik ~v n+
1
2
k ) , (B.106)


















2 I3 − ~nik ~n tik
)⊗ Fik ~v n+ 12i + 12 (Qik ~nik ~n tik)⊗Gik ~v n+ 12k , (B.108)















)⊗ Fik ~v n+ 12i − 12 (S¯−10 Qik ~nik ~n tik)⊗ (Fik ~v n+ 12i −Gik ~v n+ 12k ) . (B.110)
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ζ (~σ ni , ~σ
n
k ) , (B.113)
ou` ζ est la fonction donne´e par
ζ (~σ ni , ~σ
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Les expressions (B.111), (B.112) et (B.113) du flux Fik ainsi donne´es ne sont valable
que dans le cas ou` les conditions aux limites sur la faille sont homoge`nes (c’est-a`-dire pour
g = 0). Dans le cas non homoge`ne, la condition aux limites (1.11) implique l’addition de
la composante tangentielle des tractions (pour le mode cisaillant) exerce´es sur la faille. En
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La de´duction de ~T ikT ne´cessite le calcul de la discontinuite´ de la vitesse tangentielle ~vT
et de la composante tangentielle de la quantite´ ~RT de´finie en (3.32). Ces dernie`res peuvent
eˆtre calcule´es en utilisant la formule
ΘT = Θ− (Θ · ~n)~n . (B.125)
Dans le cas particulier d’un sche´ma volumes finis, nous avons par (3.26),
~˜T nikT =
ρi ρk Vi Vk
∆t Sik (ρi Vi + ρk Vk)
(
−J~v n− 12T K − ~RniT + ~RnkT) . (B.126)
Or
~vT = (I3 − ~n⊗ ~n)~v
=
 (1− n2x) vx − nx (ny vy + nz vz)(1− n2y) vy − ny (nx vx + nz vz)
(1− n2z) vz − nz (nx vx + ny vy)
 , (B.127)
donc



























































































































































































































































pour Θ = ω, ω′, ω′′, σxy, σxz et σyz .
Finalement, l’expression de FnikT de´coule de (3.26) et (3.27).
B.3 Algorithme
L’algorithme que nous utilisons est assez simple et explicite en tout pas de temps. Si
l’on se place a` un instant n ou` l’on suppose connu les vitesses a` l’instant n − 1
2
et le
glissement et les contraintes a` l’instant n, alors l’algorithme est donne´ par :
1. Calcul des vitesses a` l’instant n +
1
2
via l’e´quation (2.72), en prenant en compte les
flux a` travers la faille donne´s par (3.2).
2. Calcul du de´placement tangentiel a` la faille a` l’instant n+ 1 via l’e´quation (3.19).
3. Calcul des tractions fictives ~˜TT sur la faille a` l’instant n+ 1 via l’e´quation (3.26).
4. De´duction des tractions (3.27) et des flux (3.29) a` travers la faille.
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B.3 Algorithme
5. Calcul des contraintes a` l’instant n+ 1 via l’e´quation (2.73).
Cet algorithme ne ne´cessite pas l’introduction d’un sche´ma pre´dicteur correcteur lors
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1. Cadre général, enjeux et présentation du projet de recherche 
 
1.1 Présentation de la thèse 
 
Cette thèse s’intitule « Étude et simulation numérique de la rupture dynamique des séismes 
par des méthodes éléments finis discontinus ». Elle traite un sujet fondamental en sismologie 
qui est la physique de la rupture d’un séisme, et plus précisément, la propagation de failles de 
géométries complexes dans des milieux hétérogènes. 
La modélisation de la rupture d’un séisme à des échelles réalistes est un problème difficile. 
L’élaboration de méthodes numériques, appuyées par des performances de plus en plus 
croissantes des machines de calculs, a permis des avancées considérables dans la 
compréhension du phénomène des tremblements de terre. Ces méthodes numériques sont 
d’autant plus précises lorsqu’elles permettent de prendre en considération les différents 
paramètres physiques mis en jeu lors d’un séisme, tels que la géométrie des failles, 
l’hétérogénéité du milieu, les lois de frottement qui gouvernent la rupture, etc. 
Le but de cette thèse a été d’assimiler dans un premier temps le problème physique de la 
dynamique de la rupture et de développer ensuite un modèle numérique permettant la 
simulation de la rupture des séismes en tenant compte au mieux des paramètres cités ci-
dessus. L’outil de modélisation développé permet donc d’étudier des configurations réalistes 
du phénomène des séismes, mais aussi de propager les ondes qui en sont générées et qui 
atteignent la surface de la terre. Ce sont en fait ces ondes qui sont le plus souvent responsables 
des dégâts matériels et donc humains survenant lors des tremblements de terre. Leur bonne 
compréhension est donc nécessaire voire indispensable afin d’établir ou d’améliorer les 
normes de construction parasismiques. 
 
1.2 Contexte de la thèse 
 
Cette thèse s’inscrit dans le cadre d’une collaboration entre le projet CAIMAN  « CAlcul 
scIentifique, Modélisation et Analyse Numérique », qui est un projet commun entre l’INRIA 
Sophia Antiplois et l’ENPC, et le projet DRO « Déformation active, Rupture et Ondes » de 
l’unité de recherche GÉOSCIENCES AZUR. Le thème de cette thèse constitue un des deux 
axes principaux de recherche de l’équipe CAIMAN que sont l’élastodynamique, dans lequel 
j’interviens, et l’électromagnétisme. 
À l’échelle internationale, cette thèse peut être considérée comme une innovation. En effet, 
la simulation numérique des ruptures a été largement étudiée depuis les trois dernières 
décennies, par des méthodes de types différences finies (FDM) et des méthodes de types 
éléments finis continus (FEM), mais peu, à notre connaissance, par des méthodes de types 
éléments finis discontinus, appelées aussi méthodes Galerkin discontinus (DGM). L’avantage 
de ces dernières par rapport aux méthodes différences finies est qu’elles permettent une 
flexibilité au niveau du maillage assurant ainsi une meilleure prise en compte des géométries 
complexes des failles. En effet, plusieurs études récentes ont montré que la géométrie de la 
faille joue un rôle important dans la propagation de la rupture et peut ainsi modifier 
considérablement les champs rayonnés, et le comportement même de la rupture. Leur 
avantage par rapport aux méthodes éléments finis continus est qu’elles sont « locales » et ne 
nécessitent donc pas la résolution de systèmes de très grandes tailles, ce qui permet un gain en 
espace mémoire et en temps de calcul. D’autre part, le caractère discontinu des méthodes 
DGM leur procure une meilleure prise en compte des discontinuités des champs au voisinage 
de la faille, ce qui ne se fait pas de manière naturelle pour les méthodes FEM continus. 
En raison du caractère numérique de la thèse, les ressources techniques nécessaires pour 
son bon déroulement ont été toujours à ma disposition : un ordinateur personnel biprocesseurs 
 3 
à 3.6 GHz (Linux/Windows), un parc matériel de 11 PC Linux en réseau local, dont la plupart 
sont à 3 GHz, un cluster de 188 processeurs, dont 14 machines à base de bi-PentiumIII 1.2 
GHz en Fast Ethernet, 16 machines à base de bi-Xeon en Gigabit Ethernet, et 64 machines à 
base de bi-Opteron en Gigabit Ethernet. En ce qui concerne les ressources humaines, j’ai fait 
parti d’une équipe composée de treize personnes, dont six permanents ; Stéphane Lanteri et 
Loula Fezoui (directeurs de recherche INRIA), quatre collaborateurs extérieurs ; Serge 
Piperno (mon directeur de thèse, et actuellement directeur du CERMICS), Nathalie Glinsky-
Olivier (chargée de recherche), Victorita Dolean et Fransesca Rapetti (maîtres de conférence 
UNSA), cinq doctorants ; Marc Bernacki, Antoine Bouquet, Adrien Catella, Hassan Fahs et 
Hugo Fol, et deux post-doctorants ; Ronan Perrussel et Gilles Scarella. Je suis aussi encadré 
par Jean Virieux (professeur, co-directeur de thèse) et ai été en étroite collaboration avec 
Victor-Manuel Cruz Atienza ; actuellement post-doctorant en géophysique à l’université de 
San Diego en Californie. 
 
1.3 Moi dans ce contexte 
 
Cette thèse vient à la suite d’un stage que j’ai réalisé en Avril 2004 au sein de l’équipe 
CAIMAN. Ce stage constituait le projet de fin d’étude d’un mastère (ancien DEA) que j’ai 
effectué à Lyon. Les résultats du stage ayant été concluants, mes directeurs et moi-même 
avons pu définir les principaux axes et objectifs de la thèse. Une fois le financement 
nécessaire attribué, la thèse démarra en Octobre 2004. 
Au début, il était clair que je ne connaissais pas bien le sujet, d’autant plus que je n’ai pas 
suivi de formation en géophysique auparavant. Le stage m’a permis de découvrir cette 
discipline et m’a donné envie de continuer dans ce thème de recherche. Le fait d’avoir pu 
bénéficier d’une double expertise en mathématiques et en géophysique par le biais de mes 
directeurs, ajouté à la bonne ambiance qui régnait dans le groupe, m’a fortement encouragé à 
entreprendre le défit malgré la difficulté du sujet et mon manque d’expérience dans le 
domaine de la géophysique. 
 
2. Déroulement, gestion et coût du projet 
2.1 Préparation et cadrage du projet 
 
La recherche est un domaine semé d’embûches et plein d’imprévus. Ainsi, il n’est pas 
toujours aisé d’évaluer à l’avance les facteurs de succès ou de risque dans cette démarche 
scientifique. Néanmoins, les connaissances apportées par Jean Virieux et Serge Piperno autant 
sur le plan physique que mathématique sur le sujet, ainsi que l’expertise acquise par l’équipe 
CAIMAN dans le domaine du calcul scientifique et la modélisation numérique, ont permis de 
démarrer sur de bonnes bases. Les résultats obtenus au cours du stage qui a précédé la thèse 
confortait également ce démarrage. 
La partie développement a été facilitée par l’existence au préalable de codes ayant servi de 
base à mon travail. Ces codes ont été validés dans un premier temps par Nathalie Glinsky-
Olivier pour le problème de propagation d’onde. J’ai fait ensuite le développement et la 
validation nécessaire pour le problème de la rupture. 
Pour financer ce projet, j’ai bénéficié d’une allocation de recherche dont ¾  provenaient de 




2.2 Conduite du projet 
 
Nous nous étions fixés comme objectif d’étudier et de mettre en place un schéma 
numérique de type volumes finis (i.e. Galerkin discontinu d’ordre zéro), ainsi que de 
développer un code 3D parallèle pour la simulation de la rupture dynamique des séismes dans 
un cadre réaliste. 
Pour commencer, il a fallu entreprendre un travail d’assimilation du problème, surtout d’un 
point de vue physique. Pour cela, les connaissances de Jean Virieux m’ont été d’une grande 
aide. La collaboration avec son doctorant de l’époque, Victor-Manuel Cruz Atienza, m’a été 
très précieuse et ses travaux précurseurs m’ont facilité énormément la tâche, puisque les 
thèmes de nos thèses étaient assez similaires. Par ailleurs, j’ai aussi pu avoir accès à tous les 
documents dont j’ai eu besoin grâce au centre de documentation localisé sur le site de 
l’INRIA. 
Une fois le cadre physique mis en place, il a fallu étudier d’un point de vue mathématique 
le phénomène de la rupture. Les conseils et le suivi étroit de Serge Piperno m’ont permis 
d’avancer sur une bonne voie. J’ai pu ainsi traduire le modèle physique qui nous intéresse 
dans un cadre mathématique plus formel. Bien sur, cette étape a toujours évolué au fur et à 
mesure  que j’avançais dans la thèse et que le problème physique se complexifiait. Cette étude 
a permis l’écriture d’un schéma numérique basé sur des formulations éléments finis 
discontinus et de définir les conditions aux limites sur la faille adaptées au problème physique 
choisi. 
Vient ensuite l’étape de développement qui consiste à établir et valider un code 2D puis un 
code 3D parallèle basé sur ce schéma numérique. Dans cette étape, j’ai bénéficié du soutien 
de Nathalie Glinsky-Olivier qui m’a co-encadré tout au long de la thèse, et dont les conseils 
aussi bien sur un plan scientifique que pédagogique m’ont aidé à plusieurs reprises. J’ai opté 
pour une démarche allant du simple au compliqué. J’ai donc commencé par le cas 
bidimensionnel. À mesure que le temps passait, les résultats s’affinaient. La validation de ces 
derniers s’est en majorité faite en comparaison avec des résultats issus d’une méthode 
différences finies obtenus par Victor-Manuel Cruz Atienza. J’ai aussi dû améliorer le modèle 
physique suite aux remarques des rapporteurs d’un article que j’ai soumis entre temps. 
L’accomplissement de ce travail a nécessité presque les deux premières années de la thèse. 
La troisième et dernière année a été consacrée au cas tridimensionnel. Ayant déjà surmonté la 
majorité des difficultés dans le cas bidimensionnel, j’ai commencé cette dernière étape avec 
plus de connaissances et d’autonomie. J’ai eu par ailleurs quelques échanges avec Stéphane 
Lanteri qui m’a apporté son aide et son savoir faire sur l’aspect parallélisme dans la 
programmation, étant donné que j’étais néophyte dans ce domaine. J’ai aussi entrepris le 
travail de rédaction de la thèse qui s’est avéré une tâche gourmande en temps. 
L’encadrement de la thèse se déroulait pendant des réunions entre mes directeurs et moi-
même. Ces réunions ont eu lieu principalement dans les locaux de l’INRIA et se tenaient plus 
ou moins régulièrement en fonction des problèmes que je rencontrais. Durant la dernière 
année de la thèse, les nouvelles fonctions prises par Serge Piperno l’ont conduit à quitter la 
région. Ceci n’a pas empêché le fait de se réunir une fois tous les deux mois en moyenne. 
Nous avons gardé le contact entre temps par des messages électroniques et des conversations 
téléphoniques. Les réunions étaient l’occasion pour faire le point, analyser les résultats, 
apporter des solutions aux problèmes et définir les nouveaux objectifs et orientations à suivre. 




2.3 Évaluation et prise en charge du coût du projet 
 
Comme tout projet, la thèse nécessite des ressources humaines et matérielles. Ayant fait 
partie d’un grand organisme de recherche qu’est l’INRIA, il m’est difficile d’avoir une 
évaluation exacte du coût qu’a suscité ce projet de thèse. Ainsi, les estimations présentées 
dans ce qui suit ne sont données qu’à titre indicatif. 
 












*Durant cette thèse, j’ai participé à plusieurs congrès nationaux et internationaux. Le 
premier en Décembre 2004 à l’IFP Paris. Le deuxième, l’EGU (European  Geophysical 
Union) à Vienne en Avril 2005, et le troisième en Septembre 2006 dans le cadre de l’école 
des ondes organisé par l’INRIA à Paris. J’ai par ailleurs suivi une série de formations 
transversales à ma thèse, dont une en informatique en 2005 et deux en anglais en 2006 et 
2007. Une estimation des coûts est donnée dans le tableau suivant : 
 
 
 Transport Séjour Inscription Total 
Congrès en 
France 
360 € 280 € 120 € 760 € 
Congrès à 
l’étranger 
600 € 800 € 210 € 1610 € 
Formations 
doctorales 
0 € 0 € 1500 € 1500 € 
Coût total 960 € 1080 € 1830 € 3870 € 
 
                                                 
* Ce coût inclus celui de mes directeurs, les post-docs, le personnel administratif et les techniciens. 
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L’estimation globale du coût de cette thèse est résumée dans le tableau suivant : 
 
 
 Coût (en milliers d’Euros) 
Ressources humaines et matérielles 116,38 
Congrès et formations 3,87 
Coût total 120,25 
 
 




Cette thèse a été une expérience très enrichissante et m’a donné l’occasion d’acquérir de 
nouvelles compétences à la croisée de plusieurs disciplines : mathématiques, géophysique et 
informatique. 
 
3.1 Compétences scientifiques et techniques 
 
La thèse m’a permis d’approfondir mes connaissances en mathématiques appliquées. Ces 
dernières étaient celles issues de ma formation académique, et plus particulièrement en ce qui 
concerne les schémas numériques, se limitaient à des méthodes de type différences finies et 
éléments finis continus.  J’ai eu donc l’occasion d’apprendre des nouvelles méthodes que 
sont les méthodes Galerkin discontinus, et mesurer le potentiel que peuvent apporter ces 
méthodes dans le domaine de l’analyse et la simulation numérique en général. 
Le sujet de ma thèse portant sur le problème de la fracturation des séismes, j’ai eu  aussi 
l’occasion d’acquérir des connaissances entièrement nouvelles sur la géophysique en général, 
et la dynamique des ruptures des séismes en particulier. Avant de commencer la thèse, ces 
connaissances étaient de l’ordre de la culture générale, et que j’ai pu approfondir au cours de 
l’avancement du projet. Pour cela, j’ai bénéficié de l’aide et l’expérience de Jean Virieux et de 
Victor-Manuel Cruz Atienza qui m’ont été d’une grande importance. La publication d’un 
article dans un journal de géophysique GJI (Geophysical Journal International) a été le 
couronnement de ces recherches. 
Le domaine du calcul numérique requiert, outre la maîtrise des méthodes numériques, de 
bonnes connaissances en informatique. J’ai développé durant ce projet un code 3D avec 
architecture parallèle pour la simulation de la propagation de la rupture dynamique des 
séismes dans un milieu hétérogène. Ce travail constituait un nouveau challenge étant donné 
que j’étais néophyte dans le domaine du parallélisme. Ce dernier nécessitant des moyens 
logistiques assez conséquents, et destiné à être partagé entre plusieurs utilisateurs, il a fallu 
faire preuve d’organisation et de coopération afin de pouvoir coordonner le travail de 
chacun. 
Par ailleurs, j’ai renforcé mes connaissances en suivant des formations en rapport direct 






3.2 Compétences en gestion de projet 
 
La thèse a été l’opportunité pour moi de mener un projet sur du long terme. J’ai acquis 
ainsi des compétences méthodologiques pour pouvoir mener à bien un travail de recherche 
telles que savoir poser la problématique,  cerner les données et les objectifs à atteindre, 
analyser, proposer des solutions, critiquer, prendre l’initiative quand il fallait, se remettre en 
question ou faire des choix différents si les résultats ne correspondaient pas aux attentes. 
C’était aussi l’occasion pour moi d’apprendre à gérer mon temps, car souvent l’emploi du 
temps était extrêmement chargé, et surtout durant la dernière année. 
La thèse m’a permis de rencontrer et d’avoir des échanges avec des gens travaillant sur 
plusieurs thèmes de recherches, souvent parallèles et parfois transversales au mien, ce qui a 
contribué à renforcer ma culture générale. À travers les différents séminaires et 
présentations que j’ai donnés, j’ai appris à adapter ma communication en fonction de 
l’auditoire ciblé, en trouvant un juste milieu entre la présentation du sujet dans sa complexité 
et les arguments pour l’expliquer plus simplement. Ce constat, bien qu’évident, ne l’est pas 
toujours sur le plan pratique car il demande un certain recul par rapport à son sujet. 
La participation à des activités physiques au sein de l’INRIA m’a permis de faire face à des 
moments de grande pression et d’apporter un peu d’air frais quand le travail devenait parfois 
stressant. 
 
3.2 Qualités personnelles et professionnelles 
 
Mon intégration dans un groupe de recherche, particulièrement l’équipe CAIMAN, m’a 
permis d’accroître mon sens du relationnel dans le cadre de collaborations professionnelles, 
mais aussi de développer des relations privilégiées avec certaines personnes. L’ambiance et 
la bonne humeur qui régnaient dans l’équipe m’ont beaucoup aidé à surmonter les obstacles et 
les moments difficiles. L’interaction avec d’autres équipes de recherches m’a permis d’un 
autre côté d’élargir mon cercle de relations. 
La thèse a été aussi l’occasion pour moi d’aiguiser ma curiosité d’esprit en m’ouvrant à 
d’autres disciplines à travers les séminaires, les séminaires croisés, les colloquiums, etc. À 
une autre échelle, les publications et les conférences données à l’étranger m’ont permis de 
m’ouvrir à la communauté internationale et nouer des liens et contacts avec des 
spécialistes dans mon domaine de recherche. 
J’ai par ailleurs, fais preuve de rigueur et de persévérance, des qualités indispensables 
pour mener à bien ce projet. En effet, trouver la solution exacte à un problème donné est 
rarement le fruit du hasard, et seule une bonne dose de travail et de rigueur permet d’arriver à 
bout des difficultés en respectant les délais accordés. 
 
 
4. Résultats, impact de la thèse pour le laboratoire et l’équipe 
 
Pour le laboratoire et l’équipe : 
 
Cette thèse a constitué le début d’une collaboration entre l’équipe CAIMAN de l’INRIA-
ENPC et l’équipe DRO de GÉOSCIENCES AZUR. Cette collaboration continue à se 
poursuivre à travers le recrutement de nouveaux doctorants et post-doctorants. 
Elle constitue aussi un axe de recherche dans la collaboration franco-américaine avec 
l’équipe SDSU (San Diego State University) de l’état de San Diego par le biais de Victor-
 8 
Manuel Cruz Atienza. Ce dernier s’est basé sur les résultats obtenus durant cette thèse pour 
les étendre à des applications plus complexes. 
 
Sur le plan personnel : Les pistes professionnelles envisagées 
 
A court terme  
Une perspective possible après la thèse serait de poursuivre les travaux de recherche à 
travers un poste postdoctoral au sein du laboratoire de géophysique interne et de 
tectonophysique LGIT de Grenoble. Le travail consistera principalement à étendre la méthode 
numérique appliquée à l’élastodynamique à des schémas Galerkin discontinus d’ordres 
élevés. 
A long terme 
Mon projet professionnel serait d’intégrer le monde industriel. La modélisation et la 
simulation de la propagation de ruptures dans les matériaux est un domaine qui me semble 
très passionnant et recherché (notamment  dans l’industrie de l’automobile, l’aéronautique, 
l’industrie pétrolière, etc.…) afin d’améliorer les normes de sécurité et la résistance des 
matériaux. 
Ce qui m’a stimulé et motivé durant cette thèse, c’était la découverte d’une discipline 
complètement nouvelle pour moi qui est la géophysique, et dans laquelle j’ai pu approfondir 
mes connaissances dans ce domaine. Je pense que le milieu industriel a des attentes et des 
exigences qui correspondent aux miennes, telles que la polyvalence, l’adaptabilité et la 
recherche de l’innovation. Pour ces raisons, j’ai décidé d’opter pour une carrière dans le 
monde industriel plutôt que pour une carrière académique. De ce fait, j’envisage une 
recherche orientée vers des postes d’ingénieurs d’études et de recherche dans les secteurs de 
l’industrie de façon assez large. 
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Ce travail est de´die´ a` l’e´tude et la simulation nume´rique de la rupture dynamique des
se´ismes en deux et trois dimensions d’espace par une me´thode d’e´le´ments finis disconti-
nus. Apre`s avoir transforme´ le syste`me de l’e´lastodynamique en un syste`me hyperbolique
syme´trique du premier ordre, nous proposons un sche´ma nume´rique base´ sur des flux
centre´s et un sche´ma explicite en temps de type saute-mouton. A` travers l’e´tude d’une
e´nergie discre`te du syste`me, nous spe´cifions les conditions aux limites sur la faille afin de
prendre en compte de manie`re faible la rupture en mode cisaillant que nous traitons. Nous
montrons, qu’en l’absence de tractions tangentielles sur la faille, cette e´ne´rgie est parfaite-
ment conserve´e. Nous illustrons la capacite´ de notre me´thode a` travers divers cas tests sur
des configurations complexes graˆce a` une imple´mentation paralle`le.
Mots-cle´s : E´lastodynamique, rupture dynamique, loi de frottement, me´thode de type
Galerkin discontinu en domaine temporel, maillages non structure´s, imple´mentation pa-
ralle`le.
Abstract
This work is devoted to the study and the numerical simulation of 2D and 3D dynamic
crack rupture by a discontinuous Galerkin finite element method. The initial partial dif-
ferential equations are transformed in order to get a symmetric pseudo-conservative form,
for which we design a discontinuous Galerkin formulation with centered numerical fluxes
and explicit leap-frog time scheme. Throughout the study of a discrete energy, we specify
in a weak sense the boundary conditions on the fault surface for the shear rupture mode.
We demonstrate that this energy is conserved when no traction is applied on the fault. We
investigate various complex test-cases and we compare our solutions with those obtained
by other methods. The fine agreement with other results validates our approach and illus-
trates the good behavior of the method we propose.
Keywords : Elastodynamics, dynamic rupture, slip weakening friction law, disconti-
nuous Galerkin finite element method, non-structured meshes, parallel implementation.
