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Abstract- In the past, neural networks have been viewed as 
classification and regression systems whose internal 
representations were incomprehensible. It is now becoming 
apparent that algorithms can be designed which extract 
comprehensible representations from trained neural networks, 
enabling them to be used for data mining, i.e. the discovery and 
explanation of previously unknown relationships present in data. 
This paper reviews existing algorithms for extracting 
comprehensible representations from neural networks and 
describes research to generalize and extend the capabilities of one 
of these algorithms. The algorithm bas been generalized for 
application to bioinformatics datasets, including the prediction of 
splice site junctions in Human DNA sequences. Results generated 
on this dataset are compared with those generated by a 
conventional data mining technique (CS), and conclusions are 
drawn regarding the application of the neural network based 
technique to other fields of interest. 
Index Terms-Neural networks, knowledge extraction, data 
mining, hioinformatics. 
I. 1. INTRODUCTION 
Data mining (or more precisely, knowledge extraction) can 
be described as the process of discovering previously unknown 
dependencies and relationships in data sets. As Craven and 
Shavlik [12] observe: “A (learning) system may discover 
salient features in the input data whose importance was not 
previously recognized.” In the past, most data mining has been 
performed using symbolic artificial intelligence data 
algorithms such as C4.5 and C5 [21,44] or CART [6]. Neural 
Networks (”s) have traditionally been treated as ‘black 
boxes’, ’ because most NNs do not use easily interpretable 
representations such as rules or decision trees. A fundamental 
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question is: “Why bother extracting decision trees from NNs, 
when symbolic data mining techniques exist?” It is obviously 
worthwhile data mining with NNs if some increase in 
performance is observed, such as: 
The decision treeirule set extracted by the NN 
technique gives a better fit to test data than symbolic 
techniques, indicating that it has more closely modeled 
the task being studied. ’ 
The decision t r eeh le  set extracted by the NN 
technique is represented in a more comprehensible way 
to the client group viewing the results of the data 
mining. For some domains, particular ways of 
representing the extracted knowledge may be more 
comprehensible than others. 
Obviously, a trained NN has leamed interesting 
relationships inherent in the data set it was trained on. 
However, these relationships are encoded as weight vectors 
within the trained NN, which are difficult to interpret 
(particularly because of non-linearities present in the network 
transfer functions). Statistical techniques exist to analyze the 
weight vectors representing trained networks (for a review of 
statistical techniques see Bullinaria [9] or for altemative 
methods see [7]) but such techniques can be difficult for non- 
statisticians to interpret. Structures such as rules and decision 
trees are a more comprehensible way of presenting information 
to other audiences. In recent years, researchers have developed 
techniques to extract easily interpretable structures, such as 
symbolic IF-THEN rules and decision trees, from NNs once 
they have been trained (for a review of these techniques, see 
[ l ,  2, 8, 321). Some of these approaches require specialized 
restricted weight modification algorithms [28], whilst others 
require specialized network architectures such as an extra 
bidden layer of units with staircase activation functions [4]. 
Other approaches extract rules by observing the relationship 
between the NN’s inputs and outputs. Because of this, the latter 
algorithms are general purpose in nature and can be applied to 
any feed fonvard network architecture [12]. An altemative to 
the IF-THEN form of rules exists, the M-of-N rule, which (this 
paper argues) may be more suitable for some applications as it 
confers superior understanding of the problem domain to the 
relevant audiences (see justification later). Rules in this form 
state: ‘If M of the N conditions at, a2, _.., a,, are true, then the 
conclusion b is true‘. It is argued that some concepts can be 
better expressed in such a form, and use of this form also help 
avoid the Combinatorial cxplosion in tree size found with IF- 
THEN rules. A flexible data mining algorithm operating on 
NNs and using the M-of-N rule representation is the TREPAN 
algorithm [I 1, 121 which is so flexible that it (theoretically) is 
not restricted to feed-forward NNs, it could also be applied to 
other systems such as standard statistical classifiers. Initial 
results on biological datasets [I I ]  suggested that TREPAN has 
potential in bioinformatics domains. For example, in a protein 
coding problem domain, TREPAN produced better 
performance on a test set, giving 61 percent accuracy to a test 
set versus 55 percent for C4.5, and produced more 
comprehensible decision trees, with five internal nodes and 14 
feature references (the number of input variable from the data 
set incorporated into the decision tree) versus 53 internal 
nodes and 53 features for C4.5. 
11. IMPLEMENTATION OF A GENERALIZED TREPAN 
The original implementation was restricted to extracting 
decision trees from a limited class of MLPs (a simple MLP 
trained by the conjugate gradients algorithm, with no 
regularization built into the algorithm), precluding the use of 
more general NNs or other classification methods. The 
algorithm was therefore completely recoded in the MATLAB 
1191 programming environment. During the recoding, attention 
was paid to generalization of the code, in particular a major 
requirement was that the software should be compatible with 
any relevant classifier (i.e. it could be ‘bolted on’ to any feed- 
forward classification methodology). The only requirement 
was that a MATLAB function could be provided for the 
classifier that the algorithm was to be linked with, such that the 
function would take a pattem to be classified as input and 
produce a classification as output. In its current form the tool 
links seamlessly to NNs developed using the public-domain 
NETLAB [ZO] toolbox, but can easily be adapted to those 
developed in the proprietary MATLAB NNs toolkit (and 
indeed it takes little effort for networks coded in languages 
other than MATLAB to be used). Such an architecture will 
allow the tool to be used with other ‘black box’ models, such 
as Hidden Markov Models (HMMs) [ZZ] and Support Vector 
Machines (SVMs) [34]. The tool builds an M-of-N based 
decision tree representing the function that the NN has learnt, 
by recursively partitioning the input space. The algorithm 
draws query instances by taking into account the actual 
distribution of training data instances in the problem domain. 
This model of the training data is used in a generative manner 
to draw instances of input vectors for presentation to the 
network. The decision tree is built in a best-first manner, in 
that as each node is added to the decision tree the algorithm 
tries to maximize the gain in fidelity of the extracted decision 
tree to the network it is trying to model. Stopping criteria can 
he selected so that the size of the tree returned can he 
controlled by the user, aiding comprehensibility. The decision 
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tree extracted is stored as an array of node structures. The 
topology of the tree is determined by assigning an index to 
each node, with the root node having index 1 ,  and each node 
storing the indices of its parent and children. Binary splitting 
tests are used at the nodes, so that each node has either zero or 
two children. A node with no children is a leaf; a node with 
two children is a fork. The class assigned by the tree to 
examples reaching a node is determined by majority vote: the 
class with the largest nuniber of training examples reaching the 
node wins. This tool differs from other decision tree 
algorithms in the three significant areas discussed below. 
Firstly, the decision tree is calculated using a best-first 
method for selecting the order in which nodes of the tree are 
expanded. Each node is assigned a priority, defined to be the 
proportion of examplea misclassified by the node. The 
algorithm maintains a queue .of leaf nodes, ordered by their 
priority, and successively expands the node at the head of the 
queue into a fork with two children. Nodes with higher 
priorities are processed fxst, as they offer the greatest chance 
of increasing the number of correctly classified training 
examples. New child nodes are placed in the queue if they 
have non-zero priority; i.e. some of the examples reaching the 
node are classified incorrectly. Both the tree and the queue are 
initialized with the root node, which all the training examples 
pass through. The process stops when the number of nodes in 
the tree exceeds some pre-defined maximum size, or when the 
queue is empty. 
A second distinguishing feature is that the splitting tests 
used at the nodes are M-of-N tests, defined by two integers M 
and N, and a set S of N splits, where a split is a Boolean test 
on an individual feature. An M-of-N test (M, N, S) is satisfied 
if at least M of its N splits are true. During classification, when 
an example reaches a fork: in the tree it passes down the first, 
left-hand branch if the M-of-N test at that node is satisfied, and 
down the second, right-hand branch otherwise. The choice of 
which M-of-N test to use at a node is based on maximizing the 
information gain [26] produced by the test. To avoid the 
potential combinatorial e:xplosion involved in searching the 
space of all possible M-0f.N tests, a beam search [18] is used. 
The beam is initialized with the split having the largest 
information gain and it:; complement. The beam search 
proceeds iteratively, constructing increasingly complex M-of- 
N tests for possible inclusion in the beam, terminating when 
the beam remains unchanged during a single iteration. To 
avoid over-fitting the training data, these tests are considered 
for inclusion in the beam only if the partitioning of the training 
set they produce is significantly different (on the basis of a x2 
test) from that produced by the original M-of-N test. A test 
that satisfies this condition replaces a test in the current beam 
if it has a larger information gain. A common limitation of 
decision tree methods is that as the tree grows, the number of 
training cases reaching EI node decreases, until there are 
inadequate examples to expand the tree further. 
The third, and perhaps most notable aspect of the tool aims 
to overcome this: the algorithm generates additional input 
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pattems by sampling the empirical distributions of the original 
training data. These additional generated training cases are 
used alongside the original training data to expand the tree. As 
each node is created, sufficient training cases are generated so 
that a pre-specified mini-mum number of examples reach the 
node. The generation of new input pattems is based only on 
the marginal distributions of the features, and ignores any 
correlations between the features. To  partially address this 
deficiency the tool estimates the local distributions of the 
features at each node (i.e. the empirical distributions of the 
original training cases that reach the node). If these 
distributions are significantly different (again on the basis of a 
x2 test) from the distributions at the parent node, then the local 
distributionsare used to generate new input pattems; otherwise 
the parent distributions are used. 
111. RESULTS 
The algorithm has been applied an example from 
bioinformatics, chosen based on a number of criteria, with 
perhaps the most important of these being that the example 
was well known and the solution previously identified. This 
example involves the prediction of splice junction sites in 
human DNA sequences, where sequences are composed of 
base-pairs (bp) of four bases, signified by the letters A, C, G 
and T. The subject is important because the ability to identify 
the location of these sites is crucial for the performance of the 
gene finding programs. These programs attempt to predict 
whether a particular DNA sequence contains a gene coding for 
a protein and, if so, to predict the likely gene product. The 
problem has been extensively studied using a variety of 
different methodologies [23, 40, 431 and the results have been 
compared [lo]. Splice junctions are the positions at which, 
after primary transcription of the DNA into RNA, the non- 
coding regions (introns) of a gene are excised to form edited 
m-RNA. This is eventually used to provide the template for 
protein translation. Donor (Exonhtron) sites arc nearly 
always located immediately preceding a GT sequence, thus GT 
pairs within a DNA sequence are markers for potential splice 
junction sites. The task is therefore to identify which of these 
potential sites correspond to real sites, and hence to make 
predictions of likely genes and gene products. The dataset used 
here was that prepared by Thanaraj [26, 271. This was a 
'clean' dataset of 641 sequences from Human genes, each of 
which has been confirmed by experiment using expressed 
sequence tags. In the dataset there are 567 donor sites, which 
have been used as the training set positives in the simulations 
below. The window used for the donor junctions was a 9 bp 
sequence (coded as 1 of n binary inputs where n = 4), starting 
at position -3 and ending at position +6 (where the GT marker 
is at positions +1 and +2). Negative training set examples werc 
generated using recommended procedures [27]. These rely on 
the observation that GT markers lying close to a real splice 
junction are much less likely to be another real junction, and 
so false sites can be generated by taking sequences close to 
confirmed real sites. Using this method, false sites were 
~ 
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generated from both upstream and downstream sides of the 
real sites, giving 943 false donors. In order to determine the 
architecture of the MLPs to be used the training set was split 
into traininghalidationhest sets in the ratio 50:25:25. Using 
empirical techniques network architectures using a single 
hidden layer of ten units were selected for the donor problem. 
Once selected, the full training set was used to train five 
networks using the specified architecture. Testing was 
evaluated using the test set from [30] which is a set of 
sequences developed using the same rules, and subject to the 
same criteria, which were identified after the main set had been 
developed. Using the same procedures as for the training set, 
donor test sets were produced comprising 229 true and 373 
false sequences. The decision trees for each of the networks 
for the donor problem all converged to the same results and 
produced the single M-of-N rule shown below, followed by the 
corresponding decision tree produced by C5. The tree 
extracted from or neural network gave 90.7 percent correct 
generalisation to the test set and the C5 tree gave 91.4 percent 
correct. 
M-of-N rule extracted from neural network 'If Three 
of ((p - 2) = A; (p - 1) = G; (p + 3 )  =A; (p + 4) = 
A; (J + 5 )  = G) then REAL else FALSE' 
Decision tree from C5: 
Rules 1 ..4: 
(p + 5 = T) A ((p + 3 = C) v (p + 3 = G) v (p + 3 = T)) then 
FALSE 
Rules 5..15: 
(p + 5 =A)  A ((p + 2 = A) v (p + 2 = C) v (p + 2 =TI)  then 
FALSE 
(p + 5 = A )  A (p + 2 = G )  A ((p + 3 = c) V (P + 3 
+ 3 = T)) then 
4 = T)) then FALSE 
V (P 
FALSE 
(p + 5 = A )  A (p + 2 = G ) "  (p + 3 = A ) "  ((P + 4 = G) V (P + 
(p + 5 =A) A (p + 4 =C) A (p + 1 = A) then REAL else 
FALSE 
Rules 16..25: 
(p + 5 = C) A ((p + 2 = A) v (p + 2 = C) v (p + 2 = T)) then 
FALSE 
(p + 5 = C) A (p + 2 = G ) ^  ((p + 1 =C) v (p + 1 = G )  v (J + 
1 = T)) then FALSE 
(p + 5 = c) A (p + 1 = A) A ((p + 3 = C) v (p + 3 = T)) then 
FALSE 
(p + 5 = C) (p + 3 = A )  then REAL 
(p + 5 = C )  A (p + 3 = G) A (p - 3 = C) then REAL else 
FALSE 
Rules 26..34: 
(p + 5 = G) A ((p + 3 = C) v (p + 3 = T)) then FALSE 
(p + 5 = G) A (p + 3 = A )  A (p + 2 = G) then REAL 
cP + 5 = G )  A (p + 2 = A )  A ((p + 4 = A )  v (p + 4 = ($1 then 
REAL 
(p + 5 = G) A ((p + 4  = C) v (p + 4 = T)) then FALSE 
(p + 5 = G )  A (p + 2 = c )  * (J i 4 = A) then REAL else 
FALSE 
Rules 35..41: 
(p + 2 = T) A ((p + 6 = A) v (p + 6 = G)) then FALSE 
(p + 2 = T) A ((p + 6 = C) v (p + 6 = T)) then REAL 
(p + 2 = T) A (p + 3 = G) A (p + 4 = T) then FALSE 
(p + 2 = T) A (p + 4 = C) * (p + 6 = T) then REAL else 
FALSE 
Rules: 42.45: 
(p + 4 = A )  A ((p + 2 = C )  v (p + 2 = G) v (p + 2 = T)) then 
REAL 
(p + 4 = A) A (p + 2 = A) A (p - 3 = T) then FALSE else 
REAL 
Rules 4 6 . 3 :  
(p + 4  = C) A ((p + 2 =A)  v (p + 2 = C) v (p + 2 =.T)) then 
FALSE 
( p + 4 = G ) " ( p + 2 = G ) " ( ( p +  1 = A ) v ( p +  1 =C))then 
REAL 
(p + 4 = C) A ((p + I = G) v (p + 1 = T)) then FALSE 
For comparison, the generally accepted consensus sequence 
for donor sites [36] is: '(CvG) A G I G T (AvG) A G T' 
1V. DISCUSSION 
From the results, it is clear that this dataset fulfills the 
criterion that the MLP predictions are equal in terms of 
accuracy of the predictions on a test set to the symbolic rule 
induction method. Furthermore, the rules extracted from the 
NN are simpler than those from C5, with the donor problem 
being expressed as a single M-of-N rule in contrast to the 
rather complicated C5 decision tree. The M-of-N rule can be 
expanded into a maximum number of ten individual rules, 
whereas the ruleset extracted by C5 has 55 individual 
members. Clearly, extracting rules from the neural network 
aids comprehensibility. It was also noticed that the rules are 
cast in a form which appears particularly suitable for the 
representation of these data, where the 'correct' answer is 
usually expressed in terms of a consensus sequence. This 
paper argues that this is the main advantage of this tool for 
biological sequence problems. The cnnsensus sequence is 
standard practice for molecular biologists wishing to express 
rules to describe their data, and may be an advantageous way 
of expressing results for different problem domains. Another 
potential advantage is that neural nets and HMMs can discover 
non-linear relationships in the data, and perform significantly 
better than symbolic rule induction methods in gene finding 
programs [30]. HMMs lhave provcd highly successful in the 
bioinformatics arena, and have been incorporated into several 
gene-finding programs such as GENIE [17], GRAIL [33] and 
GRAIL EXP [39], that are routinely used by practicing 
biologists. In situations where these non-linear effects are 
important, the methodology outlined in this paper shows great 
promise, and an intriguing possibility is the application of the 
algorithm outlined in this paper to HMMs. Another very 
positive conclusion from this work is that the flexibility of the 
algorithm developed enables its application to other NN based 
and statistical classifiers, such as SVMs. In addition, as the 
algorithm only inspects the input-output behaviour of the 
system, it is ideally suited for application to ensembles of 
diverse neural net classifiers [27], using techniques such as 
boosting [13, 241, bagging [SI and stacking [38], potentially 
with the application of different ensemble combination 
methods [41]. Sampling is an important part of this algorithm. 
This is the process whereby examples are generated 
(consistent with the distributions of the real dataset). The 
objective of the algorithm is to represent the behaviour of the 
NN, rather than just to predict the results for a test set. The 
sampling methodology cinsures that a sufficient number of 
examples are presented ta, the network at each node in the tree. 
However, it is recognized that this is dependent on having a 
good distribution of valiies in the training set to avoid the 
possibility of bias. This may be especially problematic where 
the original data is sparse. The algorithm as outlined here at 
present only accepts nominal inputs. As far as genomic 
sequence datasets are concerned, this is not a limitation, as all 
inputs are nominal, but an obvious extension is to build in a 
sampling mechanism for real-valued features. This is likely to 
he particularly important in protein sequence problems where, 
unlike DNA sequences where the alphabet is largely irrelevant 
to the function, the propelties of each residue in the sequence 
are likely to he much mo:re important than the arbitrary letter 
assignment. The original, TREPAN algorithm uses kernel 
discriminant analysis to sample such features. However, there 
are problems with using this sampling method [3] and a more 
sophisticated method such as EM will be used in further 
implementations of the software. Another factor to consider 
for datasets consisting of many input features is that in the 
context of classification, rule extraction from NNs is an NP- 
hard problem [16]. This implies that scaling our algorithm to 
very large tasks may be problematic (depending on the 
availability of suitable hardware or access to distributed 
computing resources). Other techniques exist which scale 
polynomially, including the Discretized Interpretable Multi 
Layer Perceptron model [.1] and the model of Vaughn [35]. It 
is possible that these techniques may have to be applied when 
attempting to extract knowledge from large networks where 
problem size and hadware availability preclude the 
application of our algorithm to generate results in an 
acceptable time frame. However, such techniques are not as 
general purpose as the tool outlined in this paper. 
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V. CONCLUSIONS [I61 B. Lowerre and R. Reddy, The Harpy speech understanding system, in: 
W. A. Lea, ed., Trends in Speech Recognition (Prentice Hall, 1980). 
Modem data gathering teChiqUeS are producing VaSt  1171 Matlab. The Mathwork, Inc., Natick, Ma., 
amounts of data. However, data can be useless in the absence 
of understanding. The work described here provides a 
generalized methodology that can address problems in many 
domains. Preliminary results are promising; in particular there 
is evidence that the formalism employed may be particularly 
suitable to the understanding of some problem domains. The 
combination of NNs with an algorithm to extract knowledge 
from the trained networks potentially offers the ‘best of both 
worlds’ to those attempting to both make predictions on their 
data and simultaneously understand it. This technique 
demonstrates that it is possible to combine the generalization 
accuracy of NNs with the comprehensibility generated by the 
knowledge extraction method applied to them. A5 well as 
facilitating knowledge discovery, the user obtains 
understanding of how the network is performing its task. This 
should lead to both more confidence in and better acceptance 
of the application of these techniques. The exaaction of 
decision trees from trained NNs is an important addition to the 
data mining toolkit of knowledge extraction techniques. 
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