For a Markovian source, we analyze the Lempel-Ziv parsing scheme that partitions sequences into phrases such that a new phrase is the shortest phrase not seen in the past. We consider three models: In the Markov Independent model, several sequences are generated independently by Markovian sources, and the ith phrase is the shortest pre x of the ith sequence that was not seen before as a phrase (i.e., a pre x of previous (i ? 1) sequences).
Introduction
The heart of many lossless data compression schemes is the incremental parsing algorithm due to Lempel and Ziv 24] . It partitions a sequence into variable phrases such that a new phrase is the shortest substring not seen in the past as a phrase. Revealing its intrinsic behavior should lead to a better understanding of the internal structure of sequences, and this is of a broader interest to molecular biology, languages, coding, e cient data transmission, estimation of entropy, discrimination between information sources, test of randomness, estimation of the statistical model for individual sequences, multimedia compression, and so forth. Fundamental information about the algorithm is contained in such parameters as the number of phrases, the phrase length, the number of phrases of a given size, and the longest phrase. Here, for Markovian sources we study the length of a randomly selected phrase (which is equivalent to the so called average pro le de ned as the average number of phrases of a given size) and the length of the last phrase.
In the past, mostly rst order analysis of these parameters were available with the exception of 7, 11, 12, 18] where largely memoryless sources were analyzed. The rst order analysis provides the rst order asymptotics (e.g., is the redundancy of a code o(n)?). The second order analysis attempts to establish the rate of convergence, or even a full asymptotic expansion, large deviations behavior, deviation from the mean (e.g., central limit theorems), and so forth. We present here a second order analysis of the (typical) phrase length for the Lempel-Ziv parsing scheme in a Markovian setting.
One can still wonder why do we need a second order analysis or a second order approximation of information systems. Gilbert and Kadota in 4] and J. Ziv in his 1997 Shannon Lecture provided some convincing arguments for the need of such investigations. In fact, J. Ziv presented compelling arguments for \backing o " to a certain degree from the rst-order asymptotic analysis of information systems in order to predict the behavior of real systems where we always face nite, and often small, lengths (of sequences, les, codes, etc.) One way of overcoming these di culties is to increase the accuracy of asymptotic analysis by replacing rst-order analysis by full asymptotic expansions and more accurate analysis so that the approximate value of a quantity of interest is closer to the true value even for moderate and small lengths. On the other hand, Kadota and Gilbert used a numerical evaluation (instead of a crude rst order asymptotic) to obtain qualitative insights into the behavior of the Lempel-Ziv algorithm. Some of their results were analytically recovered in 7, 11] where second order asymptotics were obtained for the quantities studied in 4]. In 4, 7, 11] only memoryless sources were analyzed, and in this paper we extend the analysis to Markovian sources.
In this paper, we shall analyze three models of the Lempel-Ziv scheme in the Markovian settings. In the rst one, called Markov Independent model or shortly MI model, we assume that there are m independent Markov sources de ned on the same underlying probability space. The parsing is done with respect to the previous sequences. Namely, the zeroth phrase is an empty phrase, while the rst phrase is a one character pre x of the rst sequence. The ith phrase (i m) is de ned as the shortest pre x of the ith sequence not seen as a phrase (pre x) of the previous (i? 1) sequences. For example, for m = 4 sequences: X(1) = 000000 : : :, X(2) = 1010101 : : :, X(3) = 1001101 : : : and X(4) = 001100111 : : : we can construct the following Lempel-Ziv sequence: ( )(0)(1)(10)(00) where is an empty phrase, and all phrases are shown in parentheses. We shall study two parameters, namely the length, D m , of a randomly selected phrase, and the length I m of the last phrase. In addition, one may investigate the length L m of the Lempel-Ziv sequence. In the example above we have D 4 = 1 1 2 , I 4 = 2 and L 4 = 6.
The next two models deal with a single sequences generated by a Markovian source. In the xed number of phrases model, we partition the sequence according to the Lempel-Ziv algorithm until we obtain m full phrases (thus producing a variable and random length of the Lempel-Ziv sequence). For example, for X = 11001010001000100 : : : we can construct m = 5 phrases as follows: ( )(1)(10)(0)(101)(00). Such a model was also considered by Gilbert and Kadota 4], so we call it the Gilbert-Kadota model or shortly GK model. As before, we will be interested in the typical phrase length D m and the last phrase length I m . In the above example, we have D 5 = 1 4 5 , I 5 = 2, and in addition the length of the Lempel-Ziv sequence is L 5 = 9.
Finally, in the traditional Lempel-Ziv model or xed length model, a sequence of xed length, say n symbols, is partitioned according to the Lempel-Ziv algorithm. For example, the string X = 110010100010 of length n = 12 is parsed as ( )(1)(10)(0)(101)(00)(01)(0).
We shall study the length n of the randomly selected phrase (see Section 2 for a precise de nition) and the length J n of the last full phrase. The number of full phrases M n is of signi cant interest for this model, but we will not investigate it here. In the example above, 12 = 1 5 6 , J 12 = 2 and M 12 = 6.
The above three models can be e ciently analyzed and uniformly represented by a digital search tree, a data structure that have been studied by its own right for more than thirty years (cf. 10, 14] ). This tree is used to store strings in its nodes and can be described as follows:
We consider m, possibly in nite, strings of symbols over a nite alphabet A = f1; 2; : : : ; V g (however, we often restrict our discussions to a binary alphabet A = f0; 1g). The root (1) (0) (11) (01) (11) 
(1) contains the empty string . The rst string occupies the right or the left child of the root depending whether its rst symbol is \1" or \0". The remaining strings are stored in available nodes (that are directly attached to nodes already existing in the tree). The search for an available node follows the pre x structure of a string. The rule is simple: if the next symbol in a string is \1" we move to the right, otherwise move to the left. The resulting tree has m internal nodes. It corresponds to the MI model and the GK model, however, in the latter the strings are substrings (phrases) of one in nite string We can call such a digital search tree a su x search tree (cf. Figure 1 ). In the LZ model, we construct an analogous (su x) digital tree except that the number of nodes varies and equals to the number of phrases M n . More precisely, the empty phrase is stored in the root, and all other phrases are located in nodes. When a new phrase is created, the search starts at the root and proceeds down the tree as directed by the input symbols exactly in the same manner as in the digital search tree construction. For example, for the binary alphabet, \0" in the input string means move to the left and \1" means proceed to the right. The search is completed when a branch is taken from an existing tree node to a new node that has not been visited before. Then, an edge and a new node are added to the tree. Phrases created in such a way are stored directly in nodes of the tree (cf. 11]). This is illustrated in Figure 1 . As mentioned before, in this paper we present second order analysis of the above three models of the Lempel-Ziv algorithm for a Markovian source. Among others, we compute precise asymptotic formul for the mean and the variance of the phrase length in the MI model. We also show that the appropriately normalized phrase length tends to a normal distribution with the rate of convergence of O(1= p ln m). These results { which are at the heart of our ndings { are established by analytic methods. The line of the attack can be brie y described as follows: We rst derive a set of recurrence equations for the ordinary generating functions of the average pro le (conditioned on the rst symbol). These recurrence equations are too complicated to be solved directly, hence we derive a set of di erentialfunctional equations on the so called We can solve exactly this matrix equation in a form of an in nite product of matrices. However, we develop a method to obtain relevant asymptotics without an explicit solution. It turns out that such asymptotics depend on singularity points of the matrix Q(s) = (I?P(s)) ?1 where P(s) = fp ?s ij g V i;j=1 for some complex s. Then, through the inverse Mellin transform we obtain asymptotics of the Poisson transform e B i (z; u) for large z. We need to translate it into the asymptotics of the original generating function B i m (u). This process is called depoissonization, and we shall use recent results of Jacquet and Szpankowski 9] on analytic depoissonization. The program just described was recently dubbed analytic information theory since it applies analytic methods to solve problems of information theory.
To translate the results of the MI model to GK model and LZ model we shall use a combination of analytic, combinatorial and probabilistic methods. In particular, we construct two MI models that upper bound and lower bound stochastically the GK model. This will allow us to conclude the central limit theorem for the phrase length in the GK model, which will further lead to a similar result for the LZ model.
Finally, we should mentioned that our MI model is equivalent to the Markov model of digital search trees studied extensively in computer science. In fact, digital trees appear in a variety of computer and communications applications including searching, sorting, dynamic hashing, codes, con ict resolution protocols for multiaccess communications, and data compression (cf, 10, 14]) Thus, better understanding of their behavior is desirable and could lead to some algorithmic improvements. One parameter that is of interest to these applications is the depth of a randomly selected node (i.e., the length of the path from the root to the chosen node), and depth of insertion, which may represent the search time. Clearly, the depth and the depth of insertion are equivalent to the typical phrase length and the last phrase length in the MI model. The average pro le of the MI model is the same as the average number of nodes at a given level in the associated digital tree.
Digital trees (which include tries, PATRICIA tries and digital search trees) have been studied extensively in the past for memoryless source (cf. 10, 7, 11, 13, 14, 17, 20] ). Extension to Markovian sources are scarce, and to the best of our knowledge only tries were analyzed (cf. 2, 6] ). Lempel-Ziv model for memoryless sources was discussed in 7, 11, 12] , while second order analysis for Markovian sources are basically non-existing. Savari 18] proposed the redundancy analysis of the LZ code for Markovian sources, but redundancy analysis requires rather a minor extension of the rst order analysis. Wyner 23] derived the limiting distribution of the phrase length in the other Lempel-Ziv scheme (i.e., LZ'77) which is known to be considerable simpler for analysis. This paper is organized as follows. In the next section we present our main results for all three models, and discuss some of their consequences. The proof for the MI model can be found in Section 3, while Section 4 presents our analysis of the GK model. The proof of the LZ model is discussed after Theorem 3 in Section 2.
Main Results
We present here our main results for all three models, namely Markov Independent model, Gilbert-Kadota ( xed number of phrases) model, and Lempel-Ziv model. Most of the proofs are delayed till the next section. Throughout, we assume that a sequence, say X = (X 0 ; X 1 ; : : :), is generated by a Markov source over a nite alphabet A = f1; 2; : : : ; V g.
More precisely:
There is a Markovian dependency between consecutive symbols in a sequence, that is, the probability p ij = PrfX k+1 = jjX k = ig > 0 for all k 0 describes the conditional probability of sampling symbol j 2 A immediately after symbol i 2 A. We denote by P = fp ij g V i;j=1 the transition matrix, and by = ( 1 ; : : : ; V ) the stationary vector satisfying P = . We say that the Markov chain is stationary if PrfX k = ig = i for all k 0 and i 2 A. In general, X k+1 may dependent on last r symbols, and then we have rth order Markov chains, however, hereafter we mostly restraint ourselves to r = 1.
Markov Independent Model
Hereafter, we assume that m independent Markov sources generate m sequences which are parsed with respect to previous ones according to the Lempel-Ziv algorithm, as described in the Introduction. Equivalently, we build a digital search tree from these m sequences, as shown in Figure 1 . Actually, it is more convenient to think in terms of this associated digital search tree (in short: DST). In particular, the ith phrase length I i is also the depth of the ith node in such a tree (where the depth of a node is understood as the number of nodes from the root to the ith node). 
Since also D m (u) = B m (u)=m, we can recover all results on the depth of insertion I m as well as on the typical depth from the average pro le B k m . Therefore, hereafter we concentrate on the analysis of the average pro le.
To start the analysis, we derive a system of recurrence equations for the generating function of the average pro le. We rst need one more notation. Let B i m (u) for i 2 A be the ordinary generating function of the average pro le when all sequences start with symbol i. i; j = 1; 2; : : : ; V; (10) where Q is the set of rational numbers. If (10) 
In a similar fashion, we can write for I m .
( We summarize our nding in the following corollary. where the coe cients a k are explicitly computable.
Fixed Number of Phrases Model | Gilbert-Kadota Model
In this subsection, we present our main ndings for the Gilbert-Kadota model in which a single Markovian source generates (possibly in nite) sequence that is partitioned according to the Lempel-Ziv algorithm until m full phrases are obtained. As before, we study the typical phrase length D m and the last phrase length I m . To avoid confusions, we often append an upper index MI or GK to D m and I m to denote the typical phrase length and last phrase length in the MI model and the GK model, respectively. Furthermore, as before, it is convenient to build a digital search tree out of these m phrases, as shown in Figure 1 .
We observe, however, that this time the DST is built from su xes of a single Markovian sequence, thus we might call it a su x digital search tree. Clearly, the typical phrase length D GK m becomes the typical depth, and the last phrase length I GK m corresponds to the depth of insertion in the associated DST.
The GK model introduces additional trickly statistical dependency between phrases. The recurrence (4) and the di erential-functional equation (5) 
provided the same phrase is inserted. The left-hand size is quite obvious, while the right-hand size is a consequence of the fact that a new phrase can be incremented at most by one symbol. In other words, the DST tree does not have unary nodes (i.e., nodes with degree one). 
Lempel-Ziv Model
Finally, we deal with the Lempel-Ziv model in which a Markov sequence of xed length n is partitioned in (a random number) M n of (full) phrases. As before, I i represents the ith phrase for 1 i M n . We write J n for the last full phrase which also becomes J n = I Mn .
The typical phrase length n is de ned as follows: 
In addition, n converges in moments, and in particular
h ln(nh= ln n); 
provided the number of phrases M n converges exponentially to its mean.
Proof. Let In a similar manner, we prove a lower bound
The above two inequalities prove (48) and (49). For the convergence in moments we need n = O(e ? n ) for some > 0, which is assumed to hold.
Remark. Merhav 
Analysis of Markov Independent Model
As mentioned before, the analysis of MI model is at the heart of our contribution to analytic information theory. In view of this, we present here a detailed proof. It is based on such analytic techniques as: analytic poissonization, Mellin transform, singularities of a complex matrix, and analytic depoissonization. Poissonized di erential{functional equations of recurrences (4) 
Singularities of the Matrix Q(s)
We study here singularities of the matrix Q(s), which play central role in the asymptotic analysis of the depth. We prove the following lemma that characterizes the location of singularities of Q(s).
Lemma 3 Let Q(s) = I ? P(s) and P(s) = fp ?s ij g i;j2A . Let s l denote singularites of Q(s), where l 2 Z is an integer. Then: (i) Matrix Q(s) is nonsingular for <(s) < ?1, and s 0 = ?1 is a simple pole.
(ii) If 
Asymptotic Expansions for the Moments in the Poisson Model
As outlined above, we seek the asymptotics of B u (z; 1) and B uu (z; 1) for large z, which further will lead through depoissonization to asymptotics of the rst two moments of the depth. We derive asymptotic expansions of the moments in the Poisson model by applying the inverse Mellin transform. In particular, we obtain from (54), (62) and (56), (63) b ( 
as z ! 1 in a cone around the real axis.
Analytic Depoissonization
The above asymptotic formul concern the behavior of the Poisson mean and the second factorial moment as z ! 1. More precisely, we had to restrict the growth of z to a linear cone S = fz : j arg(z)j g for some j j < =2. But under some weak conditions that will be easy to verify in our case. The reader is referred to 7, 8, 9] for more details about depoissonization lemma. For completeness, however, we review some depoissonization results that are useful for our problem.
Let us consider a general problem: For a random variable X n de ne g n as a functional of the distribution of X n (e.g., g n = E X n ] or g n = E X 2 n ]), or, in general, assume g n is a sequence of n. In some situations (e.g., for limiting distributions we need to consider the generating function G n (u) = E u Xn ] (for a random variable X n ) for a complex u which can be viewed as such a g n (with a parameter u belonging to a compact set). De ne the Poisson transform of g n as e G(z) = P 1 n=0 g n z n n! e ?z (or more generally: e G(z; u) = P 1 n=0 G n (u) z n n! e ?z for u in a compact set). Assume that we know the asymptotics of e G(z) for z large and belonging to a cone S = fz : j arg(z)j g for some j j < =2. How can we infer asymptotics of g n from e G(z)? An answer is given in the depoissonization lemma below (cf. 7, 8, 9]):
Lemma 6 (Depoissonization Lemma) (i) Let e G(z) be the Poisson transform of a sequence g n that is assumed to be an entire function of z. We postulate that for 0 < j j < =2 the following two conditions simultaneously hold for some numbers A; B; > 0, , and < 1:
where (z) is a slowly varying function (e.g., (z) = log d z for some d > 0),
Then, for large n, 
Thus, (7) and (8) of Theorem 1 are proved.
Limiting Distribution
Finally, we prove here the limiting distribution of the depth D m , just nishing the proof of Theorem 1. We repeat here the system of functional equations (51), that is, Let now set u = e t for complex t ! 0 so that u is in the vicinity of u = 1. We denote by s k (t); k = 0; 1; 2; : : : singularities of Q ?1 (t; s) = (I ? e t P(s)) ?1 . Then, at s = s k (t), Z (e t ; s k (t)) = e t (s k (t))?(s k (t))R k (e t ; s k (t) ? 1 
Let now as in (8) and (20) In the above, we use the fact that <(s 0 (t)) <(s k (t)) proved in 6] which allows to bound jm s 0 (t)?s k (t) j 1. To complete the proof, it su ces to show that the sum appearing above is O(1). Let 
Here, we use the fact that A i (u; z) is in nitely di erentiable, thus its Mellin transform satis es 
Non-Stationary MI Model
Here, we show how to adopt the above derivations to the non-stationary model in which the initial distribution is p instead of . First of all, observe that p appears in equation (4) 
Analysis of Fixed Number of Phrases (GK) Model
In this section we prove Theorem 2 using a combination of probabilistic and analytic techniques. We start our discussion with the introduction of the so called tree-path that plays a crucial role in the analysis. We study its property in Section 4.1, and in Section 4.2 we make a connection between the tree-path and the depth (i.e., phrase). Finally, in Section 4.3 we obtain the limiting distribution for the phrase while in Section 4.4 we establish the existence of the moments, thus proving Theorem 2.
Tree-Path in Digital Search Trees
We consider a DST tree T m built over m strings regardless of the model of strings generation (e.g., MI, GK, or hybrids). For k m we denote by I k (T m ) the depth of insertion of the kth phrase in tree T m . (Observe that I k (T k ) = I k (T m )). If the tree T m is known from the context, we often simplify the notation and write I k .
We introduce now the so called tree-path. Let w = x 1 x 2 x k be a nite string whose length we also denote as jwj = k. We write (w) i for the pre x of w of length i, that is, (w) i = x 1 x 2 x i . Assume now that T m is given. The tree-path C m (w) associated with w is a \trace" (path) in T m when one follows symbols of w along a path in the tree T m until the paths split. More precisely:
De nition 2 The tree-path C m (w) associated with a given string w in T m is the largest integer` jwj such that there exist k m which satis es (i) (w)`is the pre x of phrase k, and (ii) I k (T m ) =`. In other words, it is the number of nodes minus one contained in this path.
We now outline some properties of the distribution of the tree-path when DST is random. The next lemma shows that the tree-path distribution satis es a simple recurrence. Proof. To prove (88) we observe that the tree-path in T m is greater equal than k if and only if either it is greater equal than k in T m?1 (i.e., the mth insertion does not follow (w) k ) or the m insertion traces the word w up to k ? 1 and the kth pre x of w is a pre x of the mth phrase. .
We need a simple technical lemma whose proof requires pathwise comparison of two stochastic processes (trees). Proof. We remark that we cannot use Lemma 8 since there is no easy way of bounding PrfC m (w) = k ? 1g. Thus, we shall rely on another approach, namely stochastic dominance in which the independence assumption plays a central role.
Let us x a given string w. 
which is a consequence of the induction hypothesis, C GK m?1 (aw) st C MI m?1 (aw) and Lemma 9.
Indeed in both models, GK + MI and MI, the last phrase is statistically independent of the m ? 1 rst phrases and therefore meets the conditions of Lemma 9. 
Proof. The proof is by induction, and we shall imitate our proof of Lemma 10 with a few changes. The property is true for m = 2, i.e., the second phrase starts with symbol a with a probability smaller than r(a) regardless of the actual value of the rst phrase. We now suppose the property is true for m ? 1 and let us take an arbitrary symbol a 2 A. We have Before we proceed with a formal derivation of the bounds on I m , we present here a \guided tour" through the proof. The rst step of establishing a bound for I GK m in the GK model is to break a strong dependency between phrases so that the precise results of the MI model can be applied. We accomplish it by deleting the last K phrases before inserting a new phrase. We denote by I GK m;K the depth of insertion in the GK model when K last phrases are deleted. In order to make this idea useful, we need an inequality relating the depth I GK m and the depth I GK m;K . But, in (37)) of Section 2 we prove such a result which we repeat here for reader's convenience I GK m+1;K I GK m+1 I GK m+1;K + K:
Unfortunately, we could not establish an easy bound on I GK m;K . But, in the previous section we proved a lower bound and an upper bound on the tree path that through Lemma 
Establishing the Limiting Distribution
We prove now that appropriately normalized I GK m converges in distribution to the standard normal distribution. Similar conclusion about the typical depth D GK m will follow directly via the Cesaro limit. After nding the inverse Mellin transform of the above and depoissonizing, we prove the alternative representation (19) . Finally, we turn our attention to the second factorial moment and the variance. This is su cient to prove (20) , after some tedious algebra that was helped by Maple.
