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Abstract
We study scalar products of Bethe vectors in integrable models solvable by nested alge-
braic Bethe ansatz and possessing gl(2|1) symmetry. Using explicit formulas of the mon-
odromy matrix entries multiple actions onto Bethe vectors we obtain a representation for
the scalar product in the most general case. This explicit representation appears to be a sum
over partitions of the Bethe parameters. It can be used for the analysis of scalar products
involving on-shell Bethe vectors.
As a by-product, we obtain a determinant representation for the scalar products of
generic Bethe vectors in integrable models with gl(1|1) symmetry.
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1
1 Introduction
The study of quantum integrable systems in the context of Quantum Inverse Scattering Method
(QISM) has been one of the great successes of the Leningrad school [1–3]. As one of the early
members of this school, Petr Kulish has made several important contributions to the field.
Among them, it is worth noticing the study of quantum integrable models solvable by the
nested algebraic Bethe ansatz [4–6], the search for solutions to the Yang-Baxter equation [7, 8],
or the development of QISM for models with open boundaries [9–11]. He also contributed to
the generalisations to the supersymmetric versions of these models [7, 12].
In this article, we would like to make a contribution to the field he was found of, that is
supersymmetric quantum integrable models solvable by the nested algebraic Bethe ansatz. This
paper is the continuation of a series of articles devoted to quantum integrable models possessing
a gl(2|1) symmetry. In [13] we have built explicit representations for the Bethe vectors in these
models. In [14] we found multiple actions of the monodromy matrix entries onto these vectors.
Now we consider the problem of scalar products of Bethe vectors.
Scalar products of Bethe vectors play a very important role in the Algebraic Bethe ansatz.
They are a necessary tool for calculating form factors and correlation functions within this
framework. The first results in this field concern gl(2)-based models and their q-deformations.
They were obtained in [15–17], where in particular the Izergin–Korepin formula (for scalar
products) was given. Concerning scalar products in models with gl(3)-invariant R-matrix, the
first result was obtained in [18]. There, an analog of the Izergin–Korepin formula for scalar
product of generic Bethe vectors was produced (the Reshetikhin formula) and a determinant
representation for the norm of the eigenvectors of the transfer matrix was found. Similar results
for the models based on a q-deformed gl(3) algebra were obtained in [19, 20].
In this paper we consider scalar products in the models with gl(2|1) symmetry. At this stage
of study our goal is to obtain an analog of Reshetikhin formula for these models. This means
that we are going to find an explicit representation for the scalar product of generic Bethe
vectors, in which the result is given as a sum over partitions of the Bethe parameters (sum
formula). Certainly, this type of formulas is not convenient for direct applications. However,
they give a key for studying particular cases of scalar product, in which the sum over partitions
can be reduced to a single determinant. Such determinant representations for particular cases
of scalar products were already found for the models with gl(2) and gl(3) symmetries [20–23].
In all these cases the starting point was a sum formula.
The article is organized as follows. In section 2 we introduce the model under consideration
and specify our conventions and notation. Section 3 contains explicit formulas for the Bethe
vectors and multiple actions of the monodromy matrix entries onto them. In section 4 we present
the main result of the paper. There we define scalar products and give a sum formula for them.
The sum formula is proved in the remaining part of the paper. In section 5 we study successive
actions of the monodromy matrix entries onto Bethe vectors. In section 6 we obtain an explicit
determinant representation for the highest coefficient of the scalar product. Section 7 deals with
a particular case of the scalar products in the gl(1|1)-based models. Section 8 contains several
alternative representations for the highest coefficient. We have collected auxiliary formulas
in four appendices. In particular, appendix A is devoted to the properties of the partition
function of six-vertex model with domain wall boundary conditions. In appendix B we describe
a relationship of sums over partitions and multiple contour integrals. Appendix C contains
several identities allowing us to calculate certain multiple sums of rational functions. Finally,
in appendix D we present reduction properties of a determinant introduced in section 6.
2
2 Description of the model
2.1 gl(2|1)-based models
The R-matrix of gl(2|1)-based models acts in the tensor product C2|1 ⊗ C2|1, where C2|1 is the
Z2-graded vector space with the grading [1] = [2] = 0, [3] = 1. The R-matrix has the form
R(u, v) = I+ g(u, v)P, g(u, v) =
c
u− v
, (2.1)
where I is the identity matrix, P is the graded permutation operator [7] and c is a constant.
The monodromy matrix T (u) is also graded according to the rule [Tij(u)] = [i] + [j]. It satisfies
the RTT -relation
R(u, v)
(
T (u)⊗ I
)(
I⊗ T (v)
)
=
(
I⊗ T (v)
)(
T (u)⊗ I
)
R(u, v). (2.2)
Equation (2.2) holds in the tensor product C2|1 ⊗ C2|1 ⊗ H, where H is a Hilbert space of a
Hamiltonian under consideration. Tensor products of C2|1 spaces are graded as follows:
(I⊗ eij) · (ekl ⊗ I) = (−1)
([i]+[j])([k]+[l]) ekl ⊗ eij , (2.3)
where eij are the elementary units: (eij)ab = δiaδjb.
Algebra (2.2) possesses an antimorphism [13]
ψ
(
Tij(u)
)
= (−1)[i][j]+[i]Tji(u), ψ
(
AB
)
= (−1)[A][B]ψ
(
B
)
ψ
(
A
)
, (2.4)
where A and B are arbitrary operators of fixed gradings. It follows from (2.4) that
ψ
(
A1 . . . An
)
= (−1)ϑnψ
(
An
)
. . . ψ
(
A1
)
, ϑn =
∑
1≤i<j≤n
[Ai] · [Aj ]. (2.5)
The RTT -relation (2.2) implies a set of scalar commutation relations for the monodromy
matrix elements. For our purpose, we will need only the following ones:
[Tik(v1), Tik(v2)] = 0, if [Tik] = 0,
h(v1, v2)Tj3(v1)Tj3(v2) = h(v2, v1)Tj3(v2)Tj3(v1), j = 1, 2.
h(v2, v1)T3j(v1)T3j(v2) = h(v1, v2)T3j(v2)T3j(v1), j = 1, 2.
(2.6)
Finally, the graded transfer matrix is defined as the supertrace of the monodromy matrix
T (u) = strT (u) =
3∑
j=1
(−1)[j] Tjj(u). (2.7)
It is a generating function of the integrals of motion, due to the relation [T (u) , T (v)] = 0.
2.2 Notation and known results
In this paper we use the same notation and conventions as in [14]. Besides the function g(u, v)
we shall use also two functions
f(u, v) = 1 + g(u, v) =
u− v + c
u− v
and h(u, v) =
f(u, v)
g(u, v)
=
u− v + c
c
. (2.8)
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These functions have the following obvious properties:
g(u, v) = −g(v, u), h(u, v + c) =
1
g(u, v)
, f(u, v + c) =
1
f(v, u)
. (2.9)
We denote sets of variables by bar: x¯, u¯, v¯ etc. Individual elements of the sets are denoted
by Latin subscripts: vj, uk etc. As a rule, the number of elements in the sets is not shown
explicitly in the equations, however we give these cardinalities in special comments to the
formulas. The notation u¯ ± c means that all the elements of the set u¯ are shifted by ±c:
u¯± c = {u1 ± c, . . . , un ± c}. A union of sets is denoted by braces: {u¯, v¯} ≡ u¯ ∪ v¯.
As a rule, subsets of variables are labeled by Roman subscripts: u¯I, v¯ii, x¯II etc. The only
exception will be the notation u¯j for a subset that is complementary to the element uj, that
is u¯j = u¯ \ {uj}. A notation u¯ ⇒ {u¯I, u¯II} means that the set u¯ is divided into two subsets u¯I
and u¯II such that {u¯I, u¯II} = u¯ and u¯I ∩ u¯II = ∅. We assume that the elements in every subset of
variables are ordered in such a way that the sequence of their subscripts is strictly increasing.
We call this ordering natural order.
In order to avoid too cumbersome formulas we use a shorthand notation for products of
functions depending on one or two variables. Namely, if the functions g, f , h depend on a set of
variables, this means that one should take the product over the corresponding set. For example,
h(u¯, v) =
∏
uj∈u¯
h(uj , v); f(uk, v¯j) =
∏
vl∈v¯
l 6=j
f(uk, vl); g(v¯I, v¯II) =
∏
vj∈v¯I
∏
vk∈v¯II
g(vj , vk). (2.10)
We use the same prescription for the products of even commuting operators Tij and for vacuum
eigenvalues λk and rk (see (3.1), (3.2)), for instance,
λ2(v¯) =
∏
vj∈v¯
λ2(vj); r3(u¯) =
∏
uj∈u¯
r3(uj); T21(v¯II) =
∏
vj∈v¯II
T21(vj). (2.11)
For the odd operators Tj3 and T3j, that exchange with a multiplication factor, we introduce
for an arbitrary set v¯ = {v1, . . . , vn}
Tj3(v¯) =
Tj3(v1) . . . Tj3(vn)∏
n≥ℓ>m≥1 h(vℓ, vm)
, T3j(v¯) =
T3j(v1) . . . T3j(vn)∏
n≥ℓ>m≥1 h(vm, vℓ)
, j = 1, 2. (2.12)
Due to commutation relations (2.6) the operator products (2.12) are symmetric over the pa-
rameters v¯ and play the same role as the bosonic products T12(u¯).
We would like to stress that the convention on the shorthand notation for the products
concerns the functions (operators) depending on one or two variables only. It should not be
applied to the functions, which by definition might depend on many variables.
An example of a function depending on two sets of variables is the partition function of
the six-vertex model with domain wall boundary conditions (DWPF) [15, 17]. We denote it by
Kn(u¯|v¯). It depends on two sets of variables u¯ and v¯, and the subscript shows that #u¯ = #v¯ = n.
The function Kn has the following determinant representation
Kn(u¯|v¯) = ∆
′
n(u¯)∆n(v¯)h(u¯, v¯) det
n
(
g(uj , vk)
h(uj , vk)
)
, (2.13)
where ∆′n(u¯) and ∆n(v¯) are
∆′n(u¯) =
n∏
j<k
g(uj , uk), ∆n(v¯) =
n∏
j>k
g(vj , vk). (2.14)
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It is easy to see that Kn is symmetric over u¯ and symmetric over v¯, however Kn(u¯|v¯) 6= Kn(v¯|u¯).
Some other properties of DWPF are given in appendix A.
3 Necessary tools
In this section we recall some explicit formulas for the Bethe vectors and describe the multiple
actions of the operators Tij onto them.
3.1 Bethe vectors
Generic Bethe vectors and their dual vectors are denoted respectively by Ba,b(u¯; v¯) and Ca,b(u¯; v¯).
They are parameterized by two sets of complex parameters (Bethe parameters) u¯ = u1, . . . , ua
and v¯ = v1, . . . , vb with a, b = 0, 1, . . . . The reader can find several explicit representations for
the Bethe vectors in terms of the monodromy matrix entries in [13]. Here we use some of them
(see below). Vectors |0〉 = B0,0(∅; ∅) and 〈0| = C0,0(∅; ∅) respectively are called a pseudovacuum
vector and a dual pseudovacuum vector. They are eigenvectors of the diagonal entries of the
monodromy matrix
Tii(u)|0〉 = λi(u)|0〉, 〈0|Tii(u) = λi(u)〈0|, i = 1, 2, 3, (3.1)
where λi(u) are some scalar functions. In the framework of the generalized model [15] considered
in this paper, they remain free functional parameters. Below it will be convenient to deal with
ratios of these functions
r1(u) =
λ1(u)
λ2(u)
, r3(u) =
λ3(u)
λ2(u)
. (3.2)
Now let us give one of explicit representations for Bethe vectors obtained in [13, 24]
Ba,b(u¯; v¯) =
∑
Kn(v¯I|u¯I)
f(u¯I, u¯II)g(v¯II, v¯I)
λ2(v¯)λ2(u¯II)f(v¯, u¯)
T13(v¯I)T23(v¯II)T12(u¯II)|0〉. (3.3)
Here Kn(v¯I|u¯I) is the DWPF (2.13). The sum is taken over partitions u¯ ⇒ {u¯I, u¯II} and v¯ ⇒
{v¯I, v¯II}, where #v¯I = #u¯I = n, and n = 0, 1, . . . ,min(a, b). Recall that the notation T12(u¯II),
g(v¯II, v¯I), and so on means the products of the operators (functions) over the corresponding
subset (see (2.10)–(2.12)).
Explicit representations for dual Bethe vectors will play more important role in our calcu-
lations. We use two of them [13, 24]:
Ca,b(u¯; v¯) = (−1)
b2−b
2
∑
Kn(v¯I|u¯I)
f(u¯I, u¯II)g(v¯II, v¯I)
λ2(v¯)λ2(u¯II)f(v¯, u¯)
〈0|T21(u¯II)T32(v¯II)T31(v¯I), (3.4)
and
Ca,b(u¯; v¯) = (−1)
b2−b
2
∑
g(v¯I, u¯I)
f(u¯II, u¯I)f(v¯I, u¯II)g(v¯II, v¯I)h(u¯I, u¯I)
λ2(u¯)λ2(v¯II)f(v¯, u¯)
〈0|T32(v¯II)T31(u¯I)T21(u¯II).
(3.5)
Here the sum is taken over the same partitions of the sets u¯ and v¯ as in (3.3).
3.2 Multiple actions of Tij.
Explicit formulas for the multiple actions of the operators Tij onto Bethe vectors were obtained
in [14]. For our goal we need the actions of Tij with i > j. Below we give the corresponding
formulas. Everywhere in this section η¯ = {u¯, z¯}, ξ¯ = {v¯, z¯}, #u¯ = a, #v¯ = b, and #z¯ = n.
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3.2.1 Multiple action of T21.
The multiple action of the operators T21 onto Bethe vector reads
T21(z¯)Ba,b(u¯; v¯) = λ2(z¯)h(ξ¯, z¯)
∑
r1(η¯I)
f(η¯II, η¯I)f(η¯II, η¯III)f(η¯III, η¯I)g(ξ¯II, ξ¯I)
h(ξ¯I, z¯)f(ξ¯II, η¯I)
×Kn(z¯|η¯II + c)Kn(η¯I|ξ¯I + c)Ba−n,b(η¯III; ξ¯II). (3.6)
Here the functions Kn are the DWPF (2.13). The sum is taken over partitions ξ¯ ⇒ {ξ¯I, ξ¯II}
and η¯ ⇒ {η¯I, η¯II, η¯III} with #ξ¯I = #η¯I = #η¯II = n. If n > a, then the product T21(z¯) annihilates
Ba,b(u¯; v¯).
3.2.2 Multiple action of T31.
The multiple action of T31(z) has the following form:
T31(z¯)Ba,b(u¯; v¯) = (−1)
n(n+1)
2 λ2(z¯)h(ξ¯, z¯)
∑
r3(ξ¯I)r1(η¯II)
g(ξ¯II, ξ¯I)g(ξ¯III, ξ¯II)g(ξ¯III, ξ¯I)
h(η¯I, z¯)h(ξ¯I, η¯I)h(ξ¯II, z¯)
×
f(η¯I, η¯II)f(η¯I, η¯III)f(η¯III, η¯II)h(η¯I, η¯I)
f(ξ¯I, η¯II)f(ξ¯I, η¯III)f(ξ¯III, η¯II)
Kn(η¯II|ξ¯II + c) Ba−n,b−n(η¯III; ξ¯III). (3.7)
Here the sum is taken over partitions ξ¯ ⇒ {ξ¯I, ξ¯II, ξ¯III} and η¯ ⇒ {η¯I, η¯II, η¯III} with #ξ¯I = #ξ¯II =
#η¯I = #η¯II = n. If n > min(a, b), then the product T31(z¯) annihilates Ba,b(u¯; v¯).
Actually, for this action we will need only the particular case n = a. Then
T31(z¯)Ba,b(u¯; v¯) = (−1)
n(n+1)
2 λ2(z¯)h(ξ¯, z¯)
∑
r3(ξ¯I)r1(η¯II)
g(ξ¯II, ξ¯I)g(ξ¯III, ξ¯II)g(ξ¯III, ξ¯I)
h(η¯I, z¯)h(ξ¯I, η¯I)h(ξ¯II, z¯)
×
f(η¯I, η¯II)h(η¯I, η¯I)
f(ξ¯I, η¯II)f(ξ¯III, η¯II)
Kn(η¯II|ξ¯II + c) B0,b−n(∅; ξ¯III). (3.8)
Here the sum is taken over partitions ξ¯ ⇒ {ξ¯I, ξ¯II, ξ¯III} and η¯ ⇒ {η¯I, η¯II} with #ξ¯I = #ξ¯II = #η¯I =
#η¯II = n.
3.2.3 Multiple action of T32.
The multiple action of T32(z) reads
T32(z¯)Ba,b(u¯; v¯) = (−1)
n(n−1)
2 λ2(z¯)h(ξ¯, z¯)
∑
r3(ξ¯I)
f(η¯I, η¯II)g(ξ¯II, ξ¯I)g(ξ¯III, ξ¯II)g(ξ¯III, ξ¯I)
h(η¯I, z¯)h(ξ¯I, η¯I)h(ξ¯II, z¯)f(ξ¯I, η¯II)
× h(η¯I, η¯I) Ba,b−n(η¯II; ξ¯III). (3.9)
Here the sum is taken over partitions ξ¯ ⇒ {ξ¯I, ξ¯II, ξ¯III} and η¯ ⇒ {η¯I, η¯II} with #ξ¯I = #ξ¯II = #η¯I =
n. If n > b, then the result of this action vanishes.
If a = 0 and n = b, then
T32(z¯)B0,b(∅; v¯) = (−1)
b(b−1)
2 λ2(z¯)
∑
r3(ξ¯I)g(ξ¯II, ξ¯I)|0〉. (3.10)
The sum is taken over partitions ξ¯ ⇒ {ξ¯I, ξ¯II} with #ξ¯I = #ξ¯II = n.
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4 General form of the scalar product
The scalar product of Bethe vectors is defined as
Sa,b ≡ Sa,b(u¯
C ; v¯C |u¯B; v¯B) = Ca,b(u¯
C ; v¯C)Ba,b(u¯
B; v¯B) , (4.1)
where all the Bethe parameters are generic complex numbers. We have added the superscripts
C and B to the sets u¯, v¯ in order to stress that the vectors Ca,b and Ba,b may depend on different
sets of parameters.
Being a scalar function, the scalar product is invariant under the action of the antimorphism
ψ (2.4)
ψ
(
Sa,b(u¯
C ; v¯C |u¯B; v¯B)
)
= Sa,b(u¯
C ; v¯C |u¯B; v¯B). (4.2)
On the other hand, acting with ψ on the r.h.s. of (4.1) and using the explicit representations
(3.3) and (3.4) for the Bethe vectors we find
ψ
(
Ca,b(u¯
C ; v¯C)Ba,b(u¯
B; v¯B)
)
= Ca,b(u¯
B; v¯B)Ba,b(u¯
C ; v¯C) = Sa,b(u¯
B; v¯B|u¯C ; v¯C). (4.3)
Here we have used ψ(Tj3) = T3j and ψ(T3j) = −Tj3 for j = 1, 2 (see (2.4)). Then using (2.5),
and the fact that the total number of odd operators T3j and Tj3 with j = 1, 2 in the scalar
product is equal 2b, we arrive at (4.3). Thus, we conclude that the scalar product is invariant
under the permutation of the sets {u¯C , v¯C} ↔ {u¯B, v¯B}:
Sa,b(u¯
C ; v¯C |u¯B; v¯B) = Sa,b(u¯
B; v¯B|u¯C ; v¯C). (4.4)
In order to calculate the scalar product one can take an explicit formula for the dual Bethe
vector ((3.4) or (3.5)) and then use the formulas of the multiple actions (3.6)–(3.10). Basing
on these formulas we can present the scalar product of Bethe vectors in the following schematic
form:
Sa,b(u¯
C ; v¯C |u¯B; v¯B) =
∑
r1(w¯i)r3(w¯ii)Wpart(w¯i; w¯ii; w¯iii). (4.5)
Here a set w¯ is the union of all the Bethe parameters: w¯ = {u¯C , u¯B , v¯C , v¯B}. The sum is
taken over partitions of this set into three subsets w¯ ⇒ {w¯i, w¯ii, w¯iii}. The functions Wpart are
some rational coefficient. Their explicit forms are not important for now. We stress in (4.5)
that a part of the Bethe parameters w¯i becomes the arguments of the functions r1, while the
parameters w¯ii become the arguments of the functions r3. The remaining parameters w¯iii enter
the rational functions Wpart only.
Let us call the set {u¯C , u¯B} the parameters of u-type. Correspondingly, we call the set
{v¯C , v¯B} the parameters of v-type.
Proposition 4.1. The set w¯i in (4.5) consists of parameters of the u-type only, while the set
w¯ii consists of the parameters of v-type, that is, w¯i ⊂ {u¯
C , u¯B} and w¯ii ⊂ {v¯
C , v¯B}. Moreover,
#w¯i = a and #w¯ii = b.
Proof. Let us prove that w¯i ⊂ {u¯
C , u¯B}. For this we take the dual Bethe vector in the form
(3.5). Let us fix a partition u¯C ⇒ {u¯CI , u¯
C
II } in (3.5), such that #u¯
C
I = n, n = 0, 1, . . . ,min(a, b).
Calculating the scalar product we first act with the operators T21(u¯
C
II ) onto the Bethe vector.
Then due to (3.6) we obtain a sum over partitions of the set {u¯CII , u¯
B}. The terms of this sum
are proportional to the products of the functions r1(η¯I), where η¯I ⊂ {u¯
C
II , u¯
B} and #η¯I = a− n.
Hence, the parameters η¯I are of the u-type.
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Next, we act with the operators T31(u¯
C
I ) onto obtained Bethe vectors via (3.8). We get new
partitions of the set
{
{u¯C , u¯B} \ η¯I
}
and new products of functions r1, say, r1(η¯I′). Obviously,
η¯I′ ⊂
{
{u¯C , u¯B} \ η¯I
}
and #η¯I′ = n. Thus, the total number of the functions r1 is equal to a,
and all their arguments are of the u-type.
Finally, we should act with the product of the operators T32(v¯
C
II ). But due to (3.9) this action
does not produce new functions r1. Thus, we have proved that w¯i ⊂ {u¯
C , u¯B} and #w¯i = a.
Similarly, one can prove that w¯ii ⊂ {v¯
C , v¯B} and #w¯ii = b. However, for this one should
take representation (3.4) for the dual Bethe vector. Then all the functions r3 will be produced
under the successive actions of the operators T32(v¯
C
II ) and T31(v¯
C
I ). Repeating the considerations
above we prove that all the parameters w¯ii are of the v-type and their total number is equal to
b. 
Due to proposition 4.1 one can recast (4.5) in the form
Sa,b(u¯
C ; v¯C |u¯B; v¯B) =
∑
r1(η¯I)r3(ξ¯I)Wpart(η¯I; η¯II|ξ¯I; ξ¯II). (4.6)
Here η¯ = {u¯C , u¯B} and ξ¯ = {v¯C , v¯B}. The sum is taken over partitions η¯ ⇒ {η¯I, η¯II} and
ξ¯ ⇒ {ξ¯I, ξ¯II}, such that #η¯I = a and #ξ¯I = b. Setting in (4.6)
η¯I = {u¯
B
I , u¯
C
II }, η¯II = {u¯
B
II , u¯
C
I }, #u¯
B
I = #u¯
C
I = k, k = 1, . . . , a;
ξ¯I = {v¯
B
I , v¯
C
II }, ξ¯II = {v¯
B
II , v¯
C
I }, #v¯
B
I = #v¯
C
I = n, n = 1, . . . , b,
(4.7)
we arrive at a representation
Sa,b(u¯
C ; v¯C |u¯B; v¯B) =
∑ r1(u¯CII )r1(u¯BI )r3(v¯CII )r3(v¯BI )
f(v¯C , u¯C)f(v¯B, u¯B)
Wpart
(
u¯CII , u¯
B
II , u¯
C
I , u¯
B
I
v¯CI , v¯
B
I , v¯
C
II , v¯
B
II
)
. (4.8)
Here the sum runs over all the partitions u¯C ⇒ {u¯CI , u¯
C
II }, u¯
B ⇒ {u¯BI , u¯
B
II }, v¯
C ⇒ {v¯CI , v¯
C
II } and
v¯B ⇒ {v¯BI , v¯
B
II } with #u¯
C
I = #u¯
B
I and #v¯
C
I = #v¯
B
I . The functionsWpart are rational coefficients,
which depend on the partitions but do not depend on the functions r1 and r3. We also have
extracted explicitly the product f(v¯C, u¯C)−1f(v¯B, u¯B)−1 that plays the role of a normalization
factor.
Definition 4.1. We call the highest coefficient Za,b(u¯
C ; u¯B |v¯C ; v¯B) the function Wpart that cor-
responds to the extreme partitions u¯CI = u¯
B
I = ∅ and v¯
C
II = v¯
B
II = ∅:
Wpart
(
u¯C , u¯B, ∅, ∅
v¯C , v¯B, ∅, ∅
)
= Za,b(u¯
C ; u¯B|v¯C ; v¯B). (4.9)
In other words, Za,b(u¯
C ; u¯B|v¯C ; v¯B) is the coefficient of the product r1(u¯
C)r3(v¯
B).
One also can define a conjugated highest coefficient corresponding to the extreme partition
u¯CII = u¯
B
II = ∅ and v¯
C
I = v¯
B
I = ∅, that is the coefficient of the product r1(u¯
B)r3(v¯
C). However,
due to (4.4) it is clear that
Wpart
(
∅, ∅, u¯C, u¯B ,
∅, ∅, v¯C , v¯B
)
= Za,b(u¯
B ; u¯C |v¯B; v¯C). (4.10)
We will show that all other coefficients Wpart are equal to bilinear combinations of the highest
coefficient and its conjugated.
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Proposition 4.2. For a fixed partition with #u¯CI = #u¯
B
I = k and #v¯
C
I = #v¯
B
I = n, (where
k = 0, . . . , a and n = 0, . . . , b), the coefficient Wpart has the form
Wpart
(
u¯CII , u¯
B
II , u¯
C
I , u¯
B
I
v¯CI , v¯
B
I , v¯
C
II , v¯
B
II
)
= f(u¯BII , u¯
B
I )f(u¯
C
I , u¯
C
II )g(v¯
B
II , v¯
B
I )g(v¯
C
I , v¯
C
II )f(v¯
C
I , u¯
C
I )f(v¯
B
II , u¯
B
II )
× Za−k,n(u¯
C
II ; u¯
B
II |v¯
C
I ; v¯
B
I ) Zk,b−n(u¯
B
I ; u¯
C
I |v¯
B
II ; v¯
C
II ) . (4.11)
The main goal of this paper is to find an explicit formula for the highest coefficient Za,b and
to prove the representation (4.11) for the coefficient Wpart.
Comparing (4.11) with the analogous formula for the gl(3)-based models [18] one can see that
they are very similar. It is enough to replace the product g(v¯BII , v¯
B
I )g(v¯
C
I , v¯
C
II ) in (4.11) with the
product f(v¯BI , v¯
B
II )f(v¯
C
II , v¯
C
I ) and we obtain the formula of the paper [18]. One should remember,
however, that the highest coefficients also have different representations in the models described
by gl(2|1) and gl(3) algebras. In particular, we will see that in the case under consideration the
highest coefficient Za,b admits a single determinant representation, while in the gl(3) case such
a determinant formula is not known.
5 Successive actions
In the previous section we have described how the scalar product depends on the functions rk.
Our goal now is to find explicitly the rational coefficients Wpart. For this we calculate successive
action of the operators Tij with i > j onto a generic Bethe vector. This calculation is quite
similar to the one of the work [14], where we computed the multiple actions of the monodromy
matrix entries.
5.1 Successive action of T31(x¯)T21(y¯)
We start with the successive action of the products T31(x¯)T21(y¯). Let #x¯ = n and #y¯ = a− n
where n = 0, 1, . . . ,min(a, b). Define
Gn,a(x¯, y¯) =
T31(x¯)T21(y¯)
λ2(x¯)λ2(y¯)
Ba,b(u¯; v¯). (5.1)
Using successively (3.6) and (3.8) we obtain
Gn,a(x¯, y¯) = (−1)
n(n+1)
2 h(v¯, y¯)h(y¯, y¯)
∑
r1(η¯I)
f(η¯II, η¯I)f(η¯II, η¯III)f(η¯III, η¯I)g(ξ¯II, ξ¯I)
h(ξ¯I, y¯)f(ξ¯II, η¯I)
×Ka−n(y¯|η¯II + c)Ka−n(η¯I|ξ¯I + c)h(ξ¯II, x¯)h(x¯, x¯)r3(ξ¯i)r1(η¯ii)
g(ξ¯ii, ξ¯i)g(ξ¯iii, ξ¯ii)g(ξ¯iii, ξ¯i)
h(η¯i, x¯)h(ξ¯i, η¯i)h(ξ¯ii, x¯)
×
f(η¯i, η¯ii)h(η¯i, η¯i)
f(ξ¯i, η¯ii)f(ξ¯iii, η¯ii)
Kn(η¯ii|ξ¯ii + c) B0,b−n(∅; ξ¯iii). (5.2)
The sum is organized as follows. First the sets {y¯, u¯} and {y¯, v¯} are divided respectively into
subsets {η¯I, η¯II, η¯III} and {ξ¯I, ξ¯II} with the restriction #ξ¯I = #η¯I = #η¯II = a − n. Then the
sets {x¯, η¯III} and {x¯, ξ¯II} are divided respectively into subsets {η¯i, η¯ii} and {ξ¯i, ξ¯ii, ξ¯iii} with the
restriction #ξ¯i = #ξ¯ii = #η¯i = #η¯ii = n.
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It is convenient to introduce the sets η¯ = {y¯, x¯, u¯} and ξ¯ = {y¯, x¯, v¯}. Then we can understand
the sum in (5.2) as the sum over partitions η¯ ⇒ {η¯I, η¯II, η¯i, η¯ii} and ξ¯ ⇒ {ξ¯I, ξ¯i, ξ¯ii, ξ¯iii} with the
restrictions mentioned above and an additional constrain x¯ ∩ {η¯I, η¯II, ξ¯I} = ∅. Hereby η¯III =
{η¯i, η¯ii} \ x¯ and ξ¯II = {ξ¯i, ξ¯ii, ξ¯iii} \ x¯. Then we have
f(η¯II, η¯III)f(η¯III, η¯I) =
f(η¯II, η¯i)f(η¯II, η¯ii)f(η¯i, η¯I)f(η¯ii, η¯I)
f(η¯II, x¯)f(x¯, η¯I)
, (5.3)
and
g(ξ¯II, ξ¯I)
f(ξ¯II, η¯I)
=
g(ξ¯i, ξ¯I)g(ξ¯ii, ξ¯I)g(ξ¯iii, ξ¯I)f(x¯, η¯I)
g(x¯, ξ¯I)f(ξ¯i, η¯I)f(ξ¯ii, η¯I)f(ξ¯iii, η¯I)
. (5.4)
Observe that the restrictions x¯ ∩ η¯II = ∅ and x¯ ∩ ξ¯I = ∅ hold automatically due to the presence
of the product f(η¯II, x¯) in the denominator of (5.3) and the product g(x¯, ξ¯I) in the denominator
of (5.4). Indeed, 1/f(η¯II, x¯) = 0 as soon as x¯ ∩ η¯II 6= ∅ and 1/g(x¯, ξ¯I) = 0 as soon as x¯ ∩ ξ¯I 6= ∅.
Actually, one can easily see that the condition x¯ ∩ η¯I = ∅ also holds, although the product
f(x¯, η¯I) in the denominator of (5.3) is compensated by the same product in the numerator of
(5.4). Indeed, we have seen that x¯ ∩ ξ¯I = ∅, that is to say, x¯ ⊂ {ξ¯i, ξ¯ii, ξ¯iii}. But in this case
x¯ ∩ η¯I = ∅ due to the products of the f -functions in the denominator of (5.4).
Thus, we can recast (5.2) as follows:
Gn,a(x¯, y¯) = (−1)
n(n+1)
2
h(ξ¯, y¯)h(ξ¯, x¯)
h(x¯, y¯)
∑
r1(η¯I)r1(η¯ii)r3(ξ¯i)
×
f(η¯II, η¯I)f(η¯II, η¯i)f(η¯II, η¯ii)f(η¯i, η¯I)f(η¯ii, η¯I)f(η¯i, η¯ii)h(η¯i, η¯i)
f(η¯II, x¯)f(ξ¯i, η¯I)f(ξ¯ii, η¯I)f(ξ¯iii, η¯I)f(ξ¯i, η¯ii)f(ξ¯iii, η¯ii)
×
g(ξ¯i, ξ¯I)g(ξ¯ii, ξ¯I)g(ξ¯iii, ξ¯I)g(ξ¯ii, ξ¯i)g(ξ¯iii, ξ¯ii)g(ξ¯iii, ξ¯i)
h(ξ¯I, y¯)h(ξ¯I, x¯)h(η¯i, x¯)h(ξ¯i, η¯i)h(ξ¯ii, x¯)g(x¯, ξ¯I)
×Ka−n(y¯|η¯II + c)Ka−n(η¯I|ξ¯I + c) Kn(η¯ii|ξ¯ii + c) B0,b−n(∅; ξ¯iii). (5.5)
Here we have also used
h(x¯, x¯)h(ξ¯II, x¯) =
h(ξ¯, x¯)
h(ξ¯I, x¯)
. (5.6)
In (5.5) the sum is taken over partitions η¯ ⇒ {η¯I, η¯II, η¯i, η¯ii} and ξ¯ ⇒ {ξ¯I, ξ¯i, ξ¯ii, ξ¯iii}. The
restriction are imposed on the cardinalities of the subsets only.
One can reduce the number of subsets in (5.5). Let η¯0 = {η¯I, η¯ii}. Then (5.5) takes the form
Gn,a(x¯, y¯) = (−1)
n(n+1)
2
h(ξ¯, y¯)h(ξ¯, x¯)
h(x¯, y¯)
∑
r1(η¯0)r3(ξ¯i)
f(η¯II, η¯0)f(η¯i, η¯0)
f(ξ¯iii, η¯0)f(ξ¯i, η¯0)
Ka−n(y¯|η¯II + c)
×
f(η¯II, η¯i)h(η¯i, η¯i)g(ξ¯i, ξ¯I)g(ξ¯ii, ξ¯I)g(ξ¯iii, ξ¯I)g(ξ¯ii, ξ¯i)g(ξ¯iii, ξ¯ii)g(ξ¯iii, ξ¯i)
f(η¯II, x¯)h(ξ¯I, y¯)h(ξ¯I, x¯)h(η¯i, x¯)h(ξ¯i, η¯i)h(ξ¯ii, x¯)g(x¯, ξ¯I)
B0,b−n(∅; ξ¯iii)
×
f(η¯ii, η¯I)
f(ξ¯ii, η¯I)
Ka−n(η¯I|ξ¯I + c) Kn(η¯ii|ξ¯ii + c). (5.7)
We see that the sum over partitions η¯0 ⇒ {η¯I, η¯ii} involves the terms in the last line only. This
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sum can be computed via lemma C.1. Using (C.1) we find∑
η¯0⇒{η¯I,η¯ii}
Ka−n(η¯I|ξ¯I + c) Kn(η¯ii|ξ¯ii + c)
f(η¯ii, η¯I)
f(ξ¯ii, η¯I)
=
(−1)n
f(ξ¯ii, η¯0)
∑
η¯0⇒{η¯I,η¯ii}
Ka−n(η¯I|ξ¯I + c) Kn(ξ¯ii|η¯ii)f(η¯ii, η¯I) =
(−1)aKa({ξ¯I, ξ¯ii}|η¯0)
f(ξ¯ii, η¯0)f(ξ¯I, η¯0)
. (5.8)
Thus, (5.7) takes the form
Gn,a(x¯, y¯) = (−1)
a+
n(n+1)
2
h(ξ¯, y¯)h(ξ¯, x¯)
h(x¯, y¯)
∑
r1(η¯0)r3(ξ¯i)Ka−n(y¯|η¯II + c)
×
f(η¯II, η¯0)f(η¯II, η¯i)f(η¯i, η¯0)h(η¯i, η¯i)g(ξ¯i, ξ¯I)g(ξ¯ii, ξ¯I)g(ξ¯iii, ξ¯I)g(ξ¯ii, ξ¯i)g(ξ¯iii, ξ¯ii)g(ξ¯iii, ξ¯i)
f(η¯II, x¯)f(ξ¯ii, η¯0)f(ξ¯I, η¯0)f(ξ¯iii, η¯0)f(ξ¯i, η¯0)h(ξ¯I, y¯)h(ξ¯I, x¯)h(η¯i, x¯)h(ξ¯i, η¯i)h(ξ¯ii, x¯)g(x¯, ξ¯I)
×Ka({ξ¯I, ξ¯ii}|η¯0) B0,b−n(∅; ξ¯iii). (5.9)
Now we define ξ¯0 = {ξ¯I, ξ¯ii}. Then (5.9) can be written as
Gn,a(x¯, y¯) = (−1)
a+n(n−1)
2
h(ξ¯, y¯)h(ξ¯, x¯)
h(x¯, y¯)
∑
r1(η¯0)r3(ξ¯i)Ka−n(y¯|η¯II + c)Ka(ξ¯0|η¯0)
×
f(η¯II, η¯0)f(η¯II, η¯i)f(η¯i, η¯0)h(η¯i, η¯i)g(ξ¯i, ξ¯0)g(ξ¯iii, ξ¯0)g(ξ¯iii, ξ¯i)
f(η¯II, x¯)f(ξ¯0, η¯0)f(ξ¯iii, η¯0)f(ξ¯i, η¯0)h(η¯i, x¯)h(ξ¯i, η¯i)h(ξ¯0, x¯)
B0,b−n(∅; ξ¯iii)
×
g(ξ¯ii, ξ¯I)
h(ξ¯I, y¯)g(x¯, ξ¯I)
. (5.10)
The sum over partitions ξ¯0 ⇒ {ξ¯I, ξ¯ii} involves the terms in the last line only. It can be computed
via (C.13):
∑ g(ξ¯ii, ξ¯I)
g(x¯, ξ¯I)h(ξ¯I, y¯)
=
(−1)n(a−n)
g(ξ¯0, x¯)
∑ g(ξ¯ii, ξ¯I)g(ξ¯ii, x¯)
h(ξ¯I, y¯)
=
(−1)n(a−n)
g(ξ¯0, x¯)
∑
g(ξ¯ii, ξ¯I)g(ξ¯ii, x¯)g(ξ¯I, y¯ − c) =
h(x¯, y¯)
h(ξ¯0, y¯)
. (5.11)
Thus, we arrive at
Gn,a(x¯, y¯) = (−1)
a+
n(n−1)
2 h(ξ¯, y¯)h(ξ¯, x¯)
∑ r1(η¯0)r3(ξ¯i)
h(ξ¯0, x¯)h(ξ¯0, y¯)
Ka−n(y¯|η¯II + c)Ka(ξ¯0|η¯0)
×
f(η¯II, η¯0)f(η¯II, η¯i)f(η¯i, η¯0)h(η¯i, η¯i)g(ξ¯i, ξ¯0)g(ξ¯iii, ξ¯0)g(ξ¯iii, ξ¯i)
f(η¯II, x¯)f(ξ¯0, η¯0)f(ξ¯iii, η¯0)f(ξ¯i, η¯0)h(η¯i, x¯)h(ξ¯i, η¯i)
B0,b−n(∅; ξ¯iii). (5.12)
Finally, after a relabeling of the subsets η¯0 → η¯I, η¯i → η¯II, η¯II → η¯III, ξ¯i → ξ¯I, ξ¯0 → ξ¯II, ξ¯iii → ξ¯III,
we recast (5.12) as follows:
Gn,a(x¯, y¯) = (−1)
a+
n(n−1)
2 h(ξ¯, y¯)h(ξ¯, x¯)
∑ r1(η¯I)r3(ξ¯I)
h(ξ¯II, x¯)h(ξ¯II, y¯)
Ka−n(y¯|η¯III + c)Ka(ξ¯II|η¯I)
×
f(η¯III, η¯I)f(η¯III, η¯II)f(η¯II, η¯I)h(η¯II, η¯II)g(ξ¯I, ξ¯II)g(ξ¯III, ξ¯II)g(ξ¯III, ξ¯I)
f(η¯III, x¯)f(ξ¯, η¯I)h(η¯II, x¯)h(ξ¯I, η¯II)
B0,b−n(∅; ξ¯III). (5.13)
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We recall that the cardinalities of the subsets are
#η¯I = a, #η¯II = n, #η¯III = a− n,
#ξ¯I = n, #ξ¯II = a, #ξ¯III = b− n.
(5.14)
Remark 5.1. Strictly speaking, the sets η¯ and ξ¯ in equation (5.13) should be understood as
η¯ = {x¯+ ǫ1, y¯ + ǫ1, u¯+ ǫ1},
ξ¯ = {x¯+ ǫ2, y¯ + ǫ2, v¯ + ǫ2},
at ǫk → 0, k = 1, 2. (5.15)
The point is that individual factors in (5.13) may have singularities, if we set ǫk = 0. For
instance, if ξ¯II∩ η¯I 6= ∅, then the DWPF Ka(ξ¯II|η¯I) is singular. However, these poles are compen-
sated by the product f(ξ¯, η¯I)
−1. Therefore, for appropriate evaluating the limit we should have
ǫk 6= 0. In order to lighten the formulas we do not write these auxiliary parameters ǫk explicitly,
but one has to keep them in mind when doing the calculations.
5.2 Successive action of T32(z¯)T31(x¯)T21(y¯)
Let now #z¯ = b− n. Then we define
T32(z¯)T31(x¯)T21(y¯)
λ2(z¯)λ2(x¯)λ2(y¯)
Ba,b(u¯, v¯) =
T32(z¯)
λ2(z¯)
Gn,a(x¯, y¯) = Hn,a,b(x¯, y¯, z¯)|0〉. (5.16)
In order to act with T32(z¯) onto Gn,a(x¯, y¯) we should use (3.10). Let us denote the union {x¯, y¯}
as u¯C (as it will be in the case of the scalar product). Then we obtain
Hn,a,b(x¯, y¯, z¯) = (−1)
a+n(n−1)
2
+ (b−n)(b−n−1)
2 h(v¯, u¯C)h(u¯C , u¯C)
∑ r1(η¯I)r3(ξ¯I)r3(ξ¯i)
h(ξ¯II, u¯C)
×Ka−n(y¯|η¯III + c)Ka(ξ¯II|η¯I)
f(η¯III, η¯I)f(η¯III, η¯II)f(η¯II, η¯I)h(η¯II, η¯II)
f(η¯III, x¯)f(ξ¯, η¯I)
×
g(ξ¯I, ξ¯II)g(ξ¯III, ξ¯II)g(ξ¯III, ξ¯I)
h(η¯II, x¯)h(ξ¯I, η¯II)
g(ξ¯ii, ξ¯i). (5.17)
Here the partitions of the set η¯ remain the same as in (5.13). The partitions of the remaining
variables are organized as follows. We first have the partitions of the set {u¯C , v¯} = ξ¯ ⇒
{ξ¯I, ξ¯II, ξ¯III}. Then we combine {z¯, ξ¯III} and obtain additional partitions {z¯, ξ¯III} ⇒ {ξ¯i, ξ¯ii} with
the restriction #ξ¯i = #ξ¯ii = b− n.
We should substitute ξ¯III = {ξ¯i, ξ¯ii} \ z¯ into (5.17). Then, using
g(ξ¯III, ξ¯II)g(ξ¯III, ξ¯I)
f(ξ¯, η¯I)
=
g(ξ¯i, ξ¯II)g(ξ¯ii, ξ¯II)g(ξ¯i, ξ¯I)g(ξ¯ii, ξ¯I)
f(v¯, η¯I)f(u¯C , η¯I)g(z¯, ξ¯I)g(z¯, ξ¯II)
, (5.18)
we arrive at
Hn,a,b(x¯, y¯, z¯) = (−1)
a+
n(n−1)
2
+
(b−n)(b−n−1)
2 h(v¯, u¯C)h(u¯C , u¯C)
∑ r1(η¯I)r3(ξ¯I)r3(ξ¯i)
h(ξ¯II, u¯C)
×Ka−n(y¯|η¯III + c)Ka(ξ¯II|η¯I)
f(η¯III, η¯I)f(η¯III, η¯II)f(η¯II, η¯I)h(η¯II, η¯II)f(z¯, η¯I)
f(η¯III, x¯)f(ξ¯, η¯I)
×
g(ξ¯I, ξ¯II)g(ξ¯i, ξ¯II)g(ξ¯ii, ξ¯II)g(ξ¯i, ξ¯I)g(ξ¯ii, ξ¯I)g(ξ¯ii, ξ¯i)
h(η¯II, x¯)h(ξ¯I, η¯II)g(z¯, ξ¯I)g(z¯, ξ¯II)
. (5.19)
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Here we have denoted by ξ¯ the union {z¯, u¯C , v¯}. This set is divided into four subsets ξ¯ ⇒
{ξ¯i, ξ¯ii, ξ¯I, ξ¯II} with the cardinalities #ξ¯i = #ξ¯ii = b− n, #ξ¯I = n, and #ξ¯II = a.
Let ξ¯0 = {ξ¯i, ξ¯I}. Then
Hn,a,b(x¯, y¯, z¯) = (−1)
a+n(b+1)+ b(b−1)
2 h(v¯, u¯C)h(u¯C , u¯C)
∑ r1(η¯I)r3(ξ¯0)
h(ξ¯II, u¯C)
Ka−n(y¯|η¯III + c)
×Ka(ξ¯II|η¯I)
f(η¯III, η¯I)f(η¯III, η¯II)f(η¯II, η¯I)h(η¯II, η¯II)f(z¯, η¯I)g(ξ¯0, ξ¯II)g(ξ¯ii, ξ¯II)g(ξ¯ii, ξ¯0)
f(η¯III, x¯)f(ξ¯, η¯I)h(η¯II, x¯)g(z¯, ξ¯II)
×
g(ξ¯i, ξ¯I)
h(ξ¯I, η¯II)g(z¯, ξ¯I)
. (5.20)
The sum over partitions ξ¯0 ⇒ {ξ¯I, ξ¯i} involves the terms in the last line only. It can be computed
via (C.13): ∑ g(ξ¯i, ξ¯I)
h(ξ¯I, η¯II)g(z¯, ξ¯I)
=
(−1)b−n
g(z¯, ξ¯0)
∑ g(ξ¯i, ξ¯I)g(ξ¯i, z¯)
h(ξ¯I, η¯II)
=
h(z¯, η¯II)
h(ξ¯0, η¯II)
. (5.21)
Substituting this into (5.20) we find
Hn,a,b(x¯, y¯, z¯) = (−1)
a+n(b+1)+
b(b−1)
2 h(v¯, u¯C)h(u¯C , u¯C)
∑ r1(η¯I)r3(ξ¯0)
h(ξ¯II, u¯C)
×
f(η¯III, η¯I)f(η¯III, η¯II)f(η¯II, η¯I)h(η¯II, η¯II)f(z¯, η¯I)g(ξ¯0, ξ¯II)g(ξ¯ii, ξ¯II)g(ξ¯ii, ξ¯0)h(z¯, η¯II)
f(η¯III, x¯)f(ξ¯, η¯I)h(η¯II, x¯)h(ξ¯0, η¯II)g(z¯, ξ¯II)
×Ka−n(y¯|η¯III + c)Ka(ξ¯II|η¯I). (5.22)
Finally, relabeling ξ¯0 → ξ¯I and ξ¯ii → ξ¯III we arrive at
Hn,a,b(x¯, y¯, z¯) = (−1)
a+n(b+1)+ b
2
−b
2
h(ξ¯, u¯C)
h(z¯, u¯C)
∑
r1(η¯I)r3(ξ¯I)Ka(ξ¯II|η¯I)Ka−n(y¯|η¯III + c)
×
f(η¯0, η¯I)h(η¯0, η¯II)g(η¯III, η¯II)f(z¯, η¯I)h(z¯, η¯II)g(ξ¯I, ξ¯II)g(ξ¯III, ξ¯I)g(ξ¯III, ξ¯II)
h(ξ¯I, η¯II)f(ξ¯, η¯I)h(η¯II, x¯)f(η¯III, x¯)g(z¯, ξ¯II)h(ξ¯II, u¯C)
. (5.23)
Recall that in this formula η¯ = {x¯, y¯, u¯}, ξ¯ = {z¯, x¯, y¯, v¯}, and we denote u¯C = {x¯, y¯}. The
sum is taken over partitions η¯ ⇒ {η¯I, η¯II, η¯III} and ξ¯ ⇒ {ξ¯I, ξ¯II, ξ¯III}. Hereby η¯0 = {η¯II, η¯III}. The
cardinalities of the subsets are
#η¯I = a, #η¯II = n, #η¯III = a− n,
#ξ¯I = b, #ξ¯II = a, #ξ¯III = b− n.
(5.24)
6 Highest coefficients
Equation (5.23) allows us to obtain an explicit representation for the scalar product of Bethe
vectors. Using (3.5) we find
Sa,b =
(−1)
b2−b
2
f(v¯C , u¯C)
∑
g(v¯CI , u¯
C
I )f(u¯
C
II , u¯
C
I )f(v¯
C
I , u¯
C
II )g(v¯
C
II , v¯
C
I )h(u¯
C
I , u¯
C
I ) Hn,a,b(u¯
C
I , u¯
C
II , v¯
C
II ). (6.1)
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The sum is taken over partitions u¯C ⇒ {u¯CI , u¯
C
II } and v¯
C ⇒ {v¯CI , v¯
C
II }, where #v¯
C
I = #u¯
C
I = n, and
n = 0, 1, . . . ,min(a, b). The function Hn,a,b(u¯
C
I , u¯
C
II , v¯
C
II ) itself is given as a sum over partitions
described in (5.23). Namely, the union {u¯C , u¯B} is divided into three subsets and the union
{v¯CII , u¯
C , v¯B} also is divided into three subsets. Although the resulting formula is explicit, it is
inconvenient for later use. Therefore, we will try to simplify it. To do this, we introduce a new
function.
Definition 6.1. Let x¯, y¯, t¯, s¯, and β¯ be five sets of generic complex numbers with cardinalities
#x¯ = n, #y¯ = m, and #β¯ = n+m. The cardinalities of the sets t¯ and s¯ are not fixed. Define
a function
Jn,m(x¯; y¯|t¯; s¯|β¯) = ∆n+m(β¯)∆
′
n(x¯)∆
′
m(y¯) det
n+m
Jjk, (6.2)
where
Jjk =
g(βj , xk)
h(βj , xk)
, k = 1, . . . , n;
Jj,k+n = g(βj , yk)
h(βj , t¯)
h(βj , s¯)
, k = 1, . . . ,m;
j = 1, . . . , n+m. (6.3)
Developing the determinant in (6.2) with respect to the first n columns (see Appendix C for
more details) we obtain a presentation of Jn,m as a sum over partitions of the set β¯:
Jn,m(x¯; y¯|t¯; s¯|β¯) =
∑
Kn(β¯I|x¯)
g(β¯II, β¯I)g(β¯II, y¯)h(β¯II, t¯)
h(β¯I, x¯)h(β¯II, s¯)
. (6.4)
Here the sum is taken over partitions β¯ ⇒ {β¯I, β¯II}, such that #β¯I = n and #β¯II = m.
6.1 First representation for the highest coefficient
Let us find the highest coefficient Za,b(u¯
B; u¯C |v¯B; v¯C). We recall that up to the normalization
factor
(
f(v¯C , u¯C)f(v¯B, u¯B)
)−1
it is the rational coefficient of the product r1(u¯
B)r3(v¯
C) (see
(4.10), (4.11)).
Obviously, for this we should set η¯I = u¯
B and ξ¯I = v¯
C in (5.23). However, ξ¯I ⊂ {v¯
C
II , u¯
C , v¯B}.
Hence, one can have ξ¯I = v¯
C if and only if v¯CII = v¯
C , and thus, v¯CI = ∅. But #v¯
C
I = #u¯
C
I = n in
(6.1), therefore u¯CI = ∅ and n = 0. Thus, (6.1) takes the form
r1(u¯
B)r3(v¯
C) Za,b(u¯
B; u¯C |v¯B ; v¯C)
f(v¯C, u¯C)f(v¯B, u¯B)
=
(−1)
b2−b
2
f(v¯C , u¯C)
H0,a,b(∅, u¯
C , v¯C)
∣∣∣
η¯I=u¯B; ξ¯I=v¯C
. (6.5)
Substituting the conditions η¯I = u¯
B and ξ¯I = v¯
C into (5.23) we should take into account that
#η¯II = n = 0 (see (5.24)). Hence, η¯II = ∅, which implies η¯III = η¯0 = u¯
C. Thus, substituting these
subsets into (5.23) we find
r1(u¯
B)r3(v¯
C) Za,b(u¯
B; u¯C |v¯B ; v¯C) = (−1)ah(v¯B , u¯C)h(u¯C , u¯C)r1(u¯
B)r3(v¯
C)
×Ka(u¯
C |u¯C + c)
∑
Ka(ξ¯II|u¯
B)
g(ξ¯III, v¯
C)g(ξ¯III, ξ¯II)
h(ξ¯II, u¯C)
, (6.6)
where the sum is taken over partitions {u¯C , v¯B} = ξ¯ ⇒ {ξ¯II, ξ¯III} with #ξ¯II = a and #ξ¯III = b.
Due to (A.1) we conclude that Ka(u¯
C |u¯C + c) = (−1)a, and we arrive at
Za,b(u¯
B; u¯C |v¯B ; v¯C) = h(v¯B, u¯C)h(u¯C , u¯C)
∑
Ka(ξ¯II|u¯
B)
g(ξ¯III, v¯
C)g(ξ¯III, ξ¯II)
h(ξ¯II, u¯C)
. (6.7)
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Finally, using {u¯C , v¯B} = ξ¯ we recast (6.7) as follows:
Za,b(u¯
B; u¯C |v¯B; v¯C) =
∑
Ka(ξ¯II|u¯
B)g(ξ¯III, v¯
C)g(ξ¯III, ξ¯II)h(ξ¯III, u¯
C)
= h(v¯B , u¯B)h(u¯C , u¯B)
∑
Ka(ξ¯II|u¯
B)
g(ξ¯III, v¯
C)g(ξ¯III, ξ¯II)h(ξ¯III, u¯
C)
h(ξ¯II, u¯B)h(ξ¯III, u¯B)
. (6.8)
Comparing (6.8) and (6.4) we conclude that
Za,b(u¯
B; u¯C |v¯B ; v¯C) = h(v¯B , u¯B)h(u¯C , u¯B) Ja,b(u¯
B; v¯C |u¯C ; u¯B|{v¯B , u¯C}). (6.9)
Thus, we have obtained an explicit representation for the highest coefficient Za,b(u¯
B; u¯C |v¯B; v¯C)
in terms of the determinant of the (a+ b)× (a+ b) matrix Jjk (6.3).
6.2 Second highest coefficient
In order to obtain the second highest coefficient Za,b(u¯
C ; u¯B|v¯C ; v¯B) it is enough to make the
replacements u¯C ↔ u¯B and v¯C ↔ v¯B in (6.9). On the other hand, this coefficient should arise
if we set η¯I = u¯
C and ξ¯I = v¯
B in (5.23). However, if we do so, then we do not obtain (6.9)
with the replacements mentioned above. Instead, we obtain much more sophisticated formula
involving many sums over partitions. This ‘break of symmetry’ occurs because we use a specific
representation (3.5) for the dual Bethe vector. If we would use equation (3.4) for Ca,b(u¯; v¯),
then we would have an analog of (6.9) for Za,b(u¯
C ; u¯B|v¯C ; v¯B), however, we would have a more
complex formula for Za,b(u¯
B; u¯C |v¯B; v¯C).
A ‘complex’ formula for the highest coefficient provides us with a very non-trivial identity
for Za,b(u¯
C ; u¯B|v¯C ; v¯B), that will be used later. In order to obtain this identity we first make
several additional summations in (6.1). Let us rewrite this equation explicitly
Sa,b =
h(v¯B , u¯C)h(u¯C , u¯C)
f(v¯C, u¯C)
∑
(−1)a+n(b+1)g(v¯CI , u¯
C)g(u¯CII , u¯
C
I )h(v¯
C
I , u¯
C
II )g(v¯
C
II , v¯
C
I )h(u¯
C , u¯CI )
× r1(η¯I)r3(ξ¯I)Ka(ξ¯II|η¯I)Ka−n(u¯
C
II |η¯III + c)
×
f(η¯0, η¯I)h(η¯0, η¯II)g(η¯III, η¯II)f(v¯
C
II , η¯I)h(v¯
C
II , η¯II)g(ξ¯I, ξ¯II)g(ξ¯III, ξ¯I)g(ξ¯III, ξ¯II)
h(ξ¯I, η¯II)f(ξ¯, η¯I)h(η¯II, u¯CI )f(η¯III, u¯
C
I )g(v¯
C
II , ξ¯II)h(ξ¯II, u¯
C)
. (6.10)
The sum over partitions into subsets ξ¯II and ξ¯III, as well as the sum over partitions u¯
C ⇒ {u¯CI , u¯
C
II }
can be computed in terms of the function J (6.2). Let ξ¯0 = {ξ¯II, ξ¯III}. Then∑
ξ¯0⇒{ξ¯II,ξ¯III}
Ka(ξ¯II|η¯I)g(ξ¯I, ξ¯II)g(ξ¯III, ξ¯I)g(ξ¯III, ξ¯II)
g(v¯CII , ξ¯II)h(ξ¯II, u¯
C)
=
(−1)ab+n+bg(ξ¯0, ξ¯I)h(ξ¯0, η¯I)
g(v¯CII , ξ¯0)h(ξ¯0, u¯
C)
Ja,b−n(η¯I; v¯
C
II |u¯
C ; η¯I|ξ¯0). (6.11)
Similarly, one can verify that
∑
u¯C⇒{u¯CI ,u¯
C
II }
Ka−n(u¯
C
II |η¯III + c)g(u¯
C
II , u¯
C
I )h(v¯
C
I , u¯
C
II )h(u¯
C , u¯CI )
h(η¯II, u¯CI )f(η¯III, u¯
C
I )
= (−1)a+n+an
h(v¯CI , u¯
C)
g(η¯III, u¯C)
Ja−n,n(η¯III; v¯
C
I |u¯
C + c; η¯0 + c|u¯
C − c). (6.12)
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Substituting these results into (6.10) we find
Sa,b =
h(v¯B , u¯C)h(u¯C , u¯C)
f(v¯C, u¯C)
∑
(−1)b+ab+n(a+b+1)r1(η¯I)r3(ξ¯I)Ja,b−n(η¯I; v¯
C
II |u¯
C; η¯I|ξ¯0)
× Ja−n,n(η¯III; v¯
C
I |u¯
C + c; η¯0 + c|u¯
C − c)f(η¯0, η¯I)h(η¯0, η¯II)g(η¯III, η¯II)
×
h(v¯CII , η¯II)f(v¯
C
I , u¯
C)g(v¯CII , v¯
C
I )g(ξ¯0, ξ¯I)h(ξ¯0, η¯I)
g(η¯III, u¯C)f(u¯C , η¯I)f(v¯B, η¯I)h(ξ¯I, η¯II)g(v¯CII , ξ¯0)h(ξ¯0, u¯
C)
. (6.13)
The sum is taken over partitions:
(1) v¯C ⇒ {v¯CI , v¯
C
II } with #v¯
C
I = n and #v¯
C
II = b− n;
(2) {u¯C , v¯B, v¯CII } = ξ¯ ⇒ {ξ¯I, ξ¯0} with #ξ¯I = b and #ξ¯0 = b+ a− n;
(3) {u¯C , u¯B} = η¯ ⇒ {η¯I, η¯0} and η¯0 ⇒ {η¯II, η¯III} with #η¯I = a, #η¯II = n, and #η¯III = a− n.
In all these partitions n = 0, 1, . . . ,min(a, b).
Due to proposition 4.1 the function r3 depends on the variables of the v-type only. Hence,
ξ¯I ∩ u¯
C = ∅, that is u¯C ⊂ ξ¯0. Therefore, we can set ξ¯0 = {u¯
C , ξ¯II}. Substituting this into (6.13)
we obtain
Sa,b =
h(v¯B , u¯C)
f(v¯C, u¯C)
∑
(−1)b+n(a+b+1)r1(η¯I)r3(ξ¯I)Ja,b−n(η¯I; v¯
C
II |u¯
C ; η¯I|{ξ¯II, u¯
C})
× Ja−n,n(η¯III; v¯
C
I |u¯
C + c; η¯0 + c|u¯
C − c)f(η¯0, η¯I)h(η¯0, η¯II)g(η¯III, η¯II)
×
h(v¯CII , η¯II)f(v¯
C
I , u¯
C)g(v¯CII , v¯
C
I )g(ξ¯II, ξ¯I)h(ξ¯II, η¯I)g(ξ¯I, u¯
C)
g(η¯III, u¯C)g(u¯C , η¯I)f(v¯B, η¯I)h(ξ¯I, η¯II)g(v¯CII , ξ¯II)h(ξ¯II, u¯
C)g(v¯CII , u¯
C)
. (6.14)
In this formula ξ¯ = {v¯CII , v¯
B}, #ξ¯I = b and #ξ¯II = b − n. All other subsets are the same as in
(6.13).
Now everything is ready to formulate the second representation for the highest coefficient
Za,b(u¯
C ; u¯B|v¯C ; v¯B). For this we set η¯I = u¯
C and ξ¯I = v¯
B. Then automatically η¯0 = u¯
B, ξ¯II = v¯
C
II
and we also can set η¯II = u¯
B
I , η¯III = u¯
B
II . Substituting this into (6.14) and keeping in mind remark
5.1 we obtain
Za,b(u¯
C ; u¯B|v¯C ; v¯B) = f(v¯B, u¯B)f(u¯B, u¯C)
∑
(−1)n(a+b+1)+bg(v¯CII , v¯
C
I )f(v¯
C
I , u¯
C)
× Ja−n,n(u¯
B
II ; v¯
C
I |u¯
C + c; u¯B + c|u¯C − c)
h(u¯B , u¯BI )g(u¯
B
II , u¯
B
I )h(v¯
C
II , u¯
B
I )g(v¯
C
II , v¯
B)h(v¯CII , u¯
C)
g(u¯BII , u¯
C)h(v¯B , u¯BI )g(v¯
C
II , u¯
C)h(v¯CII , u¯
C)
× lim
η¯I→u¯
C
ξ¯II→v¯
C
II
Ja,b−n(η¯I; v¯
C
II |u¯
C ; η¯I|{u¯
C , ξ¯II})
g(u¯C , η¯I)g(v¯CII , ξ¯II)
. (6.15)
Using (D.3) and (D.4) we find
lim
η¯I→u¯
C
ξ¯II→v¯
C
II
Ja,b−n(η¯I; v¯
C
II |u¯
C ; η¯I|{u¯
C , ξ¯II})
g(u¯C , η¯I)g(v¯CII , ξ¯II)
= (−1)b+ng(v¯CII , u¯
C), (6.16)
and we thus arrive at
Za,b(u¯
C ; u¯B|v¯C ; v¯B) = f(u¯B, u¯C)f(v¯B, u¯B)
∑
(−1)n(a+b)Ja−n,n(u¯
B
II ; v¯
C
I |u¯
C + c; u¯B + c|u¯C − c)
× h(u¯BI , u¯
B
I )f(u¯
B
II , u¯
B
I )
f(v¯CI , u¯
C)h(v¯CII , u¯
B
I )g(v¯
C
II , v¯
C
I )g(v¯
C
II , v¯
B)
h(v¯B, u¯BI )g(u¯
B
II , u¯
C)
. (6.17)
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Here the sum is taken over partitions u¯B ⇒ {u¯BII , u¯
B
I } and v¯
C ⇒ {v¯CI , v¯
C
II } with #v¯
C
I = n and
#u¯BII = a− n.
This is the second representation for the highest coefficient discussed above. It will play the
key role below, therefore we formulate it as a proposition.
Proposition 6.1. For arbitrary sets of complex numbers t¯, x¯, s¯, and y¯ with cardinalities #t¯ =
#x¯ = a and #s¯ = #y¯ = b the following identity holds:
Za,b(t¯; x¯|s¯; y¯) = f(x¯, t¯)f(y¯, x¯)
∑
(−1)n1(a+b)Jℓ2,n1(x¯II; s¯I|t¯+ c; x¯+ c|t¯− c)
× h(x¯I, x¯I)f(x¯II, x¯I)
f(s¯I, t¯)h(s¯II, x¯I)g(s¯II, s¯I)g(s¯II, y¯)
h(y¯, x¯I)g(x¯II, t¯)
. (6.18)
Here ℓ2 = #x¯II, n1 = #s¯I. The sum is taken over partitions
x¯⇒ {x¯I, x¯II}, s¯⇒ {s¯I, s¯II}, (6.19)
with a restriction #s¯I = #x¯I (which is equivalent to ℓ2 + n1 = a).
Proof. Setting in (6.17) u¯C = t¯, u¯B = x¯, v¯C = s¯, and v¯B = y¯ we obtain (6.18).
6.3 General formula for the scalar product
Now we turn back to equation (6.14). To proceed further we should specify all the subsets. Let
v¯C = {v¯Ci , v¯
C
ii , v¯
C
iii} and v¯
B = {v¯Bi , v¯
C
ii }. We set
v¯CI = v¯
C
iii, v¯
C
II = {v¯
C
i , v¯
C
ii },
v¯B = {v¯Bi , v¯
B
ii },
ξ¯I = {v¯
C
i , v¯
B
ii }, ξ¯II = {v¯
C
ii , v¯
B
i },
with
{
#v¯Cs = ns,
#v¯Bs = ms,
s = i, ii, iii. (6.20)
It is easy to see that the following conditions for the cardinalities hold:
niii = n, ni + nii = b− n, mi +mii = b, mi = ni. (6.21)
Let also
u¯C = {u¯Ci , u¯
C
0 }, u¯
C
0 = {u¯
C
ii , u¯
C
iii},
u¯B = {u¯Bi , u¯
B
0 }, u¯
B
i = {u¯
B
ii , u¯
B
iii},
η¯I = {u¯
C
i , u¯
B
0 }, η¯0 = {u¯
C
0 , u¯
B
i },
with
{
#u¯Cp = kp,
#u¯Bp = ℓp,
p = 0, i, ii, iii. (6.22)
We have the following conditions for the cardinalities:
ki + k0 = ℓi + ℓ0 = a, ki = ℓi, k0 = ℓ0. (6.23)
Observe that we do not fix a distribution of the parameters u¯C and u¯B among the subsets η¯II
and η¯III. It is important, however, that #η¯II = n = niii and #η¯III = a− n.
Using (D.3) and (D.4) we obtain
Ja,b−n(η¯I; v¯
C
II |u¯
C ; η¯I|{u¯
C , ξ¯II})
g(u¯C , η¯I)g(v¯CII , ξ¯II)
= (−1)b−n
g(v¯Cii , u¯
C)g(v¯Bi , u¯
C
i )h(v¯
C
ii , u¯
C
0 )
g(u¯C0 , u¯
B
0 )g(v¯
B
i , v¯
C
i )h(v¯
C
ii , u¯
B
0 )
× Jℓ0,ni(u¯
B
0 ; v¯
C
i |u¯
C
0 ; u¯
B
0 |{u¯
C
0 , v¯
B
i }). (6.24)
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Due to (6.9) this function reduces to the highest coefficient
Jℓ0,ni(u¯
B
0 ; v¯
C
i |u¯
C
0 ; u¯
B
0 |{u¯
C
0 , v¯
B
i }) =
Zℓ0,ni(u¯
B
0 , u¯
C
0 |v¯
B
i , v¯
C
i )
h(u¯C0 , u¯
B
0 )h(v¯
B
i , u¯
B
0 )
. (6.25)
Now we substitute (6.24), (6.25) into (6.14). We also write explicitly the products g(v¯CII , v¯
C
I ),
g(ξ¯II, ξ¯I), f(η¯0, η¯I), and combine {v¯
C
ii , v¯
C
iii} = v¯
C
0 . Then we have
Sa,b =
1
f(v¯C, u¯C)
∑
r1(u¯
C
i )r1(u¯
B
0 )r3(v¯
C
i )r3(v¯
B
ii ) Zℓ0,ni(u¯
B
0 , u¯
C
0 |v¯
B
i , v¯
C
i )
f(u¯Bi , u¯
C
i )f(v¯
B
ii , u¯
C)
f(v¯B, u¯B0 )f(v¯
B
ii , u¯
C
i )
× f(u¯C0 , u¯
C
i )f(u¯
B
i , u¯
B
0 )g(v¯
C
0 , v¯
C
i )g(v¯
B
i , v¯
B
ii )
{
Ja−n,n(η¯III; v¯
C
iii|u¯
C + c; η¯0 + c|u¯
C − c)
× (−1)n(a+b−ni)h(η¯II, η¯II)f(η¯III, η¯II)
f(v¯Ciii, u¯
C)g(v¯Cii , v¯
C
iii)g(v¯
C
ii , v¯
B
ii )h(v¯
C
ii , η¯II)
g(η¯III, u¯C)h(v¯Bii , η¯II)
}
. (6.26)
Here the sum is organized as follows. First, we have partitions
u¯C ⇒ {u¯Ci , u¯
C
0 }, u¯
B ⇒ {u¯Bi , u¯
B
0 }, #u¯
C
0 = #u¯
B
0 = ℓ0,
v¯C ⇒ {v¯Ci , v¯
C
0 }, v¯
B ⇒ {v¯Bi , v¯
B
ii }, #v¯
C
i = #v¯
B
i = ni.
(6.27)
After this we have two additional partitions: the set v¯C0 is divided into subsets v¯
C
ii and v¯
C
iii; the
union of the subsets η¯0 = {u¯
C
0 , u¯
B
i } is divided into subsets η¯II and η¯III (see the terms in braces
in (6.26)). Hereby we have one restriction for the cardinalities #v¯Ciii = #η¯II = n = niii. Let us
write separately this additional sum over partitions in braces of (6.26)
F(u¯C ; η¯0; v¯
C
0 , v¯
B
ii ) =
∑
η¯0⇒{η¯II,η¯III}
v¯C0 ⇒{v¯
C
ii ,v¯
C
iii}
Ja−n,n(η¯III; v¯
C
iii|u¯
C + c; η¯0 + c|u¯
C − c)
× (−1)n(a+b−ni)h(η¯II, η¯II)f(η¯III, η¯II)
f(v¯Ciii, u¯
C)g(v¯Cii , v¯
C
iii)g(v¯
C
ii , v¯
B
ii )h(v¯
C
ii , η¯II)
g(η¯III, u¯C)h(v¯Bii , η¯II)
. (6.28)
Comparing (6.28) with (6.18) one can see that they coincide after appropriate identification
of the subsets and their cardinalities. Namely, (6.28) turns into (6.18) under the replacements
b− ni → b, u¯
C → t¯, η¯0 → x¯, v¯
C
0 → s¯, v¯
B
ii → y¯. Thus, due to Proposition 6.1 we obtain
F(u¯C ; η¯0; v¯
C
0 , v¯
B
ii ) =
Za,b−ni(u¯
C ; η¯0|v¯
C
0 , v¯
B
ii )
f(η¯0, u¯C)f(v¯Bii , η¯0)
. (6.29)
Thus, substituting this into (6.26) we arrive at
Sa,b =
1
f(v¯C, u¯C)
∑
r1(u¯
C
i )r1(u¯
B
0 )r3(v¯
C
i )r3(v¯
B
ii ) Zℓ0,ni(u¯
B
0 , u¯
C
0 |v¯
B
i , v¯
C
i )
f(u¯Bi , u¯
C
i )f(v¯
B
ii , u¯
C)
f(v¯B, u¯B0 )f(v¯
B
ii , u¯
C
i )
× f(u¯C0 , u¯
C
i )f(u¯
B
i , u¯
B
0 )g(v¯
C
0 , v¯
C
i )g(v¯
B
i , v¯
B
ii )
Za,b−ni(u¯
C ; η¯0|v¯
C
0 , v¯
B
ii )
f(η¯0, u¯C)f(v¯Bii , η¯0)
. (6.30)
It remains to simplify the ratio Za,b−ni(u¯
C ; η¯0|v¯
C
0 , v¯
B
ii )/f(η¯0, u¯
C). It can be done via (6.9), (D.3):
Za,b−ni(u¯
C ; η¯0|v¯
C
0 , v¯
B
ii )
f(η¯0, u¯C)f(v¯Bii , η¯0)
=
f(v¯C0 , u¯
C
0 )Za−ℓ0,b−ni(u¯
C
i ; u¯
B
i |v¯
C
0 , v¯
B
ii )
f(u¯Bi , u¯
C
i )f(v¯
B
ii , u¯
B
i )f(v¯
B
ii , u¯
C
0 )
. (6.31)
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Substituting this into (6.30) we obtain
Sa,b =
∑
r1(u¯
C
i )r1(u¯
B
0 )r3(v¯
C
i )r3(v¯
B
ii )f(u¯
C
0 , u¯
C
i )f(u¯
B
i , u¯
B
0 )g(v¯
C
0 , v¯
C
i )g(v¯
B
i , v¯
B
ii )
×
f(v¯C0 , u¯
C
0 )f(v¯
B
i , u¯
B
i )
f(v¯C, u¯C)f(v¯B, u¯B)
Zℓ0,ni(u¯
B
0 , u¯
C
0 |v¯
B
i , v¯
C
i ) Za−ℓ0,b−ni(u¯
C
i , u¯
B
i |v¯
C
0 , v¯
B
ii ). (6.32)
It is easy to see that after appropriate relabeling the subsets we arrive at
Sa,b =
∑
r1(u¯
C
II )r1(u¯
B
I )r3(v¯
C
II )r3(v¯
B
I )f(u¯
C
I , u¯
C
II )f(u¯
B
II , u¯
B
I )g(v¯
C
I , v¯
C
II )g(v¯
B
II , v¯
B
I )
×
f(v¯CI , u¯
C
I )f(v¯
B
II , u¯
B
II )
f(v¯C , u¯C)f(v¯B, u¯B)
Za−k,n(u¯
C
II , u¯
B
II |v¯
C
I , v¯
B
I ) Zk,b−n(u¯
B
I , u¯
C
I |v¯
B
II , v¯
C
II ), (6.33)
where k = #u¯CI = #u¯
B
I and n = #v¯
C
I = #v¯
B
I . Comparing this result with (4.8) and (4.11) we
see that proposition 4.2 is proved.
7 Scalar product in the gl(1|1) sector
Consider a particular case of the subalgebra gl(1|1), generated by the operators T23(u), T22(u),
T33(u) and T32(u). In this case one should set u¯
C = u¯B = ∅ in the formulas for the scalar
product. Then the highest coefficient simplifies as
Z0,b(∅; ∅|s¯; y¯) = ∆b(s¯)∆
′
b(y¯) det
b
g(sj , yk) = g(s¯, y¯), (7.1)
where we used an explicit representation for Cauchy determinant
det
m
g(uj , vk) =
g(u¯, v¯)
∆′m(u¯)∆m(v¯)
. (7.2)
The scalar product (6.33) takes the form
S0,b =
∑
r3(v¯
C
II )r3(v¯
B
I )g(v¯
C
I , v¯
C
II )g(v¯
B
II , v¯
B
I )g(v¯
C
I , v¯
B
I )g(v¯
B
II , v¯
C
II ), (7.3)
where the sum is taken over partitions v¯C ⇒ {v¯CI , v¯
C
II } and v¯
B ⇒ {v¯BI , v¯
B
II } such that #v¯
C
I = v¯
B
I .
It is easy to see that this sum reduces to a single determinant
S0,b = ∆
′
b(v¯
C)∆b(v¯
B) det
b
[
g(vCj , v
B
k )
(
r3(v
B
k )− r3(v
C
j )
)]
. (7.4)
Indeed, developing the determinant in (7.4) via Laplace formula and using (7.2), (C.5) we obtain
the sum (7.3).
Thus, the scalar product of Bethe vectors in gl(1|1) integrable models admits a determinant
representation without any restriction on the Bethe parameters. This is not surprising, as these
models are equivalent to free fermions [26, 27].
8 Different representations for the highest coefficient
If v¯C = v¯B = ∅, then formula (6.33) describes the scalar product in the gl(2)-based models. In
this case the scalar product admits a determinant representation, if one of the Bethe vectors
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is an eigenvector of the transfer matrix. One expects that in the general gl(2|1) case the sum
over partitions in (6.33) also can be reduced to a single determinant for some particular cases of
Bethe vectors. To make this reduction one should have different representations for the highest
coefficient Za,b(t¯; x¯|s¯; y¯). In this section we give several formulas for Za,b in terms of sums over
partitions and multiple contour integrals.
We have already obtained an expression for Za,b as the determinant of an (a+ b)× (a+ b)
matrix
Za,b(t¯; x¯|s¯; y¯) = h(w¯, t¯)∆a+b(w¯)∆
′
a(t¯)∆
′
b(y¯) det
a+b
Jjk, (8.1)
where w¯ = {x¯, s¯} and the matrix Jjk is defined in (6.3):
Jjk =
g(wj , tk)
h(wj , tk)
, k = 1, . . . , a;
Jj,k+a = g(wj , yk)
h(wj , x¯)
h(wj , t¯)
, k = 1, . . . , b;
j = 1, . . . , a+ b. (8.2)
Developing the determinant with respect to the a first columns we obtain
Za,b(t¯; x¯|s¯; y¯) =
∑
Ka(w¯I|t¯)h(w¯II, x¯)g(w¯II, y¯)g(w¯II, w¯I). (8.3)
The sum is taken over partitions {x¯, s¯} = w¯ ⇒ {w¯I, w¯II} with #w¯I = a and #w¯II = b.
Let us give several alternative representations for the highest coefficient.
• As a sum over partitions of t¯ and y¯:
Za,b(t¯; x¯|s¯; y¯) = f(s¯, t¯)f(y¯, x¯)
∑
g(η¯I, η¯II)
h(t¯, η¯II)
h(s¯, η¯II)
Ka(x¯|η¯I). (8.4)
Here the sum is taken over partitions {t¯, y¯ + c} = η¯ ⇒ {η¯I, η¯II} such that #η¯I = a and
#η¯II = b.
• As a sum over partitions of t¯ and x¯:
Za,b(t¯; x¯|s¯; y¯) = (−1)
ah(x¯, x¯)h(s¯, x¯)g(x¯, y¯)g(s¯, y¯)∑
Ka(t¯− c|ξ¯I)
h(ξ¯I, t¯)g(x¯, ξ¯I)g(s¯, ξ¯I)
g(ξ¯I, y¯)
g(ξ¯I, ξ¯II). (8.5)
Here the sum is taken over partitions {t¯, x¯− c} = ξ¯ ⇒ {ξ¯I, ξ¯II} such that #ξ¯I = #ξ¯II = a.
• As a sum over partitions of s¯ and y¯:
Za,b(t¯; x¯|s¯; y¯) = (−1)
a+bf(x¯, t¯)f(s¯, t¯)
∑
g(ν¯I, ν¯II)Ka+b({ν¯I, t¯− c}|{x¯, s¯}) (8.6)
Here the sum is taken over partitions {s¯− c, y¯} = ν¯ ⇒ {ν¯I, ν¯II} such that #ν¯I = #ν¯II = b.
All the sum formulas listed above follow from (8.3) and can be proved via reduction of the
sums over partitions to multiple contour integrals of Cauchy type. Let us show how this method
works.
Consider a b-fold integral
I =
(−1)b
(2πic)bb!
∮
w¯
Ka+b(w¯|{t¯, z¯ + c})h(z¯, x¯)
g(z¯, y¯)g(z¯, w¯)
∆b(z¯)∆
′
b(z¯)
dz¯, (8.7)
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where w¯ = {s¯, x¯} and dz¯ = dz1, . . . , dzb. We have used a subscript w¯ on the integral symbol in
order to stress that the integration contour for every zj surrounds the set w¯ in the anticlockwise
direction. We also assume that the integration contours do not contain any other singularities of
the integrand. Similar prescription will be kept for all other integral representations considered
below.
The only poles of the integrand within the integration contours are the points zj = wk.
Evaluating the integral by the residues in these poles we obtain (see appendix B for details)
I = (−1)b
∑
Ka+b(w¯|{t¯, w¯II + c})h(w¯II, x¯)g(w¯II, y¯)g(w¯II, w¯I), (8.8)
where the sum is taken over partitions of w¯ into subsets w¯I and w¯II with #w¯I = a and #w¯II = b.
Due to (A.1) we have
Ka+b(w¯|{t¯, w¯II + c}) = (−1)
bKa(w¯I|t¯), (8.9)
and comparing the obtained sum with (8.3) we immediately obtain I = Za,b(t¯; x¯|s¯; y¯).
Similarly, one can check that the sum over partitions in (8.3) can be presented as an a-fold
contour integral
Za,b(t¯; x¯|s¯; y¯) = (−1)
bh(w¯, x¯)g(y¯, w¯)
(2πic)aa!
∮
w¯
Ka(z¯|t¯)g(z¯, w¯)
h(z¯, x¯)g(z¯, y¯)∆a(z¯)∆′a(z¯)
dz¯, (8.10)
where now dz¯ = dz1, . . . , dza. Indeed, taking the residues in the points z¯ = w¯I we obtain
Za,b(t¯; x¯|s¯; y¯) = (−1)
bh(w¯, x¯)g(y¯, w¯)
∑ Ka(w¯I|t¯)g(w¯I, w¯II)
h(w¯I, x¯)g(w¯I, y¯)
. (8.11)
Multiplying the terms of the sum with the prefactor h(w¯, x¯)g(y¯, w¯) we arrive at (8.3).
Let us turn back to the integral (8.7). Obviously, it can be calculated taking the residues
in the poles outside the original integration contour. It is easy to see that for arbitrary zj
the integrand behaves as 1/z3j at zj → ∞. Hence, the residue at infinity vanishes. The poles
outside the original integration contours are in zj = yk and zj = sk− c (the poles at zj = xk− c
are compensated by the zeros of the product h(z¯, x¯)). Thus, we can move the original contour
surrounding w¯ to the points ν¯ = {y¯, s¯ − c}
Za,b(t¯; x¯|s¯; y¯) =
1
(2πic)bb!
∮
ν¯
Ka+b(w¯|{t¯, z¯ + c})h(z¯, x¯)
g(z¯, y¯)g(z¯, w¯)
∆b(z¯)∆
′
b(z¯)
dz¯. (8.12)
It is convenient to transform the integrand, applying (A.2) to Ka+b(w¯|{t¯, z¯ + c}). Then substi-
tuting w¯ = {x¯, s¯} and using elementary properties of f(z, w) we obtain
Za,b(t¯; x¯|s¯; y¯) =
(−1)a+b
(2πic)bb!
∮
ν¯
Ka+b({t¯− c, z¯}|w¯)f(w¯, t¯)h(z¯, x¯)g(z¯, y¯)g(z¯, x¯)g(z¯, s¯)
f(z¯, x¯)f(z¯, s¯)∆b(z¯)∆
′
b(z¯)
dz¯, (8.13)
and after simplification we arrive at
Za,b(t¯; x¯|s¯; y¯) =
(−1)a+bf(w¯, t¯)
(2πic)bb!
∮
ν¯
Ka+b({t¯− c, z¯}|w¯)
g(z¯, ν¯)
∆b(z¯)∆
′
b(z¯)
dz¯. (8.14)
Now all the poles are explicitly combined in the product g(z¯, ν¯). Hence, the result of the
integration gives the sum over partitions of ν¯ ⇒ {ν¯I, ν¯II} with #ν¯I = #ν¯II = b, which coincides
with (8.6).
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Applying (A.1) to the DWPF Ka+b({ν¯I, t¯− c}|{x¯, s¯}) in (8.6), we have
Ka+b({ν¯I, t¯− c}|{x¯, s¯}) = (−1)
bKa+2b({ν¯, t¯− c}|{x¯, s¯, ν¯II + c})
= (−1)bKa+2b({y¯, s¯− c, t¯− c}|{x¯, s¯, ν¯II + c}) = Ka+b({y¯, t¯− c}|{x¯, ν¯II + c}). (8.15)
Then the sum over partitions in (8.6) is equivalent to a multiple contour integral
Za,b(t¯; x¯|s¯; y¯) =
(−1)af(x¯, t¯)f(s¯, t¯)
(2πic)bb!
∮
ν¯
Ka+b({y¯, t¯− c}|{x¯, z¯ + c})
g(z¯, ν¯)
∆b(z¯)∆
′
b(z¯)
dz¯. (8.16)
Using (A.2) we recast (8.16) as
Za,b(t¯; x¯|s¯; y¯) =
(−1)bf(y¯, x¯)f(s¯, t¯)
(2πic)bb!
∮
ν¯
Ka+b({x¯− c, z¯}|{y¯, t¯− c})
f(z¯, y¯)f(z¯, t¯− c)
g(z¯, ν¯)
∆b(z¯)∆
′
b(z¯)
dz¯. (8.17)
Setting now η¯ = {t¯, y¯ + c} we obtain
Za,b(t¯; x¯|s¯; y¯) =
(−1)bf(y¯, x¯)f(s¯, t¯)
(2πic)bb!
∮
ν¯
Ka+b({x¯− c, z¯}|η¯ − c)
h(z¯, t¯)g(z¯, η¯ − 2c)
h(z¯, s¯)∆b(z¯)∆
′
b(z¯)
dz¯. (8.18)
Now we can evaluate the integral by the residues outside the integration contours. All of them
are collected in the product g(z¯, η¯ − 2c). Taking the residues in the points η¯ − 2c and using
h(x− 2c, y) = −h(y, x) we immediately arrive at (8.4).
Similarly, starting with the integral representation (8.10) one can obtain the sum formula
(8.5).
Conclusion
In this paper we have derived a sum formula for the scalar product of Bethe vectors in the
models with gl(2|1) symmetry. We considered the case of generic Bethe vectors. This means
that the Bethe parameters are generic complex numbers. However, one can also use this sum
formula, if the Bethe parameters obey some constraints. In some of these particular cases the
sums over partitions can be taken explicitly, leading eventually to determinant representations
for scalar products. In the second part of this paper we will consider these particular cases in
more details. We will show that if a part of Bethe parameters satisfy Bethe equations, then the
sum formula in the gl(2|1)-based models reduces to a single determinant.
To conclude this paper we would like to mention that our results can be applied to the models
with gl(1|2) symmetry as well. Indeed, due to an isomorphism between Yangians Y
(
gl(1|2)
)
and Y
(
gl(2|1)
)
(see [13]), it is enough to make the replacements {u¯C , u¯B} ↔ {v¯C , v¯B} and a↔ b
in the sum formula. The obtained expression describes the scalar product of Bethe vectors in
gl(1|2)-based models.
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A Properties of DWPF
The DWPF Kn(x¯|y¯) is a symmetric function of x1, . . . , xn and symmetric function of y1, . . . , yn.
It behaves as 1/xn (resp. 1/yn) as xn → ∞ (resp. yn → ∞) at other variables fixed. It has
simple poles at xj = yk. It follows directly from the definition (2.13) that DWPF possesses the
following properties:
Kn+m({x¯, z¯ − c}|{y¯, z¯}) = Kn+m({x¯, z¯}|{y¯, z¯ + c}) = (−1)
mKn(x¯|y¯), #z¯ = m, (A.1)
and
Kn(x¯− c|y¯) = Kn(x¯|y¯ + c) = (−1)
nKn(y¯|x¯)
f(y¯, x¯)
. (A.2)
B Sum over partitions as a contour integral
Proposition B.1. Let w¯ = {w1, . . . , wN} be a set of complex numbers. Let F(z¯) be a function
of n variables z1, . . . , zn (n ≤ N). Assume that F(z¯) is a symmetric function of z¯ and that it
is holomorphic with respect to each zj within a domain containing the points w¯. Define
〈F〉 =
1
(2πic)nn!
∮
w¯
g(z¯, w¯) dz¯
∆n(z¯)∆′n(z¯)
F(z¯). (B.1)
Here dz¯ = dz1, . . . , dzn and the integration contour for every zj surrounds the points w¯ in the
anticlockwise direction. We assume that there is no other singularities of the integrand within
the integration contours. Then
〈F〉 =
∑
g(w¯I, w¯II)F(w¯I), (B.2)
where the sum is taken over partitions w¯⇒ {w¯I, w¯II} such that #w¯I = n.
Proof. We use induction over n. For n = 1 the statement of the proposition is obvious.
Suppose that it is valid for some n− 1. Then splitting z¯ = {zn, z¯n} we obtain
〈F〉 =
1
(2πic)nn!
∮
w¯
g(zn, w¯)g(z¯n, w¯)F({z¯n, zn}) dz¯n dzn
∆n−1(z¯n)∆
′
n−1(z¯n)g(zn, z¯n)g(z¯n, zn)
=
∑ g(w¯I, w¯II)
2πicn
∮
w¯
g(zn, w¯II)F({w¯I, zn}) dzn
g(w¯I, zn)
, (B.3)
where the sum is taken over partitions w¯ ⇒ {w¯I, w¯II} such that #w¯I = n − 1. Performing the
integration over zn we find
〈F〉 =
1
n
∑ g(w¯I, w¯II)g(w¯i, w¯ii)
g(w¯I, w¯i)
F({w¯I, w¯i}), (B.4)
where we obtain an additional partition w¯II ⇒ {w¯i, w¯ii} with #w¯i = 1. Substituting in (B.4)
w¯II = {w¯i, w¯ii} and setting there {w¯i, w¯I} = w¯0 we arrive at
〈F〉 =
1
n
∑
g(w¯0, w¯ii)F(w¯0). (B.5)
Now the sum over partitions is organized as follows. First we have the partitions w¯ ⇒ {w¯0, w¯ii}
with #w¯0 = n, and then we have the additional partition w¯0 ⇒ {w¯i, w¯I} with #w¯i = 1. Obvi-
ously, the sum over the later partition gives n, and we obtain the statement of the proposition.

23
Note that if n > N in (B.1), then 〈F〉 = 0.
C Summation formulas
Lemma C.1. Let ξ¯, α¯ and β¯ be sets of complex variables with #α = n, #β = m, and #ξ =
n+m. Then ∑
Kn(ξ¯I|α¯)Km(β¯|ξ¯II)f(ξ¯II, ξ¯I) = (−1)
nf(ξ¯, α¯)Kn+m(α¯− c, β¯|ξ¯). (C.1)
The sum is taken with respect to all partitions of the set ξ¯ into subsets ξ¯I and ξ¯II with #ξ¯I = n
and #ξ¯II = m.
The proof of this lemma can be found in [25].
Lemma C.2. For any set of functions φk(β), k = 1, . . . , n+m, let
Φn+m(β¯) = ∆n+m(β¯) det
n+m
φk(βj), (C.2)
where β¯ = {β1, . . . , βn+m}. Then
Φn+m(β¯) =
∑
∆n(β¯I) det
k=1,...,n
φk(βIj) ·∆m(β¯II) det
k=1,...,m
φn+k(βIIj ) · g(β¯II, β¯I)
=
∑
Φn(β¯I)Φ̂m(β¯II)g(β¯II, β¯I), (C.3)
where Φn(ξ¯I) is built on the functions φk, k = 1, . . . , n, while Φ̂m(ξ¯II) is built on the functions
φn+k, k = 1, . . . ,m.
Proof. Developing the determinant in (C.2) over the first n columns via Laplace formula we
obtain
Φn+m(β¯) = ∆n+m(β¯)
∑
(−1)PI,II det
k=1,...,n
φk(βIj) det
k=1,...,m
φn+k(βIIj ), (C.4)
where the sum is taken over partitions β¯ ⇒ {β¯I, β¯II} such that #β¯I = n. The sign PI,II is the
parity of a permutation mapping the union {β¯I, β¯II} into the naturally ordered set β¯. One can
get rid of this sign presenting ∆n+m(β¯) as follows
∆n+m(β¯) = (−1)
PI,II∆n(β¯I)∆m(β¯II)g(β¯II, β¯I). (C.5)
Substituting (C.5) into (C.4) we immediately arrive at (C.3). 
We use several particular cases of (C.3) in the core of the paper. Let
φk(β) =
g(β, xk)
h(β, xk)
, k = 1, . . . , n;
φk+n(β) = g(β, yk)
h(β, t¯)
h(β, s¯)
, k = 1, . . . ,m,
(C.6)
where x¯, y¯, t¯, and s¯ are some sets of parameters. Then the matrix elements φk(βj) coincide
with the entries Jjk (6.3). Hence, we obtain for Jn,m(x¯; y¯|t¯; s¯|β¯) (6.2)
Jn,m(x¯; y¯|t¯; s¯|β¯) = ∆
′
n(x¯)∆
′
m(y¯)
∑
∆n(β¯I) det
n
(
g(βIj , xk)
h(βIj , xk)
)
×∆m(β¯II) det
m
(
g(βIIj , yk)
h(βIIj , t¯)
h(βIIj , s¯)
)
g(β¯II, β¯I). (C.7)
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Now we use the definition of DWPF
∆′n(x¯)∆n(β¯I) det
n
(
g(βIj , xk)
h(βIj , xk)
)
=
Kn(β¯I|x)
h(β¯I, x¯)
, (C.8)
and an explicit expression (7.2) for Cauchy determinant detm g(βIIj , yk). Substituting these
expressions into (C.7) we find
Jn,m(x¯; y¯|t¯; s¯|β¯) =
∑ Kn(β¯I|x)
h(β¯I, x¯)
· g(β¯II, y¯)
h(βII, t¯)
h(βII, s¯)
g(β¯II, β¯I), (C.9)
which coincides with (6.4).
Another example used in the text is
φk(β) = g(β, xk), k = 1, . . . , n;
φk+n(β) = g(β, yk), k = 1, . . . ,m.
(C.10)
Then using explicit representation of the Cauchy determinant (7.2) we have
Φn+m(β¯) =
g(β¯, x¯)g(β¯, y¯)
∆′n+m({x¯, y¯})
. (C.11)
On the other hand, it follows from (C.3) that
g(β¯, x¯)g(β¯, y¯)
∆′n+m({x¯, y¯})
=
∑
∆n(β¯I) det
k=1,...,n
g(βIj , xk) ·∆m(β¯II) det
k=1,...,m
g(βIIj , yk) · g(β¯II, β¯I). (C.12)
Multiplying (C.12) with ∆′n(x¯) and ∆
′
m(y¯) and using (7.2) we arrive at∑
g(βI, x¯)g(βII, y¯)g(β¯II, β¯I) =
g(β¯, x¯)g(β¯, y¯)
g(x¯, y¯)
, (C.13)
where the sum is taken with respect to the partitions of the set β¯ into subsets β¯I and β¯II with
#β¯I = n and #β¯II = m.
D Reduction properties of Jn,m
Consider a function Jn+1,m({x¯, z
′}; y¯|t¯; s¯|{β¯, z}) defined by (6.2). Let z′ → z. Then the matrix
element g(z, z′)/h(z, z′) becomes singular and the determinant reduces to the product of this
singular element and the corresponding minor. After elementary algebra we obtain
lim
z′→z
1
g(z, z′)
Jn+1,m({x¯, z
′}; y¯|t¯; s¯|{β¯, z}) = g(β¯, z)g(z, x¯)Jn,m(x¯; y¯|t¯; s¯|β¯). (D.1)
Similarly, if we consider the function Jn,m+1(x¯; {y¯, z
′}|t¯; s¯|{β¯, z}) in the limit z′ → z, then
the matrix element g(z, z′)h(z, t¯)/h(z, s¯) becomes singular. The determinant again reduces to
the product of this singular element and the corresponding minor, and we find
lim
z′→z
1
g(z, z′)
Jn,m+1(x¯; {y¯, z
′}|t¯; s¯|{β¯, z}) = g(z, β¯)g(y¯, z)
h(z, t¯)
h(z, s¯)
Jn,m(x¯; y¯|t¯; s¯|β¯). (D.2)
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Equations (D.1), (D.2) obviously could be generalized to the case when z and z′ are respec-
tively replaced with the sets z¯ and z¯′ such that #z¯ = #z¯′ = ρ ≥ 1. Then
lim
z¯′→z¯
1
g(z¯, z¯′)
Jn+ρ,m({x¯, z¯
′}; y¯|t¯; s¯|{β¯, z¯}) = g(β¯, z¯)g(z¯, x¯)Jn,m(x¯; y¯|t¯; s¯|β¯), (D.3)
and
lim
z¯′→z¯
1
g(z¯, z¯′)
Jn,m+ρ(x¯; {y¯, z¯
′}|t¯; s¯|{β¯, z¯}) = g(z¯, β¯)g(y¯, z¯)
h(z¯, t¯)
h(z¯, s¯)
Jn,m(x¯; y¯|t¯; s¯|β¯). (D.4)
One more obvious reduction is
Jn,m(x¯; y¯|{t¯, z¯}; {s¯, z¯}|β¯) = Jn,m(x¯; y¯|t¯; s¯|β¯). (D.5)
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