We consider distributed online convex optimization problems, where the distributed system consists of various computing units connected through a time-varying communication graph. In each time step, each computing unit selects a constrained vector, experiences a loss equal to an arbitrary convex function evaluated at this vector, and may communicate to its neighbors in the graph. The objective is to minimize the system-wide loss accumulated over time. We propose a decentralized algorithm with regret and cumulative constraint violation in O(T max{c,1−c} ) and O(T 1−c/2 ), respectively, for any c ∈ (0, 1), where T is the time horizon. When the loss functions are strongly convex, we establish improved regret and constraint violation upper bounds in O(log(T )) and O( T log(T )). These regret scalings match those obtained by state-of-the-art algorithms and fundamental limits in the corresponding centralized online optimization problem (for both convex and strongly convex loss functions). In the case of bandit feedback, the proposed algorithms achieve a regret and constraint violation in O(T max{c,1−c/3} ) and O(T 1−c/2 ) for any c ∈ (0, 1). We numerically illustrate the performance of our algorithms for the particular case of distributed online regularized linear regression problems. the notion of regret, comparing the accumulated loss under the algorithm and that achieved by an Oracle always selecting the best fixed decision. In case of full information feedback, it is known that the best possible regret scales in O( √ T ) (resp. O(log T )) for convex (resp. strongly convex) loss functions [2, 3, 4] .
Introduction
The Online Convex Optimization (OCO) paradigm [1] has recently become prominent in various areas of machine learning where the environment sequentially generating data is too complex to be efficiently modeled. OCO portrays optimization as a process, and applies a robust and sequential optimization approach where one learns from experiences as time evolves. Specifically, under the OCO framework, at each time-step the learner commits to a decision and suffers from a loss, a convex function of the decision.
The successive loss functions are unknown beforehand and may vary arbitrarily over time. At the end of each step, the loss function may be revealed (a scenario referred to as full information). Alternatively, the experienced loss only might be available (bandit feedback). The objective of the decision maker is to minimize the loss accumulated over time. The performance of an algorithm in OCO is assessed through in each time-step, i.e., that T t=1 N i=1 p s=1 c s (x i (t)) ≤ 0. This relaxation allows units to violate the constraints by projecting onto a simpler set that contains X . Our results can be modified to account for the actual constraints (but using projection steps).
Regrets and cumulative absolute constraint violation. The objective is to design distributed sequential decision selection algorithms so that each unit identifies the decision minimizing the accumulated system-wide loss. The performance of such an algorithm is hence captured by the regrets at the various units. The regret at unit i is:
where x = arg min x∈X T t=1 N j=1 j,t (x). The system-level regret is defined as the worst possible regret at all units: SReg(T ) max i=1,...,N Reg(i, T ). Now since we allow units to select decisions outside X , the performance of an algorithm is further characterized by the so-called cumulative absolute constraint violation defined by: (here [a] + = max{0, a})
Main Results
We propose simple distributed algorithms where in each time-step, each unit combines information received from its neighbors to update its decision and its local dual variable. Our algorithms enjoy the following performance guarantees:
Full Information feedback. In the case of full information feedback, the proposed algorithms achieve a system-level regret and a cumulative constraint violation in O(T max{1−c,c} ) and O(T 1−c/2 ), respectively and for any c ∈ (0, 1) (c expresses the trade-off between regret and cumulative constraint violation). Theses bounds match those of centralized online optimization algorithms in [5, 6, 7] . When c = 1/2, we get a regret scaling in O( √ T ), which corresponds to the fundamental regret limits for centralized online problems [4] , which is rather surprising in view of the dynamically changing environment, the decentralized structure of the algorithm, and the presence of the constraints. When the loss functions are strongly convex, we establish improved upper bounds on the regret and cumulative connstraint violation in O(log(T )) and
O( T log(T )). These bounds generalize to our distributed setting those derived in [7] for centralized problems.
Bandit feedback. In the case of bandit feedback, the proposed algorithms achieve a system-level regret and a cumulative constraint violation in O(d 2 T max{1−c/3,c} ) and O(dT 1−c/2 ), respectively, for any c ∈ (0, 1). For example, when c = 3 4 , the proposed algorithm attains a regret bound in O(d 2 T 3/4 ). The performance guarantees can be improved to O(d 2 T 2/3 log(T )) and O(d T log(T )) in the case of strongly convex losses.
Related Work
Early work on online convex optimization in a centralized setting include [2, 8] . Today we know that a regret in O( √ T ) is achievable in both full information and bandit feedback, see e.g. [9] . Projectionfree algorithms have been also developed [5, 6, 7] with regret and cumulative constraint violation in O(T max{c,1−c} ) and O(T 1−c/2 ) (c ∈ (0, 1)) in case of full information feedback ( [7] uses the cumulative squared constraint violation). Our algorithms achieve the same guarantees in a distributed setting.
It is worth zooming into the rich literature on centralized online convex optimization with bandit feedback. In the seminal work [8] , the authors designed an algorithm with one-point bandit feedback and regret in O(d 2 T 3/4 ). The work [10] extended this algorithm to multi-point bandit feedback setting, where multiple points around the decision can be queried for the loss function; they established O(d 2 √ T ) and
O(d 2 log(T )) regret bounds for general convex and strongly convex loss functions, respectively. The work [5] studied the online bandit optimization with long-term constraints under two-point bandit feedback for domain. They established O( √ T ) and O(d 2 T 3/4 ) bounds on the regret and the cumulative constraint violations, respectively. In this paper, we design distributed algorithms with one-point bandit feedback only, and with the same regret guarantees as the centralized algorithm in [8] .
Over the last few years, there have been a rising interest for the Distributed OCO framework. Particularly, [11, 12] propose distributed algorithms with O( √ T ) regret, but require an exact projection onto the decision set in each time-step. [13] presents a distributed online conditional gradient algorithm, replacing the projection steps by a much simpler linear optimization steps, but at the expense of worse and sub-optimal regret guarantees, scaling in O(T 3/4 ). The other approach to avoid projections is to allow the algorithm to violate the constraints, and has been studied in [14] . The problem studied in [14] is a special case of our problem (where only one inequality constraint is considered), and the regret and cumulative constraint violation guarantees obtained there are much worse than ours. The authors of [15, 16] also use the long-term constraints approach to avoid projections, but analyze a very different optimization problem where units have different decision variables, and no consensus among units is required. Finally it is worth mentioning that all the aforementioned papers are restricted to full information feedback. 
For a convex function f , a subgradient (resp. gradient when f is differentiable) at a point x is denoted by ∂f (x) (resp. ∇f (x)). Given two positive sequences
Full-Information Feedback
In this section, we focus on the case of full-information feedback, where at the end of each time-step, the entire loss function i,t is revealed to unit i. More precisely, unit i has access to the gradient of the loss function i,t at any query point. We make the following assumptions, which are standard in the literature e.g., [5, 6, 7, 17, 18, 19, 20, 21] .
Assumption 2 The functions i,t and c s are convex with bounded gradients:
We let G = max{G , G c }.
Assumption 3 There exists an integer B ≥ 1 such that the union graph (V, E kB+1 ∪ · · · ∪ E (k+1)B ) is strongly connected for all k ≥ 0.
Assumption 4 Associated with G t there is the weight matrix A(t) which satisfies for all t ≥ 1:
Assumption 4 is quite standard in the literature on distributed online or offline optimization, and easy to achieve in a distributed manner in real-world networks. For example, when bidirectional communication between nodes is allowed, we can enforce symmetry on the node interaction matrix, which immediately makes it doubly stochastic. There are also other methods to construct doubly stochastic matrices for a network, see, e.g., [22, 23] . Unit i commits to a decision x i (t), and then after receiving i,t , compute
Algorithm 1 DOCO-LTC with full-information feedback
y i (t) = x i (t) − β t ∇ i,t (x i (t)) + p s=1 [λ i (t)] s ∂[c s (x i (t))] +
3:
Unit i communicates y i (t) to its neighbors and updates its decision as
4:
Unit i updates its dual variable: λ i (t + 1) = arg max λ∈R d
The pseudo-code of our algorithm, DOCO-LTC (LTC stands for Long-Term Constraints), is presented in Algorithm 1. It generalizes the algorithm in [7] to our distributed setting. In contrast to the literature on (online) distributed optimization with inequality constraints [14, 15, 24] , the algorithm does not need to maintain an iterative dual update process for every unit, which can be computed locally and explicitly. Moreover, no consensus updates on the dual variables are necessary, reducing the communication complexity.
The design and convergence analysis of DOCO-LTC rely on the following online augmented Lagrangian function associated with unit i ∈ V: for t ≥ 1,
where λ = [[λ] 1 , . . . , [λ] p ] T ∈ R p + is the vector of Lagrangian multipliers with [λ] s being associated with the sth inequality constraint c s (x) ≤ 0 and η t is the regularization parameter. We note that:
where ∂[c s (x i (t))] + can be calculated as follows for s = 1, . . . , p:
Moreover, the dual update λ i (t + 1) in DOCO-LTC can be calculated explicitly as follows:
Theorem 1 (Convex loss functions and full-information feedback) Under Assumptions 1-4, the regret and cumulative constraint violation of DOCO-LTC with parameters η t = 1 T c and β t = 1 apG 2 T c for some c ∈ (0, 1), a > 1, and all t ≥ 1, satisfy: for all T ≥ 1,
Theorem 1 shows that DOCO-LTC has the same guarantees as those of the centralized algorithms in [5, 6, 7] . The user-defined parameter c tunes the trade-off between SReg and CACV (for c = 1/2, we get a regret and constraint violation in O( √ T ) and O(T 3/4 )).
Communication cost vs. regret. The communication cost, i.e., the number of vectors transmitted per round in the network, is simply equal to the number of edges in the network. Taking the case of B = 1 (i.e., the graph is fixed and connected) as an example, we can establish that the regret bound in
is the second largest singular value of the weight matrix A. If we choose the weight matrix as the maximum-degree weights (see, e.g., [25] ), we have the following conclusions: i) Random geometric graph: the regret bound scales as Next we improve DOCO-LTC performance guarantees when the loss functions are strongly convex.
Assumption 5
The loss function i,t is σ-strongly convex over B, that is, for any x, y ∈ B,
Theorem 2 (Strongly convex loss functions and full-information feedback) Under Assumptions 1-5, the regret and cumulative constraint violation of DOCO-LTC with parameters η t = 2pG 2 σt and β t = 1 σt for all t ≥ 1, satisfy: for all T ≥ 3,
In the case of strongly convex loss functions, the regret and constraint violation guarantees of DOCO-LTC also match those obtained by the centralized algorithm in [7] . Note that one cannot actually get a better regret scaling, even in the centralized setting [4] .
One-Point Bandit Feedback
This section is devoted to the case of bandit feedback, where at the end of each time-step, unit i can observe the value of the loss function i,t at only one point around x i (t). The pseudo-code of our algorithm adapted to this feedback is presented in Algorithm 2.
The design and convergence analysis of our algorithm here rely on the smoothed versionL i,t (x, λ) of the online augmented Lagrangian function (3), i.e.,L i,t (x, λ): for t ≥ 1,
is the smoothed loss function, and v is a vector uniformly distributed over the unit sphere. As in the case of full information feedback, the dual update λ i (t+1) can be calculated explicitly according to (4) .
In the case of bandit feedback, we need to introduce the shrinkage parameter π to ensure that the random query point x i (t) + ε t u i (t) belongs to the set B. Indeed, we have:
where the second inequality follows from the fact that x i (t) ∈ (1 − π)B and u i (t) = 1 and the last inequality holds when ε t ≤ πR X .
To establish upper bounds on the regret and cumulative constraint violation of our algorithm, we make the following standard assumption on the loss functions i,t (x) (commonly adopted even in centralized online bandit optimization [8] ).
Assumption 6
The loss functions i,t (x) are uniformly bounded over B:
Algorithm 2 DOCO-LTC with one-point bandit feedback Input:
Step sizes {β t } T t=1 , regularization parameters {η t } T t=1 , exploration parameters {ε t } T t=1 , and shrinkage parameter π
Unit i commits to a decision x i (t), and then observes the
randomly chosen on the unit sphere ( u i (t) = 1)
3:
Unit i builds the following one-point gradient estimator:
and computes
4:
Unit i updates its decision using y j (t) received from its neighbors as
Since algorithms for bandit feedback are inherently randomized, we investigate averaged versions of the regret and the cumulative constraint violation: 
Note that DOCO-LTC achieves a regret scaling as T 3/4 when c = 3 4 , which is identical to that of centralized online bandit optimization [8] . This is rather remarkable considering the decentralized nature of the algorithm. Again, we can improve our bounds in the case of strongly convex loss functions.
Theorem 4 (Strongly convex functions with bandit feedback) Under Assumptions 1-6, the regret and cumulative constraint violation of DOCO-LTC with parameters
3 , and all t ≥ 1, satisfy: for all T ≥ 3,
Numerical Experiment
We illustrate the performance of the proposed algorithms using a simple experiment. Specifically, we consider distributed online regularized linear regression problem over a network, formulated as follows:
where ρ ≥ 0 denotes the regularization parameter. The data (a
Results on Synthetic Data. Every entry of a i (t) is generated uniformly at random within the interval
where [x] i = 1, for all 1 ≤ i ≤ d/2 and 0 otherwise, and the noise i (t) ∼ N (0, 1). Throughout the experiments, we implement our algorithms over a time-varying directed network depicted in Fig. 1 : the network is not connected in every time-step, but the union graph of any two consecutive time instances is strongly connected, that is, we have B = 2 in Assumption 3. The weight matrices associated with the networks in Fig. 1 are generated according to the maximum-degree weights (see, e.g., [25] ). We set the parameters as follows: To get (not strongly) convex loss functions, we set ρ = 0. We run Algorithm 1 and Algorithm 2 with c = 1/2 and c = 3/4 and plot the maximum regret max i∈V Reg(i, T ), and CACV(T ) as a function of the time horizon T in Fig. 2(a) and Fig. 2(b) , respectively. It can be seen from Fig. 2(a) that in the case of full-information feedback, the regret is smaller for c = 1/2, while in bandit feedback setting, the regret is smaller for c = 3/4. This is because c = 1/2 and c = 3/4 correspond to a balanced regret in the fullinformation setting and bandit feedback setting. By balanced, we mean that 1 − c = c in T max{1−c,c} in Theorem 1 and 1 − c/3 = c in T max{1−c/3,c} in Theorem 3, respectively. From Fig. 2(b) we also observe that for both feedback models, CACV is smaller for a larger value of c, i.e., c = 3/4. This is in compliance with the results established in Theorems 1 and 3. Finally, the performance is really degraded when going from full information to bandit feedback. This was also expected. In the case of strongly convex losses, we run Algorithm 1 and Algorithm 2 with ρ > 0, namely ρ = 1 and ρ = 2. We plot the performance of the algorithms as a function the time horizon in Fig. 3(a) and Fig. 3(b) , respectively. From Fig. 3 , we confirm that the cost of bandit feedback is rather high. We also observe the regret and the violation constraint are smaller and flatter than those achieved of non-strongly convex loss functions (ρ = 0), for both feedback models. All these observations comply with the results established in Theorems 2 and 4. Results on Real Datasets. We demonstrate the efficiency of our proposed algorithms on two real datasets selected from the LIBSVM 1 repository. The details of the datasets are summarized in Table 1 . We use the same network and parameters as those used in the synthetic data and let c = 1/2. For each dataset, we run Algorithm 1 and Algorithm 2 with ρ = 0 and ρ = 1, respectively. We plot the performance of the algorithms as a function the time horizon in Fig. 4 (mg dataset) and Fig. 5 (bodyfat dataset) ,
respectively. These numerical experiments on real-world datasets show the convergence of the proposed algorithms and are consistent with the results established in Theorems 1-4. Finally, the performance is really degraded when going from strongly convex loss functions to convex loss functions. Figure 6 : Comparison of the proposed algorithms with D-OCG on mg and bodyfat datasets.
We finally make comparisons with a standard distributed online projection-free algorithm (D-OCG in [13] ) using mg and bodyfat real datasets. The detailed results are provided in Fig. 6 . From these plots one can confirm that: (i) Our DOCO algorithm achieves better performance than D-OCG under the same information feedback (of course, D-OCG exhibits no constraint violations); and (ii) For both algorithms, the performance is degraded from full information to bandit feedback.
Conclusions
In this paper, we consider the distributed online convex optimization problem with long-term constraints under full-information and bandit feedback. By introducing and exploiting the notion of online augmented Lagrangian function, we develop distributed algorithms that are based on consensus algorithms. For the case of full-information feedback, we establish sub-linear regret and cumulative absolute constraint violations that match those of centralized online optimization in the literature. Moreover, we also establish sub-linear regret and constraint violation in the case of bandit feedback, where the loss function can be locally evaluated at one point in each time-step.
Appendix A Proof of Theorem 1 A.1 Key lemmas
The following two lemmas are crucial to the convergence analysis of Algorithm 1. The first lemma establishes the basic convergence results of Algorithm 1.
Lemma 1 (Basic Convergence) Let Assumptions 1 and 2 hold. For every node
Proof. To simplify the presentation, we write
We study the general evolution of x i (t + 1) − x 2 ,
where the inequality is based on the non-expansiveness of the Euclidean projection and x ∈ X ⊆ B.
Expanding the right-hand side, we further obtain
where the second and third inequalities follow from the doubly stochasticity of A(t) and the last inequality from the convexity of L i,t (x, λ) with respect to x. Combining the preceding inequality with the definition of online augmented Lagrangian function in (3), yields
On the other hand, it follows from Assumption 2 that
where the last equality follows from the dual update (4). Combining the inequalities (8) and (9), and using
The left-hand side can be further lower bounded by
summing the inequalities in (10) over t = 1, . . . , T , and using the bound (11) and definition of regret (1), we arrive at the desired conclusion.
Remark 1 The first two terms in Lemma 1 are optimization errors that are common in the analysis of online optimization algorithms, the third term is the cost of aligning the decisions of nodes, and the last term is the penalty incurred by the violation of constraints.
The second lemma establishes a bound on the disagreement among all the nodes, which is measured by the difference between the norms of decisions of nodes.
whereĈ is given in Theorem 1.
Proof. By deriving the general expressions for the average decisionx(t+1) = 1
where A(t, m) = A(t) · · · A(m), ∀t ≥ m ≥ 1 and A(t, t) = A(t). On the other hand, by resorting to Corollary 1 in [26] , we have that, for all t ≥ m ≥ 1,
Combining the inequalities (12) and (13), we obtain
Then, combining (9) and (14) with the following inequality,
we arrive at the conclusion. The proof is complete.
A.2 Proof of the theorem
We consider an arbitrary unit i • ∈ V and establish a regret bound for that unit. Combining the results in Lemmas 1 and 2, we have
Substituting η t = 1 T c and β t = 1 apG 2 T c into the preceding inequality, yields
We turn our attention to bound the last two terms. To this end, write
which implies that
because of the inequality that (a 1 + · · · + a n ) 2 ≤ n n i=1 a 2 i . Hence, (16) now becomes
where we have used Assumption 1, i.e., N i=1
We can replace the term f (ρ) by the following,
Hence, combining the inequalities (19) and (20), we finally have
Therefore, we complete the first statement of Theorem 1.
We are left to bound the CACV. From (10) it follows that
the right-hand side can be bounded by following similar lines as that of the regret analysis, that is,
the left-hand side on (22) can be bounded as follows, according to Assumptions 1 and 2:
Combining (23) and (24) and regrouping terms, we have
the desired bound follows by combining the preceding inequality and (18) . The proof is complete.
Appendix B Proof of Theorem 2
We first derive the bound on CACV. Note that L i,t (x, λ) is σ-strongly convex, according to Assumption 5.
This fact, combined with (7) , leads to N i=1
regrouping the terms, we further have
Substituting β t = 1 σt into the preceding inequality and dropping the negative term, yields
Noting
we have the following estimate for all λ ∈ R p + , according to (26) ,
Expanding the left-hand side by using the definition of online augmented Lagrangian function in (3), we
where we recalled (9) . Applying η t = 2pG 2 β t to (28), we find that the last terms on both sides will cancel each other out. This leads to
note that (29) holds for all λ ∈ R d + , and hence we can replace g(λ) by the following,
where the last inequality follows from the same reasoning as that of (24) . For the left-hand side on (30), we have
Combining the inequalities (30) and (31) with the following estimate,
we further obtain for all T ≥ 3,
Next, we turn our attention to the first statement, i.e., the regret bound. Again We consider an arbitrary unit i • ∈ V. Combining the inequalities (30) and (31), and using the notation (17), we obtain
Applying Lemma 2 to the preceding inequality gives
substituting the expressions for β t and η t into (35), we have
Then, following an argument similar to that of (20) and (21), we get
The proof is complete.
Appendix C Proof of Theorem 3
C.1 Key lemma
The proof relies on the properties of the one-point gradient estimator∇ i,t (x i (t)), which can be viewed as a distributed version of the one in [8] . In particular, we have the following lemma that characterizes the properties of the one-point gradient estimator and the relation between i,t (x) and its smoothed versioñ 
(ii) The one-point gradient estimator satisfies
(iii) Let Assumption 6 hold, then the one-point gradient estimator satisfies
then, it follows from Lemma 3(ii) that
Following similar lines as that of Lemma 1, we immediately have
where
Taking expectation on both sides of (40) and using (39),
Using the definition (5), the left-hand side on (41) becomes
where the equality follows from [c s (x π )] + = 0, because x π ∈ (1 − π)X ⊂ X . On the other hand, it follows from (38) and Lemma 3(iii) that
this, combined with equations (41) and (42), gives
the left-hand side on (44) can be further lower bounded by utilizing the relation between the losses i,t and their smoothed variants˜ i,t (cf. Lemma 3(i)), given as follows:
where the last inequality follows from the fact that i,t is G-Lipschitz and x ≤ R X . Summing the inequalities in (44) over t = 1, . . . , T and using (45), we find that
On the other hand, we have the following estimate of the disagreement among nodes by resorting to
where the second inequality is based on (43). Combining inequalities (46) and (47), and following an argument similar to that of Theorem 1, we obtain
(48)
into the preceding inequality, and following similar lines as that of Theorem 1, yields
It follows from some simple algebra that the choice of b = c 3 yields the optimal regret bound O(T max{1−c/3,c} ). The bound on CACV can be derived by lower bounding the left-hand side on (44), that is,
where the first inequality follows from Lemma 3(i) and the last one from Assumption 1. This, combined with (44) and the expressions of
where in the last inequality we used b = c 3 . The desired result follows by combining the preceding inequality with the following, 
Appendix D Proof of Theorem 4
We first claim that the strongly convexity of the loss functions i,t implies the strongly convexity of their smoothed variants˜ i,t with the same constant σ. This fact leads us to the following bound that is analogous to (26) :
(52)
Following an argument similar to that of Theorem 2, we can replace the left-hand side on (52) by the following, due to the fact that λ i (t) is the maximizer ofL i,t ((x i (t), λ) over λ ∈ R p + :
where g(λ) is defined in (29). On the other hand, using (43) we have
Combining the equations (52), (53) and (54), and using η t = 2pG 2 β t , we find that for all λ ∈ R p + and T ≥ 3,
where we recalled (32). Substituting λ = λ , the maximizer of g(λ) over λ ∈ R p + , into the (55), the left-hand side on (55) becomes
where the first inequality follows from Jensen's inequality. Combining the inequalities in (32), (55), and (56), yields
where we used b = 1 3 . We now turn our attention to the regret bound. It follows from (55) and (56) 
2pN T t=1 η t this, combined with (45), further leads to
Then, following the similar lines as that of Theorem 2 and using the disagreement estimate (47), we find that
where the last inequality follows from the same reasoning as that of (35)-(37). This, combined with
hence, the optimal regret bound follows by setting b = 1 3 . The proof is complete.
