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On the Koszul formula in noncommutative geometry
Jyotishman Bhowmick, Debashish Goswami, Giovanni Landi
Abstract. We prove a Koszul formula for the Levi-Civita connection for any pseudo-
Riemannian bilinear metric on a class of centered bimodule of noncommutative one-
forms. As an application to the Koszul formula, we show that our Levi-Civita connection
is a bimodule connection. We construct a spectral triple on a fuzzy sphere and compute
the scalar curvature for the Levi-Civita connection associated to a canonical metric.
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1. Introduction
The relatively recent paper [10] (following earlier work in [11]) on the computation of
the scalar curvature for a class of metrics on noncommutative tori, and related Gauss–
Bonnet theorems, has lead to a flourishing of what one might call noncommutative Rie-
mannian geometry. An approach to this, for which we refer to the expository paper [15]
and references therein, is via the spectral properties of the Laplacian (or Dirac) operator.
On the other hand, an algebraic approach was taken by a number of authors ([24, 21,
6, 7, 1, 2, 3]) whereas one computes the curvature in terms of the Levi-Civita connection.
A somewhat related approach is in [20, 5, 22]. Some earlier studies of metric approach
and Levi-Civita connection for noncommutative spaces are in [18, 16, 19, 13, 14, 12, 17].
Date: October 2019.
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The proof of the uniqueness of Levi-Civita connections in classical differential geom-
etry yields the Koszul’s formula and it turns out that this formula actually defines a
connection which is torsionless and compatible with the metric. The goal of this arti-
cle is to demonstrate a noncommutative analogue of this proof under some reasonable
assumptions (see Theorem 5.5 and Theorem 6.1).
The theory of connections in noncommutative geometry have been studied from several
viewpoints. In [13, 14] there were studied covariant derivatives on a certain class of
modules of derivations of a noncommutative algebra as well as the notion of bimodule
connections (see for these also [4] and references therein). Now, In classical differential
geometry, the Riemannian metric and connections live more naturally on the level of
vector fields. However, in the context of noncommutative geometry, seems more natural
to work on the level of differential forms and that is what we do in the present paper. Thus,
for a (possibly) noncommutative algebra A and the bimodule of one-forms E coming from
a differential calculus, a (right) connection on E will be a C-linear map ∇ : E → E ⊗A E
satisfying the Leibniz rule for the right multiplication of elements in A. However, our
approach allows us to make contact with both of these approaches. In Section 7, we prove
that the Levi-Civita connection that we obtain in Theorem 6.1 is a bimodule connection
with respect to a canonical symmetrization map obtained from natural assumptions. In
a companion article [8] , we prove that our assumptions allow us to have a sufficiently
large Z(A)-bimodule of derivations on the A-bimodule E of forms so that we can define
covariant derivatives and recover a Koszul formula on this Z(A)-bimodule.
Let us discuss the plan of the article. In Section 2, we recall the definitions of dif-
ferential calculus and connections on them. In Section 3, we show that if the bimodule
E ⊗A E ( E being the space of one forms coming from a differential calculus ), then ad-
mits a splitting into symmetric and antisymmetric 2-tensors, then E admits a torsionless
connection which is canonically related with the Grassmann connection. As a result, we
have a symmetrization map σ on the bimodule E⊗AE . This allows us to define the notion
of a pseudo-Riemannian metric and study its properties in Section 4. Consequently, in
Section 5, we define the metric-compatibility condition of a connection on the center of
the module E and prove a Koszul formula for a torsionless and metric-compatible (on
the center) connection for bilinear pseudo-Riemannian metric. Under an additional as-
sumption (see Theorem 6.1) made in Section 6, we prove the existence and uniqueness
of a torsionless and metric-compatible (on the whole of E) connection as an application
of the Koszul formula proved in Section 5. In Section 7, as a genuine application of the
Koszul formula, we prove that our Levi-Civita connection is indeed a bimodule connec-
tion. Finally, in Section 8, we construct a spectral triple (see [9]) for the fuzzy sphere
and prove the existence of the Levi-Civita connection and compute the scalar curvature
for a canonical bilinear pseudo-Riemannian metric.
We fix some notations which we will follow. Throughout the article, A will denote a
complex algebra and Z(A) will denote its center. The tensor product over the complex
numbers C is denoted by ⊗C while the notation ⊗A will denote the tensor product over
the algebra A. For a subset S of a right A-module E , SA will denote its right A-linear
span: SA = span{sa : s ∈ S, a ∈ A}. We will say that a subset S of a right A-module
E is right A-total in E if the right A-linear span of S equals E .
For A−A-bimodules E and F , the symbol HomA(E ,F) will denote the set of all right
A-linear maps from E to F . Similarly, AHom(E ,F) will denote the set of all left A-linear
maps from E to F . In particular, we will use the shorthand notation E∗ = HomA(E ,A).
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For A−A-bimodules F and F ′, let us spell out the left and right A-module structures
for HomA(F ,F ′) and AHom(F ,F ′).
The bimodule multiplications on HomA(F ,F ′) and on AHom(F ,F ′) are given respec-
tively by:
(aT )(f) = aT (f) ∈ F ′, T.a(f) = T (af), a ∈ A, f ∈ F , T ∈ HomA(F ,F ′);
(a.T )(f) = T (fa), (T.a)(f) = T (f).a, a ∈ A, f ∈ F , T ∈ AHom(F ,F ′).(1)
2. Differential calculus and connections on one-forms
As already mentioned, in the context of noncommutative geometry, it is more natural to
work on the level of differential forms and that is what we do here. In this section, we recall
the definition of connections on the space of one-forms coming from a differential calculus.
This is followed by the notion of torsion. Then we define the notion of pseudo-Riemannian
metric and compatibility of a connection on one forms under some assumptions on the
differential calculus and the pseudo-Riemannian metric.
Definition 2.1. Suppose A is an algebra over C. A differential calculus on A is a pair
(Ω(A), d) such that the following conditions hold:
1. Ω(A) is graded: Ω(A) = ⊕j≥0Ωj(A), where Ω0(A) = A and Ωj(A) are A − A-
bimodules. Thus, Ω(A) is an A−A-bimodule.
2. We have a bimodule map ∧ : Ω(A)⊗A Ω(A)→ Ω(A) such that
∧(Ωj(A)⊗A Ωk(A)) ⊆ Ωj+k(A).
3. We have a map d : Ωj(A)→ Ωj+1(A) such that
d2 = 0 and (ω ∧ η) = dω ∧ η + (−1)deg(ω)ω ∧ dη.
4 Ωj(A) is the right A-linear span of elements of the form da0 ∧ da1 ∧ · · · ∧ daj−1.
Throughout the present paper, E will stand for the space of one-forms Ω1(A) of a
differential calculus. It will also be assumed that E is a finitely generated projective right
A-module.
Definition 2.2. Let (Ω(A), d) be a differential calculus on A. A (right) connection on
E := Ω1(A) is a C-linear map ∇ : E → E ⊗A Ω1(A) satisfying the Leibniz rule
∇(ωa) = ∇(ω)a+ ω ⊗A da
for all ω ∈ E , a ∈ A.
When E is a finitely generated projective right A-module it always admits a connection.
Let us recall the construction of the Grassmann connection ∇Gr.
Since E is finitely generated and projective as a right A-module, there exists a natural
number n and an idempotent p ∈ Mn(A) such that p(An) = E . If {ej : j = 1, · · ·n} is a
basis of the free right A-module An, then the elements {Φj := p(ej) : j = 1, · · ·n} form
a “frame” ( in the sense of Rieffel, [23] ) of E . In particular, SpanC{Φj} is right A-total
in E . Let η be an element in E . Then there exists elements {aj : j = 1, · · ·n} in A such
that η =
∑
j Φjaj. Then the Grassmann connection ∇Gr is defined to be:
∇Gr(η) =
∑
j
Φj ⊗A daj.
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It is well-known that the set of all connections on E is an affine space: any two right
connections on E differ by an element of HomA(E , E ⊗A E).
3. Existence of a torsionless connection
We next recall the notion of the torsion of a connection and show the existence of a
torsionless connection on a finitely generated projective module E in the presence of a
splitting of the right A-module E ⊗A E .
Definition 3.1. The torsion of a connection ∇ : E → E ⊗A E is the right A-linear map
T∇ := ∧ ◦ ∇+ d : E → Ω2(A).
A connection ∇ is called torsion-less if T∇ = 0.
The torsion of the Grassmann connection ∇Gr defined in Section 2 is non-zero. Indeed,
if η =
∑
j Φjaj as in Section 2, then
T∇Gr(η) = ∧∇Gr(η) + d(η)
=
∑
j
Φj ∧ daj +
∑
j
d(Φj)aj −
∑
j
Φj ∧ daj
=
∑
j
d(Φi)aj .
Theorem 3.2. Suppose the short exact sequence of right A-modules
0→ Ker(∧)→ E ⊗A E → Ran(∧) = Ω2(A)
splits. Then there exists a torsionless connection ∇0 on E .
Proof: By our assumption, there is a right A-submodule F of E ⊗A E and a right A-
module isomorphism Q : F → Ω2(A) such that Q(β) = ∧(β) for all β ∈ F . We define
∇0 : E → E ⊗A E by the formula:
∇0 = ∇Gr −Q−1(T∇Gr).
Then ∇0 is a connection since for all η ∈ E and for all a ∈ A, we have
∇0(ηa) = ∇Gr(ηa)−Q−1(T∇Gr(ηa)) = ∇Gr(η)a+ η ⊗A da−Q−1(T∇Gr(η))a
= (∇Gr(η)−Q−1(T∇Gr(η)))a+ η ⊗A da = ∇0(η)a+ η ⊗A da,
where we have used that fact that Q is a right A-linear map.
Finally, ∇0 is torsionless as
∧∇0(η) + dη = ∧∇Gr(η)− ∧Q−1(T∇Gr(η)) + dη
= T∇Gr(η)− T∇Gr(η) = 0.
This finishes the proof of the theorem. ✷
Definition 3.3. Suppose E satisfies the hypothesis of Theorem 3.2. We will denote by
the symbol Psym the idempotent in HomA(E ⊗A E , E ⊗A E) with image Ker(∧) and kernel
F . Moreover, σ will be the map
σ = 2Psym − 1.
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Let us also note that σ2 = idE⊗AE . Thus, we have
E ⊗A E = Ker(∧)⊕F
where Ker(∧) = Ran(Psym) and F = Ran(1 − Psym). Also, F is isomorphic to Ω2(A) as
right A-modules via a right A-linear isomorphism Q : F → Ω2(A). In fact, Q = ∧ on F .
We will need to define the action of E∗ ⊗A E∗ on the space of two forms. For that, let
us recall that the map ∧ is an isomorphism from F = Ran(1− Psym) onto Ω2.
Definition 3.4. Suppose φ, ψ are elements of E∗ and let W be an element of Ω2. We
define
(φ⊗A ψ)W = 2(φ⊗A ψ)β.
where β is the unique element in F = Ran(1− Psym) such that W = ∧β.
Here the factor 2 is just a normalization factor in the product ∧. Let us note the
following consequence of the definition:
Lemma 3.5. Suppose φ, ψ,W, β be as in Definition 3.4 and γ an element of E ⊗A E such
that ∧γ = W . Then
(φ⊗A ψ)W = 2(φ⊗A ψ)(1− Psym)(γ).
Proof: Since ∧(γ − β) = 0, then γ − β ∈ Ker(∧) = Ran(Psym) so that
(1− Psym)(γ − β) = 0.
Therefore,
2(φ⊗A ψ)(1− Psym)(γ)− 2(φ⊗A ψ)(β) = 2(φ⊗A ψ)[(1− Psym)(γ)− (1− Psym)(β)]
= 2(φ⊗A ψ)(1− Psym)(γ − β) = 0.
This proves the lemma. ✷
4. Pseudo-Riemannian metrics on centered bimodules
We now recall the notion of metric on a bimodule and work out some additional
properties on a class of bimodules that we shall use in the rest of the paper.
Definition 4.1. Suppose E is an A − A-bimodule satisfying the hypothesis of Theorem
3.2 and let σ the corersponding map as defined in Definition 3.3. A pseudo-Riemannian
metric g on E is an element of HomA(E ⊗A E ,A) such that
(i) g is symmetric, that is gσ = g.
(ii) The map E → E∗, e 7→ g(e⊗A −) is an isomorphism of right A-modules.
We say that a pseudo-Riemannian metric g is a pseudo-Riemannian bilinear metric if in
addition, g is an A − A bimodule map. In this case, the map g(e ⊗A −) is bilinear as
well.
In the present paper we shall be interested in a particular kind of bimodules that are
called centered. Now, the center of an A−A-bimodule E is defined to be the set
Z(E) = {e ∈ E : ea = ae ∀ a ∈ A}.
It is easy to see that Z(E) is a Z(A)-bimodule. The bimodule E is called centered if
Z(E) is right A-total in E , that is, the right A-linear span of Z(E) equals E .
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Let us clarify that the property of being a centered bimodules is actually stronger than
being a central bimodule in the sense of [13]. It is easy to see that a centered bimodule
is a central bimodule, that is, if E is a centered bimodule, then e.a = a.e for all e in E
and for all a in Z(A). Indeed, since E is centered, for any e ∈ E there exists a natural
number n, elements fj ∈ Z(E) and bj ∈ A such that e =
∑
j fjbj .
Then
(2) a.e =
∑
j
a.fj .bj =
∑
j
fj .a.bj =
∑
j
fj.bj .a. = e.a
for all e ∈ E and a ∈ Z(A). Thus, E is central.
Lemma 4.2. Suppose g is a pseudo-Riemannian metric on a centered A− A-bimodule
E satisfying the hypothesis of Theorem 3.2 with σ the corresponding map as defined in
Definition 3.3. Moreover, assume
σ(ω ⊗A η) = η ⊗A σ ∀ σ, η ∈ Z(E).
Then we have the following:
1. If either ω or η belongs to Z(E), then σ(ω ⊗A η) = η ⊗A ω.
2. If either of ω or η belongs to Z(E), then
(3) g(ω ⊗A η) = g(η ⊗A ω).
3. If g is a pseudo-Riemannian bilinear metric, then g(ω ⊗A η) ∈ Z(A) if both ω
and η are in Z(E).
4. If a is an element of Z(A), then da ∈ Z(E). In particular, if ω, η ∈ Z(E) and g
is a pseudo-Riemannian bilinear metric, then
(4) d g(ω ⊗A η) ∈ Z(E).
Proof: The first three assertions were proved in Lemma 2.8 of [6]. As for 4., for all
b ∈ A, we have
0 = d(a.b)− d(b.a) = (da.b+ a.db)− (db.a + b.da) = da.b− b.da
and we have used (2). This proves that da ∈ Z(E).
By part 3., g(ω ⊗A η) ∈ Z(A) and hence d(g(ω ⊗A η)) ∈ Z(E). This proves (4). ✷
Remark 4.3. It is easy to see that for ξ ∈ E , the condition g(θ⊗Aξ) = 0 for all θ ∈ Z(E)
implies that ξ = 0.
5. The Koszul formula on one-forms on the center of the module
Throughout this section, we will assume that g is a bilinear pseudo-Riemannian metric
so that the assertions of Lemma 4.2 are valid. Moreover, ∇0 will denote the torsionless
connection of Theorem 3.2.
5.1. Metric compatibility of a connection on the center. Let g be a pseudo-
Riemannian metric on E and ∇ a connection on E . It can be checked that the map
Z(E)⊗Z(A) Z(E)→ E ,
ω ⊗Z(A) η 7→ (g ⊗A id)
[
σ23(∇(ω)⊗A η)
]
+ (g ⊗A id)
(
ω ⊗A ∇(η)
)
6
is well defined. Indeed, for a′ ∈ Z(A), we have σ23(ω ⊗A da′ ⊗A η) = ω ⊗A η ⊗A da′,
a′η = ηa′ and a′∇(η) = ∇(η)a′ ( by (2) ). Using these, we get
(g ⊗A id)
[
σ23(∇(ω)a′ ⊗A η + ω ⊗A da′ ⊗A η) + ωa′ ⊗A ∇(η)
]
= (g ⊗A id)
[
σ23(∇(ω)⊗A a′η + ω ⊗A da′ ⊗A η) + ω ⊗A a′∇(η)
]
= (g ⊗A id)
[
σ23(∇(ω)⊗A a′η) + σ23(ω ⊗A da′ ⊗A η) + ω ⊗A ∇(η)a′
]
= (g ⊗A id)
[
σ23(∇(ω)⊗A a′η) + ω ⊗A η ⊗A da′ + ω ⊗A ∇(ηa′)− ω ⊗A η ⊗A da′
]
= (g ⊗A id)
[
σ23(∇(ω)⊗A a′η)
]
+ (g ⊗A id)
(
ω ⊗A ∇(a′η)
)
This proves the well-definedness.
Definition 5.1. We say that a connection ∇ on E is compatible with g on Z(E) if for
all ω, η ∈ Z(E), the following equation holds:
(g ⊗A id)σ23(∇(ω)⊗A η) + (g ⊗A id)(ω ⊗A ∇(η)) = d(g(ω ⊗Z(A) η)).
Remark 5.2. Given that ∇(ω)⊗A η ∈ E ⊗A Ω1 ⊗A E and ω ⊗A ∇(η) ∈ E ⊗A E ⊗A Ω1,
we can write the metric compatibility condition on the center in another equivalent way.
The condition is:
(id⊗A g)σ12(∇(ω)⊗A η) + (g ⊗A id)(ω ⊗A ∇(η)) = d(g(ω ⊗A η)) ∀ω, η ∈ Z(E).
Here, we have used the fact that g is bilinear so that (id⊗A g) is well-defined. The proof
of this equation is a straightforward application of the facts that σ(e ⊗A f) = f ⊗A e if
either e or f belong to Z(E) and that we can write ∇(e) =∑j fj ⊗A ωj with ωj ∈ Z(E)
(see Part 3. in Lemma 6.2).
5.2. Consequences of the zero-torsion condition.
Notation 5.3. For ∇ a torsionless connection on a centered bimodule E we shall use
Sweedler-like notation to write
(5) ∇(ω) =
∑
j
ω(0)j ⊗A ω(1)j =: ω(0) ⊗A ω(1)
Likewise, for the torsionless connection ∇0 of Theorem 3.2, we will write
(6) ∇0(ω) =
∑
j
(0)ωj ⊗A (1)ωj =: (0)ω ⊗A (1)ω.
One can always take that both ω(1) and (1)ω belongs to Z(E) ( see Parts 3. and 4. of
Lemma 6.2 ).
Lemma 5.4. Suppose ∇ is a torsionless connection on a centered bimodule E and ∇0
the torsionless connection ∇0 of Theorem 3.2 for which we use the notation 5.3 with both
ω(1) and (1)ω in Z(E).
Then for all ω, η, θ in E , the following equations hold:
g(η ⊗A ω(0)) g(θ ⊗A ω(1))− g(η ⊗A ω(1)) g(θ ⊗A ω(0))
= g(η ⊗A (0)ω) g(θ⊗A (1)ω)− g(η ⊗A (1)ω) g(θ ⊗A (0)ω),
g(ω ⊗A η(0))g(θ ⊗A η(1)) + g(ω ⊗A η(1))g(θ ⊗A η(0))
= 2g(ω ⊗A η(0))g(θ ⊗A η(1))− g(ω ⊗A (0)η)g(θ ⊗A (1)η)
+ g(ω ⊗A (1)η)g(θ ⊗A (0)η),
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g(η ⊗A θ(0))g(ω ⊗A θ(1))− g(η ⊗A θ(1))g(ω ⊗A θ(0))
= g(η ⊗A (0)θ)g(ω ⊗A (1)θ)− g(η ⊗A (1)θ)g(ω ⊗A (0)θ).
Proof: We will use Lemma 3.5. Suppose ω ∈ E . Since ∇ and ∇0 are both torsionless,
we have
0 = ∧(∇(ω)−∇0(ω)).
Using Lemma 3.5, this implies that for all φ, ψ ∈ E∗, we have
0 = (φ⊗A ψ) ∧ (∇(ω))−∇0(ω))
= 2(φ⊗A ψ) (1− Psym) (∇(ω))−∇0(ω))
= φ⊗A ψ) (1− σ) (∇(ω))−∇0(ω))
= (φ⊗A ψ)(ω(0) ⊗A ω(1) − ω(1) ⊗A ω(0))− (φ⊗A ψ)((0)ω ⊗A (1)ω − (1)ω ⊗A (0)ω).
Therefore, we obtain
(φ⊗A ψ)(ω(0) ⊗A ω(1) − ω(1) ⊗A ω(0)) = (φ⊗A ψ)((0)ω ⊗A (1)ω − (1)ω ⊗A (0)ω).
Putting φ = g(η ⊗A −) and ψ = g(θ ⊗A −), we obtain the first equation. The other two
equations are obtained similarly. ✷
5.3. A Koszul formula for the Levi-Civita connection on the center. Let ∇ be
a torsionless connection on E which is compatible with a pseudo-Riemannian metric on
Z(E) as in Definition 5.1. We will still use the Sweedler type notations∇(ω) = ω(0)⊗Aω(1)
and ∇0(ω) = (0)ω ⊗A (1)ω, where ω(1) and (1)ω belong to Z(E).
Theorem 5.5. Let ω, η, θ ∈ Z(E) and ∇ is a torsionless connection on E which is
compatible with a bilinear pseudo-Riemannian metric g. Then the following formula
holds:
2g(ω ⊗A η(0))g(θ ⊗A η(1))
= g(ω ⊗A dg(η ⊗A θ))− g(η ⊗A dg(θ ⊗A ω)) + g(θ ⊗A dg(ω ⊗A η))
− g(η ⊗A (0)ω) g(θ ⊗A (1)ω) + g(η ⊗A (1)ω) g(θ ⊗A (0)ω)
+ g(ω ⊗A (0)η) g(θ ⊗A (1)η)− g(ω ⊗A (1)η) g(θ ⊗A (0)η)
− g(η ⊗A (0)θ) g(ω ⊗A (1)θ) + g(η ⊗A (1)θ) g(ω ⊗A (0)θ).(7)
Proof: Since ∇ is compatible with g on Z(E), ( Definition 5.1 ) we have
g(ω(0) ⊗A η)ω(1) + g(ω ⊗A η(0))η(1) = d(g(ω ⊗A η)).
In turn, Since ω(1), η(1) ∈ Z(E), this implies
ω(1)g(ω(0) ⊗A η) + η(1)g(ω ⊗A η(0)) = d(g(ω ⊗A η)).
Applying g(θ ⊗A −) to the above equation, we get
(8) g(θ ⊗A ω(1))g(ω(0) ⊗A η) + g(θ ⊗A η(1))g(ω ⊗A η(0)) = g(θ ⊗A dg(ω ⊗A η)).
Replacing ω, η, θ by η, θ, ω respectively in (8), we get
(9) g(ω ⊗A η(1))g(η(0) ⊗A θ) + g(ω ⊗A θ(1))g(η ⊗A θ(0)) = g(ω ⊗A dg(η ⊗A θ)).
Replacing ω, η, θ by θ, ω, η respectively in (8), we get
(10) g(η ⊗A θ(1))g(θ(0) ⊗A ω) + g(η ⊗A ω(1))g(θ ⊗A ω(0)) = g(η ⊗A dg(θ ⊗A ω)).
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By (8) + (9) - (10), using gσ = g and the fact that g(θ ⊗A ω(1)), g(θ ⊗A η(1)) and
g(ω ⊗A θ(1)), g(η ⊗A θ(1)) all belong to Z(A) ( Lemma 4.2 ), we obtain
g(η ⊗A ω(0))g(θ ⊗A ω(1))− g(η ⊗A ω(1))g(θ ⊗A ω(0))] + [g(ω ⊗A η(0))g(θ ⊗A η(1))
+ g(ω ⊗A η(1))g(θ ⊗A η(0))] + [g(η ⊗A θ(0))g(ω ⊗A θ(1))− g(η ⊗A θ(1))g(ω ⊗A θ(0))]
= g(θ ⊗A dg(ω ⊗A η)) + g(ω ⊗A dg(η ⊗A θ))− g(η ⊗A dg(θ ⊗A ω)).
By Lemma 5.4, the left hand side of the above equation coincides with
2g(ω ⊗A η(0))g(θ ⊗A η(1)) + g(η ⊗A (0)ω)g(θ ⊗A (1)ω) + g(η ⊗A (1)ω)g(θ⊗A (0)ω)
− g(ω ⊗A (0)η)g(θ ⊗A (1)η) + g(ω ⊗A (1)η)g(θ ⊗A (0)η)
+ g(η ⊗A (0)θ)g(ω ⊗A (1)θ) + g(η ⊗A (1)θ)g(ω ⊗A (0)θ).
This proves the theorem. ✷
Let us end this section by rewriting the Koszul formula in an alternative form. With
∇0 the torsionless connection of Theorem 3.2, for all ω, η, θ ∈ Z(E), the following identity
holds:
2(g(ω ⊗A −)⊗A g(θ ⊗A −))(∇(η))
= g(ω ⊗A dg(η ⊗A θ))− g(η ⊗A dg(θ ⊗A ω)) + g(θ ⊗A dg(ω ⊗A η))
− (g(η ⊗A −)⊗A g(θ ⊗A −))(1 − σ)∇0(ω)
+ (g(ω ⊗A −)⊗A g(θ ⊗A −))(1 − σ)∇0(η)
− (g(η ⊗A −)⊗A g(ω ⊗A −))(1− σ)∇0(θ).(11)
6. Levi-Civita connection on a class of centered bimodules: existence
The goal of this section is to prove the existence and uniqueness of Levi-Civita con-
nections for a class of centered bimodules. Let us now state the main result precisely.
Theorem 6.1. Suppose (Ω·(A), d) is a differential calculus on A such that the following
conditions are satisfied:
1. The space of one-forms Ω1(A) := E = Z(E)⊗Z(A) A.
2. We have E ⊗A E = Ker(∧) ⊕ F where Q : F → Ω2(A) is a right A-linear
isomorphism as in Theorem 3.2.
3. The map σ in Definition 3.3 satisfies σ(ω ⊗A η) = η ⊗A σ for all σ, η ∈ Z(E).
If g is a pseudo-Riemannian bilinear metric on E , then there exists a unique connection
on E which is torsionless and compatible with g on Z(E) as in Definition 5.1.
Throughout this section, we will work under the assumptions of Theorem 6.1.
6.1. A class of centered bimodules and examples. For proving the existence and
uniqueness of the Levi-Civita connection, we will need some additional results which we
spell out here.
Lemma 6.2. Let E = Z(E)⊗Z(A) A. Then
1. E is centered.
2. Z(E) is both left and right A-total in E .
3. We have a right identification,
E ⊗A E ≃ E ⊗Z(A) Z(E).
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4. as well as a left one,
E ⊗A E ≃ Z(E)⊗Z(A) E .
5. The collection {ω ⊗A η : ω, η ∈ Z(E)} is right A-total in E ⊗A E .
6. The collection {ω ⊗A η : ω, η ∈ Z(E)} is left A-total in E ⊗A E
Proof: Most of the statements in the lemma follow from the Proposition 2.4 of [6].
Indeed, that proposition implies that the equality E = Z(E) ⊗Z(A) A forces E to be
centered. Moreover, we have right A-module isomorphisms
(12) E ∼= A⊗Z(A) Z(E) ∼= Z(E)⊗Z(A) A
via the canonical multiplication maps. The isomorphisms in particular imply that Z(E)
is both left and right A-total in E . Thus, we have proved the parts 1,2, 3 and 4 of the
lemma.
Thus we are left to prove the last two assertions. We only prove the last but one
since the proof of the last one is similar. If e, f are elements of E , then (12) allows us to
conclude that there exist elements ωj , ηk, ηl ∈ Z(E) and aj , bk, cl ∈ A such that
e =
∑
j
ajωj, f =
∑
k
bkηk, ωjbk =
∑
l
clθl
Therefore,
e⊗A f =
∑
j,k
ajωj ⊗A bkηk =
∑
j,k
aj(ωjbk)⊗A ηk =
∑
j,k,l
ajclθl ⊗A ηk
which belongs to the left A-linear span of {ω⊗A η : ω, η ∈ Z(E)}. This proves the fourth
assertion. ✷
We will also need the following results about the maps σ, Psym and Q.
Proposition 6.3. Suppose E is an A−A-bimodule satisfying the hypothesis of Theorem
6.1. Then we have the following:
1. The map σ and hence Psym is A−A-bilinear.
2. The map Q : F → Ω2(A) is an A−A-bilinear isomorphism.
Proof: Since E centered by part 1. of Lemma 6.2, Theorem 6.10 of [25] implies there
exists a unique A−A-bimodule isomorphism σcan : E ⊗AE → E⊗AE such that σcan(ω⊗A
η) = η ⊗A ω for all ω, η ∈ Z(E). Thus, it suffices to show that σ = σcan. This follows
once we show that σ is left A-linear. Let ω, η ∈ Z(E) and a, b ∈ A. Then
aσ(ω ⊗A ηb) = aσ(ω ⊗A η)b = aη ⊗A ωb = η ⊗A ωab = σ(aω ⊗A ηb).
Since {ω ⊗A η : ω, η ∈ Z(E)} is right A-total in E ⊗A E ( part 5. of Lemma 6.2 ), this
proves that σ is left A-linear and completes the proof of part 1.
In particular, this implies that F = Ran(1−Psym) is an A−A-bimodule. Since ∧ = Q
on F and ∧ is bilinear, so is Q, thus establishing part 2. ✷
Lemma 6.4. We have the following:
a. Let ω ∈ Z(E). Then dω ∈ Z(Ω2(A)).
b. The element (1− σ)∇0(ω) ∈ Z(E ⊗A E) if ω ∈ Z(E).
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Proof: For part a., we start by observing that
ω ∧ da+ da ∧ ω = ∧(ω ⊗A da+ da⊗A ω)
= ∧(1− Psym)(ω ⊗A da+ da⊗A ω) = 12(1− σ)(ω ⊗A da+ da⊗A ω)
= 1
2
∧ (ω ⊗A da + da⊗A ω − da⊗A ω − ω ⊗A da) = 0.
Hence,
0 = d(ω.a)− d(a.ω) = (dω.a− a.dω)− (ω ∧ da+ da ∧ ω) = dω.a− a.dω.
This proves part a.
For part b: being ∇0 a torsionless connection, we have ∧∇0(ω) = −dω. By applying
the map (1− σ)Q−1, we get
(1− σ)∇0(ω) = −(1− σ)Q−1(dω).
Since Q−1(dω) ∈ Ran(1− Psym), we have
−(1 − σ)Q−1(dω) = −2(1− Psym)(Q−1dω) = −2Q−1(dω).
Now, by part a. dω ∈ Z(Ω2(A)) since ω ∈ Z(E); then since the map Q is bilinear, for
any a ∈ A,
a.Q−1(ω) = Q−1(a.ω) = Q−1(ω.a) = Q−1(ω).a
and thus Q−1(dω) belongs to Z(E ⊗A E).
✷
Remark 6.5. More generally, if F and F ′ are centered A−A-bimodules and T : F → F ′
be an A − A-bilinear map. Then T (Z(E)) ⊆ Z(F). Indeed, If ω ∈ Z(E) and a ∈ A a
simple computation yields a.T (ω) = T (a.ω) = T (ω.a) = T (ω).a and thus, T (ω) ∈ Z(E).
6.2. The existence and uniqueness of Levi-Civita connection.
Proposition 6.6. Let g be a pseudo-Riemannian bilinear metric on E and define a map
g(2) : (E ⊗A E)⊗A (E ⊗A E)→ A,
g(2)((e⊗A f)⊗A (e′ ⊗A f ′)) = g(e⊗A g(f ⊗A e′)f ′).
Then we have the following:
1. the map : E ⊗A E → (E ⊗A E)∗ defined by
e⊗A f 7→ g(2)((e⊗A f)⊗A −)
is A−A-bilinear and an isomorphism of right A modules.
2. For an element ξ ∈ E⊗AE , the map g(2)(−⊗Aξ) is an element of AHom(E⊗AE ,A).
Moreover, the map from E ⊗A E to AHom(E ⊗A E ,A) defined by
ξ 7→ g(2)(−⊗A ξ)
is an isomorphism of right A-modules.
Proof: We only need to prove 2. since the assertion 1. was already proved in Proposition
3.7 of [6]. However, the assertion 2. follows exactly as in the proof of Proposition 3.7 of
[6] using the bimodule structure of AHom(E ⊗A E ,A) as spelled out in 1. ✷
Remark 6.7. From the proof of Proposition 3.7 of [6], it is easy to see that for ω, η ∈ Z(E)
and e, f ∈ E ,
(g(ω ⊗A −)⊗A g(η ⊗A −))(e⊗A f) = g(2)((η ⊗A ω)⊗A (e⊗A f)).
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Lemma 6.8. For ω, η, θ ∈ Z(E), let us define ψω,θ(η) by the expression of the right hand
side of (7) in Theorem 5.5. Thus we have,
ψω,θ(η) = g(ω ⊗A dg(η ⊗A θ))− g(η ⊗A dg(θ ⊗A ω)) + g(θ ⊗A dg(ω ⊗A η))
− (g(η ⊗A −)⊗A g(θ ⊗A −))(1− σ)∇0(ω)
+ (g(ω ⊗A −)⊗A g(θ ⊗A −))(1− σ)∇0(η)
− (g(η ⊗A −)⊗A g(ω ⊗A −))(1− σ)∇0(θ).(13)
Then, for ω, η, θ ∈ Z(E), the element ψω,θ(η) belongs to Z(A).
Proof: Let us observe that since ω, η, θ ∈ Z(E), and dg(η⊗Aθ), dg(θ⊗Aω), dg(ω⊗Aη) are
in Z(A), hence by Lemma 4.2 g(ω⊗Adg(η⊗Aθ)), g(η⊗Adg(θ⊗Aω)) and g(θ⊗Adg(ω⊗Aη))
are also in Z(A).
Moreover, by part b. of Lemma 6.4, the element (1− σ)∇0(ω) ∈ Z(E ⊗A E). Therefore,
for all a ∈ A,
(g(η ⊗A −)⊗A g(θ ⊗A −))(1− σ)∇0(ω).a = g(2)(θ ⊗A η ⊗A −)(a.(1− σ)∇0(ω))
= (g(2)(θ ⊗A η ⊗A −).a)((1− σ)∇0(ω))
= a.g(2)(θ ⊗A η ⊗A −)((1− σ)∇0(ω))
as the map g(2)(θ ⊗A η ⊗A −) is bilinear by Proposition 6.6. Hence, the element
(g(η ⊗A −)⊗A g(θ ⊗A −))(1− σ)∇0(ω)
belongs to Z(A). Similarly, it belong to Z(A) also the elements
(g(ω⊗A−)⊗Ag(θ⊗A−))(1−σ)∇0(η) and (g(η⊗A−)⊗A g(ω⊗A−))(1−σ)∇0(θ).
This completes the proof that ψω,θ(η) belongs to Z(A). ✷
Lemma 6.9. Let η ∈ Z(E). There exists a right Z(A)-linear map
φη : Z(E)⊗Z(A) → Z(A) such that φη(θ ⊗Z(A) ω) = ψω,θ(η)
Proof: We need to check that φη is well-defined, i.e, that for all a
′ ∈ Z(A),
φη(θa
′ ⊗C ω) = φη(θ ⊗C a′ω).
Since (1− σ)(θ ⊗A da′) = 0, we get
φn(θa
′ ⊗A ω) = ψω,θa′(η)
= (g(η ⊗A −)⊗A g(ω ⊗A −))(1− σ)∇0(θa′)
= (g(η ⊗A −)⊗A g(ω ⊗A −))(1− σ)∇0(θ)a′
= ψω,θ(η)a
′
= a′ψω,θ(η) (Lemma 6.8)
= a′(g(η ⊗A −)⊗A g(ω ⊗A −))(1 − σ)∇0(θ).
Now, since η ∈ Z(E) and a′ ∈ Z(A),
a′.g(η ⊗A −) = g(η ⊗A −).a′
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and so
φη(θa
′ ⊗A ω) = (g(η ⊗A −)a′ ⊗A g(ω ⊗A −))(1 − σ)∇0(θ)
= (g(η ⊗A −)⊗A a′g(ω ⊗A −))(1 − σ)∇0(θ)
= (g(η ⊗A −)⊗A g(a′ω ⊗A −))(1 − σ)∇0(θ) ( as g is bilinear )
= ψa′ω,θ(η)
= φη(θ ⊗A a′ω).
This proves the lemma. ✷
Corollary 6.10. Fix η ∈ Z(E); then there is a right A-linear map φ˜η : E ⊗A E → A
defined, for all a ∈ A, θ, ω ∈ Z(E), by
φ˜η(θ ⊗Z(A) ω ⊗Z(A) a) = φη(θ ⊗Z(A) ω)a
Moreover, φ˜η is a left A-linear map from E ⊗A E to A, i.e, φ˜η ∈ AHom(E ⊗A E ,A).
Hence, by part 2. of Proposition 6.6, there exists a unique element ∇(η) ∈ E ⊗A E so that
(14) 1
2
φ˜η(ξ) = g
(2)(ξ ⊗A ∇(η))
for all ξ ∈ E ⊗A E .
Proof: We only prove the statement that φ˜η ∈ AHom(E ⊗A E ,A). For this it is enough
to prove that for all ω, θ ∈ Z(E) and a, b ∈ A, we have
φ˜η(a(ω ⊗A θb)) = a.φ˜η(ω ⊗A θb).
As φ˜η is right A-linear by construction, it follows that
φ˜η(a(ω ⊗A θb)) = φ˜η(a(ω ⊗A θ)b) = φ˜η(a(ω ⊗A θ))b = φ˜η(ω ⊗A θa)b
= φ˜η(ω ⊗A θ)ab = a.φ˜η(ω ⊗A θ)b = a.φ˜η(ω ⊗A θb).
In the above we have used that φ˜η(ω⊗Aθ) ∈ Z(A) ( Lemma 6.8 ) and ω⊗Aθ ∈ Z(E⊗AE).
✷
Lemma 6.11. For ω, θ, η ∈ Z(E), a′ ∈ Z(A) one has,
(15) ψω,θ(ηa
′) = ψω,θ(η)a
′ + 2g(ω ⊗A η)g(θ ⊗A da′).
Proof: The proof of this Lemma follows by a computation using the facts ( from Lemma
4.2 ) that da′ ∈ Z(A), g(α⊗A β) ∈ Z(A) for all α, β ∈ Z(E). Moreover, we also use the
statement proved in Lemma 6.4 that (1 − σ)∇0(e) ∈ Z(E ⊗A E) for all e ∈ Z(E). We
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compute
ψω,θ(ηa
′)
= g(ω ⊗A dg(ηa′ ⊗A θ))− g(ηa′ ⊗A dg(θ ⊗A ω)) + g(θ ⊗A dg(ω ⊗A η))a′
+ g(θ ⊗A g(ω ⊗A η)da′)− (g(η ⊗A −)⊗A g(θ ⊗A −))((1− σ)∇0(ω))a′
+ (g(ω ⊗A −)⊗A g(θ ⊗A −))((1− σ)∇0(η))a′
+ (g(ω ⊗A −)⊗A g(θ ⊗A −))((1− σ)(η ⊗A da′))− (g(η ⊗A −)⊗A g(ω ⊗A −))∇0(θ)a′
= g(ω ⊗A dg(η ⊗A θ))a′ + g(ω ⊗A g(η ⊗A θ)da′)− g(η ⊗A dg(θ ⊗A ω))a′
+ g(θ ⊗A dg(ω ⊗A η))a′ − (g(η ⊗A −)⊗A g(θ ⊗A −))((1− σ)∇0(ω))a′
+ (g(ω ⊗A −)⊗A g(θ ⊗A −))((1− σ)∇0(η))a′ − (g(η ⊗A −)⊗A g(ω ⊗A −))∇0(θ)a′
+ g(ω ⊗A η)g(θ ⊗A da′)− g(ω ⊗A da′)g(θ ⊗A η) + g(ω ⊗A η)g(θ ⊗A da′)
= ψω,θ(η)a
′ + 2g(ω ⊗A η)g(θ ⊗A da′).
This proves the lemma. ✷
Lemma 6.12. For e ∈ Z(E), let ∇(e) be the element in E ⊗A E as defined in Corollary
6.10. Then for all a ∈ Z(A), we have
(16) ∇(ea) = ∇(e)a+ e⊗A da.
Proof: It suffices to prove that for all ω, θ ∈ Z(E), we have
(17) g(2)((θ ⊗A ω)⊗A (∇(ea)−∇(e)a− e⊗A da)) = 0.
Thus, since {ω ⊗A θ : ω, θ ∈ Z(E)} is left A-total in E ⊗A E and g(2) is left A-linear (
Proposition 6.6 ), formula (16) will imply
g(2)(ξ ⊗A (∇(ea)−∇(e)a− e⊗A da)) = 0
for all ξ ∈ E ⊗A E and hence Proposition 6.6 will imply that
∇(ea)−∇(e)a− e⊗A da = 0.
For a ∈ Z(A), have
g(2)((θ ⊗A ω)⊗A ∇(ea)) = 12ψω,θ(ea).
Therefore,
g(2)((θ ⊗A ω)⊗A (∇(ea)−∇(e)a− e⊗A da))
= 1
2
ψω,θ(ea)− 12ψω,θ(e)a− g(2)((θ ⊗A ω)⊗A (e⊗A da))
= 1
2
ψω,θ(e)a+ g(ω ⊗A e)g(θ ⊗A da)
− 1
2
ψω,θ(e)a− g(θ ⊗A da)g(ω ⊗A e)
= 0
where we have used that g(ω ⊗A e) ∈ Z(A) ( Lemma 4.2 ) and Lemma 6.11. ✷
Proposition 6.13. Given the map ∇ defined implicitly by formula (14) and the connec-
tion ∇0 in Theorem 3.2, the map
L := ∇−∇0 : Z(E)→ E ⊗A E .
is right Z(A)-linear and so L extends to a right A-linear map
L˜ : E = Z(E)⊗Z(A) A → E ⊗A E ; ω ⊗A a 7→ L(ω)a.
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Proof: For ω ∈ Z(E) and a ∈ Z(A), we have
L(ωa) = (∇−∇0)(ωa) = ∇(ω)a+ ω ⊗A da−∇0(ω)a− ω ⊗A da = L(ω)a
since ∇0 is a connection on E and we have used Proposition 6.12. ✷
Corollary 6.14. Consider the map ∇ : E → E ⊗A E given by the formula
∇ = ∇0 + L˜
where L˜ is the map in Proposition 6.13. Then ∇ is a connection on E which extends the
map ∇ given in Corollary 6.10.
Proof: The map ∇ is a connection being the sum of a connection ∇0 and a right A-linear
map L˜. ✷
We are finally ready for the
Proof of Theorem 6.1
The uniqueness follows from Theorem 5.5 and the Definition of ∇ in Corollary 6.14. So
we are left with proving the existence.
We start by proving that the connection ∇ defined in Corollary 6.14 is torsionless. Let
L˜ = ∇−∇0 as in Corollary 6.14. Then it suffices to prove that ∧L = 0 since this implies
∧∇ = ∧∇0 = −d
as ∇0 is torsionless. By right A-linearity of L˜, it suffices to check that for all η ∈ Z(E),
∧L˜(η) = 0.
However,
∧(L˜)(η) = ∧(η(0) ⊗A η(1) − (0)η ⊗A (1)η)
and so we need to prove that
σ(η(0) ⊗A η(1) − (0)η ⊗A (1)η) = η(0) ⊗A η(1) − (0)η ⊗A (1)η,
that is, η(1) ⊗A η(0) − (1)η ⊗A (0)η = η(0) ⊗A η(1) − (0)η ⊗A (1)η.
By bilinearity of g(2), the fact that {θ ⊗A ω; θ, ω ∈ Z(E)} is left A-total in E ⊗A E and
Proposition 6.6, it suffices to prove that for all ω, θ ∈ Z(E), the following equation holds:
g(2)((θ⊗Aω)⊗A (η(1)⊗A η(0)− (1)η⊗A (0)η)) = g(2)((θ⊗Aω)⊗A (η(0)⊗A η(1)− (0)η⊗A (1)η)).
By a simple computation using the facts that g(ω ⊗A η(1)), g(θ ⊗A θ(1)) ∈ Z(A), the
previous expression is seen to be equivalent to:
(18) g(θ ⊗A η(0))g(ω ⊗A η(1))− g(ω ⊗A η(0))g(θ ⊗A η(1))
= g(θ ⊗A (0)η)g(ω ⊗A (1)η)− g(ω ⊗A (0)η)g(θ ⊗A (1)η).
Now, using the expressions for g(θ⊗A η(0))g(ω⊗A η(1)) = 12ψθ,ω(η) and g(ω⊗A η(0))g(θ⊗A
η(1)) =
1
2
ψω,θ ( see Definition 13 ) and using the facts that g(θ⊗A (1)η), g(ω⊗A(1)η) ∈ Z(A)
and gσ = g, the left hand side of the previous expression reduces to the right hand side
by a straightforward simplification.
Next we prove that ∇ is compatible with g. We claim that for all ω, η ∈ Z(E), we have
g(ω(0) ⊗A η)ω(1) + g(ω ⊗A η(0))η(1) = d(g(ω ⊗A η)).
By virtue of Remark 4.3, this is equivalent to having for all θ ∈ Z(E),
g(η ⊗A ω(0))g(θ ⊗A ω(1)) + g(ω ⊗A η(0))g(θ ⊗A η(1)) = g(θ ⊗A dg(ω ⊗A η))
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having used the facts that g(θ ⊗A −) is left A-linear. Using the definition of ∇, we have
2g(η ⊗A ω(0))g(θ ⊗A ω(1)) + 2g(ω ⊗A η(0))g(θ ⊗A η(1))
= g(η ⊗A dg(ω ⊗A θ))− g(ω ⊗A dg(θ ⊗A η)) + g(θ ⊗A dg(η ⊗A ω))
− g(ω ⊗A (0)η)g(θ ⊗A (1)η) + g(ω ⊗A (1)η)g(θ ⊗A (0)η)
+ g(η ⊗A (0)ω)g(θ ⊗A (1)ω)− g(η ⊗A (1)ω)g(θ ⊗A (0)ω)
− g(ω ⊗A (0)θ)g(η ⊗A (1)θ) + g(ω ⊗A (1)θ)g(η ⊗A (0)θ)
+ g(ω ⊗A dg(η ⊗A θ))− g(η ⊗A dg(θ ⊗A ω)) + g(θ ⊗A dg(ω ⊗A η))
− g(η ⊗A (0)ω)g(θ⊗A (1)ω) + g(η ⊗A (1)ω)g(θ ⊗A (0)ω)
+ g(ω ⊗A (0)η)g(θ ⊗A (1)η)− g(ω ⊗A (1)η)g(θ ⊗A (0)η)
− g(η ⊗A (0)θ)g(ω ⊗A (1)θ) + g(η ⊗A (1)θ)g(ω ⊗A (0)θ)
= 2g(θ ⊗A dg(ω ⊗A η),
using g(ω ⊗A (1)θ), g(η ⊗A (1)θ) ∈ Z(A) and g(α⊗A β) = g(β ⊗A α) for all α, β ∈ Z(E).
Therefore, ∇ is compatible with g on Z(E) ( as in Definition 5.1 ). This completes the
proof. ✷
We finish this section by comparing this result with that in [6]. For this it will be useful
to adopt the notation:
Π0g(∇) : Z(E)⊗C Z(E)→ E ,
Π0g(∇)(ω ⊗C η) = (g ⊗A id)σ23(∇(ω)⊗A η) + (g ⊗A id)(ω ⊗A ∇(η)).
Thus, Definition 5.1 can be rephrased by saying that ∇ is compatible with E on Z(E) if
Π0g(∇)(ω ⊗Z(A) η) = d(g(ω ⊗A η)) ∀ ω, η ∈ Z(E).
In Subsection 4.1 of [6], it was shown that the assumption E = Z(E)⊗Z(A) A allows one
to define a canonical extension Πg(∇) : E ⊗A E → E of the map Π0g(∇). More precisely,
for all ω, η ∈ Z(E) and a ∈ A, one has
(19) Πg(∇)(ω ⊗A ηa) = Π0g(∇)(ω ⊗Z(A) η)a+ g(ω ⊗A η)da.
We say that a connection ∇ is compatible with g on the whole of E if for all e, f in E ,
(20) Πg(∇)(e⊗A f) = d(g(e⊗A f)).
It was also shown that for any connection ∇1 on E , the map from E ⊗A E to E , defined
by
e⊗A f 7→ Πg(∇1)(e⊗A f)− d(g(e⊗A f))
is right A-linear. We have the following result which recovers the main result of [6]:
Corollary 6.15. Suppose E := Ω1(A) satisfies the assumptions of Theorem 6.1 and g is
a pseudo-Riemannian bilinear metric on E . Then there exists a unique connection on E
which is torsionless and compatible with g on the whole of E .
Proof: From Theorem 6.1, we know that there exists a unique connection ∇ which is
torsionless and compatible with g on Z(E). Thus, for all ω, η ∈ Z(E),
Π0g(∇)(ω ⊗Z(A) η) = d(g(ω ⊗A η)).
Therefore, (19) implies that for all a ∈ A,
Πg(∇)(ω ⊗A ηa) = d(g(ω ⊗A η))a+ g(ω ⊗A η)da = d(g(ω ⊗A ηa)),
i.e, ∇ is compatible with g on the whole of E . Uniqueness is clear from Theorem 6.1. ✷
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7. Levi-Civita connections as bimodule connections
In this section, we make contact with bimodule connections. A considerable amount
of literature on Levi-Civita connections in the context of noncommutative geometry have
been devoted to bimodule connections. We refer to the book [4] for the details. We show
that in our set up ( the assumptions of Theorem 6.1 ), the Levi-Civita connection is a
bimodule connection in a very natural way. This section is a genuine application of the
Koszul formula of Theorem 5.5. Let us recall the definition of bimodule connections.
Definition 7.1. Suppose E = Ω1(A) for a differential calculus and σ′ : E ⊗A E → E ⊗A E
be a bimodule map. A right connection ∇1 on E is said to be a bimodule connection for
the pair (E , σ′) if, in addition to the right Leibniz rule as in Definition 2.2, there is also
a σ′-left Leibniz rule, that is, for all a ∈ A and for all e ∈ E , it holds that
∇1(ae) = a∇1(e) + σ′(da⊗A e).
Throughout this section, we will work under the assumptions of Theorem 6.1 and so
we have a canonical choice of σ′ = σ as defined in Definition 3.3. We will show that the
Levi-Civita connection of Theorem 6.1 is a bimodule connection for the pair (E , σ).
We start by proving a necessary and sufficient condition for a connection to be a
bimodule connection for the pair (E , σ).
Proposition 7.2. Suppose E = Ω1(A) as in Theorem 6.1. If ∇1 is a connection on E ,
then it is a bimodule connection for (E , σ) if and only if ∇1(Z(E)) ⊆ Z(E ⊗A E).
Proof: Suppose ∇1 is a bimodule connection for the pair (E , σ). Then for all ω ∈ Z(E)
and a ∈ A, we get
∇1(ω)a+ ω ⊗A da = ∇1(ωa) = ∇1(aω)
= a∇1(ω) + σ(da⊗A ω) = a∇1(ω) + ω ⊗A da,
since ω ∈ Z(E). Thus, for all ω ∈ Z(E) and a ∈ A, we have
∇1(ω)a = a∇1(ω),
that is, ∇1(Z(E)) ⊆ Z(E ⊗A E).
Conversely, suppose ∇1 is a connection such that ∇1(Z(E)) ⊆ Z(E ⊗A E). Then for all
ω ∈ Z(E) and for all a ∈ A,
(21) ∇1(aω) = ∇1(ωa) = ∇1(ω)a+ ω ⊗A da = a∇1(ω) + σ(da⊗A ω).
Now let e ∈ E and a ∈ A. Since E is centered, we can write e = ∑j fjbj for some
fj ∈ Z(E) and bj ∈ A. Then
∇1(ae) =
∑
j
∇1(afjbj) =
∑
j
[∇1(afj)bj + afj ⊗A dbj ]
=
∑
j
[a∇1(fj)bj + σ(da⊗A fj)bj + afj ⊗A dbj ] ( by (21) )
=
∑
j
[a∇1(fjbj) + σ(da⊗A fj)bj ]
= a∇1(e) + σ(da⊗A e).
Therefore, ∇1 is a bimodule connection. ✷
Now we use the Koszul formula to prove the main result of this subsection.
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Theorem 7.3. Suppose E = Ω1(A) satisfies the assumptions of Theorem 6.1 and g is
a pseudo-Riemannian bilinear metric on E . Then the Levi-Civita connection for (E , g)
obtained in Theorem 6.1 is a bimodule connection for the pair (E , σ).
Proof: The proof follows from Proposition 7.2 and the Koszul formula as expressed in
equation (11). We claim that it is enough to show that for all ω, η, θ ∈ Z(E),
(22) 2(g(ω ⊗A −)⊗A g(θ ⊗A −))(∇(η)) ∈ Z(A).
Indeed, by virtue of Remark 6.7, we have
(g(ω ⊗A −)⊗A g(θ ⊗A −))(∇(η).a− a.∇(η))
= g(2)((θ ⊗A ω)⊗A (∇(η).a− a.∇(η)))
= g(2)((θ ⊗A ω)⊗A ∇(η)).a− g(2)((θ ⊗A ω).a⊗A ∇(η))
= g(2)((θ ⊗A ω)⊗A ∇(η)).a− g(2)(a.(θ ⊗A ω)⊗A ∇(η))
= g(2)((θ ⊗A ω)⊗A ∇(η)).a− a.g(2)((θ ⊗A ω)⊗A ∇(η))
= (g(ω ⊗A −)⊗A g(θ ⊗A −))(∇(η)).a− a.(g(ω ⊗A −)⊗A g(θ ⊗A −))(∇(η)),
which is equal to zero when (22) holds. Since this is true for all θ, ω ∈ Z(E), a combination
of part 4. of Lemma 6.2, Remark 6.7 and the left A-linearity imply that
g(2)(ξ ⊗A (∇(η).a− a.∇(η))) = 0 ∀ξ ∈ E ⊗A E .
This proves our claim by Lemma 6.6.
Now, by Lemma 4.2, we have that the elements g(ω⊗A dg(η⊗A θ)), g(η⊗A dg(θ⊗A ω)
and g(θ ⊗A dg(ω ⊗A η)) are all in Z(A). Next, we observe that for all a in A,
(g(η ⊗A −)⊗A g(θ ⊗A −))(1 − σ)∇0(ω).a = g(2)((θ ⊗A η)⊗A ((1− σ)∇0(ω).a))
= g(2)((θ ⊗A η)⊗A (a.(1− σ)∇0(ω)))
= a.g(2)((θ ⊗A η)⊗A ((1− σ)∇0(ω)))
= a.(g(η ⊗A −)⊗A g(θ ⊗A −))(1 − σ)∇0(ω).
Here we have used the fact that (1− σ)∇0(ω) ∈ Z(E ⊗A E) by Lemma 6.4. This proves
that (g(η ⊗A −) ⊗A g(θ ⊗A −))(1 − σ)∇0(ω) ∈ Z(A). Similarly, one finds that also
(g(ω⊗A−)⊗Ag(θ⊗A−))(1−σ)∇0(η) and (g(η⊗A−)⊗Ag(ω⊗A−))(1−σ)∇0(θ) belong to
Z(A). Hence, by the Koszul formula given in (11), (g(ω⊗A−)⊗Ag(θ⊗A−))∇(η) ∈ Z(A)
which completes the proof of the the theorem. ✷
8. The example of the fuzzy sphere
This section concerns the example of a spectral triple on the fuzzy sphere. Our goal is
to prove the existence and uniqueness of Levi-Civita connections ( on the corresponding
module of one-forms ) for any bilinear pseudo-Riemannian metric. Our spectral triple is
a truncated version of the spectral triple constructed in [16] for a fuzzy 3-sphere.
It turns out that the module of one-forms is free of rank 3. We compute the connec-
tion forms (and the Christoffel symbols) of the Levi-Civita connection for the canonical
pseudo-Riemannian metric coming from the spectral triple ( see [16] ). The computa-
tions in this section are similar to those in Section 3 of [16] and those in Section 5 of [6].
However, we provide all the details for the sake of completeness.
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Let us set up come notations. Firstly, the Lie algebra of so(3) ≃ su(2) is generated by
three elements Jk, k = 1, 2, 3 with commutation relations
(23) [Jk, Jl] =
3∑
m=1
ǫklmJm.
Here ǫklm is the completely antisymmetric Levi-Civita rank 3 tensor with ǫ123 = 1.
For a natural number n, let ρn
2
denote the (n + 1)-dimensional unitary irreducible
representation of the Lie algebra su(2). The vector space Cn+1 is the carrier vector space
of the representation ρn
2
, and C will be viewed as the trivial representation space. In
particular, for the fundamental, n = 1, representation we have
Jk =
1
2
√−1 τk,
with Hermitian Pauli matrices
τ1 =
[
0 1
1 0
]
, τ2 =
[
0 −√−1√−1 0
]
, τ3 =
[
1 0
0 −1
]
,
which are also a basis of the Clifford algebra Cl(2, 0), that is are such that,
(24) [τk, τl] = 2
√−1
3∑
m=1
ǫklmτm, τjτk + τkτj = 2δjk.
Our spectral triple (AN , HN , DN) has Hilbert space
HN = KN ⊗C C2,
where KN = ⊕Nl=0C2l+1. The algebra AN is the full matrix algebra B(KN ). We have the
canonical action π′ of AN on KN . Then the algebra AN is represented on HN by the
formula a 7→ π(a) where
π(a)(h1 ⊗C h2) = π′(ah1)⊗C h2
for all h1 in KN and h2 in C
2.
Next we have the Dirac operator DN . Firstly, for k = 1, 2, 3, we define operators
Xk ∈ B(HN ) by the formula
Xk = ⊕Nn=0 ρn
2
(Jk),
and denote σk =
√−1 τk, for k = 1, 2, 3. Then the Dirac operator DN is defined as
DN =
3∑
k=1
Xk ⊗C σk.
Since Xk and and σk are all skew-Hermitian, the operator DN is self-adjoint.
By omitting the notation π while viewing an element of AN as an operator on HN , it
can be easily checked that for all a ∈ AN ,
(25) [DN , a] =
3∑
k=1
[Xk, a]⊗C σk,
as elements of AN ⊗C M2(C) acting on HN . For k = 1, 2, 3, we define derivations δk on
AN by δk(a) = [Xk, a]. Then
(26) [D, a] =
3∑
k=1
δk(a)⊗C σk.
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By use of (23), one has the following commutation relations between the derivations δi:
(27) [δ1, δ2] = δ3, [δ2, δ3] = δ1, [δ3, δ1] = δ2.
We will denote the space of one forms of this spectral triple by the symbol E . Our
goal is to prove that E satisfies all the conditions of Theorem 6.1. We will repeatedly
use the fact that AN = B(KN) has no proper ideal except {0} and itself. Let us start
by identifying the space of one forms E as well as the space of two-forms. We have the
following proposition:
Proposition 8.1. The module E = Ω1(AN ) is free of rank 3 generated by the central
elements 1⊗C σ1, 1⊗C σ2, 1⊗C σ3.
Proof: We use (23) and (25) to write:
[D, J1] = J2 ⊗C σ3 − J3 ⊗C σ2,
[D, J2] = J3 ⊗C σ1 − J1 ⊗C σ3,
[D, J3] = J1 ⊗C σ2 − J2 ⊗C σ1.
Hence, we get
(28) [J1, [D, J1]] = J2 ⊗C σ2 + J3 ⊗C σ3,
(29) [J2, [D, J2]] = J1 ⊗C σ1 + J3 ⊗C σ3,
(30) [J3, [D, J3]] = J1 ⊗C σ1 + J2 ⊗C σ2.
By ( (28) - (30) ) + (29), we have
[J1, [D, J1]]− [J3, [D, J3]] + [J2, [D, J2]] = 2J3 ⊗C σ3.
Therefore, the element J3 ⊗C σ3 is an element of E . Since E is a bimodule and the ideal
generated by the non-zero element J3 is equal to AN , we can conclude that 1⊗Cσ3 belongs
to E . Similarly, the elements 1⊗C σ1 and 1⊗C σ2 also belong to E . Thus, E ≃ AN ⊗C C3
is a free module with a basis consisting of the central elements 1⊗C σk, k = 1, 2, 3. ✷
Corollary 8.2. Let denote by the symbol E .E the subset {e.f : e, f ∈ E} of AN⊗CM2(C).
Then E .E = AN ⊗C M2(C).
Proof: By Proposition 8.1, it follows that the elements 1 ⊗C σk belongs to E for all
k = 1, 2, 3. Thus, the elements 1⊗C σkσj ∈ E .E . Since (24) holds and {1, σk : k = 1, 2, 3}
is a basis of B(C2) = M2(C), we see that the subspace {1 ⊗C X : X ∈ M2(C)} belongs
to E .E . Therefore, AN ⊗C M2(C) belongs to E .E . Hence, E .E = AN ⊗C M2(C). ✷
Proposition 8.3. The space of junk forms ( AN⊗CM2(C) ) of the spectral triple is equal
to the subspace {Y ⊗C 1 : Y ∈ AN}.
Proof: Suppose ak, bk, k = 1, · · · , n, be elements in AN such that
∑
k ak[D, bk] = 0.
Then by (26), we get ∑
j,k
aj δk(bj)⊗C σk = 0.
Therefore, for all k = 1, 2, 3, we have
(31)
∑
j
aj δk(bj) = 0.
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We apply δl to (31) to obtain∑
j
[δl(aj)δk(bj) + ajδlδk(bj)] = 0 ∀ k, l,
where we have used the fact that δl is a derivation. Hence, for all k, l, we get
(32)
∑
j
δl(aj)δk(bj) = −
∑
j
ajδlδk(bj),
∑
j
δk(aj)δk(bj) = −
∑
j
ajδ
2
k(bj).
Now, (32) implies that
∑
j
[D, aj][D, bj ] = −
∑
j
3∑
k,l=1
δk(aj)δl(bj)⊗C σkσl
= −
∑
j
3∑
k=1
δk(aj)δk(bj)⊗C 1
−
∑
j
∑
k<l
[δk(aj)δl(bj)− δl(aj)δk(bj)]⊗C σkσl
=
∑
i,k
ajδ
2
k(bj)⊗C 1 +
∑
j,k<l
aj [δk, δl](bj)⊗C σkσl
However, by virtue of (27), we have∑
i,k<l
aj [δk, δl](bj)⊗C σkσl =
∑
j
ajδ3(bj)⊗C σ1σ2
+
∑
j
ajδ1(bj)⊗C σ2σ3 −
∑
j
ajδ2(bj)⊗C σ1σ3
= 0
by (31). Thus, we have
(33)
∑
j
[D, aj ][D, bj] =
∑
j,k
ajδ
2
k(bj)⊗C 1.
We claim that there exist elements a, b ∈ AN such that aδk(b) = 0 for all k, but
a
∑
k δ
2
k(b) 6= 0. Indeed, if our claim is true, then by the arguments made above, the
set of all junk forms will be of the form {X ⊗C 1 : X ∈ I}, where I is a non-zero ideal of
MN+2(C). Therefore, the space of junk forms is equal to {X ⊗C 1 : X ∈MN+2(C)}.
So we are left to prove our claim. Let us define the bilinear form on CN+1
〈〈v1, v2〉〉 = Re(〈v1, v2〉),
where 〈·, ·〉 is the complex inner product on CN+1 with respect to which J1, J2, J3 are
skew hermitian elements of HomC(C
N+1,CN+1).
Moreover, let v be a vector in CN+1 such that J1(v) 6= 0. We claim that v does not
belong to Span{J1v, J2v, J3v}. Indeed, since Jk is skew-hermitian, we have
〈Jkv, v〉 = −〈v, Jkv〉 = −〈Jkv, v〉
and hence, 〈〈Jkv, v〉〉 = 0. From here, it is straightforward to verify our claim.
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We construct a basis {v, v1, · · · vN} of CN+1 in such a way that v is the first element
and Span{J1v, J2v, J3v} ⊆ {v1, · · · vN}. We define
a(λ.1 + x+ c1v +
N∑
i=1
civi) = c1v, b(λ.1 + x+ c1v +
N∑
i=1
civi) = λ.v
for all λ in C and for all x in C2 ⊕ C3 ⊕ · · · ⊕ CN . Then
aδk(b)(λ.1 + x+ c1v +
N∑
i=1
civi) = a(Xkb− bXk)(λ.1 + x+ c1v +
N∑
i=1
civi)
= a(Xk.b)(λ.1) = λaXk(v) = λaJk(v) = 0.
However,
a(
∑
k
δ2k(b))(1) = a
∑
k
[Xk, [Xk, b]](1)
= a
∑
k
[Xk, Xkb− bXk)](1) = a(
∑
k
X2kb−XkbXk −XkbXk +BX2k)(1)
= a(
∑
k
X2kb)(1) = a(
∑
k
X2k)(v)
= a(
∑
k
J2k)(v) = −34a(v) 6= 0.
This finishes the proof of our claim about the description of the junk forms. ✷
Corollary 8.4. The space of two forms is
Ω2(AN ) = {X ⊗C σ1σ2 + Y ⊗C σ2σ3 + Z ⊗C σ1σ3 : X, Y, Z ∈ AN}.
Proof: The proof is an immediate consequence of Corollary 8.2 and Proposition 8.3. ✷
Let us denote by ek = 1⊗Cσk, for k = 1, 2, 3. Then, From Proposition 8.1, the element
{e1, e2, e3} ⊆ Z(E) form a basis of the free right AN -module E .
We are in the position to prove the main theorem of this section.
Theorem 8.5. The differential calculus coming from the spectral triple on the fuzzy
sphere satisfies the hypothesis of Theorem 6.1 and hence there exists a unique Levi-Civita
connection for any pseudo-Riemannian bilinear metric on E = Ω1(AN).
Proof: Firstly, the description of E in Proposition 8.1 implies that Z(E) is the complex
linear span of {e1, e2, e3}. Thus, the equality Z(E)⊗Z(AN )AN = E easily follows from the
description of one-forms, observing that Z(AN ) = C.1.
Next, Corollary 8.4 implies that Ω2(AN) = Span{akj ek ∧ ej : k 6= j, akj = −ajk} and
Ker(∧) = Span{akj ek⊗AN ej : akj = ajk}. If F = Span{akj ek⊗AN ej : k 6= j, akj = −ajk},
then F is isomorphic to Ω2(AN) as right AN -modules and
E ⊗AN E = Ker(∧)⊕ F .
Finally, it is easy check that for all ω, η ∈ Z(E),
Psym(ω ⊗AN η) = 12(ω ⊗AN η + η ⊗AN ω)
and therefore, σ(ω⊗AN η) = η⊗AN ω for all ω, η ∈ Z(E). This verifies all the hypotheses
of Theorem 6.1. ✷
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By construction, the bimodule of 2-forms is free and we take as generators the elements
(34) fm =
1
2
∑
j,k
ǫmjkej ∧ ek, m = 1, 2, 3.
It is then easy to deduce that
(35) ej ∧ ek =
∑
m
ǫjkmfm, j, k = 1, 2, 3.
As for the action of the differential, by definition d(a) =
∑
k[Jk, a] ek, for a ∈ AN . On
the other hand, starting from 0 = δ2(Jk), a direct computation leads to
(36) dem = −12
∑
j,k
ǫmjk ej ∧ ek = −fm.
Theorem 8.6. The connection 1-forms of the Levi-Civita connection for the canonical
pseudo-Riemannian bilinear metric for the spectral triple are given by
(37) ωjk = −12
∑
l
ǫjkl el .
Proof: It is easy to see ( as in equation (3.49) of [16] ) that the canonical pseudo-
Riemannian bilinear metric g is defined as the right AN -linear extension of the map
g(ek ⊗AN ej) = δkj .
We are going to compute the Levi-Civita connection for this g. Let ∇ be a connection
on E which is both torsionless and compatible with g. Since E is a free centered module
with a basis {e1, e2, e3} ⊆ Z(E), we can write
(38) ∇(ek) =
∑
j
ej ⊗AN ωjk.
Now, since the basis ek is orthonormal, the metric compatibility condition reduces to
(g ⊗AN id)σ23(∇(ek)⊗AN ej) + (g ⊗AN id)(ek ⊗AN ∇(ej)) = 0.
By inserting (38), this just give that for all k, j we have antisymmetry
(39) ωkj = −ωjk.
Next, the torsion zero condition dek + ∧ ◦ ∇(ek) = 0 becomes
(40) dek +
∑
j
ej ∧ ωjk = 0.
Using (36) and the antisymmetry (39) one infers that ωjk = −12
∑
l ǫjkl el as stated in
(37). This finishes the proof. ✷
Remark 8.7. If we write the connection 1-forms on the basis ek,
ωjk =
∑
l
el Γkjl,
we get for the Christoffel symbols Γlkj of the Levi-Civita connection the expressions
Γljk =
1
2
ǫljk.
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8.1. Computation of the curvature. Let us recall the Sweedler-like notation in (5)
for a general torsionless connection ∇ on a centered A-bimodule E : ∇(ω) = ω(0)⊗A ω(1).
We define the right AN -linear map
R∇ := ∇2 : E → E ⊗AN Ω2(AN)
by a Leibniz rule:
R∇(ω) = ∇(ω(0) ⊗AN ω(1)) = ∇(ω(0)) ∧ ω(1) + ω(0) ⊗AN dω(1)
= (ω(0))(0) ⊗AN (ω(0))(1) ∧ ω(1) + ω(0) ⊗AN dω(1).(41)
Then, let us specialise this to the fuzzy sphere with free bimodule of 1-forms E and
basis (ek, k = 1, 2, 3) as before. We have the following proposition.
Proposition 8.8. Consider the Levi-Civita connection of Theorem 8.6 with connections
1-forms ωjk = −12
∑
l ǫjkl el. Then
R∇(ej) = −14
∑
p,q
εjpq ep ⊗AN fq
= 1
4
∑
p
ep ⊗AN (ep ∧ ej) .(42)
with basis 1-forms ep’s and basis two forms fq’s.
Proof: Writing as before ∇(ek) =
∑
j ej ⊗AN ωjk for the connection, one finds
R∇(ej) =
∑
p,k
ep ⊗AN (ωpk ∧ ωkj + d(ωpj))
Then, a direct computation using (37), gives
ωpk ∧ ωkj = 14
∑
q
εjpq fq and dωpj = −12
∑
q
εjpq fq
which when inserted in the previous expression lead to the first expression in (42). Using
equation (34) one gets the second equality. ✷
Since the bimodule E is free with basis of generators (ek, k = 1, 2, 3) so is the dual
bimodule E∗ whose dual basis we shall denote (ψj , j = 1, 2, 3) with ψj(ek) = δjk. Then,
by using the canonical isomorphism
HomAN (E , E ⊗AN Ω2(AN)) ≃ E ⊗AN Ω2(AN )⊗AN E∗
we can think of the curvature R∇ as a map R∇ ∈ E ⊗AN Ω2(AN)⊗AN E∗.
In particular for the Levi-Civita connection of the fuzzy sphere with curvature in (42)
one easily finds,
R∇ =
1
4
∑
pj
ep ⊗AN (ep ∧ ej) ⊗AN ψj .
Being E and E∗ centered bimodules, we have a we well defined AN −AN -bilinear map,
êv : Ω2(AN )⊗AN E∗ → E ,
êv
(
(ej ∧ ek)⊗AN ψm
)
= 1
2
êv
(
(ej ⊗AN ek − ek ⊗AN ej)⊗AN ψm
)
= ej ψm(ek)− ek ψm(ej) = ej δmk − ek δmj .(43)
We are prepared to define the Ricci and scalar curvature of a connection.
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Definition 8.9. The Ricci curvature Ric is defined as the element in E ⊗AN E given by
(44) Ric := (idE ⊗AN êv)(R∇) ∈ E ⊗AN E .
Furthermore, if Ric =
∑
kj rkj ek ⊗AN ej for elements rkj ∈ Z(AN), the scalar curvature
Scal is defined as:
(45) Scal :=
∑
kj
rkj g(ek ⊗AN ej) ∈ AN .
Proposition 8.10. The scalar curvature for the fuzzy sphere is 3
2
.
Proof: By applying formula (43) for the 2-forms ep ∧ ej we first compute∑
j
êv((ep ∧ ej)⊗AN ψj) = 3ep − ep = 2ep.
When inserting in (42), this yields
Ric := (id⊗AN êv)[ 14
∑
pj
ep ⊗AN (ep ∧ ej) ⊗AN ψj ]
= 1
2
∑
p
ep ⊗AN ep.
Then,
Scal = 1
2
∑
p
g(ep ⊗AN ep)
= 3
2
.
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