The dynamics of thermal ripples at the interface of a volatile pure liquid (C 2 H 5 OH) is studied experimentally and numerically. Liquid evaporates under a flow of inert gas (N 2 ) circulating along the interface. The evaporation rate is varied by regulating both the gas flow rate and the gas pressure. Experiments in microgravity environment allowed to identify a transition to "interfacial turbulence", along which some particular events such as nearly periodic and possible intermittent behaviors. Direct numerical simulations have been performed, and compare qualitatively well with experimental results, offering new insights into the physical mechanisms involved. Small-scale ripples appear to arise from a secondary instability of large-scale convection cells and their motion seems to follow the corresponding large-scale surface flow. The relative role of surface tension and buoyancy in triggering these flows is assessed by comparing experiments and simulations in both microgravity and ground conditions. Qualitative features compares satisfactorily well such as typical speed and orientation of the thermal ripples, as well as spiral flow in the bulk.
I. INTRODUCTION
Evaporation plays a central role in various industrial applications (see e.g. [1] or [2] ), such as solvent evaporation in coating, paints or spray drying, falling film evaporators, etc.
Most often, the liquid evaporates into air, or more generally an inert gas, which implies a limitation of the evaporation rate by diffusion of vapor into the inert gas [3, 4] . However, as studied in Haut and Colinet [3] , the presence of an inert gas also strongly favors surfacetension-driven (thermal Marangoni) instabilities in the liquid, which can enhance the heat transfer through the liquid phase, hence the evaporation rate.
Based on classical papers on evaporative convection driven by Marangoni effect (see e.g. [5] [6] [7] ), destabilizing effects such as surface deformability, vapor recoil and departure of the interface from chemical potential equilibrium are all negligible when, respectively, the liquid layer is not too thin (some millimeters), the evaporation rate is not too large, and the kinetic resistance to evaporation can be neglected against heat and mass transfer resistances [3] . Those conditions constitute the framework in which experiments and simulations are conducted and described in the present paper. The main goal is to investigate thermal structures at the liquid/gas interface during the evaporation process, and especially at evaporation rates corresponding to high Marangoni numbers -the low Marangoni regimes having already been extensively studied (see [8, 9] , and references therein).
Interfacial thermal structures in evaporating ethyl alcohol were first observed in microgravity conditions during the ITEL-Maser 9 sounding rocket experiment [10, 11] . However, the evaporation rate could not be controlled and was fixed at a high value -i.e. low gas pressure and large gas flow rate -such that only chaotic behaviors were visualized, during a short time. The ITEL-2-Maser 10 experiment [12] allowed us to scan the evaporation rate from low to moderate values and therefore to scrutinize the transition toward chaotic behavior, along with various interesting features of the flow presented in this work. Even though the results obtained experimentally are scarce and transient in nature (due to the limited microgravity time available), it is possible to reach some important conclusions, especially by comparing them qualitatively with numerical simulations.
Besides the characterization of the interfacial thermal structures, another question that we attempt to answer qualitatively in the present work is whether thermal patterns efficiently mix the liquid and are influenced by buoyancy effects.
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The paper is organized as follows: the problem configuration is described in §II, experimental observations are detailed in §III, experimental data are analyzed in §IV, results of numerical simulations are given in §V, and concluding remarks are outlined in §VI.
II. EXPERIMENTAL PRINCIPLE AND METHODS
The experimental set-up has been presented in great details, including many schematics, by Janson et al. [12] . Here, we only present in Fig. 1 the geometry of the physical problem considered in the present paper. Ethyl alcohol (C 2 H 5 OH) is evaporated through a 15mm- indicates the zone in which the three-dimensional temperature field has been reconstructed by tomography. The picture fitting the opening through the stainless steel foil is a Schlieren image and the two black stripes on it are thermocouples mounted in the gas phase. The dashed lines indicate the boundaries of the gas channel above the liquid layer. To fix ideas, the concentration boundary layer of alcohol vapor in the Nitrogen gas phase is represented in the side view.
diameter opening made in a 0.2 mm stainless steel foil, and removed by a nitrogen (N 2 ) flow parallel to the interface. The gas channel is shown in dashed lines. The dimensions of 3 the gas channel were chosen to ensure that the gas flow is laminar when reaching the liquid opening. This can be verified by calculating the Reynolds number for the gas based on the channel height, denoted h g , namely Re = u g h g /ν g , with ν g = 1.5 × 10 −5 m 2 s −1 the kinematic viscosity of Nitrogen at 20
• C. The gas velocity is estimated from the imposed flow rate F (ml n /min), i.e. u g = 10 −6 60 F/(w g h g ) ms −1 , where w g = 0.04 m is the channel width. The
Reynolds number is therefore Re ≈ 0.03F , so with F ∼ 100 ml n /min as considered in this study, Re = O(1), which indeed ensures that the flow is laminar.
The gas can also be considered as passive in terms of mechanical coupling since the dynamic viscosity of the gas is two orders of magnitude smaller than the one of the liquid.
The contribution to the surface velocity of the shear stress exerted by the gas flow is thus two order of magnitude smaller than u g , and negligible compared to the contribution due to the Marangoni stress. In fact, this is true provided the gas flow is not too high, typically F < 1000 ml n /min, which is always the case in this study.
Two optical diagnostics were used in the experiments, both sensitive to refractive index variations within the liquid. The first one is a top-view Schlieren system working in double transmission and reflection on a mirror placed at the bottom of the liquid layer. The
Schlieren system allows to measure variations of the refractive indices, hence variation of the temperature within the liquid. Notice that although interface deflections do contribute to the Schlieren image (which is used for flatness control [11] ), they can be clearly separated from small-scale ripples we are interested in. The second diagnostic is an optical tomograph using six interferometers spaced 30
• apart around the cell (see schematic in [12] ). This instrument measures integrated optical path variations along the different directions, the combination of which enables via a dedicated reconstruction algorithm to determine the three-dimensional temperature field in the liquid layer with some accuracy depending on the complexity of the pattern (see details of the technique in [13] [14] [15] ). In the present experiment, the resolution of the tomograph is 0.001K, such that one can safely state that the error is at most one order of magnitude larger, i.e. 0.01K, which represent 0.1% of the total temperature range. The effective volume in which the three-dimensional temperature field has been reconstructed corresponds to the hatched zone in Fig. 1 . Figure 2 shows the experimental points considered both in microgravity (0g) and during ground-based (1g) campaigns. The control parameters are the gas pressure P (mbar) and the gas flow rate F (ml n /min). As mentioned in the introduction, because of the short microgravity time of MASER (6 minutes), only transient regimes could be observed.
The experimental points were scanned from small to large evaporation rates, i.e. from low-F /large-P to large-F /low-P . The ratio F/P thus represents a rough measure of the 'evaporation strength' and will be used as such hereafter. The sampling time assigned at each experimental point was about 15s and the transitions represented by solid lines for 0g (resp. dotted lines for 1g) in Fig. 2 was about a few seconds.
The experimental set-up incorporated a thermal system consisting of a loop used for controlling the initial temperature in the injection unit and the experiment cell. The temperature was then stabilized at the start of each experiment and measured (through embedded thermocouples) to be 24.8
• C for the 0g-experiment and 25.0
• C for the 1g-experiment.
For the 0g experiment, the thermalization system was disconnected at launch and the maximum deviation of the temperature during the whole experiment was not larger than 0.2
indicating a good thermal insulation of the experimental cell with the surrounding.
As mentioned above, the free surface was kept flat, even in the presence of evaporation, thanks to a flatness control system using the average curvature of the meniscus (measured on the Schlieren images) to discriminate between an overfilled and an under-filled liquid surface.
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A dedicated liquid injection unit was then activated to inject or retract liquid accordingly in order to maintain a flat surface (see also [12] ). The best resolution of the surface deflection was 10 −2 degree. This procedure additionally allowed to approximately infer the evaporation rate during the experiments, although reliable instantaneous values were not available for the microgravity experiment due to control-induced small-amplitude oscillations. Notice that this additional noise on the measurement did not prevent the experiment itself to be valuable but only reduced the scientific return (less points in the scenario could be explored).
III. EXPERIMENTAL OBSERVATIONS
We give below the experimental observations as they were obtained from low to high evaporation rates. The experimental images shown below are snapshots of movies recorded at a frame rate of 24 Hz, which was large enough to capture the interfacial ripple dynamics and exclude stroboscopic effects.
A. Low evaporation rates where σ is the surface tension, d is the thickness of the liquid layer, µ is the dynamic viscosity and χ is the thermal diffusivity. For ethanol, |dσ/dT | = 8.8×10
and χ = 8.7 × 10 −8 m 2 s −1 , such that for a typical temperature difference of ∆T = 0.5 K, the Marangoni number is about 2000, which is much higher than its critical value for the Marangoni-Bénard instability, namely Ma c = O(10 2 ) (see e.g. [3, 9] ). Being far above the instability threshold, strongly nonlinear behavior can be expected, such as the devel-opment of thermal boundary layers close to the interface [9] . This is why we believe these ripples originate from a secondary instability as said above (and as studied in [9] from a phenomenological model). Nevertheless, we have not yet been able to identify a threshold for these ripples to occur, given the transient nature of our experimental results.
The Schlieren picture for the corresponding ground experiment (Fig. 3b) shows a λ-shape structure moving, on the contrary, perpendicular to the gas flow direction. Double ripples -i.e. two Schlieren intensity extrema moving jointly and simultaneously -were generally present at low evaporation rate and disappeared systematically by increasing it. Notice they were also occasionally observed in microgravity (not shown here). outside annulus region of the upper boundary (outside the opening). Notice that the Stokes flow assumption applies rigorously in the limit of an infinite Prandtl number (P r = ∞) [16] , which is certainly not the case here (P r = 12 for pure ethyl alcohol at 25
it represents a convenient assumption to linearize the system of equations and get some insights of the unknown velocity field from the known surface temperature one. Results
show that the liquid flows outwards the hottest spot (in red) in all directions with a velocity that can be as large as 15 mm/s (see the reference arrow at the top right corner of Fig. 5b ).
If we now assume the ripples to be transported by the interfacial flow, it can explain why they can move upstream and downstream (see for instance Fig. 3c ). 
B. Transition to chaotic regimes
In 1g, inhomogeneities of the temperature field are much more pronounced than in 0g (Fig. 4b) . This fact is attributed to buoyancy, which reinforces the flows, in agreement with the fact that the ripples are generally more numerous and more disordered than in 0g at identical control parameter values. Care should be taken here however as due to the limited number of views, tomography might not be able to reconstruct more complex patterns arising in 1g with sufficient accuracy. Nevertheless, comparison between 0g and 1g allows to expect that microgravity delays and makes more gradual the onset of "interfacial turbulence", by suppressing buoyancy-driven flow and thus leading to a more "smooth" transition to chaotic regimes, driven then exclusively by thermocapillary effects. The transition to turbulence has been qualitatively defined here as the transition from nearly periodic to disordered (or chaotic) behavior in the observed evolution of thermal ripples at the interface. As mentioned above, no such transition has been found in 1g where disordered behavior was observed already for the lowest flow rate (F = 100 ml n /min) and at any pressure. In 0g, such a transition has been identified at point C in Fig. 2 (in the accuracy limit of the experiment and in a qualitative sense only since each step of the experiment is inherently transient). For lower evaporation rates, ripples occur one by one with an apparent periodicity while moving at similar speed. For higher evaporation rates, the periodicity is broken, the number of ripples varies in time, as well as their speed and motion direction. surface velocity.
C. Intermittent behavior
Intermittent behavior refers here to stopping down and suddenly restarting of chaotic behavior at intervals. Figure 6 shows such intermittent behavior where chaotic behavior stops for more than 3 s when a primary ripple stays at rest (from 4 s to 6 s) before moving slowly downstream (from 7 s to 8 s) and giving rise to more disordered bursts afterwards (not shown). Though less obvious, intermittent behavior has also been observed in 1g as shown in Fig. 7 . Indeed, the chaotic behavior does not disappear totally like in 0g but was diminished for some seconds during the time a primary ripple stays at rest (compare the snapshot at 4s with those before and after).
D. High evaporation rates
At higher evaporation rates, ripples interaction becomes more intense as shown in Fig. 8 for 0g. We also observe here a transition from a cross to a distorted H-shape (see dotted lines). Now, in 1g and for similar values of the control parameters, the numbers of ripples is much larger and their average frequency of appearance much higher. Figure 9 shows that they even form polygonal patterns at high evaporation rates. Interestingly, most of the ripples are aligned with the gas flow direction in 1g while they are perpendicular to it in 0g. This qualitative difference can be related to the strongly different large-scale thermal structures in 0g and 1g (compare Fig.4 a and b) -remember the ripples arise from a secondary instability of these structures. Yet, no explanation has been found to rationalize the different orientation of the primary ripples for 0g and 1g conditions.
IV. DATA ANALYSIS
Reconstruction of three-dimensional temperature field has been achieved for all experimental points. Although temperature gradients get stronger at the interface when the evaporation rate increases, no qualitative change has been observed as compared to Fig. 4 .
Especially in 0g, the single convection cell seen in Fig. 4a was present during the whole experiment. This confirms that interfacial turbulence due to higher evaporation rates does not significantly affect the large-scale flow in the bulk. The penetration depth of thermal ripples can thus be assessed to be about 200 µm, which is the limit of spatial resolution of the tomograph in the z-direction (yet, they can be detected by eye on the interferograms). Figure 10 reports for both microgravity and ground experiments the maximum temperature difference recorded on the upper slice of the reconstructed temperature field (i.e. just underneath the interface) for various evaporation rates represented arbitrarily by the ratio F/P . It shows that a temperature difference of about 1K sets up even for small evaporation rates and that the increase is roughly linear in both 1g and 0g. The fact that the slope is less pronounced in 1g than in 0g (by a factor three) might be due to the additional mixing induced by the buoyancy effect. For comparison purpose, we also report in Fig. 10 the data points corresponding to simulations performed in the next section. 
V. MODEL OVERVIEW AND NUMERICAL RESULTS
Numerical simulations have been performed using the commercial software FLUENT based on the volume of fluid method and accounting for the dynamics of both the liquid and the gas phases. The three-dimensional geometry for the numerical simulations has the same dimensions and general features as those of the experimental cell sketched in Fig. 1 . The numerical model includes the Navier-Stokes and the energy equations in both the liquid and the gas phases, in addition with the vapor concentration equation in the gas phase. The only external field that is considered is the gravitational one, when present. The effect of evaporation is also taken into account at the liquid-gas interface in a way described in [3] , though here in three-dimensions.
Boundary conditions include the no-slip condition at the walls of the liquid cell and the gas channel, as well as at both sides of the stainless steel foil. At the liquid-gas interface, the mass conservation condition and the tangential stress balance including thermocapillary (Marangoni) stress are imposed. The interface is assumed non-deformable, horizontal, flat and motionless so the normal stress balance can be ignored. A constant flow rate is imposed at the inlet of the gas channel and a free flow condition is prescribed at the outlet.
The temperature is set constant at the bottom of the liquid cell, while the other walls of the liquid cell and of the gas channel are considered adiabatic. Indeed, despite the thermalization during the experiment (that was only effective for the 1g condition as explained in section II), the lateral walls of the cell are made in glass and are quite thick such that thermal transfer should be weak, i.e. low thermal conductivity and low heat transfer coefficient on the other side of the walls. This argument also applies for the walls of the gas channel. In consequence, all the external surfaces are well isolated thermally. In any case, the lateral walls being quite far from the zone of interest, the choice of the thermal boundary condition (isothermal vs. adiabatic) does not influence significantly the results. The only wall for which the adiabatic condition cannot be a fair approximation is for the stainless steel foil separating the liquid and the gas, especially near the liquid opening. Nevertheless, the good agreement between numerical and experimental results that we present hereafter let us believe that the consequences of accounting properly for the heat transfer through the stainless steel foil are not significant, at least in the parameter ranges considered in the present study.
At the liquid-gas interface, the balance of heat fluxes (including latent heat consumption) and the continuity of the temperature are imposed. It is also assumed that local equilibrium prevails at the interface, which is impermeable to the nitrogen present in gas phase. In addition with interfacial boundary conditions given in [3, 9] , more details regarding their implementation in the special geometry treated here can be found in [18] .
For the discretization, a total number of 430 756 mesh points has been used with a refinement of the mesh close to the boundaries where the gradients of temperature and vapor mass fraction are the strongest. This number of computational points has been chosen according to a mesh sensitivity test ensuring the convergence of the solutions. The average characteristic length of the control volumes is therefore 500 µm except in proximity of the interface where the mesh is refined (typical size of 250 µm).
The simulation has been initialized by filling the gas channel with pure nitrogen and the liquid cell with pure ethyl-alcohol, both at rest. The temperature of the whole cell was also set at 25
• C at initial time. We note that no disturbances have been artificially imposed, although the numerical errors (always present due to the truncation of the derivative and flux terms in the numerical discretization) could have some effects in triggering the rippleforming process. The numerical images that are plotted in this section correspond to a time after which the large-scale flow structures are already established (about 40s), even though an evolution occurs on a longer timescale of the order of the thermal diffusion timescale (of the order 250s).
Simulations presented in this section have been performed for P = 800 mbar and F = 300 ml n /min (corresponding to point C in Fig. 2 ). Figure 11 shows snapshots of the interfacial temperature field obtained for 0g. Comparing to experimental results given in Fig. 6 , we see similarly the presence of vertical primary ripples moving slowly from the place they are generated (see from 4 s to 8 s) and then moving faster while approaching the edges of the opening where surface tension gradients are the largest (see e.g. the primary ripple on the left at 2s which has totally disappeared at 4 s). The fact that thermal ripples are found by direct numerical simulations and that their dynamics compare qualitatively well with experimental results is quite remarkable at least as far as the basic mechanisms are concerned, i.e. secondary instability of large-scale convection cell and Marangoni-driven ripple motion along the interface. It also shows that the system of equations and boundary conditions used in the code is a relevant physical model. Consequently, additional information can then be obtained from simulations, as for instance the fact that thermal ripples appear systematically colder than the interface temperature, which could not be assessed experimentally.
Looking now at the velocity field at a given time for the same conditions, numerical results plotted in Fig. 12 compare again qualitatively well with the velocity vectors reconstructed in the infinite-Prandtl-number limit from the measured temperature field (see Fig. 5b ).
The fact the surface velocity obtained from numerical simulations are consistent with the measured surface velocity confirms that the thermal Marangoni effect is a dominant effect in the dynamics of interfacial ripples. This fact can also be verified by estimating the typical interfacial velocity induced by the Marangoni stress, namely
For ethanol and a temperature difference of ∆T = 0.5 K, one finds u s ∼ 1 cm/s, which is indeed consistent with both the numerical simulations and the experimental measurements. Typical pathlines have also been computed from numerical results and shown in Fig. 12 .
They are drawn in perspective (out of plane with respect to the interface) to assess the threedimensional trajectory indicating a spiral motion as inferred experimentally from particles motion (see Fig. 5a ). The velocity magnitude along the pathlines also turns out to be reminiscent of the experimental observations, i.e. slow and deep in the bulk for those moving toward the center of the cell while fast and near the interface for those moving toward the Finally for the same conditions as above, we present in Fig. 13 simulation snapshots for 1g conditions. It shows vertical ripples moving essentially parallel to the gas flow direction (see from 2 s to 2.75 s) with a larger speed than the horizontal primary ripples that are nearly immobile during the time of the sequence. This numerical result is qualitatively similar to the experimental observations where the primary ripples have a different orientation in 1g than in 0g conditions. Numerical results in 1g also shows more cellular-like polygonal patterns (to be compared with Fig. 9 ).
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VI. CONCLUSIONS
In complement to the first observations reported in [11] , we have shown in this paper additional experimental evidence of thermal structures in the form of short-scale ripples at a free surface of an evaporating liquid. Microgravity conditions allowed us to scrutinize different regimes by varying the evaporation rate from low to high values, such that the transition to chaotic behavior (or "interfacial turbulence") could be qualitatively identified. Thanks to Schlieren visualization of the interface, three-dimensional tomographic measurements of the temperature field in the bulk and tracking of dust particles, we collected sufficient information to get a good picture of the Marangoni-driven velocity field, which could then be inferred from direct numerical simulations. Details such as the interfacial temperature and velocity fields, spiral-like particle pathlines and ripples motion were found to be in good qualitative agreement. We thus believe that the present work and the consistent comparisons between experimental data and numerical simulations provide a significant progress in the understanding of the mechanisms responsible for the occurrence of interfacial thermal ripples, and the development of interfacial turbulence found for both 0g and 1g conditions. Because of the short microgravity time of the sounding rocket experiment (6 minutes), only transient regimes could be observed however. Stationary regimes are thus planned to be investigated during the CIMEX-1 experiment on board the International Space Station.
