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Abstract
The formation of auditory events requires integration between successive sounds. 
There is a temporal limit below which a single sound event is perceived while above 
which a second perceptual event is formed. Behavioral studies applying the Temporal 
Order Judgment paradigm showed that this boundary is between 20 and 70 ms. Here 
we provide event-related potential (ERP) evidence from two experiments showing a 
qualitative change in the processing of tone pairs between 25 and 75 ms within-pair 
inter-stimulus intervals (ISI). We also show that this temporal boundary can be 
influenced by the immediate acoustical context, the statistical distribution of the ISIs 
within the sequence of tone-pairs. 
Keywords: temporal order judgment (TOJ), temporal integration, ERP, perceptual event 
formation
1. Introduction
Temporal changes provide essential information for cognition. They are especially 
crucial for auditory perception, which substantially relies on sequential decoding of the 
incoming stimuli in order to identify objects. Temporal processing in the human brain 
can be studied on different time scales from microsecond resolution allowing sound 
localization to circadian rhythms of multiple hours influencing sleep-wake cycles (Mauk 
& Buonomano, 2004). The present study focuses on the temporal resolution of the 
auditory system determining the limits of perceptual event formation, the formation of 
information chunks organized in so called perceptual moments (Pöppel, 1997; Stroud, 
1956; Kristofferson, 1967; Shallice, 1967), because it directly influences cognition and 
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motor organization (Pöppel, 1997, 2004; Humes et al., 2013). The length of the 
perceptual moment is primarily estimated through psychophysical methods whose 
results may also depend on higher level processes. Therefore, we looked for an 
electrophysiological marker/index of the lower temporal limit of the formation of a 
second perceptual moment, a qualitative change in the electrophysiological response as 
a function of the interval between two sounds (“electrophysiological boundary”) that 
would be resistant to individual response strategies. Such a marker could be utilized for 
better understanding the properties of auditory event formation, such as its sensitivity to 
contextual changes. In two experiments, we explored these issues. 
‘Perceptual moment’’ is a block of information defined by a time interval that has 
only one time tag within the auditory system and therefore, the temporal succession of 
its constituent physical events cannot be reliably established. The content of a moment, 
a unitary perceptual event can reach consciousness although this is not necessary. 
Note that a perceptual event is a result of a cognitive analysis while a physical event is 
defined through theoretical (mathematical) separability of the stimulus (e.g., two tones 
separated by a silent period). Pöppel (1997) suggested that the length of the perceptual 
moment can be assessed by temporal order judgments (TOJ). Based mainly on such 
measurements, the length of a perceptual moment has been estimated to be ca. 20-70 
ms (Fostick & Babkoff, 2013; VanRullen & Koch, 2003; Szymaszek et al., 2009; Pöppel, 
1971, 1997, 2004; Hirsh & Sherrick, 1961; von Baer, 1864). The accuracy of order 
judgements decreases with decreasing inter stimulus intervals (ISI) or with stimulus 
onset asynchrony (SOA). The distinction between ISI and SOA is not practically 
relevant with non-overlapping stimuli having short durations. However, the loss of order 
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detection is not equal to the loss of correct cardinality perception (the perception of one 
vs. two sounds); indeed, synchrony judgments are dissociable from order judgments 
(Binder, 2015; Love et al., 2013; Van Eijk et al. 2008). The number of sounds can be 
correctly judged earlier (after 5-10 ms, Litovsky et al., 1999) than their order, therefore it 
is easier to judge non-synchrony than the correct order. With the goal of finding a 
physiological correlate of the perceptual moment, the current study measured temporal 
order judgments. 
The grouping of continuous or successive input signals into a unitary perceptual 
chunk accompanied by the loss of temporal order has been referred to as integration or 
fusion in the literature. However these concepts have been applied to very different 
processes. Here we attempt to clarify the concept of the grouping process assumed to 
underlie perceptual event formation by contrasting it with other types of grouping 
processes.
In the research of sound perception, the term integration usually refers to the 
interdependence of consecutive events, while the term ‘temporal integration window’ 
refers to a 150-200 ms interval within which sound energy is summed and constituent 
events (if any) are strongly associated (Zwislocki et al., 1960; Pedersen & Salomon, 
1977; Saija et al., 2014). Violating one of the constituent events within this interval elicits 
the Mismatch Negativity (MMN; Näätänen, 1990) event-related brain potential (ERP) 
response (Yabe et al., 1997; Yabe et al., 1998; Sussman et al., 1999). This interval also 
matches the temporal extent of the “short auditory store” proposed by Cowan (1984), 
which can be considered as a process rather than a static store (for compatible 
concepts, see Massaro, 1975; Näätänen & Winkler, 1999). The temporal integration 
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window is known to be sensitive to spectral grouping, such that probably multiple 
temporal windows coexist for the same period, covering widely different spectral ranges 
of the incoming stimulus. This explains some auditory streaming phenomena (see, e.g., 
Shinozaki et al., 2003) as well as the lack of masking within continuous speech (noted 
by Cowan, 1984). In contrast, the processes associated with perceptual moment 
formation, are less dependent on spectral features (see, e.g., Simon and Winkler, 
2018). Further, the minimal interval for perceptual moment formation is much shorter 
than the temporal integration window (20-70 ms as opposed to 150-250 ms); thus they 
probably represent two different time-scales within the temporal structure of perception 
(see, e.g., Pöppel, 1997). The processes forming perceptual moments are often 
referred to as fusion (a strong merging of events) rather than integration. However, 
fusion is a concept generally used by the precedence effect phenomena (Litovsky et al., 
1999), the collection of processes requiring shorter onset asynchronies than perceptual 
moment formation. The precedence effect refers to the dominance of the leading sound. 
If the onset asynchrony is below ~1 ms, a unitary percept is formed from the two sounds 
and, although auditory features of the event, such as its perceived location are 
influenced more by the leading sound, the lagging sound also affects the percept (e.g., 
a left- and a right-side sound together is localized to the center). At onset asynchronies 
around 5-10 ms, an echo threshold is found with the fused percept splitting into a 
percept with two components. This threshold is more or less universal among vertebrate 
species (Dent & Dooling, 2004). However, longer thresholds have also been reported 
with speech sounds (Haas, 1951). As a result, Cutting (1976) differentiated six types of 
fusions in dichotic listening to linguistic stimuli. 
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In the current study, we focus on the temporal boundary at which the unitary 
perceptual event, characterized by the impression of a coherent double sound 
(“integrated pair”), splits into two consecutive perceptual events, each having ‘time tags’ 
that allow correct order judgement. Conceptualizing the temporal resolution of 
perceptual event formation by order discrimination has been also used in clinical 
applications, as temporal order training was shown lead to performance improvements 
in patients with temporal lesions (Steinbüchel & Pöppel, 1993) and with developmental 
language disorders (Fostick et al., 2014; Tallal et al., 1996; Merzenich, 1996). 
The formation of perceptual units has been proposed to be implemented in the 
brain by high-frequency oscillations (Schwender et al., 1994; Pöppel, 1997), such as the 
gamma oscillation (Galambos et al., 1981) or by the half cycle of the alpha rhythm 
(Kristofferson, 1967). In contrast to a pure integration process that can be 
conceptualized as a ‘neural high pass filter’, discretization of the input by neural 
oscillations implies that perceptual event formation is jointly determined by the temporal 
separation between consecutive constituent events and the phase of these events with 
respect to an intrinsic neuronal oscillatory process (VanRullen & Koch, 2003). The 
notion of discretization by neural oscillations is gaining interest again in recent research 
(VanRullen & Koch, 2003; Poeppel, 2003; Cecere et al., 2014; Florin et al., 2017). 
However, the separation of consecutive events does not necessarily require neural 
oscillations; it might also be the result of difference computation between changing 
system states (Mauk & Buonomano, 2004). We note that the current study is neutral 
regarding the proposed mechanisms of event separation. 
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Few electroencephalographic (EEG) studies employed stimuli compatible with the 
spatial version of the temporal order judgment (TOJ) task, which requires listeners to 
judge the order of two sounds differing in their source location. There is also a spectral 
version of the TOJ task, which requires listeners to judge the order of two tones of 
different pitch. However, recent results suggest that performance in the spectral TOJ 
task is based on a holistic processing strategy, rather than pure order judgement (Fink, 
Churan & Wittmann, 2005; Szymaszek et al., 2009; Fostick & Babkoff, 2013). 
Bernasconi and his colleagues published three studies (2010a, 2010b and 2011) in 
which they focused on the electrophysiological indices of accurate TOJ judgments. 
They showed that the accuracy of TOJ judgements depends on interhemispheric 
decoupling at a very early processing stage (40-70 ms post stimulus), probably 
providing a clear time tag for the first sound, and it is also influenced by the pre-stimulus 
beta-band activity. However, in these studies, the inter stimulus interval (ISI) varied 
across participants as it was fitted to the participants’ psychophysical threshold. With 
this procedure, some late components could be significantly attenuated by averaging 
across participants. In the current study, we tested the formation of the second event by 
parametrically varying the ISI within the tone pairs. We assumed to find a qualitative 
change between the responses evoked by grouped sound pairs vs. those processed as 
two separate events. One possibility that could produce such a qualitative change is 
based on the notion that two perceptually distinct sounds evoke two separate onset 
responses. For example, Loveless and his colleagues (1995) recorded 
magnetoencephalographic responses (MEG) to binaurally delivered tone pairs in a 
passive paradigm varying the within-pair SOA between 70 and 500 ms. The responses 
8
were dominated by two N100m peaks. The N100m response provides a good estimate 
of the auditory cortical component of the auditory N1 response recorded with EEG. The 
auditory N1 is a response to rapid energy change (e.g., an onset response). It peaks ca. 
100 ms from the energy change receiving contributions from multiple brain sources 
(Näätänen, & Picton, 1987; Giard et al., 1994).
Lewandowska and her colleagues (2008) tested ISIs, which are closer to those of 
the current study. They compared the responses between ISI = 10 ms and ISI = 60 ms 
to two binaurally presented pure tones of different frequencies. They showed a P2 
attenuation in the longer compared to the shorter ISI condition. A possible explanation 
of this result, is that the P2 overlapped a second distinct N1 response in the ISI = 60 ms 
condition, which resulted in the observed reduced P2 amplitude. However, because 
Lewandowska et al’s study (2008) used an active paradigm, a possible second N1 
effect cannot be disentangled from a smaller P2 response to a perceptually less 
ambiguous stimulus pair.
In Experiment I, we varied the within-pair ISI between 35 and 75 ms, i.e., around the 
psychophysical threshold previously measured in our lab by TOJ (Simon and Winkler, 
2018). Our test is based on the assumption that when two constituent events are 
grouped into a single perceptual event, a single N1 response is elicited. In contrast, 
when the two events are perceived separately, then two successive N1s are elicited. On 
this basis, we expect a larger ERP difference between the responses to tone pairs of 
neighboring ISIs at the border between grouping and separation than with the same ISI 
difference when either both tone pairs are processed as a single event or both are 
treated as two separate events. We also tested the sensitivity of the threshold to the 
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statistical context, because an adaptive event formation mechanism has ecological 
plausibility (Winkler et al., 1990; Hermann et al., 2015). To this end, in Experiment I, we 
varied the probabilities of the pairs with different within-pair ISIs across different 
stimulus blocks. If the probabilities of the different ISIs within the sequence influence the 
electrophysiological boundary in the given condition, then different boundaries will be 
obtained across blocks. Specifically, adaptation to the most frequently appearing ISI or 
to the probability-weighted average of the ISIs in the sequence would result in 
boundaries being close to the frequent ISI within the sequence. Experiment II, provided 
controls for the effects found in Experiment I. 1) The presence of unequal probabilities 
of the within-pair ISIs in the sequences could itself have resulted in finding a threshold-
like electrophysiological effect. Therefore, Experiment II employed equal ISI 
probabilities to confirm that the detection of the threshold was not dependent on 
unequal ISI probabilities. 2) The context effect found in Experiment I was compatible 
with the notion of adaptation to the most-frequent/weighted-average ISI. By presenting 
the different ISIs with equal probabilities, we tested whether the context effect reflected 
the probability-weighted average of the ISIs present in the sequence. Thus, the 
presence of an electrophysiological boundary in both Experiments would strongly 
suggest the existence of qualitatively different processing of sound pairs with different 
short ISIs, and that the processing differences are detectable by the ERP method. 
Further, finding threshold changes compatible with adaptation to the probability-





Twenty-one healthy young adults (age between 20 and 26 years, 17 right-handed, 13 
female) were recruited for this experiment. Participants signed an informed agreement 
prior to the experiment. The study was approved by the United Ethical Review 
Committee (EPKEB; the institutional review board). Participants received a modest 
monetary reward. None of them had hearing thresholds higher than 30 dB at any of the 
250 Hz, 500 Hz, 2000 Hz or 4000 Hz frequencies, a threshold higher than 15 dB at 
1000 Hz, or a between-ear threshold difference higher than 20 dB. The study was 
performed in the sound-attenuated electrophysiology laboratory of the University of 
Szeged.
2.1.2. Stimuli and procedure
Sound pairs comprised two 800-Hz pure tones of 10 ms duration, each (1-1 ms linear 
rise and fall times). The sound pairs were produced by an E-MU 1212M sound card at 
78 dB SPL (measured with looped tones) with 850 ms between pair-onsets. They were 
delivered via Sennheiser HD25-SP II headphones, the first tone to the right and the 
second to the left ear. There were four stimulus conditions, each delivered in a separate 
stimulus block of 1500 tone pairs.
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 Three out of the four conditions delivered a sequence comprising five types of different 
tone pairs (Table 1). The pairs differed in the within-pair inter-stimulus interval (ISI: 35, 
45, 55, 65, and 75 ms). Four pairs were presented with 0.1 probability and one pair with 
p = 0.6 (frequent stimulus). The frequent-stimulus ISI was in separate blocks either 35, 
55, or 75 ms (denoted as C35, C55, and C75 from here on). The fourth condition was 
an oddball sequence with ISI = 55 as the standard (p = 0.9) and ISI = 75 as the deviant 
(p = 0.1). The oddball condition was set to test whether the mismatch negativity (MMN; 
Näätänen et al., 2007) ERP response was elicited by ISI differences in this parameter 
range. The order of the pairs within the sequences and the condition order were 
randomized separately for each participant. During the EEG recording, participants 
watched a self-selected silent movie with subtitles. Each stimulus block (condition) 
lasted about 22 minutes. Breaks were provided to participants between the stimulus 
blocks as needed.
Condition \ ISI (ms) 35 45 55 65 75
Condition I (C35) 0.6 0.1 0.1 0.1 0.1
Condition II (C55) 0.1 0.1 0.6 0.1 0.1
Condition III (C75) 0.1 0.1 0.1 0.1 0.6
Condition IV (Oddball) 0 0 0.9 0 0.1
Table 1.  Tone-pair (ISI) probabilities in the four experimental conditions.
Spatial Temporal Order Judgment task 
The experimental session started with a behavioral threshold measurement. The 
participant was instructed to judge the order of two short (10 ms, 1-ms rise and 1-ms fall 
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times) pure tones (800 Hz) by marking whether the pair started at the right or the left ear 
– trials starting at the left and right ear were presented with equal probability. There was 
no time pressure on responding. Two practice phases were carried out before the 
threshold measurement. In the first phase, six ISI = 150 ms pairs were delivered, and 
after each button press, feedback was provided at the center of a computer screen 
placed in front of the participant and the next trial started 500 ms after the button press. 
In the second practice phase, 6 pairs with ISI = 150 ms and another 6 with ISI = 100 ms 
were delivered in random order, and a summary of the performance was provided after 
each series. With this procedure, all participants reached a better than 80% 
performance in three or fewer series (the inclusion criterion was 75%) indicating proper 
knowledge of the assignment of the response button assignment. The inter-trial interval 
measured from the response to the previous sound pair was 600-900 ms (uniform 
probability). The threshold was measured using a three-down-one-up adaptive 
algorithm that stopped after eight errors (“up” turning points), and the individual’s 
threshold was calculated as the average of the last six up turning points or three 
consecutive errors at the same ISI. The initial ISI was 120 ms and the initial step size 
was 20 ms. The step size was halved after each downward steps (three consecutive 
correct responses) until the minimum step size of 5 ms was reached. The order of the 
tones was randomized and the pair was equally likely to start on either side. The 
threshold measurement lasted for about 2 minutes.
2.1.3. EEG recording 
The EEG was recorded with a 32 channel Biosemi DC coupled amplifier (Biosemi,  
Amsterdam, Netherlands - https://www.biosemi.com/index.htm). The placement of the 
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electrodes followed the International 10/20 system with additional electrodes placed 
over the two mastoids and the nose. Voltage was recorded with 1024 sampling rate at 
24 bits. The built in low pass filter had a 5th order sinc response with the ~3 dB point at 
1/5th of the selected sample rate. In the Biosemi EEG system, an amplifier zero 
reference setup is realized through the CMS (active) and DRL (passive) electrodes 
positioned on the two sides of the Cz electrode location 
(https://www.biosemi.com/faq/cms&drl.htm). These contacts form a feedback-loop 
between the electrode montage and the amplifier replacing the traditional ground 
electrode. 
2.1.4. EEG analysis
The MATLAB R2014a software (MathWorks Inc.) was used for analysis with functions 
from the EEGLAB (Delorme & Makeig, 2004) and ERPLAB toolboxes (Lopez-Calderon 
& Luck, 2014). The signal was re-referenced to the nose electrode and filtered between 
1 and 20 Hz with a finite impulse response filter (Kaiser window = 5.6533). The 1 Hz 
high pass filter was chosen because we found slow fluctuations in some of the 
recordings. The 20 Hz low pass value was necessary because of high-frequency noise, 
which was caused by the headphone. ICA analysis was conducted on the filtered 
signals and the components related to eye movements were removed based on the 
recommendation of the ADJUST 1.1.1 software (Mognon et al., 2011). Epochs were 
generated with 100 pre- and 800 ms post stimulus intervals for each sound pair and 
baseline corrected to the pre-stimulus interval. Epochs were rejected from further 
analysis if their amplitude variation exceeded 100 µV. For each participant, at least 110 
trials/condition were retained after artifact rejection. In order to reduce noise, an artificial 
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fronto-central EEG channel was averaged from the signals measured at Cz, Fz, FC1, 
and FC2. Statistical analyses were performed on amplitude measures from this 
channel.
2.1.5. Statistical analysis
For testing the ERP differences between pairs differing by only one ISI step (10 ms), 
irrespective of the probability of the pair, point-by-point nonparametric t tests using 3000 
permuted data sets were performed. Only significant effects (p < .01) lasting for at least 
consecutive 20 data points (~20 ms) are reported and interpreted. 
The average amplitude measured from the 210-250 ms post-stimulus interval was 
selected for further statistical analyses, because it was common to all of the intervals in 
which significant difference between the ERPs elicited by pairs with adjacent ISIs was 
obtained in the point-by-point t tests. The effects of ISI and statistical context were 
tested by a repeated measures ANOVA (rmANOVA) with the factors CONTEXT (N = 3: 
C35, C55, and C75) and ISI (N = 5: 35, 45, 55, 65, and 75 ms). Whenever Mauchly’s 
test of sphericity was significant, the degrees of freedom were adjusted by the 
Greenhouse-Geisser correction. The alpha level was set to .05. Pairwise differences 
were post hoc tested using the Bonferroni correction.
In order to follow-up the apparent shift in the effects of ISI on the N1 morphology 
between contexts C35 and C55 (see Figure 1) an additional rmANOVA was conducted 
on a subset of the data: CONTEXT (N = 2: ISI 35, 55) and ISI (N = 3: ISI 45, 55, and 
65).
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Spearman’s rank correlation was employed to test the relationship between the 
electrophysiological and behavioral data as the latter could only be established on an 
ordinal scale. The individual electrophysiological boundaries were assessed based on 
the Chebyshev distance (d = max(|pi - qi|)) between ERPs elicited by tone pairs differing 
in one ISI step; p is the vector of ERP amplitudes measured from the 210-250 ms 
interval for the shorter-ISI and q for the longer-ISI tone pair of the comparison 
(difference based estimation).
3. Results
3.1. Electrophysiological results. 
The ‘deviants minus standard’ difference waveforms measured in the oddball condition 
did not show significant MMN even when the 20-consecutive-point restriction was 
removed (see Supplementary Figure I). Therefore, the subtractions between tone-pairs 
with adjacent ISI values are probably not influenced significantly by contributions from 
MMN. 
The differences between the ERPs of stimulus pairs with adjacent ISI values (10 ms 
step) were significantly different from zero (p < .01) for at least 20 consecutive data 
points in the following comparisons: for 55 vs. 45 ms, between 211 and 247 ms in the 
C35 condition; for 65 vs. 55 ms, between 202 and 261 ms in the C55 condition; and for 
65 vs. 55 ms between 220 and 248 ms in the C75 condition. Figure 1 shows the ERP 
response to each sound-pair from the artificial fronto-central EEG channel with the scalp 
topography of the ERP difference between pairs with adjacent ISIs plotted for the 210-
250 interval. 
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The rmANOVA of the 210-250 ms mean ERP amplitudes yielded a significant effect of 
ISI (F(4,80) = 27.72, MSE = 1.03, p < .001, 2 = .58). Post hoc tests revealed that only 












45 – 35 -.133 .133 1 -.551 .285
55 – 45 -.424 .145 .084 -.881 .033
65 – 55 -.717 .169 .004 -1.251 -.184
75 – 65 -.233 .172 1 -.777 .311
Table 2. Mean voltage differences in the 210-250 ms post stimulus interval between the 
ERPs elicited by pairs with adjacent ISIs (CI95 = 95% confidence interval).
Neither the main effect of CONTEXT, nor the interaction between CONTEXT and ISI 
reached significance. However, Figure 1 appears to show a shift between the C35 and 
C55 contexts: whereas in the C35 context, the average ERP elicited by the ISI=55 ms 
pairs is similar to those elicited by longer-ISI pairs, in the C55 and C75 contexts, the 
ERP for ISI=55 ms is more similar to those for the shorter-ISI pairs. The rmANOVA 
conducted on the relevant subset of data yielded a significant CONTEXT × ISI 
interaction (F(2,40) = 3.74, MSE = .56, p = .032, 2 = .158).
3.2. Behavioral results and correlations between the behavioral and ERP threshold 
measures
The mean TOJ threshold was 36.07 ms (SD = 23.32, min. = 5, max. = 71.67). This 
threshold did not show significant correlation with the electrophysiological threshold: 
r(19) = .345, p = .12 .
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Figure 1. Group-average (n=21) ERP responses to individual tone pairs measured from 
the artificial fronto-central EEG channel. The three panels show the responses for the 
different frequent-pair conditions: C35, C55 and C75 (top, middle, bottom panel, 
respectively). In each panel, one response was elicited by the frequent tone-pair of the 
condition, whereas the other four by infrequent tone-pairs (see Section 3.1) – the lack of 
MMN in the control condition allows comparing between ERPs elicited by frequent and 
infrequent pairs similarly as between two infrequent pairs. The horizontal line-segments 
below the waveforms represent intervals with significant (p < .01) point-by-point 
difference between ERPs elicited by sound pairs with adjacent ISIs (differing in 10 ms); 
the line color of the horizontal segment corresponds to the color of the ERP waveform 
representing the pair with the longer of the two ISIs. On the right side of the figure two 
columns of scalp-distribution displays are shown. The rightmost column depicts the 
scalp distribution of the ERP amplitude difference between pairs with adjacent ISIs 
measured from the 210-250 ms post-stimulus interval. Cold colors indicate that the pair 
with the longer of the two ISIs elicited a more negative response than the pair with the 
shorter ISI. The left column shows the scalp distribution thresholded by the significance 
of the difference (p < .01) between the ERPs elicited by the same two pairs. Note that 
the thresholding was based on the comparison of average amplitude measurements 
used in the statistical analysis and thus it does not directly correspond to the point-by-
point differences shown below the ERP responses.
4. Experiment II
Although, in the first experiment, we did not find MMN in the control condition, the 
context manipulation was tied to inequality in the probabilities of the pairs with different 
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ISIs. This could have affected the finding of an electrophysiological boundary at least in 
the C35 and C75 conditions in which the frequent ISI was at one or the other end of the 
range. If the auditory system treated the frequent pair and the nearest one as members 
of one category (e.g., ISI = 75 ms along with a similar pair with ISI = 65 ms as “long-
ISI”) and the rest as the other category (“short-ISI in C75), then the contrast would have 
resulted in qualitatively differently processing exemplars of the frequent vs. the rare 
category and thus possibly in the elicitation of ERPs like those obtained in Experiment I. 
Therefore, in Experiment II, we tested whether the context effect observed in 
Experiment I was due to unequal stimulus probabilities or to differences in the mean ISI. 
Two conditions were tested: in the first condition, the ISI varied from 25 ms to 75 ms (six 
different pairs; Wide ISI range condition), while in the second condition only from 25 ms 
to 55 ms (four pairs; Narrow ISI range). The order of the first and second condition was 
not randomized, because the N1 can get attenuated with time (Lange, 2009) decreasing 
the detectability of a boundary, the primary goal of the second experiment. To assess 
the effects of time on the position of the boundary, the stimulus blocks (conditions) were 
a priori split to two halves.
The fixed order of the presentation of the conditions brings up the possible confound 
that auditory temporal resolution changes due to general arousal/fatigue level between 
the two conditions as suggested by previous behavioral studies (e.g., Babkoff, 
Zukerman, Fostick, & Ben-Artzi, 2005). Further, repeated presentations of the stimuli 
may also influence the ERP response to sound onsets (Ross & Tremblay, 2009). In 
order to test the possible effects of time on task (time elapsed during the repeated 
presentation of tone pairs) on the position of the boundary, we separately analyzed the 
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first and second half of the responses obtained in the two stimulus conditions. If 
condition half significantly interacted with the ISI variable, it would signal that time on 
the task affected auditory temporal resolution. Further, we will note the possible effects 




Twenty healthy young adults were recruited for this experiment (age between 18-29 
years, 17 right-handed, 14 female). They signed an informed consent form and received 
a modest payment for their participation. The study was approved by the institutional 
review board (EPKEB). None of the participants had a hearing threshold higher than 35 
dB at any of the 250 Hz, 500 Hz, 2000 Hz or 4000 Hz frequencies, or a higher threshold 
than 20 dB at 1000 Hz or a between ear threshold difference higher than 15 dB at 
1000Hz. The study was performed in the sound-attenuated electrophysiology laboratory 
of the Research Centre for Natural Sciences, Budapest.
4.2.2. Stimuli and procedure
The same stimuli and locations were used as in the first experiment, except that an 
additional pair (ISI = 25 ms) was introduced and loudness was decreased to 68 dB SPL, 
because one participant of Experiment I noted that the sounds were quite loud. The 
sound pairs were produced by a Juli@ MAYA44 sound card (High Quality 24-bit 192 
kHz 4x4 reference – ESI Audiotechnik GmbH) and delivered through Sennheiser   HD   
600   headphones. Each condition delivered 1800 tone pairs, which resulted in 300 
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pairs/ISI for the wide range condition, and 450 pairs/ISI in the narrow range condition 
given the equiprobable presentation strategy. Each condition, separately, was delivered 
as a single continuous stimulus block, which lasted about 25.5 minutes. A break was 
provided to participants between the two conditions.
Before the EEG recording, there were six threshold measurements: three with a 
gamified version of the TOJ task and three classic psychophysical measurements, 
identical to the procedure described for Experiment I. In the gamified version, a red 
balloon was lifted up or descended corresponding to the performance, thus providing 
real-time visual feedback. Otherwise the procedure was the same as in the classical 
version of the task. The gamified measurement always followed the classic 
measurement after a few minutes break. This way, the classical TOJ measurements are 
comparable between experiments. Practice was given as described for Experiment I 
before the first TOJ measurement. One threshold measurement lasted for ca. 2 
minutes. The behavioral measurement lasted about 10-12 minutes overall.
Three classical TOJ measurements were used for improving the accuracy of the TOJ 
measure, whereas the gamified version was introduced as preparation for later on-line 
studies, to be compared with the classic method.
4.2.3. EEG recording
EEG was recorded with BrainAmp DC 64-channel amplifiers (Brain Products GmbH) 
and actiCAP active electrodes. A 0.1 Hz high-pass and a 250 Hz low-pass online filters 
were applied during recording. The placement of the electrodes followed the 
International 10/20 system. Three additional electrodes were employed: one on the tip 
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of the nose, one below the left, and the third lateral to the right eye. During recording, 
the FCz electrode served as the common reference. The EEG was sampled at 1000 Hz 
with 24 bits resolution.
4.2.4. EEG analysis
The same pipeline of analysis was followed as in Experiment I. After artifact rejection, at 
least 100 trials were retained for each participant/condition/half/ISI.
4.2.5. Statistical analysis
The difference waveforms were analyzed and electrophysiological boundaries were 
identified with the same procedure as was described for Experiment I. One exception 
compared to the procedures in Experiment I is that even significant differences not 
reaching the 20 consecutive point criterion are shown for the narrow ISI range condition 
within the latency range corresponding to the significant difference found in the wide ISI 
range condition.
The interval for amplitude measurements was set to 170-210 ms post stimulus, because 
the difference effects started earlier in this than in the previous experiment. The effects 
of the variables were tested by an rmANOVA with the factors of ISI (N = 4: 25, 35, 45, 
55), CONDITION (N = 2: ISI: Wide vs. Narrow), and BLOCK HALF (N = 2: first vs. 
second). ISIs that did not appear in the narrow ISI range condition were not analyzed 
(but the responses and their differences are shown in Figure 2). 




4.3.1. Electrophysiological results. 
In the Wide ISI range condition, the amplitude difference between the ERPs elicited by 
stimulus pairs of neighboring ISIs was significant for the ‘45 – 35 ms’ contrast in the 
175-218 ms interval. In the Narrow ISI range condition, significant difference was again 
found for the ’45 - 35 ms’ contrast. However, this difference appeared only in the 183-
192 ms time interval, not meeting the 20 consecutive data point criterion. 
The rmANOVA of the mean amplitudes yielded a main effect of BLOCK HALF (F(1,19) 
= 10.63, MSE = .64, p = .004, 2 = .35) and ISI (F(3,57) = 13.24, MSE = .55, p < .001, 
2 = .41) with no significant interaction between them and very low effect sizes for the 
interaction effects (effect sizes < 0.06 for the non-significant interactions: CONDITION x 
BLOCK HALF 2 = .027; CONDITION x ISI 2 = .028; BLOCK HALF x ISI 2 = .057; 
CONDITION x BLOCK HALF x ISI 2 = .015) suggesting that time on the task did not 
influence the amplitude-change as a function of the ISI (although the absolute values of 
the responses were significantly affected by the time elapsed from the onset of the 
continuous stimulation). Bonferroni post hoc tests revealed that only the responses to 












35 – 25 .005 .107 1 -.31 .32
45 – 35 -.470 .099 .001 -.760 -.179
55 – 45 -.108 .137 1 -.511 .296
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Table 3. Mean voltage differences in the 175-218 ms post stimulus interval between the 
ERPs elicited by pairs with adjacent ISIs (CI95 = 95% confidence interval).
Figure 2. Group-average (n=20) ERP responses to tone pairs measured from the 
artificial fronto-central EEG channel. The two panels show the responses for the 
different ISI-range conditions (I: wide, top; II: narrow, bottom). The horizontal line-
segments below the waveforms represent intervals with significant (p < .01) point-by-
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point difference between ERPs elicited by sound pairs with adjacent ISIs (differing in 10 
ms); the line color of the horizontal segment corresponds to the color of the ERP 
waveform representing the pair with the longer of the two ISIs. On the right side of the 
figure two columns of scalp-distribution displays are shown. The rightmost column 
depicts the scalp distribution of the ERP amplitude difference between pairs with 
adjacent ISIs measured from the 170-210 ms post-stimulus interval. Cold colors indicate 
that the pair with the longer of the two ISIs elicited a more negative response than the 
pair with the shorter ISI. The left column shows the scalp distribution thresholded by the 
significance of the difference (p < .01) between the ERPs elicited by the same two pairs. 
Note that the thresholding was based on the comparison of average amplitude 
measurements used in the statistical analysis and thus it does not directly correspond to 
the point-by-point differences shown below the ERP responses.
4.3.2. Behavioral results
The mean TOJ threshold of the three measurements in the classic psychophysical 
setup was M = 37.37 ms (SD = 24.96, min. = 10.83, max. = 87.22). The mean TOJ 
threshold in the gamified version was M = 59.64 ms (SD = 33.38, min. = 16.11, max. = 
134.44). The results of the two versions of the paradigm significantly differed from each 
other (t(19) = -5.877, p < .001,  = .645), but the correlation between them was strong 
( r(18) = .777, p < .001).
No significant correlations were found between the average TOJ and the 
electrophysiological threshold (Table 4).
Classic TOJ Gamified TOJ
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First block Whole cond. I First block Whole cond. II
rho .12 .19 .15 .27
p .601 .40 .507 .24
Table 4. Correlations between electrophysiological indices and behavioral thresholds.
5. General discussion
We found a boundary-like amplitude difference increase in pairwise comparisons 
between the ERP responses elicited by neighboring sound pairs differing in the time 
interval between two short dichotic sounds. That is, in each of our stimulus conditions, 
the amplitude difference was significantly larger between a single pair of neighboring 
tone-pairs at some non-terminal position of the tested ISI range than that between any 
other pair of neighboring tone-pairs. This is a sign of a qualitative processing change 
occurring between these pairs, i.e., a boundary between different processes as 
opposed to a continuous effect of the within-pair ISI. This pattern of results was 
expected based on the assumption that with longer ISIs, the second tone would trigger 
the formation of a second perceptual event. The emergence of a second onset 
response should cause a larger change between the ERP waveforms characteristic of 
the fused vs. the split event than that between tone-pairs differing by the same amount 
of within-pair ISI but not in the number of events.
A similar temporal processing limit was suggested by Steinschneider et al. (1999, 2005) 
who demonstrated that an additional response component appeared in the Heschl’s 
gyrus at long Voice Onset Times (VOT - the time interval between consonant onset and 
the onset of the glottal pulsation; VOT determines the difference between voiced and 
unvoiced consonants). Steinschneider and colleagues obtained similar results also with 
click trains suggesting the existence of a temporal limit in auditory processing 
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underlying the categorical perception of voiced and unvoiced consonants. The critical 
VOT has been found to be a function of sound frequency, showing that this temporal 
limit is adaptive. Our results are compatible with these findings, and add the observation 
that this temporal limit is also influenced by the statistical context. 
The current results are also compatible with the ‘perceptual moment’ hypothesis 
(Pöppel, 1971, 1997, 2004; Hirsh & Sherrick, 1961; von Baer, 1864), which defines a 
temporal limit/frame for perceptual event formation. A simple explanation for the non-
linear effect of the within-pair ISI is that the larger ERP difference between neighboring 
tone-pairs is due to the emergence of a second N1-like response above the observed 
ISI boundary. This explanation does not depend on the existence of a grouping 
mechanism that would be based on a fixed sampling rate and segment length (such as 
those proposed to utilize some brain oscillation; see Schwender et al., 1994; Pöppel, 
1997)), allowing the temporal limit to change from event to event. The N1 explanation is 
plausible based on the scalp distribution of the emerging waveform. Studies utilizing 
sound pairs with short ISIs usually describe a second N1/N100m (Loveless et al., 1995; 
Fox et al., 2010) but did not test shorter onset differences than 45 ms. Fox et al. (2010) 
found a second N1 even at SOA = 45 ms (ISI = 25 ms, tone duration = 20 ms) in their 
adult sample. However, because 45 ms was the shortest onset difference tested in their 
study, they could not have found the qualitative change observed in the current study. 
The auditory N1 response has been previously regarded as an exogenous component 
that is governed by the physical stimulus properties and influenced by the state (e.g., 
arousal, attention, etc.) of the listener (Näätänen, & Picton, 1987). However, it was later 
proposed that the N1 is an event-driven rather than stimulus-driven response (Nishihara 
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et al., 2011). The interpretation that the cause of the boundary-like behavior found in the 
current study is the emergence of a second N1 at longer within-pair ISIs is compatible 
with the event-driven conceptualization of the auditory N1: we would then suggest that 
N1 is elicited when a new sensory event is formed, which leads to the formation of a 
new perceptual event. The relatively late latency of the significant differences (peaking 
mostly at >200 ms) and the observed contextual effects are compatible with the notion 
that the processes underlying the observed threshold may contribute to perception.
Lewandowska et al. (2008) contrasted within-pair SOAs of 20 and 70 ms (ISI = 10/60 
ms and duration = 10 ms) and found a large negative difference between the two. 
These results are also compatible with the current ones. However, Lewandowska and 
colleagues (2008) interpreted the difference as the suppression of the P2 component 
elicited by the pair-onset. This is also plausible considering that in their active paradigm, 
the 70 ms SOA pair was easier to judge than the 20 ms one. The lack of a 
morphologically separate N1 together with the well discernible P2 component is 
compatible with this interpretation. The P2 suppression explanation is an example of a 
more general alternative explanation suggesting a non-linear sensitivity-change with a 
peak within the tested ISI parameter range. While this may be the case, the elicitation of 
a second N1 provides a simpler, more plausible explanation.
The lack of reliable correlation between the ERP-based boundary and the one 
established by behavioral methods prevents us from anchoring the observed 
electrophysiological boundary to TOJ measurements and through them to the concept 
of the perceptual moment. One possibility, of course, is that the two measures index 
different temporal boundaries. Therefore, we cannot confirm that the observed temporal 
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processing limit matches that suggested by the ‘perceptual moment’ hypothesis 
(Pöppel, 1971, 1997, 2004; Hirsh & Sherrick, 1961; von Baer, 1864). However, it is 
possible that attention (which differed between the EEG and the behavioral 
measurements) significantly modulates the formation of perceptual events. In support of 
this hypothesis one should note the well-known attentional sensitivity of the N1 wave 
(e.g., Hillyard, Hink, Schwent, Picton, 1973). We have putatively linked the N1 with 
auditory perceptual event formation. Further, the finding of both very short (5 and 10 
ms) and long (70 or 80 ms) behavioral thresholds may indicate that participants used 
different strategies for performing the task. In contrast, the passive ERP measurement 
is not confounded by listener strategies. It is also possible that the ERP measure 
benefited from the fixed pair onset-to onset interval, which may have provided a clearer 
time-tag for the first sound (in an otherwise ambiguous situation) than the random 
interval used in the TOJ measurement. If this improvement of the TOJ performance 
reflected reduced threshold for segmenting the two successive sounds, then it could 
have also affected the electrophysiological threshold. However, if improved tagging 
improved task performance without changing the threshold, then it does not apply to the 
current electrophysiological threshold, as it does not rely on order judgement. Finally, 
the lack of correlation could also have resulted from the noisiness of either or both 
estimates of the threshold. In addition to the general noise level of the two types of 
measurements, the ERP based threshold may be sensitive to long-term fluctuations in 
processing speed as well as to repetition-induced N1 attenuation (Ross & Tremblay, 
2009; Schwartze, Farrugia, & Kotz, 2013). The behavioral measure, in turn, could be 
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sensitive to attentional fluctuations. Better linking the behavioral and 
electrophysiological findings could be a direction for future studies.
In Experiment I, we found evidence that the probability with which a given ISI appears 
within the sequence influences the position of the threshold. The effect was not 
symmetric, as the threshold significantly changed between frequent ISI = 35 and 55 ms 
(C35 and C55) contexts but not between C55 and C75. Note that the threshold did not 
follow the distance to the frequent ISI, which would have indicated a mismatch-like 
response with respect to the expected/prototypical tone-pair. Further, in two of the three 
contexts (C35 and C75), the threshold-related significant difference was obtained by 
comparing between responses to pairs with equal (low) probabilities and the scalp 
distribution of the third significant difference (in the C55 context, where the difference 
was between the frequent-pair and an infrequent-pair response) was very similar to the 
scalp distribution obtained for the other two significant differences (Figure 1). Finally, no 
MMN was obtained in the classic oddball setup (90% standard 10% deviant) or in any 
other frequent-infrequent comparisons (see Supplementary Figure II). Therefore, it is 
very unlikely that MMN significantly contributed to the threshold-related differences in 
Experiment I. A boundary was also observed in Experiment II, in which the probabilities 
of the different ISIs were equal within the stimulus blocks (conditions). This result further 
argues against the possibility of an MMN-like source of the ERP effect underlying the 
observed boundary. One possible explanation of the effect of the statistical context is 
that the boundary adapts to the mean of the ISI range. However, this assumption is not 
in line with the lack of change in threshold position between the Narrow and Wide ISI 
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Range conditions of Experiment II as well as with the position of the threshold in the 
Wide ISI Range condition (between 35 and 45), which differs from the mean (50 ms).
Admittedly, the fixed condition order of the second experiment allows the possibility that 
the lack of change in position of the boundary is due to two counteracting factors. For 
example, the time on task could have increased the boundary while the short ISI 
dominance could have decreased it. However, this explanation is not supported by the 
lack of interaction effects (and the very low effects sizes for this non-significant 
interactions), i.e., that the block halves within conditions did not mediate the ISI effect. 
Further, because the second of the two conditions did not introduce new stimuli, 
stimulus novelty should not have affected the responses. 
Surprisingly, the mean thresholds differed in the two experiments, being shorter in the 
second experiment. Experiment I yielded an asymmetrical contextual effect of the ISI: 
the predominance of pairs with shorter ISIs had a larger effect on the responses to pairs 
with intermediate ISIs than that of pairs with longer ISIs. Therefore, the shorter 
threshold in Experiment II can be the result of introducing ISI = 25 ms. Although the 
adaptation to the mean type of explanation of the context effect has been ruled out, a 
non-linear version of it suggesting higher weights for the short ISIs would explain the 
current results. A second explanation for the threshold difference between the two 
experiments can be based on the notion that the equiprobable presentation in 
Experiment II created a less predictable context than that in Experiment I (i.e., there 
was no frequent pair that could have been predicted). The less stable context could 
have forced the auditory system to work at a higher temporal resolution, which could 
lead to integrating shorter information chunks than in the more predictable situation. 
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Both explanations are compatible with the lack of difference in the behavioral threshold 
measure in the two experiments (36 and 37 ms), which were obtained using the same 
procedure at the beginning of the experimental sessions.
In conclusion, using an ERP method, we have identified a temporal boundary in 
processing sounds presented in short succession (in the range of a few tens of 
milliseconds). This boundary likely corresponds to some strong integration process of 
the acoustic input, although we found no direct correlation with behavioral measures of 
the most likely candidate, the perceptual moment. We further found that the boundary is 
not fixed. Rather, it adapts to the immediate acoustical context, the statistical make-up 
of the sound sequence. The context effect on the boundary does not follow an 
adaptation toward the unweighted mean, as short intervals appear to have larger effect 
on it than long intervals. 
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Supplement Figure
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Supplement Figure I – The lack of a Mismatch Negativity effect
Group-average (n=21) ERP responses to tone pairs measured from the artificial fronto-
central EEG channel. The light gray line indicates the ERP elicited by the deviant pair 
(10% occurrence) with an ISI = 75 ms. The darker gray line represents the ERP of the 
ISI = 75 ms pair as a standard (60% occurrence). The thick black curve shows the 
difference waveform. There was no significant difference between the standard and 
deviant responses (with p < .01 criterion). Furthermore, the difference in the region of 
interest (around 200 ms post stimulus) is positive suggesting that a lack of significant 
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negativity is not due to a lack of statistical power.
Supplementary Figure II – Difference waves (pairwise and frequent-infrequent 
comparisons)
The left side of the figure shows the difference waveforms between ERPs elicited by 
adjacent tone pairs. The right side of the figure shows difference waveforms between 
ERPs elicited by identical frequent and infrequent tone pairs. Whereas there appears to 
be an N1-like peak in the difference waveforms between ERPs to adjacent tone pairs, 
no MMN-like activity appears on the infrequent vs. frequent difference waveforms. The 
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“mmn-cl75” represents the classical MMN scenario when the tone pair with ISI = 75 ms 
was presented 10% along with 90% pairs with ISI = 55 ms. The other difference 
waveforms are taken from the experimental conditions with 60-10-10-10-10% make-up. 
Panel titles “I35”, “I55” and “I75” refer to the ISI of the tone pairs.
