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SUMMARY
Solving the key issue of sustainability of battery-powered sensors continues to at-
tract significant research attention. The prevailing theme of this research is to address
this concern using energy-efficient protocols based on a form of simple cooperative
transmission (CT) called the opportunistic large arrays (OLAs), and intelligent ex-
ploitation of energy harvesting and hybrid energy storage systems (HESSs). The two
key contributions of this research, namely, OLA with transmission threshold (OLA-T)
and alternating OLA-T (A-OLA-T), offer an signal-to-noise ratio (SNR) advantage
(i.e., benefits of diversity and array (power) gains) in a multi-path fading environment,
thereby reducing transmit powers or extending range. Because these protocols do
not address nodes individually, the network overhead remains constant for high den-
sity networks or nodes with mobility. During broadcasting across energy-constrained
networks, while OLA-T saves energy by limiting node participation within a single
broadcast, A-OLA-T optimizes over multiple broadcasts and drains the the nodes in
an equitable fashion.
A major bottleneck for network sustainability is the ability of a rechargeable
battery (RB) to store energy, which is limited by the number of charge-discharge
cycles. Energy harvesting using a HESS that comprises a RB and a supercapacitor
(SC) will minimize the RB usage, thereby preserving the charge-discharge cycles.
Studying the HESS is important, rather than the SC-alone because while an SC with
harvested energy may be sufficient for routine monitoring, if there is an alert, the RB
could be used as necessary to support the heavier reporting requirements. Therefore,
another key contribution of this research is the design and analysis of a novel routing
metric called communications using HESS (CHESS), which extends the RB-life by




Wireless sensor networks (WSNs) consist of a large number of nodes with sensing
and communication capabilities conveying information in a networked manner to a
sink (the destination). WSNs have attracted considerable research interest for several
years now. Their importance is being realized in the industry too, with some initial
deployments (such as those by Crossbow Inc.) and several standardization activities
(such as the IEEE 802.15.4 or the ZigBee standard). However, widespread deployment
is still not a reality because several challenges remain that need to be addressed.
Wireless sensor nodes have severe constraints in terms of their limited battery reserve,
computational power, and storage capacity. These constraints correspondingly impact
the kind of operations that can be supported by the network and limit the reliability,
survivability, and lifetime of such networks. The large number of battery-operated
sensors and random deployments render it impossible to deploy resource-hogging
communication protocols or to frequently replace batteries. The expectation is that
if reliable and maintenance-free wireless sensor networks could be designed, the scope
of applications for WSNs would grow dramatically. Potential applications include
monitoring the health of civil structures (e.g., bridges, office buildings, pipelines),
environmental monitoring, and surveillance. It is in the context of these real-world
challenges that scalable opportunistic large array (OLA)-based protocols and energy
harvesting gain tremendous significance.
An opportunistic large array (OLA) is a large group of simple, inexpensive relays
or forwarding nodes that cooperate without coordination between each other, but
they naturally fire together in response to energy received from a single source or
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another OLA. Each node has just one antenna. However, because the nodes are
separated in space, they collectively form a ‘virtual-multiple-input-multiple-output
(MIMO) system,’ thereby offering the benefits of diversity protection from multi-path
fading and spectrum efficiency. OLA-based approaches have been shown theoretically
to have significant advantages over conventional multi-hop networks in terms of total
energy transmitted, lower node complexity, connectivity, and end-to-end delay (refer
to Section 2.2.2).
The large-scale nature of the sensor network consisting of a large number of nodes
in dense deployments, naturally encourages the use of distributed arrays of nodes.
Further, the resource-constrained nature of sensor devices discourages the use of so-
phisticated and complicated capabilities such as smart antenna array processing on
each node. Concurrent node transmissions (i.e., OLA-based transmissions) change
the node membership (in every hop) and shape of the next OLA. This admits the
possibility of adaptive topology control and maintenance of connectivity in the event
of node failures. This improves the survivability of the network in the event of both
node failures and node compromise. In OLA-based transmissions, this type of control
is possible without individual node addressing. From all these arguments, it is clear
that the use of OLAs for communication can make a widely deployed sensor network
more robust and extend the network life.
The finite “cycle life” or the limited charge-discharge cycles limits the operation
time of rechargeable batteries (RBs). Energy harvesting, often via solar cells or vi-
bration harvesting, can be used as an alternative source of energy to supplement the
primary source, in this case, the RB. Energy harvesting is the process of capturing
minute amounts of energy from one or more ambient energy sources, accumulating
them, and storing them for subsequent use. Energy harvesting devices efficiently and
effectively capture, accumulate, and manage this energy and supply it in a form that
can be used to perform a helpful task (such as routing packets). As wireless standards
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begin to emerge for the industrial environment, and as more end-users launch indus-
trial WSN applications, there are growing signs of progress on the energy harvesting
front. While energy harvesting is a leading candidate to enable near-perpetual system
operation, designing an efficient energy harvesting system that meets this requirement
requires an in-depth understanding of several complex trade-offs. Moreover, the fi-
nite cycle life of an RB ultimately limits the lifetime of a network even if all nodes do
ambient energy harvesting. One solution is to consider hybrid energy storage systems
(HESSs) for combining two or more energy storage systems to get a superior energy
source. HESSs comprising a RB and a supercapacitor (SC) are considered in the pro-
posed research. SCs have a high efficiency (up to 97-98%), a high number of cycles
(more than a half million compared to 200-1000 for RBs), and charge-recharge char-
acteristics that favor storing and supplying power surges for short durations. Their
high leakage, however, precludes their use for long-term energy storage. So, designing
simple HESS intelligence that can leverage the complementary strengths of the two
storage technologies and preserve RB cycle life is one of the goals of this doctoral
research.
The overriding purpose of this research is to address sustainability, a key de-
sign issue for energy-constrained wireless networks. This is done in two different
ways. First, simple, energy-efficient, cooperative-diversity-based protocols with ‘user-
defined’ transmission thresholds, namely, OLA with transmission threshold (OLA-T)
and alternating OLA-T (A-OLA-T) are proposed and analyzed. OLA-T saves energy
by allowing only the nodes at the edge of the decoding range to relay, and it does this
with almost no setup and no inter-node coordination (i.e., no medium access control
(MAC)), making it a prime candidate for mobile networks. A-OLA-T is a variation
of OLA-T that is more suitable for static networks. A-OLA-T balances the load of
broadcasting by performing consecutive OLA-T broadcasts using mutually exclusive
sets of nodes. Being OLA-based protocols, OLA-T and A-OLA-T offer benefits of
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spatial diversity and a signal-to-noise ratio (SNR) advantage at the receiver. Thus,
the transmit power per sensor is lowered, but the collective signal is strong enough
and has enough diversity to enable its reception at a relatively long distance away by
the sink node. Next, the doctoral research investigates extending node life and hence
network life by “harvesting” ambient energy and reducing the dependence on the RB
for routing. Using a very simple model for the SC, an integral part of a HESS, a novel
routing metric to manage the energy transfer between the two storage devices in a
HESS, namely, the RB and the SC is proposed and analyzed. Finally, it is envisioned
that the lessons learned from this doctoral research will champion future research
efforts for enabling perpetual operation without human intervention or servicing.
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CHAPTER II
ORIGIN AND HISTORY OF THE PROBLEM
2.1 Cooperative Diversity
Cooperative transmission (CT) is an effective way for two or more single-antenna
transmitters to achieve the benefits of an array transmitter by having two or more
nodes cooperate to transmit the same message [1], [2]. Spatial diversity, which is a
powerful mechanism to mitigate multi-path fading, is not available in single-antenna
nodes. However in wireless ad hoc and sensor network applications, single-antenna
nodes in proximity to each other can cooperatively transmit over independently faded
channels to a common destination thereby obtaining the spatial diversity provided
by a multi-antenna source. Spatial diversity provided by CT-based strategies enables
dramatic reduction of the fade margins (i.e., the transmit powers) in a multi-path
fading environment, thereby saving energy. In other words, by sharing information
this way, the users can create a“virtual array” and achieve spatial array and diversity
gain. Because of the diversity gain, all users can reduce their fade margins (i.e., their
transmit powers) by as much as 12-15 dB, thereby reducing the energy consumed
by each transmitter [2]. Because of the array gain (the simple summing of average
powers from each antenna), the required transmission power for a link can be divided
across multiple radios resulting in reduced energy consumption per radio.
The seminal work on CT for wireless networks studied the ‘two-hop network’ with
only a source, a destination, and only one or more relays [1], [2]. In most of these
works the relay node(s) is predetermined and is selected with the objective of de-
termining the optimum rate and power allocation between the source and relay for
various relative distances between the nodes. The aforementioned schemes assume
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that the relay and source transmissions occur on orthogonal channels and require
coordination among nodes. The orthogonality can be achieved using time division
multiple-access (TDMA) [2] and distributed space-time repetition coding [3], [4]. Var-
ious other distributed coding schemes that avoid the repetition-coding scheme were
also proposed in [5]–[7]; these schemes achieve coding gain at the cost of additional
complexity. In [5], the source broadcasts a recursive code to both relay and des-
tination, and a distributed turbo code is embedded in the relay channel, while in
[6], [7], the authors investigate coded cooperation using Turbo codes, partitioning
the codewords of each mobile and transmitting portions of each codeword through
independent fading channels.
Several CT-based routing schemes have been proposed [1]–[8], but most of them
treat a small number of nodes (e.g., source, destination, and one or more relays), and
require significant inter-node coordination, which raises the network overhead and
makes the performance sensitive to node mobility. For example, allocation of power
to nodes [1], [8], allocation of orthogonal time slots to each of the transmitters [2],
and path selection between two nodes using an appropriate metric (such as channel
state information (CSI)) [8]–[12] have been proposed.
In contrast to the cooperative strategies proposed in [8]–[12], OLA-based routing
schemes are suitable for large numbers of nodes [13]–[30]. The opportunistic large
array (OLA) is a simple form of CT. An OLA is a group of nodes that behave with-
out coordination between each other, but naturally fire at approximately the same
time in response to energy received from a single source or another OLA [13]. All
the transmissions within an OLA are repeats of the same waveform; therefore the
signal received from an OLA has the same model as a multi-path channel. Small
time offsets (because of different distances and computation times) and small fre-
quency offsets (because each node has a different oscillator frequency) are like excess
delays and Doppler shifts, respectively. As long as the receiver, such as a RAKE
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receiver, can tolerate the effective delay and Doppler spreads of the received signal
and extract the diversity, decoding can proceed normally. Even though many nodes
may participate in an OLA transmission with diversity, total transmission energy can
still be saved because all nodes can reduce their transmit powers dramatically and
large fade margins are not needed. Even in non-fading channels, the array gain in an
OLA transmission may be desirable for applications where there is a low maximum
power per node constraint, resulting, for example, from severe cost or heat restric-
tions. It is noted that carrier sensing must be disabled for an OLA transmission, or
else the OLA participants that provide the spatial diversity are suppressed. More
recently, OLA transmission time synchronization with the root mean square transmit
time delay spreads less than 100 ns have been demonstrated [31]. One simple, power
amplifier-friendly way to achieve transmit diversity is to transmit on-off-shift keying
(OOK) or frequency-shift keying (FSK) on orthogonal carriers, with a simple energy
detectors in the receiver [31].
2.2 Broadcasting in Wireless Networks
In wireless sensor networks (WSNs), the goals of energy efficiency of the battery-
powered wireless terminals and long network life pervade all aspects of the system
design. Broadcasting is a significant operation to support numerous applications. For
example, broadcasting is used in the dissemination of location-specific information,
mobile multimedia data to clients [32], code updates and maintenance [33], route
discovery, signaling and data forwarding operations, and queries in WSNs [34]. One of
the key contributions of this doctoral work is to propose simple broadcast algorithms
that ensure that all nodes in a network contribute efficiently and equally to broadcasts.
In the remainder of this section, broadcasting algorithms in energy-constained net-
works relevant to this research are reviewed. Flooding, one of the earliest broadcast
protocols for multi-hop transmissions, where all nodes relay the received message, is
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energy inefficient and unreliable, as it leads to severe contention, collision and redun-
dancy, a situation referred to as broadcast storm [35]. Many broadcast strategies have
been proposed to avoid the broadcast storm and save energy during the broadcast.
Minimum energy routing protocols identify the path through the network that
consumes the least energy [36]. Over a period of time, persistent use of such protocols
can cause a significant disparity between the ‘energy-depleted’ and ‘energy-rich’ nodes
of the network, leading to network partitioning [36]. In contrast, energy-aware and
harvesting-aware algorithms route packets so that the nodes are drained equitably,
and the time to network partition increases.
2.2.1 Non-Cooperative Broadcasting Algorithms
Energy-aware broadcast algorithms can be broadly classified into cooperative and
non-cooperative algorithms. First, some of the non-cooperative broadcast algorithms
relevant to this research work are reviewed. These can be further classified as requiring
either global or localized topology control [36]. Among the global topology control
types are the broadcast tree-based algorithms such as the broadcast incremental power
(BIP) algorithm [37], the directed minimum spanning tree (DMST) algorithm [38],
the minimum longest edge (MLE) [39], and more recently, the energy-aware broadcast
algorithms that solve a lexicographic problem [40]. A spanning tree is a minimal graph
structure that is rooted at the source node and supports network connectivity. By
designing optimal spanning trees, one can minimize the number of nodes participating
in the network. Additionally, there are the probability-based algorithms that rely
on basic network topology understanding to determine the probability that a node
will re-broadcast [41]. Other examples use multipoint relaying (MPR) to reduce the
number of redundant re-transmissions during network broadcast [42]. Algorithms
such as [42] (and the works referenced within) assume some neighbor knowledge to
select these MPRs in a mobile wireless environment. In contrast to these algorithms,
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the proposed broadcast algorithms do not address nodes individually and the nodes
do not require their geographical location for energy-efficient broadcasting.
Among the broadcast algorithms that do not require global topology information,
but use local information to decide on packet forwarding, are the border retrans-
mission protocol (BRP) [43], relative neighborhood graph (RNG)-based algorithm
[44], cone-based topology control (CBTC) algorithms [45], the local minimum span-
ning tree (LMST) algorithm [46], and the Irrigation protocol [47]. The BRP is a
probabilistic protocol that privileges the retransmission by nodes located at the ra-
dio border of the transmitter [43]. Border nodes are identified through single-hop
exchanges of “Hello” messages and hence this scheme requires no location or signal
strength information. In the RNG relay subset protocol [44], only a subset of nodes
relay the message from the source. Pairs of nodes are assumed to be able to evaluate
their relative distance with integration of a positioning system or a signal strength
measure. Since both [43] and [44] require neighbor information, these protocols will
not scale well with node density. Even though such spanning tree algorithms are very
energy efficient, most of them require centralized control to determine the optimum
tree, which is not practical in highly dense and/or mobile deployments. In all these
algorithms, some network overhead is needed to set up an overlay infrastructure, or
determine the neighbor set based on location information of one-hop neighbors, and
this overhead grows excessively with node density. In contrast, the network overhead
of the proposed protocols is constant with increasing network density.
2.2.2 OLA-based Cooperative Broadcasting Algorithms
The first OLA-based broadcasting scheme [13] is what will be referred to in this
dissertation as ‘Basic OLA.’ In a Basic OLA broadcast, the first OLA comprises all
the nodes that can decode the transmission from the originating node; then the first
OLA transmits and all nodes that can decode that transmission form the second
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OLA, and so forth. There are no collisions resulting from a single broadcast because
OLA nodes relay exactly the same packet; this means that a relay cannot impress any
of its own information, such as its address, on the packet. The resulting OLAs form
concentric rings around the originating node. A fundamental distinction between
broadcast trees and OLA broadcasting is as follows. Ideally, in a broadcast tree, a
node receives the signal the first time from just one transmitter. In other words, the
relays are chosen so that there are no collisions. OLA transmission is just the opposite;
a receiver is supposed to receive the signal simultaneously from multiple transmitters.
In [13] it was shown that a Basic OLA broadcast yielded an energy savings of about 5
dB compared to the BIP algorithm. More recently, in [16], the authors compared the
power efficiency of OLA-based cooperative broadcasting relative to non-cooperative
broadcasting, both with optimal power allocation, and showed that the former saved
at least 60% of the radiated power.
2.3 Environmentally-Powered Sensor Networks
A new observation related to energy-aware routing is that electronic devices can “har-
vest” energy from the environment. Harvesting ambient energy, such as solar, heat,
vibration energy, etc., is a way to extend battery life. However, even rechargeable
batteries (RBs) have finite lifetimes because they have a limited “cycle life,” which
is the number of charge-discharge cycles before the capacity falls below 80% of its
initial rated capacity [48], [49]. The hybrid energy storage system (HESS), in which
a supercapacitor (SC) protects the battery from current spikes, is another strategy
for battery-life extension.
The SC and RB differ greatly in terms of their leakage and cycle life characteristics.
The following key characteristics of RBs and SCs form the motivation and basis for
the proposed research.
• An RB is characterized by its capacity (typically given in mAh), its leakage, and
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its “cycle life,” An RB, depending on is type (e.g., nickel metal hydride (NiMH)
or lithium ion polymer) can have cycle life ranging from hundreds to thousands
of cycles [50], [51]. The cycle life is what ultimately limits the lifetime of a
wireless network that depends on RBs even if all nodes do energy harvesting.
However, the existing literature on harvesting-aware routing does not consider
this limitation.
• An SC is also characterized by its capacity, leakage, and cycle life, but the values
of SC parameters are different from the RB values. For example, an SC cycle
life is typically in the millions of cycles [52]. On the other hand, SC leakage is
much higher than RB leakage and depends highly on the residual energy [53].
• Shallow discharging, that is, limiting the battery discharge to 25% or less of
the capacity, preserves capacity and increases the number of cycles; this is true
for all battery chemistries. The number of cycles yielded by a battery goes up
exponentially by the reduction of the depth of discharge [55], [56].
The earliest works that considered energy harvesting considered simple schemes
of routing packets via the energy harvesting nodes [57]. More recently, [58] proposed
a cost metric that takes into account the nodes’ residual energy, harvesting rate,
and energy requirement for routing the packet. In [59], the authors analyzed the
requirements for “energy neutral” WSN operation. By characterizing the nominal
energy harvesting rate and its maximum deviation and by characterizing the nominal
energy consumption rate and its maximum deviation, [59] determined bounds on
the nominal consumption, the required battery capacity, and the required starting
battery stored energy. Consumption rate is adapted by changing the duty cycle or
the transmit power of the nodes [59]. For the “field monitoring” application, [59]
maximizes the rate at which the field may be sampled under a constraint on transmit
power and for given solar energy profiles. The transmit power constraint implies
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a constraint on data rate. For the “event monitoring” application, [59] minimizes
latency under a constraint on duty cycle. Neither [58] nor [59] considered cycle life
or hybrid energy harvesting. Additionally, wireless sensors having only the SC or a
HESS have been investigated and designed in [60]–[62]. Researchers have investigated
the performance improvement in the RB when the SC was used. The SC delivered
a current pulse for the required time, minimized the voltage droop [60], and reduced
the internal losses in the battery [61], all of which increased the lifetime of the RB.
In [62], the authors proposed and implemented a multi-stage energy buffering system
consisting of an SC and an RB, which limited the use of the RB to emergencies to
increase the lifetime of the network. Studying the HESS is important, rather than
the SC-alone because, while an SC with the harvested energy may be sufficient for





This chapter describes the framework used to analyze novel OLA-based protocols,
namely the OLA with transmission threshold (OLA-T) and the alternating OLA-T
(A-OLA-T), and to derive performance bounds and conditions for sustained oper-
ation. The disc- and strip-shaped cooperative routes (networks) correspond to the
largest and smallest ratios of nodes (or areas) used up during a successful broadcast,
respectively, and in the following chapters, OLA-T and A-OLA-T are analyzed for
these two scenarios. Analyzing these cooperative diversity-based protocols for these
two contrasting and extreme network topologies will then set the performance bounds
for arbitrary-shaped routes or networks.
3.1 Two-Dimensional Disc
Half-duplex nodes are assumed. For the purpose of analysis, the nodes are assumed to
be distributed uniformly and randomly over a continuous area with average density ρ.
The originating node is assumed to be a point source at the center of the given network
area. It is assumed that a node can decode and forward a message without error when
its received signal-to-noise ratio (SNR) is greater than or equal to a modulation-
dependent threshold [18]. The assumption of unit noise variance transforms the SNR
threshold to a received power criterion, which is denoted as the decoding threshold
τl. It should be noted that the decoding threshold τl is not explicitly used in real
receiver operations. A real receiver always just tries to decode a message. If no errors
are detected, then it is assumed that the receiver power must have exceeded τl.
In contrast, the two key contributions of this research, namely, the OLA-T and
A-OLA-T, use a “user-defined” transmission threshold that is explicitly compared to
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an estimate of the received SNR. The basic principles of OLA-T and A-OLA-T are
introduced in Sections 4.2 and 5, respectively. This additional criterion for relaying
limits the number of nodes in each hop because a node would relay only if its received
SNR is less than τu. So the thresholds, τl and τu, define a range of received powers
that correspond to the “significant” boundary nodes, which form the OLA. While
each boundary node in OLA-T must transmit a somewhat higher power, compared
to Basic OLA, there is still an overall transmit energy savings with OLA-T because
of the favorable location of the boundary nodes. The relative transmission threshold
(RTT) is defined as R = τu
τl
.
For simplicity, the deterministic model [18] is assumed, which means that the
power received at a node is the sum of the powers from each of the node transmis-
sions. This implies that signals received from different nodes are orthogonal. The
orthogonality can be approximated, for example, with direct sequence spread spec-
trum (DSSS) modulation, RAKE receivers, and by allowing transmitting nodes to
delay their transmission by a random number of chips [63].
Continuing to follow [18], a non-fading environment and a path loss exponent of
2 are assumed. The path loss function in Cartesian coordinates is given by l(x, y) =
(x2 + y2)−1, where (x, y) are the normalized coordinates at the receiver. As in [18],
distance d is normalized by a reference distance, d0. Let power P0 be the received
power at d0. As in [18], the aggregate path loss from a circular disc of radius r0 at










Let the normalized source and relay transmit powers be denoted by Ps and Pr,
respectively, and the relay transmit power per unit area be denoted by Pr = ρPr.
The normalization is such that Ps and Pr are actually the SNRs at a receiver d0 away
from the transmitter [22]. It is assumed that the network has a continuum of nodes,
which means that the node density ρ becomes very large (ρ → ∞), while Pr is kept
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Figure 1: (a) Two-dimensional disc, (b) Two-dimensional strip, and (c) Strip-
shaped unicast route. The gray areas denote the nodes in the network.
fixed. Figure 1(a) illustrates such a network topology, in which every point on the
two-dimensional disc is a relay. ‘S’ in Figure 1(a) denotes the point source. Using (1),




Last, the decoding ratio (DR) is defined as D = τl/Pr, named as such because
it can be shown to be the ratio of the receiver sensitivity (i.e., minimum power for
decoding at a given data rate) to the power received from a single relay at the ‘distance
to the nearest neighbor,’ dnn = 1/
√
ρ. If ρ is a perfect square, the dnn would be the
distance between the nearest neighbors if the nodes were arranged in a uniform square
grid. However, D relates to the node degree, K, which is the average number of nodes
in the decoding range of a transmitter, as K = πD . The results are parameterized by
R and node degree, K, given by K = πPr/τl for any finite node density[26].
3.2 Demystifying the Normalization of Parameters
The results given so far have been in terms of normalized units. This section presents
some examples of un-normalized values for these variables to give an idea of what
power levels and node densities can achieve the various values of K and FES. The
decoding ratio, D, was previously defined as τl/Pr, where τl is the required SNR for
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Table 1: Examples of un-normalized variables for a two-dimensional disc
Example Pt Node Density RX sens. dnn K
(dBm) (nodes/area) (dBm) (m)
1 -56.00 2.65 nodes/m2 -90.00 0.61 2
2 -56.00 2.65 nodes/m2 -94.77 0.61 7
3 -34.95 1 node/16 m2 -90.00 4.00 7
4 -43.98 1 node/4 m2 -90.00 2.00 4
5 -20.97 9 nodes/3.60 km2 -90.00 20.00 7
decoding, Pr is the normalized relay transmit power, and ρ is the node density in
number of nodes per area, where area is normalized by the square of the reference
distance, d20. Expanded in terms of un-normalized variables, D can be rewritten as
D =
(













where Pt is the relay transmit power in mW, Gt and Gr are the transmit and receive
antenna gains, σ2n is the thermal noise power, λ is the wavelength in meters, and
d0 is the reference distance in meters. Suppose that the radio frequency is 2.4 GHz
(λ = 0.125 m), and the antennas are isotropic (Gt = Gr = 1). Alternatively, (2) can













Receiver Sensitivity in mW
σ2n
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Table 1 shows five different examples of un-normalized variables and their resulting
dnn and K values. It is observed that K = 7 can be obtained in Examples 2, 3, and
5, ranging from high density (2.65 nodes/m2) to low density (9 nodes/3.60 km2). it
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Table 2: Examples of un-normalized variables for a two-dimensional strip
Example Pr Node Density RX sens. K R
(dBm) (nodes/area) (dBm) (dB)
1 -48.00 3 nodes/m2 -90.00 12.56 1.2
2 -48.00 18 nodes/m2 -94.77 2 2.5
3 -56.00 10 node/m2 -90.00 7.85 2.26
4 -20.97 2.5 nodes/km2 -90.00 7 1
5 -20.97 2.5 nodes/km2 -90.00 7 1
is also observed that the high density cases, Examples 1 and 2, correspond to very
low transmit powers.
3.3 Two-Dimensional Strip
The notation and assumptions of [22] are adopted, some of which were used earlier in
[17]. Half-duplex nodes are assumed to be distributed randomly and uniformly over
a continuous strip defined by S = {(x, y) : |y| ≤ W
2
, 0 ≤ x ≤ L} with average node
density ρ, width W , and length L. The originating source (assumed to be a point
source) and the destination are assumed to be at the opposite ends of the network
strip. An OLA-based protocol may be viewed as a broadcast strategy if the entire
network has a strip shape, or it may be viewed as a unicast strategy if there is a set
of pre-designated cooperators along a conventional multi-hop route, which is refered
to as a cooperative route. Figures 1(b) and (c) illustrate such this network topology,
where the gray-shaded regions denote the nodes along the cooperative route (net-
work). In the figure, ‘S’ and ‘D’ denote the Source and the Destination, respectively.
All the other system parameters of interest such as node degree, K and R, to name
a couple, are the same as that of a two-dimensional disc that is described in Sec-
tion 3.1. Here too, the results are parameterized in terms of R and K, and columns
2–5 of Table 2 give some example values of our key parameters.
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CHAPTER IV
ENHANCING THE ENERGY-EFFICIENCY OF A
SINGLE BROADCAST
The energy efficiency of OLAs can be improved by preventing the nodes whose trans-
missions have a negligible effect on the formation of the next OLA from participating
in the relaying. By definition, a node is near the forward boundary if it can only barely
decode the message. The state of barely decoding can be determined in practice by
measuring the average length of the error vector (the distance between the received
and detected points in signal space), conditioned on a successful cyclic redundancy
check (CRC) check. On the other hand, a node that receives much more power than
is necessary for decoding is more likely to be near the source of the message. The
OLA with a transmission threshold (OLA-T) method is simply Basic OLA with the
additional transmission criterion that the node’s received SNR must be less than a
specified transmission threshold, τu.
OLA-T is distinct from cooperative medium access control (MAC) protocols that
use thresholds on SNR or on other figures of merit as a basis for relay participation [2],
[64]–[68]. The main differences are that the MAC protocols (i) rely on feedback from
the destination in a link, from which potential relays learn the quality of their link
to the destination, (ii) the protocols require that the relays contend for the channel
(several authors have proposed a priority-based contention window size to favor the
preferred relays [70], [69]), and finally, (iii) multiple relays are recruited to form a
‘relay set’. In contrast, OLA-T is a purely feed-forward approach, and there is no
contention among relays, because in any particular hop, the relays transmit together,
synchronously. The paper by [68] uses an SNR threshold on only the source-relay
18
signal. However, [68] assumes no decoding error detection at the relay (e.g. CRC
check) and requires that a relays SNR must be higher than the threshold, while the
proposed OLA-T does the opposite on both points; furthermore [68] analyzes the
error probability of a single link whereas the requirements for successful transmission
over an unlimited number of hops is analyzed in this dissertation. Another distinction
is that, while the cooperative route (i.e., the strip of candidate relays) may have been
originally defined based on a sequence of single-input-single-output (SISO) links in a
conventional non-CT (i.e., “primary”) route, the SISO links are no longer respected
after the cooperative route has been formed; instead the OLAs are formed on-the-fly,
simply based on each node’s ability to decode and its measurement of the SNR of
the previous-hop signal. The conditions derived for OLA-T, which depend on node
degree and the transmission threshold, ensure that the OLAs will keep propagating
down the cooperative route.
The concept and analysis of OLA-T are original contributions of this doctoral
research work. Initially, we analyze and derive performance bounds for OLA-T during
broadcasting over disc-shaped networks, and then consider strip-shaped networks (in
Section 4.3). The dual threshold cooperative broadcast (DTBC), which is the same
as OLA-T, was introduced in [16] as a way to save even more energy compared to the
Basic OLA broadcast, by allowing a node to join an OLA only if its received signal
power is less than a given threshold. However the DTBC concept was not analyzed
in [16]. This doctoral work also extends the concept to allow the thresholds to vary
from OLA to OLA. OLA with variable threshold (OLA-VT) can be optimized to
minimize total energy in a broadcast. OLA-VT can also be used to control OLA
sizes, thereby enabling certain other protocols, such as the OLA concentric routing
algorithm (OLACRA), which does upstream routing in WSNs [26]. OLA-T and OLA-
VT can both be shown to be suboptimal trivial schedules [16], with the virtues of
simple implementation and good performance.
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Figure 2: (a) Broadcast using Basic OLA, (b) Broadcast using OLA with transmis-
sion threshold (OLA-T). Only nodes in the gray areas relay.
4.1 Basic OLA
First, successful Basic OLA broadcasting [14] is reviewed. In a Basic OLA broadcast
[14], a node relays immediately if it can decode and if it has not relayed before.
The aim is to succeed in broadcasting the message over the whole network. The
source node transmits a message and the group of neighboring nodes that receive
and decode the message form Decoding Level 1 (DL1), which is the disk enclosed
by the smallest circle in Fig. 2(a). Next, each node in DL1 transmits the message.
These transmitting nodes in DL1 constitute the first OLA. Next, nodes outside DL1
receive the superposition of relayed copies of the message. Nodes in this group that
can decode the message constitute DL2, which is represented as the ring between
DL1 and the next bigger concentric circle in Fig. 2(a). All the nodes in a decoding
level form an OLA, which in turn generates the next decoding level. From [18], the
necessary and sufficient condition for the relayed signal to propagate in a sustained







Figure 2(a) illustrates this phenomenon for a given network area (defined in Fig. 2
by the dashed line).
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4.2 OLA with Transmission Threshold (OLA-T)
Figure 2(b) illustrates a scenario where successful broadcasting over the network is
achieved using OLA-T. The gray strips in Fig. 2(b) represent OLAs within each
decoding level. Unlike the approach depicted in Fig. 2(a), the nodes that compose an
OLA are only a subset of the nodes in a decoding level.
Before the analysis of OLA-T, it is important to point out that the transmission
threshold, τu, is only one of the ways to achieve energy savings. For example, it
is also possible to save on energy by varying the relay transmission power, Pr, of
the sensors (depending on their level) across the network. OLA-T can be thought
of as an extreme quantization of variable power allocation and therefore will not be
as power efficient as an optimal continuous power allocation. However, OLA-T has
the advantage of essentially no network overhead, making it potentially applicable to
highly mobile networks.
Although OLA-T saves energy compared to Basic OLA in a single broadcast, the
nodes selected by OLA-T for relaying will drain their batteries quickly because the
same nodes are always selected for a fixed source in a static network. In this case,
OLA-T would cause a network partition even earlier than Basic OLA because the
relays use a slightly higher transmit power. However, the opposite will be true if the
source location varies randomly or if the nodes move about randomly. Even for a
fixed source and a static network, network lifetime can be extended relative to Basic
OLA by modifying OLA-T to use mutually exclusive sets of nodes on consecutive
broadcasts. This new technique, which is called alternating OLA-T (A-OLA-T) (refer
to Section 5) builds on the results reported for OLA-T.
Finally, in order to decode, a node in an OLA-T network receives energy from
just one decoding level. Multiple levels are not ganged to form a very thick OLA as
in [16], nor are OLA transmissions at different times from different decoding levels
combined as in [15]. Instead, the emphasis of OLA-T is on forming thin, widely
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separated OLAs.
4.2.1 OLA-T Broadcast for Constant Transmission Thresholds
In this section, the OLA boundaries are determined as functions of the decoding level
k, for the case when the transmission threshold (and hence the RTT) is constant over
the network. The case of variable RTT is treated in Section 4.2.3. For the constant
RTT, the OLA boundaries can be found recursively using
Pr [f(ro,k, rj,k+1)− f(ri,k, rj,k+1)] = τ, j ∈ {o, i}, (6)
where ro,k and ri,k are the outer and inner boundary radii for the k-th OLA ring,
respectively. The parameter τ takes the value τl (or τu) when computing outer (or
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. Further, the closed-form expressions for the OLA-T
radii have been derived by slightly modifying the continuum approach in [18] and can
be found in Appendix A.
The radii given by (46) have been plotted in Fig. 3 on a logarithmic scale, as
functions of the OLA index. The low, moderate, and high values of RTT in dB are
0.79, 1.55, and 3.42, respectively. Where network broadcast is achieved, the radii
grow in an unbounded fashion, with a rate that increases with level index, k. It was
observed that for some values of RTT, such as R = 1.55 dB, the radii increased at a
sub-linear rate with respect to k, up to a certain point, and then the increases were
faster than linear for all higher k (that were tested).
It is learned that if K and R are constant throughout the network, they must
satisfy a necessary and sufficient condition to achieve infinite network broadcast (refer
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Figure 3: Outer radii, ro,k, and the inner radii, ri,k, versus OLA index, k.


















⇒ K ≥ 1
ln 2
,
which is the condition for successful Basic OLA broadcast [18]. From (8), it is observed
that K must approach infinity as R → 1 (i.e., as τu → τl), in order to maintain
successful broadcast. Finally, (8) can be rewritten in terms of a lower bound for R
as follows:








Figure 4 shows the lower bound on RTT, Rlower bound, in dB, versus the node
degree, K. It is observed that as K increases, the ‘SNR window’ decreases. For
example, for K = 1, the minimum transmission threshold is about 1.8 dB higher than
the decoding threshold. It can also be inferred that theoretically, it is possible for
OLA-T to achieve infinite network broadcast with an infinitesimally small Rlower bound
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Figure 4: Lower bound on RTT, Rlower bound, in dB, versus node degree, K.
and very high K. However, a very small Rlower bound may not be very effective if the
precision in the estimate of the SNR is not good enough.
4.2.2 Energy Analysis for Broadcasting
In this section, the total radiated energy during a successful OLA-T broadcast is
compared to that of a successful Basic OLA broadcast. This is done in two steps.
First, expressions are derived for fraction of energy saved by OLA-T relative to Basic
OLA considering only the transmit energy for the two protocols. Subsequently, this
analysis is extended to also include the received energy to get closed-form expressions
for the whole fraction of energy saved by OLA-T relative to Basic OLA in a single
broadcast.
As R →∞ (or τu →∞), the OLA-T OLAs grow in thickness until they become
the same as the Basic OLA decoding levels [18]. On the other hand, as R → 1 , one
would expect the transmitting strips to start thinning out. In other words, the inner
and outer radii for each OLA become close and the OLA areas decrease. Because as
R → 1, the favorably located “border nodes” play an increasingly dominant role, the
thinner OLAs are more energy efficient, as will be shown below.
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Continuing with the same notations, the outer and inner boundary radii for the k-
th OLA ring are denoted as ro,k and ri,k, respectively. The radiated energy consumed





π(r2o,k − r2i,k), (10)
where Ts is the length of the message in time units and Pr(OT,min) is the lowest value
of Pr that would guarantee successful broadcast using OLA-T. The energy consumed




where Pr(O,min) is the lowest value of Pr that would guarantee successful broadcast
using Basic OLA. Because of the continuum assumption, the fraction of transmission

















Next, the numerator and denominator of the ratio are multiplied by π/τl, and substi-




























Figure 5: FES versus R, in dB, for different Pr.
In WSNs, the radiated energy does not always dominate the total energy budget.
Let the total circuit-consumed energy (Ecir) consumed by the network be proportional
to Erad(O): Ecir = αErad(O). Then, the whole-energy fraction of energy saved (WFES)





















If the transmit energy consumptions (α = 0) for Basic OLA and OLA-T are
compared for the same K (same relay power density, Pr), it can be shown that OLA-
T saves over 50% of the energy consumed by Basic OLA [20]. Fig. 5 shows the
FES versus R, in dB, for different Pr. FES is computed for a set of R for a fixed
number of levels (10 in this case), and for different choices of Pr. If the OLAs fail
to propagate (i.e., if broadcast is not achieved), then fraction of areas is set to zero.
The “cliff” in the curves indicates that excessively small values of e cause broadcast
failure. The choice for R that yields the maximum FES value happens to be the one
that just barely achieves network flooding. Fig. 5 also shows that higher FES for the
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Figure 6: Variation of WFES with the minimum OLA-T node degree, K(OT,min) for
a network with 1000 levels.
sensor network can be achieved if the sensors transmit with more power. However,
this comes at the price of the sensor battery-life, and hence could be application
specific. Increasing the value of Pr also improves the network flooding by OLA-T at
lower values of R, which did not achieve broadcast. Thus, there is a tradeoff existing
between the choice of e and the FES that can be achieved for a given relay power.
However, as indicated in (5) and (8), Basic OLA can achieve successful broadcast
at a lower K than OLA-T [18]. Hence, these two protocols should be compared for a
fixed value of τl (i.e., data rate) such that each is in its minimum energy configuration
(lowest K).
Figure 6 shows WFES versus minimum node degree, K(OT,min) (on a logarithmic
scale), for a disc-shaped network with 1000 levels for different values of α. For ex-
ample, for α = 0, at K(OT,min) = 10, FES is about 0.28. This means that at their
respective lowest energy levels at K(OT,min) = 10, OLA-T saves about 28% of the
radiated energy used by Basic OLA. On the other hand, when both the circuit and
transmit energies are equal or α = 1, and K(OT,min) = 10, the WFES is about 0.14,
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Table 3: Currents and powers for different radios
Parameter CC1021 CC2420 XE1205 nRF2401 nRF905
Imaxtx 25.1 mA 17.4 mA 62 mA 13 mA 30 mA
Imintx 14.5 mA 8.5 mA 25 mA 8.8 mA 9 mA
Irx 19.9 mA 19.7 mA 14 mA 19 mA 12.5 mA
Pmaxrad 5 dBm 0 dBm 15 dBm 0 dBm 10 dBm
Pminrad -20 dBm -25 dBm 0 dBm -20 dBm -10 dBm
meaning that OLA-T saves about 14% of the total energy consumed during broadcast
relative to Basic OLA, both protocols operating in their minimum power configura-
tions. It is noted that WFES increases with K(OT,min) and attains a maximum of
about 32%. This is because high values of K(OT,min) imply very slender OLA strips,
which reduces the overall energy consumption in the network during broadcast.
For example, if the circuit-consumed energy in a relaying node is the same as
its radiated energy, then α = 1. When α = 0, then only the radiated energy is
considered (i.e., WFES = FES), and when α 6= 0, the circuit energy is some fraction
of the radiated energy. Table 3 gives the permissible currents and powers for three
currently available radios, CC1021 [82], CC2420 [83], XE1205 [81], and the Nordic
devices, nRF2401 [84] and nRF905 [85]. We acknowledge that none of these radios
support OLA transmission because they do not provide diversity reception. However,
we still consider them because we think their characteristics would be similar to
OLA-supporting radios, and also because they show how the differences between
radios affect the results. For example, for the XE1205, we have α ≈ 0.22, and for the
nRF905, we have α ≈ 0.4 [72].
4.2.3 OLA-T Broadcast with Variable Transmission Threshold
The OLA-based cooperative transmission techniques presented thus far involve just a
single fixed R for the whole wireless system. A shortcoming of this technique is that
the radii growth is polynomial and the OLA rings keep growing bigger, expending
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more energy than is needed, to cover a given network area. This strongly motivates
the investigation of the potential energy savings by letting each level have a different
R. The resulting broadcast protocol is referred to as OLA with variable threshold
(OLA-VT).
The Genetic Algorithm is adopted to determine the sequence of {Rk} that yields
the minimum OLA-T energy per broadcast, for a given τl, Pr, and fixed number
of decoding levels. Two different constraints are considered. For each constraint,
the radii are computed for the optimized {Rk}, and the FES is computed, assuming
Basic OLA is in its minimum energy configuration. Fig. 3 suggests that a criterion for
successful broadcast is the eventual upward concavity of the curve. To capture this,
the k-th double difference (DD) is defined as DDk = (ro,k+2− ro,k+1)− (ro,k+1− ro,k).
Constraint Type 1 is that DDk > 0 for k ≥ 4; the total number of levels or hops is
fixed, but no constraint is made on the physical size of the network. Constraint Type
2, on the other hand, fixes the number of levels and the physical size of the network.
The key difference is that Constraint Type 2 requires that the outer radius of the last
decoding level be greater than the specified network radius.
Figure 7 plots the FES as a function of network radius. Constraint Type 1 is
evaluated for a maximum of 20 levels (dashed lines), and Constraint Type 2 is eval-
uated for 10 levels (dotted lines) and 20 levels (dash-dotted lines). Both Constraint
Type 2 cases fix the network radius to be 25 distance units. As an example, for the
20-level case, the Constraint Type 2 algorithm minimizes broadcast energy with the
constraint that ro,20 > 25. The fixed R case (solid line) is included for reference and
requires 150 levels to reach a radius of 25. All OLA-T and -VT examples share the
same K of ≈ 4, and Ps/Pr of 4.31 dB. The fixed R case uses the Rlower bound of 1.56
dB. The points on each curve are the FES values calculated for each radius in the
sequence {ro,1, ri,2, ro,2, ri,3, . . .}. Since the FES is a function of whole levels and not
partial levels, the FES for ri,k is just defined to be equal to the FES for ro,k−1; this
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Figure 7: FES comparisons for variable Rk versus fixed R
enables us to identify OLA widths as the widths of the flat parts of the curve. The
first non-zero point represents the FES at ro,1, since the FES at ri,1 is zero. Even
though the constraints involve a fixed number of levels or physical network size, the
FES value at a particular radius, r, indicates the FES as though the network were
truncated to have radius r. For example, after 2 OLAs (i.e., at the right edge of the
second plateau), the constant R curve indicates an FES of about 0.25 at a radius of
about 3. This means that a network of radius 3 that uses the fixed R of 1.56 dB
to form two OLAs will achieve 25% energy savings over the minimum energy Basic
OLA for a network of radius 3.
It is noted that the “network radius” in Fig. 7 is normalized by the reference
distance. This means that if d0 = 1 m, a network with a normalized radius of 5 has an
un-normalized radius of 5 m. On the other hand, if d0 = 100 m, the same normalized
network radius represents an un-normalized radius of 500 m. When d0 increases in (2)
to maintain the same normalized relay transmit power, the un-normalized transmit
power must increase by a factor of d20, and to maintain the same normalized density,
the un-normalized density must decrease by d20. In other words, if d0 increases by
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a factor of 10, then the FES can be conserved by having the nodes spread out so
that inter-node un-normalized distances increase by a factor of 10 and having the
un-normalized relay transmit power increase by a factor of 100.
First, the Constraint Type 1 curve is compared to the fixedR curve. It is observed
that the fixedR curve starts high and then decays down to about 0.2. The Constraint
Type 1 curve, on the other hand, drops to negative FES values and then climbs to a
final value of about 0.3. That the final value of 0.3 is higher than the FES of the fixed
R curve for the same network radius of approximately 5 is evidence that variable R
can be more energy efficient than fixed R. The FES is negative because the Pr for
OLA-T is larger than the Pr for Basic OLA, while the first few OLAs of OLA-T are
allowed to be large and are comparable to the first few OLAs of Basic OLA in size.
The step sizes or hop distances for the fixed R curve decrease smoothly with network
radius, while the step sizes for the Constraint Type 1 curve are on the same order
for the first four levels, until the FES reaches 0.2, and then the step sizes decrease
significantly. Relatively small step sizes should be OK as long as the density is high
enough so that the OLA ring is several dnn thick.
Constraint Type 2 curves drop to much lower FES values and eventually climb
back up to about 0.2. At first glance, it may seem that the variable R case does no
better than the constant R case, until one considers that the variable R case reaches
the same FES in only 10 or 20 steps, while constant R requires 150 steps. A d0 of 10
m, for example, would result in a Constraint Type 2 network of radius 250 m, with
OLA sizes that would be reasonable for ρ on the order of 1 node/4 m2, as in Example
4 in Table 1.
4.3 OLA-T for Strip-Shaped Networks
In the previous sections, the performance of OLA-T has been studied for disc-shaped
networks. In this section, we propose a method to systematically set the transmission
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threshold and design the OLAs for two-dimensional strip-shaped networks. Theoret-
ical bounds and conditions for achieving sustained OLA propagation and reducing
the total energy consumption in the network using OLA-T have been derived in the
following section. These results would also apply to arbitrarily shaped networks that
have node participation limited to strip-shaped collections.
Strip-shaped networks might be deployed on structures that are strip-shaped, for
example, dense distributions of wireless strain gages may be deployed on bridges in
the structural health monitoring application [86]. Alternatively, a strip may occur as a
“cooperative route,” within a larger, dense multi-hop network. A cooperative route is
a set of nodes that are candidates for cooperation between a source and a destination;
the set is many hops long and multiple nodes wide, and may be constructed based on
a conventional multi-hop route [87], [88], or by using other means, such as the OLA-
ROAD protocol [26], [27], which does not require an existing conventional route.
Our work assumes that the strip-shaped candidate set already exists, and provides
a simple and systematic way for the cooperators along such routes to be selected.
“Basic OLA” for the strip network was studied in [17], and in this section, that work
is extended to include a user-defined transmission threshold, which is a mechanism
to limit node participation and save energy.
Figure 8(c) represents the propagation of a packet along a strip network using
OLA-T. The source node, S, initiates the packet transmission and all the nodes in
the vicinity of the source node that can decode the packet form the first Decoding
Level, D1. The nodes in D1 that satisfy the transmission threshold constitute the
“OLA-1” nodes or the first OLA, and are denoted by S1 in Fig. 8(c). Mathematically,
S1 = {(x, y) ∈ S : τl ≤
∫ ∫
Ps l(x, y)dxdy ≤ τu}.
Next, the set of nodes in the vicinity of OLA 1 that decode the packet, but have
not previously decoded the same packet, form the second Decoding Level, D2. Again,
only the nodes in D2 that satisfy the transmission threshold constitute the “OLA-2”
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(a) Basic OLA.
(b) Approximating OLAs with straight lines.
(c) OLA-T.
Figure 8: Propagation along a network strip using Basic OLA and OLA-T with a
straight line approximation.
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Table 4: Asymptotic parameters for the examples in Table 2
Example W ro,∞ d∞ % error in
asymptotic areas
1 10 m 49.6 m 2.89 m 1.12
2 2 m 14.50 m 2.45 m 2.15
3 5 m 38.70 m 2.77 m 1.58
4 10 km 54.92 km 4.32 km 6.76
5 3 km 54.92 km 4.32 km 2.04
nodes, denoted by S2 in Fig. 8(c). Mathematically, OLA-2 nodes are given by
S2 = {(x, y) ∈ S\D1 : τl ≤ Pr
∫ ∫
S1
l(x− x′, y − y′)dx′dy′ ≤ τu}.
In general, the OLA-k nodes are given by
Sk = {(x, y) ∈ S\
k−1⋃
i=1
Di : τl ≤ Pr
∫ ∫
Sk−1
l(x− x′, y − y′)dx′dy′ ≤ τu}. (16)
4.3.1 Rectangular Approximation
It is assumed that the width of the strip, W , the hop distance, ro,k, and the OLA
lengths, dk, of the k-th hop, are such that the ‘curved’ decoding ranges (the regions
between the solid and dash-dotted lines) Sk can be approximated by the ‘shaded’
rectangles S̃k shown in Fig. 8(c). Table 4 lists the asymptotic values of the hop
distance and OLA lengths that correspond to hop index >> 1 or steady state for the
examples in Table 2. It can be seen that the straight-line approximation results in
low approximation errors in Examples 1, 2, 3, and 5, while Examples 4 and 5 show
that a smaller W yields a better approximation. It is also observed that the high
density cases, Examples 1, 2, and 3, correspond to very low transmit powers.
With this approximation, the boundaries for the k-th OLA can be derived for the
OLA-T protocol. The inner and outer boundaries that define the OLA-1 nodes are
ri,1 and ro,1, respectively, as shown in Fig. 8(c). Using the definition of the path loss








. S̃1 is the first OLA with
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and |y| ≤ W
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. The length of the first









In order to approximate the curved inner and outer boundaries for S2 by straight




l(x− [ri,1 + d1 + rΩ,2], y)dxdy = τΓ, (17)
where Γ = u when Ω = i and Γ = l when Ω = o.
We observe from (17), and Fig. 8(c), that ri,2 and ro,2 are both defined relative to




























dx = τu. So, S̃2 is the second OLA with a length
d2 = ro,2 − ri,2. In this way, the subsequent OLA lengths d3, d4, . . . can be found
iteratively dk = ro,k − ri,k = ho(dk−1) − hi(dk−1), where the functions hΩ(dk−1) for









du = τΓ, (18)
where Γ = u when Ω = i and Γ = l when Ω = o. We denote ho(·)− hi(·) = g(·). So,




2. The function g is monotonically increasing.
3. The function g is concave downward.




















5. When g′(0) > 1, then g has a unique positive fixed point g(d) = d. When
g′(0) < 1, the only fixed point of g is at d = 0.
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4.3.2 Sufficient and Necessary Conditions for Infinite OLA Propagation
along a Two-Dimensional Strip




k. When this sum is unbounded, the OLAs (and hence, the packet) will propagate
forever keeping the link between the source and destination intact irrespective of the
distance between these points. However, if the sum is finite, then the packet does not
reach the destination when the source and destination are too far apart.
We shall prove that g′(0) < 1 implies that the transmissions die out and only a
finite portion of the network is reached, i.e., lim
k→∞
dk = 0 ⇒
∑
k
dk < ∞. Since g
is concave downward, the tangent to the curve at dk = 0 stays above, i.e., g(dk) ≤
g′(0)dk, ∀dk ≥ 0.By Mathematical Induction, we establish dk+1 ≤ (g′(0))kd1. Assume
dk ≤ (g′(0))k−1d1. So,
dk+1 = g(dk) ≤ g′(0)dk ≤ (g′(0))kd1,






































Since the series is summable, dk → 0 as k →∞.
Next, we prove that g′(0) > 1 implies that the transmission step sizes (OLA
lengths) reaching a steady value. The convergence of one-dimensional dynamical
system can be established by the so-called “staircase diagram” [89] in case there is
monotone convergence to a fixed point as shown in Fig. 9. Since g is monotonically
increasing and concave, when the system starts from an initial condition (d1 in Fig. 9),
which is below the fixed point of g, then dk increases monotonically towards the
attractor or the fixed point. The convergence of the trajectory to a fixed point (defined
as the point where the function g and the line g(dk) = dk intersect) is determined by
the value of the slope, i.e., |g′(dk)|. If |g′(dk)| < 1 at g(dk) = dk, then the iterate dk
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Figure 9: g(x) versus x for g′(0) > 1.
converges to the fixed point. In the example shown in Fig. 9, it takes 5 iterations to
reach the fixed point.
So, the propagation of the packet along the strip network can be predicted by
computing the slope of the concave function g at zero [17]. In particular, properties
(4) and (5) of g(·) imply analytical expressions for the two extreme cases: Transmis-
sions reach a steady state when g′(0) > 1 and die out when g′(0) < 1. Equivalently,









. We observe that




→ 0, OLA-T becomes Basic OLA, and the above equa-
tions become the conditions in [17]. Finally, the condition for sustained propagation
can be rewritten in terms of a lower bound for R as follows,








So, R < Rlower bound results in very thin OLAs (fewer nodes) that are too weak to
sustain infinite propagation and eventually die out. We observe that (20) is the same
lower bound as for the infinite disc network in 4.2.1. This is not surprising since a
similar condition for sustained broadcast held for both the disc and strip networks
using Basic OLA [14], [17].
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Figure 10: g(x) versus x for the three cases; g′(0) < 1 and g′(0) > 1.
Figure 10 shows the two extreme cases of g′(x), depending on the value of the
slope at x = 0. To generate these results, a node degree, K = π was assumed,
which resulted in Rlower bound = 1.476 or 1.68 dB. Violation of the lower bound should
correspond to g′(0) < 1. To check this, R was chosen to be 1.3 (1.13 dB) and 3
(4.77 dB), for the cases, g′(0) < 1 and g′(0) > 1, respectively. g′(0) < 1 ⇒ R <
Rlower bound case is denoted by the dotted curve in Fig. 10. The other extreme is when
g′(0) > 1 ⇒ R > Rlower bound, and this is represented by the dash-circle curve in
Fig. 10. A fixed-point attractor away from zero at about x = 2 can be observed for
the dash-circle curve, ensuring that the transmissions don’t die out.
4.3.3 Energy Evaluation of OLA-T for Strip-Shaped Routes
Analogous to the disc-shaped networks, we use the fraction of radiated energy saved
(FES) as the metric for comparing the energy-efficiency of OLA-T relative to Basic
OLA. Under the continuum assumption, the total energy consumption is simply the
area of the rectangular OLAs. The FES for the strip network is computed as follows.
The radiated energy consumed by OLA-T in the first N levels is mathematically
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where Pr(OT,min) is the lowest value of Pr that would guarantee successful broadcast
using OLA-T and Ts is the length of the packet in time units. The energy consumed





ro,k, and Pr(O,min) is the lowest value of Pr that would guarantee












where K(OT,min) is the node degree for OLA-T to guarantee successful broadcast when
operating in its minimum power configuration. As derived in Section 4.2.2, WFES =
FES
1+α
and 0 ≤ α ≤ 1.
Figure 11 shows WFES versus node degree, K(OT,min) (on a logarithmic scale) for
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a strip network for different values of α and N = 30. For example, for α = 0, at
K(OT,min) = 10, FES is about 0.55. This means that at their respective lowest energy
levels at K(OT,min) = 10, OLA-T saves about 55% of the radiated energy used by Basic
OLA. On the other hand, when both the circuit and transmit energies are equal or
α = 1, and K(OT,min) = 10, the WFES is about 0.28, meaning that OLA-T saves
about 28% of the total energy consumed during broadcast relative to Basic OLA,
both protocols operating in their minimum power configurations. It is noted that
WFES increases with K(OT,min) and attains a maximum of about 62%.
4.4 OLA-T for a Disc Compared to a Strip
Interestingly, the WFES in a strip network is almost twice that of the WFES for a
disc network from [22]. Intuitively, the reason is that the OLA part of the Decoding
Level 1 is a significantly larger portion of the whole for the disc compared to the strip.
The analytical reasoning for this is presented below. Consider the WFES for just the
first OLA for both networks, because the first level dominates in the comparison. Let
ri,1 and ro,1 be the inner and outer boundaries for the first OLA, respectively, and let
d1 = ro,1 − ri,1. We note that the values of these parameters are equal for disc and






























To summarize, OLA-T and its variants extend Basic OLA [13]–[14] through the
introduction of the “transmission threshold,” and have been proposed and analyzed
for broadcasting over wireless networks. A node that successfully decodes the message
(e.g., by passing a cyclic redundancy check (CRC)), compares its received SNR to this
threshold and relays only if its SNR is less than the threshold; the nodes that relay are
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in the best position to participate in the next OLA transmission. By self-scheduling
their transmissions using the thresholds, nodes can save significant energy.
When compared to Basic OLA, OLA-T saves up to 32% of the transmitted energy
by limiting the number of nodes in each OLA. OLA with variable threshold (OLA-
VT), described in Section 4.2.3, saves additional energy with no overhead and no
central control through optimization of the threshold for each decoding level. For
fixed-size networks, OLA-VT simplifies boundary-matching. OLA-T protocol along
strip-shaped routes (networks) was found to save as much as 62% of the transmitted
energy relative to Basic OLA, when both protocols operated in their lowest power
configurations. The physical interpretation is that restricting the energy-spilling to
just the relay nodes in the direction of the destination makes the broadcasting along
strips more energy-efficient.
Lastly, it is remarked that Basic OLA transmission has been proposed for unicast
transmission because of its lack of overhead [71]. For radios that consume substan-
tial energy when receiving and decoding, Basic OLA might not be advantageous for
unicast, since every node receives and decodes. However, in the context of unicast,
OLA-T, a node doesn’t need to decode the data if it is not a relay and not the destina-
tion. If the energy spent determining that a node should relay can be made extremely
small, then OLA-T might be an attractive unicast scheme.
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CHAPTER V
EXTENDING NETWORK LIFETIME FOR A FIXED
SOURCE AND STATIC NETWORK
OLA-T is an energy-efficient cooperative broadcast strategy relative to Basic OLA.
However, for a fixed source such as the fusion node in a WSN, and for a static
network, OLA-T causes the same subset of nodes to participate in all broadcasts.
Therefore, participating nodes in OLA-T will eventually die (“death” happens when
the batteries die), causing significant areas of the network to lose their sensing function
and partitions to form. It is noted that a network of randomly moving nodes will
not have this problem, as eventually all nodes spend some time in the “OLA area,”
thereby sharing the broadcasting burden. If network life is defined to be the length
of time before the first node dies, and the broadcasts are assumed to be the only
transmissions, then it follows that for a static network, OLA-T has no advantage over
Basic OLA in terms of lifetime even though it consumes less total transmit energy in
a single broadcast, especially when K is the same. So, a variant of OLA-T called the
alternating OLA-T (A-OLA-T) that improves the network lifetime compared to Basic
OLA and OLA-T is proposed. The concept and analysis of A-OLA-T are original
contributions of this doctoral research work.
The idea of A-OLA-T is that the nodes that do not participate in one broadcast
make up the OLAs in the next broadcast. To ensure that the sets of OLAs during each
broadcast are mutually exclusive, the OLA boundaries should not change during the
two broadcasts. Fig. 12 illustrates the concept. The gray areas on the left of Fig. 12
are the OLAs in the first broadcast, while the gray areas on the right are the OLAs
in the second broadcast. Ideally, these two sets of OLAs have no nodes in common
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Figure 12: The gray strips represent the transmitting nodes (that form the OLA),
which alternate during each broadcast.
and their union includes all nodes. A-OLA-T can be extended to have three or more
sets of OLAs that have no nodes in common, such that the union includes all the
nodes in the network. Under the continuum assumption, more sets will increase the
network life because border nodes play an increasingly dominant role. However, with
finite node density, the practical limit in the number of sets is expected to be low.
5.1 A-OLA-T for Disc-shaped Networks
Like in the case of OLA-T, A-OLA-T has also been analyzed separately for disc- and
strip-shaped cooperative routes (network shapes), which correspond to the largest
and smallest ratios of nodes (or areas) used up during a single network broadcast.
First, we analyze the two-set A-OLA-T for disc-shaped networks, followed by the m
alternating sets, and then consider strip-shaped networks in Section .
5.1.1 Two Alternating Sets (Two-Set A-OLA-T)
The basic concept of A-OLA-T is that an arbitrary number of broadcasts could be
grouped under the continuum assumption; however, with finite node density, smaller
group sizes are expected to be the best to ensure that the OLAs are populated with
a sufficient number of nodes. So in this section, just two groups are considered and
are called Broadcast 1 and Broadcast 2.
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Figures 13(a) and (b) contain illustrations of successful and unsuccessful A-OLA-
T broadcasts, respectively. These figures show how to ensure that both broadcasts
are sustaining. The upper parts of both drawings correspond to Broadcast 1, and the
outer and inner OLA radii for the k-th OLA ring are labeled ro,k and ri,k, respectively.
The lower parts of both drawings correspond to Broadcast 2, and the outer and inner
OLA radii for the k-th OLA ring are relabeled vo,k and vi,k, respectively. The initial




, where vo,1 was
fixed in Broadcast 1. In Fig. 13(a), the first OLA during Broadcast 1 is denoted by
OLA 1,1 and is defined by the radii pair, ri,1 and ro,1. On the other hand, the first
OLA during Broadcast 2 is denoted by by OLA 1,2 and is the circular disk of radius
vo,1. Let ṽo,2 be the decoding range of OLA 1,2 during Broadcast 2. The key idea is
that ṽo,2 must be greater than ri,2. In Fig. 13(a), this inequality is satisfied, while in
Fig. 13(b), it is not. More generally, the network designer just needs to check that the
decoding range, ṽo,k+1, of the k-th OLA in Broadcast 2 is always greater than ri,k+1,
for all k. Alternatively, the received power at ri,k+1 can be computed and confirmed
that it is greater than the minimum. Using vo,k = ri,k and vi,k = ro,k−1, it is easy to
see that
Pr [f(ri,k, ri,k+1)− f(ro,k−1, ri,k+1)] ≥ τl. (21)
Intuitively, as R becomes very large, the OLAs during Broadcast 1 would become
larger and the OLAs of Broadcast 2 would become relatively smaller, as shown in
Fig. 13(b). As a result, the sets of nodes that did not transmit during Broadcast 1
(or the OLAs during Broadcast 2) eventually become so small that their decoding
range (for OLA 1,2, this is indicated by the dashed line in Fig. 13(b)) cannot reach
the next Broadcast 2 OLA to sustain propagation, i.e., ṽo,2 < vi,2. In other words, for
a very high value of R, the k-th OLA in Broadcast 2 may be so weak that no nodes
between vi,k+1 and vo,k+1 can decode the signal. When this happens, OLA formations
die off during Broadcast 2 and A-OLA-T fails to achieve network broadcast. Thus,
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Figure 13: Illustration of the A-OLA-T Algorithm with (a) admissible R, (b) inad-
missible R.
it makes sense for R to have an upper bound.
After substituting (7) into (21), and simplifying, the condition in (21) can be




i,k − r2o,k−1 − (β(τl)− 1) r2i,k+1
β(τl)− 1
. (22)
Substituting the expressions for ro,k and ri,k from (46)–(49) into (22) and collecting
the A1 and A2 terms yields











ζ2 − α(τl)η2A−12 − ζ2A2.
Using A2 = 1 and the expressions for η2 and ζ2, Π = ζ2−η2 = 0, which, when applied
to (23) along with A1 > 0, the inequality in (23) may be simplified to Ω ≥ 0. While
not obvious from Ω ≥ 0, this inequality implies an upper bound on R. The derivation
of the closed-form expression for the upper bound on R can be found in Appendix
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It is remarked that it is not necessary to assume the same R for both broadcasts
or even for different levels within a single broadcast [22]. With the flexibility of level-
dependent transmission thresholds (τu,k or Rk), a designer may be able to make the
decoding ranges in Broadcast 2 match up exactly with the boundaries in Broadcast
1 and thereby save more transmit energy.
5.1.2 Factor of Life Extension
Figure 14 is a plot of the upper and lower bounds for relative transmission threshold,
R, in dB, for A-OLA-T, as a function of the node degree, K. First, it is observed
that as K increases, the difference between the upper and lower bounds increases.
As an example, for a small increase in K from 2 to 4, the range of R increases from
[0.8, 4.2] to [0.4, 5.6]. This has two reasons. Increasing R could be done by increasing
the Pr, which enables Broadcast 1 to be successful with more slender OLAs. This
corresponds to a decrease of the lower bound. Fatter Broadcast 2 OLAs more easily
reach across the next pair of boundaries and so this increases the upper bound. Next,
decreasing τl also increases K. Decreasing τl decreases the lower bound, because a
lower value of τl corresponds to a lower SNR requirement at the receiving node, and
so in order to meet this power requirement, the OLAs can afford to have fewer nodes
during Broadcast 1. OLAs during Broadcast 1 become thinner but more powerful,
and the OLAs during Broadcast 2 grow thicker. This is implied by an increase in the
upper bound.
Also, it is observed from Fig. 14 that the upper and lower bounds converge as K




where Pr(A,min) is the minimum value of Pr for a given τl. It was not possible to
obtain an exact value of K(A,min); however, using numerical analysis it was found that
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Figure 14: Relative transmission threshold, R, in dB, versus node degree for A-
OLA-T, K. The K corresponding to the intersection of the two curves is the K(A,min).
K(A,min) = 2.45. It is noted from (5) that K has a smaller lower bound for Basic OLA,
K(O,min) = (π ln(2))−1 = 1.44. For K < K(A,min), network broadcast fails for A-OLA-T
because the OLAs die out during Broadcast 2. For A-OLA-T, from the definition of
K(A,min), Pr(A,min) ' 0.78τl. From (5), the minimum Pr for Basic OLA, denoted by
Pr(O,min), is given by 0.46τl. It is observed that A-OLA-T requires less than double
the power of Basic OLA because it uses border nodes.
Next, the “broadcast life” extension of A-OLA-T compared to Basic OLA is com-
puted. Broadcast life here means the lifetime of the network if only broadcasts were
transmitted. If A-OLA-T and Basic OLA use the same Pr, then A-OLA-T doubles
the network life compared to Basic OLA. However, this is not a fair comparison
since Basic OLA can achieve successful broadcast at a lower Pr. Realizing that every
broadcast in A-OLA-T is essentially an OLA-T broadcast, the factor of life extension





where FES denotes the fraction of energy saved by OLA-T relative to Basic OLA in
a single broadcast (from Section 4.2.2). FLE can be evaluated for any powers that
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satisfy Pr(A) ≥ 0.25τl and Pr(O) ≥ 0.15τl, for A-OLA-T and Basic OLA, respectively.





where F̂LE and F̂ES denote the FLE and FES, respectively, when both protocols
operate in their minimum power configurations. The minimum powers for Basic
OLA and A-OLA-T correspond to the minimum node degrees, K(O,min) and K(A,min),
respectively. From Fig. 6, F̂ES = 0.145 at K(A,min) = 2.45, resulting in F̂LE ≈ 1.17.
This means that A-OLA-T with two alternating sets can extend network life by a
factor of 1.17 relative to Basic OLA when both protocols are optimized.
5.1.3 Equal Area Property
Let the ‘Ratio of Areas’ be the ratio of the total area of the Broadcast 1 OLAs to the









where ro,k and ri,k denote the outer and inner boundary radii, respectively, for the
k-th OLA ring formed during the Broadcast 1, and L is the number of OLAs in the
OLA-T network. In [24], it was shown that for the m = 2 case, Ψ̃ = 1/2 when
K = K(A,min). This implies that the respective accumulated areas of the two sets of
OLAs during Broadcasts 1 and 2 are equal.
To summarize, for the two-set A-OLA-T, Broadcast 1 fixes the radii for Broadcast
2. The trick then is to choose transmission thresholds to ensure that the detection
boundaries in Broadcast 2 exceed (or match up) with transmission threshold bound-
aries in Broadcast 1. In [24], it was established that there exists a minimum value of
K, denoted by K(A,min), and when K < K(A,min), network broadcast fails for A-OLA-T
because the OLAs die out during Broadcast 2. K(A,min) implies a minimum value of
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Pr for a given τl, denoted by Pr(A,min). Compared to Basic OLA, A-OLA-T with two
sets extends the network longevity by a factor of 1.17 when both OLA-based proto-
cols operate in their minimum power configuration [24]. This work may be useful for
future very large and very fine-grained monitoring applications, of the type that may
be enabled by sensor nodes that do energy harvesting.
5.1.4 m Alternating Sets (m-Set A-OLA-T, m > 2)
In this section, it is shown that using m alternating sets of OLAs (m > 2) extends the
life of the network even more than for m = 2. To show this, we conjecture that the
Equal Area Property applies to the m > 2 case. Assuming that the conjecture is true
implies that Ψ̃ = 1
m
for all broadcast sets, when the system is in its lowest energy
configuration, i.e., when K = K(A,min). We confirm the assumption numerically in
the next section. Based on the assumption, we are able to derive an expression for
K(A,min), which in turn, allows us to quantify the relative transmit energy consumption
of m-set A-OLA-T to Basic OLA. The derivation of K(A,min) is sketched here and the
details are in the appendices.
Figure 15 illustrates the A-OLA-T concept with 3 alternating sets of OLAs. Each
broadcast is an OLA-T broadcast. The gray areas in the left of Fig. 15, are the OLAs
in “Broadcast 1,” while the gray areas in the center and on the right, are the OLAs in
“Broadcast 2,” and “Broadcast 3,” respectively. Ideally these three sets of OLAs have
no nodes in common and their union includes all nodes. In Fig. 15, the sets of OLAs
during Broadcasts 1, 2, and 3 comprise OLA1,1 and OLA2,1, OLA1,2 and OLA2,2, and
OLA1,3 and OLA2,3, respectively; these sets do not have any common nodes and their
union includes all the nodes in the network. This increases the network longevity for
broadcast applications because each node participates once in every three broadcasts,
and therefore the load is shared equally.
We use the closed-form expressions for OLA-T ring radii from [22] to put Ψ̃ for
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Figure 15: A-OLA-T with 3 alternating mutually exclusive sets of OLAs.
Broadcast 1 solely in terms of R and K. Then setting Ψ̃ = 1
m
allows an expression
for R in terms of K and m. Next, assuming the lowest energy configuration means
that R must be equal to its lower bound (in [22], the upper and lower bounds on R









In fact, it can be proved that K(A,min) ≈ 2m
2
2m−1 to the second order, and K(A,min) →
m as m → ∞. A disc-shaped network achieves the maximum FES per broadcast
as K(A,min) → ∞ (because the OLAs become thinner), and from Fig. 6, F̂ES ≈
0.32. Substituting this value in (27), we get F̂LE = 1.47. Hence, A-OLA-T with m
alternating sets, m → ∞, offers a maximum life extension factor of 1.47 relative to
Basic OLA when both protocols are optimized.
5.1.5 Numerical Results for m-Set A-OLA-T
For the two-set A-OLA-T in [24], the asymptotic convergence of the ratio of the
differences in the radii of the mutually exclusive sets of OLAs to 1 meant that the
ratio of the accumulated areas of the mutually exclusive sets of OLAs was exactly 1.
This implied that the ratio of the accumulated areas for a ‘single’ broadcast to the
total area of the network, Ψ̃ was exactly 1/2 for both broadcasts.
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Figure 16: Ratio of adjacent areas versus OLA index, k for m = 3.
For an m-A-OLA-T, it was conjectured that Ψ̃ would be 1/m for all m broadcasts.
This conjecture is verified numerically for m = 3 in Fig. 16. Figure 16 is a plot of
the ratio of adjacent areas versus k for the three successive broadcasts. As seen in
the figure, convergence of ratio of areas to ≈ 1 shows that the widths of adjacent
OLAs from Broadcast 1, 2, and 3 become equal. This also implies that the ratio of
the accumulated areas for a ‘single’ broadcast to the total area of the network, Ψ̃, is
0.3333 for all the three mutually exclusive broadcasts.
Next, we establish the network lifetime extensions using m-A-OLA-T. Figure 17
is a plot of the FLE versus the number of alternating sets, m, on a logarithmic scale.
We observe that as m increases, the FLE increases (solid line), and for a large number
of alternating sets, it reaches its asymptotic value (shown by dashed line) of around
1.47. This means that m-set A-OLA-T can extend the network life by a maximum
factor of about 1.47 when both protocols are optimized. When m = 2, F̂LE = 1.17,
which is consistent with the findings for the two-set A-OLA-T.
Finally, it remains to check if infinite network broadcast can be achieved when
the m-set A-OLA-T is operating in the minimum power configuration, i.e., at K =
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Figure 17: FLE as a function of the number of alternating sets, m.
K(A,min), which is given by (29). For our example, we use Matlab simulations and
choose m = 3. Let vo,k and vi,k, denote the outer and inner boundary radii for the
k-th OLA ring formed during the Broadcast 2, respectively. If uo,k and ui,k, denote
the outer and inner boundary radii, respectively, for the k-th OLA ring formed during
the Broadcast 3, and if ũo,k+1 represents the decoding range of the (k + 1)-st OLA,
then ũo,k+1 ≥ vi,k+1 must hold to guarantee infinite network broadcast. The inner
and outer boundaries have been simulated using the closed form expressions given by
(46). It is remarked that even though the continuum assumptions of [22] are used
for these simulations, it has been shown in [22] using Monte-Carlo simulations that
the continuum and deterministic assumptions can be approximated well by networks
of finite density with Rayleigh fading channels. We test infinite network broadcast
numerically at K(A,min). The shaded background in Fig. 18 is a plot of the 3-set A-
OLA-T normalized radii at K(A,min) for the 999-th and 1000-th levels as a function of
normalized distance. The white circle in the foreground is a magnified version of the
region enclosed by the smaller dotted circle. The normalized Source power, Ps was
chosen to be 5 and from Appendix F, K(A,min) = π/0.9038. We now explain the plot
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Figure 18: 3-set A-OLA-T radii growth in the minimum power case. The 999-th
and 1000-th levels are shown in the figure.
in the foreground. Continuing to follow the notations from the previous paragraph,
Broadcast 3 boundary radii for the 999-th level, ui,999 and uo,999, are represented by
the solid and dashed lines, respectively. The dashed line (second from the right) is
the Broadcast 2 inner boundary radii for the 1000-th level, vi,1000. The right-most
dotted line represents the decoding range of the 1000-th OLA, ũo,1000. From Fig. 18,
we observe that ũo,1000 > vi,1000, and so this is indicative of infinite network broadcast
at K(A,min). It was observed that for K < K(A,min), Broadcast 3 OLAs die out.
5.2 A-OLA-T for Strip-Shaped Networks
In the previous sections, the performance of A-OLA-T has been studied for disc-
shaped Networks. In this section, we propose a method to systematically set the
transmission threshold and design the OLAs for two-dimensional strip-shaped net-
works. Theoretical bounds and conditions for achieving sustained OLA propagation
and extending network longevity using A-OLA-T have been derived in the following
sections. These results would also apply to arbitrarily shaped networks that have
node participation limited to strip-shaped collections.
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Figure 19: Illustration of the A-OLA-T with admissible R.
5.2.1 Performance of Two-Set A-OLA-T
From Section 4.3.2, we know that the necessary and sufficient condition to achieve












which takes the form of the following lower bound for R








Since the boundaries don’t change, we will follow the approach described in Sec-
tion 5.1.1 to derive a necessary and sufficient condition for Broadcast 2 to also be
successful. The sufficient condition for Broadcast 1 to be successful takes the form
of a lower bound on R. An R that satisfies this bound fixes the boundaries. The
condition for Broadcast 2 then gives an upper bound on R. During Broadcast 2, the
set of nodes that transmitted during Broadcast 1 will not transmit and the nodes that
did not participate during the the first broadcast will transmit. From Section 5.1.1,
it is clear that an upper bound for R exists. In the remainder of this section, only the
basic framework that is used to derive the upper bound for R is formulated, while
the complete analysis can be found in Appendix G.
Figures 19 and 20 illustrate how it is possible to design OLAs for Broadcasts 1
and 2, to ensure that their propagation is sustained. Let S be the originating node.
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Figure 20: Illustration of the A-OLA-T with inadmissible R.
The upper parts of both drawings correspond to Broadcast 1 and the boundaries are
labeled as {ho(dk)} and {hi(dk)}. The lower parts of both drawings correspond to
Broadcast 2. In Fig. 19 the OLA radii are relabeled {vo,k} and {vi,k}, to denote the
outer and inner boundary sequences, respectively for the k-th OLA formed during
the Broadcast 2. The initial conditions for the second broadcast are vi,1 = 0, and




. In the upper part of Fig. 19, the first OLA during Broadcast
1 is denoted by OLA 1,1 and is defined by the boundary pair, hi(d0) and ho(d0).
On the other hand, the first OLA during Broadcast 2 is denoted by OLA 1,2 and
rectangular block of length vo,1. Let ṽo,2 be the decoding range of OLA 1,2 during
Broadcast 2. The key idea is that ṽo,2 must be greater than d1+hi(d1). In Fig. 19, this
inequality is satisfied, while in Fig. 20, it is not. More generally, the network designer
just needs to check that the decoding range, ṽo,k+1, of the k-th OLA in Broadcast 2 is
always greater than dk +hi(dk), for all k. Alternatively, we can compute the received
power at hi(dk) and confirm that it is greater than the minimum. Mathematically,
we express this as
vo,k+1 ≥ dk + hi(dk)⇒ ho(d̃k) ≥ dk + hi(dk). (31)
The derivation of the closed-form expression for the upper bound on R can be
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found in Appendix G, and is given by










and it can be seen that Rstrip,upper bound ≤ Rdisc,upper bound ∀ K. Intuitively, the area of
a strip is smaller than that of a disc implying fewer nodes (and hence weaker OLAs)
under the continuum assumption, which explains the aforementioned inequality.
As in the case of disc-shaped networks (Section 5.1.2), the upper and lower bounds
for the relative transmission threshold, R, were plotted as a function of the node
degree, K. It was observed that the upper and lower bounds converged asK decreased;
the K corresponding to the intersection of the two curves being the K(A,min). Using
numerical analysis it was found that K(A,min) ≈ 2.45, the exact same value obtained
for disc-shaped networks, and this results in the same minimum value of Pr for a
successful A-OLA-T broadcast, Pr(A,min). However, the factor of life extension (FLE)
offered by A-OLA-T relative to Basic OLA is ≈ 1.41, i.e., 20.51% more than that in a
disc-shaped network. Because areas do matter in each individual broadcast, whatever
differences exist between disk and strip, in terms of OLA-T savings over Basic OLA,
are also seen for A-OLA-T.
5.2.2 Performance of m-Set A-OLA-T (m > 2)
To analyze the performance of the A-OLA-T withm alternating sets for a strip-shaped
route (network), we adopt an approach similar to the one described in Section 5.1.4.
During OLA propagation, it is observed that after a transient period, a “steady
state” is attained in which the OLA lengths (or step sizes) become uniform, i.e.,
independent of the index, k. In other words, the lengths of adjacent OLAs from
successive broadcasts become equal and the ratio of areas converge to ≈ 1. This
phenomenon is illustrated in Figs. 21(a) and (b).
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Figure 21: (a) Transient and steady state behaviors of OLA propagation, (b) steady
state OLA propagation for m = 4.
Because the OLAs are rectangular shaped, the ratio of the total area of the Broad-







where dk are the OLA lengths, rstrip =
N∑
k=1
ho(dk), and ho(dk) being the outer bound-
ary of the k-th OLA. Numerically, it can be shown that for the m = 2 case, Ψ̃ = 1/2
when K = K(A,min). This implies that the respective accumulated areas of the two sets
of OLAs during Broadcasts 1 and 2 are equal. For an m-A-OLA-T, it was conjectured
that Ψ̃ would be 1/m for all m broadcasts, and this conjecture is verified numerically
for m = 4.
To derive the closed-form expression of the minimum node degree, K(A,min) that
guarantees successful m-set A-OLA-T broadcast, we proceed as follows. Figure 21(b)
shows the steady state OLA propagation when alternating between four mutually
exclusive sets of cooperating nodes. The k-th OLA during the Broadcast m is denoted
57
by OLA k,m. During Broadcast 1, the network designer just needs to check that the
decoding range of the k-th rectangular OLA is at least greater than 4d∞ to ensure
enough nodes in the (k+1)-st OLA for sustaining OLA propagation. More generally,
assuming steady state OLA propagation, it is claimed that satisfying ho(d∞) ≥ md∞
will guarantee a successful A-OLA-T broadcast, i.e., exercise mutually exclusive sets
of nodes during successive broadcasts.
The optimum m-set A-OLA-T broadcast is achieved when the aforementioned
condition becomes an equality, i.e., at the minimum node degree, K(A,min). A closed-
form expression for K(A,min) is derived as follows: Consider ho(d∞) = md∞. Taking
derivatives on both sides with respect to d∞, we get h
′



















, the same as that for a
disc-shaped network (given by (29)), but a maximum life extension factor of ≈ 2.78,
i.e., 89.2% more compared to a disc-shaped network.
5.2.3 Limiting OLA lengths, d∞
Figure 22 is a plot of h versus the OLA length, d, for different values of m when the
m-set A-OLA-T is operating in its minimum power configuration. The value on the
abscissa corresponding to the intersection point of the line, h(d) = md with the curve
h(d) is the limiting OLA length (or step size), i.e., when the OLA propagations have
attained their steady state. It can be observed that with increasing m, the limiting
OLA length decreases. When m is increased from 2 to 3, the limiting OLA length,
d∞ decreases from ≈ 0.3 to 0.2 units. This is because as the number of alternating
sets increases, the OLA-T strips become narrower resulting in steady state OLAs of
shorter lengths. It is remarked that Fig. 22 is plotted at the minimum permissible
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Figure 22: Numerical evaluation of the limiting OLA lengths for different m at the
minimum node degree, K(A,min). The cases when m = 2 and 3 are shown in this plot.
node degree, K(A,min) for the different values of m. It was also observed (not shown
here) that operating A-OLA-T at higher node degrees increased the limiting OLA
lengths, lowered the lifetime extension relative to Basic OLA.
It is not possible to obtain a closed-form expression for the limiting OLA length,
d∞. Using the results from [17], we are able provide an upper bound for d∞, and the
derivation is as follows:










(since d∞ ≥ 0).
As a result, we have







− ri,∞ ∀ ri,∞,





















Figure 23: The limiting OLA length, d∞, versus node degree, K.
So, d∞ ≤ WK2π −
WK
2πR . It can be seen that the upper bound for d∞ → upper bound
for ro,∞ (as in [17]) when R → ∞. Figure 23 shows a comparison of the analytical
bound with the numerical d∞. The value of m was chosen to be 2. It is seen from
the figure that the upper bound becomes very tight at high node degrees away from
the minimum node degree.
In summary, the alternating broadcast scheme, A-OLA-T (described in Section 5),
is a modified version of OLA-T that optimizes multiple, consecutive OLA-T broad-
casts, so that different sets of nodes relay in each broadcast and eventually all nodes
relay the same number of times. Since A-OLA-T drains the batteries efficiently and
uniformly across the network, it is most appropriate for static networks. Unlike OLA-
T and other OLA-based schemes, A-OLA-T optimizes groups of broadcasts instead
of a single broadcast. The transmission threshold is used to minimize the OLA sizes
while maintaining mutually exclusive sets of OLAs on consecutive broadcasts. It is
shown that the maximum life extension factor using A-OLA-T with two sets was
1.17 relative to the Basic OLA when both protocols are operated in their minimum
energy configurations. Further, when two-set A-OLA-T is compared to OLA-T, the
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OLA-T Rlower bound ≤ R
A-OLA-T with 2 alternating sets Rlower bound ≤ R ≤ Rdisc,upper bound
battery-life of the nodes is doubled. A-OLA-T with m sets, m >> 1 extended the
network life by a maximum 147% relative to the Basic OLA when both protocols are
operated in their minimum energy configurations. Broadcasting using strip-shaped
networks increased the maximum factor of life extension to 2.78.
5.3 Operating Points of OLA-Based Broadcast Protocols
In this section, a comparison of the different operating points (such as K and R) for
the OLA broadcast protocols, namely, OLA-T and A-OLA-T for a path loss exponent
of 2 are presented.
First, the relation between the relative transmission threshold, R for a fixed ad-
missible node degree , K for Basic OLA, OLA-T, and A-OLA-T is presented. Table 5
compares the ranges of the R, for the OLA-based protocols that guarantee successful
network broadcast for a fixed K. Since Basic OLA does not use any transmission
threshold, R = ∞. While R for OLA-T is lower-bounded, for A-OLA-T, there are
lower and upper bounds on R for guaranteed broadcast success. Small “operating
windows” of R may not be very desirable because of limited precision in the estimate
of the SNR.
Table 6 quantifies the minimum node degree, K, for Basic OLA, OLA-T and A-
OLA-T, forR = 2.5 dB. It can be observed that as the number of sets of the broadcast
protocol increases, the maximum K required to ensure successful broadcast increases.
Among these three protocols, Basic OLA has the lowest node degree (can achieve
successful broadcast with fewer nodes), and A-OLA-T has the highest node degree.
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Table 6: The minimum node degree, Kmin, for Basic OLA, OLA-T, and A-OLA-T




A-OLA-T with 2 alternating sets 2.5
A-OLA-T with 5 alternating sets 5.5
A-OLA-T with 10 alternating sets 10.5
A-OLA-T with 100 alternating sets 100.5
Another way to interpret this trend is as follows. The same received power criterion
(the decoding threshold, τl) assumption for all the protocols implies that the minimum
Pr for the nodes in the network is highest for A-OLA-T and the lowest for Basic OLA.
This is because fewer nodes participate during each broadcast cycle; these “border
nodes” use a slightly higher Pr to ensure the OLA formations don’t die down. Among
the different versions of A-OLA-T, it is observed that as the number of alternating
sets, m, increases, the node degree increases. As m increases, the cooperating area
becomes smaller, which makes the OLAs thinner, which in turn, increases the Pr for
the network.
OLA-T’s only memory requirements are the threshold value and the identifier of
the last packet broadcasted. A-OLA-T adds to this only the memory of the number
of broadcasts received since the broadcast relayed. These broadcast schemes share
the properties of no centralized control, no individual node addressing, no inter-
node coordination, no reliance on node location knowledge, and no dependence on
density, given that the density is at least sufficient to support OLA transmission. The
extensions of Basic OLA offer advantages of transmit energy efficiency and network
longevity relative to Basic OLA, but they come with a price. The introduction of
additional system parameters increases the implementation/hardware “complexity”
and power requirements compared to Basic OLA.
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5.4 Practical Issues Associated with OLA-Based Broadcast
Protocols
Other than a preliminary treatment of finite density networks in Chapter 3 (Tables 1
and 2) and in Section 4.3.1 (Table 4), the analysis in this dissertation has assumed a
continuum of nodes and that all nodes transmit orthogonal signals, neither of which is
true in practice. However, results based on these assumptions have been shown to be
closely approximated with high densities and limited orthogonality in fading channels
[22], [18]; in [22], several examples of un-normalized variables (i.e.,relay powers in
dBm, densities in number of nodes per m2, etc) are given that are consistent with the
high density assumption.
Nevertheless, finite density might mean that higher than minimum powers will
be needed to ensure successful broadcast for both Basic OLA and A-OLA-T. The
additional power needed might be called the “density margin,” and is a subject of
ongoing research. Finite density and multi-path fading will limit the number of sets
that could be used by A-OLA-T to some relatively low number.
Another practical issue is that radiated energy is not the only energy consumed
by a relay. There is usually “base” of energy required by the electronics [90], and
sometimes, the energy required by the receiver electronics exceeds that of the trans-
mitter electronics [90]. Since radiated and circuit-consumed energies are added in a
“total energy” model of a node, then, the fraction of energy saved (FES) and factor
of life extension (FLE) will be lower in comparison to Basic OLA than what has




OLA-BASED PROTOCOLS FOR HIGHER PATH LOSS
EXPONENTS
6.1 Motivation
Several researchers have been investigating sensor networks in very lossy communica-
tion media, such as body area networks (BANs) and indoor sensor networks [73]–[77].
The electromagnetic waves are attenuated considerably, or stated otherwise, the radio
signals experience high path loss. For example, in the case of BANs, the path loss
along and inside the human body either using narrowband radio signals or Ultra-
wideband (UWB) have been investigated, and the observations have been that the
value of the path loss exponent, γ varies greatly. It was found that γ = 3 for the
line of sight (LOS) propagation along and external to the human body [78], [79]. In
[80], it was found that γ = 7 for non-line of sight (NLOS) situations for propagations
external, and going around the human body. Thus, the path loss for such sensor
networks is a lot different from the free space propagation exponent (i.e., γ = 2).
Because of these losses, cooperative diversity-based approaches become advantageous
and sometimes an absolute requirement to boost the energy-efficiency of the system.
The high path loss impacts the energy consumption. A cooperative approach can de-
crease energy consumption in such harsh conditions because the transmission effort
is spread over the whole network.
The OLA-based protocols described thus far, namely, OLA-T, A-OLA-T, and their
variants, have been analyzed using a deterministic path loss model with a path loss
exponent of 2. When the path loss exponent increases, one might expect the border
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nodes of OLA-T to dominate the OLA transmission energy even more, thereby widen-
ing the gap in energy consumption between Basic OLA and OLA-T. This strongly
motivates investigation of the energy-efficient “transmission threshold-based” OLA-
based protocols in environments with higher (> 2) path loss exponents. Only OLA-T
for disc-shaped networks are considered in this chapter.
6.2 Performance Evaluation at Higher Path Loss Expo-
nents
Continuing to follow the approach in Section 4.2.2, we compare the total radiated
energy during a successful OLA-T broadcast to that of a successful Basic OLA broad-
cast when both protocols are operating in their minimum power configurations.The
fraction of energy saved (FES) defined in (13) can be re-written as:
FES = 1− (ratio of areas)× (ratio of minimum node degrees). (34)
However, the minimum node degrees for Basic OLA and OLA-T given by (5) and
(9), respectively, hold only for γ = 2, and need to be evaluated for higher path loss
exponents. Also, the radii definitions for computing the ratio of areas also depend on
γ. Thus, both the ratios in (34) depend on γ, implying that FES depends on γ.
Under the deterministic path loss model, the concentric ring structure of the
OLA propagation is still preserved. So, the parameters of interest can be obtained
by iteratively solving the aggregate path loss function given by (1) in Chapter 3 for







[(p− r cos θ)2 + r sin θ2]−γ/2, (35)
where γ > 2. As there are no closed-form solutions for (35), it is computed numeri-
cally.
In order to evaluate FES under the path loss model assumption for higher values
of γ (γ > 2), we proceed as follows. First, the minimum node degree, KO,min, for
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infinite broadcast using Basic OLA is obtained for a disc-shaped network under the
continuum assumption. Using Monte-Carlo simulations, we verify these results for
random network realizations with finite node densities. Next, the minimum node
degree, KOT,min, which guarantees infinite network broadcast when using OLA-T is
obtained for higher path loss exponents. We consider γ = 3 and 4. For each γ, the
OLA boundaries are computed by solving (35) numerically for Basic OLA and OLA-
T, both operating in their minimum power configurations. Using these results, the
FES achieved by OLA-T relative to Basic OLA for each γ is obtained. The results
along with the details of the simulations are presented in the following sections.
6.3 Simulation Details
For the continuum case, 1000 radii definitions (levels) were computed iteratively for
different values of γ to test for infinite broadcast. We considered γ = 2, 3, and 4,
and a range of values for the node degree, K. The source power, Ps was chosen to
be 3 and the decoding threshold, τl was 1. The minimum node degrees for Basic
OLA and OLA-T, KO,min and KOT,min, respectively, corresponded to the values of K
at which the radii stopped increasing, i.e., only a finite portion of the network was
reached. Additionally, for OLA-T, each KOT,min corresponded to a lower bound on
RTT, Rlower bound.
The Monte-Carlo simulations assumed 2000 nodes to be uniformly and randomly
distributed on a disc of radius 20 distance units with the source node located at the
center. A successful broadcast was when 99% of the nodes in the network could
decode the message. The Monte-Carlo results were obtained from a simulation of 400
random network realizations. Normalized values were used in each case. The source
and relay powers were chosen to be 3 and 0.5, respectively. The decoding threshold,
τl, and the reference distance, d0 were assumed to be unity. Nodes in the first level
used an R = 5.44 in dB, for all the trials.
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Figure 24: Probability of successful broadcast (PSB) for Basic OLA for different
path loss exponents, γ. The blue and black curves represent the finite node density
and continuum cases, respectively.
6.4 Results and Discussion
6.4.1 Minimum Node Degree for Basic OLA, KO,min
Figure 24 is a plot of the PSB as a function of node degree for different path loss
exponents, γ, for Basic OLA. We consider γ = 2, 3, and 4. The plot shows the
simulation to obtain the minimum node degree, KO,min, for a non-coherent OLA-
based cooperative broadcast. KO,min is also evaluated for different network density
cases, namely the continuum (ρ → ∞) and the finite density. The results for the
continuum case are discussed first. The horizontal axis is node degree and the vertical
axis is the probability of a successful broadcast. The step function that represents the
continuum assumption is plotted for each γ. It can be observed that as the path loss
exponent, γ, increases from 2 to 4, KO,min increases from 1.44 to ≈ 3 (black curves).
It is noted that the KO,min for γ = 2 obtained numerically is consistent with (5). In
order to validate the numerical results for the continuum case, we considered random
networks with finite node densities to obtain the KO,min for different γ. As expected,
the minimum node degree required for a successful broadcast is slightly higher for
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Figure 25: Lower bound on RTT, Rlower bound, in dB, versus node degree, K, for
different path loss exponents, γ, for OLA-T.
the finite node density case, and when γ increases from 2 to 4, KO,min increases from
≈ 1.6 to ≈ 3.2 for the finite node density case (blue curves). It is noted that the
KO,min for γ = 2 obtained numerically is very close to the theoretical value using (5).
Lastly, the minimum node degrees to ensure infinite network broadcast for the two
node density cases are within 10% of each other, thereby validating the continuum
assumption and adding confidence to the numerically obtained results.
6.4.2 Numerical Lower Bounds on RTT, Rlower bound, for OLA-T
Figure 25 shows the lower bound on RTT, Rlower bound, in dB, versus the the node
degree for different path loss exponents, γ = 2, 3, and 4, for OLA-T. These results
are for the continuum case only. It can be observed that for a given node degree,
the Rlower bound increases as γ increases from 2 to 4. For example, for K = 10, the
minimum transmission threshold is ≈ 0.1 dB for path loss exponent 2 (solid line).
However, the min transmission threshold is ≈ 1 dB (dash-dotted line) and ≈ 2.2
dB (dashed line) for γ = 3 and 4, respectively. So the value of R for sustained
OLA propagations when γ = 2 is insufficient when γ > 2. Alternatively, this implies
that higher node degrees are required for operating OLA-T in its minimum power
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Figure 26: Variation of FES with the minimum OLA-T node degree, K(OT,min), for
a disc-shaped network with 1000 levels for different path loss exponents.
configuration as γ increases. For example, compared to γ = 2, there is a 20% increase
in the required node degree for infinite network broadcast when γ = 4. It is also
remarked that operating at Rlower bound may not be very effective if the precision in
the estimate of the SNR is not good enough. All these factors increase the thickness of
the OLAs in each hop/energy consumption of OLA-T at higher path loss exponents,
thereby affecting the FES.
6.4.3 Fraction of Energy Saved
Figure 26 shows FES versus minimum node degree, K(OT,min) (on a logarithmic scale),
for a disc-shaped network with 1000 levels for different values of γ. For example, when
γ = 2 (solid line), at K(OT,min) = 10, FES is about 0.28. This means that at their
respective lowest energy levels at K(OT,min) = 10, OLA-T saves about 28% of the
transmitted energy consumed by Basic OLA. On the other hand, for K(OT,min) = 10
and γ = 4 (dashed line), the FES is about 0.24, meaning that OLA-T saves about
24% of the total transmitted energy during broadcast relative to Basic OLA, both
protocols operating in their minimum power configurations. It is noted that FES
increases with K(OT,min) and attains a maximum of about 30% (for γ = 3) and about
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(a) γ = 2. (b) γ = 4.
Figure 27: Successful minimum power OLA-T broadcasts under deterministic path
loss models with different exponents, γ. The gray strips denote the set of nodes that
participated during network broadcast.
26% (for γ = 4).
Further, when the whole fraction of energy saved (WFES) given by (15) (in Sec-
tion 4.2.2) is computed, the energy savings resulting from OLA-T relative to Basic
OLA diminish further. For example, when both the circuit and transmit energies are
equal, OLA-T offers a maximum energy savings of 15% (for γ = 3) and 13% (for
γ = 4).
Figures 27(a) and 27(b) illustrate successful OLA-T broadcasts for different path
loss exponents, γ = 2 and 4, respectively, when operating in their minimum power
configurations. The node degree in the network, K was chosen to be 5, which resulted
in Rlower bound ≈ 0.2 and 3 dB, for γ = 2 and 4, respectively. The gray strips denote
the set of nodes that participated in the network broadcast. It can be observed that
increasing γ from 2 to 4 results in a larger number of hops to cover the network
and slightly thicker OLAs implying an increase in the ratio of areas used. This is
responsible for the drop in FES by OLA-T relative to Basic OLA when operating at
high path loss exponents. To summarize, OLA-T is still an energy-efficient alternative
compared to Basic OLA for network broadcast, but offers lower energy savings while
operating at a higher path loss (γ > 2). This implies that for very lossy channels
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(γ > 4), the energy savings would diminish considerably, and the performance of
OLA-T would approach that of Basic OLA during network broadcast.
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CHAPTER VII
COMMUNICATION USING HYBRID ENERGY
STORAGE SYSTEMS (CHESS)
Network life may also be extended by tapping energy from ambient sources such
as the sun, vibration, pressure, etc., through small devices referred to as energy
harvesters. The state of the art in harvesting-aware routing seeks to maintain “energy-
neutral” operation, and ignores that rechargeable batteries (RBs) have finite cycle
lives. However, the life of the network is limited by the cycle-life of its storage
devices, where cycle life is the number of charge-discharge cycles before the storage
device fails to hold the charge.
Two energy storage media, the RB and the supercapacitor (SC), have dramatically
different cycle lives, with the RB having lives on the order of a few 1000s and SC
having lives on the order of millions. While hybrid combinations of RB and SC are
used today so that the SC can protect the RB from supplying large, short pulses of
current, in the proposed thesis, this type of hybrid energy storage system (HESS) will
be used differently. Therefore, another key contribution of this thesis is the analysis of
a novel communications using HESS (CHESS) routing metric, which causes routing
and MAC protocols to prefer nodes that can relay exclusively with SC energy, thereby
prolonging the cycle life of the RB. To enable CHESS analysis, the development of a
novel simple model of the harvester-HESS set is proposed in this research. Finally,
OLA broadcasting will be explored for use on HESS nodes.
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Figure 28: Simplified block diagram of the switched hybrid energy storage system.
7.1 HESS Model
A simplified block diagram of the HESS is shown in Fig. 28. The switches, S1 and
S2, respectively represent our assumptions that a node cannot harvest energy and
transmit a packet at the same time, and that the SC is never connected to the RB.
This latter assumption distinguishes our model from other “hybrid” system models
that always have a connection between the SC and the RB [91]. Also, we assume that
the RB is not connected to the harvesting source until the RB has discharged down
to the specified depth of discharge. This collection of assumptions enable us to use a
simplified cycle life model [55], [56]. As in [58], we assume that the node is dead if
the battery exceeds its cycle life.
A node that is selected to relay sets Switch S1 to the “1” or “Load” state. Un-
selected nodes set Switch S1 to the “0” or “harvesting” state. The RB is recharged
when its residual energy falls below a pre-set threshold (1−D)uRB, where D is “depth
of discharge” (DoD), and uRB is the maximum capacity of the RB. For example, if we
never want to use more than 30% of the energy of the RB within a single discharge
cycle, then D = 0.3; to determine the cycle life from the graph of [50], express DoD
as a percentage, e.g., D×100% = 30%. If the RB energy is above the threshold, then
the SC is charged using the harvested energy, which corresponds to Switch S2, being
set to “1.” If the RB has discharged below (1−D)uRB, then the node will not accept
any more route requests until the RB has been fully recharged.
Next, we describe our update equations that model HESS leaking, charging, and
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Figure 29: Representation of a time slot.
loading. The CHESS cost function will be described in the next section. We assume
that each node knows its energy level (battery reserve) and has an accurate short-term
energy replenishment schedule. We also assume that the reduction in energy after
fulfilling a packet route request is instantaneous, as the rate of energy replenishment
is much slower than the energy used for transmitting a packet [58].
It is assumed that the source transmits equal-length packets periodically. Let tk
denote the arrival time of the k-th packet request at a node. tk defines the beginning
of the k-th time slot, which is illustrated in Fig. 29. If the the routing algorithm
selects the node, the node relays the packet. The period of activity comprising route
selection and relaying of the packet, and during which the node does not harvest
energy, is assumed to be tp seconds long. We define t
+
k = tk + tp. The node harvests




Next, the models of residual energy on the RB and SC are described. The following
events are defined:
SC-ABLE = {ÊSC(n, tk)− l(j)E(n,R(j)) > 0},
RB-ABLE = {ÊRB(n, tk)− (1−D)uRB
−l(j)E(n,R(j)) > 0},
RB-RECHARGE = {ÊRB(n, tk) ≤ (1−D)uRB},
where SC-ABLE is the event that the SC has enough energy to route the packet,
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RB-ABLE is the event that the RB has enough energy to route the packet without going
below its specified depth of discharge, and RB-RECHARGE is the event that the RB has
exceeded its depth of discharge and cannot accept further route requests until it has
recharged. We note that RB-RECHARGE is not the complement to RB-ABLE; our model
assumes that the act of relaying a packet never takes the RB below its discharge depth-
an RB can only cross the threshold by leaking. RELAY=true represents that the node
has been chosen by the CHESS routing protocol to relay. Otherwise, RELAY=false.
ÊSC(n, tk) denotes the residual energy (in Joules) on the n-th node SC at time tk,
l(j) is the length of the j-th packet in units of bits, R(j) is the route for the j-th
packet, E(·) is the energy per bit required to fulfill the route, R(j), ÊRB(n, tk) denotes
the residual energy on the n-th node RB at time tk, and uRB denotes the maximum
capacity in Joules of the RB.
We shall next define the switch states, S1 and S2, for the n-th node at time tk in
terms of the above events. We shall use the indicator function, I(A), which is 1 if the
condition A is true, and 0 when A is false. We observe that S1 = 1 only if the node
is selected to relay the packet. Therefore,
S1(n, tk) = I{RELAY ∩ (SC-ABLE ∪ RB-ABLE)}. (36)
S2 = 0 under different conditions depending on if the node is harvesting or transmit-
ting.
S2(n, tk) = 1− I(SC-ABLE ∩ RB-ABLE∩
RELAY)− I(RB-ABLE ∩ RELAY),
(37)
The first indicator function can be 1 only if the node is chosen to relay, in which case,
the second indicator function must be zero.
Next, we present the update equations for the residual energies stored on the SC
and RB. The change in SC energy from time tk−1 to time tk, because of leaking,
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harvesting, and loading is modeled as follows:
ÊSC(n, tk) = min
[









Êload, SC(n, tk, R(j)) = l(j)E(n,R(j))S1(n, tk)S2(n, tk), (39)
ESC(n, t
+
k ) = β(n,D, tk)
[
ÊSC(n, tk)− Êload, SC(n, tk, R(j))
]
, (40)
where α(tk−1, tk) denotes the time-invariant fraction of energy leaked in the SC over
a time slot, Êload, SC(n, tk, R(j)) is the energy consumed by a packet if the SC is
used,uSC denotes the maximum capacity in Joules of the SC, and γn(t
+
k−1, tk) denotes
the energy (in Joules) harvested at the n-th node during time slot k− 1. We assume
all the nodes in the network harvest the same amount of energy in a time slot, so
we drop the subscript n. Further, for this first treatment of CHESS, we assume that
the harvesting rate is time-invariant over the daily harvesting period. ESC(n, t
+
k )
denotes the residual energy (in Joules) on the n-th node SC at t+k and β(n,D, tk) is
an indicator function for the event that the RB on node n has not exceeded its finite
cycle life at the beginning of time slot k. We note that β(n,D, tk) is a non-increasing
function of tk, and for a fixed tk, is a strictly decreasing function of D, the depth of
discharge on the RB.
We note that the “min” function in Equation (38) ensures that the SC is not
charged beyond its maximum capacity.
Similarly, the change in RB energy from time tk−1 to time tk, because of leaking,
harvesting, and loading is modeled as follows:
























k ) = β(n,D, tk)
[
ÊRB(n, tk)− Êload, RB(n, tk, R(j))
]
, (43)
where ψ denotes the time-invariant fraction of energy leaked in the RB in one time
slot (zero, in case of an ideal RB), Êload, RB(n, tk, R(j)) is the energy consumed by a
packet if the RB is used, and ERB(n, t
+
k ) denotes the residual energy on the n-th node
RB at t+k .
7.2 CHESS Routing
The CHESS routing protocol chooses the route that has the smallest sum of CHESS
metrics for each node along the route. The CHESS metric is zero for a node that
has sufficient energy on its SC to route a packet. If the SC has insufficient energy,
then a non-zero value will be calculated, based on the energy state of the RB. The
CHESS metric is based on the cost function of [58], which treats RBs with infinite
cycle life and 100% depth of discharge. The metric of [58] , which is claimed in [58] to
be asymptotically optimal in terms of the competitive ratio, increases exponentially
with energy depletion and thus, discourages use of a node if its harvesting rate is
low. We can use this approach to assign cost of discharge within one cycle as in
[58]. However, we need to also have a component of cost associated with using up
the RB cycle life; for this, we can view the cycle life of a RB similarly to the life of
a non-rechargeable battery. Therefore, we define two energy depletion functions for
the RB – one to discourage selection of a node (within a single discharge cycle) that
is near its specified depth of discharge, and another to discourage use of a node that
is near the end of it’s battery cycle life. The overall cost function should increase if
either one of these cost components increases. This can be achieved by multiplying
the components.
Let us first consider the cost component for discharge within one cycle. Follow-
ing [58], let the within-cycle energy depletion exponent be defined as λRB(n, tk) =
uRB− bERB(n,tk)
DuRB
. In words, this will be zero when the battery is fully charged, and
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one when it is discharged down to it’s specified level of discharge. Next, the “cost













We note that the use of the SC is reflected in the S2 term in (41).
We denote Lc as the cycle life in units of time slots, which can be known under
our assumption that the batteries are charged only when they have been discharged
to depth D. Following similarly to the non-rechargeable battery cost function in [58],
a cycle-life cost component that penalizes the use of a RB with a shorter cycle life,
can be multiplied to the within-cycle cost (in (44) to get an overall cost function.
In the results section, however, we only consider the within-cycle cost because of
the topology that was assumed. The CHESS metric could be modified to include a
revenue function as in [58]. We note that in the absence of modification, the CHESS
protocol will attempt to find a route, however circuitous, that uses SC energy only.
The CHESS algorithm and the decision-loop for charging an RB are illustrated in
Figs. 30 and 31, respectively.
7.3 Results For The Two-Relay Network
For this preliminary analysis of the CHESS metric, we consider the small network
model, shown in Fig. 32, which consists of a source, and destination, and two relays.
The objective of the CHESS routing algorithm in this particular network is to choose
(for each packet) the relay to maximize the time until the first relay comes to the
end of its cycle life. We will show simulation results for a very simple daily periodic
solar energy model of 12 hours of uninterrupted sun, with constant intensity, and 12
hours of total darkness. We assume a traffic model of periodic packets for as long as
there is energy to route them. When the sunlight stops, the protocol will use up the
SCs first, and then it will use the RBs until they both reach their specified depth of
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Figure 30: The basic CHESS algorithm.
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Figure 31: The recharging algorithm.
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Figure 32: Network topology for evaluating routing performance using CHESS met-
ric.
discharge. After that point, we assume no more packets are routed.
Table 7: Parameters used for evaluating CHESS.
Physical parameter Symbol Value Citation
Energy harvested per unit time γn 0.015 mW/cm
2 [92]
Fraction of energy leaked in the SC over a second α̃ 0.8 [52]
Fraction of energy leaked in the RB over a month ψ̃ 5% [93]
Depth of discharge D 0.3 [94], [95]
Max. energy of RB uRB 130 J [96]
Max. energy of SC uSC 12.5 J [97]
Energy per bit Erad 100 nJ [98]
Circuit Energy per bit Eelec 300 nJ [99]
Maximum Data rate Rb, max 256 kbps [99]
Packet transmission period tp 0.8 seconds -
Harvesting period th 0.2 seconds -
In this simulation, the cycle-life part of the CHESS metric is ignored, and only
the within-cycle part is used. This is done for two reasons, (1) to facilitate debugging
and understanding of the results, and (2) because for this small “cluster” of just
two nodes, the within-cycle cost alone is sufficient to balance the load. However, for
a larger network with many more options for routing, and if the CHESS metric is
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Figure 33: Comparison of the residual energies for the CHESS and non-CHESS
cases over a single harvesting period.
combined with a penalty for number of hops, it is expected that the cycle-life part of
the CHESS metric will play a role.
The HESS parameters used for the simulation are listed in Table 7. The leakage
parameters α̃ and ψ̃ and the leakage parameters α and ψ in Equations (38) and (41),
are related in the following way: α̃ = 1− α and ψ̃ = 1− ψ. For our simulation, the
duration of each time slot is th + tp = 1 second. The values of α and ψ per time slot
are 1− 0.8 = 0.2 Joules and 1− 5·130
100·30·24·3600 = 0.0000002 Joules, respectively.
Figure 33 is a plot of the residual energies in Joules on the SCs and RBs for both
nodes versus time for the HESS and non-HESS node architectures. Every packet
is routed using the CHESS algorithm. For the node equipped with a HESS, when
there is sunlight, the packet is routed using the SCs, and the RBs on both the nodes
simply leak. Once the sunlight stops, the nodes use the SCs to route the packets until
their residual energies are no longer enough to route a packet. Subsequent routing
of packets involves computation of the CHESS metrics for the relay nodes, and the
node with lowest cost function is selected as the relay node. Since there are only
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Figure 34: The residual energies on the nodes versus network lifetime.
two relay nodes, the CHESS routing metric, in this case, merely alternates between
the nodes. Route requests are accepted until the residual energies on the nodes go
below the specified depth of discharge. Since there is no sunlight, the nodes cannot
recharge the RB, and further packets are simply buffered at the source. The batteries
on both the nodes leak during the rest of the non-harvesting period. When there
is sunlight, for the non-CHESS scenario, the RBs on both nodes route packets and
have several charge-discharge cycles. It was found that one charge-discharge cycle for
the CHESS case corresponded to 40 charge-discharge cycles for the non-CHESS case,
which implies a network life extension of approximately 40 times by CHESS relative
to non-CHESS.
Once sunlight returns (after 12 hours), the RB starts recharging. Our model as-
sumes that a node does not accept route requests when the RB is charging. The
charge-time for the RB for the specified DoD was assumed to be 10 minutes. Fur-
ther, our model assumes that the SC charging does not start until the RB has been
fully charged. This explains the 600 second time gap in Fig. 34 between the rise in
RB energy and the rise in SC energy. Immediately after the charging of the RB is
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complete, the RB energy is used to route a packet before the SC energy is used, since
the SC still does not have enough energy to route a packet. Since we have assumed
that charging of the SC is not instantaneous, when packet transmission resumes, the
CHESS metric selects the node with the least cost function to route the packet. An-
other observation we can make from Figs. 33 and 34 is that at the data rate and
harvesting rate given in Table 7, the RB contributes only a small percentage to the
total number of routed packets. Yet the cost is high, because the RB uses up one
cycle of its life in each dark period. A better strategy is to simply not use the RBs
for routine reporting scenarios.
Finally, communication using hybrid energy storage systems (CHESS), the novel
routing metric proposed and analyzed in [100], can be used with any routing protocol
for networks that use HESSs. The HESS proposed in the dissertation consisted of
a combination of a rechargeable battery (RB) and a supercapacitor (SC). The RB
has a finite number of charge-discharge cycles, or cycle life, and low leakage. The SC
has a relatively unlimited cycle life, but high leakage. SC energy is essentially free,
while RB energy always has a cost. The CHESS metric assigns different costs to the
energy in the SC and the energy in the RB; therefore CHESS favors routes with more
SC energy. For the two-relay network with periodic solar-energy harvesting model
considered in this dissertation, CHESS offered a network life extension of about 40





Widespread use of complex communication techniques with high demands on the
analog front-end, and more recently the use of multiple antenna techniques for bol-
stering reliability increases the power consumption not only of the transceiver but
of the complete wireless network. The growing popularity of wireless applications
has increased the share of wireless in the global carbon footprint, which, in turn,
has imposed another optimization criterion on the research agenda – energy effi-
ciency. The prevailing theme of this doctoral research work has been to advance this
agenda with the design of novel decentralized cooperative protocols and intelligent
exploitation of energy scavenging using hybrid energy storage systems (HESSs).
The opportunistic large array (OLA) is a simple strategy that provides a signal-to-
noise ratio (SNR) advantage from the spatial diversity of distributed single-antenna
radios. The OLA-based broadcast schemes resulting from this doctoral work, namely,
OLA with transmission threshold (OLA-T) and alternating OLA-T (A-OLA-T) are
simple cooperative diversity-based protocols that solve the fundamental problems
of load-balancing and energy-deficit in wireless networks. While OLA-T saves
energy by limiting node participation within a broadcast, A-OLA-T optimizes over
multiple broadcasts and drains the nodes in an equitable fashion. The introduction of
the user-defined transmission threshold enables the network designer to craft network
levels (in terms of distances from the source/sink) and hop sizes prior to node deploy-
ment depending on the application. Both OLA-T and A-OLA-T have the advantages
that they are independent of node density and robust against mobility.
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As the battery-operated sensor networks increase in number and the devices de-
crease in size, the replacement of depleted batteries is not practical. Therefore, an-
other objective of this doctoral research was to explore routing by networks that do
energy scavenging to enable perpetual operation without human intervention or
servicing. For this purpose, a hybrid energy storage system (HESS) that comprises
the traditional rechargeable battery (RB) and a supercapacitor (SC) was considered,
and the routing strategy extended the RB-life by relaying exclusively with SC energy.
The advantage of using a HESS is as a follows. Even though the SC with harvested
energy may be sufficient for routine monitoring, if there is an alert, the “limited”
energy from the RB will be a back-up and be used only as necessary to support the
heavier reporting requirements.
Going forward, it is envisioned that deployment of these self-synchronizing proto-
cols for network range extension would result in considerable energy savings, especially
in highly attenuating environments. The marriage of energy- or harvest-awareness
with the aforementioned cooperative strategies is a novel concept, and is a step




The following is a list of possible directions for future research:
1. Existing analytical models for the supercapacitor (SC), which is an integral
part of a HESS, may not be adequate to support network analysis. There are a
few works that measure and characterize the leakage power in an SC, however,
there are no available models that capture the energy dynamics (leakage and
harvesting) in an SC. Simple voltage and energy-based models for the harvesting
and leakage in an SC to support network analysis need to be explored.
2. The OLA-based protocols that have resulted from this Ph.D. work, namely,
OLA-T, A-OLA-T, and their variants, have been analyzed using a deterministic
path loss models. Subsequent research directions include a detailed analysis
of the protocol for finite node density, under fading and shadowing wireless
environments, a consideration of issues such as collisions and other hand-shaking
mechanisms, and multiple flows (source-destination pairs) in a wireless network.
3. Future research directions include extending the development of the CHESS
metric to capture the cycle life penalty, building a rigorous theoretical frame-
work for analysis, and analyzing the performance of CHESS for practical net-
work topologies and harvesting scenarios.
4. Finally, routing and medium access control (MAC) schemes have been proposed
that are energy-and harvesting-aware, and also schemes exist that exploit coop-
erative transmission (CT) strategies (such as OLA), however, to our knowledge,
no schemes exist that combine energy- or harvest-awareness with CT. Therefore,
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exploring synergistically combining cooperative transmission with energy har-
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APPENDIX A
CLOSED-FORM EXPRESSIONS FOR THE OLA-T RADII
For the constant RTT, the OLA boundaries can be found iteratively using
Pr [f(ro,k, rj,k+1)− f(ri,k, rj,k+1)] = τ, j ∈ {o, i},
where ro,k and ri,k are the outer and inner boundary radii for the k-th OLA ring,
respectively. The parameter τ takes the value τl (or τu) when computing outer (or


















, recursive formulae for the

















Next, the recursive problem is cast as a matrix difference equation as follows: r2o,k+1
r2i,k+1
 =
 α(τl) + 1 −α(τl)





where α(τ) = [β(τ)− 1]−1.

































, i ∈ {1, 2}, (49)







NECESSARY AND SUFFICIENT CONDITION FOR
OLA-T BROADCAST
For a fixed Pr and τl, energy is reduced for OLA-T by minimizing τu (and hence, R).









, and A =
(
α(τl) + 1,−α(τl);α(τu) + 1,−α(τu)
)T
. It can be
seen that A1 and A2 are the eigenvalues of A. For infinite network broadcast, the
OLA rings must continue to grow implying that the system described by (46) must be
“unstable,” i.e., |A1| > 1 [101]. Since, radii are always positive and α(τl) > α(τu) > 0
by design, A1 > 1 becomes a necessary and sufficient condition for infinite network
broadcast. Setting A1 = 1 would give us an expression for Rlower bound.
A1 = 1,






























Collecting the τl terms and solving for R results in






















PROOF OF THE PROPERTIES OF g
The properties listed in Section 4.3.1 are proved below, using the same list indices.
1. In [17], it was shown that lim
x→0
hΩ(x) = 0, Ω ∈ {i, o}. Since, g(x) = ho(x)−hi(x),
it follows that lim
x→0
(ho(x)− hi(x)) = lim
x→0
g(x) = 0.
2. In order to show g′(·) > 0, we differentiate with respect to x, to get g′(x) =
h′o(x)− h′i(x). From [17], we know that
h′Ω(x) =
U(hΩ(x) + x)
U(hΩ(x))− U(hΩ(x) + x)
,







. Since U(·) is a decreasing function
for x > 0, we also know that ho(x) and hi(x) are increasing functions in x. We
use ho and hi instead of ho(x) and hi(x), respectively, for the sake of brevity.
Further simplification results in the following closed-form expression for g′(x):
g′(x) =
U(hi)U(ho + x)− U(ho)U(hi + x)
[U(ho)− U(ho + x)] · [U(hi)− U(hi + x)]
.
The denominator is a product of positive terms, and so in order to complete the
proof, it suffices to show that







In other words, we need to show that q(h, x) := U(h)
U(h+x)
is decreasing in ‘h’.
However, because hi and ho are difficult to obtain, we computed them using






computed numerically, upon which it can be verified that q(h, x) is decreasing in
h ∀x > 0. So, the inequality holds proving that g is a monotonically increasing
function.
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3. Numerically, it is found that ho(x) and hi(x) are concave downward functions,
ie., h
′′
o(x) < 0 and h
′′



















where Γ = u when Ω = i and Γ = l when Ω = o. Since closed-form expressions
for hi and ho are very difficult to obtain, v(h, x) and w(h, x) were computed
numerically. It can be verified that the product v(h, x) ·w(h, x) is decreasing in
h, i.e., v(hi, x) · w(hi, x) > v(ho, x) · w(ho, x) ∀x > 0. Thus, g′′(·) < 0, implying
that g is concave downward.











g′(0) = h′o(0)− h′i(0), (5) follows.
5. We know that g′(x) = h′o(x)− h′i(x). Since h′Ω(x)
x→∞−−−→ 0, Ω ∈ {o, i}, it follows
that g′(x)→ 0 as x→∞. If g′(0) > 1, then g(x) > x for all x > 0 small enough.
Since, g(·) is increasing and g′(x) → 0, g(x) < x, for x large enough, i.e., the
local attractor is away from the origin. On the other hand, when g′(0) < 1,
g(x) < x for sufficiently small x > 0. From the concavity of g, it follows that
g(x) = x can happen only at x = 0, i.e., the local attractor is the origin. Finally,
in [17], it was shown that the solutions to (18) with respect to hΩ(·) exists,
and are unique, for Ω ∈ {o, i}. Using the property that g(·) is monotonically
increasing, it follows that for x1 6= x2, g(x1) 6= g(x2), i.e., the solutions to g(·)
are unique, and when x1 6= x2, g(x1) = g(x2), it just implies that the OLA
propagation continues with fixed step sizes after the initial transient phase.
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APPENDIX D
CLOSED-FORM EXPRESSION OF Rdisc,upper bound






















































Next A1 is substituted by the expression α(τl)−α(τu). It is assumed that τl− τu > 0,
and Ps 6= 0; therefore, the square bracketed term can be divided out. Making these













Next, multiplying the terms and simplifying yields
0 =
(







]2 − (1 + α(τu))([α(τl)]2 + [α(τu)]2 − 2α(τl)α(τu)).
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Replacing α(τl)− α(τu) with A1, multiplying on both sides by (-1), and rearranging
yields















and A1 = 1.
Recall that A1 −A2 is a factor in the denominator of the closed-form expressions for
the OLA-T radii as given in (46). So, during the derivation for Ω, it was assumed













which simplifies further to
β(τu) + β(τu)




]2 − (β(τl) + 1)β(τu) + 1 = 0. (51)































It can verified that for the choice of parameters, r1 > r2. Finally, there are only two
values of R where Ω = 0. The greater of the two values is the upper bound on R.








We first derive a simplified expression for the ratio of accumulated OLA areas in
a OLA-T broadcast to the total network area, denoted as Ψ̃ in (28). Thus, the





which is the ratio of the k-th OLA in OLA-T to the k-th step-size. From [22], the
closed-form expressions for OLA-T radii, which apply to Broadcast 1 in A-OLA-T,















































We observe that this ratio is independent of OLA index k. Solving (53) for r2o,k − r2i,k






= r2o,L, yields Ψ̃ =
1− α(τu)
α(τl)
. We observe that the ratio of areas is invariant to the network size L. When
Ψ̃ is evaluated at Pr(A,min) for the A-OLA-T with two alternating sets [24], it is found
that Ψ̃ ≈ 0.5.
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APPENDIX F
DERIVATION OF K(A,min) FOR m-SET A-OLA-T
Still focusing on Broadcast 1, which is an OLA-T broadcast, set Ψ̃ = 1
m
. Substituting











expression tells us that for a given K (i.e., a given data rate and relay power density)
there will be exactly one value of transmission threshold that will yield a ratio of
areas of 1/m. There is no guarantee, however, that the transmission threshold is
sufficiently high to ensure sustained OLA propagation (i.e., that the step sizes do not
approach zero). That guarantee is provided by the following bound for OLA-T [22].
From [22], the condition for a successful OLA-T broadcast takes the form of a lower








Here is where we make our conjecture. In [24], we found for the m = 2 case
that the upper and lower bounds for R converged at the minimum possible value of
K, denoted K(A,min). Therefore, the value of K that we get when we set R equal to
Rlower bound, is assumed to be the minimum K (corresponding to the lowest Pr and
consequently the lowest energy, since eventually every node transmits in A-OLA-T).
R = Rlower bound,
















with q, we can re-write the above as a quadratic equation in q as
follows:
mq2 − (2m+ 1)q + (m+ 1) = 0,
the roots of which are q = m+1
m










CLOSED-FORM EXPRESSION OF Rstrip,upper bound FOR
STRIP-SHAPED ROUTES
Continuing to follow the analytical framework described in Section 5.2.1, we claim
that as long as d̃k ≥ dk, ho(d̃k) ≥ ho(dk) (because ho(·) is monotonically increasing)
and the inequality (31) will always be satisfied.
d̃k ≥ dk,
⇒ hi(dk−1) ≥ ho(dk−1)− hi(dk−1),
⇒ 2hi(dk−1) ≥ ho(dk−1).


























Further simplification results in the upper bound for R that guarantees a successful
Broadcast 2, and is given by
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