Abstract-With the increasing popularity of using wireless local area networks (WLANs) for Internet access, the controlled channel access mechanism in IEEE 802.11e WLANs, i.e., HCF controlled channel access (HCCA), has received much more attention since its inherent centralized mechanism is more efficient in handling time-bounded multimedia traffic. So far, only a few research studies address the admission control problem of variable bit rate (VBR) traffic over HCCA. These existing studies consider each traffic flow individually and, thus, cannot exploit the statistical multiplexing gain among multiple VBR traffic flows. In this paper, we apply the existing statistical multiplexing framework to the studied admission control problem, with all the features of IEEE 802.11e HCCA being taken into consideration. Experimental results show that our proposed admission control scheme achieves significant improvement in network utilization while still satisfying all the quality-of-service (QoS) requirements.
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I. INTRODUCTION
T HE ADVANCE in wireless technologies and the reduced cost in electronic hardware have stimulated the rapid growth of IEEE 802.11-based wireless local area networks (WLANs), which have been massively deployed in public and residential places, such as airports, shopping malls, and apartments. However, existing IEEE 802.11 WLANs are designed for best effort services. The two legacy medium access control (MAC) mechanisms, i.e., the distributed coordination function (DCF) and the point coordination function (PCF) [1] , in the original 802.11 standard lack quality-of-service (QoS) support for real-time multimedia applications. To enhance QoS support in WLANs, a new standard called IEEE 802.11e [2] - [4] is being developed, which introduces a so-called hybrid coordination function (HCF) for MAC. In particular, HCF includes two medium access mechanisms: 1) enhanced distributed channel access (EDCA) and 2) HCF controlled channel access (HCCA), which can be regarded as an extension of DCF and an extension of PCF, respectively.
Although the IEEE 802.11e standard has defined the QoSenabled MAC mechanisms, how to apply these mechanisms in different QoS issues is not specified. Among various QoS issues, admission control is very important for the QoS provision. The purpose of admission control is to limit the amount of traffic admitted into a particular service class so that the QoS of the existing flows will not be degraded while, at the same time, the medium resource can be maximally utilized. Many admission control schemes [5] have been proposed, but most of them are designed for EDCA. There are only a few research studies investigating the admission control issue in HCCA. The main reason is that distributed MAC mechanisms are much more popular than centralized mechanisms in practice. However, with the increasing popularity of using WLANs for Internet access, which results in increasingly more multimedia traffic to be relayed by access points, HCCA has received much more attention since its inherent centralized mechanism is more efficient in handling time-bounded multimedia traffic.
A simple admission control and scheduling algorithm for HCCA has been developed as a reference in the IEEE 802.11e standard [4] , where the mean data rate and the mean packet size are used to calculate the resource needed by a flow. This reference scheme works fine for constant bit rate (CBR) traffic, which strictly complies with their QoS requirements. However, it is not suitable for variable bit rate (VBR) traffic, where the instantaneous sending rate and the packet size are usually quite different from the corresponding mean values. Recently, we have seen some admission control and scheduling algorithms [6] - [11] that have been proposed for delivering VBR traffic over HCCA. Note that, due to the close relationship between admission control and scheduling, we will also review several related HCCA scheduling methods. In [6] , Grilo et al. adopted the reference scheme for admission control and proposed to consider the application deadline at the time of allocating a transmission opportunity (TXOP). In [7] , Boggia et al. proposed a dynamic bandwidth allocation algorithm, where the classic feedback control theory was applied to take into account the queue levels in the QoS stations (QSTAs). In [8] , two types of schedulers were proposed: 1) a QoS access point (QAP) scheduler and 2) a node scheduler. The QAP scheduler estimates the queue length of each QSTA and adapts the TXOP allocation accordingly. The node scheduler of a QSTA redistributes the unused time among its own multiple traffic flows. In [9] , Yang proposed to estimate the application's mean data rate through the queue length and then allocate the resource accordingly.
Although the aforementioned methods improve the efficiency of resource scheduling, all of them still use the reference 0018-9545/$25.00 © 2008 IEEE scheme for admission control, which might wrongly admit or reject new flows since it does not consider the characteristics of VBR traffic. In our previous work [10] , we proposed an effective-TXOP-based admission control scheme for VBR over HCCA. The basic idea is to use the effective TXOP to statistically guarantee a certain packet loss ratio. Recently, Chou et al. [11] proposed a guaranteed-rate-based admission control (GRAC), where the dual token bucket (DTB) was used as the traffic shaper to shape each traffic flow. Based on the characteristics of the shaped traffic flows, Chou et al. derived the guaranteed rate for each flow. Although these two admission control schemes indeed take the VBR characteristics into consideration, they are still not efficient since both schemes consider each traffic flow individually, and the multiplexing gain among multiple VBR flows has not been explored at all.
In this paper, we propose a Rate-Variance-envelop-based Admission Control (RVAC) for VBR traffic over HCCA. In particular, as in [11] , we use the DTB shaper to guarantee that each traffic flow conforms to a certain QoS specification. We find that the admission control problem of VBR traffic over HCCA with the DTB shaper is actually a special case of the existing work [12] , [13] on statistical multiplexing, where the service quality can be derived based on the rate-variance envelop. Thus, we apply the existing statistical multiplexing framework to our admission control problem, with all the features of IEEE 802.11e HCCA being taken into consideration. Specifically, we derive the delay probability to determine the admission of a new flow. Unlike in [11] , we consider the aggregate traffic statistics, instead of individual traffic statistics, through which we fully exploit the multiplexing gain among multiple VBR traffic. Experimental results show that our proposed admission control scheme achieves significant improvement in network utilization while still satisfying all the QoS requirements.
This paper is organized as follows: Section II gives an overview of HCCA. Section III discusses the related admission control studies for VBR traffic over HCCA. Section IV presents our proposed admission control scheme. Section V shows the experimental results. Finally, Section VI concludes this paper.
II. OVERVIEW OF HCCA
Similar to the legacy PCF mechanism in IEEE 802.11, HCCA also provides contention-free access to the wireless medium through polling stations. In particular, time is divided into superframes, each of which includes a contention-free period (CFP) and a contention period (CP). A QAP uses the Point InterFrame Space (PIFS) to gain control of the channel and then allocate TXOPs to the QSTAs. Unlike PCF, HCCA can poll the QSTAs during not only CFPs but also CPs, and HCCA takes into account the QSTAs' specific flow requirements in packet scheduling.
After grabbing the channel, the QAP polls the QSTAs in turn according to its polling list. To be included in the polling list of the QAP, a QSTA must send a QoS reservation request using the special QoS management frame, and each individual flow needs one particular reservation request. The major traffic specification (TSPEC) parameters [4] , [6] [4] .
Note that, although the QAP decision is based on the characteristics of individual flows, the HCCA TXOPs are actually assigned on a per-QSTA, instead of per-flow, basis, and each QSTA is then responsible for allocating the TXOPs to its individual flows.
III. RELATED WORK
For HCCA, admission control is an important component for the QoS provision. In this section, we will discuss some related studies on admission control for VBR traffic over HCCA. We will start with the reference admission control scheme in IEEE 802.11e [4] . Although the reference scheme is designed for CBR traffic, it is the basis for other schemes designed for VBR traffic. Thus, it is necessary to introduce the reference scheme at the beginning.
A. Reference Scheme
A reference admission control algorithm was developed in the IEEE 802.11e draft [4] . Its admission control is based on a simple scheduler that uses the mandatory set of TSPEC parameters to generate a schedule. In particular, when a new flow requests for admission, the admission control process is performed in three steps.
Step 1) The admission control unit calculates the number of MSDUs that arrive at the mean data rate during the scheduled service interval SI as
Note that the scheduled service interval SI must be a number lower than the minimum value of all the maximum service intervals for all the admitted flows and must also be a submultiple of the beacon interval or the length of a superframe.
Step 2) For flow i, TXOP i is calculated as
where R i is the minimum physical transmission rate, M is the maximum size of an MSDU, and O is the overhead in time units. The overhead includes interframe spaces, ACKs, etc.
Step 3) Assuming that there are k admitted flows, a new flow k + 1 is accepted if it satisfies
where T is the beacon interval, and T CP is the time for EDCA traffic. This reference scheme is only efficient for CBR traffic flows, which strictly comply with their QoS requirements. It is not suitable for VBR traffic, where the instantaneous sending rate and the packet size are usually quite different from the corresponding mean values.
B. Effective-TXOP-Based Admission Control
In our previous work [10] , we proposed an effective-TXOPbased admission control scheme for VBR over HCCA, where the key idea is to introduce a new variable, i.e., effective TXOP T e , to replace the TXOP in (3) . T e is defined as the necessary TXOPs that can statistically guarantee that the packet loss probability is less than a threshold. In particular, there are two cases in calculating the packet loss probability.
VBR Traffic With Constant Packet Size: For the case of constant packet size, only the packet arrival rate is varying, and the packet loss rate can be expressed as the mean number of packets lost during SI over the mean number of packets that arrived during SI. Thus, the packet loss rate only depends on the probability distribution of the number of packets that have arrived.
VBR Traffic With Variable Packet Size: For the case of variable packet size, both the packet arrival rate and the packet size are varying. The packet loss rate should be expressed in terms of packet transmission time, rather than the number of packets, i.e., the mean transmission time of the lost packets during SI over the mean transmission time of all the packets that arrived during SI.
Given a desired packet loss probability, the effective TXOP duration of a newly arrived VBR flow can be inversely derived from the packet loss rate expression. Then, the same procedure as that in the reference scheme can be applied to admission control, except that the effective TXOP durations are used in (3).
C. GRAC
Recently, Chou et al. [11] proposed a GRAC scheme. Chou et al. adopted the DTB [14] - [16] as the traffic shaper to shape each traffic flow so that each traffic flow can conform to the three TSPEC parameters: 1) mean data rate ρ; 2) peak data rate P ; and 3) maximum burst size M . Fig. 1 shows a DTB for flow i. In particular, there are two token buckets in the DTB, where the first bucket is used to constrain the traffic flow with peak data rate P i , and the other is used for maintaining the traffic flow with mean data rate ρ i . Note that the first bucket is ineffective if the VBR traffic is always below the peak rate. For simplicity, the first bucket is not illustrated in Fig. 1 . Here, we use the second bucket as an example to explain how it works. Basically, each packet needs the same amount of tokens to be admitted. Tokens arrive at the token buffer at rate ρ i . If the total number of tokens in the bucket reaches bucket depth B i , a newly generated token will simply be discarded. When a packet arrives at the token bucket, it will be immediately transmitted if there are sufficient tokens available, and the corresponding tokens are removed from the token bucket. On the other hand, if the available tokens are not enough, the packet is either discarded directly or buffered if there is an incoming buffer in front of the token bucket. When a burst of packets arrives, they are allowed to pass if enough tokens have been accumulated in the token bucket.
Let a i (t, t + τ ) denote the total number of arrived data of the ith flow in the interval (t, t + τ ). Clearly, after passing through the DTB shaper, a i (t, t + τ ) is deterministically bounded by function b i (τ ), which is called the rate envelop and defined by
Considering the three TSPEC parameters ρ i , P i , and M i , for the ith flow, we can derive Fig. 2 . This way, any random process a i (t, t + τ ) is shaped into a traffic flow that fully conforms to the three TSPEC parameters.
To match the QoS expectation from each flow, Chou et al. [11] derived a guaranteed rate according to the three TSPEC parameters of each flow, i.e.,
where D i is the delay bound for flow i. Based on these guaranteed rates for each flow and a negotiated PHY transmission rate, an airtime-based admission control was proposed to deliver VBR traffic. The proposed admission scheme is almost the same as the reference scheme, except that the mean data rate in the reference scheme is replaced by the derived guaranteed rates.
D. Problem Statement
As we know, for VBR traffic, where the instantaneous sending rate and the packet size are usually quite different from the corresponding mean values, there exists a fundamental conflict between network utilization and service quality assurance. Although, in our previous work [10] , the effective-TXOP-based admission control took the VBR characteristics into consideration, it assumed that each flow can be modeled as an ideal Poisson process, which is not always true in practice. On the contrary, the GRAC in [11] can be applied to any traffic since the employed DTB shaper forces any traffic flow to conform to its QoS specification. However, the main drawback of this scheme is that it considers each traffic flow individually, and the multiplexing gain for multiple VBR flows has not been explored at all. Another drawback is that the resource is allocated only once during each SI. Thus, some packets that cannot be delivered during the current SI will be delayed to the next SI, which results in the increase in transmission delay. In fact, HCCA allows packets to be delivered at multiple time points of one SI, i.e., not only at the CFP but also at the CP as long as the QAP successfully grasps the channel using the PIFS.
IV. PROPOSED ADMISSION CONTROL FOR VBR TRAFFIC OVER HCCA
A. Admission Control
In this paper, we use the same setup as that in [11] for VBR traffic over HCCA. Fig. 3 shows the system diagram. In particular, before being served by the HCCA, each flow a i (t) is linked with a DTB to guarantee that it conforms to its QoS specification. The QAP employs the first-come-firstserved (FCFS) scheduling to serve the packets from different flows, where any adaptive scheduling scheme can be adopted to replace the FCFS to improve the network performance. In summary, the admission control problem of HCCA can be described as follows: Given that all the existing flows comply with their three TSPEC parameters, when a new flow i characterized by (ρ i , P i , M i ) arrives, the problem is how to determine the admission of this new flow to achieve an optimal tradeoff between network utilization and service quality.
Unlike the guarantee-rate-based scheme, our proposed admission control takes account of the multiplexing gain of VBR traffic. We use the delay probability, which has been derived in [12] and [13] based on the aggregate traffic statistics, instead of individual traffic statistics, to determine the admission of a new flow. In particular, Knightly [12] , [13] found that the delay probability can be modeled as a Gaussian-like distribution, i.e.,
with
where C is the link capacity, D is the delay bound, β is the busy period bound, µ τ is the aggregate mean traffic rate, σ 2 τ is the aggregate rate variance, and φ i and RV i (τ ) are the longterm average rate and the rate-variance envelop for the ith flow, respectively. Knightly further pointed out in [13] that if stream i is stationary and its arrival a i [t, t + τ ] is upper bounded, i.e., a i [t, t + τ ] ≤ q i (τ ) for all t, τ > 0, then its rate-variance envelop is upper bounded by
In addition, busy period bound β can be calculated as [16] 
Considering the worst case, i.e.,
P {d > D} in (6) can be calculated, given parameters C, D, and q i (τ ).
Carefully comparing the framework proposed by Knightly in [12] and [13] with the problem of VBR traffic over HCCA that we discussed in this paper, we find that our studied problem is actually a special case. Thus, we can apply Knightly's framework to compute the service quality, i.e., calculating P {d > D}. After obtaining P {d > D}, the admission control becomes a simple comparison between P {d > D} and a predefined threshold , which can be regarded as a delay bound violation ratio or a packet loss rate if a packet delayed longer than D is deemed a lost packet. Therefore, the task left is to derive the needed parameters to calculate P {d > D} under the scenario of IEEE 802.11e HCCA and the DTB shaper. In particular, we calculate link capacity C for the HCCA traffic as
where l is the physical bandwidth of WLAN, and δ is the percentage of polling-based transmission specified in HCF. We choose delay bound D as the minimum delay bound among all the traffic flows.
As discussed in Section III-C, the DTB shaper forces each flow to be bounded by the rate envelop b i (τ ) defined in (4). However, b i (τ ) is not the same as physical rate envelop q i (τ ) due to the protocol headers and overhead when packets pass through the MAC and PHY layers. Thus, we introduce a new variable: network resource utilization ratio r m i (m ∈ {up, dw}, where up and dw represent the uplink traffic and downlink traffic, respectively), which is defined as the ratio between the network resource used by the arrived traffic and the total network resource used to successfully deliver the traffic. Note that the reason that we separate the uplink and the downlink is that they consume the network resource differently because of the inherent poll-based mechanism of HCCA. The detailed derivation of r m i for WLAN will be discussed in the next section. Combining the b i (τ ) given in (4) and r m i , we express q i (τ ) as
This is the rate envelop bound from the PHY-layer point of view. Considering the definition of β in (9), we can see that, in fact, β is the minimum time that the network needs to accommodate the aggregated VBR burst. Clearly, if we use an upper bound to replace the q i (τ ) in (9), it will only result in a larger value of β, which will not affect the solution of P {d > D}. Thus, we use
, and we obtain where N up and N dw are the number of uplink flows and the number of downlink flows, respectively.
Based on (8) and (12), we obtain
After that, substituting φ m i and q i (τ ) back to (10), we obtain
where η 
B. Derivation of Network Resource Utilization Ratio
The network resource utilization ratio is the ratio between the network resource used by the arrived traffic and the total network resource used to successfully deliver the traffic. Mathematically, it can be expressed as
where T m i is the total channel time occupied for successfully transmitting a frame, L i is the payload size of the MAC-layer frame in bytes, bpS D i is the physical-layer transmission rate in bits per symbol, and T SYM is the time interval of a physicallayer symbol.
Clearly, T SYM and bpS D i are fully dependent on the characteristics of the PHY layer. Because IEEE 802.11e only specifies the MAC-layer mechanisms, it can be combined with any PHYlayer technology. In this paper, we adopt the PHY layer of IEEE 802.11a as an example, and our derivation can be easily extended to other types of WLANs. In general, IEEE 802.11a operates at the 5-GHz frequency band with the orthogonal frequency-division multiplexing (OFDM) technology [17] . As shown in Table I To derive T m i , we need to look into how the protocol headers and overhead are generated when a packet passes through the MAC and PHY layers. Fig. 4 shows the exchange sequences of uplink and downlink QoS frames in the MAC layer. Here, we assume that each QSTA has only one QoS traffic flow, which is either uplink or downlink. Note that, for simplicity, we do not consider the advanced piggyback mechanism provided in IEEE 802.11e, although it can be analyzed in a similar way. From  Fig. 4 , we can see that a completely delivered uplink frame is accompanied by one contention free (CF)-Poll frame, one ACK frame, and several interframe spaces. Thus, the channel occupation T up i for an uplink frame is calculated as where tP rop is the propagation delay; and tQP oll i , tQData i , and tACK i are the transmission times for the QoS CF-Poll frame, QoS Data frame, and ACK frame, respectively. On the other hand, a completely delivered downlink frame shown in Fig. 4 is only accompanied by one ACK frame and several interframe spaces. Thus, the channel occupation T dw i for a downlink frame is calculated as
To calculate tQData i , tQP oll i , and tACK i , we need to study the frame formats in the MAC and PHY layers. Fig. 5 shows the frame format of IEEE 802.11a. In particular, a MAClayer data frame called the MAC protocol data unit (MPDU) consists of the MAC header, the frame body, and the frame check sequence (FCS), where the MAC header and the FCS together need 28 octets. An MPDU is then packed into the PHY service data unit (PSDU) field of a PHY-layer frame, where a physical layer convergence protocol (PLCP) preamble and the PLCP header are added. The PLCP header is further divided into two fields: 1) the SIGNAL field and 2) the SERVICE field, where the SERVICE field is transmitted at the same rate as that for the PSDU. IEEE 802.11a specifies the time length of the PLCP preamble T PRE to be 16 µs and the time length of the SIGNAL field T SIG to be 4 µs. Based on the frame structure shown in Fig. 5 , tQData i is calculated as
where the 28 bytes, 16 bits, and 6 bits are for the MAC frame overhead, the SERVICE field, and the tail bits, respectively. The structure of a QoS CF-poll frame is almost the same as that of a QoS data frame, except that the frame body field is empty. Thus, tQP oll i is derived as
Note that bpS C i is the physical transmission rate for a control frame, which should be the same for all the traffic flows, whereas the physical transmission rate bpS D i for data can be different for different flows. Similarly, tACK i is computed as
where the MAC-layer overhead for an ACK frame is 14 bytes instead of 28 bytes.
V. PERFORMANCE EVALUATION
In this section, we evaluate the efficiency of our proposed RVAC and compare it with the GRAC in [11] . In particular, we consider three groups of experiments. The first group of experiments is called downlink experiments, where all the traffic flows are delivered from the QAP to the QSTAs. The second group of experiments is called uplink experiments, where all the traffic flows are delivered from the QSTAs to the QAP. The third group of experiments is called mixed experiments, where we have both uplink and downlink traffic flows. For demonstration purposes, we set all the nodes to have the same pair of (bpS D , bpS C ), i.e., (54 Mb/s, 24 Mb/s). We also assume that the uplink traffic flows and the downlink traffic flows have the same traffic parameters and QoS requirements. For each group of experiments, we conduct the test over different traffic parameters and different flow QoS requirements. Table II lists the common parameters used in all the experiments, where we choose the default IEEE 802.11a values [17] for the network parameters and the typical multimedia traffic values for the traffic parameters.
A. Performance of Number of Admitted Flows
The number of admitted flows is one of the important criteria in measuring the performance of admission control in terms of network utilization. The larger the number of admitted flows is, the more network utilization the admission control achieves. Fig. 6 shows the numerical results of the number of admitted flows under different parameters. In general, the network can accommodate more downlink traffic flows than uplink traffic flows since uplink traffic flows consume more network resources in HCCA. It can be seen that, for all the uplink and downlink experiments, our proposed RVAC scheme always outperforms the GRAC scheme in terms of admitting many more traffic flows. For example, as shown in Fig. 6(a) , GRAC admits either 15 uplink flows or 18 downlink flows at a peak data rate of 1 Mb/s, whereas our proposed RVAC admits 26 and 33 flows for the uplink and the downlink, respectively. The increment is about 73%-83%.
Another observation from Fig. 6(a) is that the number of admitted flows decreases with the increase in peak data rate. This is because, with the increase in peak data rate, the mismatch between the peak data rate and the mean data rate becomes more significant, which makes the network more difficult to accommodate. From Fig. 6 (b) and (c), it seems that changing the maximum burst size or the delay bound has no significant effect on the number of admitted flows, which might not be true for other large dynamic ranges or other different simulation scenarios. Fig. 6(d) shows the number of admitted flows under different packet loss ratio requirements. It can be seen that changing the packet loss ratio requirement does not affect the GRAC performance since GRAC guarantees that each packet will be transmitted before the delay deadline. On the contrary, our proposed RVAC exploits the tolerable packet loss ratio; thus, the number of admitted flows in RVAC increases with the increase in tolerable packet loss ratio. Fig. 7 shows the number of admitted flows for the mixed experiments, where there exist both uplink and downlink traffic flows. The area under a curve in Fig. 7 indicates the admission region for a particular admission control scheme. It can be seen that the admission region of our proposed RVAC is more than twice that of GRAC.
B. QoS Performance
Although our proposed RVAC admits more flows than GRAC, the gain is achieved at the cost of service quality. Theoretically, we know the service quality for RVAC, i.e., the probability that the average packet delay is longer than delay bound D is less than threshold . For a default value = 10 −6 , we can interpret that almost all the packets should have a delay of less than D. In this section, we use NS-2 simulation to verify that the experienced delay of admitted traffic flows is indeed within the delay bound. We adopt the recently developed IEEE 802.11e modules for NS-2 [18] , [19] to simulate the HCCA environment. We set the traffic parameters and the QoS requirement, as shown in Table II , and the total simulation time to 1000 s. We choose the "worst" traffic model, i.e., the deterministic ON-OFF traffic [20] , which is compliant with the three TSPEC parameters. The reason for considering the deterministic ON-OFF traffic as the "worst-case traffic" is that, in some sense, the ON-OFF model maximizes the loss probability [20] . In particular, an ON-OFF traffic flow periodically transmits at peak rate P for a time period of M/P and sleeps for a period of ((P/ρ) − 1)M/P . Again, we consider three groups of experiments: uplink, downlink, and mixed experiments. Fig. 7 , we choose 15 admitted uplink flows and 15 admitted downlink flows. In short, we choose the maximum number of admitted flows in all the experiments. Our purpose is to measure the service quality in the cases where the network reaches its capacity.
For each scenario, we run the simulation 50 times, each time using a different seed for NS2. Table III summarizes the results of the average delay over the 50 runs and the corresponding 95% CI for the three groups of experiments. We can see that the average delay is always below 150 ms and that the CI is always within 4.25% above and below the mean value. Fig. 8 shows the complementary cumulative probabilities of the packet delay for one run under different ranges of the starting time. Here, the complementary cumulative probability for a particular value d i is the probability that the actual delay d is larger than the value, i.e., P {d > d i }. From Fig. 8 , we can see that the range of the random start time has a great impact on the delay performance. If the range value is too small, all of the traffic flows will arrive around the same time, which makes the proposed RVAC scheme hard to accommodate. As shown in Fig. 8(a) , when the range of the random starting time is 0.1 s, about 90% of the packets experience a packet delay longer than the delay bound of 0.1 s. In contrast, if the arriving time of traffic flows spreads over a large range, where our proposed RVAC scheme can fully exploit the multiplexing gain among VBR traffic, the performance gain is pronounced. As shown in Fig. 8(a) , when the start time of traffic flows is randomly chosen between 0 and 2 s, all the packets are delivered with a delay of less than 0.1 s. Similar observations can be made for other groups of experiments. Fig. 9 shows the packet delay of the uplink traffic in the group of mixed experiments for the simulation period between 400 and 600 s, where the starting time of traffic flows spreads over a time range of 2 s. We can see that the packet delay is always below the delay bound of 0.1 s. The periodical variation of the packet delay is due to the characteristics of the ON-OFF traffic model.
VI. CONCLUSION
In this paper, we have proposed admission control based on the rate-variance envelop for VBR traffic over HCCA. In particular, taking all the features of IEEE 802.11e HCCA into consideration, we have applied the existing statistical multiplexing work [12] , [13] into the studied admission control problem. Compared with the GRAC scheme, our proposed scheme fully exploits the multiplexing gain among multiple VBR traffic flows. Experimental results have shown that the admission region of our proposed scheme is more than twice that of the GRAC scheme. In addition, as long as the starting time of traffic flows widely spreads over a time range of not less than 2 s, our proposed admission control scheme will not violate the 0.1-s delay requirement. Future work includes taking into account packet loss caused by wireless channel errors and extending the proposed admission control scheme to EDCA. 
