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NONZERO RADIAL SOLUTIONS FOR A CLASS OF ELLIPTIC
SYSTEMS WITH NONLOCAL BCS ON ANNULAR DOMAINS
GENNARO INFANTE AND PAOLAMARIA PIETRAMALA
Abstract. We provide new results on the existence, non-existence, localization and mul-
tiplicity of nontrivial solutions for systems of Hammerstein integral equations. Some of the
criteria involve a comparison with the spectral radii of some associated linear operators.
We apply our results to prove the existence of multiple nonzero radial solutions for some
systems of elliptic boundary value problems subject to nonlocal boundary conditions. Our
approach is topological and relies on the classical fixed point index. We present an example
to illustrate our theory.
1. Introduction
In the interesting paper [14], Do O´, Lorca and Ubilla, motivated by the work of Lee [37]
and by their previous paper [13], considered the existence of three positive solutions for the
semilinear elliptic system
∆u+ f˜1(|x|, u, v) = 0, |x| ∈ [R1, R0],
∆v + f˜2(|x|, u, v) = 0, |x| ∈ [R1, R0],
(1.1)
subject to the non-homogenous boundary conditions (BCs)
u|∂BR1 = 0 and u|∂BR0 = A1,
v|∂BR1 = 0 and v|∂BR0 = A2,
(1.2)
where x ∈ Rn, 0 < R1 < R0 < ∞, A1, A2 > 0 and Bρ = {x ∈ Rn : |x| < ρ}. The
methodology used in [14] is to seek radial solutions of the system (1.1)-(1.2), by means of an
auxiliary system of Hammerstein integral equations
u(t) =
∫ 1
0
k(t, s)fˆ1(s, u(s), v(s), A1, A2) ds,
v(t) =
∫ 1
0
k(t, s)fˆ2(s, u(s), v(s), A1, A2) ds,
(1.3)
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where
k(t, s) =

s(1− t), s ≤ t,t(1− s), s > t.
The integral equations in (1.3) share the same non-negative kernel and the non-homogeneous
terms that occur in (1.2) are incorporated in the nonlinearities fˆ1, fˆ2 (a similar idea has
been fruitfully employed in [15] also in the context of exterior domains). The existence of
positive solutions of (1.3) is obtained via the well-known Krasnosel’ski˘ı-Guo Theorem on cone
compressions and cone expansions (see [19]). The Krasnosel’ski˘ı-Guo Theorem and, more
in general, topological methods have been used to study the existence of positive solutions
for elliptic equations subject to homogeneous BCs on annular domains, see for example the
papers by Dunninger and Wang [11, 12], Lan and Lin [35], Lan and Webb [36], Ma [38],
Wang [49] and references therein.
The study of nonlocal BCs, in the framework of ODEs, has been initiated by 1908 by
Picone [41], who considered multi-point BCs. This topic has been developed by a large
number of authors. The motivation for this type of study is driven also by the fact that
nonlocal problems occur when modelling several phenomena in engineering, physics and life
sciences. For an introduction to nonlocal problems we refer to the reviews by Whyburn [59],
Conti [10], Ma [39], Ntouyas [40] and Sˇtikonas [48].
Nonlocal BCs have been studied also in the the context of elliptic problems, we mention
here the papers by Amster and Maurette [3], Beals [4], Bitsadze and Samarski˘ı [5], Brow-
der [6], Schechter [45], Skubachevski˘ı [46, 47], Wang [50], Ye and Ke [63]. In [51] Webb
considered the existence of positive radial solutions for the boundary value problem (BVP)
△u+ h(|x|)f(u) = 0, |x| ∈ [R1, R0],
u|∂BR0 = 0 and (u(R1·)− αu(Rη·))|∂B1 = 0,
(1.4)
where α > 0 and Rη ∈ (R1, R0).
Here we develop a theory for the existence of nonzero solutions of systems of Hammerstein
integral equations of the type
u(t) =
∫ 1
0
k1(t, s)g1(s)f1(s, u(s), v(s)) ds,
v(t) =
∫ 1
0
k2(t, s)g2(s)f2(s, u(s), v(s)) ds,
(1.5)
that is well-suited to prove the existence of nontrivial radial solutions for a class of elliptic
systems subject to nonlocal BCs, similar to the ones that occur in (1.4). With this approach
the kernels, allowed to change sign, take into account the nonlocalities in the BCs.
The existence of positive solutions of systems of integral equations of the type (1.5) has
been widely studied, see for example [1, 8, 9, 11, 12, 17, 18, 20, 21, 33, 34, 35, 30, 61, 62]
and references therein. Nonzero solutions of systems of Hammerstein integral equations were
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considered in [16]; here we improve the results of [16] in several directions: we allow different
growths in the nonlinearities, discuss non-existence results and provide some criteria that
involve the spectral radii of some suitable associated linear operators.
We illustrate our theory in the special case of a system of nonlinear elliptic BVPs with non-
local BCs, that generates two different kernels in the associated system of integral equations,
namely
∆u+ h1(|x|)f1(u, v) = 0, |x| ∈ [R1, R0],
∆v + h2(|x|)f2(u, v) = 0, |x| ∈ [R1, R0],
∂u
∂r
∣∣
∂BR0
= 0 and (u(R1·)− α1u(Rη·))|∂B1 = 0,
∂v
∂r
∣∣
∂BR0
= 0 and
(
v(R1·)− α2∂v
∂r
(Rξ·)
)|∂B1 = 0,
where x ∈ Rn, α1, α2 ∈ R, 0 < R1 < R0 <∞, Rη, Rξ ∈ (R1, R0) and ∂
∂r
denotes differentia-
tion in the radial direction r = |x|.
Here we focus the attention on the existence of solutions that are allowed to change sign,
in the spirit of the earlier works [28, 29]. The approach that we use is topological, relies on
classical fixed point index theory and we make use of ideas from the papers [16, 26, 27, 29,
35, 36, 51, 55, 58]. In the last Section we present an example that illustrates the applicability
of our results.
2. The system of integral equations
We begin by stating some assumptions on the terms that occur in the system of Hammer-
stein integral equations
u(t) =
∫ 1
0
k1(t, s)g1(s)f1(s, u(s), v(s)) ds,
v(t) =
∫ 1
0
k2(t, s)g2(s)f2(s, u(s), v(s)) ds,
(2.1)
namely:
• For every i = 1, 2, fi : [0, 1]× (−∞,∞)× (−∞,∞)→ [0,∞) satisfies Carathe´odory
conditions, that is, fi(·, u, v) is measurable for each fixed (u, v) and fi(t, ·, ·) is contin-
uous for almost every (a.e.) t ∈ [0, 1], and for each r > 0 there exists φi,r ∈ L∞[0, 1]
such that
fi(t, u, v) ≤ φi,r(t) for u, v ∈ [−r, r] and a. e. t ∈ [0, 1].
• For every i = 1, 2, ki : [0, 1]× [0, 1]→ (−∞,∞) is measurable, and for every τ ∈ [0, 1]
we have
lim
t→τ
|ki(t, s)− ki(τ, s)| = 0 for a. e. s ∈ [0, 1].
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• For every i = 1, 2, there exist a subinterval [ai, bi] ⊆ [0, 1], a function Φi ∈ L∞[0, 1],
and a constant ci ∈ (0, 1], such that
|ki(t, s)| ≤ Φi(s) for t ∈ [0, 1] and a. e. s ∈ [0, 1],
ki(t, s) ≥ ciΦi(s) for t ∈ [ai, bi] and a. e. s ∈ [0, 1].
• For every i = 1, 2, giΦi ∈ L1[0, 1], gi ≥ 0 a.e., and
∫ bi
ai
Φi(s)gi(s) ds > 0.
We work in the space C[0, 1]× C[0, 1] endowed with the norm
‖(u, v)‖ := max{‖u‖∞, ‖v‖∞},
where ‖w‖∞ := max{|w(t)|, t ∈ [0, 1]}.
We recall that a cone K in a Banach space X is a closed convex set such that λ x ∈ K for
x ∈ K and λ ≥ 0 and K ∩ (−K) = {0}. Take
K˜i := {w ∈ C[0, 1] : min
t∈[ai,bi]
w(t) ≥ ci‖w‖∞},
and consider the cone K in C[0, 1]× C[0, 1] defined by
K := {(u, v) ∈ K˜1 × K˜2}.
For a nontrivial solution of the system (2.1) we mean a solution (u, v) ∈ K of (2.1) such
that ‖(u, v)‖ 6= 0. Note that the functions in K˜i are positive on the sub-interval [ai, bi] but
are allowed to change sign in [0, 1]. This type of cone has been introduced by Infante and
Webb in [29] and is similar to a cone of non-negative functions first used by Krasnosel’ski˘ı,
see e.g. [31], and D. Guo, see e.g. [19].
Under our assumptions, we show that the integral operator
T (u, v)(t) :=
( ∫ 1
0
k1(t, s)g1(s)f1(s, u(s), v(s)) ds∫ 1
0
k2(t, s)g2(s)f2(s, u(s), v(s)) ds
)
:=
(
T1(u, v)(t)
T2(u, v)(t)
)
,(2.2)
leaves the cone K invariant and is compact.
Lemma 2.1. The operator (2.2) maps K into K and is compact.
Proof. Take (u, v) ∈ K such that ‖(u, v)‖ ≤ r. Then we have, for t ∈ [0, 1],
|T1(u, v)(t)| ≤
∫ 1
0
Φ1(s)g1(s)f1(s, u(s), v(s)) ds
and therefore
‖T1(u, v)‖∞ ≤
∫ 1
0
Φ1(s)g1(s)f1(s, u(s), v(s)) ds.
Then we obtain
min
t∈[a1,b1]
T1(u, v)(t) ≥ c1
∫ 1
0
Φ1(s)g1(s)f1(s, u(s), v(s)) ds
≥ c1‖T1(u, v)‖∞.
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Hence we have T1(u, v) ∈ K˜1. In a similar manner we proceed for T2(u, v).
Moreover, the map T is compact since, by routine arguments, the components Ti are compact
maps. 
The next Lemma summarizes some classical results regarding the fixed point index, for
more details see [2, 19]. If Ω is a open bounded subset of a cone K (in the relative topology)
we denote by Ω and ∂Ω the closure and the boundary relative to K. When Ω is an open
bounded subset of X we write ΩK = Ω ∩K, an open subset of K.
Lemma 2.2. Let Ω be an open bounded set with 0 ∈ ΩK and ΩK 6= K. Assume that
F : ΩK → K is a compact map such that x 6= Fx for all x ∈ ∂ΩK . Then the fixed point
index iK(F,ΩK) has the following properties.
(1) If there exists e ∈ K \ {0} such that x 6= Fx + λe for all x ∈ ∂ΩK and all λ > 0,
then iK(F,ΩK) = 0.
(2) If µx 6= Fx for all x ∈ ∂ΩK and for every µ ≥ 1, then iK(F,ΩK) = 1.
(3) If iK(F,ΩK) 6= 0, then F has a fixed point in ΩK .
(4) Let Ω1 be open in X with Ω1 ⊂ ΩK . If iK(F,ΩK) = 1 and iK(F,Ω1K) = 0, then F has
a fixed point in ΩK \Ω1K . The same result holds if iK(F,ΩK) = 0 and iK(F,Ω1K) = 1.
We use the following (relative) open bounded sets in K:
Kρ1,ρ2 = {(u, v) ∈ K : ‖u‖∞ < ρ1 and ‖v‖∞ < ρ2},
and
Vρ1,ρ2 = {(u, v) ∈ K : min
t∈[a1,b1]
u(t) < ρ1 and min
t∈[a2,b2]
v(t) < ρ2}.
If ρ1 = ρ2 = ρ we write simply Kρ and Vρ. The set Vρ (in the context of systems) was
introduced by the authors in [23] and is equal to the set called Ωρ/c in [16]. Ωρ/c is an
extension to the case of systems of a set given by Lan [33].
For our index calculations we make use of the following Lemma, similar to Lemma 5 of
[16]. The novelty here is the use of different radii, in the spirit of the paper [9]. This choice
allows more freedom in the growth of the nonlinearities. The proof of the Lemma is similar
to the corresponding one in [16] and is omitted.
Lemma 2.3. The sets defined above have the following properties:
• Kρ1,ρ2 ⊂ Vρ1,ρ2 ⊂ Kρ1/c1,ρ2/c2.
• (w1, w2) ∈ ∂Vρ1,ρ2 iff (w1, w2) ∈ K and min
t∈[ai,bi]
wi(t) = ρi for some i ∈ {1, 2} and
min
t∈[aj ,bj ]
wj(t) ≤ ρj for j 6= i.
• If (w1, w2) ∈ ∂Vρ1,ρ2, then for some i ∈ {1, 2} ρi ≤ wi(t) ≤ ρi/ci for each t ∈ [ai, bi]
and for j 6= i we have 0 ≤ wj(t) ≤ ρj/cj for each t ∈ [aj , bj ] and ‖wj‖∞ ≤ ρj/cj.
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3. Existence results
We are now able to prove a result concerning the fixed point index on the set Kρ1,ρ2.
Lemma 3.1. Assume that
(I1ρ1,ρ2) there exist ρ1, ρ2 > 0 such that for every i = 1, 2
(3.1) f ρ1,ρ2i < mi
where
f ρ1,ρ2i = sup
{fi(t, u, v)
ρi
: (t, u, v) ∈ [0, 1]× [−ρ1, ρ1]× [−ρ2, ρ2]
}
and
1
mi
= sup
t∈[0,1]
∫ 1
0
|ki(t, s)|gi(s) ds.
Then iK(T,Kρ1,ρ2) = 1.
Proof. We show that λ(u, v) 6= T (u, v) for every (u, v) ∈ ∂Kρ1,ρ2 and for every λ ≥ 1; this
ensures that the index is 1 on Kρ1,ρ2. In fact, if this does not happen, there exist λ ≥ 1
and (u, v) ∈ ∂Kρ1,ρ2 such that λ(u, v) = T (u, v). Assume, without loss of generality, that
‖u‖∞ = ρ1 and ‖v‖∞ ≤ ρ2. Then
λu(t) =
∫ 1
0
k1(t, s)g1(s)f1(s, u(s), v(s)) ds.
Taking the absolute value we have
λ|u(t)| =
∣∣∣∫ 1
0
k1(t, s)g1(s)f1(s, u(s), v(s)) ds
∣∣∣,
and then the supremum over [0, 1] gives
λρ1 ≤ sup
t∈[0,1]
∫ 1
0
|k1(t, s)|g1(s)f1(s, u(s), v(s)) ds
≤ ρ1f ρ1,ρ21 sup
t∈[0,1]
∫ 1
0
|k1(t, s)|g1(s) ds = ρ1f ρ1,ρ21
1
m1
.
Using the hypothesis (3.1) we obtain λρ1 < ρ1. This contradicts the fact that λ ≥ 1 and
proves the result. 
Remark 3.2. Take ω ∈ L1([0, 1]× [0, 1]) and denote by
ω+(t, s) = max{ω(t, s), 0}, ω−(s) = max{−ω(t, s), 0}.
Then we have∣∣∣∫ 1
0
ω(t, s)ds
∣∣∣ ≤ max{∫ 1
0
ω+(t, s)ds,
∫ 1
0
ω−(t, s)ds
}
≤
∫ 1
0
|ω(t, s)|ds,
since ω = ω+ − ω− and |ω| = ω+ + ω−.
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Using the inequality above, it is possible to relax the growth assumptions on the nonlin-
earities fi. This is done by replacing the quantity
1
mi
with
sup
t∈[0,1]
{
max
{∫ 1
0
k+i (t, s)gi(s) ds,
∫ 1
0
k−i (t, s)gi(s) ds
}}
;
this idea has been used, in the case of one equation, in [27].
We give a first Lemma that shows that the index is 0 on a set Vρ1,ρ2 .
Lemma 3.3. Assume that
(I0ρ1,ρ2) there exist ρ1, ρ2 > 0 such that for every i = 1, 2
(3.2) fi,(ρ1,ρ2) > Mi,
where
f1,(ρ1,ρ2) = inf
{f1(t, u, v)
ρ1
: (t, u, v) ∈ [a1, b1]× [ρ1, ρ1/c1]× [−ρ2/c2, ρ2/c2]
}
,
f2,(ρ1,ρ2) = inf
{f2(t, u, v)
ρ2
: (t, u, v) ∈ [a2, b2]× [−ρ1/c1, ρ1/c1]× [ρ2, ρ2/c2]
}
,
1
Mi
= inf
t∈[ai,bi]
∫ bi
ai
ki(t, s)gi(s) ds.
Then iK(T, Vρ1,ρ2) = 0.
Proof. Let e(t) ≡ 1 for t ∈ [0, 1]. Then (e, e) ∈ K. We prove that
(u, v) 6= T (u, v) + λ(e, e) for (u, v) ∈ ∂Vρ1,ρ2 and λ ≥ 0.
In fact, if this does not happen, there exist (u, v) ∈ ∂Vρ1,ρ2 and λ ≥ 0 such that (u, v) =
T (u, v) + λ(e, e). Without loss of generality, we can assume that for all t ∈ [a1, b1] we have
ρ1 ≤ u(t) ≤ ρ1/c1, min u(t) = ρ1 and − ρ2/c2 ≤ v(t) ≤ ρ2/c2.
Then, for t ∈ [a1, b1], we obtain
u(t) =
∫ 1
0
k1(t, s)g1(s)f1(s, u(s), v(s)) ds+ λe(t),
and therefore
u(t) ≥
∫ b1
a1
k1(t, s)g1(s)f1(s, u(s), v(s)) ds+ λ.
Taking the minimum over [a1, b1] gives
ρ1 = min
t∈[a1,b1]
u(t) ≥ρ1f1,(ρ1,ρ2)
1
M1
+ λ.
Using the hypothesis (3.2) we obtain ρ1 > ρ1 + λ, a contradiction. 
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In the following Lemma we exploit an idea that was used in [26] and we provide a result
of index 0 on Vρ1,ρ2 of a different flavour; here we control the growth of just one nonlinearity
fi, at the cost of having to deal with a larger domain. Nonlinearities with different growths
were considered, with different approaches, in [8, 43, 44, 60] .
Lemma 3.4. Assume that
(I0ρ1,ρ2)
⋆ there exist ρ1, ρ2 > 0 such that for some i ∈ {1, 2} we have
(3.3) f ∗i,(ρ1,ρ2) > Mi,
where
f ∗1,(ρ1,ρ2) = inf
{f1(t, u, v)
ρ1
: (t, u, v) ∈ [a1, b1]× [0, ρ1/c1]× [−ρ2/c2, ρ2/c2]
}
.
f ∗2,(ρ1,ρ2) = inf
{f2(t, u, v)
ρ2
: (t, u, v) ∈ [a2, b2]× [−ρ1/c1, ρ1/c1]× [0, ρ2/c2]
}
.
Then iK(T, Vρ1,ρ2) = 0.
Proof. Suppose that the condition (3.3) holds for i = 1. Let (u, v) ∈ ∂Vρ1,ρ2 and λ ≥ 0 such
that (u, v) = T (u, v) + λ(e, e). So for all t ∈ [a1, b1] we have min u(t) ≤ ρ1, 0 ≤ u(t) ≤ ρ1/c1
and −ρ2/c2 ≤ v(t) ≤ ρ2/c2 and for t ∈ [a2, b2], min v(t) ≤ ρ2. For t ∈ [a1, b1], as in the proof
of Lemma 3.3, we have
u(t) ≥
∫ b1
a1
k1(t, s)g1(s)f1(s, u(s), v(s)) ds+ λ.
Taking the minimum over [a1, b1] gives
min
t∈[a1,b1]
u(t) ≥ ρ1f ∗1,(ρ1,ρ2)
1
M1
+ λ.
Using the hypothesis (3.3) we obtain ρ1 > ρ1 + λ, a contradiction. 
We now state a result regarding the existence of at least one, two or three nontrivial
solutions. The proof follows by the properties of fixed point index and is omitted. Note
that, by expanding the lists in conditions (S5), (S6), it is possible to state results for four or
more nontrivial solutions, see for example the paper [32].
Theorem 3.5. The system (2.1) has at least one nontrivial solution in K if one of the
following conditions holds.
(S1) For i = 1, 2 there exist ρi, ri ∈ (0,∞) with ρi/ci < ri such that (I0ρ1,ρ2) [or (I0ρ1,ρ2)⋆],
(I1r1,r2) hold.
(S2) For i = 1, 2 there exist ρi, ri ∈ (0,∞) with ρi < ri such that (I1ρ1,ρ2), (I0r1,r2) hold.
The system (2.1) has at least two nontrivial solutions inK if one of the following conditions
holds.
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(S3) For i = 1, 2 there exist ρi, ri, si ∈ (0,∞) with ρi/ci < ri < si such that (I0ρ1,ρ2),
[or (I0ρ1,ρ2)
⋆], (I1r1,r2) and (I
0
s1,s2
) hold.
(S4) For i = 1, 2 there exist ρi, ri, si ∈ (0,∞) with ρi < ri and ri/ci < si such that
(I1ρ1,ρ2), (I
0
r1,r2
) and (I1s1,s2) hold.
The system (2.1) has at least three nontrivial solutions in K if one of the following con-
ditions holds.
(S5) For i = 1, 2 there exist ρi, ri, si, σi ∈ (0,∞) with ρi/ci < ri < si and si/ci < σi such
that (I0ρ1,ρ2) [or (I
0
ρ1,ρ2
)⋆], (I1r1,r2), (I
0
s1,s2
) and (I1σ1,σ2) hold.
(S6) For i = 1, 2 there exist ρi, ri, si, σi ∈ (0,∞) with ρi < ri and ri/ci < si < σi such that
(I1ρ1,ρ2), (I
0
r1,r2
), (I1s1,s2) and (I
0
σ1,σ2
) hold.
In the case of [a1, b1] = [a2, b2] we can relax the assumptions on the nonlinearities fi. In
the following two Lemmas we provide a modification of the conditions (I0ρ1,ρ2) and (I
0
ρ1,ρ2
)⋆,
similar to the one in [16]. An analogous of the Theorem 3.5 holds in this case, we omit the
statement of this result.
Lemma 3.6. Assume that [a1, b1] = [a2, b2] =: [a, b] and that
(I0ρ1,ρ2) there exist ρ1, ρ2 > 0 such that for every i = 1, 2
(3.4) f
i,(ρ1,ρ2)
> Mi,
where
f
1,(ρ1,ρ2)
= inf
{f1(t, u, v)
ρ1
: (t, u, v) ∈ [a, b]× [ρ1, ρ1/c1]× [0, ρ2/c2]
}
,
f
2,(ρ1,ρ2)
= inf
{f2(t, u, v)
ρ2
: (t, u, v) ∈ [a, b]× [0, ρ1/c1]× [ρ2, ρ2/c2]
}
.
Then iK(T, Vρ1,ρ2) = 0.
Proof. As in the proof of Lemma 3.3 suppose that there exist (u, v) ∈ ∂Vρ1,ρ2 and λ ≥ 0
such that (u, v) = T (u, v) + λ(e, e). Without loss of generality, we can assume that for all
t ∈ [a, b] we have
ρ1 ≤ u(t) ≤ ρ1/c1, min u(t) = ρ1 and 0 ≤ v(t) ≤ ρ2/c2.
Then, for t ∈ [a, b], we obtain
u(t) ≥
∫ b
a
k1(t, s)g1(s)f1(s, u(s), v(s)) ds+ λ.
Taking the minimum over [a, b] gives
ρ1 = min
t∈[a,b]
u(t) ≥ ρ1f 1,(ρ1,ρ2)
1
M1
+ λ.
Using the hypothesis (3.4) we obtain ρ1 > ρ1 + λ, a contradiction. 
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Lemma 3.7. Assume that [a1, b1] = [a2, b2] =: [a, b] and that
(I0ρ1,ρ2)
⋆ there exist ρ1, ρ2 > 0 such that for some i ∈ {1, 2} we have
(3.5) f ∗
i,(ρ1,ρ2)
> Mi,
where
f∗
i,(ρ1,ρ2)
= inf
{fi(t, u, v)
ρi
: (t, u, v) ∈ [a, b]× [0, ρ1/c1]× [0, ρ2/c2]
}
.
Then iK(T, Vρ1,ρ2) = 0.
Proof. Suppose that the condition (3.5) holds for i = 1. Let (u, v) ∈ ∂Vρ1,ρ2 and λ ≥ 0 such
that (u, v) = T (u, v) + λ(e, e). So for all t ∈ [a, b] we have min u(t) ≤ ρ1, 0 ≤ u(t) ≤ ρ1/c1,
0 ≤ v(t) ≤ ρ2/c2 and min v(t) ≤ ρ2. Now, the proof follows as the one of Lemma 3.4. 
4. Non-existence results
We now show a non-existence result for problem (2.1).
Theorem 4.1. Assume that one of the following conditions holds.
(1) For i = 1, 2,
(4.1) fi(t, u1, u2) < mi|ui| for every t ∈ [0, 1] and ui 6= 0.
(2) For i = 1, 2,
(4.2) fi(t, u1, u2) > Miui for every t ∈ [ai, bi] and ui > 0.
(3) There exists i ∈ {1, 2} such that (4.1) is verified for fi and for j 6= i condition (4.2)
is verified for fj.
Then there is no nontrivial solution of the system (2.1) in K.
Proof. (1) Assume, on the contrary, that there exists (u, v) ∈ K such that (u, v) = T (u, v)
and (u, v) 6= (0, 0). Let, for example, be ‖u‖∞ 6= 0. Then, for t ∈ [0, 1],
|u(t)| =
∣∣∣∣
∫ 1
0
k1(t, s)g1(s)f1(s, u(s), v(s))ds
∣∣∣∣
≤
∫ 1
0
|k1(t, s)|g1(s)f1(s, u(s), v(s)) ds
<m1
∫ 1
0
|k1(t, s)|g1(s)|u(s)| ds
≤m1‖u‖∞
∫ 1
0
|k1(t, s)|g1(s) ds.
Taking the supremum for t ∈ [0, 1], we have
‖u‖∞ < m1‖u‖∞ sup
t∈[0,1]
∫ 1
0
|k1(t, s)|g1(s) ds = ‖u‖∞,
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a contradiction.
(2) Assume, on the contrary, that there exists (u, v) ∈ K such that (u, v) = T (u, v)
and(u, v) 6= (0, 0). Let, for example, be ‖u‖∞ 6= 0. Then, for t ∈ [a1, b1]
u(t) =
∫ 1
0
k1(t, s)g1(s)f1(s, u(s), v(s))ds ≥
∫ b1
a1
k1(t, s)g1(s)f1(s, u(s), v(s))ds
>M1
∫ b1
a1
k1(t, s)g1(s)u(s)ds.
Taking the infimum for t ∈ [a1, b1], we obtain
min
t∈[a1,b1]
u(t) > M1 inf
t∈[a1,b1]
∫ b1
a1
k1(t, s)g1(s)u(s) ds.
Take σ1 = mint∈[a1,b1] u(t). Thus we get
σ1 > M1σ1 inf
t∈[a1,b1]
∫ b1
a1
k1(t, s)g1(s) ds = σ1,
a contradiction.
(3) Assume, on the contrary, that there exists (u, v) ∈ K such that (u, v) = T (u, v) and
(u, v) 6= (0, 0). Let, for example, be ‖u‖∞ 6= 0. Then the function f1 satisfies either (4.1) or
(4.2) and the proof follows as in the previous cases. 
5. Eigenvalue criteria for the existence of nontrivial solutions
In order to state our eigenvalue comparison results, we consider, in a similar way as in
[27], the following operators on C[0, 1]× C[0, 1]
L(u, v)(t) :=
( ∫ 1
0
|k1(t, s)|g1(s)u(s) ds∫ 1
0
|k2(t, s)|g2(s)v(s) ds
)
:=
(
L1(u)(t)
L2(v)(t)
)
,
and
L+(u, v)(t) :=
( ∫ b1
a1
k+1 (t, s)g1(s)u(s) ds∫ b2
a2
k+2 (t, s)g2(s)v(s) ds
)
:=
(
L+1 (u)(t)
L+2 (v)(t)
)
.
We denote by P the cone of positive functions, namely
P := {w ∈ C[0, 1] : w(t) ≥ 0, t ∈ [0, 1]}.
Theorem 5.1. The operators L and L+ are compact and map P × P into (P × P ) ∩K.
Proof. Note that the operators L and L+ map P × P into P × P (because they have a
non-negative integral kernel) and are compact. We now show that they map P × P into
(P × P ) ∩K. Firstly, we do this for the operator L.
We observe that for every i = 1, 2 and for t ∈ [0, 1]
|ki(t, s)| ≤ Φi(s),
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and that, for t ∈ [ai, bi],
|ki(t, s)| = ki(t, s) ≥ ciΦi(t).
Thus, with a similar proof as the one in Lemma 2.1, we obtain, for (u, v) ∈ P × P and
t ∈ [0, 1], L(u, v) ∈ K. A similar proof works for L+, since for every i = 1, 2 and t ∈ [0, 1],
we have
|k+i (t, s)| ≤ |ki(t, s)| ≤ Φi(s),
and, for t ∈ [ai, bi],
k+i (t, s) = ki(t, s) ≥ ciΦi(t).

We recall that λ is an eigenvalue of a linear operator Γ with corresponding eigenfunction ϕ
if ϕ 6= 0 and λϕ = Γϕ. The reciprocals of nonzero eigenvalues are called characteristic values
of Γ. We will denote the spectral radius of Γ by r(Γ) := limn→∞ ‖Γn‖ 1n and its principal
characteristic value (the reciprocal of the spectral radius) by µ(Γ) = 1/r(Γ).
The following Theorem is analogous to the ones in [56, 58] and is proven by using the facts
that the considered operators leave P × P invariant, that P × P is reproducing, combined
with the well-known Krein-Rutman Theorem.
Theorem 5.2. For i = 1, 2, the spectral radius of Li is nonzero and is an eigenvalue of Li
with an eigenfunction in P . A similar result holds for L+i .
Remark 5.3. As a consequence of the two previous theorems, we have that the above
mentioned eigenfunction is in P ∩ K˜i.
We consider the following operator on C[a1, b1]× C[a2, b2]:
L¯+(u, v)(t) :=
( ∫ b1
a1
k+1 (t, s)g1(s)u(s) ds∫ b2
a2
k+2 (t, s)g2(s)v(s) ds
)
:=
(
L¯+1 (u)(t)
L¯+2 (v)(t)
)
.
In the recent papers [54, 55], Webb developed an elegant theory valid for u0-positive linear
operators. It turns out that our operators L¯+i fit within this setting and, in particular, satisfy
the assumptions of Theorem 3.4 of [55]. We state here a special case of Theorem 3.4 of [55]
that can be used for L¯+i .
Theorem 5.4. Suppose that there exist w ∈ C[ai, bi] \ {0}, w ≥ 0 and λ > 0 such that
λw(t) ≥ L¯+i w(t), for t ∈ [ai, bi].
Then we have r(L¯+i ) ≤ λ.
Theorem 5.5. Assume that
(I00+) there exist ε > 0 and ρ0 > 0 such that one of the following conditions holds:
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(5.1) f1(t, u, v) ≥ (µ(L+1 ) + ε)u, for (t, u, v) ∈ [a1, b1]× [0, ρ0]× [−ρ0, ρ0];
f2(t, u, v) ≥ (µ(L+2 ) + ε)v, for (t, u, v) ∈ [a2, b2]× [−ρ0, ρ0]× [0, ρ0].
Then iK(T,Kρ) = 0 for each ρ ∈ (0, ρ0].
Proof. Let ρ ∈ (0, ρ0]. We show that (u, v) 6= T (u, v) + λ(ϕ1, ϕ2) for all (u, v) in ∂Kρ and
λ ≥ 0, where ϕi ∈ K˜i ∩ P is the eigenfunction of L+i with ‖ϕi‖∞ = 1 corresponding to the
eigenvalue 1/µ(L+i ). This implies that iK(T,Kρ) = 0.
Assume, on the contrary, that there exist (u, v) ∈ ∂Kρ and λ ≥ 0 such that (u, v) =
T (u, v) + λ(ϕ1, ϕ2).
We distinguish two cases. Firstly we discuss the case λ > 0. Suppose that (5.1) holds. This
implies that, for t ∈ [a1, b1], we have
u(t) =
∫ 1
0
k1(t, s)g1(s)f1(s, u(s), v(s))ds+ λϕ1(t)
≥
∫ b1
a1
k+1 (t, s)g1(s)f1(s, u(s), v(s))ds+ λϕ1(t)
≥(µ(L+1 ) + ε)
∫ b1
a1
k+1 (t, s)g1(s)u(s)ds+ λϕ1(t)
>µ(L+1 )
∫ b1
a1
k+1 (t, s)g1(s)u(s)ds+ λϕ1(t)
=µ(L+1 )L
+
1 u(t) + λϕ1(t).
Moreover, we have u(t) ≥ λϕ1(t) and then L+1 u(t) ≥ λL+1 ϕ1(t) ≥
λ
µ(L+1 )
ϕ1(t) in such a way
that we obtain
u(t) ≥ µ(L+1 )L+1 u(t) + λϕ1(t) ≥ 2λϕ1(t), for t ∈ [a1, b1].
By iteration, we deduce that, for t ∈ [a1, b1], we get
u(t) ≥ nλϕ1(t) for every n ∈ N,
a contradiction because ‖u‖∞ ≤ ρ.
Now we consider the case λ = 0. We have, for t ∈ [a1, b1],
u(t) =
∫ 1
0
k1(t, s)g1(s)f1(s, u(s), v(s))ds
≥
∫ b1
a1
k+1 (t, s)g1(s)f1(s, u(s), v(s))ds ≥ (µ(L+1 ) + ε)L+1 u(t).
Since L+1 ϕ1(t) = r(L
+
1 )ϕ1(t) for t ∈ [0, 1], we have, for t ∈ [a1, b1],
L¯+1 ϕ1(t) = L
+
1 ϕ1(t) = r(L
+
1 )ϕ1(t),
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and we obtain r(L¯+1 ) ≥ r(L+1 ). On the other hand, we have, for t ∈ [a1, b1],
u(t) ≥ (µ(L+1 ) + ε)L+1 u(t) = (µ(L+1 ) + ε)L¯+1 u(t).
where u(t) > 0. Thus, utilizing Theorem 5.4, we have r(L¯+1 ) ≤
1
µ(L+1 ) + ε
and therefore
r(L+1 ) ≤
1
µ(L+1 ) + ε
and thus µ(L+1 ) + ε ≤ µ(L+1 ), a contradiction.

Remark 5.6. Note that condition (5.1) holds, for example, if
µ(L+1 ) < lim inf
u→0+
inf
t∈[a1,b1]
f1(t, u, v)
u
, uniformly w.r.t. v ∈ R.
A similar type of condition has been used in [8].
Theorem 5.7. Assume that
(I0∞) there exists R1 > 0 such that the following conditions hold:
(5.2) f1(t, u, v) ≥ (µ(L+1 ) + ε)u, for (t, u, v) ∈ [a1, b1]× [cR1,+∞)× R;
f2(t, u, v) ≥ (µ(L+2 ) + ε)v, for (t, u, v) ∈ [a2, b2]× R× [cR1,+∞).
Then iK(T,KR) = 0 for each R ≥ R1.
Proof. Let R ≥ R1. We show that (u, v) 6= T (u, v) + λ(ϕ1, ϕ2) for all (u, v) in ∂KR and
λ ≥ 0, where ϕi ∈ K˜i ∩ P is the eigenfunction of L+i with ‖ϕi‖∞ = 1 corresponding to the
eigenvalue 1/µ(L+i ). This implies that iK(T,KR) = 0.
Assume, on the contrary, that there exist (u, v) ∈ ∂KR and λ ≥ 0 such that (u, v) =
T (u, v) + λ(ϕ1, ϕ2).
Suppose that ‖u‖∞ = R and ‖v‖∞ ≤ R. We have u(t) ≥ c‖u‖∞ = cR ≥ cR1 for t ∈ [a1, b1],
thus condition (5.2) holds. Hence, we have f(t, u(t), v(t)) ≥ (µ(L+1 ) + ε)u(t) for t ∈ [a1, b1].
This implies, proceeding as in the proof of Theorem 5.5 for the case λ > 0, that for t ∈ [a1, b1]
u(t) ≥ µ(L+1 )L+1 u(t) + λϕ1(t) ≥ 2λϕ1(t).
Then u(t) ≥ nλϕ1(t) for every n ∈ N, a contradiction because ‖u‖∞ = R.
The proof in the case λ = 0 is treated as in the proof of Theorem 5.5. 
Theorem 5.8. Assume that
(I10+) there exist ε > 0 and ρ0 > 0 such that the following conditions hold:
f1(t, u, v) ≤ (µ(L1)− ε)|u|, for all (t, u, v) ∈ [0, 1]× [−ρ0, ρ0]× [−ρ0, ρ0];
f2(t, u, v) ≤ (µ(L2)− ε)|v|, for all (t, u, v) ∈ [0, 1]× [−ρ0, ρ0]× [−ρ0, ρ0].
Then iK(T,Kρ) = 1 for each ρ ∈ (0, ρ0].
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Proof. Let ρ ∈ (0, ρ0]. We prove that T (u, v) 6= λ(u, v) for (u, v) ∈ ∂Kρ and λ ≥ 1, which
implies iK(T,Kρ) = 1. In fact, if we assume otherwise, then there exists (u, v) ∈ ∂Kρ and
λ ≥ 1 such that λ(u, v) = T (u, v). Therefore,
|u(t)| ≤λ|u(t)| = |T1(u, v)(t)| =
∣∣∣∣
∫ 1
0
k1(t, s)g1(s)f1(s, u(s), v(s))ds
∣∣∣∣
≤
∫ 1
0
|k1(t, s)|g1(s)f1(s, u(s), v(s))ds ≤ (µ(L1)− ε)
∫ 1
0
|k1(t, s)|g1(s)|u(s)|ds
=(µ(L1)− ε)L1|u|(t).
Thus, we have that, for t ∈ [0, 1],
|u(t)| ≤(µ(L1)− ε)L1[(µ(L1)− ε)L1|u|(t)]
=(µ(L1)− ε)2L21|u|(t) ≤ · · · ≤ (µ(L1)− ε)nLn1 |u|(t),
thus, taking the norms, 1 ≤ (µ(L1)− ε)n‖Ln1‖, and then
1 ≤ (µ(L1)− ε) lim
n→∞
‖Ln1‖
1
n =
µ(L1)− ε
µ(L1)
< 1,
a contradiction. 
Theorem 5.9. Assume that
(I1∞) there exist ε > 0 and R1 > 0 such that the following conditions hold:
f1(t, u, v) ≤ (µ(L1)− ε)|u|, for |u| ≥ R1, |v| ≥ R1, and a.e. t ∈ [0, 1];
f2(t, u, v) ≤ (µ(L2)− ε)|v|, for |u| ≥ R1, |v| ≥ R1, and a.e. t ∈ [0, 1].
Then there exists R0 such that iK(T,KR) = 1 for each R > R0.
Proof. Since the functions fi satisfy Carathe´odory condition, there exists φi,R1 ∈ L∞[0, 1]
such that
fi(t, u, v) ≤ φi,R1(t) for u, v ∈ [−R1, R1] and a. e. t ∈ [0, 1].
Hence, we have
(5.3) f1(t, u, v) ≤ (µ(L1)− ε)|u|+ φ1,R1(t) for all u, v ∈ R and a.e. t ∈ [0, 1],
and
f2(t, u, v) ≤ (µ(L2)− ε)|v|+ φ2,R1(t) for all u, v ∈ R and a. e. t ∈ [0, 1].
Denote by Id the identity operator. Since for i = 1, 2 the operators (µ(Li) − ε)Li have
spectral radius less than one, we have that the operators (Id−(µ(Li)− ε)Li)−1 exist and are
bounded. Moreover, from the Neumann series expression,
(Id−(µ(Li)− ε)Li)−1 =
∞∑
k=0
((µ(Li)− ε)Li)k
we obtain that (Id−(µ(Li)−ε)Li)−1 map P into P , since the operators Li have this property.
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Take for i = 1, 2
Ci :=
∫ 1
0
Φi(s)gi(s)φi,R1(s)ds,
and
R0 := max{‖(Id−(µ(Li)− ε)Li)−1Ci‖∞, i = 1, 2} ∈ R.
Now we prove that for each R > R0, T (u, v) 6= λ(u, v) for all (u, v) ∈ ∂KR and λ ≥ 1,
which implies iK(T,KR) = 1. Otherwise there exist (u, v) ∈ ∂KR and λ ≥ 1 such that
λ(u, v) = T (u, v). Suppose that ‖u‖∞ = R and ‖v‖∞ ≤ R.
From the inequality (5.3), we have, for t ∈ [0, 1],
|u(t)| ≤ λ|u(t)| = |T1(u, v)(t)| =
∣∣∣∣
∫ 1
0
k1(t, s)g1(s)f1(s, u(s), v(s))ds
∣∣∣∣
≤
∫ 1
0
|k1(t, s)|g1(s)f1(s, u(s), v(s))ds
≤(µ(L1)− ε)
∫ 1
0
|k1(t, s)|g1(s)|u(s)|ds+ Ci
=(µ(Li)− ε)L1|u|(t) + C1,
which implies
(Id−(µ(L1)− ε)L1)|u|(t) ≤ C1.
Since (Id−(µ(L1)− ε)L)−1 is non-negative, we have
|u(t)| ≤ (Id−(µ(L1)− ε)L1)−1C1 ≤ R0.
Therefore, we have ‖u‖∞ ≤ R0 < R, a contradiction. 
The index results in Sections 2 and 5 can be combined in order to establish results on
existence of multiple nontrivial solutions for the system (2.1), we refer to [35] for similar
statements.
6. An auxiliary system of ODEs
We now present some results regarding the following system of ODEs
u′′(t) + g1(t)f1(t, u(t), v(t)) = 0, a.e. on [0, 1],
v′′(t) + g2(t)f2(t, u(t), v(t)) = 0, a.e. on [0, 1],
(6.1)
with the BCs
u′(0) = 0, α1u(η) = u(1), 0 < η < 1,
v′(0) = 0, v(1) = α2v
′(ξ), 0 < ξ < 1.
(6.2)
Here we focus on the case α1 < 0, 0 < α2 < 1 − ξ, that leads to the case of solutions that
are positive on some sub-intervals of [0, 1] and are allowed to change sign elsewhere.
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To the system (6.1)-(6.2) we associate the system of Hammerstein integral equations
u(t) =
∫ 1
0
k1(t, s)g1(s)f1(s, u(s), v(s)) ds,
v(t) =
∫ 1
0
k2(t, s)g2(s)f2(s, u(s), v(s)) ds,
(6.3)
where the Green’s functions are given by
(6.4) k1(t, s) =
1
1− α1 (1− s)−


α1
1− α1 (η − s), s ≤ η
0, s > η
−

t− s, s ≤ t,0, s > t,
and
(6.5) k2(t, s) = (1− s)−

α2, s ≤ ξ0, s > ξ −

t− s, s ≤ t,0, s > t.
The Green’s function k1 has been studied in [29], where it was shown that we may take
Φ1(s) = 1− s,
arbitrary [a1, b1] ⊂ [0, η] and c1 = (1− η)/(1− α1).
Regarding k2, this has been studied in [22]; we may take
Φ2(s) = 1− s,
arbitrary [a2, b2] ⊂ [0, ξ] and c2 = 1− α2 − ξ.
The results of the previous Sections, for example Theorem 3.5, can be applied to the
system (6.3).
6.1. Optimal intervals. We now assume that g1 = g2 ≡ 1 and we seek the ‘optimal’ [ai, bi]
such that
Mi(ai, bi) =
(
inf
t∈[ai,bi]
∫ bi
ai
ki(t, s) ds
)−1
is a minimum. This type of problem has been tackled in the past in the case of second and
higher order BVPs in [7, 24, 25, 42, 52, 53, 57].
Since in [0, 1]× [0, 1] the kernel k1 is non-positive only for
1− α1η
1− α1 ≤ t ≤ 1 and 0 ≤ s ≤
1− α1
−α1 t+
1
α1
,
by direct calculation, we have
∫ 1
0
|k1(t, s)| ds =


−t2/2 + 1
1− α1 (
η2
2
− α1η2 + 1
2
)− η2/2 =: ϑ1(t), 0 ≤ t ≤ 1− α1η
1− α1 ,−α1 + 2
−2α1 t
2 +
2
α1
t+
−α1 − α21η2 + 2
−2α1(1− α1) =: ϑ2(t),
1− α1η
1− α1 ≤ t ≤ 1,
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and therefore we obtain
1/m1 = sup
t∈[0,1]
∫ 1
0
|k1(t, s)| ds
=


1
1− α1 (
η2
2
− α1η2 + 1
2
)− η2/2 = ϑ1(0), if− 2α1η2 + α1 + 1 ≥ 0,
−α1 + 2
−2α1 +
2
α1
+
−α1 − α21η2 + 2
−2α1(1− α1) = ϑ2(1), if− 2α1η
2 + α1 + 1 ≤ 0.
Firstly we note that
1− α1η
1− α1 ≥ η. For arbitrary 0 ≤ a < b ≤ η, the kernel k1 is a positive,
non-increasing function of t. Thus we have
1/M1(a, b) = min
t∈[a,b]
∫ b
a
k1(t, s) ds =
∫ b
a
k1(b, s) ds.
Note that inf0≤a<bM1(a, b) = M1(0, b) and we get
1/M1(0, b) =
∫ b
0
k1(b, s) ds =
(1− α1η
1− α1 − b
)
b
Now we have
max
0<b≤η
{(1− α1η
1− α1 − b
)
b
}
=


(1− α1η)2
4(1− α1)2 , if
1− α1η
2(1− α1) < η,
η(1− η)
1− α1 , if
1− α1η
2(1− α1) ≥ η.
Therefore we may take as optimal interval
[a1, b1] =

[0,
1−α1η
2(1−α1)
], if 1−α1η
2(1−α1)
< η,
[0, η], if 1−α1η
2(1−α1)
≥ η.
The kernel k2 in [0, 1]× [0, 1] is non-positive only for
1− α2 ≤ t ≤ 1 and 0 ≤ s ≤ ξ;
by direct calculation, we have
∫ 1
0
|k2(t, s)| ds =

−t
2/2− α2ξ + 1/2 =: θ1(t), 0 ≤ t ≤ 1− α2,
−t2/2 + 2ξt− 2ξ + α2ξ + 1/2 =: θ2(t), 1− α2 ≤ t ≤ 1,
and therefore we obtain
1/m2 = sup
t∈[0,1]
∫ 1
0
|k2(t, s)| ds = max{θ1(0), θ2(1)} = θ1(0) = −α2ξ + 1/2.
For arbitrary 0 ≤ a < b ≤ ξ, the kernel k2 is a positive, non-increasing function of t. Thus
we have
1/M2(a, b) = min
t∈[a,b]
∫ b
a
k2(t, s) ds =
∫ b
a
k2(b, s) ds.
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Note that inf0≤a<bM2(a, b) = M2(0, b) and we get
1/M2(0, b) =
∫ b
0
k2(b, s) ds =
(1− α1η
1− α1 − b
)
b
Now we have
max
0<b≤ξ
{(1− α2)b− b2} =


(1− α2)2
4
, if
1− α2
2
< ξ,
(1− α2)ξ − ξ2, if 1− α2
2
≥ ξ.
Therefore we may take as optimal interval
[a2, b2] =

[0,
1−α2
2
], if 1−α2
2
< ξ,
[0, ξ], if 1−α2
2
≥ ξ.
7. Radial solutions of systems of elliptic PDEs
We now turn back our attention to the systems of BVPs
∆u+ h1(|x|)f1(u, v) = 0, |x| ∈ [R1, R0],
∆v + h2(|x|)f2(u, v) = 0, |x| ∈ [R1, R0],
∂u
∂r
∣∣
∂BR0
= 0 and (u(R1·)− α1u(Rη·))|∂B1 = 0,
∂v
∂r
∣∣
∂BR0
= 0 and
(
v(R1·)− α2∂v
∂r
(Rξ·)
)|∂B1 = 0,
(7.1)
where x ∈ Rn, α1 < 0, 0 < α2 < 1, 0 < R1 < R0 <∞, Rη, Rξ ∈ (R1, R0).
Consider in Rn, n ≥ 2, the equation
(7.2) △w + h(|x|)f(w) = 0, for a.e. |x| ∈ [R1, R0].
with the BCs
∂w
∂r
∣∣
∂BR0
= 0 and (w(R1·)− α1w(Rη·))|∂B1 = 0,
or
∂w
∂r
∣∣
∂BR0
= 0 and
(
w(R1·)− α2∂w
∂r
(Rξ·)
)|∂B1 = 0.
In order to establish the existence of radial solutions w = w(r), r = |x|, we proceed as in
[33, 35, 36] and we rewrite (7.2) in the form
(7.3) w′′(r) +
n− 1
r
w′(r) + h(r)f(w(r)) = 0 a.e. on [R1, R0].
Set w(t) = w(r(t)) where, for n ≥ 3,
r(t) = (γ + (β − γ)t)−1/(n−2), for t ∈ [0, 1],
with γ = R
−(n−2)
0 and β = R
−(n−2)
1 , and for n = 2,
r(t) = R1−t0 R
t
1, for t ∈ [0, 1].
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Take for n ≥ 3
φ(t) = ((β − γ)/(n− 2))2(γ + (β − γ)t)−2(n−1)/(n−2),
and for n = 2
φ(t) =
(
R0(1− t) log R0
R1
)2
.
Then the equation (7.3) becomes
w′′(t) + φ(t)h(r(t))f(w(t)) = 0, a.e. on [0, 1],
subject to the BCs
w′(0) = 0, αw(η) = w(1), 0 < η < 1,
or
w′(0) = 0, αw′(ξ) = w(1), 0 < ξ < 1.
Thus, to the system (7.1) we can associate the system of Hammerstein integral equations
u(t) =
∫ 1
0
k1(t, s)g1(s)f1(u(s), v(s)) ds,
v(t) =
∫ 1
0
k2(t, s)g2(s)f2(u(s), v(s)) ds,
(7.4)
where k1 is as in (6.4), k2 is as in (6.5) and
gi(t) := φ(t)hi(r(t)).
The results of the previous Sections can be applied to the system (7.4), yielding results
for the system (7.1), we refer to [35, 36] for the results that may be stated.
We illustrate in the following example that all the constants that occur in the Theorem 3.5
can be computed.
Example 7.1. Consider in R2, the system of BVPs
∆u+ f1(u, v) = 0, |x| ∈ [1, e],
∆v + f2(u, v) = 0, |x| ∈ [1, e],
∂u
∂r
∣∣
∂Be
= 0 and (u(·)+u(
√
2·))|∂B1 = 0,
∂v
∂r
∣∣
∂Be
= 0 and
(
v(·)− 1
4
∂v
∂r
(
4
√
e3·))|∂B1 = 0.
(7.5)
To the system (7.5) we associate the system of second order ODEs
u′′(t) + e2(1− t)2f1(u(t), v(t)) = 0, t ∈ [0, 1],
v′′(t) + e2(1− t)2f2(u(t), v(t)) = 0, t ∈ [0, 1],
u′(0) = 0, u(1/2) + u(1) = 0,
v′(0) = 0, v′(1/4) = 4v(1).
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Now we have
1
m1
= sup
t∈[0,1]
∫ 1
0
|k1(t, s)|g1(s) ds
= max
{
sup
t∈[0,1/2]
{− e2
384
(−128 t3 + 32 t4 + 192 t2 − 65)},
sup
t∈[1/2,3/4]
{− e2
384
(
160 t4 + 864 t2 − 608 t3 + 19− 400 t)},
sup
t∈[3/4,1]
{1
2
t+
5
4
e2t4 + 15/2 t2e2 − 5 t3e2 + 467
384
e2 − 119
24
te2 − 3
8
}}
,
and
1
m2
= sup
t∈[0,1]
∫ 1
0
|k2(t, s)|g2(s) ds
= max
{
sup
t∈[0,1/4]
{− e2
768
(−256 t3 + 64 t4 + 384 t2 − 155)},
sup
t∈[1/4,3/4]
{− e2
768
(−256 t3 + 64 t4 + 384 t2 − 155)},
sup
t∈[3/4,1]
{− e2
768
(
67− 296 t− 256 t3 + 64 t4 + 384 t2)}}.
We fix [a1, b1] = [a2, b2] = [0, 1/4], obtaining
1
M1
= inf
t∈[0,1/4]
∫ 1/4
0
k1(t, s)g1(s) ds = inf
t∈[0,1/4]
{
− e
2
3072
(−377 + 256 t4 − 1024 t3 + 1536 t2)
}
,
and
1
M2
= inf
t∈[0,1/4]
∫ 1/4
0
k2(t, s)g2(s) ds = inf
t∈[0,1/4]
{
− e
2
3072
(−377 + 256 t4 − 1024 t3 + 1536 t2)}.
By direct computation, we get
c1 =
1
4
; m1 =
384
65e2
; M1 =
384
37e2
; c2 =
1
2
; m2 =
768
155e2
; M2 =
384
37e2
.
Let us now consider
f1(u, v) =
1
4
(|u|3 + |v|3 + 1), f2(u, v) = 1
3
(|u| 12 + v2).
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Then, with the choice of ρ1 = 1/6, ρ2 = 1/3, r1 = r2 = 1, s1 = 3 and s2 = 5, we obtain
inf
{
f1(u, v) : (u, v) ∈ [0, 4ρ1]× [−2ρ2, 2ρ2]
}
= f1(0, 0) > M1ρ1,
sup
{
f1(u, v) : (u, v) ∈ [−r1, r1]× [−r2, r2]
}
= f1(1, 1) < m1r1,
sup
{
f2(u, v) : (u, v) ∈ [−r1, r1]× [−r2, r2]
}
= f2(1, 1) < m2r2,
inf
{
f1(u, v) : (u, v) ∈ [s1, 4s1]× [−2s2, 2s2]
}
= f1(s1, 0) > M1s1,
inf
{
f2(u, v) : (u, v) ∈ [−4s1, 4s1]× [s2, 2s2]
}
= f2(0, s2) > M2s2.
Thus the conditions (I0ρ1,ρ2)
⋆, (I1r1,r2) and (I
0
s1,s2
) are satisfied; therefore the system (7.5) has
at least two nontrivial solutions.
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