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DETERMINANTAL REPRESENTATIONS OF THE CUBIC
DISCRIMINANT
DOMINIC BUNNETT - HANIEH KENESHLOU
We compute and study two determinantal representations of the dis-
criminant of a cubic quaternary form. The first representation is the Chow
form of the 2-uple embedding of P3 and is computed as the Pfaffian of
the Chow form of a rank 2 Ulrich bundle on this Veronese variety. We
then consider the determinantal representation described by Nanson. We
investigate the geometric nature of cubic surfaces whose discriminant ma-
trices satisfy certain rank conditions. As a special case of interest, we use
certain minors of this matrix to suggest equations vanishing on the locus
of k-nodal cubic surfaces.
Introduction
Given a square system of homogeneous polynomial equations f0 = · · ·= fn = 0
of degrees d0, . . . ,dn and in variables x0, . . . ,xn, there is a unique (up to a non-
zero constant) polynomial Res( f0, . . . , fn), the resultant, in the coefficients of
the equations, whose vanishing is necessary and sufficient for the existence of
non-trivial solutions for the system of equations. This is a polynomial invariant
under the action of the special linear group SL(n+ 1). The resultant can be
viewed as generalisation of the determinant in the case d0 = · · ·= dn = 1 where
the resultant is nothing but the determinant of the coefficient matrix.
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For a homogeneous polynomial F of degree d, the discriminant, denoted by




, · · · , ∂F
∂xn
).
Therefore, the vanishing of ∆(F) assures the existence of singular points on the






(n+ 1)(d− 1)n; see [9, Example IX.1.6 (a)]. We refer to [9, Chapters 9 and
13] for more details on the discriminant and its properties.
In this paper, we focus on determinantal representations of the discriminant
of a quaternary cubic form which we refer to as the discriminant in the rest of
the paper. In [18], Salmon computed the discriminant of a cubic surface. This
discriminant is a degree 32 polynomial in the twenty coefficients of the general
quaternary cubic form, although Salmon did not give it explicitly as the number
of monomials is very large; it has at the very least 166,104 monomials [13].
Note that Salmons original calculations contained a minor error, corrected by
Edge [5]. Given the size, one requires different representations to be able to
work with and study the discriminant. In this paper, we study two different
ways the coefficients of a cubic can be organized into a matrix such that the
determinant of that matrix is the discriminant.
The first representation we consider comes from the identification of the
resultant of four quaternary quadrics with the Chow form of the Veronese em-
bedding of P3 in P9 (Lemma 1.3). The Chow form is a single polynomial defin-
ing the Chow divisor of this Veronese variety in the Grassmannian Gr(4,10)
in Plücker coordinates. See [9, Section III.2.B] for a comprehensive introduc-
tion to Chow forms and Chow divisors. To compute this Chow form we use
techniques of homological and exterior algebra developed in [6, 7].
Let us sketch the procedure. Let ν : Pm ↪→ Pn be a Veronese embedding.
The Chow form of a Veronese variety can be computed by finding a resolution
of a sheaf on the Grassmannain supported on the Chow divisor and taking its
determinant [14, Chapter II] and [9, Appendix A]. Such a sheaf is found by
considering a sheaf on Pn supported on Pm and constructing a sheaf on the
Grassmannian via the incidence correspondence [7, Section 5]. However, up
until the work Eisenbud and Schreyer [7], computing these resolutions and their
determinants had not been possible. In [7], an effective method was given to
compute the relevant resolutions, if one can find an Ulrich sheaf (Definition 1.1)
supported on ν(Pm)⊆Pn. When the sheaf is Ulrich, the resolution is a two-term
complex (the so-called Chow complex) and the determinant of the map in this
complex is the Chow form raised to the power of the rank of the sheaf.
In the case of cubic surfaces, there exists an Ulrich sheaf and the map in the
Chow complex is given by a 16× 16 matrix with linear entries in 210 Plücker
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coordinates whose Pfaffian provides the resultant. To retrieve the resultant from
this matrix, one substitutes Plücker coordinates with the determinants of 4× 4
matrices constructed from coefficients of the four quadrics.
The second representation is due to Nanson and provides the discriminant as
the determinant of a 20×20 matrix [15]. This is a matrix with 16 rows of linear
entries and 4 rows of quadratic entries. We investigate the geometry of the cubic
surfaces lying on certain subspaces cut out by imposing rank conditions on this
matrix. We provide evidence that certain minors of this matrix give equations
vanishing on the locus of k-nodal cubics for k up to 4.
The paper is structured as follows. The first section deals with the compu-
tation of the discriminant by means of the resultant of four quaternary quadrics
and the associated Chow form. We give a short, example driven exposition to
the theory developed by Eisenbud and Schreyer, which we then utilise to com-
pute the discriminant of a cubic quaternary form, which is given as the Pfaffian
of a 16×16 matrix.
Section 2 concerns the determinantal representation of the discriminant cal-
culated by Nanson. Imposing rank conditions on this matrix, we look for strati-
fication of the locus of singular cubic surfaces. In Section 2.1, we investigate the
relationship between these strata and the locus of cubics with a given number of
nodal singularities.
Our results and conjectures rely on the computations performed by the com-
puter algebra system Macaulay2 [11], and using the supporting functions in [3].
1. The discriminant as a Chow form
In this section, we introduce all the necessary background material. We start
with the construction of Chow assigning a Chow form to every subvariety in
projective space and its extension to sheaves on projective space. We refer the
reader to [9, Chapter III] for a comprehensive introduction to Chow forms of
projective varieties and to [14, Section 2] for the extension to sheaves.
1.1. Chow forms and Chow complexes
Let W be an (n+ 1)-dimensional vector space over a field K, and X ⊂ Pn =
P(W ) be a k-dimensional variety. The Chow divisor of X ⊆ Pn is the hyper-
surface in the Grassmannian Gr = Gr(k+ 1,n) of codimension (k+ 1) linear
subspaces of Pn, whose points are subspaces which meet X . The Chow divisor
is denoted by DX ⊆Gr and the Chow form of X is the defining equation of DX
in Plücker coordinates [9, Proposition III.2.1]. Explicitly, let
Ik+1 = {(x,L) ∈ Pn×Gr | x ∈ L} ⊆ Pn×Gr
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be the incidence correspondence and consider the projection maps
Pn π1←− Ik+1
π2−→Gr,
then DX = π2(π−11 (X)). One can check that this is indeed a hypersurface [9,
Proposition III.2.2]. The Chow divisor of a k-cycle ∑i ni · [Xi] is defined to be
∑i ni ·DXi .
More generally, let F be a sheaf on Pn whose support X is k-dimensional,
and consider the associated k-cycle
∑
Y
length(OPn,Y ⊗F) · [Y ],
where the sum is taken over all k-dimensional components of X . The Chow
divisor of F is defined to be the corresponding sum of Chow divisors. For
instance, if F =OX , then the Chow divisor of F is the Chow divisor of X ; more
generally, if F is a vector bundle of rank r on X , the Chow divisor of F is r
times that of X . As before, the Chow form of F is the defining equation of the
Chow divisor.
The question is then given a sheaf, supported on an irreducible variety X ,
how can one compute the Chow form.
Let G :=(π2)∗π∗1F which is a sheaf supported on DX . In a letter to Mumford
[10], Grothendieck observed that there exists a locally free complex C and a
quasi-isomorphism
C ' Rπ2∗(π∗1F).
In particular, H0C ∼= G and HiC ∼= Riπ2∗(π∗1F). Such a complex is called a
Chow complex of F and the Chow form of F is the determinant of C. The
notion of the determinant of a complex was first introduced by Grothendieck
for exactly this purpose and a full account of the construction is worked out by
Knudsen and Mumford in [14].
Therefore, the computation of a Chow form turns to the computation of the
determinant of a Chow complex. In the following section, we recall an explicit
and canonical construction of Chow complexes due to Eisenbud and Schreyer
[7] using the notion of Tate resolutions.
1.2. Tate resolutions and Ulrich sheaves
We recall the construction of Tate resolutions for a coherent sheaf. For a detailed
reference see [6].
As before, let W be an (n+1)-dimensional vector space over K with basis
x0, . . . ,xn and let S = SymW = K[x0, . . . ,xn] be the symmetric algebra of W .
Moreover, let V = W∨ be the dual vector space with basis e0, . . . ,en, and E =
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i=0
∧iV be the exterior algebra over V . The gradings on S and E are given by
deg(xi) = 1 and deg(ei) =−1.
There is a pair of adjoint functors, the BGG correspondence
[2], between the categories of complexes of finitely generated graded modules





To a graded S-module M =
⊕
d Md we associate the following complex of free
E-modules
R(M) : · · · −→ E⊗Md
φd−→ E⊗Md+1 −→ ·· · (1)
with differential map φd = ∑ni=0 ei⊗ xi. Similarly, for a graded E-module P =⊕
j Pj, one builds the following complex of free S-modules
L(P) : · · · −→ S⊗Pj
φ j−→ S⊗Pj−1 −→ ·· ·
where φ j = ∑ni=0 xi⊗ ei.
Now, let F = M̃ be sheafification of a finitely generated graded S-module
and let s = reg(M) denote the Castelnouvo-Mumford regularity of M. With the
above notation, set
Ps := ker(E⊗Ms −→ E⊗Ms+1)
and let
· · · −→ T s−2 −→ T s−1 −→ Ps −→ 0
be a relative projective resolution of Ps. Adjoining this complex with the trun-
cated complex R(M)>s, one obtains a Tate resolution of F :
T (F) : · · · −→ T s−2 −→ T s−1 −→ E⊗Ms −→ E⊗Ms+1 −→ ·· ·





H j(F(k− j))⊗E( j− k).
Here one must be careful of possibly confusing notation; F(i) =F⊗OPn(i) and
E(i) represents a shift in the grading by i. Tate resolutions of a coherent sheaf
F can be defined in more general context (see [8, Section 3]) and are closely
related to the Beilinson monad [1]. Indeed, one can obtain the Beilinson monad,
and hence the sheaf F , from Tate resolutions [6, Theorem 6.1].
Let us explain how to extract a Chow complex from the Tate resolution.
We can define an additive functor Uk+1 from graded free modules over E to
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locally free sheaves on Gr by sending E(p) to Uk+1(E(p)) =
∧pU , where U ⊆
OGr⊗W is the tautological subbundle of rank k+1. A map η : E(q)→E(q− p)
is represented by an element α ∈
∧pV which induces a map ∧pW → K by
contraction and from that one obtains the map Uk+1(η) :
∧qU →∧q−pU .
Note that Uk+1(E(p)) = 0 unless 0≤ p≤ rkU = k+1 and thus the complex
Uk+1(F) := Uk+1(T (F))
is a bounded complex of locally free sheaves. Then we can apply [7, Theorem
1.2], which says that
Uk+1(F)' Rπ2∗(π∗1F)
and thus Uk+1(F) gives a chow complex of F .
The most accessible formulas for the Chow form occur when the complex
has only one non-trivial map Ψ:
· · · −→ 0−→ 0−→C−1 Ψ−→C0 −→ 0−→ ·· · .
In this case, the Chow form of F is given by the determinant of Ψ. Moreover,
if F has rank 2 and the map Ψ is skew-symmetric (in the sense of [7, Section
3.1]), the Pfaffian of Ψ computes the Chow form of the support of F . This
leads to the notion of Ulrich sheaves, which possess the desired two term Chow
complex. These are sheaves with no intermediate cohomologies:
Definition 1.1. A coherent sheaf F with k-dimensional support on projective
space Pn is called an Ulrich sheaf if it satisfies the following three vanishing
conditions
1. HiF( j) = 0 for 1≤ i≤ k−1 and for all j,
2. HkF(l) = 0 for all l ≥−k, and
3. H0F( j) = 0 for j < 0.
One can collect the dimension of all cohomology groups of all twists of a
sheaf in a so-called Betti diagram. In particular, the Betti diagram of an Ulrich
sheaf F is of the following form:
· · · hkF(−k−3) hkF(−k−2) hkF(−k−1) 0 0 0







0 0 0 0 0 0
0 0 0 h0F h0F(1) h0F(2) · · ·
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It follows from the Betti diagram above that the Chow complex U(F) is given
by a h0F × hkF(−k− 1) matrix whose entries are linear forms in the Plücker
coordinates on Gr.
Example 1.2. Consider the d-uple Veronese embedding ν : P1 ↪→ Pd . Let L=
OP1(−1), we claim thatF :=(ν∗L)(1) is an Ulrich sheaf for C = ν(P1). Indeed,
using the projection formula we have that F( j− i) = ν∗(OP1(d− id+ jd−1)).
Then using the fact that h0(P1,OP1(l)) = l + 1 and by applying Serre duality,
we have that the Betti table of F is as follows.
· · · −3 −2 −1 0 1 2 . . .
1 ∗∗∗ 3d 2d d . . . . . .
0 · · · . . . d 2d 3d ∗∗∗
Note that in the above table (and in the rest of the article), we have replaced 0
by ‘ · ’ for clarity. Thus it follows that F is an Ulrich sheaf as claimed.
1.3. The cubic discriminant as a Chow form
Let k and d be two positive integers, W =H0(Pk,OPk(d)) and X =Pk ⊆P(W ) =
Pn be the d-uple Veronese embedding. A hyperplane in Pn may be regarded as
a form of degree d on X . Moreover, if k+ 1 hyperplanes have common zeros
on X , then the corresponding forms have a common zero. If the k+1 planes do
have a common zero on X , we may intersect them and we obtain an element of
the Chow divisor DX ⊆Gr. This proves the following:
Lemma 1.3. The Chow form of the Veronese embedding of Pk ⊆ Pn is the re-
sultant of k+1 forms of degree d in k+1 variables.
We consider the example of the twisted cubic curve in P3 to demonstrate the
heavy machinery developed in the previous sections. In this case, the resultant
corresponding to this Chow form can be computed using the classical method
of the Sylvester matrix and we compare the two different approaches. All the
computations done below, including the comparison between the two methods,
were carried out in Macaulay2 and can be found in [3].
Example 1.4. Consider the vector space of binary cubic forms W =H0(P1,OP1(3))
and let C ⊂ P(W ) ∼= P3 be the twisted cubic curve; that is, the image of the 3-
uple embedding of P1 given by
ν : P1 ↪→ P3
(x0 : x1) 7→ (x30 : x20x1 : x0x21 : x31).
Let L=OP1(−1) such that F = (ν∗L)(1) is an Ulrich sheaf on C by Example
1.2. Subbing d = 3 into the table from Example 1.2 we get
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· · · −3 −2 −1 0 1 2 . . .
1 ∗∗∗ 9 6 3 . . . . . .
0 · · · . . . 3 6 9 ∗∗∗.
One sees immediately that F is 0-regular. Therefore the Tate resolution of F is
of the form
T (F) : · · · −→ E(3)6 φ−2−→ E(2)3 φ−1−→ E3 φ0−→ E(−1)6 −→ ·· · .
where E =
∧
W∨ is the exterior algebra associated to the dual space of W . The
map
φ0 : H0(P1,OP1(2))⊗E −→ H0(P1,OP1(5))⊗E(−1)
is the differential map of the R-complex (1), and is calculated explicitly via the
multiplication map
H0(P1,OP1(2))⊗W −→ H0(P1,OP1(5)).
Let S =K[x0,x1] be the homogeneous coordinate ring of P1 so that
H0(P1,OP1(2)) : x20,x0x1,x21
H0(P1,OP1(3)) : x30,x20x1,x0x21,x31
H0(P1,OP1(5)) : x50,x40x1, . . . ,x51
are the monomial bases for the vector spaces in the multiplication map. Denote
by e0, . . . ,e3 the basis of W∨ dual to the monomial basis. Writing the matrix of










To compute φ−1, one computes the syzygy matrix of φ0. This can be done either
by hand or quickly in Macaulay2 (see [3]):
φ−1 =
e0e3 e0e2 e0e1e1e3 e1e2 + e0e3 e0e2
e2e3 e1e3 e0e3
 .
If we interpret the 2-forms eie j’s as the Plücker coordinates
[i j] := ei∧ e j, i, j ∈ {0, . . . ,3}
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of the Grassmannian Gr(2,W ), under this identification, the map φ−1 defines
the non-zero matrix in the two-term Chow complex of F
0−→OG(−1)3 −→O3G −→ 0,
obtained by applying the functor U2 to the Tate resolution T (F), explicitly given
by
U2(φ−1) =
[03] [02] [01][13] [12]+ [03] [02]
[23] [13] [03]
 .
The determinant of this 3× 3 matrix gives the Chow form of C. In particular,
the resultant of two binary cubic forms














is obtained via the substitution of the Plücker coordinates with
[i j] = det
(
ai bi
a j b j
)
, i, j ∈ {0, . . . ,3}
in the determinant of the matrix. This gives us the following expression of the
Chow form of C:
a30b
3
3−a20a1b2b23 +a0a21b1b23−a31b0b23 +a20a2b22b3 + · · ·−a33b30.
Comparing this expression with the determinant of the Sylvester matrix
Syl( f ,g) =

a0 a1 a2 a3 0 0
0 a0 a1 a2 a3 0
0 0 a0 a1 a2 a3
b0 b1 b2 b3 0 0
0 b0 b1 b2 b3 0
0 0 b0 b1 b2 b3
 ,
and indeed the two results agree. See ([3, Example]) for the explicit computa-
tions of this example in Macaulay2.
Now, as our main case of study, the Chow form of the 2-uple embedding
ν : P3 ↪→ P9 is the resultant of four quadrics in 4 variables. In this way, the
discriminant of a cubic surface can be computed via the Chow form of some
Ulrich bundles on P9 supported on ν(P3).
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Let E be the Null-Correlation bundle on P3, defined to be the cokernel of a
monomorphism π fitting into the short exact sequence
0−→OP3(−1)
π−→ΩP3(1)−→ E −→ 0. (∗)
Let ν : P3 ↪→ X ⊂ P9 be the 2-uple embedding map. We define the sheaf
G := E(2) and consider the sheaf F := ν∗G on P9 supported on X .
Theorem 1.5 (Theorem 5.11, [7]). Keep the notation of above. Then F is, up to
automorphisms of P3, the unique rank 2 Ulrich bundle on the 2-uple embedding
of P3.
Remark 1.6. In the best case scenario, we would find a rank 1 Ulrich sheaf
on P9 supported on P3, however there can be no such rank 1 bundle. Indeed,
by [12, Theorem III.5.1], line bundles on P3 have no intermediate cohomology;
that is, Hi(P3,L) = 0 for 0 < i < 3 for every L ∈ Pic(P3). However, [7, Propo-
sition 5.1] implies that if ν∗L were an Ulrich sheaf for some L ∈ Pic(P3), then
H1(L(−1)) 6= 0.
The Betti diagram of the Tate resolution of G can be found in Figure 1. Here
· · · −3 −2 −1 0 1 2 3 4 5 6 . . .
3 ∗∗∗ 64 35 16 5 . . . . . . . . .
2 . . . . . . . 1 . . . . . . . .
1 . . . . . . . . 1 . . . . . . .
0 . . . . . . . . . 5 16 35 64 ∗∗∗
Figure 1: Betti diagram of the Tate resolution of G
the integer in the k-th column and the j-th row stands for h jG(k− j).
Using the table in Figure 1, one checks that F is 0-regular. Therefore, the
Tate resolution of F is of the form
T (F) : · · · −→ E(4)16 −→ E16 φ0−→ E(−1)64 −→ ·· · .
where E is the exterior algebra associated to the dual vector space of W =




whose Pfaffian gives the Chow form of the 2-uple embedding of P3 in 210
Plücker coordinates of Gr(4,W ).
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We now go through the computation of the map Ψ. Following the approach
of the previous example, the map φ0 here comes from the multiplication map
H0E(2)⊗W −→ H0E(4).
One can use the short exact sequence (∗) and the twists of the Euler sequence
to compute a basis for the spaces global sections of E(d) and from that the map
φ0. However, as an alternative and easier way in this case, we construct a Tate
resolution of G in a broader sense, and then we compute the map φ0 from that.
Let E ′ be the exterior algebra associated to the 4-dimensional vector space
W ′ = H0(P3,OP3(1)). We start with a non-degenerate quadratic form in E ′
defining the middle 1× 1 matrix in a Tate resolution of G. Resolving such a
form gives the tail of the Tate resolution, so that φ0 can be computed from the
composition of the two linear maps
T (G) : · · · −→ E ′(4)16 −→ E ′(5)35 −→ E ′(6)64 −→ ·· · .
The first syzygy matrix of φ0 (possibly after a base change) gives the desired
16× 16 skew-symmetric matrix Ψ with linear entries in Plücker coordinates.
See ([3, Resultant1]) for the explicit computation of this matrix, and [4] for the
print out of it in the pdf file Matrix16. See Figure 2 for the top left hand corner
of the matrix.
The Pfaffian of Ψ is the resultant of four quaternary quadratics Qi, i =
1,2,3,4 with 10 coefficients in a,b,c,d all sorted in a fixed ordering of the 10
squared monomials







after substituting the Plücker coordinates with
[i jkl] = det

ai bi ci di
a j b j c j d j
ak bk ck dk
al bl cl dl
 .
To compute the discriminant of a cubic quaternary form, we take each of
the partial derivatives as one of the quadrics. The determinant of the 16× 16
matrix is of degree 64, hence the Pfaffian is of degree 32, the expected degree
of the discriminant as computed by Salmon [18]. See [4, Matrix20.m2] for the
presentation of this matrix in terms of 20 coefficients of the general cubic form.
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
0 4[3689] 2[1489]+4[5689] 2[3679]+ [0489]+4[2689]
−4[3689] 0 −2[3679]+ [0489]−4[3589] 2[0189]+4[2389]
−2[1489]−4[5689] 2[3679]− [0489]+4[3589] 0 4[3678]+2[3579]+2[2679]+4[2589]








2. Nanson’s determinantal representation
In [15], Nanson gave a method to represent the resultant of four quaternary
quadrics as the determinant of a 20× 20 matrix. We recall the construction
briefly here.
Let Q1, . . . ,Q4 be four quadratics in four variables x0,x1,x2,x3. By multi-
plying each quadric Qi with each of the variables in turn we get sixteen cubics
f1, . . . , f16. Furthermore, one has four cubic polynomials named f17, . . . , f20 as
the first partial derivatives of the determinant of the Jacobian matrix. Eliminat-
ing the twenty cubic monomials x30,x
2
0x1, . . . ,x
3
3 from the twenty cubics, Nanson














is the resultant of Q1, . . . ,Q4; a homogeneous polynomial of degree 8 in the co-
efficients of each quadric. In particular, the discriminant of a general quaternary
cubic form arises as the determinant of a 20× 20 matrix M with 16 rows of
linear and 4 rows of quadratics entries in 20 variables.
One obtains a stratification of the locus of singular cubic surfaces by impos-
ing rank condition on M. Explicitly, define Vk ⊂ P19 to be the variety cut out
by (20− k+1)× (20− k+1) minors of M. Then V1 is the discriminant hyper-
surface. We would like to know about the geometry of the higher codimension
strata; both of the strata themselves and the geometry of the cubic surfaces they
contain. The latter is precisely the Question 6 from the cubic surfaces project
[16].
Question 6: What is the geometric description of the cubic surfaces lying on Vk?
We will deal with this question in the next section.
DETERMINANTAL REPRESENTATIONS OF THE CUBIC DISCRIMINANT 501
2.1. The locus of k-nodal cubics
Let Nk ⊂ P19 denote the closure of the locus of k-nodal cubic surfaces. One can
show via direct computation using Chern classes that codimNk = k for 1≤ k≤ 4
and Nk = /0 for k > 4.
Note that N1 is the entire discriminant hypersurface V1, indeed since V1 is an
irreducible hypersurface, codimN1 = 1 and N1 ⊆ V1, we have N1 = V1. More-
over, [9, Theorem I.1.5] states that surfaces on the smooth locus of the discrim-
inantal locus V1 possess a unique singularity. Thus the general element of V1 is
a cubic surface with a single node.
Let dk = degNk denote the degree of the locus Nk, interpreted as the number
of k-nodal cubic surfaces in a general k-dimensional linear system of cubics.
Rennemo [17] has shown that the number of hypersurfaces with a certain type
of singularity in an appropriate dimensional linear system is always governed
by a polynomial in Chern classes of the associated line bundle. Relevant to the
existence of the polynomial is the recent work of Y-J. Tzeng [19]. In particular,
Vaisenscher [20] described these polynomials explicitly in a k-dimensional fam-
ily of hypersurfaces with k≤ 6 ordinary double points. Evaluating his formulas
in the particular case of cubic surfaces provides that dk is
32, 280, 800, 305,
for 1≤ k≤ 4, respectively. Now, a question one may ask towards understanding
the geometry of such a locus is:
Question 7: Can we find a low degree polynomial vanishing on Nk?
In line with question 6, one can use a computer algebra system to build the
matrix M explicitly, however computing the determinant and minors of this ma-
trix is still a heavy and unreachable task for current computer algebra systems.
We take manageable steps towards this problem by considering the matrix
modulo ideals generated by linear elements, of varying dimension. This cor-
responds to intersecting the varieties Vk with low-dimensional linear subspaces.
This sheds some light on geometry of cubic surfaces satisfying certain rank con-
ditions.
As a first step, we consider the restriction to a general plane P2 ⊂ P19.
Proposition 2.1. In the above notation, it holds that codimV2 = 2 and codimVk≥
3 for k ≥ 3.
Proof. Our computations (see [3, Nanson2]) show that V2∩P2 is a finite set of
points and that Vk ∩P2 = /0 for k ≥ 3. Thus by the dimension formula we can
conclude that codimV2 = 2 and codimVk ≥ 3 for k ≥ 3.
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In this case, the discriminant is a plane curve Γ =V1∩P2 =V (det M)⊂ P2
of degree 32 whose singular locus is of degree 520.
It follows from [9, Theorem I.1.5] and Vaisenscher’s computation of the
degree of the binodal locus N2 that this singular locus contains 280 nodes cor-
responding to the binodal cubics. Moreover, one can check that the number of
conditions imposed by a cusp on a cubic surface is the same as the number of the
conditions for two nodes, so that the locus of binodal and cuspidal cubic surfaces
are of codimension 2 inside the space of cubic surfaces. As a cusp contributes
two times to the degree of the singular locus, we have 120 = 520− 280/2 re-
maining points in the singular locus corresponding to the cuspidal cubics (one
can alternatively use the techniques of the Chern class computations for this
enumerative problem to prove that in a general net of cubic surfaces there are
exactly 280 and 120 fibers corresponding to the binodal and cuspidal cubic sur-
faces, respectively).
On the other hand, our computations show the intersection V2∩P2 consists
of exactly 400 points. Comparing this to the equality 400 = 280+120 suggests
that these points are the singular points of the discriminant curve and indeed
they do agree ([3, Nanson2]). We are lead to conjecture:
Conjecture 2.2. The locus V2 has at least two irreducible components parame-
terising binodal and cuspidal cubic surfaces. In particular, we have N2 ⊂V2 and
the 19×19 minors of M vanish on N2.
Let us present some further evidence for Conjecture 2.2. Let X = V (F)
with F ∈ K[x0,x1,x2,x3]3 be a cubic surface with a singularity. After a change
of coordinates we may assume that the singular point of X is at p = (1 : 0 : 0 : 0).
This gives us a normal form for cubic surfaces with a singularity at p:
F = F3(x1,x2,x3)+ x0F2(x1,x2,x3),
where F3 is a cubic and F2 is a conic in the variables x1,x2,x3. Such equations
make up a 15 dimensional linear subspace of |OP3(3)| ∼= P19 whose generic
element is a smooth everywhere except p. Indeed if F3 and F2 are smooth, X
has a single nodal singularity at p.
Assuming that X has two singularities, we may change coordinates such that
they are at position p = (1 : 0 : 0 : 0) and q = (0 : 0 : 0 : 1). We may apply the
same normal form as above, but with respect to q:
F = G3(x0,x1,x2)+ x3G2(x0,x1,x2),
where G3 is a cubic and G2 is a conic in the variables x0,x1,x2. Combining the
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two normal forms we get
F = a0 · x0x21 +a1 · x0x1x2 +a2 · x0x1x3 +a3 · x0x22 +a4 · x0x2x3 +a5 · x31+
+a6 · x21x2 +a7 · x1x22 +a8 · x1x2x3 +a9 · x21x3 +a10 · x32 +a11 · x22x3.
Such equations make up a P11 ⊆ P19, denoted by Nnf2 = P11, whose general
element is a cubic surface with nodes at p and q. Using Macaulay2 one can
check the following:
Proposition 2.3. The matrix of minors defining V2 vanish on the binodal cubic
surfaces in normal form. That is,
Nnf2 ⊆V2.
Proof. This is proved by direct computation. See [3, Secion 3].
Remark 2.4. The computation took around 35 hours and is at the limit of what
is possible to symbolically compute.
Now considering the drop by dimension when we restrict to minors of smaller
size, the pattern suggests that:
Conjecture 2.5. For 1 ≤ k ≤ 4, the (20− k + 1)× (20− k + 1) minors of M
vanish on Nk.
Proceeding with this approach, the next step would be the restriction to a
general subspace P3 ⊂ P19 for V3. However, there are 36,100 minors of Nan-
son’s matrix M, and this becomes too big for computer systems.
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