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Maréchal de Lattre de Tassigny, 75016 Paris, France
bINRIAbi, Domaine de Voluceau, Rocquencourt, B.P. 105, 78153 Le Chesnay
Cedex, France
⋆ Published in Neural Networks (Volume 18, Number 1, pages 45–60). DOI: http:
//dx.doi.org/10.1016/j.neunet.2004.07.001
∗ Corresponding author:
Fabrice Rossi
Projet AxIS
INRIA Rocquencourt
Domaine de Voluceau, Rocquencourt, B.P. 105
78153 LE CHESNAY CEDEX – FRANCE
Tel: (33) 1 39 63 54 45
Fax: (33) 1 39 63 58 92
Email addresses: Fabrice.Rossi@inria.fr (Fabrice Rossi),
Brieuc.Conan-Guez@inria.fr (Brieuc Conan-Guez).
Preprint submitted to Elsevier Science 22 July 2004
Functional Multi-Layer Perceptron: a
Nonlinear Tool for Functional Data Analysis
Abstract
In this paper, we study a natural extension of Multi-Layer Perceptrons (MLP)
to functional inputs. We show that fundamental results for classical MLP can be
extended to functional MLP. We obtain universal approximation results that show
the expressive power of functional MLP is comparable to that of numerical MLP. We
obtain consistency results which imply that the estimation of optimal parameters
for functional MLP is statistically well defined. We finally show on simulated and
real world data that the proposed model performs in a very satisfactory way.
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1 Introduction
Functional Data Analysis (FDA, see Ramsay and Silverman (1997) for a com-
prehensive introduction to FDA methods) is an extension of traditional data
analysis to functional data. In this framework, each individual is characterized
by one or more real valued functions, rather than by a vector of Rn. An impor-
tant feature of FDA is its ability to take into account dependencies between
numerical measurements that describe an individual, especially smoothness.
If we represent for instance the size of a child at different ages by a vector,
traditional methods generally consider each value to be independent of the
others. In FDA, the size is represented as a function (in general a regular one)
that maps measurement times to centimeters.
In order to deal with irregular measurements and to allow numerical manipula-
tion of functions, FDA replaces actual observations by a simple functional rep-
resentation. Spline based approximation is the most commonly used method,
as it represents each individual by a smooth function. Kernel or wavelet based
approximations are also used. FDA has been successfully applied to real prob-
lems such as climatic variation forecasting (Besse et al. (2000)), acidification
process studying (Abraham et al. (2003)), analysis of children size evolution
(Ramsay and Silverman (1997)), land usage prediction based on satellite im-
ages (Besse et al. (2004)), etc.
In this paper, we focus on a precise yet very general task: we assume that we
observe functions associated to a classical target variable. This variable can be
for instance a class label, in which case we perform supervised classification.
If the variable is a real valued vector, we perform a regression. The key idea is
that, whereas individuals are described thanks to functions, we still want to
predict a traditional numerical value. In mathematical terms, we have n exam-
ples described by s+ 1 variables, (gi1, . . . , g
i
s, t
i)i∈{1,...,n}, where t
i is the target
variable (with ti ∈ Ro) and where each gil is a function belonging to a given
functional space. The problem is to predict ti based on (gi1, . . . , g
i
s). In the
framework of FDA, several methods have been proposed to solve this kind of
problem, for instance the linear functional model (see e.g. Hastie and Mallows
(1993), Marx and Eilers (1996), Ramsay and Silverman (1997), Cardot et al.
(1999), Cardot et al. (2003) and James (2002)), functional discriminant anal-
ysis (e.g. James and Hastie (2001)), functional Slice Inverse Regression (see Li
(1991) for the classical SIR and Ferré and Yao (2003) for its functional version)
and non-parametric kernel based functional estimators (see Ferraty and Vieu
(2002), Ferraty and Vieu (2003) and Ferraty et al. (2002)).
In this paper, we show how Multi-Layer Perceptrons (MLP) can be directly
applied to functional data, so as to provide nonlinear semi-parametric function
classification and regression. We introduce a major difference with traditional
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FDA methods: our model works directly with the studied functions, without
using a simplified representation. This avoids restrictions on the functional
weight representation which can therefore be adapted to the context. For in-
stance, functional data with low dimensional input spaces can be manipulated
thanks to generalized linear models (such as splines), whereas MLP are used
for functions with high dimensional input spaces.
When functional data are perfectly known, the extension of MLP we propose is
a particular case of an extension proposed and studied from purely theoretical
point of view in Stinchcombe (1999). In Stinchcombe (1999), the author shows
that traditional universal approximation results for MLP can be extended to
(almost) arbitrary input spaces, including infinite dimensional vectorial spaces.
These results rely on the approximation of continuous linear forms defined on
the MLP input space. In our work, we show how to carry out this kind of
approximation in practice, for instance by using traditional MLP. We show
this way that functional MLP are universal approximators and therefore that
they can be used to model complex dependencies between a real valued target
variable and functional inputs.
Moreover, we show that training a parametric functional MLP on a finite
number of function examples is statistically valid, as the optimal parame-
ters obtained thanks to those examples provide a consistent estimation of
asymptotic optimal parameters, even if we assume limited knowledge on each
function example (i.e., each function is only known thanks to a finite num-
ber of (input, output) pairs). This is a direct translation of classical results,
presented in White (1989) for instance, available for numerical MLP.
The rest of the paper is organized as follows. In the first part, we assume that
we have perfect knowledge of manipulated functions: we start by introducing
in section 2 the proposed functional MLP model. Then we show in section
3 how the results of Stinchcombe (1999) can be adapted to functional MLP
to show they are universal approximators. In the second part, we take into
account sampling: consistency of functional MLP training is studied in section
4. Section 5 compares our approach to alternative neural solutions, on a theo-
retical point of view. Then, section 6 gives some experimental results both on
simulated and real world data. Proofs are presented in section 8.
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2 Functional Multi-Layer Perceptrons
2.1 Functional data
As stated in the introduction, an observation is described by s + 1 values,
(g1, . . . , gs, t), where each gl is a function (and t ∈ R
o). More precisely, we
assume that µl is a σ-finite positive Borel measure defined on R
ul and that gl
belongs to Lpl(µl).
2.2 Functional neurons
The extension of numerical neurons to functional inputs is straightforward.
Indeed a n input MLP neuron is characterized by a fixed activation function,
T , a function from R to R, by a vector from Rn (the weight vector, w) and
by a real valued threshold, b. Given a vectorial input x ∈ Rn, the output of
the neuron is N(x) = T (w.x+ b).
This formula is based on the linear form x 7→ w.x. When x = (g1, . . . , gs) ∈
Lp1(µ1) × . . .× L
ps(µs), a linear form can be constructed thanks to integrals,
for instance:
(g1, . . . , gs) 7→
s∑
l=1
∫
flgl dµl, (1)
where (f1, . . . , fs) are measurable functions chosen such that flgl ∈ L
1(µl).
Using this linear form, we can define a functional neuron:
Definition 1 A functional neuron on E = Lp1(µ1) × . . .× L
ps(µs) is defined
thanks to a fixed activation function T from R to R, weight functions fl (such
that flgl ∈ L
1(µl)) and a real valued threshold, b. It calculates
N(g1, . . . , gs) = T
(
b+
s∑
l=1
∫
flgl dµl
)
. (2)
This functional neuron is a special case of general neurons proposed in
Sandberg (1996); Sandberg and Xu (1996); Stinchcombe (1999). The main
drawback of this model is that it uses functional weights rather than numer-
ical ones. This problem can be solved by using parametric representation of
functions. More precisely, we assume given s functions F1, . . . , Fs such that
(hypothesis Ha):
(1) Wl ⊂ R
vl
(2) Fl is a function from Wl × R
ul to R
3 UNIVERSAL APPROXIMATION 6
(3) for each wl ∈ Wl, Fl(wl, .) ∈ L
ql(µl) where ql is the conjugate exponent
associated to pl
For instance, Fl can be implemented thanks to a numerical MLP (in this
case, wl is the weight vector of the MLP) or thanks to the first functions of
a topological basis of Lql(µl) (in this case, we have Fl(wl, x) =
∑vl
i=1wliψi(x),
where (ψi)i∈N is the considered topological basis).
We can now introduce the definition of a parametric functional neuron:
Definition 2 A parametric functional neuron on E = Lp1(µ1)× . . .×L
ps(µs)
is defined thanks to a fixed activation function T from R to R, a weight vector
w ∈W1 × . . .×Ws and a real valued threshold, b. It calculates
N(g1, . . . , gs) = T
(
b+
s∑
l=1
∫
Fl(wl, x)gl(x) dµl(x)
)
. (3)
2.3 Functional MLP
As a functional neuron gives a real output, we have to use numerical neurons
except in the first layer of a functional MLP. In particular, a one hidden
layer parametric functional perceptron with one functional input and one real
output computes a function of the following form:
H(g) =
k∑
i=1
aiT
(
bi +
∫
Fi(wi, x)g(x) dµ(x)
)
, (4)
where the ai are real numbers, as well as the bi, and wi are parameter vectors
for Fi.
Of course, it is obvious to extend those definitions to more than one output
and/or hidden layer. The only difference between a functional n-hidden layer
perceptron and a numerical one is that, as stated above, we use functional
neurons only in the first layer. It is also obvious to define a general functional
MLP by using functional neurons rather than parametric functional neurons.
3 Universal approximation
3.1 Definitions and notations
We use notations and definitions from Stinchcombe (1999).
3 UNIVERSAL APPROXIMATION 7
3.1.1 Functional spaces and metrics
We denote C(A,B) the set of continuous functions from A to B, where A and
B are two topological spaces. As a special case, Cn is the set of continuous
functions from Rn to R. Mn is the set of (Borel) measurable functions from
R
n to R. We denote dC the metric on M
n that gives uniform convergence over
compact subsets:
dC(f, g) =
∑
n∈N∗
1
2n
min
{
sup
|x|≤n
|f(x) − g(x)|, 1
}
. (5)
When K is a compact subset of X a topological space, we define ρK a metric
on the set of functions from K to R by:
ρK(f, g) = sup
x∈K
|f(x) − g(x)|. (6)
Definition 3 Let X be a metric space with d the associated metric. Let C
and S be two subsets of X. S is d-outside dense in C if the d-closure of S
contains C, and S is d-inside dense in C if the d-closure of S ∩C contains C.
When C = X, d-inside density is equivalent to d-outside density and is simply
called d-density.
3.1.2 One hidden layer perceptrons
Definition 4 If T is a function from R to R and n a positive integer, SnT
is the set of functions exactly computed by one hidden layer perceptrons with
n inputs and one output, and using T as activation function, i.e. the set of
functions of the form h(x) =
∑p
i=1 βiT (wi.x + bi) where p ∈ N , βi ∈ R, and
(wi, bi) ∈ R
n+1.
Definition 5 If X is a topological vector space, A a subset of X∗ and T
a function from R to R, SXT (A) is the set of functions exactly computed by
one hidden layer generalized perceptrons with input in X, one real output,
and weight forms in A, i.e. the set of functions from X to R of the form
h(x) =
∑p
i=1 βiT (li(x) + bi) where p ∈ N , βi ∈ R, bi ∈ R and li ∈ A.
Note that A can in fact be any set of functions from X to R, in which case
we do not introduce constant terms bi.
According to this definition, functional one hidden layer perceptrons are a spe-
cial case of Stinchcombe generalized perceptrons in which X is a product of Lp
spaces and A is given by linear forms of the form l(g1, . . . , gs) =
∑s
l=1
∫
flgl dµl
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(or l(g1, . . . , gs) =
∑s
l=1
∫
Fl(wl, x)gl(x) dµl(x) for parametric functional per-
ceptrons).
3.2 Universal approximation with functional MLP
Several approximation results show that SXT (A) is inside or outside dense
in different functional spaces. Indeed Stinchcombe (1999) (as well as
Sandberg and Xu (1996) and Chen (1998)) proposes approximation results
for SXT (A) for almost arbitrary spaces X (see theorem 5.1 and corollaries 5.1.2
and 5.1.3 from Stinchcombe (1999)). In order to apply those general results to
practical cases, complex technical properties have to be satisfied by A. In this
section, we show that those properties are satisfied by very general functional
one hidden layer perceptrons.
Corollary 6 Let µ be a finite positive Borel measure on Rn. Let 1 < p ≤ ∞
be an arbitrary real number and q be the conjugate exponent of p. Let V be
a dense subset of Lq(µ). Let AV be the set of linear forms on L
p(µ) of the
form l(f) =
∫
fg dµ, where g ∈ V . Let T be a measurable function from R to
R such that S1T is dC-inside (resp. dC-outside) dense in C
1. Then S
Lp(µ)
T (AV )
is ρK-inside (resp. ρK-outside) dense in C(K,R), where K is any compact
subset of Lp(µ).
Corollary 7 Let µ be a finite positive compactly supported Borel measure on
R
n. Let T be a measurable function from R to R, such that S1T is dC-inside
(resp. dC-outside) dense in C
1. Let V be a subset of L∞(µ) dC-inside (or dC-
outside) dense in Cn. Then S
L1(µ)
T (AV ) is ρK-outside dense in C(K,R), where
K is any compact subset of L1(µ).
3.3 Discussion
Corollary 6 shows that as long as we can approximate functions in Lq(µ) and in
C1, then an one hidden layer perceptron can be used to approximate functions
in C(K,R) , where K is a compact subset of Lp(µ). Previous works give very
weak conditions on T that imply dC inside or outside density of S
1
T for C
1,
see for instance Theorem 1 in Leshno et al. (1993) and Theorem 1 in Hornik
(1993). Basically, T must be non polynomial and Riemann integrable on a
non-degenerate compact interval of R, properties that are obviously satisfied
by popular activation functions such as tanh.
The generalized MLP used in corollary 6 uses linear forms in AV and is there-
fore a functional MLP with weight functions chosen in V a dense subset of
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Lq(µ). In practical situation, weight functions are represented thanks to para-
metric functions (F (w, .)). This constraint does not introduce any problem,
as long as we choose a parametric universal approximator for Lq(µ). Thanks
to Theorem 1 of Hornik (1991), we can use for instance one hidden layer
perceptrons based on activation function U (i.e., V = SnU) as long as U is
measurable, bounded and non constant (as p > 1, q < ∞ and Theorem 1
applies). Other models can be used (B-spline, wavelet, Fourier series, etc.) but
imply in general additional restrictions on the considered functional space.
The proof of corollary 6 could be extended to p = 1, and therefore, one
might wonder why corollary 7 is useful. As pointed out in the introduction
of Stinchcombe (1999), no SnT set is dense in L
∞(µ). Therefore, corollary 6
main assumption (V is dense in Lq(µ)) cannot be satisfied by MLP based
approximation. This reduces greatly the interest of corollary 6 for p = 1.
That’s why corollary 7 is useful: as shown for instance by Theorem 1 of Hornik
(1993), SnU can be used to provide approximation to continuous functions on a
compact set. Therefore, the situation for p = 1 is quite similar to the one that
stands for p > 1, except that the measure has to be compactly supported.
This means that when K is a compact subset of a Lp(µ) functional space,
any function from C(K,R) can be approximated to a given precision level
by a functional MLP that uses a finite number of parameters (because linear
forms can be represented for instance thanks to numerical MLPs). Despite the
radical change in the input space dimension (from Rn to a compact subset of
a functional space), we can still effectively approximate continuous functions.
It is very common in FDA to assume that studied functions are smooth,
that is at least continuous. If we only consider compact input spaces for those
functions, their case is covered by corollary 6. Indeed, continuous functions (or
more regular functions) on a compact subset Z of Rn are obviously elements
of L∞(λ) where λ is the restriction of the Lebesgue measure to Z. Moreover a
compact subset K of a space of regular functions (considered with the uniform
norm) is a compact subset of L∞(λ). This means that any continuous function
from K to R can be approximated by a functional MLP as long as L1(λ) can
also be approximated (this can be done thanks to SnU Hornik (1991)).
Extension of proposed corollaries to multiple functional inputs is straightfor-
ward. In fact, corollaries are based on approximation of linear forms on X the
input space of extended neurons. When X = Lp1(µ1)× . . .×L
pr(µr), approxi-
mation of elements of X∗ is obtained thanks to approximations of elements of
(Lpi(µi))
∗, because a linear form on X is a linear combination of linear forms
on Lpi(µi) (this fact was used to define the functional neuron).
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4 Consistency of Functional MLP learning
4.1 Introduction
As explained in the introduction, our goal is to explain a target variable t ∈ Ro
thanks to functional observations (g1, . . . , gs). Basically, we assume that there
is a functional relationship such that t ≃ F (g1, . . . , gs) and we try to model F
thanks to a functional MLP. Thanks to universal approximation results given
in the previous section, we know that any regular F can be approximated by a
functional MLP. Nevertheless, an important problem remains: F is obviously
unknown and a correct approximation as to be constructed thanks to a limited
number of examples of this mapping.
4.2 Probabilistic framework
4.2.1 Functional data
Let us now describe the probabilistic framework of our problem. All random
quantities will be defined on a given probability space (Ω,A, P ). For the sake
of simplicity, we consider only the case of an unique functional input. More
precisely, we make the following hypothesis (Hb):
(1) Z is a compact subset of Ru
(2) (Gi, T i)i∈N is an i.i.d. sequence of random elements with values in
C(Z,R) × Ro (i.e., each Gi is a measurable function from Ω to C(Z,R)
considered with its Borel sigma algebra and each T i is a random vector
in Ro, and the sequence is i.i.d.)
Hypothesis on the observed functions are quite different from those of corol-
laries 6 and 7: on the one hand Hb are stronger than corollaries hypothesis
as they consider only continuous functions defined on a compact set, on the
other hand they are weaker as observed functions do not belong to a compact
subset of C(Z,R).
4.2.2 Parametric model
We try to model the relationship between Gi and T i thanks to a special kind
of parametric model (a parametric functional MLP) that has the following
form:
H(w, g) = U
(
w0,
∫
F1 (w1, x) g(x) dµ(x), . . . ,
∫
Fk (wk, x) g(x) dµ(x)
)
, (7)
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where w = (w0, w1, . . . , wk) ∈W = W0×W1 × . . .×Wk, the Fl are parametric
models as in parametric neurons, U is a regular function and µ a finite positive
Borel measure (defined on Z). This parametric form is quite similar to the one
proposed in the context of Slice Inverse Regression by Ferré and Yao (2003).
Our main motivation here is to use a general form that covers functional multi-
layer perceptrons without making too much hypothesis on their architecture
(number of layers, activation functions, linear terms, etc.). For instance, if U
is defined as follows:
U(w0, o1, . . . , ok) =
k∑
l=1
alT (bl + ol), (8)
with w0 = (a1, b1, . . . , ak, bk), thenH(w, g) is exactly the output of a functional
one hidden layer perceptron, as given by equation 4. As a side effect, we
cover any model that uses integrals to transform an input function into a real
number.
Some restrictions are needed on Fl functions and on U (hypothesis Hc):
(1) for 0 ≤ l ≤ k, Wl is a compact subset of R
vl
(2) for 1 ≤ l ≤ k, Fl is a function from Wl × Z to R such that:
(a) for each x ∈ Z, Fl(., x) is continuous
(b) for each wl ∈Wl, Fl(wl, .) is measurable
(c) Fl is dominated on Wl, i.e., there is a measurable function dl ∈ L
p(µ)
(with p ≥ 1) such that for for all w ∈ Wl and x ∈ Z, |Fl(w, x)| ≤
dl(x).
(3) U is an uniformly continuous function from W0 × R
k to Ro
(4) U is bounded
Hypothesis Hc are quite natural and are fulfilled in practical settings:
• Compacity of the parameter space is a classical hypothesis in consistency
results.
• Useful choices for Fl are numerical MLP and basis expansions: for the for-
mer, continuity is mandatory in practice as optimal parameters are obtained
thanks to gradient based algorithms (and therefore Fl is in general differen-
tiable with respect to wl); for the latter, continuity is obvious as Fl is linear
with respect to wl.
• As stated before, when Fl is obtained thanks to a numerical MLP, it is a con-
tinuous function. As Wl and Z are compact sets, the domination hypothesis
is automatically fulfilled. When Fl is obtained thanks to basis expansion, a
natural hypothesis is to assume that basis functions belong to Lp(µ). Then,
compacity of Wl implies again that the domination hypothesis is fulfilled.
• U corresponds to the non functional part of a functional MLP, it is in general
natural to assume that it is uniformly continuous. Indeed, popular activation
functions such as tanh and the logistic function are uniformly continuous
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and moreover, W0 is compact, therefore when U represents a MLP based on
standard activation functions, it is uniformly continuous. Moreover, popular
activation functions are also bounded and the assumption that U is bounded
is also natural.
4.2.3 Optimal model and consistency
The learning phase in neural network applications consists in finding the best
parameters for a given task. In our framework, we assume given a distance 1 c
on Ro and we assess the quality of the neural model at the evaluation point Gi
thanks to c(T i, H(Gi, w)). We define the global error made by the parametric
model H for parameters w ∈W by:
λ(w) = E
(
c(T 1, H(G1, w))
)
, (9)
where E means expectation. Learning is in fact a parameter estimation prob-
lem in which we try to optimize λ(w) in order to find a vector w ∈W ∗, where
W ∗ ⊂ W is the set of minimizer of λ(w). The practical problem is that λ(w)
cannot be exactly calculated and is approximated thanks to a finite number
of realizations of (Gi, T i). More precisely, we define an empirical error by:
λ̂n(w) =
1
n
n∑
i=1
c(T i, H(Gi, w)). (10)
This empirical error can be minimized to produce ŵn an estimation of an op-
timal parameter vector. White (1989) shows that for numerical MLP, ŵn is a
strongly consistent estimation of an optimal parameter vector. More precisely,
if d denotes the distance on W , then limn→∞ d(ŵn,W
∗) = 0 almost surely.
Among technical hypothesis needed to ensure this result, we adapt a domina-
tion hypothesis to the functional framework (hypothesis Hd): c(T
i, H(Gi, w))
has to be dominated, in the sense that there is a positive function cmax from
R
o to R such that:
(1) ∀w ∈ W, g ∈ C(Z,R) and t ∈ Ro, c(t, H(g, w)) ≤ cmax(t)
(2) E(cmax(T1)) <∞
For functional MLP, hypothesis Hd are quite natural. Indeed, hypothesis Hc
(4) makes H(g, w) bounded and therefore domination turns into an hypothesis
on T1 and c. For instance if c is the Euclidean distance in R
o, then domination
is obtained if T1 has a second order moment.
Compared to the numerical case, we have two additional difficulties in the
functional framework: we are working with random elements with values in a
functional space, whereas White (1989) assumes that observations belong to a
1
c has not really to be a distance, it can be any continuous positive function.
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finite dimensional space; moreover, perfect knowledge of observed functions is
seldom the case and we have to take into account that functions are measured
at a finite number of observation points.
4.2.4 Function observations
In practical situations, each observed function is described by a finite number
of input/output pairs, such as (xj , g(xj))j∈{1,...,m}. We choose the following
mathematical model (hypothesis He):
(1) (X ij)i∈N j∈N is a sequence of independent sequences of random variables
defined on (Ω,A, P ) and with values in Z.
(2) All X ij are identically distributed and the induced probability measure
on Z is µ = PX .
(3) (E ij)i∈N j∈N is a sequence of independent sequences of random variables
defined on (Ω,A, P ) and with values in R.
(4) For all i, (E ij)j∈N and (X
i
j)j∈N are independent.
(5) E
(
E ij
)
= 0 and E
(∣∣∣E ij
∣∣∣
q)
< ∞, where q is the conjugate exponent to p
used in hypothesis Hc (2-c).
For each i, the sequence (X ij)j∈N corresponds to observation points for the func-
tion Gi and the sequence (E ij)j∈N corresponds to measurement errors for these
observation points. More precisely, if gi, xij and ε
i
j are respectively realizations
of Gi, X ij and E
i
j , we assume that we observe the sequence: y
i
j = g
i(xij) + ε
i
j .
Moreover, we assume that we know only the mi first values of this sequence.
Hypothesis He are natural in this framework, especially independence. The
main hypothesis is He (2), which says that the way observation points are
randomly chosen (i.e., PX) corresponds to the way integrals are calculated
(µ). On an intuitive point of view, this means that when an input function is
matched to functional weights thanks to integral calculation, probable obser-
vation points have more weight that less probable ones. This is quite natural.
As functions are only known thanks to observations, we cannot compute any-
more the integrals which are approximated thanks to empirical means. More
precisely, we replace
∫
Fl (wl, x) g
i(x) dµ(x) by:
1
mi
mi∑
j=1
Fl(wl, x
i
j)y
i
j. (11)
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Therefore, the empirical error λ̂n(w) given in equation 10 is approximated by
the following empirical error:
λmn (w) =
1
n
n∑
i=1
c

ti, U

wo,
1
mi
mi∑
j=1
F1(w1, x
i
j)y
i
j, . . . ,
1
mi
mi∑
j=1
Fk(wk, x
i
j)y
i
j



 , (12)
where ti is a realization of T i and m = inf1≤i≤nm
i.
This empirical error, which is based on finite number of numerical values,
is easy to evaluate in practice and can be used to obtain empirical optimal
parameters, wmn . Our goal is to show that w
m
n is a consistent estimator of an
optimal parameter vector, i.e. converges to W ∗.
4.3 Consistency
Consistency of the proposed estimation of optimal parameters is given by the
following theorem:
Theorem 8 Under hypothesis Hb, Hc, Hd and He, we have P -almost surely:
lim
n→∞
lim
m→∞
d(wmn ,W
∗) = 0.
The theorem is an extension of White (1989). It suffers from a small limitation:
the limit is a sequential one, which means that in order to reach a given
distance toW ∗, the number of evaluation points for each function (m) depends
on the number of functions (n).
5 Alternative methods for functional inputs
5.1 Functions observed at identical points
In some particular cases, functions are all observed thanks to an unique se-
quence of observation points, that is there is a sequence (xj)j∈N such that for
any considered function g, we know g(xj) for all j. Moreover, we assume that
we use the same number of observation points for each function (denoted by
m). These cases include for instance situations in which measurement points
are under user control (e.g., spectroscopic measurements corresponding to spe-
cific frequencies). Or course, this case is covered by theorem 8.
5 ALTERNATIVE METHODS FOR FUNCTIONAL INPUTS 15
On a practical point of view, the situation is clearly simpler than the gen-
eral one. Indeed each function g can be considered as a vector in Rm, i.e.,
(g(x1), . . . , g(xm)). Therefore, we can submit these multivariate observations
to a numerical MLP. This approach was proposed in Chen and Chen (1995).
Let us consider the special case of a single hidden layer perceptron with one
real output. Such a MLP maps a function g to:
V (g) =
k∑
i=1
aiT

bi +
m∑
j=1
cijg(xj)

 . (13)
In such a setting, our model maps g to:
H(g) =
k∑
i=1
aiT

bi +
1
m
m∑
j=1
Fi(wi, xj)g(xj)

 . (14)
On a practical point of view, the main advantage of our approach over the
numerical one in this setting is the increased flexibility induced by the use of
the parametric functions Fi. We can for instance take into account smoothness
of observed functions by using simple parametric functions (i.e., MLP with a
small number of hidden nodes, B-splines with just a few nodes, etc.). This
allows to reduce the number of free parameters in the model while incorpo-
rating expert knowledge into it, whereas in the numerical approach, we need
in each neuron one connection weight for each function observation point.
Moreover, it is obvious that an appropriate choice of parametric functions Fi
allows to reproduce exactly the numerical model, which appears this way as a
special case of the functional approach. Indeed each Fi can be an interpolation
spline or a kernel based model designed such that for any set of weights cij ,
there are weight vectors wi such that Fi(wi, xj) = cij.
Finally, the universal approximation result given in Chen and Chen (1995) is
less general than ours as it relies on uniform sampling.
For all those reasons, we believe that the functional approach is more inter-
esting than the multivariate approach, even for uniformly sampled functions.
Experiments exposed in section 6 confirm this point of view.
5.2 Function representation
When functions are not observed at identical evaluation points, there is still
a natural alternative approach to ours. The main idea is simply to transform
each functional observation into a representation that allows easy manipula-
tion. More precisely, a list of observations (xj , g(xj) + ǫj)j∈{1,...,m} is replaced
by an approximation of g, A(g) constructed thanks to the observations.
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The only reasonable solution is to use a pseudo-linear model to approximate
the input/output mapping for each observed function. Indeed, the number of
input functions can be quite large in real world experiments and fitting a non
linear model to each function will be very time consuming. Morever, the only
difference between A(g) and g is that the former is known exactly whereas
the latter is not. Representation does not solve the function manipulation
problem. If we use non linear models, calculation of a scalar product between
A(g) and a weight function is still a complex problem that cannot be solved
without an approximation method for integral calculation. We are more or
less back to our original problem, except that we have now perfectly known
functions (hopefully smoothed by the representation algorithm). We do not
discuss this approach anymore because it is in fact an extended version of our
method (whose theoretical properties remain to be studied).
The case of pseudo-linear models allows to construct what might be seen as an
alternative to our approach. Indeed, A(g) is obtained thanks to a truncated
basis expansion, a very common approach in FDA thoroughly illustrated in
Ramsay and Silverman (1997) and more recently in Besse and Cardot (2003).
First of all, we need to assume that studied functions belong to L2(µ). We chose
a free system of L2(µ), (φi)1≤i≤p. Then each list of observations (xj, g(xj) +
ǫj)j∈{1,...,m} is replaced by A(g) the projection of g on the vectorial space
spanned by φ1, . . . , φp, denoted span(Φp). On a practical point of view, we
simply calculate numerical parameters αi(g) that minimize
m∑
j=1
(
g(xj) + ǫj −
p∑
i=1
αi(g)φi(xj)
)2
.
This approach has two advantages over the general non linear representation
technique. First it is faster as αi(g) is obtained very efficiently thanks to some
simple linear algebra. Second it can lead to a simplify neural model. Indeed
we can submit the numerical vector that represents a function ((αi(g))1≤i≤p
to a numerical MLP (even if the observation points depend on the function,
because p is the same for all functions).
On a theoretical point of view, this solution is in fact a particular case of
our approach. Indeed our approach is based on calculating an approximation
of
∫
fg dµ. In L2(µ), this is the scalar product. Let us consider the special
case where we constraint weight functions f to belong to span(Φp), i.e., f =∑p
i=1 βi(f)φi. We have obviously
∫
fg dµ =
p∑
i=1
βi(f)
∫
gφi dµ.
If we knew the real projection of g on span(Φp), Π(g), we would be able to
replace
∫
gφi dµ by
∫
Π(g)φi dµ. This is not the case, but we can still assume
that
∫
gφi dµ is approximately equal to
∑p
j=1 αj(g)
∫
φjφi dµ. Therefore
∫
fg dµ
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is approximately equal to
∑p
i=1
∑p
j=1 βi(f)αj(g)
∫
φjφi dµ. Let us denote M the
matrix Mij =
∫
φiφj dµ. As (φi)1≤i≤p is a free system, M is a full rank matrix.
If we denote γ(f) = Mβ(f), we have
∫
fg dµ ≃
p∑
j=1
γj(f)αj(g).
Moreover, given a vector of coefficients c, we can define a function t by
t =
p∑
i=1
diφi,
with d = M−1c such that
∫
tg dµ ≃
p∑
j=1
γj(t)αj(g) =
p∑
j=1
cjαj(g).
Therefore, a linear combination of the (approximate) coordinates of g on
span(Φp), is always approximately equal to the scalar product of g with a
well chosen weight function f . Our method approximates
∫
fg dµ by another
formula. It is obvious that for the limit case, we end up with identical values
and therefore that our approach contains as a special case the representa-
tion based approach. As in the previous section, this might be even clearer
with a simple one hidden layer perceptron with an unique real output. The
representation based approach maps g to
V (g) =
k∑
i=1
aiT
(
bi +
p∑
l=1
cilαl(g)
)
, (15)
whereas our model gives
H(g) =
k∑
i=1
aiT

bi +
1
m
m∑
j=1
(g(xj) + ǫj)
(
p∑
l=1
dilφl(xj)
)
 . (16)
According to the previous discussion, to obtain nearly identical values, we just
have to choose d such that di = M−1ci, for all i . Of course, on a numerical
point of view, results might be slightly different (as will be illustrated in the
following section), but the truncated basis approach can still be considered as a
different implementation of a special case of our approach. More sophisticated
truncated basis approaches, involving for instance a roughness penalty as in
Besse et al. (1997), depart more from the solution proposed here and should
be studied independently.
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6 Experiments
6.1 Introduction and experimental setting
In the present section, we illustrate the proposed approach on two supervised
classification experiments. The first dataset, studied in section 6.2, consists
in the traditional waveform data introduced in Breiman et al. (1984). In this
synthetic example, the goal is to classify examples into three classes. The
second dataset, studied in section 6.3, consists in a real world spectrometric
problem in which near infrared absorbance spectra are used to recognize high
fat and low fat meat samples.
Both datasets have been used in Ferraty and Vieu (2003) to illustrate the
efficiency of the non-parametric functional kernel based model proposed in the
corresponding paper (and also in Ferraty and Vieu (2002)). We will therefore
compare results obtained thanks to neuronal approaches to functional and
classical methods used in Ferraty and Vieu (2003). Those methods include
the above mentioned kernel based model as well as the linear model, Partial
Least Square Regression, CART, etc.
We have considered three variations of the Multi Layer Perceptron: the classi-
cal MLP applied to raw data, the functional approach presented in this paper
and the alternate implementation of the functional approach based on projec-
tion on a B-spline basis (see section 5.2).
In all our experiments, we have used a conjugate gradient training algorithm,
with 10 different random initializations. To avoid over-fitting, we used a weight
decay penalization term. To select both the architecture of the MLP and the
value of the weight decay constant, we have used k-fold cross-validation (with
k = 5). Finally, performances of the selected MLP have been evaluated on a
test sample.
6.2 Breiman waves
6.2.1 Classification results
We start our experiments with synthetic data, more precisely with waveform
data introduced in Breiman et al. (1984). This is a three-class problem in
which each class is obtained thanks to convex combination of three shifted
triangular waveforms. The generating waveforms are continuous curves defined
on [1, 21] by:
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h1(t)= max(6 − |t− 11|, 0), (17)
h2(t)= h1(t− 4), (18)
h3(t)= h1(t+ 4). (19)
Functions to classify have the following general forms:
x(t) = uh1(t) + (1 − u)h2(t) for class 1, (20)
x(t) = uh1(t) + (1 − u)h3(t) for class 2, (21)
x(t) = uh2(t) + (1 − u)h3(t) for class 3, (22)
where u ∈]0, 1[. In Breiman et al. (1984) each function is transformed into a
vector from R21 thanks to an uniform sampling on [1, 21]. An independent
standard Gaussian noise is added to each observation.
In order to stay closer to the functional framework, we follow Ferraty and Vieu
(2003) and work therefore with vectors from R101 which correspond to an
uniform sampling of each function on [1, 21]. The training sample is obtained
exactly as in Ferraty and Vieu (2003) : we have 150 functions in each class (in
order to build such a function the parameter u is chosen uniformly in ]0, 1[,
independently for each function) and an independent standard Gaussian noise
is added to each observation. The test sample is generated with the same
method but contains 250 functions in each class.
As explained in the introduction, we have compared three neuronal ap-
proaches: a naive approach in which R101 vectors are directly submitted to a
classical one hidden layer perceptron, our functional approach in which func-
tional weights are represented thanks to B-splines and the alternate imple-
mentation of our method based on projection on the same B-splines basis. We
refer to Ferraty and Vieu (2003) for comparison with classical methods and
the non parametric functional method introduced in the paper. Table 1 gives
the obtained results for the three neural methods (MLP corresponds to the
naive approach, FMLP to our functional approach and FpMLP to the alter-
nate implementation of this approach). Results have been averaged over 50
simulations, exactly as in Ferraty and Vieu (2003), so as to ease comparison
with existing results.
Method Test classification error rate Standard deviation
MLP 0.098 0.013
FMLP 0.065 0.0096
FpMLP 0.072 0.011
Table 1
Waveform data
Results are very satisfactory. First of all, our functional approaches overcome
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the classical MLP method (the main functional approach gives the best re-
sults). Result summary provided by table 1 does not give complete informa-
tion. Indeed, as for each simulation the same data set is used for each method,
a direct comparison between obtained results is possible. An important result
is that for all simulations, functional approaches overcome the classical MLP.
The mean performance increase is 3.2 percent for our main implementation
and 2.6 percent for the alternate projection based implementation. Moreover,
the main implementation overcomes the projection based one on 38 simula-
tions (and the mean performance increase is 0.6 percent).
According to results reported in Ferraty and Vieu (2003), the functional MLP
approach outperforms both classical methods (such as CART) and functional
ones. The best method studied in Ferraty and Vieu (2003) achieves a mean
classification error rate of 0.072 (with a standard deviation of 0.012). We can
therefore conclude that our functional MLP is among the best methods for
this dataset and that it overcomes both traditional methods and a classical
neural approach. Moreover, as explained in the following section, the obtained
functional model is very parsimonious which gives it robustness and efficiency.
6.2.2 Parameter numbers
For all methods, we select the best number of hidden neurons among 2, 3
and 4 hidden neurons. For the functional approaches, weight functions were
represented using 5, 7, 10, 15 or 20 B-splines (those numbers have been cho-
sen to keep the architectures as simple as possible). The chosen architecture
depends on the simulation, but in general, small architectures are preferred,
as summarized by the following tables. Table 2 gives the number of time each
B-splines basis has been chosen and table 3 gives the number of time each
number of hidden neurons has been chosen.
Number of B-splines 5 7 10 15 20
FMLP 18 17 8 3 4
FpMLP 38 8 4 0 0
Table 2
Number of simulations that select the given number of B-splines
Number of hidden neurons 2 3 4
MLP 10 40 0
FMLP 9 29 12
FpMLP 10 28 12
Table 3
Number of simulations that select the given number of hidden neurons
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For our main functional approach, the total number of numerical parameters
used varies between 23 and 103, with a mean of 44 (the median is 39 and
only 10 simulations needed more than 51 parameters). For the projection
based implementation, the total number of numerical parameters used varies
between 23 and 63, with a mean of 36 (the median is 33 and only one simulation
out of 50 uses more than 51 parameters). The projection based approach uses
therefore even less parameters than our main functional approach, but with a
slight decrease in the performances.
For the naive approach, cross-validation selects 3 hidden neurons for 10 sim-
ulations and 4 hidden neurons for the other 40 simulations. Those values
correspond respectively to 321 and 427 numerical parameters (the mean is
406). The naive approach uses therefore far more parameters than functional
methods and gives worse results.
The best method studied in Ferraty and Vieu (2003) is a non-parametric func-
tional method in which functions are first projected on an optimal basis con-
structed thanks to multivariate partial least squares regression. Optimal re-
sults are obtained thanks to a projection on three basis functions (this number
is selected thanks to k-fold cross-validation). As the method is kernel based,
we have to store all the functions of the training sample. That is, we need to
keep a vector of R101 for each basis function (303 numerical parameters) as
well as the coordinate of each training function of this basis (3 parameters for
each function). We have therefore a total of 1653 numerical parameters.
6.2.3 Pre-smoothing
A possible explanation for the poor performances of the standard MLP is that
Breiman waves are very noisy. One side effect of using function representation,
either for the functional weights or for the data themselves, is to smooth the
waves. It is therefore quite natural to investigate the effect of applying a spline
smoothing method on the waves before submitting them to a standard MLP.
In order to implement a fair comparison, we have used the following method:
we calculate coordinates of training and test waves on each B-spline basis con-
sidered in the previous series of experiments. These coordinates are used to
reconstruct smooth versions of the waves that are sampled exactly as the orig-
inal waves (101 points regularly spaced in [1, 21]). The obtained R101 vectors
are then submitted to a classical one hidden layer perceptron. The number of
B-splines used for the smoothing phase, the number of hidden neurons and
the weight decay are then selected by k-fold cross validation (with k = 5).
The test set performances are much better than with the basic MLP approach.
Indeed, the mean error rate is now 0.073 (with a standard deviation of 0.012),
which is comparable to the non-parametric approach of Ferraty and Vieu
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(2003) and to the projection based implementation of the functional MLP.
Nevertheless, a direct comparison shows that in fact our main implementation
performs better than the smoothing approach for 42 simulations on 50. The
projection based implementation obtains better results for 27 simulations. The
basic MLP approach obtains better results than the smoothing approach for
1 simulation out of 50.
It seems therefore that smoothing plays an important role in obtaining good
performances, but also that it does not help in reducing the number of pa-
rameters. Indeed, the mean number of parameters used by the smoothing
approach is 406. With only 44 parameters, our main implementation obtains
slightly better results.
6.2.4 Comments
Table 4 summarizes the result obtained on the Breiman waves. It is clear
that the functional MLP approach gives very satisfactory results on those
data. The obtained classification rate is slightly better than the best results
reported in Ferraty and Vieu (2003), which means that the MLP approach
performs better than both traditional approaches and functional approaches.
Moreover, the functional MLP approach also overcomes a naive MLP modeling
of the raw multivariate data, as well as a more complex method in which a
spline smoothing is performed on the raw data before submitting them to a
classical MLP. Finally, the obtained model is very parsimonious: the MLP
classifier will be faster than the kernel based one (after training).
Model Parameters Error rate Training time
FMLP 44 0.065 4.5
FpMLP 36 0.072 3.8
Non parametric 1653 0.072 0
MLP with smoothing 406 0.073 5.9
MLP 406 0.098 1
Table 4
Results summary
Table 4 shows also the relative cost of the studied methods in terms of training
time: the total training time of the classical MLP applied on raw data has been
chosen as the reference training time (the values include the cross validation
phase). As the non parametric approach of Ferraty and Vieu (2003) involves
almost no training phase (except for the selection of the kernel width), it has
been considered as almost instantaneous compared to MLP training. Most of
the cost comes from the model selection phase. Indeed, for the basic MLP,
we just have to select the weight decay parameter and the number of hidden
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neurons. On the contrary, all other methods involve the selection of the rep-
resentation basis (here the number of B-splines). An interesting point is that
the functional approaches are faster to train than the smoothing approach,
give better results and produce very parsimonious summary of the data.
Compared to a classical MLP, the functional approach implies to use around
4.5 times more processing power in the training phase. Fortunately, the train-
ing is done only once and allows to produce a very small footprint solution
than can be implemented on a small device such as a cell phone or a PDA,
and with recognition performances that are significantly better than those of
the classical MLP.
6.3 Spectrometric data
6.3.1 Raw data
Our next example is a real world classification problem of spectrometric data
from food industry. Each observation is the near infrared absorbance spec-
trum of a meat sample (finely chopped), recorded on a Tecator Infratec Food
and Feed Analyser. More precisely, an observation consists in a 100 channel
spectrum of absorbances in the wavelength range 850–1050 nm. The goal is
to classify meat samples into high fat samples and low fat samples. The first
class consists in meat samples with less than 20% of fat, whereas the second
class contains all other meat samples. We have a total of 215 spectra. Data are
not organized into a training sample and a test sample, therefore, we follow
exactly the evaluation method described in Ferraty and Vieu (2003): we select
randomly 160 training spectra and 55 test spectra. We repeat this operation
50 times and give the average classification error rate.
We have compared the three approaches described in the introduction. The
preprocessing experimented in section 6.2.3 was not considered here because
absorbance spectra are very smooth and a B-spline basis projection as no
noticeable smoothing effect on those functions. Table 5 gives statistical sum-
maries of the classification error rate obtained by those neural methods. In
Method First quartile Mean Median Third quartile
MLP 0 0.019 0.018 0.036
FMLP 0.018 0.028 0.036 0.036
FpMLP 0 0.018 0.018 0.036
Table 5
Error rate for Spectrometric curves
this situation, only the alternate implementation of the functional approach
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gives satisfactory results. Indeed, the naive MLP approach gives better re-
sults than our main functional implementation. As in the previous section,
generated data sets are identical for each method and a direct comparison
between obtained results is possible. The naive method performs better than
the FMLP method on 21 data sets (identical performances are obtained on 27
simulations).
But the FpMLP method still performs better than the naive approach. The
average performance improvement is only 0.001, but FpMLP performs bet-
ter than MLP on 30 simulations (identical performances are obtained on 13
simulations). We can therefore conclude that the best functional approach
gives slightly better performances than the MLP approach. Moreover, the best
method reported in Ferraty and Vieu (2003) obtains a median classification
rate of approximately 0.022, which shows again that neural methods perform
very well. Additionally, the best method reported in Ferraty and Vieu (2003)
is as in previous section a mixed method that uses a functional non para-
metric model on functions projected on an optimal basis generated thanks to
non functional multivariate partial least squares regression. Ferraty and Vieu
(2003) reports that a pure functional approach (in which functional principal
component analysis is used to design an optimal projection) gives very bad
results (the mean error rate is 0.2). On the contrary, our methods are pure
functional methods and still give the best results.
Moreover, functional methods use a small number of numerical parameters.
For all methods, we select the best number of hidden neurons among 2, 3 and
4 hidden neurons. For the functional approaches, weight functions were rep-
resented using 15 or 20 B-splines. In general, methods choose a small number
of neurons, as shown in tables 6 and 7.
Number of B-splines 15 20
FMLP 12 38
FpMLP 24 26
Table 6
Number of simulations that select the given number of B-splines
Number of hidden neurons 2 3 4
MLP 24 16 10
FMLP 32 11 7
FpMLP 18 17 15
Table 7
Number of simulations that select the given number of hidden neurons
The classical MLP approach uses between 213 and 423 parameters, with a
mean of 288 parameters. The main functional approach uses between 43 and
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103 parameters (the mean is 62), whereas the projection based approach has
the same range of parameter numbers with a higher mean (69). The best
method reported in Ferraty and Vieu (2003) uses 1300 parameters (almost 19
times more than our best method) with slightly worse performances.
6.3.2 Second order derivatives
Ferraty and Vieu (2002) and Ferraty and Vieu (2003) point out that the sec-
ond derivative of the spectrum is in general more informative than the spec-
trum itself. The non parametric approach proposed in Ferraty and Vieu (2003)
has been used with a second derivative based semi-metric and achieved better
results than the optimal projection based method. Indeed, the median error
rate of a pure functional approach is now slightly less than 0.022. This method
turns out to be the best overall method.
We have therefore applied our functional MLP approaches to the second
derivative of the spectrum. As in Ferraty and Vieu (2003), we evaluate the
spectrum thanks to a B-spline representation. The second derivative of the
B-spline is calculated exactly and sampled uniformly on [850, 1050] as the
original data. We obtain therefore new functional data that we model as nor-
mal functional data (that is we forget the preprocessing phase).
Table 8 gives statistical summaries of the classification error rate obtained by
the neural methods applied to the second order derivatives.
Method First quartile Mean Median Third quartile
MLP 0 0.013 0.018 0.018
FMLP 0 0.007 0 0.018
FpMLP 0 0.014 0.009 0.018
Table 8
Error rate for second order derivatives of the Spectrometric curves
We obtain very satisfactory results as all neural methods perform better than
results reported in Ferraty and Vieu (2003). Moreover, the best results are ob-
tained by our main functional MLP implementation. A direct comparison be-
tween results obtained for each simulation shows that FMLP overcomes MLP
on 15 simulations (identical performances are obtained on 31 simulations).
The FMLP also overcomes FpMLP on 19 simulations (identical performances
are obtained on 20 simulations). In fact FMLP provides perfect classification
of the test set for 34 simulations, whereas this number drops to 25 for FpMLP
and to 24 for MLP.
We do not report completely architecture selection results as they are very
similar to those obtained on the raw functional data. MLP uses a mean number
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of 391 parameters, FMLP 82 and FpMLP 76.
6.3.3 Comments
As in the Breiman wave experiments, an appropriate functional MLP model
allows to obtain very good recognition rate that cannot been reached by a
classical MLP. Moreover, the optimal functional MLP uses a small number of
parameters, which eases its real world implementation. We have not reported
here training times as they are comparable to values reported in table 4: the
price to pay for higher recognition rate and lower parameter number is a higher
training time than the one needed for a classical MLP, mainly because of the
additional parameter (the number of B-splines) that has to be chosen by cross
validation.
6.4 Conclusions
In both experiments (on simulated data and on real world data), functional
multi-layer perceptrons perform in a very satisfactory way. They are at least
as good as functional and traditional methods presented in Ferraty and Vieu
(2003). Moreover, they also overcome a naive MLP modeling of the raw mul-
tivariate data. A way to obtain correct results with a classical MLP is to
perform a kind of functional preprocessing: a spline smoothing for noisy data
such as the Breiman wave or a derivative calculation for smooth data such
as the absorbance spectra. But even those mixed approaches do not perform
as well as the functional MLP. Another important practical property is the
small number of numerical parameters used by the functional neural methods:
this allows an easier implementation on devices with limited resources such as
PDA, cell phones and more generally embedded devices.
Of course, additional experiments on real world data are needed to fully under-
stand advantages and shortcomings of the proposed functional MLP. While
the model has been compared to traditional classification methods thanks
to experiments conducted in Ferraty and Vieu (2003), additional compar-
isons, especially to recent methods such as support vector machines (see e.g.
Cristianini and Shawe-Taylor (2000)) or boosted classification trees (see e.g.
Hastie et al. (2001)), are also needed.
An interesting open research topic is to develop automatic tuning of weight
function representation. We have used here a brute force k-fold cross-validation
method but Ferraty and Vieu (2003) shows that automatic design of projec-
tion basis can improve performances. Moreover, this might reduce the training
time of functional MLP which remains the only negative part of the proposed
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approach compared to classical MLP (when the latter is used without func-
tional preprocessing).
7 Conclusion
In this paper, we have introduced Functional Multi-Layer Perceptrons
(FMLP), a simple extension of MLP to functional data. The proposed model
is very interesting on a theoretical point of view because it shares with its
numerical counterpart useful properties.
We have indeed shown that FMLP are universal approximators, that is they
can approximate continuous mappings from a compact subset of a functional
space to R with arbitrary precision. For a given function to approximate to
a given accuracy, the approximating FMLP uses a finite number of numerical
parameters.
Moreover, we have shown that parameter estimation for FMLP is consistent:
optimal parameters estimated thanks to a finite number of functions known
at a finite number of measurement points converge to the set of true optimal
parameters when the size of the data increases.
We have also shown on simulated and real world data that the FMLP per-
forms in a very satisfactory way. Performances are in general better than
those obtained by non functional methods (including neural methods) and at
least as good as other functional methods. Moreover, the functional approach
gives much more parsimonious representation of studied data, a property that
enhance the robustness of the obtained models and allows also an easier im-
plementation on devices with limited processing power. We believe therefore
that Functional Multi-Layer Perceptrons are a valuable tool for data analysis
when a functional representation of input variables is possible.
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8 Proofs
Proof of corollary 6 If 1 < p < ∞, we know that Lq(µ) (with q < ∞) can
be identified with (Lp(µ))∗ (see for instance Rudin (1974)). More precisely, for
each l ∈ (Lp(µ))∗ there is an unique function f ∈ Lq(µ) so that l(g) =
∫
fg dµ.
By hypothesis, V is dense in Lq(µ). This obviously implies that AV is dense
in (Lp(µ))∗ for the weak ∗ topology. We can therefore apply corollary 5.1.3 of
Stinchcombe (1999) (note that corollary 5.1.3 is given for the outside density
case, but the author states explicitly that a similar inside corollary is valid).
If p = ∞, we cannot apply directly corollary 5.1.3 from Stinchcombe (1999) as
the dual of L∞(µ) is not L1(µ). Let us nevertheless consider A the set of afinne
functions on L∞(µ) defined by l(f) = α +
∫
fg dµ, where α is an arbitrary
real number and g is an arbitrary function from V ⊂ L1(µ). A is obviously a
vectorial space which contains constant functions of C(K,R). Let us now show
that A separates points in K. Let u and v be two distinct functions of K. The
function f = u− v is a non zero function belonging to L∞(µ). We can assume
that the measurable set H = {x ∈ Rn | f(x) > 0} has non zero finite measure
(if it is not the case, replace f by −f ). Then, obviously
∫
fχH dµ > 0, that
is
∫
uχH dµ 6=
∫
vχH dµ. As µ is finite, χH belongs to L
1(µ). As V is dense in
L1(µ), there is a sequence hk of functions in V that converges to χH . We have
obviously ∣∣∣∣
∫
f(hk − χH) dµ
∣∣∣∣ ≤ |f |∞
∣∣∣∣
∫
hk − χH dµ
∣∣∣∣ .
Therefore, there is an index k such that
∫
fhk dµ > 0, that is there is a
function hk ∈ V such that
∫
uhk dµ 6=
∫
vhk dµ. Therefore, A separates points
in K. The conclusion is then obtained by applying theorem 5.1 of Stinchcombe
(1999).
Proof of corollary 7 As µ is a finite Borel measure on Rn, it is regu-
lar (Rudin (1974), theorem 2.18), and we can apply Lusin theorem (Rudin
(1974), theorem and corollary 2.23). We know therefore that for any function
f in L∞(µ), there is a sequence of compactly supported continuous functions
gk that converges punctually to f and such that |gk|∞ ≤ |f |∞. A simple
application of Lebesgue dominated convergence theorem shows that for any
function h in L1(µ),
∫
gkh dµ →k→∞
∫
fh dµ. Then, as µ is compactly sup-
ported, there is a compact K such that
∫
gkh dµ =
∫
K gkh dµ. Then, thanks
to hypothesis, each gk can be approximated by a function φk in V such that
supx∈K |gk(x) − φk(x)| <
1
k
. In this case |
∫
K gkh dµ−
∫
K φkh dµ| <
1
k
‖h‖1. As
µ is compactly supported, this allows to conclude that
∫
φkh dµ −−−→
k→∞
∫
fh dµ.
Therefore, the set of linear forms AV is dense for the weak ∗ topology in
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(L1(µ))
∗
, provided that µ is finite and compactly supported. The conclusion
is then obtained by applying corollary 5.1.3 from Stinchcombe (1999).
Proof of theorem 8 The proof is quite technical and can be cut into several
parts:
(1) We need first a quite general Uniform Strong Law of Large Numbers
(USLLN) which will be obtained thanks to a general result of Andrews
(1987).
(2) Then we show that integral approximations used in the definition of
λmn (w) have a kind of uniform convergence property.
(3) Using both results, we show that λmn (w) converges almost surely uni-
formly to λ(w).
(4) The conclusion is obtained thanks to a simple lemma on approximation
of the minimizers of a function.
part 1
A very general Uniform Strong Law of Large Numbers (USLLN) is given in
Andrews (1987). It is based on complex assumptions, so we propose to simplify
it into the following corollary:
Corollary 9 Let X be an arbitrary metric space considered with its Borel
sigma algebra. Let (Ω,A, P ) be a probability space on which is defined a se-
quence of independent identically distributed random elements, Zt with values
in X. Let W be a compact metric space. Let l be a function from W × X to
R. We assume that the following conditions hold:
(1) For each w ∈W , l(w, .) is a measurable function from X to R.
(2) For each x ∈ X, l(., x) is a continuous function from W to R.
(3) there is a positive measurable function d (from X to R) such that for all
x ∈ X and for all w ∈W , |l(w, x)| ≤ d(x).
(4) E(d(Zt)) <∞.
Then we have:
sup
w∈W
∣∣∣∣∣
1
n
n∑
i=1
l(w,Zi) −E(l(w,Zt))
∣∣∣∣∣→
a.s.
n→∞ 0.
In order to prove this corollary, we need first a simple lemma:
Lemma 10 Let l be a function from W × X to R, where W is a separable
metric space and X is a metric space (considered with its Borel sigma algebra).
If l is continuous on W for each fixed x ∈ X and measurable on X for each
fixed w ∈W , then the function f(x) = supw∈W l(w, x) is measurable.
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Proof of lemma 10 As W is separable, there is a denombrable set W ′ =
{wi | i ∈ N
∗} dense in W . Let us show that f(x) = supw∈W ′ l(w, x). Let
us consider a fixed x ∈ X. Let ǫ be an arbitrary positive real number. By
definition of f , there is w ∈ W such that l(w, x) ≥ f(x) − ǫ
2
. As l(., x) is
continuous in w, there is η such that |w′−w| < η implies |l(w′, x)−l(w, x)| < ǫ
2
,
which implies l(w′, x) ≥ f(x) − ǫ. As W ′ is dense in W , there is w′ ∈ W ′
such that |w′ − w| < η. This implies f(x) ≥ supw∈W ′ l(w, x) ≥ f(x) − ǫ. As
this is true for each ǫ, we have obviously f(x) = supw∈W ′ l(w, x). Therefore,
f(x) = supi∈N l(wi, x). As each function l(wi, x) is measurable, the sup is also
measurable.
We can now proceed to the proof of the corollary:
Proof of corollary 9 We obtain corollary 9 as a consequence of Andrews’
theorem (Andrews (1987)). We have to check three assumptions:
(1) Assumption A 1 is fulfilled as W is compact (W corresponds to Θ in
Andrews’ paper)
(2) Assumption A 2 breaks into two sub-assumptions:
(a) Assumption A 2 (a) can be translated with our notation into
the following assumption: for all w0 (and all i), l(w0, Zi),
supw∈W (w0,η) l(w,Zi) and infw∈W (w0,η) l(w,Zi) are random vari-
ables (where W (w0, η) = B(w0, ǫ) ∩ W , and B(w0, ǫ) is the closed
ball centered on w0 with radius ǫ).
l(w0, Zi) is a random variable thanks to assumption 1 of corollary
9. Thanks to assumptions 1 and 2 of corollary 9 and due to the fact
that a compact set is separable, lemma 10 can be applied to l and
to W (w0, η), and allows to conclude that supw∈W (w0,η) l(w,Zi) is a
random variable. The case of infw∈W (w0,η) l(w,Zi) is handled thanks
to the same lemma applied to −l.
Assumption A 2 (a) is therefore fulfilled.
(b) Assumption A 2 (b) translates in our case into the assumption that
supw∈W (w0,η) l(w,Zi) and infw∈W (w0,η) l(w,Zi) satisfy a point-wise
strong law of large numbers, that is for any fixed w0:
lim
n→∞
1
n
n∑
i=1
sup
w∈W (w0,η)
l(w,Zi) = E
(
sup
w∈W (w0,η)
l(w,Zi)
)
P a.s.
As shown in the previous point, both
(
supw∈W (w0,η) l(w,Zi)
)
i∈N∗
and
(
infw∈W (w0,η) l(w,Zi)
)
i∈N∗
are sequences of independent identi-
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cally distributed random variables. Moreover, thanks to assumptions
3 and 4 of corollary 9, they are integrable and therefore the strong
law of large numbers applies: assumption A 2 (b) is therefore fulfilled.
(3) Assumption A 3 translates in our case into the following assumption:
lim
η→0
sup
n≥1
∣∣∣∣∣
1
n
n∑
i=1
(
E
(
sup
w∈W (w0,η)
l(w,Zi)
)
−E (l(w,Zi))
)∣∣∣∣∣ = 0.
A similar equation has to be fulfilled by E
(
infw∈W (w0,η) l(w,Zi)
)
.
As l is continuous with respect to w for a fixed x, we have the following
point-wise convergence:
lim
η→0
sup
w∈W (w0,η)
l(w, .) = l(w0, .).
Thanks to assumptions 3 and 4 of corollary 9, we can apply Lebesgue
dominated convergence which implies:
lim
η→0
E
(
sup
w∈W (w0,η)
l(w,Zi)
)
= E (l(w0, Zi)) .
Finally, as Zi are identically distributed, assumption A 3 can be simplified
into:
lim
η→0
∣∣∣∣∣E
(
sup
w∈W (w0,η)
l(w,Z1)
)
− E (l(w,Z1))
∣∣∣∣∣ = 0,
which is exactly what we have just proven. The case of
E
(
infw∈W (w0,η) l(w,Zi)
)
can be obtained exactly the same way.
Assumption A 3 is therefore fulfilled.
As the assumptions are fulfilled, we can apply Andrews’ theorem which gives
exactly the conclusion of corollary 9.
part 2
Let us define:
M il (g, wl)(ω)m =
1
m
m∑
j=1
Fl(wl, X
i
j(ω))
(
g(X ij(ω)) + E
i
j(ω)
)
,
which can be simplified into M il (g, wl)m when ω is obvious, and
Ml(g, wl) =
∫
Fl(wl, x)g(x) dµ(x)
We prove now the following lemma:
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Lemma 11 Let us define
Ωl =


ω ∈ Ω | limm→∞
1
m
m∑
j=1
dl(X
i
j) =
∫
dl dµ



and
Bil =
{
ω ∈ Ω | ∀g ∈ C(Z,R), lim
m→∞
sup
wl∈Wl
∣∣∣M il (g, wl)(ω)m −Ml(g, wl)
∣∣∣ = 0
}
.
Under hypothesis Ha, Hc and He, B
i
l
⋂
Ωl is measurable and P (B
i
l ∩ Ωl) = 1.
Proof of lemma 11 The proof is based on the separability of C(Z,R) and
on corollary 9. Let us first note that P (Ωl) = 1 thanks to hypothesis Hc (2-c)
and the strong law of large numbers. Let us first show that the set
Bil (g) =
{
ω ∈ Ω | lim
m→∞
sup
wl∈Wl
∣∣∣M il (g, wl)(ω)m −Ml(g, wl)
∣∣∣ = 0
}
is such that P (Bil(g)) = 1 for any g ∈ C(Z,R).
This can be obtained by applying corollary 9 to the function ψ from Wl ×
(Z × R) to R defined as follows
ψ(wl, (x, e)) = Fl(wl, x)(g(x) + e),
and to the sequence of random elements (X ij , E
i
j)j∈N. Corollary 9 applies be-
cause:
• Wl is compact (hypothesis Hc (1))
• hypothesis Hc (2-b) implies that ψ is measurable with respect to its second
variable
• hypothesis Hc (2-a) and g ∈ C(Z,R) implies that ψ is continuous with
respect to its first variable
• hypothesis Hc (2-c) implies ∀x ∈ Z, wl ∈ Wl and ∀e ∈ R, |ψ(wl, (x, e))| ≤
dl(x)(|g(x)| + |e|)
• as g is continuous on the compact set Z, g ∈ Lq(µ) and therefore
dl(x)|g(x)| ∈ L
1(µ) (according to hypothesis Hc (2-c))
• as E
(∣∣∣E ij
∣∣∣
q)
<∞ (hypothesis He (5)), E(dl(X
i
j)
∣∣∣E ij
∣∣∣) <∞
• (X ij, E
i
j)j∈N is i.i.d. (hypothesis He)
Therefore, we have:
sup
wl∈Wl
∣∣∣M il (g, wl)m − E
(
Fl(wl, X
i
1)
(
g(X i1) + E
i
1
))∣∣∣→a.s.m→∞ 0.
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By definition, E (Fl(wl, X
i
1)g(X
i
1)) = Ml(g, wl) and by independence and hy-
pothesis He (5):
E
(
Fl(wl, X
i
1)E
i
1
)
= E
(
Fl(wl, X
i
1)
)
E
(
E i1
)
= 0.
Therefore:
sup
wl∈Wl
∣∣∣M il (g, wl)m −Ml(g, wl)
∣∣∣→a.s.m→∞ 0,
which means that P (Bil (g)) = 1.
As C(Z,R) is separable, there is a sequence (ht)t∈N dense in C(Z,R) (for the
uniform norm). Let us denote Ail = Ωl ∩
⋂
t∈N B
i
l (ht). A
i
l is measurable and
P (Ail) = 1. Obviously, B
i
l ∩ Ωl ⊂ A
i
l. Let us now show that B
i
l ∩ Ωl = A
i
l.
Let ω ∈ Ail. As ω ∈ Ωl,
1
m
∑m
j=1 dl(X
i
j(ω)) is a convergent sequence and is there-
fore bounded, so there is γil (ω) > 1 such that for all m,
∣∣∣ 1
m
∑m
j=1 dl(X
i
j(ω))
∣∣∣ <
γil (ω). Moreover, we can choose γ
i
l (ω) such that γ
i
l (ω) > E(dl(X
i
1)).
Let g ∈ C(Z,R). For any ǫ > 0, there if t ∈ N such that ρZ(g, ht) <
ǫ
3γi
l
(ω)
.
This obviously imply for all wl ∈ Wl and for all m both |M
i
l (wl, g)(ω)m −
M il (wl, ht)(ω)m| <
ǫ
3
and |Ml(wl, g) − Ml(wl, ht)| <
ǫ
3
. As ω ∈ Ail,
M il (wl, ht)(ω)m converges to Ml(wl, ht) uniformly on Wl. Therefore there is
M such that m > M implies supwl∈Wl |M
i
l (wl, ht)(ω)m−Ml(wl, ht)| <
ǫ
3
. Then
m > M implies supwl∈Wl |M
i
l (wl, g)(ω)m−Ml(wl, g)| < ǫ. As this is true for any
ǫ, we conclude that M il (wl, g)(ω)m converges uniformly onWl to Ml(wl, g), and
therefore that ω ∈ Bil (g)∩Ωl. As this is true for all g, ω ∈ B
i
l ∩Ωl. Therefore,
Bil ∩ Ωl = A
i
l, which gives the conclusion of the lemma.
part 3
Let us now apply corollary 9 to λ̂n(w), more precisely to the function from
W × (C(Z,R) × Ro) to R define by:
k(w, g, t) =
c
(
t, U
(
w0,
∫
F1 (w1, x) g(x) dµ(x), . . . ,
∫
Fk (wk, x) g(x) dµ(x)
))
.
This is possible according to the following reasons:
• W is compact
• k is continuous on w for each (g, t), according to hypotheses Hc and be-
cause, as a continuous function defined on a compact set, g belongs to
Lq(µ). Indeed, wl 7→
∫
Fl (wl, x) g(x) dµ(x) is continuous for each g: as Fl
is continuous on w for each x, the function Fl (w
′
l, .) g(.) converges punc-
tually to Fl (wl, .) g(.) when w
′
l converges to wl. Moreover, |Fl (w, .) g(.)| is
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dominated on Wl by dl(.)|g(.)|, which is integrable (by hypothesis) . Thanks
to dominated convergence theorem, this obviously implies the continuity of
wl 7→
∫
Fl (wl, x) g(x) dµ(x).
• k is measurable with respect (g, t) for each w. This is a direct consequence of
hypotheses Hc and of the fact that g 7→
∫
Fl (wl, x) g(x) dµ(x) is continuous
for each wl
• hypothesis Hd implies that k(w, g, t) ≤ cmax(t) for all w, g and t, with
E(cmax(T1)) <∞
• (Gi, T i)i∈N is i.i.d.
According to corollary 9, we therefore have
sup
w∈W
∣∣∣∣∣
1
n
n∑
i=1
k(w,Gi, T i) − E(k(w,G1, T 1))
∣∣∣∣∣→
a.s.
n→∞ 0,
that is
sup
w∈W
∣∣∣λ̂n(w) − λ(w)
∣∣∣→a.s.n→∞ 0. (23)
Let us call C the set of probability 1 for which this uniform convergence
occurs. Let us now consider D = C ∩
⋂
i∈N l∈N(B
i
l ∩ Ωl). According to lemma
11, P (D) = 1. Let ω be an arbitrary element of D and denote for simplicity
gi = Gi(ω) and ti = T i(ω). Let ǫ > 0 be an arbitrary real number. According
to equation 23, there is N such that for each n ≥ N ,
sup
w∈W
∣∣∣∣∣
1
n
n∑
i=1
k(w, gi, ti) − λ(w)
∣∣∣∣∣ <
ǫ
2
. (24)
We handle here the case where c is not a distance on Ro but simply a continu-
ous positive function. As U is bounded and uniformly continuous, the function
l(t, w0, u) = c(t, U(w0, u)) from R
o ×W0 × R
k is uniformly continuous with
respect to (w0, u). That is, for each t
i, there is ηi > 0 such that for each w0
and (u, u′) ∈ Rk × Rk, ‖u − u′‖ < η ⇒ ‖l(ti, w0, u) − l(t
i, w0, u
′)‖ < ǫ
2
. As
ω ∈
⋂
i∈N l∈N(B
i
l ∩Ωl), for each i, there is S
i such that mi ≥ Si implies for all
l
sup
wl∈Wl
|M il (wl, g
i)(ω)mi −Ml(wl, g
i)| < ηi.
Let us call Sn = supi≤n S
i. Then for m ≥ Sn, for all w and for all i ≤ n
∥∥∥c
(
ti, U
(
w0,M
i
1(w1, g
i)(ω)m, . . . ,M
i
k(wk, g
i)(ω)m
))
− c
(
ti, U
(
w0,M1(w1, g
i), . . . ,Mk(wk, g
i)
))∥∥∥ <
ǫ
2
,
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that is for all w ∈W
∣∣∣∣∣∣
1
n
n∑
i=1
c
(
ti, U
(
w0,M
i
1(w1, g
i)(ω)m, . . . ,M
i
k(wk, g
i)(ω)m
))
−
1
n
n∑
i=1
k(w, gi, ti)
∣∣∣∣∣∣
<
ǫ
2
.
Combined with equation 24, this gives that for n ≥ N and m ≥ M(n):
sup
w∈W
|λmn (w) − λ(w)| < ǫ.
Therefore for almost all ω (i.e., for ω ∈ D), we have:
lim
n→∞
lim
m→∞
sup
w∈W
|λmn (w) − λ(w)| = 0. (25)
part 4
The final conclusion of the theorem is obtained exactly as in White (1989).
We use the following lemma:
Lemma 12 Let W be a compact set (considered with the metric d)
and (f ji )i∈N j∈N a sequence of sequences of real valued continuous func-
tions that converges uniformly to a continuous function f , that is
limn→∞ limm→∞ ρW (f
m
n , f) = 0. Let us call W
∗ the set of minimizers of f
and let wji be a minimizer of f
j
i . Then
lim
n→∞
lim
m→∞
d(wmn ,W
∗) = 0.
Proof of lemma 12 First of all, it is clear that we just have to prove that
the set of accumulation points of (wji )i∈N j∈N, Acc, is included into W
∗. Indeed
assume that both Acc ⊂W ∗ and that the conclusion of the theorem does not
hold. This implies that there is an infinite subsequence of (wji )i∈N j∈N which
distance to W ∗ remains above a fixed positive number. As W is compact this
subsequence has at least one accumulation point which cannot belong to W ∗.
As this accumulation point is also an accumulation point of the full sequence,
this contradicts our main hypothesis.
Let us now consider w0 an accumulation point of the sequence. Strictly speak-
ing, w0 is the limit of a subsequence of the main sequence, but to simplify the
proof, we assume that w0 = limn→∞ limm→∞w
m
n .
Let ǫ > 0. f is uniformly continuous on W and therefore there is η such that
|w′ − w| < η implies |f(w) − f(w′)| < ǫ. By uniform convergence, there is
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N such that for each n > N , there is Mn such that m > Mn implies for all
w ∈ W , |fmn (w) − f(w)| < ǫ. Moreover, we can choose N and Mn such that
n > N and m > Mn imply |w
m
n − w
0| < η. Therefore, n > N and m > Mn
imply |fmn (w
m
n ) − f(w
0)| < 2ǫ.
As wmn is a minimizer of f
m
n , for all w, f
m
n (w
m
n ) − f
m
n (w) ≤ 0, which implies
(by uniform convergence), fmn (w
m
n )− f(w) ≤ ǫ. Therefore, f(w
0)− f(w) ≤ 3ǫ.
As this is true for all ǫ, we conclude that f(w0) − f(w) ≤ 0 for all w and
therefore that w0 ∈W ∗. Therefore Acc ⊂W ∗.
The conclusion of the theorem is obtained by applying lemma 12 to all ω ∈
D. For such a ω, the uniform convergence of λmn to λ translates into the
convergence of any minimizer of λmn to the set of minimizers of λ.
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