3D data processing with advanced computer graphics tools by Zhang, Song et al.
Mechanical Engineering Conference Presentations,
Papers, and Proceedings Mechanical Engineering
8-2012
3D data processing with advanced computer
graphics tools
Song Zhang
Iowa State University, song@iastate.edu
Laura Ekstrand
Iowa State University
Taylor Grieve
Iowa State University
David J. Eisenmann
Iowa State University, djeisen@iastate.edu
L. Scott Chumbley
Iowa State University, chumbley@iastate.edu
Follow this and additional works at: http://lib.dr.iastate.edu/me_conf
Part of the Computer-Aided Engineering and Design Commons, and the Graphics and Human
Computer Interfaces Commons
This Conference Proceeding is brought to you for free and open access by the Mechanical Engineering at Digital Repository @ Iowa State University. It
has been accepted for inclusion in Mechanical Engineering Conference Presentations, Papers, and Proceedings by an authorized administrator of
Digital Repository @ Iowa State University. For more information, please contact digirep@iastate.edu.
Recommended Citation
Zhang, Song; Ekstrand, Laura; Grieve, Taylor; Eisenmann, David J.; and Chumbley, L. Scott, "3D data processing with advanced
computer graphics tools" (2012). Mechanical Engineering Conference Presentations, Papers, and Proceedings. Paper 64.
http://lib.dr.iastate.edu/me_conf/64
3-D data processing with advanced computer graphics tools
Song Zhang*1, Laura Ekstrand1, Taylor Grieve2, David J. Eisenmann3, and L. Scott Chumbley2
1Department of Mechanical Engineering, Iowa State University, Ames, IA, USA 50011.
2Department of Materials Sciences and Engineering, Iowa State University, Ames, IA, USA 50011.
3Center of Nondestructive Evaluation, Iowa State University, Ames, IA, USA 50011.
ABSTRACT
Often, the 3-D raw data coming from an optical proﬁlometer contains spiky noises and irregular grid, which make it
difﬁcult to analyze and difﬁcult to store because of the enormously large size. This paper is to address these two issues for
an optical proﬁlometer by substantially reducing the spiky noise of the 3-D raw data from an optical proﬁlometer, and by
rapidly re-sampling the raw data into regular grids at any pixel size and any orientation with advanced computer graphics
tools. Experimental results will be presented to demonstrate the effectiveness of the proposed approach.
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1. INTRODUCTION
Often, the three-dimensional (3-D) raw data coming from an optical proﬁlometer contains noises and irregular grids, which
make it difﬁcult to use for analysis. This paper is to address these two issues for an optical proﬁlometer by drastically
reducing the spiky noise of the 3-D raw data acquired by an optical proﬁlometer, and by rapidly re-sampling the data at an
arbitrary pixel size and an arbitrary orientation with advanced computer graphics tools.
Speciﬁcally, we are processing and analyzing the 3-D data of screwdriver tips scanned by a 3-D microscope (Alicona
InﬁniteFocus IFM) that utilize focus variation to sample 3-D data. Since the screwdriver tips are shiny with very high angles
(close to be 90 degrees), the measurement results are full of noise that must be signiﬁcantly reduced before further analysis.
In this study, the tip of a screw driver was measured at 45-deg. by the IFM. The software provided by Alicona requires
an extremely time-consuming procedure to clean up the noise manually. Because of the huge size of data produced by the
IFM, e.g., approximately 5 GB per frame in *.Obj ﬁle format, conventional commercially available geometry processing
tools such as Maya, GSI (Geometry System Inc), Solidworks, cannot handle such data. Thus, a new means is needed for
efﬁcient processing of such 3-D geometry data.
To reduce the spike noise, we propose the following approach: Each row is approximated as a polynomial function z(x),
and each column is approximated as another polynomial function z(y). If the difference between the measured data point
is beyond a pre-selected threshold, it is regarded as bad and discarded. Finally, those bad points are approximated by the
polynomials obtained from the good data points row by row and column by column again. The orders of the polynomials
are adjusted manually so that most of the bad points will be removed while good ones are kept untouched. We will present
some experimental data to verify the performance of the proposed noise-reduction approach.
The ultimate goal of this project is to utilize the cleaned data to characterize the screwdriver tips for forensic applications
where the toolmark needs to be generated at any arbitrary angle and at any arbitrary force. However, this usually requires
a very time-consuming resampling procedure should a conventional geometry analysis technique is adopted because of the
large data size (typically 4k× 3k). In this research, we developed a 3-D re-sampling technique with the advanced computer
graphics tools, where the OpenGL rendering pipeline will be utilized to re-sample the data rapidly and precisely into regular
grids. In computer graphics, to render 3-D geometry into 2D images on a computer screen, the computer graphics rendering
pipeline provides a means to sample 3-D geometry into 2D grid points. Moreover, the advanced computer graphics tools
also provide a way to obtain the depth (z) for each sampled pixel. Therefore, if the OpenGL pipeline is properly setup,
3-D geometry can be re-sampled uniformly as depth map, which is desirable for further data processing, and also useful
for 3-D geometry data storage efﬁciently.1 Experimental results will be presented to demonstrate the effectiveness of the
proposed approach.
Section 2 addresses the principles of the proposed approaches. Section 3 shows the experimental results, and Section 4
summarizes the paper.
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2. PRINCIPLE
2.1 Introduction to Alicona IFM
The Alicona InﬁniteFocus Microscope (IFM) is an optical 3-D proﬁle measurement device that operates in the micro- and
nano-meter range based on focus variation.2 It can measure steep ﬂanks, materials with highly reﬂective properties, and
large roughness with a vertical resolution down to 10 nanometers.
We used the Alicona IFM to measure the tip of a screw driver, and the measurement result is shown in Fig. 1. The size
of the scan is 4656 × 1028 pixels. The spatial resolution is approximately 1.6 μm per pixel, and the depth resolution is
approximately 10 nm. This data clearly shows that the noise (spikes in this ﬁgure) is signiﬁcantly large and the desired
signal (the proﬁle of the screw driver tip) is hidden in the noisy surround. Therefore, it is extremely difﬁcult to use the raw
data for further processing and/or analysis.
Fig. 1. Raw measurement result of a screw driver tip.
2.2 Spike noise removal
In this study, the tip of a screw driver was measured at 45-deg. by the IFM. However, the measurement noise was found to
be prohibitive for further data analysis. The software provided by Alicona requires an extremely time-consuming procedure
to clean up the noise manually. Because of the huge size of data produced by the IFM, e.g., approximately 5 GB per frame
in *.Obj ﬁle format, conventional commercially available geometry processing tools such as Maya, GSI (Geometry System
Inc), Solidworks, cannot handle such data. Thus, a new means is needed for efﬁcient processing of such 3-D geometry
data. In this research, an automatic approach is developed to signiﬁcantly reduce the measurement noises to an acceptable
level.
Because the measurement surface is relatively simple, it contains a corner edge and two roughly perpendicular ﬂat
surfaces. Assume for a single measurement, the spike noise points are signiﬁcantly less than those good points. The
spike noise can be reduced by processing the data row by row, and column by column. Assume the (x,y) are sampled
uniformly (which is the case for this particular IFM), each row is approximated as a polynomial function z(x), and each
column is approximated as another polynomial function z(y). If the difference between the measured data point is beyond
a pre-selected threshold, it is regarded as spike noise point and is discarded.
For any measurement point (i, j) of a 3-D scan, it contains xi j, yi j, zi j coordinates and the texture (color) information,
where, i is the row number, and j the column number. For a given row, i = i0, the relationship between the z coordinates
and the x coordinates is approximated as an nth order polynomial, that is,
z¯(x) =
n
∑
k=0
ckxk, (1)
here, from the measurement points xi0 j and zi0 j ( j = 1,2,N), ck is estimated using the least square algorithm. Because
horizontally, the screw driver tip is relatively ﬂat, a 1st order polynomial can be used. Once the polynomial function is
obtained, the difference between the approximated data and the actual data is calculated. If the difference is beyond a given
threshold (th), this point is marked as bad point and eliminated, namely,
|z¯(xi0 j)− zi0 j|> th→ (i0, j) is bad. (2)
Similar operations are applied to the remaining good points vertically line by line. Because vertically the screw driver
tip is not ﬂat, a 9th-order polynomial was found to be appropriate to ﬁt the curve. The spike noise points can again be
identiﬁed by setting a proper threshold for each line. Finally those discarded spike noise points can be approximated by
splines row by row and column by column.
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Fig. 2. Computer graphics rendering pipeline.
2.3 Computer graphics rendering pipeline (CGRP) for uniform sampling
It is important to notice that the noise reduction technique introduced in Subsec. 2.2 requires directly sample 3-D range
data uniformly along x and y directions to simplify the processing. Unfortunately, this is usually non-trivial considering
the irregular shape of the object, and the irregular (x,y) coordinates directly coming from a range scanner. Utilizing a
conventional interpolation technique to re-sample the 3-D shape could be extremely time-consuming. This subsection will
address this challenge by taking advantage of the computer graphics rendering pipleline (CGRP).3
Figure 2 illustrates a typical 3-D computer graphics rendering pipeline. The rendering process starts with geometry
processing that culls the back faces (e.g., remove those vertices that face away from the viewer); The next step is to project
3-D coordinates of each vertex onto 2D image plane by by applying the projection matrix; Then, the polygons are ﬁlled in
through 2D interpolation using the projected vertices, and hidden points are removed using depth buffering. This step is
called the rasterization; Finally, the 2D images are displayed on 2D computer screen pixel by pixel.
If the projection is chosen as orthographical, the screen coordinates (i, j) are naturally proportional to the original (x,y)
in 3-D object space because most computer screens contain squared pixels. This means that the CGRP provides a means
to sample 3-D shape uniformly along x and y directions. Since the advanced computer graphics tools can perform high-
resolution, real-time 3-D rendering, it thus also provides a very efﬁcient way for this procedure. Moreover, the advanced
computer graphics rending techniques provide a mean called render to texture to retrieve depth (z) per pixel. By rendering
the scene to texture instead of computer screen, the depth z can be recovered pixel by pixel through unprojection. This
paper is to use this technique for re-sample 3-D data at any arbitrary orientation accurately.
3. EXPERIMENTS
3.1 Experimental results on spiky noise removal
Figure 3(a) shows a typical row data with a signiﬁcant amount of bad points. Because horizontally the screw driver tip is
relatively ﬂat, a 1st -order polynomial is used to approximate the data points, which is shown in the red curve. Figure 3(b)
shows the difference between the measured data and the approximated result. If a threshold of 80 μm is used, the data
points below the lower red line or above the topper red line will be treated as bad and should be eliminated. It can be seen
that if the proper threshold is chosen, almost all the bad points can be removed.
Similar operations are applied to the remaining good points vertically line by line. Because vertically the screw driver
tip is not ﬂat, a 9th-order polynomial was found to be appropriate to ﬁt the curve. Figure 4 shows the corresponding to the
plots of 2000th column. It clearly shows that the 9th order polynomial well represents the curve, and a threshold of 25 μm
is sufﬁcient to eliminate most of the bad points. After this operation, more bad points are removed and the data is further
cleaned.
Figure 5(a) shows the result after removing all bad points. In this ﬁgure, removed bad points are depicted as black areas.
This ﬁgure clearly shows that most of the bad points (spikes) in Fig. 1 are successfully removed. It should be noted that the
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(b)
Fig. 3. Fit the data line-by-line by polynomials horizontally. (a) 300th row ﬁtting with 1st order polynomial; (b) Difference between the
estimated data and the raw data.
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Fig. 4. Fit the data line-by-line by polynomials vertically. (a) 2000th column ﬁtting with 9th order polynomial; (b) Difference between
the estimated data and the raw data.
same threshold is used for all horizontal lines (vertical lines), and the same order of polynomial is used for all horizontal
lines (vertical lines). However, leaving holes in the measured geometry is not desirable for future data processing. Thus,
we now will explain the method used to ﬁll in those removed points.
(a) (b)
Fig. 5. (a) After removing the bad points, 3-D data are displayed in shaded mode; (b) Final result rendered in 3-D shaded mode.
To ﬁll in the removed bad points, the remaining good points are used to generate polynomials line-by-line vertically
and horizontally. The bad points are then replaced with the value calculated by the polynomial functions without touching
the good points. Figure 5(b) shows the result after processing. All spiky bad points are removed, and the proﬁle of the
screw driver tip is well represented.
The previous example data is a typical very bad-quality data. In practice, better quality scanned data could be obtained
if the lighting is properly set up. Figure 6(a) shows a representative data with higher quality. It still contains spiky noise,
but not as severe as the previous example. The same algorithm is then applied to this data, the resultant cleaned data is
shown in Fig. 6(b). It clearly indicates that this proposed algorithm can also reduce spiky noise for better-quality scanned
data.
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(a) (b)
Fig. 6. Typical example of better scanned tip data. (a) Raw scanned data before noise reduction; (b) Cleaned data after noise reduction.
These experiments have demonstrated that by properly selecting the order numbers of polynomials and the thresholds,
almost 100% bad points are found and eliminated without signiﬁcantly affecting good points. In addition, This proposed
algorithm is very fast, only taking approximately 6 seconds to process 4656 × 1028 data points with a dual core 2.66GHz
Pentium 4 CPU Dell Optiplex 330 desktop computer.
3.2 Experimental results on 3-D range data re-sampling
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Fig. 7. Re-sampling results of ideal 3-D objects. (a) Resampled 3-D unit sphere; (b) Cross sections of the ideal sphere and the re-sampled
one; (c) Difference of the cross sections shown in (b) with rms error of 0.006%; (d) Resampled 3-D trapezoid; (e) Cross sections of the
ideal trapezoid and the re-sampled one; (f) Difference of the cross sections shown in (e) with rms error of 0.018%; (f) Resampled 3-D
pyramid; (g) Cross sections of the ideal pyramid and the re-sampled one; (h) Difference of the cross sections shown in (h) with rms error
of 0.095%.
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As introduced in Subsec. 2.3, the proposed noise reduction framework requires directly sample 3-D range data uni-
formly along x and y directions. To verify the accuracy of the proposed re-sampling framework. We ﬁrstly tested an ideal
unit sphere generated, and re-sampled with the proposed pipeline using an image resolution of 512 × 512. Figure 7(a)
shows the 3-D plot of the re-sampled data. One cross section of the re-sampled 3-D sphere and the ideal one were plotted
in Fig. 7(b). they are almost identical. To better visualize the difference between these two, Figure 7(c) plots the difference.
One may notice that the difference becomes signiﬁcantly larger on both ends of the plot. This is due to sampling of the
system: it is well know that when the sampling direction is approximately parallel to the surface tangent plane of an object,
the sampling error becomes extremely large. Even with those sampling error, we found that the difference between the
re-sampled one and the ideal one is very small: the root-mean-square (rms) error is approximately 0.006%.
Sphere is a representative 3-D shape with smooth features, the re-sampling technique works quite well. To further
demonstrate the capability of the proposed technique to sample sharp features: mathematically extreme points on 3-D
surfaces. We tested a trapezoidal 3-D shape and a pyramid, as shown in Figs. 7(d)-7(i). Figures 7(f) and 7(i) show that
cross sections of the difference between re-sampled ones and the ideal ones. As expected, the extreme points result in
signiﬁcantly larger error, with trapezoids having smaller error because the surface change is not as sharply as the pyramid.
Nevertheless, the rms errors for both cases are still very small (less than 0.1%).
It is important to know that re-sampled image resolution is 512× 512. If larger resolution is used, the re-sampling error
will be smaller; and if smaller resolution is used, the re-sampling error will be larger. Fortunately, it is very easy to use
the proposed technique to generate different resolution images and verify the inﬂuence of sampling resolution. Since sharp
edges created larger error, we use the pyramid as a testing object. Figure 8 shows the result. It can be seen that when the
same pyramid was sampled with an image resolution of 256 × 256, the error is larger than those obtained by higher image
resolutions 512 × 512 or 1024 ×1024. This experiment conﬁrms that using higher resolution will reduce the re-sampling
error (from 0.112% to 0.087%).
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(b)
Fig. 8. Inﬂuence of sampling resolution on sampling error. (a) Cross section error when the pyramid is sampled at 256 × 256 resolution
(rms error: 0.112%); (b) Cross section error when the pyramid is sampled at 1024 × 1024 resolution (rms error: 0.087%).
Real-scanned screw-driver data was also tested with the proposed re-sampling pipeline. The cleaned screw driver tips
shown in Fig. 6(b) was used for this test. Figure 9(a) shows the re-sampled result with its natural scanned orientation; and
Figure 9(b) graphically shows the re-sampled result and the original 3-D shape. In this image, the golden color represents
the original 3-D data, while the green color represents the re-sampled result. This experimental data shows that they are
well aligned before and after re-sampling.
To further verify the ﬂexibility of the proposed technique, the tip was rotated 15 degrees about its edge, and then re-
sampled by using the proposed technique. Figures 9(c) and 9(d) show the results. It once again shows that they are well
re-sampled.
It is important to notice that it is difﬁcult to quantitatively determine the re-sampling error for real 3-D scanned data
because (1) the re-sampled 3-D points might be spatially located between points on the original data; (2) the number of re-
sampled 3-D points might be different from that of the original data. Therefore, we only provide the graphical visualization
instead of the quantitative numbers.
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(c) (d)
Fig. 9. Arbitrary orientation re-sampling of real scanned 3-D range data. (a) 3-D result of re-sampled data at natural orientation (the
same as scanner); (b) Overlapping the original 3-D data with the re-sampled one shown in (a); (c) 3-D re-sampled result after rotating
the tip by 15-degrees around its edge; (d) Overlapping the original 3-D data with the re-sampled one shown in (c).
4. CONCLUSION
This paper has presented an efﬁcient approach to drastically reduce spiky noise of the raw 3-D data obtained from an optical
proﬁlometer; and an framework to re-sample any 3-D data into regular grid using advanced graphics rendering pipeline.
By approximating each row data as a polynomial function z(x), and each column as another polynomial function z(y),
the bad points with spiky noise can be determined by thresholding the difference between the approximated function the
measure data points. Once those bad points are determined, they can be removed and artiﬁcially ﬁlled in row by row and
column by column using those existing good points. The spiky noise reduction approach requires 3-D data to be in regular
grid (i.e., x and y are uniformly distributed). By taking advantage of the advanced computer graphics rendering pipeline,
we also presented an efﬁcient framework to convert an arbitrary 3-D surface into a regular grid depth map. Experiments
have veriﬁed the success of the both techniques.
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