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 Figure	2.1:	(a)	Chemical	structures	of	P3MEET	and	P3MEEMT.	(b)	(c)	Snapshots	of	equilibrated	crystalline	and	amorphous	systems	used	in	this	study.	(d)	Long-time	plateau	mean	square	displacement	(MSD)	of	3	oxygen	atoms	in	the	side-chain	of	P3MEET	and	P3MEEMT.	The	oxygen	#	is	noted	in	(a).	(e)	A	typical	plot	of	the	MSD	of	a	mobile	Li+	ion	within	P3MEEMT	crystalline	system	and	the	fit	used	to	calculate	ion	mobility. ..................... 9 Figure	2.2:	Snapshot	showing	the	ion	caging	that	is	frequently	seen	in	crystalline	P3MEEMT	but	almost	never	in	crystalline	P3MEET. .................................................................................. 14 Figure	2.3:	Depiction	of	the	end,	and	inner	monomers	of	P3MEET	and	P3MEEMT.	Charges	of	the	atoms	are	given. ................................................................................................................ 17 Figure	2.4:	MSD	plots	of	ions	(solid	lines)	with	the	best	fit	to	eq	2.4	for	each	ion	plotted	in	the	same	color	as	a	dashed	line.	Data	is	taken	from	the	PMEEMT	system	in	the	crystalline	phase. ........................................................................................................................................... 22 Figure	2.5:	Average	MSD	plots	for	side	chain	oxygens	in	amorphous	P3MEEMT	(1	is	closest	to	backbone,	3	is	furthest	from	backbone). .............................................................................. 23 Figure	2.6:	Average	MSD	plots	for	side	chain	oxygens	in	amorphous	P3MEET	(1	is	closest	to	backbone,	3	is	furthest	from	backbone). ................................................................................... 23 Figure	2.7:	Average	MSD	plots	for	side	chain	oxygens	in	crystalline	P3MEET	(1	is	closest	to	backbone,	3	is	furthest	from	backbone). ................................................................................... 24 Figure	2.8:	Average	MSD	plots	for	side	chain	oxygens	in	crystalline	P3MEEMT	(1	is	closest	to	backbone,	3	is	furthest	from	backbone). .............................................................................. 24 Figure	3.1:	The	chemistries	evaluated	in	this	study	along	with	P3MEEMT,	the	previously	identified	material	with	good	ionic	conductivity,	for	comparison.	The	designs	are	based	off	of	P3MEEMT	with	the	only	modifications	being	the	replacement	of	certain	oxygens	in	P3MEEMT	with	methylene	groups. ........................................................................................... 27 Figure	3.2:	top:	A	schematic	of	how	the	distance	between	Li+	and	Cl-	is	increased,	ranging	from	an	associated	state	to	a	dissociated	state.	bottom:	a	schematic	of	the	variables	used	in	equation	3.4	to	calculate	the	PMF,	and	an	example	plot	of	PMF	integrated	over	rsep	to	give	the	change	in	energy,	ΔE,	for	an	ion	pair	going	from	the	dissociated	state	to	a	given	rsep.	
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Carbon,	Sulfur,	Hydrogen,	Lithium,	and	Chlorine	are	colored	as	cyan,	yellow,	white,	green,	and	purple.	The	side	chains	are	colored	transparent	grey	for	clarity. .................................... 30 Figure	3.3:	The	conductivity	scores	for	all	proposed	chemistries	normalized	to	P3MEEMT	for	the	respective	mesophases. .................................................................................................. 32 Figure	3.4:	Values	of	rcut ∗	for	P3MEEMT	and	all	proposed	chemistries. .............................. 34 Figure	3.5:	Depiction	of	the	end,	and	inner	monomers	of	P3MEET	and	P3MEEMT.	Charges	of	the	atoms	are	given. ................................................................................................................ 38 Figure	3.6:	The	values	of	Ed	for	all	chemistries. ........................................................................ 43 Figure	3.7:	The	probability	histogram	for	atoms	in	the	side	chain	of	design	1	to	be	coordinating	Li+. .......................................................................................................................... 44 Figure	3.8:	The	probability	histogram	for	atoms	in	the	side	chain	of	design	2	to	be	coordinating	Li+. .......................................................................................................................... 44 Figure	3.9:	The	probability	histogram	for	atoms	in	the	side	chain	of	design	3	to	be	coordinating	Li+. .......................................................................................................................... 45 Figure	3.10:	The	probability	histogram	for	atoms	in	the	side	chain	of	design	4	to	be	coordinating	Li+. .......................................................................................................................... 45 Figure	3.11:	The	probability	histogram	for	atoms	in	the	side	chain	of	design	5	to	be	coordinating	Li+. .......................................................................................................................... 46 Figure	3.12:	The	probability	histogram	for	atoms	in	the	side	chain	of	design	6	to	be	coordinating	Li+. .......................................................................................................................... 46 Figure	4.1:	a)	Depiction	of	unfolding	mechanism	for	semi-flexible	chains	(colored	as	block	copolymer	for	clarity).	Unequal	pull	on	the	ends	of	the	hairpin	aids	to	the	release	of	bending	energy	by	unfolding.	b)	Cartoon	of	the	stress	built-up	and	release	mechanism	in	T-LCE	with	block	copolymer	chains,	describing	states	around	a	representative	tooth	in	the	stress-strain	curve	(c).	From	left	to	right:	The	applied	strain	first		removes	any	“slack”	in	the	system,	and	begins	to	deform	the	llamella,	increasing	the	interfacial	energy	and	the	stress.	After	a	greater	amount	of	strain,	the	hairpins	begin	to	unfold,	breaking	the	parent	layer	into	two	daughter	layers,	and	relaxing	the	stress. ........................................................................... 49 Figure	4.2:	Schematic	of	ABTAM	reaction.	Each	monomer	consists	of	a	tetra-functional	cross-link	(black),	connected	by	the	A-block	(blue)	of	an	AB	block	copolymer	(B	block	is	purple).	There	are	two	monomer	types	differentiated	by	the	end-group	on	the	chains	(type	1	is	red,	type	2	is	green).	Only	end-beads	of	different	colors	can	bond. ................................. 51 Figure	4.3:	Tensile	plots	of	various	ɸ0	for	la=11(a),	and	la=20(b).	(c)	Snapshots	from	the	deformation	of	a	network	synthesized	from	4096	monomers	at	ɸ0=0.0133,	for	α=1,	4.7,	5.9,	and	6.9	counter-clockwise	from	the	top	left.	Color	scheme	follows	Figure	4.1.	For	high	α	the	B	block	is	removed	for	clarity. ................................................................................................... 55 Figure	4.4:	The	number	of	topological	loops	(a),	SR	(b,	solid	lines),	and	CR	(b,	dashed	lines),	for	different	la.	In	(a),	la	=5,	11,	15,	20,	40,	60,	80,	and	100	are	represented	by	the	open	diamonds,	filled	circles,	filled	squares,	filled	triangles,	filled	diamonds,	filled	hexagons,	open	circles,	and	open	triangles	respectively.		In	(b),	la	=11,	15,	20,	and	40	are	colored	blue,	green,	black,	and	red,	respectively.	In	the	inset,	la=	5,	20	(for	reference),	60,	80,	and	100	are	colored	purple,	black,	cyan,	brown,	and	pink,	respectively.	Black	dashed	lines	outside	of	inset	are	used	as	guides	to	show	that	when	SR	=	1,	there	is	an	inflection	point	in	CR. .......... 57 Figure	4.5:	Cartoons	(top)	of	synthesis	environment	(red	circles	depict	monomer	coils	of	radius	ree),	and	representative	simulation	snapshots	after	applying	the	chain	ratio	
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Figure	5.7:	Plot	of	γ	as	a	function	of	composition	(%A)	comparing	simulation	to	the	predictions	of	Eq.	5.10.	All	values	are	normalized	to	𝛾50%A. .................................................... 92 Figure	5.8:	Morphologies	obtained	for	30%A,	Kbend=2.5	system	with	a	larger	lattice.	For	clarity	B	beads	are	removed;	see	Figure	5.3	for	color	scheme.	(a)	is	the	defective	lamellae	and	(b)	is	the	perforated	lamellae	pointing	in	the	[1	-1	2]	direction.	(a)	is	rotated	to	show	the	lamellar	morphology	and	how	they	are	interconnected.	(b)	is	a	depiction	where	the	fragments	of	the	lamellae	in	the	periodic	box	are	“stitched”	together	to	form	one	single	lamellae.	We	use	extra	periodic	images	to	create	a	more	complete	lamellae.	B	block	is	removed	for	clarity,	see	Figure	5.3	for	color	scheme. .............................................................. 93 Figure	5.9:	Plots	for	tensile	response	(a),	P2	(b),	and	chain	alignment	to	the	A-B	interface	(c).	normal	(c)	for	the	perforated	network.	The	distributions	in	(c)	are	averaged	over	20	snapshots	spanning	2×106	timesteps. ....................................................................................... 95 Figure	5.10:	Soft	response	of	the	perforated	network		for	α	=	1,	2,	and	2.25	(from	right	to	left).	B	block	removed	for	clarity;	see	Figure	5.3	for	color	scheme. ........................................ 96 Figure	5.11:	Morphology	of	30%A-40%B-30%C	ABCBA	network	for	the	undeformed	(left)	and	α=3	(right)	states.	For	the	exact	chain	topology	of	this	network	and	color	scheme	see	Figure	5.3a,	middle	chain. .......................................................................................................... 98 Figure	5.12:	Snapshot	of	fully	swollen	ABACA	network,	showing	the	chain	orientation	flip	between	neighboring	cross-links.	See	Figure	5.3	for	color	scheme. ....................................... 99 Figure	5.13:	Snapshot	of	the	undeformed	ABACA	network.	The	morphology	shows	interconnections	similar	to	the	perforated	network.	Block	A	is	omitted	for	clarity;	see	Figure	5.3	for	color	scheme. ..................................................................................................... 100 Figure	5.14:	Tensile	response	for	the	ABACA-60A20C-kb4-20	network.	An	increase	in	number	of	teeth	is	seen	in	all	directions. ................................................................................ 101 Figure	5.15:	Cartoons	of	the	chains	in	a	deforming	network	for	the	reference	case	(left)	and	the	ABACA	system	(right).	The	ABACA	chain	has	a	shorter	hairpin	which	leads	to	the	formation	of	secondary	sets	of	cross-links.	See	Figure	5.3	for	color	scheme. ...................... 102 Figure	5.16:	Fraction	of	hairpins	as	a	function	of	α	for:	a)	the	base	network,	and	b)	the	ABACA	network. ........................................................................................................................ 103 Figure	5.17:	A	progression	of	4	ABACA	chains	connected	to	the	same	cross-link	going	from	α=	1.5	(state	1),	to	2.2	(state	2),	2.5	(state	3),	and	3.0	(state	4). ........................................... 104 Figure	5.18:	ABACA-60A20C-kb4-20	network	undergoing	soft	deformation.	From	left	to	right	the	values	of	α	are	2.2,	2.6,	and	3.5,	respectively.	The	lamellar	tilt	decreases	as	the	deformation	proceeds.	Block	A	is	removed	for	clarity;	see	Figure	5.3	for	color	scheme. ... 105 Figure	5.19:	Left:	morphology	of	20%A,	uncrosslinked	ABA	chains,	with	Kbend=4.0.	Right:	morphology	of	uncrosslinked	flexible	20%A	ABA	chains.	Only	the	A	component	beads	are	shown. ........................................................................................................................................ 108 Figure	5.20:	Left:	Toughness	of	the	50%A,	2×2×2	cell	reference	network	at	various	T*	and	deformation	rates.	Right:	Plot	of	representative	tensile	responses	for	a	very	slow	deformation	rate	(1.6×10-6),	the	standard	deformation	rate	(8.0×10-6),	and	a	fast	deformation	rate	(3.2×10-5). ................................................................................................... 110 Figure	5.21:	Left:	Snapshot	of	the	perforated	morphology	of	a	2x2x2	unit	cell	lattice	for	the	perforated	network.	Right:	Plot	of	a	representative	tensile	response.	Blue	beads	are	A	type,	black	beads	are	cross-links,	and	the	B	block	was	removed	for	clarity. ................................. 111 
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Figure	5.22:	Left:	Snapshot	of	the	untilted,	perforated,	lamellar	morphology	obtained	for	the	40-mer	network.	Blue	beads	are	A	type,	black	beads	are	cross-links,	and	the	B	block	was	removed	for	clarity.	Right:	Plot	of	the	tensile	response	for	this	network	and	the	2×2×2	network,	normalized	to	the	maximal	extension	of	the	respective	networks. ...................... 111 Figure	6.1:	a)	Depiction	of	unfolding	mechanism	for	semi-flexible	chains	(colored	as	block	copolymer	for	clarity).	Mass	on	one	side	of	the	hairpin	shifts	until	the	bending	energy	causes	the	unfolding.	b)	Cartoon	of	the	saw-tooth	mechanism	in	T-LCE	with	block	copolymer	chains,	pointing	to	a	representative	position	on	the	stress-strain	cure	(c).	From	
left	to	right:	Initial	system	stays	at	zero	stress	upon	straining	by	removing	any	“slack”;	morphology	begins	to	bend	incurring	in	an	interfacial	energy	penalty	and	stress	buildup;	parent	layer	begins	to	break	up	after	a	greater	amount	of	strain	as	the	hairpins	unfold;	two	daughter	layers	form	from	the	parent	layer,	relaxing	the	stress. .......................................... 114 Figure	6.2:	Fully	swollen	unit	cell	with	16,	20-mer	chains	and	8	cross-links	in	an	ABA	arrangement.	The	A,	B,	and	cross-link	beads	are	colored	blue,	purple,	and	black,	respectively. .............................................................................................................................. 117 Figure	6.3:	Toughness	(𝛾)	as	a	function	of	block	composition	(fA)	for	various	values	of	εij.125 Figure	6.4:	a)	Tensile	plot	for	two	T-LCE	(fA	=	0.2	and	0.5)	with	εij=1.0.	b)	Plot	of	local	P2	values	for	the	fA	=	0.2	network	at	α=2.3/2.8	with	arrows	point	to	where	they	correspond	on	a).	c)	Simulation	snapshot	of	the	network	cross-section	for	a	partially	crystallized	network	showing	hexagonal	packing. .................................................................................................... 127 Figure	6.5:	(a)	Heat	map	of	crystal	fraction	as	a	function	of	ɑ	and	εij.	(b)	Plot	of	crystal	fraction	as	a	function	of	ɑ	for	each	value	of	εij.	(a)	and	(b)	show	results	averaged	over	networks	of	all	compositions.	Solid	lines	and	dashed	lines	represent	the	results	based	on	P2	and	q6	order	parameters,	respectively.	(c)	Snapshots	of	a	system	(fA	=	0.5,	εij=1.0)	at	various	deformations,	coloring	in	yellow	crystalline	beads	(determined	using	P2	metric). ............. 128 Figure	6.6:	a)	Tensile	responses	for	fA	=	0.5	DBC	T-LCE	networks	with	εij=	0.25,	and	1.0,	and	a	homopolymer	network,	identical	to	the	DBC	T-LCE	network	with	εij=	1.0	but	with	
rcij=2.5σLJ	for	all	ij	pairs.	b)	The	corresponding	crystal	fractions	as	a	function	of	strain.	c)	Density	distribution	of	the	cross-links	(CL)	for	the	homopolymer	and	DBC,	εij=	1.0	systems	for	ɑ=5.5.	d)	Selected	snapshots	of	the	homopolymer	network	with	crystalline	regions	colored	yellow	(based	on	P2	order	parameter). ..................................................................... 131 Figure	6.7:	a)	Cartoon	representation	of	the	two	morphologies	seen	when	the	deformed	network	is	non-crystalline	(top),	and	semi-crystalline	(bottom).	b)	simulation	snapshots	of	T-LCE	with	fA=	0.30,	at	ɑ=3.56	for	εij=	0.25	(top),	and	εij=1.0	(bottom).	c)	Minority	block	density	along	the	extensional	direction	for	εij=	0.25	and	1.0. ................................................ 133 Figure	6.8:	Plots	of	𝛾		normalized	by	𝛾fA=0.5)	against	fA	for	various	values	of	εij.	The	predictions	from	our	original	theory1,	and	the	modified	theory	from	this	work	are	also	plotted. ....................................................................................................................................... 134 Figure	6.9:	Plot	of	the	free	energy	of	a	given	number	of	A-B	lamellae	bilayers,	nl,	as	a	function	of	the	plate	separation,	converted	into	extension	ratio,	ɑ.	The	dotted	black	line	traces	the	manifold	of	minimum	free	energy	which	illustrates	the	change	in	nl	as	the	system	is	deformed.	The	solid	black	line	traces	the	value	of	nl,	corresponding	to	the	minimum	free	energy	at	each	given	value	of	ɑ. ............................................................................................... 138 Figure	6.10:	Top:	Example	tensile	responses	for	systems	which	are	generated	by	removing	the	3	of	the	4	bonds	to	each	cross-link,	effectively	uncrosslinking	the	network	into	a	melt	of	
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linear	triblock	chains	(Semi-flexible	chains:	fA	=	0.5,	εij=1.0,	Flexible	chains:	fA	=	0.4,	
εij=0.75).	The	semi-flexible	system	has	the	same	bending	constant	as	the	original	network,	while	the	flexible	system	has	zero	bending	constant.	Bottom:	Snapshots	from	two	tensile	responses	show	in	the	plot. ...................................................................................................... 140 Figure	6.11:	Plot	of	the	average	interfacial	Surface	area	for	systems	with	εij≤0.5.	The	curves	are	shifted	such	that	the	interfacial	area	is	zero	at	ɑ=1,	because	we	are	interested	in	the	change	in	the	surface	area,	not	the	absolute	value. ................................................................ 142 Figure	6.12:	Plot	of	𝛾	as	a	function	of	εij	for	all	compositions	tested.	The	dashed	lines	are	tentative	extrapolations	of	the	non-crystalline	and	crystalline	regimes.	fA	=	0.2	and	0.8	systems	are	omitted	for	clarity. ............................................................................................... 143 Figure	6.13:	a)	Snapshot	of	a	model	system	of	20-mer	ABA	triblocks	arranged	on	a	cubic	lattice	to	give	flat	interfaces	between	the	A	and	B	domains.	b)	The	same	system	with	a	single	chain	displaced	by	some	amount	along	the	strain	axis.	This	displacement	causes	an	increase	in	the	non-bonded	energy,	which	is	calculated	for	the	entire	range	of	displacements.	c)	A	plot	of	the	normalized	interfacial	energy	Uint	as	a	function	of	chain	displacement	for	different	block	compositions. ..................................................................... 145 Figure	7.1:	Schematic	of	the	DCG	(blue	arrow)	and	ICG	(green	arrows)	processes.	DCG	begins	with	parameterizing	a	CG	model	based	on	simulations	of	the	original	AA	CS-molecule.	The	CG	trajectory	can	then	undergo	Reverse	Coarse	Graining	(RCG)	to	return	an	AA	structure.	In	ICG,	only	the	CG	model	is	known	and	candidate	molecules	are	proposed.	Each	CS-molecule	has	an	optimal	mapping	that	most	closely	replicates	the	original	CG	model.	The	trajectory	of	each	CS-molecule	is	coarse-grained	using	this	mapping		into	a	trajectory	of	the	CG	model.	These	trajectories	are	compared	to	yield	a	best	candidate. .... 149 Figure	7.2:	Schematic	comparison	between	the	relative	entropy	(RE)	framework	and	the	proposed	methodology,	where	items	belonging	to	just	RE,	just	ICG,	or	both	are	colored	in	red,	blue,	and	black,	respectively.	With	a	given	ℋCG,	a	CG	simulation	is	run	to	give	a	“true”	trajectory	of	the	CG	model,	Tt.		In	RE	the	AA	CS-molecule	is	known,	while	in	ICG	multiple	CS	candidates	are	proposed	and	the	trajectory	of	each	is	mapped	onto	the	CG	model	to	give	
TAA.	In	RE	this	mapping	is	known	a	priori,	while	in	ICG	the	optimal	mappings	must	be	found.	Once	mapped,	Tt	and	TAA	are	used	to	calculate	the	objective	function	𝛷.	In	RE	the	𝛷	values	are	used	to	modify	ℋCG,	while	in	ICG	they	are	used	to	identify	the	best	candidate	CS-molecules,	which	can	in	turn	be	used	to	propose	new	candidates. ...................................... 151 Figure	7.3:	Depiction	of	algorithm	to	automatically	generate	CG	mappings	for	a	candidate	molecule.	It	begins	with	a)	stripping	the	molecule	of	hydrogens	to	give	the	UA	representation,	and	placing	the	first	initial	groups	starting	at	the	terminal	atoms.	b)	Groups	are	grown	until	ηi≤η;	however,	if	there	is	an	atom	that	has	been	assigned	to	two	or	more	groups,	then	new	algorithm	calls	are	initiated	for	each	permutation	where	the	conflicting	atom	is	assigned	to	one	of	the	groups.	c)	Once	all	“active”	groups	are	grown,	atoms	which	are	bonded	to	an	atom	already	assigned	to	a	group	are	labeled	as	terminal	atoms	and	the	algorithm	is	iterated. ................................................................................................................ 157 Figure	7.4:	𝛷	values	for	candidate	DBC	CS-molecules	(10-mers,	5	monomers	of	each	block)	fitting	onto	3	different	forms	of	the	KG	model.	PMMAa	is	the	same	as	normal	PMMA,	except	that	the	oxygens	are	replaced	with	carbons.	PE3	is	the	same	as	normal	PE,	except	that	a	monomer	is	considered	to	have	3	CH2	groups	instead	of	2. .................................................. 170 
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Figure	7.5:	Plot	of	𝛷	as	a	function	of	DOC	for	different	polymers.	Solid	and	dotted	lines	correspond	to	the	DPD	and	KG	models,	respectively. ............................................................ 173 Figure	7.6:	Comparison	between	the	“optimal”	mapping	found	by	our	algorithm,	to	that	of	the	“correct”	mapping	of	the	CG	model	used	in	our	previous	work.[1]	The	group	colorings	is	to	distinguish	between	the	backbone	and	side	chains	of	P3MEEMT. ................................... 176 Figure	7.7:	A	schematic	description	of	the	compression	strategy.	The	molecule	is	turned	into	the	SMILES	representation,	and	undergoes	a	compression	strategy	where	a	compression	pattern	(CP)	is	compared	to	the	smile	string	to	see	if	there	are	adjacent	repeating	instances	of	the	CP.	If	so,	the	string	representing	the	string	of	the	repeating	CP	is	assigned	a	new	alias	and	is	replaced	in	the	smile	string.	Once	no	further	compression	occurs,	the	compression	is	inverted	and	the	overall	patterns	are	found. ............................. 177 Figure	7.8:	Illustration	of	the	rastering	approach	where	a	copy	of	the	original	string	(raster	amount=0)	is	shifted	(raster	amount>0)	and	the	elements	are	compared,	where	Nmatch	is	the	number	of	matching	elements	between	the	original	and	shifted	strings.	The	first	non-trivial	maxima	in	Nmatch	is	the	stride	size	to	be	used	in	the	compression	algorithm. ........... 178 Figure	7.9:	Illustration	of	the	reputation	method	for	modifying	(please	change	“schemes”	to	a	more	descriptive	word).	The	repeating	units	can	be	shifted	in	one	direction	or	another.
 .................................................................................................................................................... 179 Figure	8.1:	A	depiction	of	the	RCBCP	molecules.	A	type	beads	(green)	represent	the	rigid	block,	where	an	angle	potential	induces	stiffness.	B	type	beads	(red)	constitute	the	flexible	block. .......................................................................................................................................... 188 Figure	8.2:	A	schematic	of	how	RCBCP	interact	with	the	field.	The	C	type	beads(blue)	which	make	up	the	field	are	kept	at	fixed	positions	in	the	shape	of	the	morphology	of	interest,	and	only	interact	with	rod	segment	through	a	Gaussian	potential.	The	bottom	panel	depicts	a	sample	guiding	field	for	a	G	phase	where	beads	represent	the	Gaussian	site	locations	and	one	of	the	two	networks	is	rendered	translucent	for	clarity. ................................................ 190 Figure	8.3:	Schematics	of	the	branches	for	the	TI	pathway.	In	branch	1	UAA,	which	represents	the	rod-rod	interactions,	is	initially	weak,	so	the	phase	is	disordered.		The	field	is	turned	on,	assembling	the	molecules	in	the	desired	phase.	In	branch	2	the	field	is	kept	on,	and	the	rod-rod	interactions	are	restored	to	full	strength.	In	branch	3	the	field	is	turned	off	while	rod-rod	interactions	are	maintained. ............................................................................ 193 Figure	8.4:	a)	Variation	of	ΔF	with	lbox	at	T*=1	and	ρ=	0.49	showing	that	ΔF	has	a	minimum	at	a	certain	box	size	which	corresponds	approximately	to	the	phase’s	unit	cell	size.	b)	Plot	of	the	difference	in	ΔF		between	G	and	Cyl	phases.	The		G	phase	is	increasingly	more	stable	with	ρ,	while		Cyl	becomes	the	more	stable	phase	for	T*=1.0	and	ρ	<	0.49.	The	symbol	sizes	depict	the	errorbars. ................................................................................................................. 195 Figure	8.5:	Approximate	temperature-concentration	phase	diagram	for	the	rod-coil	system	studied.	Multiple	markers	on	a	given	point	indicate	that	the	corresponding	phases	were	observed	in	the	simulations.	The	black	lines	are	approximate	phase	boundaries	based	on	ΔF	calculations	for	the	observable	phases. ............................................................................. 197 Figure	8.6:	a)	Sample	bolaamphiphile	molecule	with	linear	side	chain.	b/c)	Coarse	grained	model	for	a	molecule	with	a	linear/swallow-tail	side	chain	that	forms	perforated	lamellae/G	phase.	In	the	coarse-grained	models	the	A,	B,	and	C	type	beads	are	colored	in	red,	light	blue,	and	purple.	In	the	phase	snapshots	the	side	chain	(C	beads)	are	not	shown	and	one	of	the	two	networks	of	the	G	phase	is	rendered	translucent	for	clarity. ................ 199 
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Figure	8.7:	Schematic	branches	of	the	TI	pathway	for	Bola	molecules.	In	branch	1	all	interactions	are	either	repulsive	or	are	turned	off,	so	the	system	is	initially	disordered	and	ends	up	assembled	into	the	desired	phase	by	turning	on	the	field.	In	branch	2,	the	field	is	kept	on	and	the	attractive/repulsive	A-A	potentials	are	turned	on/off,	respectively.	In	branch	3,	A-A	interactions	are	kept	and	the	field	is	turned	off	while	the	attractive/repulsive	C-C	potentials	are	turned	on/off,	respectively	(red	axis). ..................................................... 201 Figure	8.8:	Cumulative	ΔΔF	(G	minus	PL)	through	the	TI	path	for	the	Bola	molecules	with	swallow-tail	(ST)	and	linear	(Lin)	side-chains.	The	PL	phase	has	a	more	negative	total	ΔF	(more	stable)	than	the	G	phase	for	the	linear	side	chain	(positive	ΔΔF),	while	the	G	phase	has	a	more	negative	ΔF	than	the	PL	phase	for	the	swallow-tail	side	chain	(negative	ΔΔF).	The	symbol	sizes	depict	the	errobars. ..................................................................................... 202 Figure	8.9:	Snapshots	of	spontaneously	formed	Cyl	phase	(a)	and	G	phase	(b).	Coil	beads	are	semitransparent	red,	while	rod	beads	are	green	in	(a)	and	green	and	blue	in	(b)	to	discriminate	between	the	two	networks.	c)	Distributions	of	local	P2	parameter	for	spontaneously	formed	Cyl	and	G	phases,	and	for	a	field-driven	G	phase.	The	two	G	distributions	are	largely	identical	except	for	region	near	P2~0.45	which	signal	the	presence	of	node-arm	defects	illustrated	in	d).	Rod	misalignments	can	occur	inside	an	arm	as	it	connects	two	nodes	having	distinct	rod	orientations. ........................................................... 206 		List	of	Tables		
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thought	of	as	insulators	so	the	ability	to	combine	this	functionality	with	more	the	common	ionic	 conductivity	 leads	 to	 interesting	 applications	 ranging	 from	bioelectronics[104,123,154,173]	to	energy	applications	including	batteries,[40,180]	pseudo	capacitors,[126]	 electrochromic	 windows,[139]	 dye-sensitized	 solar	 cells[167],	 and	mechanical	actuators.[77]	The	“soft”	nature	of	conjugated	polymers	means	that	they	will	not	damage	 any	 biological	 entity	 they	 are	 interfaced	with,	 enabling	 a	 high	 quality	 interface,	making	them	particularly	attractive	for	bioelectronics	applications[90,173].		





The	 second	 semi-flexible	 polymeric	 material	 we	 are	 interested	 in	 are	 liquid	 crystalline	elastomers	(LCE).	LCE	are	cross-linked	networks	composed	of	semi-flexible	polymer	chains.	Here	 the	semi-flexible	nature	of	 the	chains	 is	of	 interest	because	 it	 leads	 to	orientational	alignment	 when	 they	 are	 uniaxially	 deformed	 at	 appropriate	 temperatures	 and	densities[44,188],	 or	 when	 exposed	 to	 other	 stimuli	 such	 as	 electric	 fields[34],	temperature[204],	or	light[124].	This	ordering	is	another	method	of	controlling	molecular	organization	besides	the	more	common	incorporation	of		chemically	incompatible	blocks	in	the	chains[63,234].	Additionally,	the	semi-flexible	nature	confers	anisotropic	shape	changes	of	 the	 network	 when	 the	 chains	 orientationally	 order	 due	 to	 the	 prolate	 chain	 shape,	 a	property	 central	 to	 artificial	 muscles[125,222]	 and	 high-strain	 actuators[218,232].	 This	macroscopic	 shape	 change	 highlights	 the	 coupling	 between	 material	 shape	 and	 chain	orientation.		
LCEs	also	display	nonlinear	elasticity,	as	seen	in	actin	cytoskeleton	networks[95,225],	and	spider	dragline	silk[110,228].	One	reason	for	their	nonlinear	elasticity	is	the	loss	of	entropic	elasticity	due	to	the	existence	of	hairpins	and	other	similar	structures.	For	a	chain	hairpin,	the	entropy	for	unequal	leg	length	is	the	same	as	that	with	equal	leg	length	due	to	minimal	transverse	chain	motion[3].	As	such,	the	chain	end-to-end	distance	does	not	correlate	with	the	force,	as	only	when	hairpins	unfold	does	entropy	change.	

























of	Figure	2.1a),	consists	of	a	thiophene	backbone	and	an	oligoethylene	glycol	side-chain	with	an	 oxygen	 atom	 directly	 bonded	 to	 the	 thiophene	 ring.	 Although	 placing	 the	 electron	donating	oxygen	atom	right	next	to	the	thiophene	core	 is	known	to	reduce	the	 ionization	energy	 and	 improve	 electrochemical	 stability	 of	 the	 polymer,[103,113,143]	 it	 could	negatively	impact	the	ionic	conductivity	due	to	the	reduced	segmental	motion	of	the	oxygen	



















	Interestingly,	 while	 in	 the	 amorphous	 phase	 the	 conductivity	 is	 ca.	 5	 times	 higher	 in	P3MEEMT	than	in	P3MEET,	the	trend	reverses	in	the	crystal	phase;	i.e.,	the	conductivity	is	ca.	5	times	higher	in	P3MEET	than	in	P3MEEMT.	To	explain	this	behavior,	we	show	in	Figure	2.2	a	snapshot	of	P3MEEMT	and	P3MEET	side-chain	conformation	in	the	presence	of	Li+	ions	within	 the	crystalline	domain.	 In	pure	PEO,	 two	chains	can	 form	a	“cage”	around	the	 ion,	forming	a	deep	kinetic	trap	for	the	ions.[21]	A	condition	of	cage	formation	is	that	the	ion	is	only	coordinated	by	two	side	chains,	otherwise	there	are	more	chains	coordinating	the	ion.	To	 quantify	 cage	 formation,	 we	 determine	 the	 number	 side	 chains	 which	 have	 an	 atom	within	a	3.5Å	cutoff	of	each	ion	and	find	the	average	number	of	atoms	which	are	coordinating	the	ion.	We	find	these	values	for	P3MEET	and	P3MEEMT	to	be	2.47	±	0.03	and	2.14	±	0.003,	respectively.	This	agrees	with	the	idea	that	cage	formation	is	higher	in	crystalline	P3MEEMT,	where	the	regular	arrangement	of	side-chains	and	mobility	of	the	oxygen	near	the	backbone	allow	for	cage	formation.	In	contrast,	in	P3MEET	the	lack	of	mobility	for	the	oxygen	near	the	thiophene	backbone	reduces	the	chance	of	cage	formation.	In	the	amorphous	systems,	ion-trapping	cages	are	more	difficult	to	form	because	of	the	irregular	arrangement	of	the	side-
Table 2.1: Calculated ion conductivity of P3MEG and P3MEET in equilibrated crystalline and 
amorphous systems from MD simulation 𝜎a k𝑐𝑚] 𝑉𝑠p q Crystalline Amorphous 
P3MEEMT 5.0×10-6 9.0×10-6 





































aAdapted	from	Ref.	[86]	bAdapted	from	Ref	[99]			Table	2.3:	Harmonic	bond	parameters,	where	the	potential	is	defined	by	harmonic	potential;	Ustuv = ks(r − rw)]	Type	 kb	/	(Kcal	/	(mol·Å2))	 r0	/	Å	C1-C2a	 514.27	 1.364	C2-C2a	 453.1	 1.428	C1-C1a	 392.29	 1.43	S-C1a	 291.25	 1.732	C1-Ha	 370.63	 1.08	C2-Ha	 370.63	 1.08	C2-C3b	 317.	 1.51	C2-Ob	 450.0	 1.364	C3-C3b	 260.0	 1.526	C3-Ob	 320.0	 1.425	O-C4b	 320.0	 1.425	




S-C1-C1	 41.74	 119.569	C1-C1-C2	 35.263	 130.14	S-C1-H	 28.787	 124.609	C2-C1-H	 35.263	 125.1	C1-C2-H	 35.263	 122.979	C2-C2-H	 35.263	 123.7	C2-C2-C3	 70.0	 123.7	C1-C2-C3	 70.0	 122.98	C2-C2-O	 70.0	 123.7	C1-C2-O	 70.0	 122.979	C2-C3-O	 50.0	 109.5	C2-O-C3	 75.0	 111.0	C3-O-C3	 100.0	 111.8	O-C3-C3	 80.0	 109.5	C3-O-C4	 100.0	 111.8	




C1-C2-C2-C1a	 0	 9.51	 0	 0	C2-C3-O-C3b	 0.65	 -0.25	 0.67	 0	C3-O-C3-C3b	 0.65	 -0.25	 0.67	 0	O-C3-C3-Ob	 -.55	 0	 0	 0	C3-C3-O-C4b	 0.65	 -.25	 0.67	 0	C2-O-C3-C3b	 0.65	 -.25	 0.67	 0	
aAdapted	from	Ref.	[86]	bAdapted	from	Ref	[99]			Table	2.6:	Multi-Harmonic	torsional	parameters,	where	the	potential	is	defined	by	harmonic	potential;	Uv}~{vxz = ∑ Vucosuϕu 	Type	 V Kcalmol	 V] Kcalmol	 V Kcalmol	 V Kcalmol	 V Kcalmol	 V Kcalmol	S-C1-C1-Sc	 5.2132	 -0.0502	 -3.4139	 0.1124	 -1.5909	 0.1268	C1-C2-C3-Oc	 0.1866	 -0.9069	 0.0550	 1.2440	 -0.0359	 0.2321	C1-C2-O-C3c	 0.1866	 -0.9069	 0.0550	 1.2440	 -0.0359	 0.2321	
cAdapted	from	Ref	[164]					2.5.2 Calculation	of	Ionic	mobility		 The	 ion	 mobility	 from	 equilibrium	 MD	 simulations	 can	 be	 found	 from	 the	 diffusion	constant	based	on	the	Einstein	mobility	relation,	𝜇 = 𝐷𝑞/𝑘𝑇.	Here,	μ	is	the	charge	mobility,	








simulations	 could	 span	 long	 enough	 periods	 to	 collect	 suitable	 statistics	 of	 trapping-untrapping	 (“hopping”)	 events.	 Since	 that	 is	 not	 the	 case,	we	 leverage	 the	 fact	 that	 such	events	are	rare	to	assume	that	a	hopping	mechanism	has	a	small	(slowing-down)	effect	in	our	estimated	mobilities.	Additionally,	if	a	curve	is	fit	to	all	ions	and	the	value	of	conductivity	is	 calculated,	 the	 variance	 between	 replicas	 is	 increased	 compared	 to	 the	 variance	 of	conductivity	values	calculated	when	omitting	ions	which	do	not	fit	the	curve	well.	Thus,	we	use	the	omission	method	to	reduce	variability	in	the	data.			





















































(except	for	purely	alkyl	side	chain)	are	considered	to	understand	the	effect	of	the	number	and	 positioning	 of	 charged	 groups	 in	 the	 side	 chain	 on	 ionic	 conductivity.	 We	 employ	Molecular	Dynamics	 simulations	 to	 study	 the	 ionic	 conductivity	 in	purely	 crystalline	 and	purely	amorphous	systems	for	each	chemistry.		Ionic	conductivity,	σ,	is	calculated	as:	 𝜎 = 𝑞𝑣𝑛		(3.1)	Where	q,	v,	and	n	are	the	valence,	drift	velocity,	and	number	density	of	dissociated	ions,	respectively.	Our	previous	work	compared	two	very	similar	chemistries	where	the	number	and	relative	positioning	of	oxygens	was	the	same,	so	the	concentration	of	dissociated	ions	was	assumed	equal	for	both	systems.	In	contrast,	the	proposed	side	chains	have	differences	in	oxygen	content	and	positioning	so	there	will	also	be	a	difference	in	the	concentration	of	dissociated	salt	present,	which	needs	to	be	accounted	for.			The	dissociation	process	of	a	salt	is	controlled	by	the	dielectric	constant[62],	ε,	and	the	activation	energy	of	the	dissociation	process,	Ea,	in	an	Arrhenius	expression:	





























































and	the	first	atom	bonded	to	the	ring	to	maintain	charge	neutrality	and	respect	the	relative	values	of	Muliken	charges	calculated	using	BLYP	6-31G*.	The	remaining	atoms	in	the	side	chains	are	assigned	charges	according	to	the	OPLS-UA	forcefield.	Figure	3.5	displays	all	the	atomic	charges	whose	values	are	assumed	fixed	(i.e.,	polarization	effects	are	neglected	based	on	the	values	of	their	dipole	moments[21,2223]).		Table	3.1:	Non-boned	parameters	used	in	the	AA	model.	The	atom	types	are	defined	in	Figure	3.5	 Atom	type	 ε	/	(Kcal/mol)		 σ	/	Å	C1a	 0.07	 3.55	C2a	 0.07	 3.55	C3b	 0.118	 3.8	C4b	 0.17	 3.8	Cab	 0.118	 3.905	Ceb	 0.175	 3.905	Ha	 0.03	 2.5	Ob	 0.17	 3.0	Sa	 0.25	 3.55	




C2-C2a	 453.1	 1.428	C1-C1a	 392.29	 1.43	S-C1a	 291.25	 1.732	C1-Ha	 370.63	 1.08	C2-Ha	 370.63	 1.08	C2-C3b	 317.0	 1.51	C2-Ob	 450.0	 1.364	C3-C3b	 260.0	 1.526	C3-Ob	 320.0	 1.425	O-C4b	 320.0	 1.425	C2-Cab	 317.0	 1.51	Ca-Cab	 260.0	 1.526	Ca-Ceb	 320.0	 1.425	Ca-C3b	 260.0	 1.526	









Table	3.4:	OPLS	torsional	parameters,	where	the	potential	is	defined	as;	Uv}~{vxz =∑ ] Vu[1 + (−1)u cos nϕ]u 	Type	 V 1Kcalmol 	 V] Kcalmol	 V Kcalmol	 V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	 	Using	molecular	dynamics,	this	study	aims	to	determine	if	realistic	LCE	networks,	denoted	as	 R-LCE,	 formed	 by	 the	 ABTAM	 protocol	 can	 exhibit	 the	 saw-tooth	 tensile	 response	observed	in	T-LCEs,	and	if	so,	which	synthesis	parameters	create	networks	with	optimized	toughness	and	αm.			4.2 Models	&	Methods	Below	we	 describe	 the	 key	 aspects	 of	 our	 simulation	model/methods.	 A	more	 complete	description	can	be	found	in	the	supplementary	information	(SI).	The	polymers	are	described	as	bead-spring	chains	[71]	with	beads	bonded	using	a	FENE	potential[70]:	










until	conversion	reaches	~96.5-97.5%.	All	results	are	for	a	good	implicit	solvent	where	both	the	A	and	B	blocks	of	the	monomers	are	well	solvated,	as	would	be	the	case	if	the	solvent	is	a	mix	of	2	solvents,	each	selective	for	one	block.	Standard	periodic	boundary	conditions	are	used	 throughout.	 Once	 synthesized,	 the	 networks	 are	 compressed	 from	 the	 synthesis	concentration,	ɸ0,	 to	 the	prescribed	melt	 density,	ɸmelt,	 and	 equilibrated	 [ɸ	 is	 defined	 as	(number	 of	 beads)/σLJ3].	 For	 uniaxial	 deformation,	 we	 use	 an	 “iso-strain	 isobaric	mixed	ensemble”	 where	 the	 deformation	 axis	 has	 a	 prescribed	 strain	 while	 the	 orthogonal	directions	are	controlled	by	a	barostat	[144].			4.3 Results	and	Discussion		4.3.1 Effect	of	Monomer	Concentration	at	Crosslinking		Our	 simulations	 aim	 to	 quantify	 how	 network	 quality	 is	 affected	 by	 ɸ0,	 the	 monomer	concentration	during	crosslinking.	ɸ0	has	a	strong	effect	on	the	topological	microstructure	of	the	network:	a	small	value	can	lead	to	inhomogeneous,	poorly	percolating	networks,	while	a	large	value	can	lead	to	highly	entangled	systems.		Synthesized	networks	of	varying	la	and	monomer	 concentration	 all	microphase	 segregate	 into	 AB	 lamellae	when	 compressed	 to	




After	 the	 soft	 regime,	 all	 curves	 approximately	 follow	 a	 characteristic	 pattern	 with	 ɸ0	determining	αm.	The	toughness,	𝛾α=x,	is	defined	as	the	area	under	the	stress	strain	curve	from	





















monomers,	 which	 reduces	 the	 probability	 of	 creating	 loops	 of	 any	 size.	 These	 trends	continue	until	rsep/ree≈	0.9	 (Figure	4.5b),	where	 the	number	of	6-loops	 is	maximized,	 the	
SR»1,	and	the	CR	curve	has	an	inflection.		The	 second	 topological	 regime	 corresponds	 to	 rsep/ree>0.9	 (Figure	 4.5c),	 where	 a	 fully	connected	 network	 would	 result	 in	 chains	 that	 are	 over-stretched	 and	 so	 the	 network	collapses	to	allow	chains	to	relax.	In	this	regime,	αm	is	directly	correlated	to	the	number	of	2-loops	and	inversely	related	to	the	number	of	6-loops.	If	the	probability	of	a	loop	becoming	entangled	 is	 proportional	 to	 the	 loop	 “volume”,	 4,6-loops	 are	 more	 likely	 to	 become	entangled	compared	to	2-loops,	and	are	consequently	more	deleterious	to	a	saw-tooth,	large	





		To	define	an	optimal	ɸ0,	in	Figure	4.6	we	plot	αm	scaled	by	αmideal	=	αm	of	a	T-LCE	with	the	same	la,	against	rsep	scaled	by	ree.	The	plot	is	linear	but	plateaus	for	rsep/ree	≥1.	These	trends	can	 be	 rationalized	 using	 a	 simple	 physical	 picture,	 by	 imagining	 the	monomer	 coils	 as	spheres	 of	 radius	 ree,	 and	 the	 overlap	 volume	 between	 spheres,	Vcap,	 as	 dictating	ne	 and	consequently	αm.	Since	Vcap	is	largely	linearly	dependent	on	rsep	until	plateauing	at	zero	when	






		The	trends	in	Figure	4.6	can	also	be	explained	by	analyzing	the	behavior	of		the	free	energy	“F”	 for	 an	 entangled	 network,	 according	 to	 the	 theory	 developed	by	Edwards,	 and	Vilgis	[165]:	
ÛÜÝÞ = ßà] á¯âÒ°∑ ãäÒåäæçâÒ ∑ ãäÒåäæç è 	+ 	ß¾] á∑ é ãäÒ(ê)¯âÒ°¯êãäÒ°¯âÒ ∑ ãäÒåäæç ° + ln(1 + 𝜂αh])íh 	+	k1 −𝑁É 𝑁Äp q ln(1 − 𝑎] ∑ αh]h )	è	(4.4)	where	a	is	the	ratio	of	the	length	scale	of	a	polymer	random	walk	to	the	length	scale	of	the	primitive	path,	Nc	is	the	number	of	cross-links,	Ns	is	the	number	of	slip	links,	𝜂	is	a	measure	of	 slippage,	 and	 αi	 is	 the	 extension	 ratio	 of	 direction	 i.	 The	 criterion	 for	 maximum	extensibility	is	when	dF/d(αx2)	diverges	(taking	x	as	the	extensional	direction).	By	taking	the	derivate	of	F	with	respect	to	αx2	and	applying	the	constraint	that	αx	is	large,	we	get:	































	4.6.1 Simulation	model	and	methods		Molecular	dynamic	runs	were	conducted	using	LAMMPS	[163]	and	systems	visualized	using	VMD	[87].	During	the	crosslinking	process,	the	reactive	end	groups,	C	and	D,	carry	charges.	The	crosslinking	reaction	rate	is	experimentally	controlled	by	changing	the	ionic	strength	of	the	buffers	used,	which	alters	the	long-range	interactions	among	the	reactive	end	groups.	Hence,	on	top	of	the	LJ	potential	between	end-groups	(a	repulsive	potential),	the	electrostatic	interactions	are	accounted	for	by	imposing	a	Yukawa	potential:		 (4.8)	for	 r/σLJ£5	 (Uyukawa	 =	 0	 otherwise),	 where	 Aij	 is	 a	 proportionality	 constant,	 and	𝜅 	is	 the	screening	length.	We	set	Aij=25ε	if	i=j,	Aij=-25ε	if	i≠j	,	and	𝜅	=	2	for		i,j	=	3,4,	choices	aimed	at	lowering	 the	 reaction	 rate.	 For	 values	 of	 |Aij	 |>50,	 there	 is	 evidence	 of	 the	 end-groups	clustering	into	primitive	cubic	arrays.	Thus,	we	choose	|Aij	|=25	to	mimic	a	buffer	with	high	ionic	strength.	When	beads	are	directly	bonded	to	each	other,	the	calculation	of	non-bonded	potential	 between	 them	 is	 omitted.	 Reported	 properties	 are	 scaled	 as	 follows:	T*=Tkb/ε,	













random	velocities	and	equilibrating	before	the	start	of	each	replicate)	were	performed	along	the	[1	0	0]	direction.	During	uniaxial	extension,	the	box	length	along	the	deformation	axis	(x,	for	example)	 is	expanded	 linearly	every	5000	time	steps	up	to	α=11	 in	2×108	 time	steps,	leading	to	a	deformation	rate	of	10-5	α/τ.		The	orthogonal	directions	(y,	and	z)	are	controlled	by	a	Nosé-Hoover	barostat,	set	to	couple	the	two	orthogonal	directions	so	the	cross-section	maintains	the	same	aspect	ratio	(this	method	is	referred	to	as	the	Mixed	Ensemble	method,	ME,	 in	 the	 main	 text).	 This	 procedure	 is	 preferred	 because	 in	 purely	 constant-volume	simulations,	 chains	 can	 pack	 into	 a	 crystalline	 arrangement	 and	 get	 “stuck”	 because	 the	cross-sectional	 area	 is	 never	 allowed	 to	 expand	 to	 allow	 chains	 to	 leave	 the	 crystal.	 The	pressure	 values	 used	 for	 the	 barostat	 are	 taken	 from	 the	 orthogonal	 pressure	 tensor	components	(Pyy	and	Pzz)	of	networks	that	equilibrate	with	lamellar	plane	normal	pointing	in	the	[1	0	0]	direction.	During	ME	deformation,	the	density	of	these	networks	fluctuates	with	a	systematic	increase	at	higher	strains	as	seen	in	experimental	systems[217],	however,	the	density	roughly	stays	around	the	prescribed	density		ρ=0.85.	The	stress	during	deformation	is	calculated	using:		 𝜎∗ = −𝑃}}∗ + 𝜆¯𝑃ùù∗ + 𝑃úú∗ °	 (4.9)	where	Pii,	Pjj	 and	Pkk,	and	λ	 are	 the	extensional	direction	pressure	 tensor	component,	 the	orthogonal	pressure	tensor	components,	and	the	Poisson	ratio,	respectively.	The	average	λ	is	calculated	for	all	ME	tensile	tests	while	λ≅0.5	for	all	constant-volume	tests.	Tensile	plots	presented	in	the	main	text	give	the	stress	assuming	this	averaged	value	of	λ	rather	than	using	the	instantaneous	value	of	λ	at	each	α.	The	toughness,	ᵧ,	or	energy	absorbed	during	deformation,	is	calculated	using:	




We	are	interested	in	the	total	energy	absorbed	(i.e.,	total	work	done	on	the	system),	so	H(σ*),	the	Heaviside	function,	is	introduced	to	ignore	negative	stresses.	We	thus	neglect	the	energy	“returned”	(work	done	by	the	system)	when	stress	is	negative	which	would	be	dissipated.	Since	 our	 model	 bonds	 do	 not	 account	 for	 breaking	 events	 (future	 work	 will	 explore	breakable	bonds),	there	is	no	value	of	αf	where	the	network	breaks,	so	we	compare	values	of	𝛾(αf)	where	αf	 is	below	the	point	where	 the	stress	diverges	(for	most	systems,	αf	~5).	To	provide	 some	 calibration	 for	 the	 toughness	 values	 to	 be	 reported,	 we	 can	 compare	 the	simulated	toughness	of	~	0.15GPa46	(calculated	for	1	<	α	<	5)	for	an	atomistic	model	of	a	polyethylene	network	with	diamond	connectivity	to	𝛾=0.33	for	a	fully	flexible	coarse-grained	homopolymer	 network	 of	 comparable	molecular	weight;	 hence	 a	 unit	 in	𝛾	 in	 our	model	would	correspond	to	~0.4GPa.	Repeated	runs	of	the	same	network	(same	synthesis	concentration)	give	slightly	differing	results;	accordingly,	 the	plots	presented	are	 intended	to	be	representative	and	whenever	possible	average	values	are	reported.	Quantities	varying	with	α	are	plotted	showing	values	block	averaged	over	intervals	of	~0.005-0.01α.		
4.6.2 Calculations	for	Network	Characterization	





4.6.2.2 Chain	Ratio	The	chain	ratio	(CR)	calculation	is	based	on	previous	methods	used	to	quantify	the	primitive	path	 length	of	an	entangled	chain	 [199].	 In	 summary,	each	monomer	 “arm”	 is	assigned	a	unique	 type,	 giving	 a	 number	 of	 types	 equal	 to	 4	 times	 the	 number	 of	 tetrafunctional	“crosslinks”.	 Cross-links	 are	 all	 assigned	 to	 another	 type	 and	 kept	 at	 fixed	 positions	throughout.	All	types	are	mutually	repulsive	to	each	other	(i.e.	rci,j=21/6,	 	ei,j=1.0		for	all	i,j)	except	for	the	type	pairs	who	are	bonded	to	each	other	where	ei,j=0	(i.e.,	if	the	arms	with	type	x	beads	is	bonded	to	the	arm	with	beads	of	type	y,	ex,y=0).	Additionally,	the	parameters	K	and	
e	in	Eq.	4.1	are	set	to	100	and	0,	respectively;	these	parameter	choices	allow	the	chains	to	contract,	 shortening	 their	 length	 due	 to	 the	 larger	 spring	 constant	 and	 lack	 of	 repulsion	between	beads	along	the	same	chain.	Since	entanglements	are	the	only	thing	impeding	each	chain	 from	 achieving	 a	 contour	 length	 equal	 to	 the	minimum	 distance	 between	 the	 two	terminating	crosslinks,	the	ratio	of	the	equilibrium	contour	length	to	the	minimum	contour	length,	leq/lmin,	is	the	definition	of	the	chain	ratio,	and	provides	a	measure	of	how	entangled	the	network	is.			



















For	α>6.5,	Evdwl	for	R-LCE	increases	but	tends	to	plateaus,	while	EBond	continues	to	increase.	These	 observations	 indicate	 that	 the	 primary	 cause	 for	 the	 rise	 in	 stress	 after	 a	 critical	deformation	is	the	effect	of	entanglements	restricting	chain	motion.		





4.6.3.3 Calculating	rg	for	monomer	“loops”	To	calculate	the	average	size	of	a	free	loop,	we	simulate	a	ring	of	beads	whose	length,	nbead,	is	equivalent	to	a	loop	formed	by	n	monomers	with	arm	length	l.	The	appropriate	“free”	arms	of	 the	monomers	are	also	simulated.	When	calculating	 the	radius	of	gyration	of	 the	 loop,	
rgloop,	only	beads	along	the	loop	“backbone”	are	considered.	Figure	4.12	shows	the	calculated	



















5 Tuning	the	Sawtooth	Tensile	Response	and	Toughness	of	Multiblock	Copolymer	Diamond	Networks		5.1 Introduction		Liquid	 crystalline	 elastomers	 (LCE),	 cross-linked	 networks	 composed	 of	 semi	 flexible	polymer	chains,	orientationally	align	when	uniaxially	deformed	at	appropriate	temperatures	and	densities	(forming,	e.g.,	nematic	phases)[44,188],	or	when	exposed	to	other	stimuli	such	as	electric	fields[34],	temperature[204],	or	light[124].	Translational	alignment	(e.g.,	smectic	phases)	 occurs	 when	 chemically	 incompatible	 blocks	 make	 up	 the	 chains[63,234].	Anisotropic	shape	changes	of	the	network	occur	when	the	chains	orientationally	order	due	to	the	prolate	chain	shape,	a	property	central	to	artificial	muscles[125,222]	and	high-strain	actuators[218,232].	 This	 macroscopic	 shape	 change	 highlights	 the	 coupling	 between	material	shape	and	chain	orientation.	For	our	ensuing	discussion,	the	“director”	in	a	LCE	will	refer	to	the	direction	in	which	the	chains	are	preferentially	aligned.		
LCEs	also	display	nonlinear	elasticity,	as	seen	in	actin	cytoskeleton	networks[95,225],	and	spider	dragline	silk[110,228].	One	reason	for	their	nonlinear	elasticity	is	the	loss	of	entropic	elasticity	due	to	the	existence	of	hairpins	and	other	similar	structures.	For	a	chain	hairpin,	the	entropy	for	unequal	leg	length	is	the	same	as	that	with	equal	leg	length	due	to	minimal	transverse	chain	motion[3].	As	such,	the	chain	end-to-end	distance	does	not	correlate	with	the	force,	as	only	when	hairpins	unfold	does	entropy	change.	





Goldstone	modes	are	but	one	of	many	ways	how	network	connectivity	can	affect	network	behavior[18,19,28].	Two	networks	can	show	different	tensile	behavior	just	by	changing	the	state	in	which	they	were	cross-linked[211].	For	example,	simulations	of	actin	networks	show	improved	mechanical	 properties	 for	 networks	with	 regular	 connectivity	 as	 compared	 to	randomly	 cross-linked	 actin	 networks[38].	 Realization	 of	 networks	 with	 regular	connectivity	has	become	more	plausible	as	methods	for	"freezing"	in	mono	domains[117]	and	 cross-linking	 reactions	 that	 can	 be	 reversed[159],	 have	 reduced	 polydomains	 (i.e.,	regions	 with	 different	 directors	 that	 diminish	 mechanical	 properties[209]).	 Specifically,	synthesis	 of	 diamond-like	 network	 architectures	 has	 been	 approached	 using	 tetra	 arm	monomers	 (tetra-PEG	 monomers)	 that	 form	 a	 network	 by	 arm	 connection	 rather	 than	through	 cross-linking[127].	 Simulations	 confirm	 a	 more	 regular	 connectivity	 and	experiments	report	improved	mechanical	properties	using	this	method[175,197].	























Where	 the	 LJ-like	 potential	 term	 is	 cut	 off	 at	 r=rc=21/6σLJ	 to	 mimic	 excluded	 volume	interactions	and	K=	30ε/σLJ2	and	R0	=	1.5σLJ	are	the	spring	force	constant	and	maximum	bond	extension	length,	respectively.	These	widely	used	values	of	K	and	R0	describe	a	stiff	bond	whose	 equilibrium	 length	 is	 approximately	 equal	 to	 the	 bead	 diameter	 (~σ);[71]	 such	choices	are	not	very	influential	on	the	properties	of	interest	in	our	study.	For	non-bonded	interactions,	a	cut	and	shifted	LJ	potential	is	used	with	the	form:	
	 (5.2)	
for	 r/σLJ	£	 rc	 (ULJ	 =	 0	 otherwise),	 where	 	 rcAA	 =rcBB	 =rcCC=	2.5σ	 (attractive	 potential),	 and	rcAB=rcAC=rcBC=21/6σ	(repulsive	potential)	for	triblock	and	pentablock	copolymers	(A	blocks	and	cross-links	are	taken	to	be	the	same	type),	and	eij=0.5ε	for	all	interaction	pairs	ij.		These	choices	of	rc	cutoffs	and	εij	values	are	chosen	so	that	they	result	in	an	effective	Flory-Huggins	parameter	of	χN≈32.[83]		Mesogenic	behavior	is	induced	by	a	bending	potential	that	is	applied	to	all	beads	that	are	not	directly	bonded	to	a	cross-link,	which	has	the	form:	 	 (5.3)	where	Kbend	is	a	stiffness	constant	and	ψ	is	the	angle	between	two	consecutive	bond	vectors.	To	 work	 in	 reduced	 LJ	 units,	 reported	 properties	 are	 scaled	 as	 follows:	 T*=Tkb/ε,	τ=t(ε/(mσLJ2))1/2,	s*=sσLJ3/ε,	P*=PσLJ3/ε,	g=GσLJ3/ε,	and	ρ	=	(#	of	particles)/	σLJ3	,	where	T	is	




































































































existing	body	of	work	by	 studying	 systems	with	added	 features	of	molecular	 complexity.		Indeed,	 we	 build	 on	 previous	 studies	 that	 have	 used	 similar	models	 to	 describe	 flexible	homopolymers,	 block	 copolymers,[83]	 athermal	 rigid	 chains,[55]	 and	 networks.	We	 also	note	that	“reverse”	mapping	of	a	coarse-grained	model	into	a	specific	chemistry	is	non-trivial	since,	 as	 an	 underdetermined	 problem,	 many	 different	 polymer	 chemistries	 (including	purposely	designed	ones)	can	potentially	be	mapped	that	way	(and	with	varying	degree	of	fidelity).	However,	if	one	were	interested	in	targeting	a	specific	chemical	system,	there	exist	several	 well-known	 strategies	 for	 developing	 a	 coarse	 grained	 model	 from	 atomistic	models,[30,194]	including	some	that	use	similar	potentials	as	those	used	here.	All	simulations	were	performed	in	a	strain	driven	framework,	beginning	with	a	fully	swollen	lattice	that	is	compressed	to	a	melt	density,	and	equilibrate	using	two	different	techniques.		ρ=.9	 is	 chosen	 as	 the	 melt	 density	 as	 similar	 densities	 are	 used	 in	 other	 particle-based	polymer	simulations.[30,83]	For	2×2×2	unit	cells	the	system	is	compressed	directly	to	the	melt	 density	 at	 a	 constant	 temperature	 T*=2	 in	 106	 time	 steps.	 For	 4×4×4	 unit	 cells	 the	system	is	compressed	in	two	stages:	a	compression	to	a	density	of	ρ=0.5	in	107	time	steps,	followed	 by	 a	 slow	 compression	 to	 ρ=0.9	 in	 5×107	 time	 steps.	 The	 compression	 follows	









	 (5.6)	where	H(σ*)	is	the	Heaviside	function,	which	is	introduced	to	ignore	negative	stresses.	We	ignore	the	negative	stresses	because	we	are	interested	in	the	total	energy	absorbed	(i.e.	total	work	done	on	the	system),	and	the	energy	“returned”	(work	done	by	the	system)	when	stress	is	negative	would	essentially	be	dissipated.	Conventionally,	the	upper	limit	of	integration	in	Eq.	5.6	should	be	α	at	fracture;	however,	since	our	model	bonds	do	not	account	for	breaking	events,	 ɑ=5	was	 chosen	 for	 convenience.	 To	 provide	 some	 calibration	 for	 the	 toughness	values	to	be	reported,	we	can	compare	the	simulated	toughness	of	~0.1GPa[217]	(calculated	for	extension	from	α=1	to	5)		for	an	atomistic	model	of	a	polyethylene	network	with	diamond	connectivity	 to	 𝛾=0.36	 for	 a	 fully	 flexible	 coarse-grained	 homopolymer	 network	 of	comparable	molecular	weight;	hence	a	unit	in	𝛾	in	our	model	would	correspond	to	~0.28GPa.		The	number	of	hairpins	in	a	network	during	deformation	is	calculated	by	first	drawing	two	vectors	from	a	central	bead	in	a	chain	to	a	bead	nvector	bonds	away	in	each	direction	along	the	chain	(see	Figure	5.3c).	If	the	angle	between	the	two	drawn	vectors	is	less	than	a	threshold	angle,	the	chain	in	question	is	labeled	a	hairpin.	We	apply	this	algorithm	over	all	possible	beads	on	all	chains,	using	nvector=	4	and	a	threshold	angle	of	60°.	Note	that	the	exact	choice	of	these	parameters	is	arbitrary	and	that	the	algorithm	does	not	discern	between	a	chain	having	one	or	two	hairpins,	although	the	occurrence	of	double	hairpin	chains	is	negligible.	For	ABA	networks,	if	the	chain	has	an	angle	within	the	threshold	angle	or	both	chain	ends	reside	in	the	same	segregated	domain	of	cross-links,	then	the	chain	is	labeled	as	a	hairpin.		Repeated	 runs	 of	 the	 same	 network	 with	 differing	 starting	 configurations	 give	 slightly	
γ = σ *
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differing	results.	As	such,	we	show	representative	plots	and	report	the	average	values	where	possible.	 Stress-strain,	 hairpin,	 and	 order	 parameter	 plots	 show	 values	 averaged	 over	~0.005-0.01α.		
5.3 Results	&	Discussion		Our	results	are	organized	into	three	groups	of	networks	with	constituent	chains	of	increasing	complexity:	(i)	ABA	chains	of	varying	composition	and	fixed	stiffness,	(ii)	ABA	chains	with	varying	stiffness,	and	(iii)	pentablock	chains	with	three	different	chemical	blocks.	5.3.1 Compositional	scan	with	constant	stiffness		




studies.[83]	The	tensile	behavior	of	all	these	networks	was	qualitatively	consistent	with	that	of	the	base	network	(i.e.,	Figure	5.1).	Figure	5.4	shows	stress-strain	curves	of	extension	in	the	direction	normal	to	the	lamellae	at	a=1	for	several	compositions.	The	stress	at	a=1	is	often	not	exactly	0	 because	 of	 residual	 stresses	 that	 anisotropic	 morphologies	 develop	 inside	 a	 cubic	simulation	cell.		We	also	note	that	the	stress	plots	shown	are	for	individual	deformation	runs	and	 hence	 significant	 sampling	 variance	 when	 runs	 are	 repeated	 with	 different	 initial	configurations.	The	trend	in	the	tensile	response	as	a	function	of	composition	is	treated	in	section	5.3.1.2.	





spontaneous	expansion	in	the	non-extended	directions,	however,	it	manifests	as	a	drop	in	the	 tensile	 force	 because	 here	 the	 total	 volume	 is	 kept	 fixed.	 Buckling	 corresponds	 to	realignment	along	the	extensional	direction	of	both	chain	orientations	and	the	lamellae	plane	normals.	Reorientation	entails	stretching	of	the	lamellae,	followed	by	lamellar	splitting	into	equal	parts,	and	finally	rearrangement	into	new,	reoriented	lamellae,	as	depicted	in	Figure	5.5.	
	





occurs	as	depicted	 in	Figure	5.6,	where	a	 two-domain	 lamella	 is	 transformed	 into	a	 four-domain	structure.	Assume	that	energy	changes	associated	with	such	a	transition	primarily	arise	 from	 changes	 in	 LJ	 interactions,	 while	 contributions	 from	 bending	 and	 bonding	interactions	are	negligible,	as	described	previously.	
	If	we	denote	nA	(nB)	as	the	number	of	A	(B)	beads	that	came	in	contact	with	B	(A)	type	beads	during	such	a	transition,	then	the	energy	change	per	unit	volume	associated	with	this	Da	will	be:	
	(5.7)	
where	uij	 can	 be	 taken	 as	 being	 proportional	 to	 the	c	 parameter;	 i.e.,	 the	 energy	 change	associated	when	A-A	and	B-B	(bead-bead)	contacts	are	exchanged	by	A-B	contacts:			(5.8)	Hence,	Eq.	5.7	becomes:	



























transitions	is	the	same	for	a	given	total	a	(regardless	of	fA),	then	the	total	toughness	g=	nteeth	×	DUtooth/V		can	be	expressed	as:	 	 (5.10)			This	 model	 assumes	 that	 the	 tensile	 response	 is	 solely	 determined	 by	 inter-block	interactions	and	hence	by	χN,	while	neglecting	chain	bending.	For	comparison	to	simulation	data,	Figure	5.7	plots	 the	calculated	 toughness	 for	deformations	 in	 the	nematic	direction,	normalized	by	the	g	for	the	50%A	case,	as	a	function	of	composition.	In	calculating	average	toughness	values,	we	omit	responses	for	extensions	orthogonal	to	the	nematic	direction	to	reduce	 the	 variability	 associated	 with	 the	 frustrated	 buckling.	 Equation	 5.10	 predicts	 a	maximum	 toughness	 at	 50%A	 and	 an	 overall	 trend	 that	 shows	 reasonable	 qualitative	agreement	with	simulation	data.	Although	chain	stiffness	also	influences	χN	and	can	lead	to	entropic	segregation,	as	a	first	approximation	our	model	neglects	the	effect	of	chain	stiffness	relative	 to	enthalpic	 contributions.	This	 can	be	 justified	by	 the	 fact	 that	 the	 toughness	of	athermal	 homopolymer	 networks	 (experiencing	 purely	 entropic	 contributions)	 with	Kbend=4.0	is	~0.4,	which	is	significantly	smaller	than	that	of	the	reference	network	(g~4.8).	If	the	simulation	data	in	Figure	5.7	were	adjusted	to	remove	the	entropic	contribution,	the	fit	would	 improve.	 The	 study	 of	 how	 entropic	 segregation	 affects	 the	 tensile	 response	 lies	beyond	the	scope	of	this	work	and	will	be	the	topic	of	future	research.		





5.3.1.3 The	Effect	of	T*	and	Deformation	Rate	on	ɣ		The	tensile	response	should	also	be	a	function	of	both	temperature	(on	account	of	its	effect	of	entropy	on	elasticity	and	that	χN∝1/T),	and	the	strain	rate	(which	sets	a	deformation	time	scale	 that	 competes	with	 the	microstructural	 relaxation	 time	 scale).	 In	 the	 supplemental	information	 (Figure	 5.19),	 it	 is	 shown	 that	 for	 the	 range	 of	 strain	 rate	 and	 temperature	tested,	 the	 stress	 response	 is	 not	 systematically	 affected	 by	 the	 strain	 rate,	 while	 the	toughness	 tends	 to	 decrease	 with	 temperature,	 likely	 through	 its	 effect	 ont	 χN	 (i.e.,	 a	reduction	of	interfacial	energy).			5.3.2 Lower	Stiffness	Networks		





the	 lamellae	 normal	 pointing	 in	 the	 [110]	 direction.	 This	 perforated	 network	 is	 seen	consistently	using	different	preparation	protocols	with	2×2×2	unit	cell	systems.	For	a	4×4×4	unit	cell	network,	two	different	types	of	partially	disordered	morphologies	were	found	in	the	undeformed	state	(see	Figure	5.8).	One	is	perforated	lamellae	with	lamella	normal	pointing	in	the	[1	-1	2]	direction,	consistent	with	the	perforated	network	from	the	smaller	system.	The	other	is	a	lamellae-like	morphology	with	connections	between	the	lamellae,	which	we	refer	to	as	the	“defective”	lamellae	network.	The	difference	in	total	energy	between	these	two	morphologies	is	small,	~0.0145kT	per	LJ	bead,	which	precludes	singling	one	of	them	out	as	being	more	stable	(on	account	of	possible	differences	in	entropy).		














reference	network.	As	outlined	in	Figure	5.10,	lamellae	first	become	stretched	and	split	along	perforations	 that	 reform	 into	 a	 structure	 similar	 to	 the	 defective	 lamellar	 morphology.	Further	 extension	 rearranges	 the	 network	 into	 untilted,	 unperforated	 lamellae.	 The	defective	lamellar	morphology	rearranges	directly	into	untilted,	unperforated	lamellae.	





lamellar	 morphology.	 As	 a	 consequence,	 the	 exact	 undeformed	 configuration,	 even	 if	partially	 disordered,	 may	 not	 be	 critical	 for	 determining	 the	 tensile	 behavior	 of	 these	systems,	since,	after	the	initial	soft	stress	response,	the	system	will	“forget”	its	initial	state.		5.3.3 Pentablocks			A	pentablock	chain	only	has	5	unique	architectures	in	this	model;	ABABA,	ABCBA,	ABACA,	ABACB,	 and	 ABABC.	We	 only	 discuss	 ABCBA	 and	 ABACA.	 ABABC	 and	 ABACB	 chains	 are	omitted	because	their	behavior	is	not	saw-tooth-like	as	the	end	blocks	are	not	the	same	type.	This	disparity	disrupts	 the	ability	 for	a	cross-link	 to	move	 into	a	new	 layer	and	maintain	phase	segregation.	ABABA	chains	act	as	extensions	of	ABA	chains	and	are	omitted.		




































ABACA	system	as	a	small	number	of	these	events	can	also	be	detected	in	the	base	network,	but	 the	 reduced	 cross-link	 layer	 spacing	 makes	 such	 events	 more	 prevalent	 in	 ABACA	networks.		






but	 it	 is	 magnified	 in	 this	 system	 as	 lamellae	 include	 both	 B	 and	 C	 layers.	 All	 these	peculiarities	 stem	 from	 the	 chain	 asymmetry	 and	 how	 they	 fold	 and	 unfold



























































	The	potentials	used	in	this	work	are	chosen	to	represent	a	generic	coarse-grained	polymer	behavior,	 closely	 following	 the	 Kremer-Grest	 model[71],	 beginning	 with	 bonding	 that	 is	modeled	by	the	standard	FENE	potential:		
	 (6.1)	
where	 the	 LJ-like	 potential	 term	 is	 cut	 off	 at	 r=rc=21/6σLJ	 to	 mimic	 excluded	 volume	interactions	and	K=	30ε/σLJ2	and	R0	=	1.5σLJ	are	the	spring	force	constant	and	maximum	bond	extension	length,	respectively.	These	widely	used	values	of	K	and	R0	describe	a	stiff	bond	whose	 equilibrium	 length	 is	 approximately	 equal	 to	 the	 bead	 diameter	 (~0.97σLJ);	 such	choices	are	not	very	influential	on	the	properties	of	interest	in	our	study.	For	non-bonded	interactions,	a	cut	and	shifted	LJ	potential	is	used	with	the	form:	
𝑈%& = 4𝜀𝜀hØ kÔ'(º q] − kÔ'(º q − kÔ'(ºÙ q] + kÔ'(ºÙ q	 (6.2)	for	r/σLJ	£	rc	(ULJ	=	0	otherwise),	where		rcAA=	rcBB=	2.5σ	(attractive	potential),	and	rcAB=	21/6σ	(repulsive	potential);	A	blocks	and	cross-links	are	taken	to	be	the	same	type.	Table	6.1	lists	


















































eij	(ε	units)	 χN	 𝑻𝐞𝐟𝐟∗ = 𝜺𝐎𝐃𝐓𝐢𝐣 𝜺𝐢𝐣⁄ 	0.25	 15	 0.725	0.50	 32	 0.362	0.75	 47	 0.242	1.0	 63	 0.181		Our	model	deviates	from	the	Kremer-Grest	model	in	that	mesogenic	behavior	is	induced	by	a	bending	potential	that	is	applied	to	all	non-cross-link	beads,	which	has	the	form:	
	 (6.3)	where	Kbend	is	a	stiffness	constant	and	ψ	is	the	angle	between	two	consecutive	bond	vectors.	For	all	our	simulations	we	use	a	constant	value	of	T*=	2.0	which	will	set	the	chain	length	of	a	 given	 polymer	 needed	 to	match	 a	 prescribed	 χN	 of	 the	model.	 It	 is	 important	 to	 note,	however,	that	since	the	way	we	prescribe	χN	is	by	simultaneously	rescaling	eij	for	all	non-bonded	LJ	 interactions,	 then	varying	χN	 is	essentially	equivalent	to	changing	the	effective	temperature	of	 the	system	𝑇{üü∗ ,	whose	value	can	be	defined	relative	to	the	order-disorder	




transition	 temperature	 (ODT)	 of	 our	 model	 network	 (i.e.,	𝑇{üü∗ = 1 	at	 the	 ODT),	 and	 is	approximately	given	by:	








is	used	because,	as	reported	in	previous	studies,	the	kinetics	of	these	networks	are	slow,	and	combined	with	the	high	energetic	barriers	associated	with	the	larger	values	of	eij	would	lead	to	 kinetically	 arrested	 states.	 Attempts	 to	 equilibrate	 systems	where	 eij=1.0	 without	 the	annealing	 cycle	 described	 resulted	 in	 kinetically	 trapped,	 disordered	 cocontinuous	morphologies.	The	cycling	methodology	allows	for	networks	with	eij=1.0	to	have	a	lamellar	morphology.	Additionally,	by	linking	the	morphologies	across	different	values	of	eij	(i.e.,	the	




extensional	direction	pressure	tensor	components,	and	the	Poisson	ratio,	respectively.	When	plotting	 σ*,	 to	 reduce	 noise,	 we	 average	 the	 instantaneous	 value	 of	 λ	 across	 the	 entire	deformation	 and	 use	 this	 as	 a	 constant	 value	 for	 λ	 in	 Eq.	 (6.5).	 To	 quantify	 the	 chain	alignment	in	the	system,	we	calculate	the	bond	order	parameter	P2,	which	is	defined	as	the	largest	eigenvalue	of	the	matrix:	𝑄hØ = ß ∑ ]𝑢ah©𝑢aØ© − #ä$]ß© 	 (6.6)	where	𝑢ah©	is	unit	vector	pointing	along	bond	n	in	the	i	direction,	N	is	the	number	of	bonds	in	the	system,	and	𝛿hØ 	is	the	kronecker	delta.	𝛾	is	calculated	using:	
	 (6.7)	where	H(σ*)	is	the	Heaviside	function,	which	is	introduced	to	ignore	negative	stresses	and	thus	 isolate	 the	 total	 energy	 absorbed	 (i.e.	 total	 work	 done	 on	 the	 system);	 the	 energy	“returned”	 (work	 done	 by	 the	 system)	 when	 stress	 is	 negative	 would	 essentially	 be	dissipated.	Conventionally,	the	upper	limit	of	integration	in	Eq.	(5.7)	should	be	α	at	fracture;	however,	since	our	model	bonds	do	not	account	for	breaking	events,	α=	5	was	chosen	for	convenience.	To	provide	some	calibration	for	the	toughness	values	to	be	reported,	we	can	compare	the	simulated	toughness	of	~0.15GPa[217]	(calculated	for	extension	from	α=1	to	5)	for	an	atomistic	model	of	a	polyethylene	network	with	diamond	connectivity	to	𝛾=0.33	for	a	 fully	 flexible	 coarse-grained	 homopolymer	 network	 of	 comparable	 molecular	 weight;	hence	a	unit	 in	𝛾	 in	our	model	would	correspond	 to	≈0.4GPa.	Repeated	runs	of	 the	same	network	with	 differing	 starting	 configurations	 give	 slightly	 different	 results.	 As	 such,	we	show	representative	plots	and	report	the	average	values	where	possible.	Stress-strain	plots	show	values	averaged	over	~0.005-0.01α.		
γ = σ *
1




6.3 RESULTS	AND	DISCUSSION		6.3.1 Role	of	Block	Immiscibility	on	Uniaxial	Deformation	of	Non-Network	BCPs		A	 first	 step	 toward	 elucidating	 the	 role	 of	 eij	 on	 tensile	 behavior	 of	 BCP	 T-LCEs	 is	 to	understand	the	uniaxial	deformation	behavior	of	uncrosslinked	BCP	chains.	The	case	of	fully	flexible	 chains	 can	 be	 studied	 by	 considering	 the	 theoretical	 changes	 in	 free	 energy	 of	 a	lamellae-forming	BCP	confined	between	two	plates	as	the	inter-plate	separation	is	varied	at	constant	 volume	 according	 to	 the	 following	 equation	 (Eq.	 (4)	 in	 Ref.	 [216]	 for	 a	 system	interacting	with	the	plates	as	if	they	were	bulk	material):		




	The	above	analysis	singles	out	network	connectivity	as	a	needed	factor	in	producing	the	saw-tooth	behavior	observed	in	BCP	T-LCE	as	depicted	in	Figure	6.1[4,149]		(with	the	other	2	factors	being	backbone	stiffness	and	BCP	segregation	as	alluded	to	in	the	Introduction).	The	BCP	 nature	 provides	 an	 energetic	 driving	 force	 that	 favors	 the	 concerted	 formation	 of	lamellar	 domains,	 but	 it	 is	 the	 network	 connectivity	 that	 provides	 the	 coupling	 between	domains	 and	 the	 strain	 field	 to	 favor	 the	 lamellae	 orientation	 perpendicular	 to	 the	deformation	direction.		




	To	 understand	 the	 irregular	 compositional	 dependence	 for	 εij≤	 0.5	 in	 Figure	 6.3,	 we	calculated	the	change	in	the	interfacial	surface	area	throughout	the	deformation.	Previously,	the	non-bonded	interactions	between	A	and	B	(i.e.,	surface	tension)	were	assumed	to	be	the	primary	contributor	to	the	stress	peak	associated	with	the	process	of	domain	formation.	As	such,	 a	 difference	 in	 the	 interfacial	 area	 as	 a	 function	 of	 fA	 would	 lead	 to	 the	 main	compositional	 dependence	 of	 𝛾.	 No	 significant	 difference	 in	 surface	 areas	 is	 observed	between	compositions	when	εij≤	0.5	(Figure	6.11	 in	the	SI),	consistent	with	Figure	6.3.	 In	contrast,	for	εij≥	0.75	a	difference	in	the	stress	peaks	is	observed	after	α≳2.5,	as	shown	in	Figure	6.4a	for	two	representative	tensile	curves	for	fA=	0.2	and	0.5,	and	εij=1.	Analysis	of	the	local	values	of	the	P2	(nematic	order	parameter)	for	the	network	bonds	shows	that	the	onset	of	fA	dependence	for	systems	with	εij	≥	0.75	correlates	with	the	observation	of	high	P2	values	(≥0.85).	These	large	P2	values	are	due	to	partial	crystallization	of	the	chains	into	a	hexagonal	lattice	(Figure	6.4c).	We	note	that	crystallization	of	LCEs	has	been	observed	experimentally	





















crystal	fraction	(Figure	6.6b)	showed	no	evidence	of	crystallization	for	ɑ<9,	where	the	crystal	fractions	after	domain	formations	(P2≈	0.05)	are	well	below	those	for	εij≥	0.75	system	(P2≈	0.2-0.3	for	whole	system).	Large	crystal	fractions	in	the	εij=	0.25	system	are	only	observed	as	 the	 network	 approaches	 its	 limiting	 extension	 (ɑ®	 10)	 when	 all	 chains	 become	hyperstretched	and	aligned.	This	minimal	tendency	to	crystallization	for	εij≤	0.5	systems	is	expected	 because	 decreasing	 εij	 implies	 larger	 “effective"	 temperature	 in	 our	 systems	 as	stated	by	Eq.	(6.4),	which	makes	the	amorphous	(melt)	state	more	resilient	to	strain-induced	ordering.								Having	 established	 that	 a	 high	 εij	 is	 crucial	 for	 the	 emergence	 of	 crystallization,	 we	address	now	the	related	question:	how	important	is	the	magnitude	of	the	interfacial	energy	(between	A	and	B	blocks)?	Namely,	would	a	“homopolymer”	network	(i.e.,	having	only	one	block	where	all	interactions	are	attractive	and	χN	=	0)	show	a	similar	tendency	to	crystallize	under	strain?	To	isolate	the	effect	of	interfacial	energy,	deformation	simulations	to	maximal	extension	 were	 performed	 for	 two	 systems:	 	 a	 DBC	 T-LCE	 (fA	 =	 0.5,	 εij=1.0)	 and	 a	“homopolymer”	system.	The	latter	is	identical	to	the	DBC	T-LCE	system	in	all	respects	(i.e.,	same	 εij,	 temperature,	 initial	 starting	 configuration,	𝑃Äj∗ ,	 and	 composition)	 except	 that	



















	For	deformations	of	crystalline	domains,	the	newly	created	interfacial	area	is	expected	to	be	proportional	 to	 the	 volume	 fraction	 of	 the	minority	 block,	 as	 illustrated	 in	 the	 idealized	model	shown	in	Figure	6.13.	Accordingly,	the	toughness	can	be	modeled	by	𝛾=	C1×min(1-










network	with	fA	=	0.5	and	εij=1.0.	This	system	was	then	isothermically	deformed	along	the	strain	direction,	while	barostating	the	fluctuations	of	box	along	the	perpendicular	directions.	A	 similar	 tensile	 experiment	 was	 conducted	 with	 a	 non-crystalline	 domain	 by	 using	 a	homopolymer	T-LCE	which	is	prepared	by	compressing	the	network	to	ρ=0.85,	followed	by	the	 same	equilibration	method	used	 for	DBC	T-LCE	where	 the	box	dimension	barostated	independently	is	the	one	with	which	chains	primarily	align.	The	calculated	Young’s	modulus	of	the	homopolymer	crystalline	network,	Y=Δσ*/Δɑ	is	327,	while	for	the	homopolymer	non-crystalline	T-LCE	is	Y~0.017.	As	expected	(and	observed	in	experiments35)	the	crystalline	domain	 requires	 much	 more	 energy	 to	 be	 deformed,	 which	 translates	 into	 a	 greater	toughness.	This	difference	explains	the	superlinear	increase	in	𝛾	when	going	from	largely	amorphous	systems	(εij≤	0.5)	to	crystallizable	systems	(εij	≥	0.75)	as	observed	in	Figure	6.3	and	in	Figure	6.12	of	the	SI.	








							The	tensile	responses	of	BCP	LCEs	under	deformations	other	than	uniaxial	extension	is	also	of	interest	for	practical	applications	like	uniaxial	compression.	If	a	system	is	compressed	in	the	direction	of	initial	lamellar	alignment	(z,	for	example),	then	the	other	two	dimensions	(x	 and	y)	would	be	undergoing	extension,	which	 could	 lead	 to	 soft	deformations	 (due	 to	goldstone	modes)	or	other	types	of	domain-transformation	deformation	behavior.	In	terms	of	molecular	design	parameter	space,	an	avenue	of	interest	would	be	the	introduction	of	non-constant	stiffness	across	the	length	of	the	chains.	While	chain	alignment	is	needed	for	the	emergence	of	the	saw-tooth	tensile	behavior,	it	is	unclear	whether	it	can	be	achieved	when	different	blocks	(along	the	main	chain	or	as	side	chains)	have	differing	backbone	stiffnesses.	This	unexplored	design	variable	can	be	leveraged	to	blend	the	entropic	elasticity	from	more	flexible	segments,	with	the	tensile	response	associated	with	by	the	saw-tooth	behavior.		














































































































assigned	to	a	group	yet	(herein	referred	to	as	an	“unmapped”	atom).	Because	〈𝜂〉	is	usually	greater	than	1,	groups	need	to	be	“grown”	to	〈𝜂〉.			To	grow	the	group	with	initial	atom	i,	gi,	 the	“batch”	of	atoms	which	can	be	added	to	gi	is	found.	A	batch	is	defined	as	all	unmapped	atoms,	j,	with	a	given	bond	separation	number	(the	minimum	number	of	bonds	separating	i	and	j,	BSij,).	For	example,	the	first	(second)	batch	is	all	unmapped	atoms	with	BSij=1(2).	Batches	are	indicated	by	the	atoms	inside	the	dashed	oval	of	 the	same	color	 in	Figure	7.3.	A	batch	 is	only	calculated	 for	“active”	groups	having	


























7.2.5 Proposing	new	mappings	for	minimizing	𝛷		Once	a	set	of	initial	mappings	to	the	desired	CG	model	have	been	found,	we	then	proceed	to	optimize	 them	 by	 introducing	 sequential	 modifications.	 This	 is	 done	 by	 “shifting”	 the	boundaries	between	two	groups:	If	an	atom	in	group	i	is	bonded	to	an	atom	in	group	j,	then	that	atom	(and	any	terminal	atoms	bonded	to	 it	 that	are	also	in	group	i)	becomes	part	of	group	j.	Once	the	change	has	been	made,	it	is	checked	that	the	topology	of	the	CG	molecule	still	matches	the	desired	one,	and	that	all	groups	are	contiguous.		






	The	use	of	scaled	units,	like	Lennard-Jones	units,	in	some	CG	models	creates	an	ambiguity	in	their	length	scale.	Because	the	bond	types	are	known	for	the	bonds	in	the	CG	molecule,	the	average	bond	length	of	each	of	these	bonds	can	be	found	from	the	trajectories	Tt	and	TAA.	Assuming	all	bond	potentials	are	roughly	harmonic	and	have	approximately	similar	 force	constants,	the	bond	scaling,	χ,	can	be	found	as:	𝜒 = ∑ â8É88∑ â8Ò8 						(7.6)	Where	ai	and	ci	are	the	average	bond	lengths	for	the	bond	of	type	i,	calculated	from	TAA	and	
Tt,	respectively.	Once	χ	is	calculated,	it	is	used	to	scale	the	coordinates	for	all	frames	in	TAA.	Once	TAA	has	been	thus	processed,	ℋCG	is	evaluated	for	each	“simulated”	frame	to	calculate	













	It	is	apparent	from	Table	7.1:	Table	of	𝛷	values	for	candidate	CS-molecules	fitting	onto	a	set	of	UA	models	of	two	different	topologies	(Top:	linear,	Bottom:	branched).	The	best	candidate	for	each	UA	model	is	highlighted	in	green.	 		 UA	Models	Candidates	 Dimethyl	ether	 Dimethyl	sulfide	 Acetonitrile	 Propene	 Propane	Dimethyl	ether	 0.115	 38.0	 129	 2.77	 2.65	Dimethyl	sulfide	 47.2	 0.138	 313	 77.7	 21.7	





Acetonitrile	 52.7	 120	 0.530	 46.9	 60.1	Propene	 4.08	 42.3	 85.7	 0.114	 3.92	Propane	 3.84	 20.9	 154	 10.5	 0.253	Dimethylamine	 0.921	 30.9	 143	 4.34	 1.70	Perfluorohexane	 611	 223	 1270	 802	 427	Hexane	 66.1	 38.1	 482	 63.0	 63.1	Ethylamine	 2.80	 27.0	 144	 5.05	 3.01	Dichloromethylene	 40.7	 4.09	 254	 64.7	 16.8		 	 UA	Models	Candidates	 Acetone	 Isobutane	 Isobutylene	 DMSO	Acetone	 1999	 14276	 5244	 63994	Isobutane	 34853	 1906	 15919	 29826	Isobutylene	 7348	 68089	 135	 50300	DMSO	 55151	 22928	 48257	 204	




between	 the	 AA	 and	UA	 force-field	 representation	 of	molecules	was	minimal,	 typical	 CG	polymer	 models	 average	 out	 more	 atomistic	 details	 as	 one	 or	 multiple	 monomers	 are	mapped	onto	single	beads,	hence	making	the	process	of	finding	the	optimal	AA	molecule	that	fits	onto	the	CG	molecule	more	challenging.	Due	to	the	larger	DOC,	we	use	the	second	form	of	𝛷	[Eq.	5.7]	which	assesses	differences	in	g(r).	As	before,	we	propose	a	group	of	candidate	molecules	(simulated	using	the	UA	model)	to	fit	onto	the	CG	models	and	calculate	𝛷	for	each	of	them.	The	two	CG	models	used	are	the	popular	MARTINI	CG	model	for	PEO,	and	a	CG	model	for	PS	which	places	the	center	of	mass	of	each	CG	bead	onto	the	backbone	carbon	connected	to	the	phenyl	ring.	This	model	for	PS	uses	tabular	potentials,	so	any	mapping	which	creates	long	bonds	between	CG	bead	will	cause	the	algorithm	to	crash.	To	circumvent	this	issue,	we	bypassed	the	automated	algorithm	and	manually	created	the	mappings	for	the	CG	PS	model,	only	using	polymer	backbone	atoms	in	the	CG	group.	This	is	done	to	focus	on	the	ability	of	our	ICG	methodology	to	pick	the	correct	candidates.	As	 shown	 in	 Table	 7.2: Table	 of	 𝛷	 values	 for	 Candidate	 polymer	 CS-molecules	 (5-mers)	fitting	onto	2	different	previously	developed	CG	models.	The	best	candidates	 for	each	CG	model	are	highlighted	in	green.	
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 ,	candidate	molecules	of	similar	chemical	structure	have	comparable	viability	to	fit	a	given	CG	model.	For	the	CG	PS	model	in	particular,	molecules	with	a	monomer	that	has	two	carbon	atoms	in	the	backbone	and	a	side	chain	all	show	similar	𝛷	scores,	while	molecules	such	as	PEO	and	PI	 fail	 to	produce	a	solution	due	to	the	high	energetic	penalties	 in	the	CG	model	associated	with	the	mismatch	of	bond	lengths.		
	7.3.3 Generic	CG	models		Having	 confirmed	 the	 validity	 of	 our	 methodology	 when	 looking	 at	 CG	 models	 having	unscaled	length	units,	we	now	examine	the	case	of	generic	CG	models	originally	developed	using	 generically	 scaled	 length	 units.	 For	 this	 purpose,	we	 test	 our	methodology	 for	 the	Kremer-Grest	(KG)	bead-spring	model	of	a	linear	10-mer	AB	diblock	copolymer	(DBC)	(5	A	beads,	5	B	beads).	This	model	has	been	shown	to	correctly	represent	the	expected	trends	in	equilibrium	and	transport	properties	of	polymeric	systems[138,186]	and	several	KG-based	variants	have	been	used	in	many	simulation	studies[149,151,152].	Three	cases	of	the	model	













































structure,	groups	involving	atoms	of	a	repeat	unit	should	only	contain	atoms	from	that	single	repeat	 unit,	 and	 the	 atoms	 of	 the	 other	 repeating	 units	 be	 grouped	 in	 the	 same	way.	 To	achieve	this,	the	algorithm	for	finding	the	initial	schemes	as	applied	to	entire	molecules	is	instead	 applied	 exclusively	 to	 the	 atoms	 inside	 one	 of	 the	 repeating	 units.	 The	 groups	returned	by	this	mapping	are	propagated	across	all	the	repeat	units.	After	the	repeating	units	have	been	mapped,	any	other	atoms	involved	in	a	compression	are	mapped.	Subsequently,	the	remainder	of	the	molecule	is	mapped.	


















𝑈Ûß = − dä$kÐÑä$qÒ] lne1 −  ºÐÑä$]f+ 4𝜀 kÔä$Ô'(º q] − kÔä$Ô'(º q + 						(7.8)	




𝑅wHH	(σLJ)	 1.5	 1.5	 1.5	𝑅whh(σLJ)	 1.5	 1.5	 2.25	𝑅wHh(σLJ)	 1.5	 1.5	 1.5	𝜎HH	 1	 1	 1	𝜎hh 	 1	 1	 1.5	𝜎Hh 	 1	 1	 1			For	non-bonded	interactions,	a	cut	and	shifted	LJ	potential	was	used	with	the	form:	




𝑟Éhh(σLJ)	 2.5σLJ	 2.5σLJ	 2.5	𝑟ÉHh(σLJ)	 2/	 2/	 1.4			For	the	Stiff	model	the	original	KG	model	is	modified	by	introducing	a	bending	potential	that	is	applied	to	all	beads,	which	has	the	form:	
	 (7.10)	where	Kbend	is	a	stiffness	constant	and	ψ	is	the	angle	between	two	consecutive	bond	vectors.	Kbend	is	4	for	the	Stiff	model	and	0	otherwise.		We	use	100	10-mer	DBC	chains	(5	A	beads,	5	B	beads)	for	every	model.	For	all	our	simulations	we	use	a	constant	value	of	T*=	1.0	using	the	Nosé-Hoover	thermostat.	To	prepare	the	systems,	the	chains	are	compressed	to	the	target	ρ	(0.85		for	Flexible	and	stiff,	0.389	for	size-asymmetric),		and	allowed	to	equilibrate	at	constant	ρ.	Afterwards,	the	system	is	run	for	an	additional	108	timesteps	to	collect	data.	Time	integration	of	the	equations	of	motion	is	performed	using	the	velocity-Verlet	algorithm	with	timestep	τ=.005.			
7.6.3.3 DPD	Model		The	DPD	model	used	in	this	study	is	similar	to	the	originally	proposed	model	[74]	where	the	force	on	a	given	atom	i	due	to	its	j	neighbors	is	modeled	by:	𝑓h = ∑ 𝐹hØIØih + 𝐹hØj + 𝐹hØÐ + 𝐹hØh 		 (7.11)	where	𝐹hØI ,	𝐹hØj ,	𝐹hØÐ ,	and	𝐹hØh 	are	the	conservative,	drag,	random,	and	bonded	forces,	respectively.	The	conservative	force	is	modeled	as:	





















𝑈ÌÍÎÍ = −𝐾 ÐÑÒ] ln 1 − k ºÐÑq] + 4𝜀 kÔÕÖº q] − kÔÕÖº q + 	 (8.1)	where	excluded	volume	 interactions	are	described	by	a	Lennard-Jones	 (LJ)	 like	potential	term,	that	is	cut	off	at	r=rc=21/6σLJ.	The	spring	constant	is	K=	30ε/σLJ2	and	the	maximum	bond	extension	 is	 R0	 =	 1.5σLJ,	 which	 describe	 a	 stiff	 bond	 whose	 equilibrium	 length	 is	approximately	 the	 bead	 diameter	 (~0.97σLJ).	 For	 non-bonded	 interactions,	 there	 are	 2	unique	 bead	 types:	 A(B)	 beads	 represent	 the	 rod(coil)	 block.	 The	 RCBCP	 chains	 are	composed	of	a	rod	block	of	5	beads,	and	a	coil	block	of	4	beads.	For	non-bonded	interactions,	a	shifted	force	LJ	potential,	is	used	of	the	form:	












8.2.2 System	preparation	and	characterization		Simulating	 the	 spontaneous	 formation	 of	 ordered	 phases	 begins	 with	 equilibrating	 the	system	for	2×106	timesteps	with	rc=21/6	for	A-A	interactions,	and	T*=T*target+0.5,	where	T*target	is	 the	 final	T*	of	 interest.	 Subsequently,	 rc	 for	 the	A-A	 interaction	 is	 set	 to	2.5σLJ,	 and	 the	system	is	linearly	cooled	to	T*target	over	2×107	timesteps.	T*	is	then	held	constant	while	the	system	equilibrates,	a	process	that	is	monitored	by	observing	the	convergence	of	Unon-bonded,	
Uangle,	and	the	components	of	the	pressure	tensor	with	time.	Once	equilibrated,	the	resulting	morphology	is	determined	by	visual	inspection	and	by	examining	the	structure	factor,	S(q),	defined	as:		


























































begin	with	rcAA=rcCC=21/6σLJ	to	make	the	chains	athermal.	As	with	RCBCP,	the	field	is	turned	on	linearly	with	respect	to	λ.	The	equation	for	ΔF1	is	now:	∆𝐹 = ∫ 𝑑𝜆 〈pääª¡ä@ª~ 〉~w 	 (8.14)	In	the	second	branch,	UAA	and	UCC	are	now	modeled	through	the	sum	of	two	potentials;	an	attractive	potential,	𝑈HH/IIâ =	UAA/CC	(rc=2σLJ),	and	a	repulsive	potential	𝑈HH/IIºjÅ =	UAA/CC	(rc=21/6σLJ).	During	this	branch	𝑈HHâ	is	turned	on	while	𝑈HHºjÅ	is	turned	off	with	increasing	
ηAA,	allowing	for	a	switch	between	the	truly	athermal	and	thermal	regimes.	The	TI	equation	is:	
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