We study the effect of domain growth on the orientation of striped phases in a Swift-Hohenberg equation. Domain growth is encoded in a step-like parameter dependence that allows stripe formation in a half plane, and suppresses patterns in the complement, while the boundary of the pattern-forming region is propagating with fixed normal velocity. We construct front solutions that leave behind stripes in the pattern-forming region that are parallel to or at a small oblique angle to the boundary. Technically, the construction of stripe formation parallel to the boundary relies on ill-posed, infinite-dimensional spatial dynamics. Stripes forming at a small oblique angle are constructed using a functional-analytic, perturbative approach. Here, the main difficulties are the presence of continuous spectrum and the fact that small oblique angles appear as a singular perturbation in a traveling-wave problem. We resolve the former difficulty using a farfield-core decomposition and Fredholm theory in weighted spaces. The singular perturbation problem is resolved using preconditioners and boot-strapping.
Introduction
We are interested in the growth of crystalline phases in macro-or mesoscopic systems, subject to directional quenching. More precisely, we are interested in systems that exhibit stable or metastable ordered states, such as stripes, or spots arranged in hexagonal lattices. Examples of such systems arise for example in di-block copolymers [12] , phase-field models [30, 1] , and other phase separative systems [9, 37, 19] , as well as in phyllotaxis [27] , and reaction diffusion systems [24, 2] . Throughout, we will focus on a paradigmatic model, the Swift-Hohenberg equation
where u = u(t, x, y) ∈ R, (x, y) ∈ R 2 , t ∈ R, subscripts denote partial derivatives, and ∆u = uxx + uyy. It is well known that for µ > 0, (1.1) possesses stable striped patterns up(kxx + kyy; k), with up(θ; k) = up(θ + 2π; k) and wave vector k = (kx, ky), k = |k| for µ > 0. The wave vector can be thought of as the lattice parameter of the crystalline phase, encoding its strain and orientation.
The particular scenario of interest here is when such a system is quenched into a pattern-forming state in a growing half plane {(x, y) | x − ct < 0}, choosing for instance µ = −µ0 sign (x − ct). The main question is then if the growth process will select an orientation or strain in the crystalline phase. Roughly speaking, our analysis establishes such a selection mechanism, for the strain, as a function of an arbitrary orientation, at least for small oblique angles.
In a moving coordinate frame ξ = x − ct, (1.1) then reads
2)
The growth process and the selection of stripes is encoded in the existence and stability of coherent structures, that is, traveling waves or time-periodic solutions to (1.2) .
Stripes parallel to the boundary in a comoving frame are of the form up(kxx; kx) = up(kx(ξ + ct); kx), hence timeperiodic. The simplest solutions enabling the creation of such stripes are therefore of the form u(ζ, τ ), τ = ωt, ζ = kxξ, ω = ckx, solving the boundary-value problem on (ζ, τ ) ∈ R 2 ,
u(ζ, τ ) − u(ζ, τ + 2π) = 0 lim ζ→∞ u(ζ, τ ) = 0 lim ζ→−∞ (u(ζ, τ ) − up(τ + ζ; kx)) = 0, (1.3) for some kx.
Obliques stripes up(kxx + kyy; k) = up(kxξ + kyy + ckxt; k) are stationary in a vertically comoving frame τ = −(kyy + ckxt). The simplest solutions enabling the creation of oblique stripes are therefore of the form u(ζ, τ ), with ζ = kxξ, τ = −(kyy + ωt), ω = ckx, and solve
2 u + µ(ζ)u − u 3 + ωu ζ = 0 u(ζ, τ ) − u(ζ, τ + 2π) = 0 lim ζ→∞ u(ζ, τ ) = 0 lim ζ→−∞ (u(ζ, τ ) − up(τ + ζ; k)) = 0, (1.4) for some kx. Note that, formally letting ky → 0, the problem (1.4) limits on (1.3). The difficulty in this limiting process is two-fold. First, the perturbation is singular in that the highest derivatives in τ vanish at ky = 0. Second, the linearization L of (1.3) at a solution u * tr ,
is not Fredholm as a closed and densely defined operator on L 2 (R × T), say, where T = R/2πZ. This can be readily seen noticing that ∂τ u * tr belongs to the kernel but does not converge to zero at infinity, such that a simple Weyl sequence construction shows that the range is not closed.
It turns out that Fredholm properties can be recovered by choosing exponentially weighted function spaces. We therefore introduce the space 6) and consider L as a closed operator on this exponentially weighted space with small weights η ∼ 0.
Definition 1.1 (Non-degenerate parallel stripe formation). We say that a solution u * tr of (1.3) is non-degenerate if the linearization L is Fredholm of index 0 in the weighted space L 2 η for all η < 0, sufficiently small, and λ = 0 is algebraically simple as an eigenvalue in these spaces. Moreover, the asymptotic periodic patterns are stable with respect to coperiodic perturbations, with a simple zero eigenvalue of the coperiodic linearization induced by translations.
We refer the reader to [33] for background and a spatial dynamics illustration motivating such non-degeneracy conditions. Note also that this choice of exponential weights allows for exponential growth of functions and is hence generally ill-suited for nonlinear analysis.
Main results. We are now in a position to state our results. Our first result is concerned with a singular perturbation in the presence of essential spectrum.
Theorem 1 (Parallel =⇒ oblique stripe formation). Suppose there exists a solution (u * tr , k * x ) of (1.3) for some fixed c > 0, µ0 > 0, forming parallel stripes. Suppose furthermore that the solution is non-degenerate as stated in Definition 1.1. Then there exists a family of solutions (utr, kx) to (1.4), depending on ky ∼ 0, sufficiently small, forming oblique stripes. At ky = 0, this family coincides with (u * tr , k * x ). The dependence of kx and of the solutions utr on ky, measured in C 0 loc (R × T), is of class C 2 . At leading order, the wavenumber satisfies the expansion
y ) with by defined in (2.29), below.
Our second result shows that the assumptions of Theorem 1 hold for µ0 > 0, sufficiently small.
Theorem 2 (Existence of parallel stripe formation). For all µ0 > 0 sufficient small and 0 < c < c * (µ0), c * (µ0) = 4 √ µ0 + O(µ0), there exists a kx(c) and solution u * tr to (1.3) that is non-degenerate in the sense of Definition 1.1.
Together, these two results establish the existence of crystallization fronts forming stripes with small oblique angle to the interface x = ct. In particular, crystallization fronts select wavenumbers transverse to the interface, depending on prescribed wavenumbers parallel to the interface. Using that k ∼ 1, one can equivalently parameterize strain in the crystalline phase as a function of grain orientation, that is, growth selects strain but not orientation in this case of near-parallel orientation; see Remark 2.8.
We expect non-degeneracy as in Definition 1.1 to hold generically for parallel stripe formation. In particular, we expect Theorem 1 to apply to parallel stripe formation at finite amplitude, µ0 not necessarily small, or in other systems exhibiting striped phases, as described above. Theorem 2, on the other hand, is intrinsically focused on small amplitudes. It seems difficult to obtain existence results of this type at finite amplitude. We expect, however, that the methods from Theorem 2 could be adapted to find solutions to (1.4), at small amplitude. We chose the alternative approach from Theorem 1 in order to illustrate the robust continuation from parallel to oblique stripes, independent of small amplitude assumptions and, to some extent, specific model problems.
Techniques. We next comment on technical aspects of the proofs of Theorems 1 and 2.
The proof of Theorem 2 pairs the somewhat classical techniques of center manifold reduction and normal forms (see [5] ) with heteroclinic matching techniques such as invariant foliations and Melnikov theory in an infinite dimensional setting. In particular, we perform a center manifold reduction in the spatial dynamical systems for ξ < 0 and ξ > 0, separately. The parallel striped front is then constructed as a heteroclinic orbit from the intersection of the unstable manifold of a periodic orbit in the ξ < 0-center manifold with the stable manifold of the origin in the ξ > 0-center manifold. Since locally the two center manifolds only intersect at the origin, we construct the heteroclinic by finding intersections of the center-unstable manifold of the periodic orbit in the ξ < 0 dynamics with the stable manifold of the origin in the ξ > 0 dynamics. We use invariant foliations to reduce the infinite-dimensional nature of the problem, allowing us to project the dynamics onto one of the center manifolds and obtain a leading order intersection. We then use Melnikov theory and transversality arguments to obtain the desired heteroclinic. Transversality of the intersection implies non-degeneracy as stated in Definition 1.1.
Traditionally, the two main difficulties in proving a result like Theorem 1 have been addressed using spatial dynamics. To address the neutral continuous spectrum induced by the asymptotic roll state, one typically uses spatial dynamics in the ζ-direction. That is one formulates the equation as an (ill-posed) dynamical system with evolutionary variable ζ and studies roll states as periodic orbits and fronts as heteroclinic orbits. Essential spectrum corresponds to the lack of hyperbolicity of periodic orbits, and is resolved by focusing on strong stable foliations.
To address the singular limit ky = 0, one might use spatial dynamics in the direction τ along the growth interface, formulating the equation as a fast-slow dynamical system in the τ -direction [33, 29] . One would then try to study bifurcations using a center-manifold reduction or the geometric methods pioneered by Fenichel [7] .
Combining these two difficulties seems beyond the scope of spatial dynamics techniques, and we therefore resort to a more direct functional-analytic approach. To overcome the singularly perturbed nature of the problem, we use an approach similar to [28] , preconditioning the problem with a constant-coefficient linear operator before applying the Implicit Function Theorem. To resolve the difficulties caused by the continuous spectrum, we use an ansatz of the form
to decompose the far-field patterns at ζ = −∞ from the "core" patterns near the interface at ζ = 0. Here, χ is a smooth, monotone function with χ ≡ 1 for ξ < −2 and χ ≡ 0 for ξ > −1. Having accounted in this way for changes in the farfield wavenumber, we may require the correction w to be exponentially localized. We then solve in exponentially localized spaces, where the linearization turns out to be Fredholm of index -1, using the free parameter kx as a variable to account for the cokernel. As a result, we obtain w and kx as functions of the remaining free parameter ky using the Implicit Function Theorem after careful preconditioning; see Section 2. Regularity in ky is obtained via a bootstrapping procedure; see Section 2.5.
Outline. We prove Theorems 1 and 2 in Section 2 and 3, respectively. We conclude with a discussion of applications, extensions, and future directions in Section 4.
Acknowledgements. 2 From parallel to oblique stripes -proof of Theorem 1
We prove Theorem 1. Section 2.1 collects and reinterprets information on the primary profile u * tr and the linearization. We then describe the functional-analytic setup, in particular the farfield-core decomposition, Section 2.2. Section 2.3 introduces the second key ingredient to the proof, a nonlinear preconditioning to set up the Implicit Function Theorem. Section 2.4 concludes the existence proof and Section 2.5 establishes differentiability in ky.
Properties of the parallel trigger and its linearization
We establish smoothness, exponential convergence, and some properties of the linearization. First, notice that u * tr solves a pseudo-elliptic equation, such that ∂τ u and ∂ Proof. We rely on the characterization of Fredholm indices using Fredholm borders; see [32, 34, 8] . Since the asymptotic state at ξ = +∞ is linearly stable, its Morse index at ξ = −∞ can be calculated through a homotopy as follows. We linearize at the asymptotic periodic pattern and find, including a spectral homotopy parameter λ,
A Floquet-Bloch ansatz u(ζ, τ ) = e i τ e νxζ w(ζ + τ ), with w(z) = w(z + 2π), yields the periodic boundary value
We are interested in spatial eigenvalues νx ∈ C, crossing the imaginary axis, that is, νx ∈ iR. In this case, Lp(νx) is Hermitian, such that for homotopies λ ≥ 0 we necessarily find νx = i and Lp(i )w = λw. Restricting to the fundamental Floquet domain Imνx ∈ [0, 1), we further conclude νx = = 0. This however is impossible for λ > 0 by the assumption of coperiodic stability, and it implies that w = u p up to scalar multiples for λ = 0, νx = = 0. Inspecting multiplicity of this spatial Floquet multiplier νx = 0, one is looking for a generalized eigenfunction w solving L p (0)u p + ωu p + Lp(0)w = 0 for w, where L p denotes the derivative with respect to νx. By the quadratic dependency on νx, this reduces to Lp(0)w = ωu p , which in turn is impossible since Lp(0) is self-adjoint. This proves that there is precisely one zero Floquet exponent for λ = 0 and no Floquet exponent crossings for λ > 0, which implies that L is Fredholm of index 0 for η < 0, small, and Fredholm of index -1 for η > 0, small. Since the eigenfunction at λ = 0 is not decaying as ξ → −∞, the kernel is trivial for η > 0.
Lemma 2.2. There are C, δ > 0, such that
as ζ0 → +∞, where χ is as in (1.7).
Proof.
We can rely on spatial dynamics; see for isntance [33] . The asymptotic periodic orbit is hyperbolic up to the neutral Floquet exponent generated by translations, as seen in Lemma 2.1. Its local stable manifold is therefore given by the union of strong stable fibers, thus implying exponential convergence. Since the spatial dynamics can be formulated in spaces of arbitrary regularity, convergence is exponential in spaces with higher derivatives, too.
Setup and farfield-core decomposition
We start setting up our fixed point argument by performing a functional analytic farfield-core decomposition. We start from (1.4),
with the appropriate boundary conditions stated there. Recall that χ is a smooth cut-off function with χ ≡ 1 for all ξ < −2 and support contained in (−∞, −1]. Our ansatz is of the form
where
η defined in (1.6), with η > 0 sufficiently small. Note that we introduced parameter dependence into the trigger front u * tr by simply scaling appropriately with kx, such that
Let us first consider the non-regularized nonlinear map. Inserting the ansatz (2.3) into (1.4), and setting
we find, suppressing τ, ζ dependence,
From this last line, we can then define the mapping
with the w-independent residual term 5) and the nonlinear term
Exponential convergence of the primary trigger u * tr from Lemma 2.2 implies that for k = k
locally well-defined nonlinear mapping from the anisotropic Sobolev space
η using the exponential convergence of u * tr to up(|k * |) and the fact that L(kx, ky)up(|k|) + f (up(|k|)) = 0. Then, since Xη can readily be seen to be a Banach algebra and up is bounded, we have that N (w; k) ∈ L 2 η as well. The existence assumption of u * tr implies that F (0, k * ) = 0. Also, we note that the linearization of F in w satisfies
which is closed and densely defined on L 2 η . We also record for later use that
It is readily observed that F is not continuous in k 
Proof. We argue as in [22, Lemma 6.3] . Namely, if one assumes that the above inner product is zero, then there exists w0 ∈ L 2 η and α ∈ R non-zero such that
We then have
tr . Since w0 is exponentially localized, and ∂ kx up ∈ L 2 −η , we have w0 − αχ∂ kx Φ(k * )) = 0 and is a generalized eigenvector of the kernel element ∂τ u * tr when considered in L 2 −η , contradicting the algebraic simplicity.
We also define the L 2 -adjoint of L for later use,
Regularization of the nonlinear mapping
To prove Theorem 1, we shall study zeros of the regularized nonlinear mapping 9) with the regularizing operator M(kx, k
The existence and boundedness of such an inverse can be obtained in L 2 by studying the associated Fourier multiplier,
noticing that the real part of the denominator has real part less than -1 for all m, . One can then extend existence to the exponentially weighted space L 2 η by the use of conjugating isomorphisms u → e ±η x u. More explicitly one obtains the inverse by first obtaining the inverse on the one-sided weighted spaces
This inverse can also be found to have the continuity properties listed in the following proposition. For ease of notation in the following we let = k 2 y , κ = kx, and κ * = k * x . Also, since they are in fact functions of = k 2 y , we re-define R(κ, ) = R(k) and N (w; κ, ) = N (w; k). Proposition 2.4. For ∼ 0, κ ∼ κ * = 0, and speed c = 0, the mappings M(κ, ) and ∂κM(κ, ) are well-defined, bounded, and norm-continuous on Xη × R 2 → Xη.
Proof.
Since we are considering M as a mapping from Xη to itself, it suffices to prove the result on L 2 η . Furthermore we prove the result for η = 0 as the result for 0 < η 1 can be obtained as discussed above. Hence,
We start by considering continuity of M. Therefore let → 0, κ → κ0. For 0 > 0, continuity is easily established using smoothness properties of the symbol. We therefore focus on the case 0 = 0, κ0 = κ * . We need to show
To estimate (I), we first define 10) where in the last line we used the fact that κ * = 0. Then
can be bounded from below by 1 + 8 + 6 m 2 + 2 m 4 up to a constant independent of . It then readily follows that the above quotient is bounded uniformly in (κ − κ * ) so that
For (II) we further decompose
For (III) we scalem = 1/3 m and define
By studying the real and imaginary parts of the product pκ * , (m, )pκ * ,0(m, ), one finds for (m, ) ∈ Ω d and d sufficiently large
with constant C d > 0, independent of . Note that here we have used the fact that κ * and c are both non-zero.
On the complement Ω c d , one bounds the denominator from below by 1 so that
A similar argument is used to bound (IV), this time with the scalingm = 2/5 m. Indeed, for (m, ) ∈ Ω d we have
Combining the bounds for (III) and (IV) we conclude that the term (II) converges to zero as (κ, ) → (κ * , 0) as desired.
We next turn to the derivative, ∂κM. First ∂κM exists in a neighborhood of (κ * , ) and has the expected Fourier multiplier
as κ → κ0, for any near 0 and κ0 near κ * . This convergence is obtained using similar estimates as in (2.10).
To prove continuity in (κ, ), we proceed in the same way as above, aiming to show 
It is readily found that
For (II) we proceed in a similar manner finding
Here we have used the fact that |
| is bounded in (m, ) and the same scaling arguments used above for continuity of M. Combining the estimates for (I) and (II), we conclude the continuity of ∂κM near (κ * , 0), thus finishing the proof of the proposition.
Remark 2.5. We note that M is readily seen to be smooth in and κ as long as > 0.
We can now conclude the continuity of F = w + M(κ, ) (w + f (u * tr )w + R(κ, ) + N (w; κ, )) in , which shall allow us to apply the Implicit Function Theorem. Corollary 2.6. For (κ, ) ∼ (κ * , 0), the mapping F : Xη × R 2 → Xη is locally well-defined in a neighborhood of (0; κ * , 0), smooth in w, C 1 in κ, and continuous in . Furthermore, the derivatives ∂wF and ∂κF are also continuous in .
Proof. We have that
We have already shown above that R(κ, ) and N (w, κ, ) are exponentially localized, taking values in L 2 η . A bootstrapping argument can then be used to obtain higher regularity of u * tr in τ and ζ. This along with the fact that Xη is a Banach algebra, implies that R and N take values in Xη. Hence we obtain that F is well-defined and smooth in w near w = 0.
Then, since ∂κΦ(k) = ∂2up(ζ + τ ; |k|) −2κ |k| 2 + ∂1up(κ * ζ/κ + τ ; |k * |) κ * κ 2 ζ, and 20) exponentially fast as ζ → 0, one can readily show that the derivatives ∂κR and ∂κN are well defined as maps (in κ and w respectively) and continuous in κ in a neighborhood of (κ * , 0). The regularity of M in κ then implies that F is C 1 in κ as well. We infer continuity of F in by combining Proposition 2.4 with the estimate
In a similar manner, we also obtain that
are continuous in .
Proof of existence of oblique stripe formation
To obtain the existence of oblique stripes we must study the linearization of the regularized mapping (2.9) with respect to (w, kx) to obtain a family of solutions nearby (w; κ, ) = (0; κ * , 0). Hence we must consider the Fredholm properties of the linearization ∂wF 0,κ * ,0 = M(κ * , 0) • L : Xη → Xη. To define an adjoint of the linearization ∂wF 0,κ * ,0 we first define a suitable adjoint for M(κ * , 0). A closed and densely defined adjoint can readily be defined for
Then, using for example [ 
Next, it is readily found that the cokernel of this operator is spanned by v * := (M ad ) −1 e * . We then have by
where all derivatives and functions are evaluated at (w, κ, ) = (0, κ * , 0).
A Fredholm bordering lemma (see for example [34, §4.2]) then gives [∂wF
Xη ×R → Xη is Fredholm with index zero, has trivial kernel, and is thus invertible. Combining this with Corollary 2.6, we apply the Implicit Function theorem to obtain a continuous family of solutions (wtr( ), κtr( )) for all sufficiently small. From this we obtain the existence of a continuous family of oblique stripes nearby the planar front u * tr ,
with wavenumber vector ktr( ) = (κtr( ), √ ).
Differentiability and leading order expansion
Having proved the existence of a continuous family of solutions (wtr( ), k tr x ( )) for near 0, we now use a formal expansion and bootstrapping procedure to prove that this family is in fact differentiable at = 0. First we set
Then, momentarily omitting M, we insert the formal ansatz
It this then readily seen thatR( κ1 + 2κ , ),Ñ ( w1 Thus we can solve, obtaining
Inserting this solution into (2.25), and dividing by 2 we then obtain an equation for the residual (w,κ),
We then notice that at = 0 this equation collapses to
because ∂2Ñ = ∂3Ñ = ∂22Ñ = ∂33Ñ = 0. This equation is affine linear in (w,κ) and we once again obtain a solution (w0,κ0) ∈ Xη by inverting the augmented operator [L, R1]. Here Rij = ∂ijR(κ * , 0) for i, j = 1, 2. Since the linearization in (w,κ) of this equation at = 0 is the same as in (2.9) we can apply the Implicit Function theorem to (2.27) just as in the previous section to obtain the existence of a continuous family of solutions (w,κ)( ) ∈ Xη × R with (w,κ)(0) = (w0,κ0).
By the uniqueness of the Implicit Function theorem result, and the fact that
we obtain that the solution family and wavenumber are differentiable in at = 0. Furthermore, the O( )-equation (2.26) can be used to obtain the leading order wavenumber correction, κ1, in . Namely, one projects (2.26) onto the cokernel of L, obtaining κ1 = − by bx , bx := R1, e * = c, by := R2, e * = −2∂
so that the selected wavenumber has the leading order expansion
This completes the proof of Theorem 1.
Remark 2.8. From this result an expansion in ky for the modulus, or total strain, of the striped pattern can readily be obtained as
3 Parallel stripe formation near onset -proof of Theorem 2
We construct an example of a planar trigger front that satisfies the hypotheses of our main result, Theorem 1. We therefore solve (1.3), arising from the Swift-Hohenberg equation through an ansatz u = u(ωt, kxζ), with ω = ckx. Our focus here is on small-amplitude solutions with small speed c. In this parameter regime, it turns out that a slightly different choice of coordinates is more convenient. Therefore, we try to find u(x, t) = W (x, x − ct), with W (x, ξ) = W (x + (2π/k), ξ), corresponding to a shear transformation from (1.3) with τ → τ + ξ and a scaling by kx.
We obtain existence through a center-manifold based approach used to construct front solutions in various settings [5, 3, 16] . In such works, fronts are studied as solutions of (ill-posed) dynamical systems with ξ as the time-like evolutionary variable, near the onset of Turing instability at µ0 = 0, making the parameter scaling
After a Fourier decomposition in x, the linearized system about the origin is found to possess infinitely many center eigenvalues for = 0. When becomes positive, all but finitely many of these eigenvalues move away from the imaginary axis with O( 1/2 ) rate, leaving a finite set of isolated eigenvalues in an O( )-neighborhood of iR. One then performs a center-manifold reduction about the eigenspace associated with these O( )-eigenvalues to obtain a finite-dimensional phase-space which organizes the dynamics. Within this finite-dimensional center-manifold, the spatial dynamics possess equilibria for µ ≡ 2 , that is, for ξ < 0, corresponding to spatially periodic solutions with wavenumber k, with explicit leading order form
Pattern-forming fronts can then be obtained by finding intersections between the center-unstable manifold of the periodic orbit in the ξ < 0-dynamics with the stable manifold of the origin in the ξ > 0-dynamics. These invariant manifolds can be foliated by fibers with base-points on the respective center-manifolds. We shall see that intersections of these invariant manifolds can be found to leading order by simply overlaying the dynamics of the center-manifolds and finding the desired intersections.
To begin we collect information about the µ ≡ ± 2 dynamics separately, with the two equations
whereμ r/l = ∓1 corresponding to x − ct ≷ 0 respectively. We use the "r/l" notation to study both equations at once when possible.
Center-manifold approach. Once again, we adapt the approach of [5] , studying solutions of the form
so that W has the Fourier decomposition W (x, ξ) = n∈Z Wn(ξ)e −inkx . By decomposing (3.1) into an infinite set of finite dimensional systems for each Wn, we are able to study spectra and perform a center-manifold reduction in each of theμ r/l phase portraits. Theμ l portrait will have a circle of equilibria which correspond to the periodic wave trains up of wavenumber k. Substituting the decomposition of u into (3.1), we obtain the equation
Then setting X = (Xn) n∈Z with Xn = (Wn, ∂ ξ Wn, ∂ 2 ξ Wn, ∂ 3 ξ Wn) T , we obtain the first-order system 
The characteristic polynomial for each M r/l n is found to be
so that M r/l n has a pair of geometrically simple and algebraically double eigenvalues at ν = i(kn ± 1) for = 0. As in [5] we let k = 1 + γ and find that for 0 < 1, all eigenvalues ν are at least O( 1/2 ) distance away from iR except for the pairs
in the n = ±1 subspaces, with corresponding eigenvectors φ r/l
± be the corresponding adjoint eigenvectors.
Following, [5] we let E0 = ∞ n=0 C 4 and Xnj be the j-th component of Xn for j = 0, ...3 and E := {X ∈ E0 | X0j ∈ R}. Furthermore, the inner product
makes E0 a complex Hilbert space, which we denote by H. We let Φ r/l ± ∈ E be the vector representation of the eigenvectors of M r/l 1
± )n = 0, n = 1, and define Ψ± in a similar way for the adjoint eigenvectors ψ±. We can then define a spectral projection P c :
with the normalization constants c
Since W−n = W n, we only need to study the center directions in the n = 1 Fourier subspace. Thus we let ν r/l ± = ν r/l 1,± for the rest of the proof. We can then apply Theorem A.1 of [5] or Theorem 6.3 of [16] to obtain a local center manifold W c r/l (0) of the system (3.3) described by the graph (w, h r/l (w)) with
where the orthogonal complement is taken in H. Note that the first cited theorem gives C 1 -smoothness while the latter gives C m -smoothness for m > 1 with sufficiently small. We note that by the construction of P 
By rescaling time ζ = ξ and applying the linear change of coordinates
can be found by finding intersections of the submanifoldsW cu l (P) andW s r (0). In more detail, general results on invariant foliations [6] give that the center-manifolds W . Furthermore, locally within the stable and unstable foliations, there exists a forward, repectively backward evolution Φ ξ of (3.3), leaving these foliations invariant in the sense that (0) (black curves). Inset depicts the strong-unstable foliation of the center manifold dynamics around the family of periodics P (represented by a point).
Next observe that in the n = 1 Fourier space, F ss r and F uu l are each real six-dimensional and hence generically have a real four-dimensional intersection near the origin. Since this is the subspace containing the center directions, we expect that the full intersection W cu r (0) ∩ W cs l (0) will be real four-dimensional as well. Using the graph descriptions of the invariant manifolds and foliations given above, this intersection is given by roots the equation
is the joint canonical embedding which is invertible on its range E s r + E u l . We then solve the complimentary equation
which we can then readily solve for w l in terms of wr. The expansion above then follows from the fact that P c = P Proof. We begin by overlaying the two versions of (3.7) and studying the non-autonomous system dq dζ = p, dp dζ
For γ = 0, an intersection ofW s r (0) withW cu l (P0) can be found in the leading order system (3.11) with (q, p) ∈ R 2 .
Indeed for any 0 < 4 −c 1, the ζ < 0 phase portrait has a real heteroclinic orbit in the family H which connects the equilibria P0 = (q0, p0) := (
, 0) T to the origin (0, 0). Since this heteroclinic spirals into the origin (as opposed to approaching it monotonically) it must intersect the tangent space T0W s r (0) ∩ R 2 near the origin, implying it must intersectW s r (0) as well. Then setting this intersection point as an initial condition for (3.11) at ζ = 0 we obtain a heteroclinic front solution (q * (ξ), p * (ξ)) which converges to the desired equilibria in forwards and backwards time. Furthermore, due to the rotation symmetry we obtain a one-parameter family of intersections ofW We now claim that this intersection is transversely unfolded inγ. That is, after appending the equation Using the transversality obtained in the above proof we can then prove genericity of the front u * . 
Proof.
This result can be obtained by viewing the front as a heteroclinic orbit in a ξ-spatial dynamics formulation. Given the extended transversality found in Theorem 3 above, and the spectral stability of the asymptotic states u ≡ 0 and up (see [23] ), one can use perturbation arguments in (see [31] or [11] for example) to observe that the invariant manifolds of the asymptotic states W cu l (up) and W s r (0) in this spatial dynamics formulation are transversely unfolded near u * in the parameter ω. Then the approach of [33] can be used, viewing u * as a "transverse transmission" defect, to conclude algebraic simplicity of the zero eigenvalue.
Combining the results of Theorem 3 and Proposition 3.3 we obtain the existence of a planar trigger front in the Swift-Hohenberg equation at onset satisfying the necessary hypotheses for Theorem 1. Hence we can conclude the existence of obliquely striped trigger fronts in (1.3) at onset.
Applications and discussion
We discuss our results with possible extensions, and mention several applications.
Summary of results. We established existence of coherent structures that create striped patterns at a small oblique angle to a quenching line, in the prototypical model of the Swift-Hohenberg equation. Technically, the result is a singular perturbation result in the presence of continuous spectrum, perturbing from coherent patternforming fronts that create stripes parallel to the quenching line. In the second part of this paper, we establish the existence of these primary pattern-forming fronts.
Extending in parameter space. Ignoring the dependence on the parameter µ, our results establish existence for speeds 0 < c < c lin and 0 < ky < ky(c). In a different direction, one could strive to establish existence for ky = 0, 0 < c < cmax(ky). As in the case of stripe formation parallel to the quenching line, one expects the maximal speed to be determined by a linear spreading speed, cmax(ky) = c lin (ky), that is, the speeds at which disturbances spread by means of pulled invasion fronts [38] when modulated in the transverse direction. It turns out that for isotropic systems, such transversely modulated invasion speeds are always slower than non-modulated invasion, c lin (ky) < c lin (0) for all ky = 0; [17, §7] . We therefore expect that, proving existence of transversely modulated invasion fronts together with a gluing result as in [14] would give existence of oblique fronts up to cmax(ky) = c lin (ky), for a rather general class of pattern-forming equations. The fact that oblique fronts exist up to a maximal speed slower than the maximal speed of parallel fronts then explains the fact that, across many experiments from reaction-diffusion settings to phase separation processes, one observes stripes parallel to the quenching line at large speeds.
For small speeds, at finite µ, wavenumber selection turns out to be quite intricate [13] , and extensions to nonzero ky appear to be difficult. Beyond small angles, ky ∼ 0, one can still attempt to construct stripe-forming fronts for small µ, using the approach from Section 3 and more generally spatial dynamics and normal forms as in [36] . We expect more intricate behavior when ky approaches the zigzag-critical wavenumber, at which point we expect kx ∼ 0. It would clearly be interesting to establish existence and non-existence of solutions globally in the space of wavenumbers kx, ky and speeds c.
Stability, modulation, and selection. Beyond existence of solutions, the next natural question would be concerned with their stability. One would expect linear stability of the waves, based on the approximation by a monotone solution in the triggered Ginzburg-Landau amplitude equation. Having established spectral stability in such a perturbative fashion, one expects nonlinear diffusive stability from results for coherent structures as in [11] . A difficulty occurs, however, when considering perturbations that are not co-periodic in the y-direction. Already linear stability of the selected stripe solution with respect to such perturbations is not evident. As demonstrated in [35] , relying on [13] , parallel stripes selected by slowly moving triggers are unstable against transverse perturbations due to a zigzag instability. The instability may however be propagating at a slower speed than the quenching, such that unstable patterns can be observed in a large region in the wake of the quenching line. Similar formation of unstable, or merely metastable patterns in the wake of the quenching line has been observed in phase separation processes; see [25] and references therein. It is worth noticing that our perturbation analysis is insensitive to these instabilities, as the main non-degeneracy assumption only relies on co-periodic stability of the periodic patterns. Other instabilities are non-resonant with the mode of propagation and therefore do not change the Fredholm index; see [15, §4] for the notion of non-resonance in this context.
On the other hand, the fact that stripe formation occurs for a family of wavenumbers ky ∼ 0 raises the question of possible interaction of wavenumbers, modulating an initial condition slowly in the transverse direction along stripeforming fronts with wavenumber ky( y). Focusing on the dynamics at the interfacial line and neglecting the farfield patterns, one then observes temporal oscillations that are slowly modulated in y and expects dynamics for the wavenumber ky given by Burgers' equation [4] . It would be interesting to understand if and how these interfacial dynamics interact with the far-field striped patterns. Beyond ky ∼ 0, one observes more complicated dynamics, such as interaction between stripes formed parallel to the interface in y > 0, say, and stripes perpendicular to the interface in y < 0, say, creating permanent grain boundaries between different stripe orientation in their wake [22, 36] .
Experiments. We briefly report on experiments exhibiting the parallel and oblique stripe formation. Considering the Swift-Hohenberg equation as a prototypical model for Turing instabilities leading to striped phases, the most relevant recent experiments have been performed using a light-sensing reaction-diffusion system, striving to illustrate the effect of domain growth on the formation of Turing patterns [24] . More specifically, the authors studied a CDIMA reaction in a gel in which high intensity light suppresses a spatial Turing instability. They found that by moving an opaque mask, which blocked the light, across the surface of the gel at different speeds, different patterns were selected. Stripes parallel to the mask boundary were observed for relatively fast mask speeds, oblique stripes were observed for moderate speeds, and stripes perpendicular to the interface were observed for slow speeds, in agreement with our predictions that oblique stripe formation is compatible only with speeds less than the maximal speed of parallel stripe formation as discussed above; see Figure 4 .1. This experimental set-up can also be viewed as a caricature of pattern formation in growing domains, where boundary conditions and growth rate can select patterns in the bulk [13, 26] .
We remark that similar qualitative behavior can be observed in our Swift-Hohenberg model (1.2) as in the aforementioned reaction-diffusion model; compare Fig. 4 .1(a) and (b).We notice that the phenomena are in agreement with our discussion, here. As we explained, we expect stripe formation with wavenumber ky to be compatible with the quenching process when c < c lin (ky). Since c lin (ky) is quite universally decreasing in ky [17] , one expects that for large speeds only small wavenumbers ky ∼ 0 nucleate at the quenching interface.
Another set of examples arise in phase-separating systems which are externally triggered into a bistable regime [24] . Copyrighted by the American Physical Society. Bottom row: Simulations of (1.2) with µ 0 = 0.5 and random initial data for increasing speeds c = 0.5, 2, 2.5 at t = 500. Simulated on the computational domain (ξ, y) ∈ [−80π, 80π] × [−8π, 8π] with periodic boundary conditions. We used an exponential time differencing scheme with dt = 0.1, and a first order spectral method in space with 2 11 and 2 8 modes in ξ and y respectively. The unstable domain where µ(ξ) > 0 was cut-off near the left boundary (not pictured here) to satisfy the boundary conditions.
from a monostable regime in a spatially-progressive manner; see for example [9, 37, 10, 21] . Depending on the speed of excitation and characteristics of the system, different orientations of stripes relative to the quenching direction can be observed. The recent work [25] has performed a theoretical classification of such phenomenon in the prototypical Allen-Cahn and Cahn-Hilliard equations posed on the plane. Of particular relevance to our work, the authors found that obliquely oriented stripes do not exist in the quenched Allen-Cahn equation for both zero and small non-zero quenching rates. Furthermore, they suggested that oblique stripes accompany planar stripes, or "vertical," stripes in the Cahn-Hilliard equation for non-zero quenching rates, but left the question of rigorous existence unanswered. Our present work, albeit in the Swift-Hohenberg context, suggests such patterns do in fact exist. Together with the construction of stripe-formation parallel to the interface in a quenched Cahn-Hilliard equation based on matched asymptotics [20] , one would hope to be able to adapt our strategy to establish the existence of such fronts forming oblique stripes. Again, the prediction of parallel only stripes at larger speeds that we predict to be quite universally valid is in agreement with the observations, here [9, 21] .
