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Abst ract - -The  normal form and modified normal form for binary redundant representations are 
defined. An improved binary algorithm to compute modular exponentiation for very large integers is 
proposed. It is shown that the proposed algorithm requires the minimum number of basic operations 
(modular multiplications) among all possible binary redundant representations. Compared to the 
binary algorithm, the proposed algorithm reduces the number of basic operations by 33%. Based on 
the proposed algorithm, a linear systolic array implementation f the RSA cryptographic system is 
presented, in which the total number of processing elements required is significantly reduced, and 
better complexity merit in terms of product of area and time of systolic implementation is achieved 
compared with a previous design based on binary algorithm. 
1. INTRODUCTION 
Modular exponentiation with large integers, M E mod N, is one of the important computational 
problems. A typical example of its applications is in implementing the RSA cryptosystem [1]. 
The objective of the RSA cryptographic system is to ensure secure communication and transfer 
of information by providing security against both eavesdropping and injection of illegitimate 
messages. For this purpose, instead of transmitting actual data, say M, the sender transmits a 
cryptogram C = M E rood N, where E and N are known publicly (public key). At the receiving 
end, the plain-text M can be extracted by carrying out another modular exponentiation of the 
cryptogram by the receiver, using a private key D, M -- C D mod N. The integer N is a product of 
two very large primes, each of which has from 250 to 500 digits. The key arithmetic operation in 
RSA is the modular exponentiation f very large integers, which needs to be carried out at a very 
high speed to transfer a reasonably sized piece of information. As is well known, RSA is potentially 
an extremely valuable cryptographic technique [1-4]. However, its major disadvantage is that fast 
implementations are notoriously difficult to construct in hardware or software. Therefore, new 
algorithms which speed up RSA implementations are of great potential value. A typical method 
of computing M E mod N is the approach of repeating modular squaring and multiplication [5]. 
Since it is based on the binary representation of the exponent E, the algorithm is referred to 
as binary algorithm, which can be described as follows. Let E = e , - i  en-2. . ,  e0 be the binary 
representation f the exponent E, where ei E {1,0}, i = 0, 1,. . . ,  n - 1. 
BINARY ALGORITHM. (computing M E mod N) 
Step 1: 
Step 2: 
Step 3: 
C :=1; 
Repeat Step 2a and Step 2b for i = n - 1, n - 2, . . . ,  1, 0; 
Step 2a: C : -  C ~ mod N; 
CM mod N, if el = 1, 
Step 2b: C := C, if ei = 0; 
Halt. C is the result. 
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The total number of basic operations (modular multiplications) of the binary algorithm depends 
on (i) the length of the binary representation f integer E, and (ii) the total number non-zero 
digits in the binary representation f E. In the case of E = 2" - 1, the binary algorithm requires 
2n basic operations and is the worst case. The factor method to compute integer exponentiation 
may require a fewer number of operations than the binary algorithm [5]. However, it needs 
factorization of very large integers. An alternative to the binary algorithm is to scan the binary 
representation f E from right to left, so that two independent computers can cooperatively 
compute the result. Theoretically, this method would double the speed of the binary algorithm 
in the worst case (E = 2" - 1). But I/O requirements between the two computers would be 
very high. The two computer units would require a transformation f partial results after each 
execution of the basic operation. Selby and Mitchell proposed asoftware implementation f RSA 
which takes advantage of the fixed value (global value) of modular N in an RSA system. The 
modular multiplication, then, can be simplified by looking-up a set of precomputed tables [6]. 
The total number of the basic operations of the software implementation is still 2n for the worst 
case ,  
To reduce the total number of basic operations required by the binary algorithm, this paper 
introduces the normal form and modified normal form of the binary redundant representations. A 
corresponding recoding procedure to convert he binary representation into the modified normal 
form of the binary redundant representation is also presented. A binary redundant algorithm is 
proposed which uses the modified normal form of the integer as its input. The proposed algorithm 
requires a minimum number of basic operations among all possible redundant representations. It 
reduces the number of basic operations by 33%, on average, compared to the binary algorithm. 
Also, a systolic array implementation for RSA, based on the binary redundant algorithm, is 
presented. 
2. AN IMPROVED BINARY ALGORITHM 
Consider computing M E mod N, where N < 2" (n > 500), and both E and M are in the 
range (0, N -  1). 
DEFINITION 1. A binary redundant representation (BRR) of an integer E, E >_ O, is a bi- 
nary radix polynomial P (E )  = b,-1 2 n-1 + b,,_~ 2 "-2 + ...  + bl 21 + bo (or written as P(E)  = 
bn-1 bn-2 "'" bo) such that the decimal value of P (E)  is equal E, where b~ ~ {0, 1,-1}, i -- 0, 
1 , . . . ,n -  1. 
In the following, i denotes -1. Unlike the binary and other integer base number systems, the 
binary redundant representation is not unique. For example, E = 101011 = 10110i = 110101. 
The following algorithm is a modification of the binary algorithm by using BRR for the expo- 
nent E, P (E )  -- bn-1 .. .  bo, as its input. 
BINARY REDUNDANT ALGORITHM.  
Step 1: C :-- 1; 
Step 2: Repeat Step 2a and Step 2b for i = n - 1,... 1,0; 
Step 2a: C := C ~ mod N; 
CM mod N, if bi = 1, 
Step 2b: C := CM -1 mod N, if hi -- i, 
C, if b~ = 0; 
Step 3: Halt. C is the answer. 
THEOREM 1. The binary redundant algorithm is correct in computing M E mod N. 
PROOF. Let P(E)  n-x = ~-~i=0 bi 2 i, bl E {1,0, i}, and rewrite it by Horner's rule as: 
P(E)  = 2 (. . .2 (2 (0 + b,~-l) + b,-2) + ' "  + bl) + b0. 
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To compute the value E, let us define the following iterative formula: 
Yn = 0, and 
Y~ = 2Y~+1 + bl, i = n -  1 , . . . ,1 ,0 .  
According to the above expression of E, we have Y0 = E. Similarly, one can define another 
iterative formula to compute M E mod N: 
C,~ = M r" = 1, and 
{ (C/+I) 2 Mmod N, if b~ = 1, 
C~ = (Ci+l) 2 mod N, if bi = 0, i = n -  1 , . . . ,1 ,0 ,  
(Ci+t) 2 M - t  mod N, if bi = i. 
By induction on the integer i, it can easily be proved that C /= M r` mod N, i = n - 1, . . .  1,0. 
So, Co = M Y° rood N = M E rood N, and this iterative loop is exactly the same as the binary 
redundant algorithm. II 
Note that the value M -1 mod N can be computed in a linear time, where the time unit is the 
time to perform a binary addition or subtraction by an improved extended GCD algorithm [7]. 
Given an integer E in the binary representation, it is possible to recode it into BKR so that the 
number of non-zero digits of the BRR is less than the number of l 's in its binary representation. 
For example, 47 = 1011111 can be recoded into a BRR form, 47 = 110000i. To compute M 47 
mod N requires 13 operations by the binary algorithm, but it requires 10 operations by the binary 
redundant algorithm. Thus, an interesting question may be raised: given an integer E, how can 
we find a BRR of E, such that the corresponding number of the basic operations executed by 
the binary redundant algorithm will be minimum? First, we introduce a special form of BRR 
called the normal form, which is unique, and has the minimum number of non-zero digits over 
all possible BRR's of the integer. 
DEFINITION 2. A BRR, P(E) , -1  ---- ~-~i=0 bi2i, bi E {1,0, i} ,n  = 0 ,1 , . . . ,n  - 1, is the norma/ 
form of the binary redundant representations (normal form in short) if and only if it satisfies the 
following condition. 
CONDITION. For every pair of successive digits of P( E), bi and bi+t (i = 0, 1 , . . . ,  n - 2), at least 
one of these two digits is zero. 
In the following, PN(E) represents the normal form of E, Wp(E)  represents the number of 
non-zero digits of P(E),  and WN(E) represents the number of non-zero digits of PN(E). 
LEMMA 1. 
(i) PN(E) is unique. 
(ii) W~v(E)= min {Wp(W)). 
all P(E)la . . . .  
PROOF. (i) Suppose that there are two normal forms for an integer E, Ply(E) = ~'~.~.--o 1 bi2 / and 
PN(E) ET--o 1 ' i  = bl 2 . Without loss of generality, suppose that bl b~, for all 0 < i < k -1  < n - l ,  
and bk ¢ b~. Consider the following two cases of bk and b~. 
Case 1. bk -- 0 and b~ - +1, or b~ = 0 and bk = -4-1. Ifbk - 0 and b~ - -4-1 (the proof 
k-1 2i k-1 I 2i for the other case is similar), then E - ~-~i=0 bl is even and E - ~'~i=o bi is odd. That is, 
k-1  / ~"~i=0 bl 2 i ~ ~'~-1 o b i 2 I, which is a cont rad ic t ion .  
Case 2. b~ = 1 and bk = -1 ,  or b~ = -1  and bk = 1. Ifb~ = 1 and bk = -1  (the proof for the 
other case is similar), then E -  )-~/k-01 bi 2 / mod 4 = 3, but E -  ~-~ik=o 1 b~ 2 / rood 4 -- 1. 
, i , {1,o,i}, that (ii) Suppose that there is another BRIq. of E, P'(E) = ~'~'~_o 1 bl 2,  bi e so 
W.~,,(E) < WN(E). Construct a new BRR of E, P"(E) = ~_,~-o 1 h" 2 i _i_ from Pt(E), accord- 
ing to the following rule. Scan P~(E) digit by digit from right to left. If there is a pattern 
b~b~_ 1 ...b~ (j > i) = l i . . - i  or i l - . .1 ,  then replace it by b~'b~_l...b~' = 00- . . ,1  or 
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b~* b~_ 1 -. .  b 7 - 0 0 . . . ,  i, respectively, else let b~' . . ,  b7 - b~ . . .  b~. After those equivalent sub- 
stitutions, we have Wp, , (E )  ~_ Wp, (E ) .  Note that the resulting BRR meets the condition of Def- 
inition 2. So, according to the uniqueness of PN(E) ,  PN(E)  ~-- P" (E ) .  Thus, WN(E)  < WN(E) ,  
which is a contradiction. II 
The following procedure is used to convert an integer E from binary representation i to normal 
form. Let E = e . -1 ,e . -2 , . . .  ,e0 be the binary representation of integer E > 0. This procedure 
takes the sequence a+l ,e . ,e . _ l , . . .  ,e0 as its input, where e .+ l  = 0 and e.  = 0, assuming n is 
even. 
PROCEDURE. NORMAL (converting integer E from binary form into normal form) 
begin 
R := false ; {R is a binary variable} 
fo r  i := 0 to  n -  I s tep  2 do case  (ei+2 ei+l ei and R)  of  
0oo 
0o0 
OOl 
001 
o10 
010 
O l l  
011 
100 
100 
101 
101 
110 
110 
111 
111 
end ; 
end .  
/~: begxn 
R:  begxn 
/~: beg in  
R:  begxn  
/~: begxn 
R: beg~a 
/~: begln 
R:  begxn 
/~: begln 
R: began 
/~: begxn 
R: began 
/~: beg~ 
R: begxn 
/~: begxn 
R: begxn 
ei+l := 0; ei := 0: R := fa l se  end ; 
ei+l := 0; ei := 1: R := fa l se  end ; 
ei+l := 0: ei := 1: R := fa l se  end  ; 
ei+l : = i ; e i  : = 0: R := false end ; 
ei+l := 1; ei := 0: R := fa l se  end ; 
ei+l : = 0 ; e i : = i : R : = t rue  end ; 
ei+l := 0; ei := i :  R := t rue  end ; 
ei+l : = 0; ei : = 0: R := t rue  end ; 
ei+l := 0; ei := 0: R := fa l se  end ; 
ei+l : = O; ei : = 1: R := fa l se  end ; 
ei+l := 0; ei := 1: R := fa l se  end ; 
ei+ 1 := i ;  e i := 0: R := t rue  end ; 
ei+l : = 1; ei : = 0: R := t rue  end ; 
ei+l : = O; ei : = 1: R : = t rue  end ; 
ei+l : = O; ei : = 1: R := t rue  end ; 
ei+l : = 0; ei : = 0: R := t rue  end ; 
The basic idea of the procedure NORMAL can be described as follows. 
(1) It  checks three digits (ei+2 ei+l ei) at a time, with one digit, ei+2, overlapped with the 
next checking. 
(2) Subst itute the last two digits (ei+l ei) according to the combination of ei+2 ei+l ei and 
state of R, such that  the normal form condition is satisfied. 
(3) It is a binary variable which indicates whether there is a "carry" propagated from the previ- 
ous substitution. For example, suppose that  the currently checked digits are ei+2 ei+l ei = 
111 or ei+2 ei+l ei = 011, and R = fa l se .  Since ei+l ei = 11 does not meet the normal 
form condition, we substitute them by ei+l ei = 0i. Since 11 = 100 - 0i,  set I~ = t rue  to 
indicate that  there is a "carry" which needs to be considered in the next checking. 
As an example, consider E = e4eze2e l  e0 = 10111. Let es = 0 and e6 = 0. 
Step (1) (i : 0) e2el e0 = 111. Substitute el e0 by ex e0 = 0i  and set R = t rue .  
Step (2) (i = 2) e4 e3 e2 = 101, R = t rue .  Substitute ez e2 by e3 e2 = i0, and set It = t rue .  
Step (3) (i = 4) e6 e5 e4 = 001 and It = t rue .  Substitute e~ e4 by e5 e4 = 10. 
Thus, we have E = 10111 = 101001. 
Since there is only one loop in the procedure NORMAL and the step increment of the loop is 
two, the total number of steps is "-~22 . Each step of the loop is to check the current three digits 
and to substitute two of them. Recall that  the exponent in both encryption and decryption of the 
RSA system is fixed. Thus, one encoding of the exponent into normal form of BRR is enough. 
Note that  the number of operations of the binary redundant algorithm depends not only on the 
number of non-zero digits, but also on the length of the BRR of integer E,  that is, Wp (E)+Lp(E) ,  
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where Lp(E) is the length of the P(E). The following example shows that the normal form does 
not always give the minimum value of Wt,(E) + Lp(E). 
EXAMPLE.  E - -  1011011 (binary number), PN(E) = 10100101. 
We have WN(E) + LN(E) = 12, where LN(E) is the length of normal form of integer E. If we 
choose P(E) = l l00i0 i ,  then Wp(E) + Lp(E) = 11. Thus, we need to modify the normal form 
so that the corresponding summation, Wp(E) + Lp(E), is minimum. 
DEFINITION 3. Suppose PN( E) = bn-1 bn- 2 "" bo is the normal form orE obtained by procedure 
NORMAL. We clef/he a modified normM form, PM(E), as follows: 
f PN(E), ifbn-1 b,-2 bn-~ ~t 10i, 
PM(E) 
11 bn-4 bn_5 . . .  bo, i fb , _ l  bn-2 bn-3 -'- lOi. 
It is easy to see that PN(E) and PM(E) have the same value for the integer E, WM(E) -- 
WN(E) and LM(E) < LN(E), where LM(E) is the length of modified normal form of E. 
LEMMA 2. For any integer E > O, WM(E) + LM(E) -- min {Wp(E) + Lp(E)}. 
all P(E)ls 
PROOF. Consider the following possible combinations of bn-x b,-2 bn-3. 
Case 1. bn-1 bn-2bn-3 = 10]. According to Definition 3, we have WM(E) = WN(E) and 
LM(E) = LN(E) - 1. Since WN(E) < Wp(E) and LN(E) < Lp(E) + 1 for any BRR of 
integer E, thus WM(E) + LM(E) <_ Wp(E) + Lp(E). 
Case 2. bn-1 b,-2 bn-3 yt 10i. Due to Definition 3, we have WM(E) -- WN(E) and LM(E) -- 
LN(E). According to procedure NORMAL, we have LN(E) < Lp(E) for any BRR of integer E. 
Thus, WM(E) + LM(E) ~ Wp(E) + Lp(E). | 
Lemma 2 asserts that the binary redundant algorithm requires the minimum number of basic 
operations in terms of all possible BRR's of the integer E, if it uses the modified normal form 
of E as its input. Table 1 compares the number of non-zero digits on average in the binary 
representation with that in the modified normal form, for integers E < 2 ~5 denoted by nl and n2, 
) respectively, where nl = ~ __  WB(2 "-a + i )  and = 
\ i=0 
WB(E) is the number of non-zero digits of its binary representation, and n is the length of 
integers. 
Table 1. Comparison between the binary and the modified normal form. 
Number of digits 
n 
10 
15 
20 
25 
Average number of 1 's 
in binary representation 
nl 
6 
8.5 
11 
13.5 
Average number of non-~ero's 
in modified normal form 
n2 
4.44 
6.11 
7.77 
9.44 
(na-n~) 
n l  
26.0% 
28.1% 
29.4% 
30.8% 
In general, we can show that the saving can be up to 33% if E is large enough. To prove it, 
we first present some more Lemmas. 
LEMMA 3. For any integer E > 0, WN(E) = ~ WN(K), f iE  = 2K, 
( WN(K) + 1, irE = 4K -4- 1. 
PROOF. Let PN(E) n-1 = ~'~i=o bi 2 i be the normal form of E. 
Case 1. If E = 2K, since E is even, b0 = 0. Let P* = ~']~-o 2 bi+l 2 i. It is clear that P* is the 
normal form of integer g = ~ and Wlv(E) "- WN(K). 
Case 2. I fE  = 4K+l ,  we have b0 ¢ 0 and bl = 0. Construct a BRR, P*, from PN(E) : P* = 
~-~7=0 ~ bi+2 2i = K. It is easy to verify that P*(K) is the normal form of integer K,K  = (6±D 4 ' 
and WN(E) = WN(K) + 1. | 
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I 1+w~(0  i fo<~<(~)2  ~ 
LEMMA 4 rot any k > 0, W~ (2 ~ + i) = W~(1) if (~) 2 ~ < i < 2 ~ 
PROOF. For k = 1, we have WN(2 + O) = 1, WN(2 + 1) = 2, and WN(2 + 2) = 1. So, the above 
equation holds for case k = 1. Suppose the equation is true through k - 1. Consider the case k. 
Case 1. If i - 0 mod 4 or i - 2 mod 4, from Lemma 3, we have 
I+WN , fo r0<~< x3/ , 
WN(2 k+i )=wg 2 k - l+  WN(½) for (-~)2 k-1 <_ ~<2 k-l ,  
f 1 + w~(i) ,  for 0 < i < (])  2 ~, 
- "( W~(i), for ( ] )  2~ < i < 2~. 
Case 2. If i -  1 mod4or  i -  3 mod4,  WN(2 k+i )  = WN(2 k+4c4-1) (for some integer 
0<c<2 ~-2-2 i f i - lmod4,or  1<c<2 k -~-2 i f i=3mod4)  
WN(2 k + i) = WN(4(2 k-2 + c) 4- 1) = 1 + WN(21:-2 + c) (according to Lemma 3) 
{ 2 + w. (~) ,  for 0 _< ~ < (~) 2 ~-~, = 1 -{- WN(C), for (]) 2 ~-~ _< c < 2 k-u, 
1 + WN(4C -4- 1), for 0 _< 4c 4- 1 < (]) 2 ~, 
: WN(4C 4- 1), for (]) 2 ~ _< 4c 4- 1 < 2 ~. | 
2 ~-~ 1 
Lz~M~ ~. For any ~ > ~, (~)  ~-~ + ~ < E,=o - WM( ~-~ + 0 < (*-~) ~- i  + ~ + ~. 
PROOF. From Lemma 4, we have 
2~-~_1 2k-~_1 2~-'~_ 1
Z (w~,(0 + w~(2~-~ + ~)) 
i:0 ~:0 i=0 
2~-~_1 
]22k-1] -  [22~-2]-{-2 Z WN(2~'-~ T i)(according to Lemma 4) 
L"  A i----0 
i=0 
= 
+ ~-~(w~(2) + w~(3)) 
__  
2~- I  2n - l  Note that --y-- < [~-J - [~-~J  _< ~ 4- 1 (n >_ 2), and WN(i) = WM(i) for any integer i. 
2 k - I  1 
Therefore, for any k > 2, (~)  2 ~-' + 4 < E,=o - W~'( 2~-' + i) < (*-~) 2 ~-1 + 3 + k. I 
Let WB(E) be the number of non-zero digits of the binary representation f integer E. We 
have the following result. 
2k- - l _ l  LzM~A 6. For ~,y k > 1, E , :0  WB(2 ~-1 + i) = 2~-1 (~) .  
PROOF. Since WB(1) = 1, WB(2) = 1, and WB(3) = 2, the above equation is true for k = 1 and 
k = 2. Suppose it is true for k < n. Consider the case of k = n: 
2- - I _1  2" - I _1  2v'-2_ 1 
w~(2 --1 + i) = 2 "-1 + ~ w~(~) = 2 "-1 + 2 ~ wB(2 "-2 + i ) -  2 "-2 
i=0 i=0 i=0 
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Combining Lemma 5 and Lemma 6, we have the following result. 
THEOREM 2. 
lim E i~° ' - I  WB(2k-' + i ) -  Ei2~o '-1 WM(2 k-1 + i) = 1 
k-*oo w.(2k-,  + i) 
. 
t 
2n 
E 
M rood N's 
J 
[-,~ e 0 
2n - 1 
t t 
t 
n-l 
M~ 1 
M2 1 
M m 1 
Figure 1. A linear systolic array for RSA based on binary algorithm. 
3. SYSTOLIC ARRAY IMPLEMENTATIONS FOR RSA 
In the RSA encryption, E and N are fixed (for decryption, use constant D instead of E) and 
M represents a message. Suppose that there are m data ({Mi}, i = 1,. . .  ,m) required to be 
calculated. In [8], a linear systolic array implementation for RSA based on a binary algorithm 
was proposed, as shown in Figure 1. It consists of 2n processing elements (PE's), and two types of 
PE's are required• Figure 2a and Figure 2b show function diagrams of the first and second types 
of PE, respectively. The odd numbered PE's (first type of PE) and even numbered PE's (second 
type of PE) axe used to compute Step 2a and Step 2b of the binary algorithm, respectively. Since, 
in the worst case, the binary algorithm needs 2n basic operations each of which can be done by 
one PE, where n is the number digits of E, a total 2n PE's are required. The whole array is 
synchronized by a common clock to compute the sequence of M F (rood N). It takes 2n clocks 
CA4~25z6-£ 
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for the first result to appear in the output after the input data rolls into the array. This time 
period is referred to as computation time (time, for short). The area of systolic array is defined 
by the total number of PE's in the systolic array. Thus, the product of time and area is O(4n2). 
A out C out 
2 
12 out := C in mod N 
A := A. out m 
A. C. 
in in 
(a) The function diagram of the first type PE. 
A out C out 
A in C in 
{ C. modN if e=0 
C := m 
[ -~ e out Cin AinmOd N if e = 1 
A := A. 
out m 
(b) The function diagram of the second type PE. 
Figure 2. Two types of PE for the systolic array of Figure 1. 
Based on the binary redundant algorithm, a linear systolic array implementation for the RSA 
can be derived, as shown in Figure 3, where ~ PE's are required in the systolic array based on 
the fact that the maximum number of basic operations of the proposed algorithm is 3tt -T, if it takes 
the normal form of BRR for the exponent E, PN(E) = b,_lbn-2. . ,  bo as its input (assuming 
n is even). The basic ideal of our design can be described as follows. Before computations, 
each pair of bi and.bi_l( i  =. n -  1 ,n -  3, . . .  ,1) of PN(E) is recoded into three ordered pairs 
, , , i and of binary digits, c h fix, a2 fl~ and ag ~, according to Table 2. Each combination of aj  
fl~ (j = 1,2, 3, j = n - 1, n - 3 , . . . ,  l) is to compute one of the operations described by the binary 
redundant algorithm shown in Table 3. These pairs (a~ and ~), then, are used to program the 
PE's as the control signals (from bottom to top). Since PN(E) is the normal form, there are only 
five possible combinations of bi and bi-1. For example, if P2v(E) = 100i, then the six pairs of 
the control signals from the bottom are (00), (01), (00), (00), (00), and (10), which are set on each 
PE as two control lines. Figure 4 shows the function diagram of the PE in systolic array shown 
in Figure 3. The new PE has the same arithmetic unit (performing modular multiplication) as 
the PE's shown in Figure 2a and Figure 2b. However, due to the two control signals and more 
data paths in the new PE, it requires a larger size of multiplexors and more latches. It is easy to 
verify that the systolic array exactly computes M E mod N for every input M, according to the 
binary redundant algorithm. In general, it takes ~ time units for the first result to appear at 
the output. Compared with the previous ystolic array implementation shown in Figure 1, the 
new design saves ~ PE's, and its product of time and area is O (g~) .  
4. CONCLUSION 
We have presented an improved binary algorithm to support the RSA cryptographic system. 
The proposed algorithm significantly reduces the number of basic operations by using the mod- 
ified normal form of binary redundant representations of integers. The overhead of software 
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E 
M mod N's 
J 
3n/2 13 3 
1 
~3 
n-I 
3 [~ a3  
-I 
MmodN M 1 1 
1 
: : : 
: : 
-I 
MmodN M I m ill 
n-I 
n-1 
i~  Ot 2 
n-I 
n-I 
Figure 3. A linear systolic array for RSA based on binary redundant algorithm. 
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Table 2. Conversion from bibi-1 's 
into ot 1 o~2 's. 
bibi-1 
O0 O0 
01 0o 
i0 o0 
0i 0o 
10 oo 
oqa~ (I) otla2 (2) otla2 (3) 
O0 
O0 
10 
O0 
O1 
11 
01 
00 
10 
00 
Table 3. Operations corresponding 
to combinations of  a and/L  
a~3 Operation 
00 C :=CCmodN 
01 C :=CMmodN 
10 U :=CM -1 modN 
11 C := C1 modN 
implementation of  the proposed algorithm for RSA is small. It needs to convert an integer E 
from binary representation i to modified normal form only once, and precompute the value M -1 
mod N for a message M. We have shown that all of these operations can be done in linear time, 
where the time unit is the time period required to compute one binary addit ion/subtract ion r 
shifting. The structure of the systolic array implementation for the proposed algorithm is similar 
to the one based on the binary algorithm. But, it saves ~ PE 's  where n is the number of digits 
of  the integer E in the RSA computation. Also, it achieves better systolic design measurement, 
in terms of the product  of area and time. 
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2 
{ CinmodN if (xa13 =00 
1~ CinBinmodN if (Xl~ =01 
~" 13 C°ut:= C .A .  modN if al3 =10 
lfl In  
(I Cin if ,-f~ = 11 
A B C A : = Ain 
in in in out 
Figure 4. The function diagram of PE for the systolic array of Figure 3. 
In this paper, we have not exhaustively explored the normal form of redundant representation 
of integers in other integer base number systems (such as base 4). The techniques described in this 
paper can also be applied to the general case. However, they involve more complex computational 
structures and probably will serve only theoretical interests. 
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