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I 
 
Resumen 
 
El control de ruido con el modelado de su fuente son necesarios para atenuar la molestia 
producida por el sonido de los compresores reciprocantes en los refrigeradores domésticos. Este 
trabajo investigativo desarrolla técnicas de modelado semifísico de base fenomenológica que 
permiten calcular y simular la dinámica de la presión sonora debida al compresor para un 
dominio regular de aire. En el enfoque fenomenológico se plantean los principios de conservación 
de masa y la ley de newton, que llevan a la ecuación de onda en tres dimensiones espaciales, junto 
con condiciones de frontera de paredes rígidas aplicadas a 6 o 5 caras de un paralelepípedo 
regular, esta última para emular las fronteras de una cámara de compresor real. En el empírico, 
se desarrolló un modelo ARX que describe la relación entre la vibración de la carcasa y la presión 
sonora a 8cm de distancia hacia la cara abierta. Los modelos obtenidos reflejan un buen ajuste 
con la dinámica y las componentes espectrales de frecuencia del fenómeno real permitiendo 
establecer las posibles estrategias de control según sus resultados. 
 
Palabras clave:  compresor reciprocante, modelado acústico, control de ruido,  refrigeración, 
identificación de fuentes de ruido 
 
 
 
II 
 
Abstract 
Noise control including source modeling are key steps for minimizing the discomfort produced by 
reciprocating compressor noise of household refrigerators. This research develop 
phenomenological-based semi-physical modeling techniques to calculate and simulate the 
dynamics of sound pressure inside a regular air volume. In the first-principles point of view, mass 
conservation principle and Newton law  are considered,  leading to 3D wave equation 
complemented with boundary conditions of five rigid walls  of a regular parallelepiped regular 
volume, representing the compressor  chamber geometry and using six rigid walls for evaluate 
the full closing effect. From the empirical point of view, an ARX model was developed to relate 
compressor shell vibration pressure with sound pressure measured 8 cm of distance far from the 
vibration transducer toward open boundary of volume.  Models obtained show good fit on 
dynamics and main spectral frequency components of real phenomena, allowing to set possible 
control strategies based on the results. 
 
 
Keywords: Reciprocating Compressor; Acoustic Modeling ; Noise Control; Refrigeration; Noise 
Source Identification 
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 Introducción 
 
Los sistemas de refrigeración aportan un porcentaje considerable al ruido percibido en un 
ambiente doméstico tranquilo. En lugares silenciosos, como oficinas o habitaciones, 
sobretodo en horario nocturno, el ruido producido por una nevera resulta bastante 
molesto. De acuerdo con esto, los consumidores de este tipo de electrodomésticos pueden 
tener el ruido como un parámetro importante a la hora tomar una decisión de compra 
entre un número reducido de opciones. 
 
En muchas partes del mundo, este tipo de electrodomésticos se comercializan sin ningún 
tipo de limitaciones respecto al ruido que generan. Específicamente en Colombia, no se 
encuentra Norma Técnica Colombiana que establezca límites del nivel sonoro para 
refrigeradores domésticos. La NTC 5182, equivalente a la norma ISO 8960:1991, sólo 
establece métodos de medición del nivel sonoro en estos dispositivos (ICONTEC, 2003). 
Sin embargo, según el estándar chino GB 19606-2004 el valor límite de ruido para 
refrigeradores y congeladores en ambientes domésticos es de 55 dBA para capacidades 
mayores a 250L y 47dBA para capacidades menores o iguales a 250L. (Tian, 2011). 
Además, allí se plantea que los estándares mencionados tienen poca evidencia científica y  
que necesitan especificar las condiciones representativas de operación y que los 
fabricantes presentan ausencia de conocimiento en el área acústica.  
 
Actualmente hay mucho trabajo en marcha para desarrollar estándares nacionales para 
medir las características del ruido en productos de consumo domestico e industrial. Entre 
algunos trabajos importantes que soportan lo anterior esta el trabajo desarrollado por 
(Sato, 2007) en el cual se evaluó subjetivamente el ruido de 24 refrigeradores diferentes 
en un ambiente real; allí se encontró que el 65% de las personas evaluadoras se sienten 
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satisfechos con un nivel de presión sonoro máximo de 38 dBA a 1 m de la fuente en la 
fase de inicio del ruido. 
 
La industria colombiana de la refrigeración ha requerido en la última década soluciones 
tecnológicas que permitan reducir el ruido de los compresores reciprocantes en los 
refrigeradores domésticos. Actualmente el Grupo de Investigación en Tecnologías 
Aplicadas (Facultad de Minas, Universidad Nacional de Colombia  Sede Medellín) tiene 
como línea de investigación el desarrollo de estrategias de control para minimizar el 
ruido generado por sistemas de refrigeración. 
 
Entonces se puede resaltar la necesidad de cuantificar y disminuir el ruido producido por 
los sistemas de refrigeración, teniendo en cuenta las implicaciones que tiene sobre las 
actividades cotidianas, y considerando las consecuencias que tiene el re-diseño de un 
producto a nivel industrial.  
 
La investigación en ésta área ha tendido a desarrollar el control de ruido ya sea desde la 
fuente, en el medio o en el receptor por separado. Sin embargo se hace necesaria la 
correcta identificación de las dinámicas de vibración y el campo acústico de la fuente 
para un posterior control de ruido efectivo (NASA, 1981). 
 
 
El control pasivo de ruido implica estrategias de control como la utilización de 
materiales absorbentes y aislantes, las barreras anti-ruido, los filtros acústicos, los 
encapsulamientos de la fuente, etc. Sin embargo, las soluciones a través del control 
pasivo resultan en su gran mayoría con dimensiones y/o pesos inaceptables para 
frecuencias por debajo de 500 Hz. El control activo es, por el contrario,  una técnica en 
tiempo real y adaptable de atenuación y eliminación de ruido en un campo sonoro y está 
orientada a bajas frecuencias (P. Cobo, 2000) Las aplicaciones de control activo (que 
vienen aumentando en las dos últimas décadas) que se han revisado no modelan la 
fuente ya que su interés es la cancelación en contrafase de una onda recibida en el medio 
(Sociedad Española de Acústica, Varios) 
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Sin embargo, el acercamiento a un modelo de la radiación acústica en un refrigerador 
permite generar información relevante de distribuciones de presión sonora para el diseño 
y ubicación de los dispositivos de control activo y/o pasivo que se requieren, sin 
necesidad de llegar hasta el costoso rediseño de los componentes mecánicos de los 
dispositivos asociados al ciclo de refrigeración. 
 
Para esta investigación se desarrolló una revisión sistemática de la literatura y se 
clasificaron los artículos encontrados según el tipo de modelado usado para la fuente 
sonora (fenomenológico o empírico o sin modelado) y según el objetivo de este modelado 
(para medición e identificación de fuentes o para uso futuro en control).  La Tabla 1 
presenta dicha clasificación. Las referencias allí mencionadas se relacionan en el 
Apéndice A. 
Tabla 1. Ubicación de las referencias según el objetivo y el tipo de modelado. 
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Algunas aplicaciones reportadas en la literatura utilizan simulaciones de software para 
modelar la fuente ((DNS, CFDANSYS-FLUENT, CFD) ((Sim, 2010);(Sipatov, 
2010);(Colonius, 2004)). Una de las patentes expone el uso de algoritmos autorregresivos 
(caja negra) sólo a modo de validación de las señales obtenidas por micrófonos 
(BENNETTS ALAN, 2003). Las aplicaciones de control activo (que viene creciendo en 
las dos últimas décadas) revisadas hasta ahora, no modelan la fuente ya que su interés es 
la cancelación en contrafase de una onda recibida en el medio ((Sociedad Española de 
Acústica, Varios)) 
Se ha desarrollado modelado fenomenológico para hacer análisis, aplicando control activo 
de ruido en aeronáutica,   y en tuberías (Afsar, 2010);(Herrmann, 2011)).   También se 
ha hecho modelamiento fenomenológico en compresores de refrigeración para caracterizar 
las dinámicas propias del dispositivo, pero no para hacer control del ruido.; Negrão, 
2011). Algunas aplicaciones reportadas utilizan elementos simulaciones en software 
basado en elementos finitos, para modelar la fuente de ruido. ((Sim, 2010);(Sipatov, 
2010);(Colonius, 2004)) 
En (Brentner, 2003) se utilizan algoritmos de correlación para los modos de frecuencia 
como indicadores de validación de modelos de fuentes sonoras. Se encontró que los 
indicadores principales de atenuación de ruido son los gráficos comparativos de espectros 
de potencia y presión sonora. (Farinholt, 2001). 
 
En  (Redel, 2010) se trabajó en la evaluación cuantitativa de la calidad del sonido en 
automóviles. La aplicación de la técnica ASQ (Airborne Source Quantificacion), con 
inversión de matrices de transferencia, en conjunto con la substitución de las fuentes en 
monopolos (división geométrica y funcional de la fuente), permite identificar fuentes 
sonoras para la síntesis de sonido y a bajo coste computacional; sin embargo, esta 
técnica necesita que el número de fuentes sea muy inferior al número de sensores de 
sonido para obtener una resolución óptima y solo aplica  para sonidos en una banda de 
frecuencias entre 800 y 2000Hz. 
Los compresores de pistón rodantes se modelan según procesos isoentrópicos de 
expansión y compresión. Los mofles, sin embargo, generan una eficiencia volumétrica 
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pobre al tiempo que incrementan la contrapresión. La dificultad del modelado de este 
tipo de compresores recae en la estimación del fenómeno de pulsaciones en el refrigerante 
debido a ondas planares acústicas producidas en el puerto de descarga y a la 
periodicidad e inestabilidad de los procesos de succión y descarga. (Prater, 2002) 
desarrolló un programa de simulación de este tipo de compresores, abarcando modelado 
fenomenológico que considera: la tasa de flujo volumétrico (cinemática), la presión y la 
temperatura en la cámara de compresión bajo suposición de proceso politrópico 
(termodinámica), la dinámica de la válvula (como sistema mecánico masa-resorte). Se 
utiliza un modelo de redes de dos puertos para modelar el fenómeno acústico, 
describiendo la relación entre las presiones acústicas y las velocidades del volumen 
comprimido. Se plantea mejorar el programa desarrollado utilizando técnicas de 
inversión para optimizar los valores de parámetros obtenidos en los modelos. 
(Farinholt, 2001) presenta un análisis modal y con base en impedancias para controlar, 
usando LQR, la atenuación del ruido acústico en compartimientos cónicos emplazados en 
cohetes. La atenuación que se logra ante una señal de excitación de 140dB alcanza el 
38.5%, usando menos de 16W para los actuadores. 
(Ravaud, 2009) desarrolla un modelo no lineal del altavoz que incluye parámetros (como 
la impedancia y la rigidez de la membrana) que dependen de la corriente y varían en el 
tiempo. (Azadi, 2011) diseña un control activo de ruido basado en redes neuronales y 
lógica difusa en un cerramiento rectangular. Sin embargo, el sistema allí analizado emula 
la fuente con un altavoz no lineal, modelado según lo establecido en Ravaud,2009, cuya 
variable de salida es la posición en la membrana del altavoz y no representa una fuente 
radial de vibración como lo es el compresor. 
 
El modelado en compresores reciprocantes sellados herméticamente, se ha trabajado en 
las últimas dos décadas. (Craun, 1994) construye un modelo tipo MISO (múltiple 
entrada única salida) para identificar y clasificar los caminos de transmisión de sonido 
dentro del compresor con el objetivo de proporcionar sugerencias para el rediseño de 
compresores. Allí realiza el análisis con un compresor usado en sistemas de aire 
acondicionado de características diferentes a los analizados dentro de la presente Tesis 
(diferentes refrigerante, capacidad, EER, alimentación eléctrica, dimensiones, nivel de 
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presión sonora de operación aproximado). Además para el estudio de su sonido, el 
compresor no se encuentra confinado en ningún volumen. 
En esta tesis el autor analizó la contribución de los diferentes elementos al interior del 
compresor, a través del uso de transductores de presión y fuerza recolectando datos 
espectrales del compresor en operación para construir el modelo MISO. Luego, se usa el 
modelo para establecer cuál de las fuentes influye más en el campo sonoro lejano, sin 
tener que desconectarlas físicamente.  
Concluye que los armónicos dominantes para las medidas de campo cercano y lejano, por 
fuera del compresor varían según su dirección (lado largo, lado corto y superior del 
dispositivo).  Al igual que en trabajos realizados para la presente tesis, el sonido 
capturado en la cara del compresor hacia la que se dirige el movimiento de los cilindros-
pistón contiene frecuencias dominantes cercanas a la frecuencia de dicho movimiento. 
También  concluye que el sonido de baja frecuencia (por debajo de 800Hz) en el campo 
cercano es causado por la dinámica de la presión. Por encima de esta frecuencias, el 
sonido se relaciona mayormente con la dinámica de los resortes de suspensión. Los 
resortes laterales contribuyen más que el superior al sonido en campo lejano. Incluso se 
valida, por inspección en el espectro de las señales de los micrófonos externos, que el lado 
largo del compresor (donde se encuentran los resortes de suspensión) irradia mayor 
sonido al campo lejano que el lado superior. Esto se muestra a través de la comparación 
de los armónicos dominantes de cada señal. Recomienda que los esfuerzos de reducción 
del ruido se concentren en modificaciones de los sistemas de suspensión. Además 
proponen la verificación experimental de los resultados ya que las conclusiones se 
extrajeron del análisis espectral. 
 
En (Erol, 2000) se presenta un enfoque de experimentación acústica de las dinámicas de 
un compresor reciprocante. Dada la necesidad de identificar y caracterizarlas vibraciones 
de la carcasa, principal componente entre las fuentes de ruido acústico y el receptor 
(oído humano), se aplican allí tres técnicas de medición: excitación de impacto con 
análisis modal, medida de nivel de presión sonora y de intensidad acústica. El analizador 
de frecuencia de doble canal se utilizó para implementar las dos últimas técnicas, 
detectando como bandas de frecuencias  en la carcasa del compresor, 2.8 a 3.5kHz y 
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mayor a 4.5kHz. Según análisis de mediciones de SPL, la principal fuente de ruido es la 
parte baja de la carcasa, con frecuencias dominantes de 800 y 3150Hz. Menciona que se 
requiere una consecución de piezas de información de diferentes experimentos con miras 
a lograr enfocarse en datos. Es importante mencionar que este trabajo no desarrolla 
mediciones en estado transitorio del ciclo de refrigeración. 
(Negrao, 2011) trabaja con un enfoque termodinámico donde se desarrollan modelos 
semi-empíricos que predicen el comportamiento de la tasa de flujo másico y la potencia 
del compresor, basándose en correlaciones lineales de pruebas calorimétricas. Mediante 
termocuplas y transductores de presión absoluta, se realizan las pruebas que permiten 
establecer los coeficientes tipo intercepto-pendiente en la relación de tasa de flujo másico 
real a ideal como función lineal de la relación de compresión   
  
      Aunque el modelo 
hallado tiene buen comportamiento en las validaciones con 21 compresores, los 
porcentajes de desviación entre las señales medidas y estimadas, tanto para la estimación 
de tasa de flujo másico como de potencia del compresor están alrededor del 12%. 
 
Es importante destacar que la identificación empírica de fuentes sonoras para uso en 
control de ruido, aparece en memorias de conferencia y revistas que no reportan factor 
de impacto en la web. (Fuente: Journal Citation Report®). Aunque se reportan 4 fuentes 
para este tema, esta cantidad es muy pequeña comparada con la cantidad de referencias 
en otros tipos de modelado, específicamente modelado fenomenológico para medición e 
identificación de fuentes sin objetivo de control declarado (27) y el control activo sin 
modelado de las fuentes (42). El rango cronológico de las 4 fuentes (1994 a 2011) revela 
la importancia actual y la necesidad de investigación fenomenológica en este campo. 
 
DEFINICIÓN DEL PROBLEMA 
El modelo acústico de compresores reciprocantes se ha enfocado en identificar los 
caminos de transmisión de sonido al interior de la carcasa del dispositivo y no aquella 
distribución espacial de la radiación en campo cercano por fuera de la carcasa.  Además 
no se encuentran casos donde se analice el compresor con un confinamiento parcial (una 
cara abierta) o total (las seis caras abiertas). (Craun, M. A.1994), (Erol, 2000). 
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El modelado termodinámico de compresores reciprocantes no presenta relacionamiento 
con la emisión de ruido acústico (Negrao, et. al.,2011). 
 
OBJETIVOS 
El propósito general de este trabajo es obtener un modelo de la radiación acústica 
generada por un  compresor utilizado en refrigeración ubicado en un espacio cerrado, a 
través del logro de los siguientes objetivos específicos: 
1) Desarrollar una estimación inicial del modelo fenomenológico y/o empírico que 
relacione las dinámicas físicas implicadas, en el dominio del tiempo y la frecuencia. 
2) Simular la respuesta del modelo encontrado ante excitaciones con componentes de 
frecuencia representativos del compresor. 
3) Validar el modelo con un sistema (compresor-confinamiento) real. 
4) Describir la sensibilidad del modelo ante cambios en sus parámetros en el software de 
simulación escogido. 
 
El proyecto desarrolla una aproximación fenomenológica que permite extraer 
conclusiones sobre la propagación en espacios confinados y semiconfinados. Sin embargo, 
también abarcó modelos empíricos cuyo desarrollo afianza el análisis frecuencial y 
temporal de las variables acústicas de entrada y salida y que reflejara directamente las 
dinámicas obtenidas desde la experimentación para dichas variables.  
 
En el capítulo 1 se presentan los fundamentos teóricos y técnicos que permiten abarcar 
los fenómenos y técnicas de modelamiento dentro del campo de la refrigeración y la 
ingeniería acústica. Por su parte, el capítulo 2 presenta los resultados experimentales que 
permitieron identificar y caracterizar las fuentes de ruido de un refrigerador doméstico 
de manera general. 
El capítulo 3 expone el desarrollo de un modelo matemático de la radiación acústica del 
compresor en un espacio confinado, a través de técnicas de modelado fenomenológica y 
empírica. El capítulo 4 presenta la validación de dicho modelo con los resultados 
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experimentales utilizando análisis comparativo de espectros de magnitud de las señales 
estimadas y medidas. 
El capítulo 5 expone las estrategias de control propuestas a raíz de los resultados del 
modelado y finalmente el capítulo 6 presenta las conclusiones y recomendaciones del 
trabajo investigativo. 
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1 Fundamentación para la radiación  sonora 
en el compresor 
 
En este capítulo se presentan los conceptos relacionados con refrigeración y 
fenomenología acústica, necesarios para el desarrollo y comprensión del trabajo de 
investigación. 
 
1.1 SISTEMAS DE REFRIGERACIÓN  
 
La función de un dispositivo de refrigeración es intercambiar calor con los alimentos, 
sustancias u objetos que se encuentren dentro de los compartimientos internos del 
equipo, de tal modo que dichos elementos conserven su poder nutritivo por cierto 
tiempo.  
 
Los refrigeradores convencionales se componen de dos compartimientos donde se guardan 
los alimentos: el conservador y el congelador. En general, el rango de temperatura al que 
permanece el congelador es de menor valor al rango de temperatura que posee el 
volumen del conservador. 
 
El ciclo de refrigeración se compone de aquellos procesos termodinámicos que hacen 
posible el intercambio de calor en los compartimentos del refrigerador. Los procesos son 
los siguientes: 
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1. Compresión: Consiste en aumentarle presión al fluido refrigerante, aumentándole 
también su temperatura. Este proceso es llevado a cabo por el compresor. Ver camino 
1 a 2 en el  diagrama TS del ciclo de refrigeración (Figura 2-1). 
 
2. Condensación: Allí el refrigerante pierde calor cambiando de fase gaseosa a líquida. 
Este proceso lo lleva a cabo el condensador (también llamado serpentín, debido a su 
forma física). Ver caminos 2 a 3 y 3 a 4  en el  diagrama TS del ciclo de refrigeración 
(Figura 2-1). 
 
3. Estrangulamiento-Expansión: En este proceso, el líquido pasa a través de un 
tubo capilar (tubo con área mucho más pequeña que aquella del condensador), 
convirtiéndose en líquido + vapor. Ver camino 4 a 5 en el diagrama TS del ciclo de 
refrigeración (Figura 1-1). 
 
4. Evaporación: Allí se convierte el refrigerante en líquido+vapor y se vuelve todo 
vapor a través del evaporador (ubicado generalmente en el compartimiento 
congelador). 
 
Figura 1-1. Diagrama TS del ciclo de refrigeración 
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A continuación se realiza un detalle de cada uno de los procesos en el ciclo. 
 
PROCESO DE COMPRESIÓN 
Aumentar la presión al vapor refrigerante, implica la realización de trabajo mecánico. En 
los compresores reciprocantes, este trabajo es realizado por un pistón cuyo movimiento 
se produce a través de un motor de corriente alterna conectado a la red eléctrica. El 
fluido ingresa al compresor en el puerto de succión, es comprimido en el cilindro pistón 
sobre una membrana o lengüeta y sale del dispositivo por el puerto de descarga. El 
encendido del motor es regulado por un conjunto de relés, que son actuadores del 
sistema de control de temperatura del refrigerador. Así, cuando se detecta una falta de 
refrigeración (alta temperatura) en el congelador o el conservador, el sistema de control 
activa los relés para el encendido del compresor y la activación del ciclo. La Figura 1-3 
muestra el interior de un compresor reciprocante. Este proceso será detallado en 
secciones posteriores, por ser la fuente acústica de mayor importancia para los objetivos 
de la tesis. 
 
Figura 1-2. Configuración de tubos del compresor tipo TH. 
(Cortesía de Tecumseh ®. Disponible en: www.tecumseh.com ) 
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Figura 1-3. Interior del compresor reciprocante analizado. 
 
 
PROCESO DE CONDENSACIÓN 
 
Luego de que el vapor se encuentra con alta presión y temperatura se pasa por una serie 
de tuberías cuyo objetivo es disipar calor del refrigerante. El diseño de esta tubería 
pretende abarcar la mayor área posible para disipar mayor cantidad de energía térmica. 
Frecuentemente la serie de tuberías tienen forma de S y por esto popularmente se le  
llama serpentín. También se le añaden tuberías rígidas verticales unidas al tubo 
serpentín, llamadas aletas de disipación, que aumentan aun más el área para la 
transferencia de calor. Al interior del condensador, el fluido que se encontraba en estado 
de vapor sobrecalentado, inicialmente pasa al estado de vapor y pasa al estado líquido al 
perder más calor. Este fenómeno no se produce uniformemente a través de toda la 
tubería, ni finaliza exactamente en su salida. En la Figura 1-4, se muestra el 
condensador de una nevera convencional. 
 
14 
 
Figura 1-4. Condensador de un refrigerador convencional. 
 
 
PROCESO FILTRADO, ESTRANGULAMIENTO Y EXPANSIÓN 
 
Usualmente antes de iniciar el estrangulamiento de la tubería y la expansión posterior de 
la misma, se pasa el fluido por un filtro secador. Como su nombre lo indica este es un 
dispositivo que cumple dos funciones. Filtrar o detener cualquier impureza que se haya 
introducido al sistema con el fin de evitar que el tubo capilar o restrictor sea obstruido 
de ahí que su posición deba ser antes del restrictor, para cumplir esta función el filtro 
está provisto de una malla a la entrada en forma cilíndrica y otra malla a la salida en 
forma circular como se puede observar en la Figura 1-5. 
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Figura 1-5. Esquema de un filtro deshidratador  
(Fuente: http://www.emagister.com/curso-refrigeracion-domestica-manual-tecnico/filtro-secador-funcion-sistema-refrigeracion) 
 
La otra función es la de remover la humedad del sistema de refrigeración, su posición 
que es en la línea líquida o sea enseguida del condensador hace que el material desecante 
actúe rápidamente absorbiendo la humedad que se haya quedado dentro del sistema 
siempre y cuando la cantidad de humedad no sea superior a la que esta sustancia sea 
capaz de absorber. La sustancia más utilizada para la remoción de humedad en un 
sistema de refrigeración doméstica es la "Sílica-gel" material que generalmente se 
encuentra en forma granulada. Este material cumple con las propiedades requeridas para 
un buen desecante que son: 
 
1- Reducir el contenido de humedad del refrigerante 
2- Actuar rápidamente para reducir la humedad en un paso de refrigerante a través de la 
unidad de secado. 
3- Soportar aumentos de temperatura hasta de 70ºC sin que se altere su eficiencia. 
4- Ser inerte químicamente al aceite. 
5- Permanecer insoluble, no debe disolverse con ningún líquido. 
6- Permanecer en su condición sólida original. 
7- Permitir el flujo uniforme del refrigerante a través de los gránulos, bolitas o bloque 
con una baja restricción o caída de presión del refrigerante. 
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TUBO CAPILAR (DISPOSITIVO DE ESTRANGULAMIENTO-EXPANSIÓN) 
 
Es el caso más sencillo de dispositivo de estrangulamiento-expansión, pues consiste 
únicamente en un tubo de pequeño diámetro (generalmente de cobre), que actúa 
reteniendo el flujo de líquido refrigerante; la expansión se realiza a su salida al conectarlo 
al tubo que va hacia el evaporador. 
Este estrechamiento añade una pérdida de carga tal en ese punto del circuito de 
refrigeración que, antes de él, la descarga del compresor crea una alta presión y, a su 
salida, la aspiración determina la baja presión. La pérdida de carga que origina el capilar 
en este punto se define en función de la longitud del mismo, y corresponderá a la caída 
de presión del sistema entre el condensador y el evaporador. 
En la Figura 1-6, se muestran los elementos que componen el proceso de deshidratación, 
estrangulamiento y expansión. Así como se muestra en la fotografía, frecuentemente el 
tubo capilar se introduce dentro de un tubo de mayor diámetro que proviene del 
evaporador, con el objetivo de intercambiar calor con el fluido que baja del evaporador 
de tal forma que se aumente el calor transferido. A estos tubos concéntricos se les llama 
en conjunto intercambiador de calor. El capilar llega hasta el evaporador a través del 
intercambiador de calor y allí se transforma en un tubo de mayor diámetro. 
 
PROCESO DE EVAPORACIÓN 
 
Cuando el fluido se expande a la salida del tubo capilar, el fluido va ganando calor 
(energía térmica entregada por el volumen de aire del congelador que a su vez gana calor 
de los alimentos o elementos que se encuentran en su interior). La tubería está diseñada 
como un serpentín repujado en la superficie del compartimiento, de tal modo que el 
fluido gane calor en la mayor parte de dicha área. Debido a la transferencia térmica, el 
fluido va cambiando su estado de líquido a gaseoso y sale como vapor por el 
intercambiador; allí gana más calor mientras se acerca al puerto de succión del 
compresor, lugar donde reinicia el ciclo de refrigeración. En la Figura 1-7 se observa el 
evaporador y parte del tubo intercambiador de calor. 
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Figura 1-6. Elementos del proceso de deshidratación, estrangulamiento y expansión. 
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Figura 1-7.  Evaporador de un refrigerador convencional. 
 
1.2  FUNDAMENTOS DE LA ACÚSTICA 
 
La radiación acústica dentro de la cámara del compresor hace parte de un fenómeno de 
propagación de ondas sonoras en un medio gaseoso. En la sección 2.2.1 se describen los 
conceptos más importantes sobre la propagación en gases y en la sección 2.2.2 se 
describen las características relevantes de la propagación del ruido del compresor dentro 
de la cámara del compresor. 
Las características cualitativas más importantes sobre la propagación del sonido se 
pueden observar en experiencias de la vida cotidiana. Al poner atención a eventos 
repetitivos de corta duración (como por ejemplo un niño que hace rebotar una pelota 
contra el piso, los golpes de un martillo en una construcción, etc.), se puede notar 
fácilmente que entre la percepción visual y la llegada de la señal acústica existe una 
diferencia o corrimiento temporal, la cual es mayor a medida que se aumenta la distancia 
fuente  observador. Si no se considera que: 
 El sonido se atenúa con la distancia a la fuente 
 Las fuentes sonoras pueden tener un comportamiento direccional y 
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 Se pueden producir ecos debido a grandes reflectores (ej. Paredes de edificios), o 
de manera más general, si no se considera el ambiente acústico (características del 
terreno, árboles, arbustos, etc), 
Entonces se puede establecer que la única diferencia para distintos puntos de 
observación es que a ellos les corresponden diferentes tiempos de retraso, las señales 
sonoras se oyen igual en cada punto de observación, es decir, tienen la misma 
composición espectral. La forma de onda de un campo sonoro (en gases) en principio no 
cambia durante su propagación. Como las componentes de la señal no se propagan a 
distintas velocidades, se dice que la propagación es no dispersiva.  A diferencia de la 
propagación en gases, la propagación de ondas de flexión en barras o placas es 
dispersiva. No es en absoluto, algo obvio, que los campos sonoros o de vibraciones no 
cambien su forma de onda a medida que se propagan. La propagación no dispersiva del 
sonido en el aire no solo es importante desde el punto de vista físico; si a diferentes 
distancias de una fuente se percibiera el sonido con distinta composición espectral, la 
comunicación hablada se haría casi imposible.  (Möser & Barros, 2009) 
El sonido consiste en variaciones muy pequeñas de presión  , de densidad   y de 
temperatura   en gases, las cuales se propagan en forma de onda con velocidad  . En el 
caso de tonos puros, las ondas tienen una longitud de onda       . Los cambios 
extremadamente rápidos involucrados en el sonido ocurren sin transferencia de calor, las 
tres magnitudes cumplen, además de la ley de Boyle  Mariotte, la ecuación de estado 
adiabático. A partir de dicha ecuación se obtiene: 
 
  
 
 
  
 
 
  
        1.1 
La ecuación de estado adiabático para magnitudes acústicas es: 
  
 
  
       1.2 
 Donde   es la velocidad de propagación del sonido, la que corresponde a: 
   
  
    
          1.3 
 y depende sólo del medio (tipo de gas) y de la temperatura. El movimiento local de las 
partículas debido a los cambios de densidad es caracterizado mediante la velocidad de 
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partículas  . Para ondas planas progresivas (en medios de propagación sin reflexión) el 
cociente entre presión y velocidad   permanece constante 
               1.4 
La constante     se denomina impedancia de ondas o impedancia característica del 
medio. Las ondas estacionarias están formadas por dos ondas progresivas de igual 
amplitud viajando en direcciones opuestas. Estas se producen mediante reflexión o 
combinando puentes. Si la reflexión no es total, el campo sonoro está compuesto por una 
parte progresiva (activa) y una parte estacionaria (reactiva). 
Si la energía sonora está contenida en un volumen de gas sin pérdidas se producen 
resonancias. Estas se pueden explicar por el principio de superposición constructiva 
(suma en fase). 
Durante la propagación del sonido se transporta la energía media almacenada, la cual se 
compone de energía cinética (de movimiento) y potencial (de compresión). El transporte 
de energía sonora se describe mediante la intensidad      , que corresponde al 
cociente entre la potencia   que atraviesa una superficie S y dicha superficie. Como se 
puede demostrar, la intensidad consiste en el producto entre presión sonora y velocidad 
de partícula 
            1.5 
Las mediciones de potencia, al igual que en el procedimiento de medición de intensidad, 
se pueden realizar obteniendo la velocidad   con ayuda de un par de micrófonos. Otra 
posibilidad es realizar la medición en campo lejano y en condiciones de campo libre, pues 
en ese caso la intensidad se puede obtener directamente de la presión. 
En (Möser & Barros, 2009) se encuentra une explicación más detalladas de las variables 
y ecuaciones expuestas en esta sección. 
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1.3 TÉCNICAS DE MODELADO 
 
La modelado consiste en generar una representación de un proceso o sistema real que 
pueda reflejar un comportamiento de interés de la mejor manera posible.  
Las técnicas de modelado de un sistema dinámico se pueden agrupar en tres tipos. A) el 
modelado caja blanca en donde la estructura y los parámetros son extraídos puramente 
de leyes físicas; B) El modelado caja negra en donde toda la información para simular o 
predecir una variable del proceso debo extraerla de datos medidos; también se le llama 
identificación de sistemas y c) Cuando conozco información de ambas partes, esto es, 
conozco algunas leyes físicas que me pueden proporcionar una estructura matemática, 
pero todos o algunos de los parámetros debo determinarlos con datos medidos. 
En la sección 1.3.1 se explican las bases de cada uno de los tipos de modelado y su 
aplicación en la acústica. 
 
1.3.1 MODELADO FENOMENOLÓGICO E IDENTIFICACIÓN DE SISTEMAS EN LA ACÚSTICA 
 
Los modelos fenomenológicos se basan en leyes físicas. Generalmente utilizan 
principios de conservación y principios de transporte para establecer la estructura y los 
parámetros del modelo. En la acústica se aplican el principio de conservación de la masa 
y la primera ley de Newton para establecer la ecuación de onda, principal ecuación en 
esta área. Esta deducción se muestra en la sección 1.3.2.   
Cuando la complejidad del proceso a modelar es muy alta y los tiempos de desarrollo del 
modelo son limitados o cuando el uso del modelo final es sólo predecir en un intervalo 
dado de condiciones, aparece la identificación de sistemas o modelado empírico.  
Se le llama empírico porque utiliza datos medidos para hallar una representación 
matemática del proceso, asumiendo a priori que sólo se conoce cuál es la salida y cuáles 
son las posibles entradas sobre las cuales se va a extraer la relación, pero no se conoce 
nada mas del proceso.  Estos modelos tienen las siguientes características: 
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 Pueden consistir en cualquier estructura matemática que logra replicar un 
conjunto de datos determinado 
 La Estructura del modelo no necesariamente tiene relación directa con la 
Estructura del Proceso que se modela. 
 Las Variables (Regresor) del modelo no necesariamente son todas las variables 
relevantes del Proceso que se modela. 
 Sólo se le pide al modelo que permita Predecir con la mayor precisión posible el 
conjunto de datos disponible. Puede no replicar otros comportamientos. 
 Los parámetros del modelo rara vez tienen un significado físico claro. 
 
En la acústica, la variable más relevante sin duda es la presión sonora. Además el 
objetivo de esta investigación pretende predecir esta variable dentro del fenómeno de la 
radiación acústica en espacios confinados y semi-confinados. Por estas razones el voltaje 
del transductor que mide la presión sonora es escogido en este trabajo como salida del 
modelo empírico.  
La entrada en un modelo empírico se le llama regresor porque está compuesto de 
variables que representan retardos de la mismas variables de salida o entrada medidas. 
En ingeniería, usualmente son las fuentes o excitatrices del fenómeno las que constituyen 
la entrada a los sistemas. Las fuentes acústicas son diversas. Cuando las máquinas 
producen vibración,  las partículas de aire que están contiguas a la masa vibrante 
producen radiación sonora. Es por esto que  las señales asociadas a las vibraciones de las 
máquinas, que pueden ser medidas a través del voltaje de un transductor de vibración 
determinado ubicado en la fuente, puede constituir una entrada al proceso de la 
radiación acústica que se quiere modelar. Las fuentes que más se observan en la 
ingeniería acústica son los altavoces; estos son transductores electroacústicos ( convierten 
una señal eléctrica de voltaje en una mecánica de vibración, que posteriormente genera 
cambios en la presión sonora en el aire).  
En este proyecto se realizaron algunos modelos empíricos con el objetivo de relacionar el 
voltaje asociado a la vibración en la carcasa de un compresor reciprocante y el voltaje 
asociado a la presión percibida por un micrófono en la cara abierta de la cámara del 
compresor en un refrigerador convencional. Esta relación puede llevarse a una relación 
23 
presión de vibración  presión sonora teniendo en cuenta en el modelo las sensibilidades 
de los transductores. 
 
1.3.2 MODELO DE PROPAGACIÓN SONORA EN EL AIRE 
 
En esta sección se hará la deducción de la ecuación de onda en campos tridimensionales, 
con base en el principio de conservación de la masa y la primera ley de Newton. Esta 
deducción es una extensión de la deducción para  propagación unidimensional detallada 
en (Moser, M. & Barros, J.L., 2009). 
En primer lugar se introducen los conceptos de presión, temperatura y densidad sonoras, 
las cuales se definen como desviaciones sobre las magnitudes de reposo (sin sonido), que 
varían con la termodinámica del espacio de análisis. La ecuación  1.6 muestra la relación 
entre dichas magnitudes. 
        
        
        
1.6 
 
Aquí,   ,   y    corresponden a la presión, densidad y temperatura sonoras 
sonido) y totales, respectivamente. 
Asumiendo un proceso adiabático se puede afirmar que la densidad y la presión sonora 
están relacionadas por la ecuación 1.7 
  
 
  
       1.7 
donde    corresponde a la velocidad del sonido, dada a su vez por la ecuación 1.8 
    
 
    
            1.8 
Con              
      y R=8.314Nm/K  y   
  
  
     para el aire. 
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En la Figura 1-8 se observa la velocidad del sonido en el aire, dependiendo de la 
temperatura en reposo. Esta relación está dada por la ecuación  1.8 
 
Figura 1-8. Variación de la velocidad del sonido en el aire con la temperatura 
 
Figura 1-9. Detalle de la figura anterior para    entre 0° y 100°C 
 
Teniendo en cuenta que la temperatura en la cámara del compresor se encuentra entre 0 
y 100°C durante su funcionamiento, la velocidad del sonido se encontrará en el rango de 
330 y 390 m/s. Otro aspecto importante, que se puede observar de la Figura 1-9, es que 
para este rango la relación entre la velocidad de sonido y la temperatura es 
aproximadamente lineal. La ecuación aproximada que representa dicha zona es:  
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              1.9 
Normalmente en ingeniería acústica no se consideran variaciones de    menores a 10°C 
para considerar un cambio en la velocidad del sonido (Möser & Barros, 2009) 
 
APLICACIÓN DE LOS PRINCIPIOS DE CONSERVACIÓN DE MASA Y DE MOMENTUM 
 
En la Figura 1-10 se muestra un volumen infinitesimal de aire deformado por el sonido. 
El volumen que contiene la masa de aire en reposo es       . La variable   representa la 
deformación que sufre cada una de las caras del volumen. 
 
 
Figura 1-10.  Deformación de un elemento infinitesimal        
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Principio de Conservación de la Masa 
El principio de conservación de la masa o ecuación de continuidad, afirma que la masa 
sin sonido será igual a aquella del volumen infinitesimal que se encuentre deformado 
debido a la onda sonora. Por esto se tiene: 
 
                                                                                    1.10 
 
Para que en la deducción se simplifique la notación se nombran los siguientes 
diferenciales de deformación: 
                      
                      
                      
  1.11 
 
 
De este modo, el principio de conservación de masa se expresa como: 
 
                                                           1.12 
 
En el desarrollo de la ecuación, los productos entre deformaciones y densidad sonora y 
los productos entre incrementales     se desprecian debido a su valor pequeño respecto a 
los demás términos (Moser, M. & Barros, J.L., 2009). 
 La ecuación resultante es  
     
   
  
   
   
  
   
   
  
         1.13 
Cuando            se hacen muy pequeños, la ecuación resulta 
 
  
  
   
  
 
   
  
 
   
  
            1.14 
 
27 
Aplicación de la Segunda ley de Newton 
Ahora se aplica la segunda ley de Newton, la cual expone que la fuerza neta aplicada 
sobre el elemento de volumen será igual a la masa por la aceleración del mismo. 
Teniendo en cuenta las fuerzas que se observan en la Figura 1-11 y definiendo la 
aceleración como la segunda derivada de la deformación  
   
   
 , se obtienen las ecuaciones 
1.15 . 
 
z
y
x
p(x) Sx p(x+Δx) Sx
p(y) Sy
p(y+Δy) Sy
p(z) Sz
p(z+Δz) Sz
vz
vy
vx
 
Figura 1-11.  Fuerzas aplicadas sobre el volumen de aire 
 
 
 
    
   
                    
 
    
   
                   
 
    
   
                   
 
1.15 
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Teniendo en cuenta que la masa puede representarse por el producto de la densidad por 
el volumen, resulta  
       
      
      
      
                       1.16 
Tenemos que 
    
   
  
 
  
 
            
  
   
    
   
  
 
  
 
            
  
  
    
   
  
 
  
 
            
  
  
1.17 
De nuevo, si          se hacen muy pequeños, se obtiene entonces la ecuación 1.18 
    
   
 
   
  
  
 
  
  
  
 
    
   
 
   
  
  
 
  
  
  
 
    
   
 
   
  
  
 
  
  
  
 
1.18 
Si se deriva 1.14 respecto al tiempo y se reemplaza        : 
 
    
  
  
  
   
  
 
   
  
 
   
  
          1.19 
 
A la ecuación 1.19 se le llama ecuación de continuidad de los campos sonoros 
tridimensionales. 
Ahora, derivando 1.18 respecto a      y    respectivamente se obtiene 
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1.20 
y derivando 1.19 respecto al tiempo se obtiene 
 
    
   
   
  
   
    
 
   
    
 
   
    
         1.21 
 
Finalmente, reemplazando 1.20 en 1.21 se obtiene la ecuación de onda 
   
   
 
   
   
 
   
   
 
 
  
   
   
           1.22 
 
Las ecuaciones 1.18, 1.19 y 1.22 son la formulación en coordenadas cartesianas para la 
propagación acústica en el aire de campos sonoros tridimensionales. La formulación más 
general la proporciona la notación vectorial de la siguiente manera:  
La ecuación de continuidad tiene como expresión 
           
 
   
 
  
  
      1.23 
(div=divergencia). A su vez, las ecuaciones (16) corresponden a  
             
  
  
         1.24 
Finalmente, la ecuación de onda (20) se representa como  
   
 
  
   
   
      1.25 
Donde   es el  operador delta o laplaciano.  
Las ecuaciones 1.23 a 1.25 se pueden considerar independientes de un sistema de 
coordenadas en particular. Éstas pueden ser traducidas directamente, mediante 
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herramientas matemáticas, a algún sistema de coordenadas deseado (por ejemplo, 
cilíndricas o esféricas). A continuación se llevará la ecuación 1.25 a coordenadas 
esféricas. 
El laplaciano en coordenadas esféricas corresponde a 
 
   
 
  
 
  
   
  
  
   
 
  
 
 
    
 
  
     
 
  
  
 
     
  
   
      1.26 
 
Por lo que la ecuación de onda en coordenadas esféricas resulta 
 
 
  
 
  
   
  
  
   
 
  
 
 
    
 
  
     
 
  
  
 
     
  
   
   
 
  
   
   
             1.27 
  
 
Figura 1-12. Coordenadas esféricas 
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1.4 MEDICIÓN DE NIVELES DE PRESIÓN Y POTENCIA ACÚSTICA 
 
Para realizar la validación del modelo, así como para obtener las señales acústicas en el 
control activo de ruido se necesita medir las variables acústicas representativas. 
La medida de presión sonora se realiza con un micrófono, transductor electroacústico que 
convierte las vibraciones mecánicas sobre su cúpula en una señal eléctrica que se 
preacondiciona y luego se captura en un software determinado. Los dos tipos de 
micrófonos más utilizados son: a) electrodinámico o de bobina b) de condensador 
En los micrófonos de bobina, las oscilaciones mecánicas producen movimiento de un 
imán, sobre el cual se encuentra envuelta una bobina fijada a la estructura de la cabeza 
del micrófono provocando una variación del campo magnético, que finalmente provoca 
una aumento y disminución de corriente sobre el circuito de la bobina que es 
proporcional a la oscilación de presión sonora. 
En cuanto al micrófono de condensador, se tiene un capacitor como corazón de la 
estructura. Uno de sus electrodos es una membrana muy delgada y liviana y el otro es 
comparativamente muy rígido y pesado. El principio de transducción consiste en que la 
capacidad del condensador varía dependiendo del desplazamiento x de la membrana. A 
su vez, los micrófonos electrodinámicos tiene un costo más bajo que los de condensador; 
sin embargo, presentan una respuesta más pobre en frecuencia. (menos plana que aquella 
de los capacitivos). En la figura 1-13 se muestra una comparación de estos sensores. 
 
En cuanto a  la medida de la vibración en las fuentes sonoras tales como maquinaria, 
existen también ciertos transductores de contacto. El transductor de vibración de 
mejores prestaciones es el acelerómetro. Sin embargo su costo es muy alto. Entre los 
transductores a bajo costo que se pueden conseguir en el mercado para cumplir esta 
función sobre superficie se encuentran los micrófonos de contacto. 
Se puede proveer una alta relación señal a ruido en los transductores de medida, de la 
siguiente forma: si el dispositivo de medida es un acelerómetro u otro transductor 
montado sobre una superficie, se puede lograr ubicando el transductor fuera de las líneas 
32 
nodales del componente vibrante. Para transductores no superficiales tales como los 
micrófonos, se les mantiene alejados de los mínimos de directividad del sonido irradiado. 
Otro error se produce cuando un transductor de entrada recibe información de más de 
una fuente (llamado contaminación) . El mejor método de prevenir la contaminación es 
el uso de transductores que se encuentran unidos físicamente a las superficies mecánicas 
 
   
a)                                                             b) 
Figura 1-13.  Tipos de micrófonos:  a) de Condensador   b) electrodinámico  
(Fuente (Möser & Barros, 2009)) 
 
 
Figura 1-14. Micrófono de contacto tipo pickup. 
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 (tales como los acelerómetros) para medir radiación acústica. Los micrófonos de campo 
cercano son extremadamente susceptibles a la contaminación y deben ser usados 
solamente cuando las limitaciones físicas demanden su uso. (Craun and Mitchel, 1994) 
 
1.5 CONCEPTOS BÁSICOS DEL CONTROL DE RUIDO ACÚSTICO 
 
Por definición el ruido es un sonido no deseado. También puede definirse como un sonido 
cuyo espectro no tiene componentes de frecuencia diferenciables. El control del ruido es 
la tecnología para obtener un ruido ambiental y aceptable, de acuerdo con 
consideraciones económicas y operativas. (Harris, 1995) 
Existen dos técnicas para el control de ruido: activa y pasiva. El control pasivo utiliza 
barreras acústicas entre otros elementos mecánicos de materiales diversos para atenuar o 
eliminar el ruido en bandas de frecuencia determinadas. 
A su vez el control activo hace uso de dispositivos electrónicos para lograr este objetivo. 
La técnica consiste en cancelar una onda que se propaga en cierta dirección del campo 
sonoro generando otra en contrafase opuesta a la incidente. La fuente se mide con un 
micrófono, luego se desfasa utilizando un algoritmo programado en un circuito 
electrónico y finalmente genera la onda secundaria a través de altavoces. 
Generalmente el control activo tiene más uso para las bajas frecuencias (por debajo de 
500Hz) ya que la onda presenta menor variación en el tiempo y debido a que el control 
pasivo requeriría, para atenuar en esta banda, barreras con dimensiones muy grandes.(P. 
Cobo, 2000). En la figura 1-15 se presenta el diagrama de bloques del circuito básico del 
Control Activo de Ruido (CAR).  
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Figura 1-15. Diagrama de bloques del circuito básico de  control activo de ruido.
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2 Caracterización de  fuentes de ruido en el 
refrigerador 
 
En esta sección se exponen los resultados del desarrollo experimental que contribuyeron 
a identificar las principales fuentes de ruido, los resultados de mediciones de vibración y 
sonido en un refrigerador convencional y se describe el flujo de energía acústica en el 
compresor.  
 
2.1 SISTEMAS DE MEDICIÓN 
 
El objeto de medición consiste en un refrigerador convencional cuyas dimensiones y 
características se especifican en la Tabla 1.  Las mediciones de vibración y las tablas de 
frecuencia resultantes por cada posición, tienen como objetivo principal identificar zonas 
donde  dicha vibración pueda ser productora de ondas pulsantes en materiales de la 
nevera o finalmente en el aire, donde se convierten en las ondas sonoras que representan 
el ruido acústico del refrigerador. La Figura 2-1 presenta un ejemplo de este tipo de 
medición. 
Tabla 2. Características del refrigerador probeta 
 
CARACTERÍSTICA VALOR 
Dimensiones sin empaque Alto 77cm  Ancho 47cm profundidad 53.5cm 
Volumen nominal total de almacenamiento 85 litros 
Volumen nominal bruto 87 litros 
Clase  Tropical 
Rango de Temperatura 18 – 43°C 
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Figura 2-1. Medición de vibración con micrófono de contacto. 
 
Las mediciones de sonido se realizan para descubrir el patrón de radiación de cada uno 
de los componentes del objeto medido (compresor, serpentín y caras de la nevera). El 
sistema de medición se muestra en la Figura 2-2 a). El diagrama de bloques 
correspondiente se muestra en la Figura 2-2 b) 
 
        
a)                                                     b) 
Figura 2-2. Sistema para la medición de sonido. 
 
2.2 METODOLOGÍA DE EXPERIMENTACIÓN 
 
Para la experimentación se diseñó una metodología que permitiera obtener los patrones 
de radiación dentro de la cámara del compresor utilizando transductores de presión 
asociada a vibración y presión sonora en el aire, distribuidos simétricamente de tal modo 
que cubriera el espacio alrededor del compresor. Este procedimiento se esquematiza  en 
el diagrama de la Figura 2-3. 
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Identify measuring  
positions (vibration 
or sound)
Measure  position k 
during the 
measuring time
Record  .wav data 
(using Audacity® , 
for example)
Was it the last 
position measuring? 
NO
YES
Order .wav data on signal 
processing software (such 
as Matlab® ), and calculate 
RMS voltage associated to 
pressure information
Tabulate voltage vs 
angle data for every 
plane on a spreedsheet 
software (such as Excel® 
)
Develope radial graphs 
considering the rms 
amplitude vs. angle
Document the radial 
information to conclude 
highest radiation positions, 
as sound as vibration
k=k+1
 
Figura 2-3. Diagrama de Flujo de la metodología para la medición de señales de vibración y sonido en las fuentes acústicas del 
refrigerador 
 
Las posiciones de medición seleccionadas se muestran en las Figuras 2-4 a 2-7. 
Adicionalmente se obtuvieron medidas en el condensador y las paredes del gabinete que 
constituye la estructura del refrigerador. Sin embargo estas últimas mediciones fueron 
mucho menores en amplitud de presión sonora razón por la cual no se consideraron en 
este trabajo. 
 
Figura 2-4. Posiciones de medición en el compresor del refrigerador  plano superior 
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Figura 2-5. Posiciones de medición en el compresor del refrigerador  plano inferior. 
 
 
 
 
Figura 2-6. Posiciones adicionales para la medición en el compresor. 
 
 
Figura 2-7. Vista frontal del compresor medido y algunas de las posiciones de medición. 
 
Para referenciar la numeración de las posiciones de medición, el volumen del compresor 
se dividió en dos partes: inferior y superior. El punto medio, en la cara trasera sobre el 
plano medio geométrico, el cual coincide con la división física de la carcasa del 
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compresor (sección soldada), fue seleccionado como punto inicial para las mediciones.  Se 
seleccionó un total de 26 posiciones, 2 directamente sobre la carcasa. 
 
2.2.1 RELACIÓN DE NIVEL DE PRESIÓN SONORA (NPS) CON EL VOLTAJE DEL 
MICRÓFONO 
 
El nivel de presión sonora se calcula según la siguiente ecuación 
                
        
        
      2.1 
donde              El logaritmo es una función creciente. De esta manera se puede 
afirmar que si la presión p(t) crece, equivale a un crecimiento en NPS y viceversa.  
De la sensibilidad del sensor se tiene que        
 
  
      . Por lo tanto, al ser 
directamente proporcional, el voltaje a la salida del micrófono aumentará cuando la 
presión sonora lo haga. Esto implicaría que si aumentó el voltaje, es porque aumentó la 
presión p(t), y por lo tanto, el nivel de presión sonora NPS.  
 
A su vez voltaje RMS aumenta si la amplitud en el tiempo aumenta, entonces podremos 
decir que un aumento en el voltaje RMS se debe a un aumento en la presión y en el 
SPL. También el voltaje disminuye cuando aquella disminuye. Este hecho permite 
relacionar variaciones del nivel de presión sonora con las variaciones en el voltaje RMS 
de una manera proporcional (no necesariamente lineal). 
 
2.2.2 PATRONES DE RADIACIÓN Y ANÁLISIS ESPECTRAL DEL COMPRESOR DEL 
REFRIGERADOR 
 
Los patrones de radiación, presentados en diagramas radiales,  relacionan el voltaje RMS 
obtenido a través de los micrófonos de contacto y de sonido, con la posición respectiva. 
Los patrones de radiación obtenidos  para el plano medio y superior del compresor, se 
visualizan en las Figuras 2-8 y 2-9. 
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Figura 2-8. Voltajes RMS [V] con relación a las posiciones 01 a 08. 
 
Las posiciones que reportaron mayor voltaje RMS, correspondiente a un mayor NPS, se 
muestran en la 2-10. El espectro de frecuencia de las señales medidas en las posiciones de 
mayor magnitud RMS se muestra en las Figuras 2-11 a 2-14. 
 
 
Figura 2-9. Voltajes RMS [V] con relación a las posiciones 10 a 17. 
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Figura 2-10. Posiciones que reportan mayor voltaje RMS [V] 
 
 
 
Figura 2-11. Espectro de frecuencia de la señal de vibración recibida en la posición 06. 
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Figura 2-12. Espectro de frecuencia de la señal de vibración recibida en la posición 13 
 
 
Figura 2-13. Espectro de frecuencia de la señal de sonido recibida en la posición 03 
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Figura 2-14. Espectro de frecuencia de la señal de sonido recibida en la posición 11 
 
Tabla 3. Frecuencias fundamentales de posiciones con mayor amplitud RMS  sonido  compresor 
 
POSICIÓN EN EL 
COMPRESOR 
FRECUENCIAS PRINCIPALES [Hz]  Y  
AMPLITUD ASOCIADA (V) 
03 59 (0.07), 118 (0.04), 190 (0.006), 353 (0.005), 3589 , 4828 (0.001) 
07 60 (0.02), 33.8 (0.008), 180 (0.0095) , 3600 (0.001), 4960 (0.001) 
11 59 (0.04), 118Hz(0.007), 4367 (0.001) 
 
Las frecuencias principales para las posiciones con mayor amplitud de voltaje RMS se 
visualizan en la Tabla 2. 
 
2.3 ANÁLISIS DE RESULTADOS EXPERIMENTALES 
 
Se puede observar que las frecuencias de 59Hz y 353 Hz son componentes principales en 
la señal de vibración en el compresor, mientras que 59Hz y 118 Hz lo son para las señales 
de sonido en el mismo. Se observa que no corresponden exactamente a los armónicos de 
una frecuencia de red de 60Hz sino de 59Hz; dado que este hecho se ve reflejado no solo 
en los armónicos de una misma señal medida sino en varias de ellas, se puede deducir 
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que la red misma no se encontraba en 60Hz sino efectivamente en 59Hz, encontrándose 
dentro del rango de oscilación de operación normal del sistema interconectado. Pueden 
existir fluctuaciones pequeñas respecto al procesamiento FFT del software, el cual 
trabaja con un número limitado de puntos pero  basados en una velocidad de muestreo 
de 44100Hz, cumpliendo el teorema de Nyquist. Se destaca también la frecuencia cercana 
a 3.6kHz para la vibración en la posición 06, cercana al puerto de descarga. 
Si bien se presentan espectros similares en el sonido y la vibración los diagramas radiales 
reflejan diferencias. Los espectros de las señales de sonido resaltan aún la diferencia que 
existe en el ancho de banda de 3 a 5 kHz como frecuencia representativa de los agudos 
del compresor. Los bajos representados por la banda de 60 Hz y sus armónicos 
representan la mayor potencia del sonido del compresor aunque se tiene en cuenta que la 
interferencia de la red en la medición, en este ancho de banda, es significativa. Además 
del compresor se realizó un análisis similar para el condensador; las tablas de frecuencia 
según la posición servirán de ayuda para el diseño de las estrategias de solución para la 
atenuación del ruido acústico, tanto en el compresor como en el serpentín. 
La Tabla 4 muestra un resumen del análisis de dinámicas extraído de la revisión 
sistemática de literatura y los resultados del análisis experimental. Esta descripción se 
realiza en el compresor y el condensador. 
(Craun, 1994), presenta la Figura 2-15 que reporta el flujo de ruido acústico dentro y 
hacia fuera del compresor; los resultados de experimentación de este trabajo validan este 
esquema. 
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Figura 2-15. Esquema del flujo  de la radiación acústica en el compresor reciprocante  
(Fuente:  Craun,1994) 
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Tabla 4. Dinámicas sobresalientes de fuentes de ruido acústico dentro del ciclo de refrigeración convencional. 
 
FUENTE DE RUIDO ACÚSTICO FRECUENCIAS IMPORTANTES DINÁMICA ACÚSTICA y VIBRATORIA OTRAS DINÁMICAS IMPORTANTES 
Proceso de compresión en 
compresor hermético 
reciprocante. 
Este componente es parte 
fundamental del ciclo de 
refrigeración y le corresponde 
aumentar la presión al vapor 
refrigerante. 
Radialmente hacia la carcasa, en el puerto 
de succión y la zona debajo del mismo, el 
sonido presenta componentes principales de 
frecuencia en 60, 120 y 190Hz. El sonido en 
la posición totalmente opuesta (cerca al 
puerto de descarga), presenta componentes 
principales en 60, 34 y 180 Hz. Se destacan 
también los 3.6kHz de vibración que 
presenta el compresor cerca al puerto de 
descarga y los 4.4kHz de sonido que 
presenta el compresor cerca al puerto de 
succión. 
El proceso de compresión representa la mayor 
fuente de ruido acústico en el dispositivo, 
siendo un proceso periódico en estado 
estacionario de operación, con sonidos de 
dinámica especial cuando se encuentra en 
régimen transitorio de operación (encendido y 
apagado del compresor por el mecanismo de 
control del refrigerador). La cara inferior del 
compresor hermético y los puertos de succión y 
de descarga  son zonas que presentan mayor 
vibración. 
La dinámica térmica, validada con 
una prueba experimental, prueba 
que si el compresor es encerrado, el 
aumento de temperatura al 
calentarse se comporta como un 
sistema de primer orden con 
constante de tiempo   igual a 40 
minutos aproximadamente. 
Vibraciones del condensador 
metálico (serpentín) 
Este componente es parte 
fundamental del ciclo de 
refrigeración y le corresponde 
sustraer de dicho vapor el 
sobrecalentamiento y condensar 
el vapor a alta presión que viene 
del compresor. 
Los principales componentes de frecuencia 
en la vibración del serpentín-condensador 
son 60Hz y 120Hz. La posición en el centro 
de la tubería del serpentín, cuatro líneas de 
tubería abajo del extremo superior reporta 
236 y 530 Hz, y la posición central, cuatro 
tuberías más arriba de la parte inferior 
reporta 240 y 120 Hz como componentes 
fundamentales. 
Se observa una dinámica vibratoria de alta 
amplitud en la zona vertical centro, del 
condensador visto de forma rectangular, 
respecto a la baja amplitud que reporta las 
aristas verticales izquierda y derecha. Esto es 
de esperarse si cada línea de tubo (sujeta 
normalmente en ambos extremos) se modelase 
como una cuerda tensionada sujetada por 
ambos extremos. En oposición al fenómeno 
vibratorio, el fenómeno acústico presenta 
mayores amplitudes en las aristas izquierda y 
derecha y sólo en pocas de la vertical central. 
Una dinámica representativa que 
quedaría por validar  
experimentalmente, sería la 
cinemática del fluido vapor-líquido, 
a través de su recorrido en el 
serpentín. También se deberá 
validar la transmisión de energía 
mecánica en acústica en los puntos 
de sujeción del serpentín. 
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3  Modelamiento de la radiación acústica 
en un recinto cerrado 
 
La descripción analítica del campo sonoro cercano al compresor dentro de la 
cámara que lo confina posee una complejidad constituida, entre otros aspectos, por 
la geometría de la fuente y de las paredes de la cámara además de la 
direccionalidad de la radiación en la misma, tal como se reportó en secciones 
anteriores. Este trabajo investigativo desarrolla una aproximación a un modelado 
semifísico de base fenomenológica menos complejo que permita establecer 
estrategias de control. Igualmente desarrolla un modelado empírico que permita 
relacionar la presión sonora en la cámara con la vibración de la carcasa. 
 
3.1 MODELADO SEMIFÍSICO DE BASE FENOMENOLÓGICA 
 
Así es como en esta sección se describen los elementos fundamentales de la 
fenomenología acústica de fuentes dentro de espacios confinados  y se deducen las 
ecuaciones principales que gobiernan la propagación del sonido en el aire de la 
cámara del compresor, incluyendo el fenómeno de reflexión. Se establecen los 
supuestos  y las ecuaciones de balance y constitutivas que gobiernan este fenómeno 
y se lleva hasta una  simulación con animación del fenómeno en 3D a través del 
método de diferencias finitas, fundamentados en simulaciones de la ecuación de 
onda en una y dos dimensiones, las cuales se reportan en el Apéndice A. 
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El modelo deberá estimar la evolución espacio-temporal, en el dominio del tiempo y 
la frecuencia, de la presión sonora en la cámara del compresor, debida a la energía 
acústica emitida por el compresor reciprocante considerando la reflexión de las 
ondas en las paredes. Además deberá permitir hacer análisis de sensibilidad en 
relación con los cambios de la temperatura en la cámara del compresor. 
  
Para el desarrollo del modelo se asume: 
-La acústica en la cámara del compresor es un proceso adiabático para el tiempo de 
observación. 
-Existe reflexión total en las paredes de la cámara del compresor que se consideran 
rígidas (considerando espacio semicerrado, cinco caras de las seis del 
paralelepípedo). 
-Existe simetría central para la radiación de la fuente. 
-La fuente está ubicada en el centro del paralelepípedo regular. 
-La fuente emite una excitación armónica en régimen permanente.  
 
Debido a que las estrategias de control pasivo y activo dentro de la Ingeniería 
Acústica, se diseñan a partir de la magnitud y los componentes de frecuencia y  
fase de la presión sonora, la validación del modelo se hará a partir de 
comparaciones de dichas características espectrales, entre las señales predichas por 
el modelo y aquellas obtenidas de la experimentación del proceso en posiciones 
seleccionadas de la cara abierta de la cámara del compresor. 
Serán patrones de validación complementarios los gráficos comparativos de Nivel 
de Presión Sonora    predichos por el modelo y aquellos medidos con un sonómetro 
para las mismas posiciones de la cara abierta de la cámara del compresor. 
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CONDICIONES INICIALES Y DE FRONTERA 
 
El dominio espacial que se estableció para el modelo se visualiza en la siguiente 
figura 
 
Figura 3-1.  Dominio espacial para el modelo de la radiación acústica del compresor 
 
 
La condición inicial corresponde a la distribución de presión en el volumen de la 
cámara del compresor. Estas se muestran en el conjunto de ecuaciones 4-2 y 4-3 
                          3.1 
 
 
   
  
 
   
               3.2 
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Condición de Frontera  Rígida 
Cuando existe un extremo rígido, la velocidad de partículas es nula allí, por lo 
tanto, por la ley de newton, el gradiente espacial de presión también lo será. Esto 
se muestra en la siguiente expresión. 
  
  
   
  
  
      
  
  
       3.3 
 
Las condiciones de frontera rígida para cada cara son entonces 
  
  
     para las caras laterales izquierda y derecha 
  
  
   para las caras superior (techo) e inferior (suelo) 
  
  
   para las caras trasera y delantera 
 
Condición de Frontera no reflectiva 
En la mayoría de los casos, el patrón de onda acústica que es simulado no está 
contenido en una cavidad cerrada. Esto significa que hay fronteras en el modelo 
que no representan una pared física o límite de cualquier tipo. En su lugar, la 
condición de frontera tiene que representar la interacción entre el patrón de onda 
interno al modelo y cualquier cosa fuera de él. Las condiciones de este tipo son 
referidas genéricamente como condiciones de frontera artificiales.  
Tales condiciones deberían idealmente contener información completa del mundo de 
afuera, pero no es práctico. Después de todo, la frontera artificial fue introducida 
para evitar gastar grados de libertad en modelar lo que esté al exterior. La solución 
reside en tratar de aproximar el comportamiento de las ondas de afuera del 
dominio usando sólo información de la frontera en sí misma. Por obvias razones, 
esto es difícil en general. 
Un caso particular que ocurre frecuentemente en acústica consiste en fronteras a 
través de las cuales se asume que se propaga energía hacia fuera del dominio sin 
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reflexiones. De esta manera se introducen un grupo particular de condiciones de 
frontera conocidas como condiciones de frontera no reflectivas (nonreflecting 
boundary conditions). 
De estas fronteras existen dos tipos: Condiciones de frontera coincidentes y 
condiciones de frontera de radiación. La primera aplica principalmente unos 
puertos guía de onda conectados a una cavidad, mientras que la segundas 
aproximan la frontera en el infinito en un problema exterior. Una desventaja de 
estas condiciones de frontera es que llas no son perfectamente no reflectivas cuando 
están sujetas a una onda entrante general. 
 
En el apéndice A se explica el tipo de condición de frontera para la propagación 
unidimensional llamada onda saliente. Para simular la propagación por la cara 
abierta de la cámara del compresor (cara z = L en el dominio) se considerará la 
aplicación de condición de frontera de onda saliente que resulta para este caso 
  
  
  
  
  
      en el plano z=L  (cara delantera)      3.4 
 
 
 
 
Ecuaciones Constitutivas 
 
A continuación se describen las expresiones que se pueden utilizar para calcular los 
parámetros del modelo. 
 
Tal como se vio anteriormente, la ecuación 4-6 se usa para calcular la velocidad de 
sonido según las condiciones específicas del fluido (en este caso aire) y la 
temperatura del medio. 
 
 
   
  
    
         3.5 
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Donde   es la relación entre las capacidades caloríficas a presión y volumen 
constante   /  , R es la constante universal de los gases,      es la masa molar del 
gas y    es la temperatura del medio en reposo acústico (sin sonido). 
 
 
Modelado De La Fuente 
La fuente acústica, en este caso el compresor puede ser modelada como un pistón 
de oscilación armónica ubicada en un punto central del espacio de la cámara del 
compresor. Se supondrá que el desplazamiento del pistón es unidireccional, en la 
dirección horizontal en la cámara del compresor. 
              
Como la velocidad de partículas en el aire debe ser continua con la del pistón en el 
espacio inmediatamente contiguo entonces 
               
   
  
 
         
 
     
  
   
Según la segunda ley de Newton para campos sonoros se tiene que 
   
  
  
 
 
  
  
   
Por lo que produce  
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Si el pistón se mueve con un desplazamiento armónico simple dado por 
                         
Entonces la dinámica de la variación de presión estaría  dada por 
 
   
  
                  
           3.6 
Con         cuya frecuencia principal dependerá de la frecuencia de la red      y 
el número de par de polos del motor AC del compresor, según la ecuación 4.8 
 
      
polospar
ff
f
red
motor
rotativa  #
60
 p

 rpm 
    
          
  rps     3.7 
 
 
Por ejemplo si            entonces        . 
 
3.1.1 SIMULACIÓN DE ECUACIÓN DE ONDA EN UN ESPACIO CONFINADO 
 
Para la simulación del fenómeno se utilizó un algoritmo de solución explícita de la 
ecuación de onda en diferencias finitas basado en las simulaciones unidimensional y 
bidimensional de onda reportadas en el apéndice B.  Se escogió utilizar el método 
de diferencias finitas (FD, por sus siglas en inglés) debido a que  se asume la 
cámara del compresor como un paralelepípedo regular y a que la fuente se asume 
puntual en el centro de la misma. 
 
MALLADO Y DISEÑO DEL ALGORITMO DE SIMULACIÓN 
 
Se escogió un mismo paso espacial para cada una de las direcciones. En la Figura  
3-2 se puede observar el mallado regular resultante. El dominio en coordenadas 
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cartesianas corresponde a [x,y,z]= [-L,L] x [-L,L] x [-L,L]; donde L es la mitad de la 
longitud de las aristas del domino 
 
 
(1,1,1)
y  
(m)
z  
(n)
x  
(k)
X=-L X=0 X=L
y=L
y=0
y=-L
z=-L
z=0
z=L
(M+1,M+1,M+1)
 
Figura 3-2. Mallado 2Lx2Lx2L (MxMxM para los contadores) del volumen de aire  
en la cámara del compresor 
 
La solución explícita en el tiempo, de la ecuación de onda 3D discretizada por 
diferencias finitas se expone en la ecuación 4.9 
 
                                        
  
  
 
 
  
 
 
 
 
 
   
                         
                          
                          
             
 
 
 
 
        3.8 
k, m, n: 2,3,….M      e   i = 2,… tsteps     
Donde k, m n e i  son los contadores de las variables x, y, z  y  t respectivamente y 
tsteps es el número de pasos de tiempo seleccionado por el usuario. 
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Estabilidad del algoritmo según el factor             
La ecuación 4.9 también se puede representar como 
    
                
     
       
        
        
 
       
        
        
       
         3.9 
donde          . 
Como se puede observar en la Ecuación 4.10, el factor que acompaña al valor de 
    
 , no debe ser mayor que la unidad para que la solución sea 
estable, por lo que el parámetro         , llamado CFL (Courant Friedrichs Lewy) 
debe ser menor a     . Si esto no se cumple, el valor de presión crece sin límite 
con cada paso de iteración. Esta condición es la adaptación a 3D expuesto por la 
condición de estabilidad unidimensional en (Guzman, 2010). 
 
Implementación de Condiciones Iniciales 
 
Las ecuaciones 4.2 y 4.3  considerando      y      se discretizan como 
    
  0     3.10 
    
      
      3.11 
 
Implementación de Condiciones de Frontera Rígidas 
La condición de frontera de extremo rígido para cada una de las caras se discretiza 
como 
Cara Izquierda                
        
           
Cara Derecha                 
        
        
Cara Inferior                 
         
           
Cara Superior                 
        
    
Cara Trasera                 
        
           
Cara Delantera                 
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Implementación de Condiciones de Frontera No reflectivas 
La discretización de la ecuación 4.5 es: 
Cara delantera                 
          
   
  
  
       
      
     3.12 
 
El algoritmo de simulación está basado en la solución explícita para la propagación 
bidimensional de onda de una membrana dada por (de la Fuente,A, 2009). Se 
realizó una extensión de este algoritmo a tres dimensiones, realizando gráficos y 
animaciones para el plano z =0 y el plano z = L donde se encuentra la cara abierta 
de la cámara del compresor. En el apéndice A se encuentran los algoritmo y el 
análisis para 1D y 2D que sirvieron de base para su implementación en 3D. El 
diagrama de flujo de este algoritmo se muestra en la Figura 3-3   
 
RESULTADOS DE SIMULACIÓN 
En la Tabla 4 se presentan los parámetros que se dejaron constantes en las 
simulaciones realizadas. Aunque se evaluaron diversos valores en la cantidad de 
pasos temporales y cantidad de pasos espaciales, se escogieron aquellos para los 
cuales el algoritmo diera una solución estable (basado en el CFL visto 
anteriormente) y mostrara la mayor cantidad de tiempo posible, teniendo en cuenta 
una cantidad de volúmenes finitos que no colapsara la memoria del software. En la 
tabla 5 se presentan cada una de las características de las simulaciones con los 
valores correspondientes a los parámetros que se variaron entre las mismas.  
Es importante recordar que el principal objetivo es detectar cuáles son los efectos 
del confinamiento en la propagación de la onda tanto en su amplitud como en su 
frecuencia, principalmente hacia la cara abierta del dominio simulado. Por esto se 
plantearon las simulaciones de tal manera que se analizaran los siguientes efectos: 
a) Efecto del cerramiento total  b) Efecto a la variación en frecuencia c) Efecto 
ante cambios de la velocidad del sonido. Las caras izquierda, derecha, superior, 
inferior y trasera se dejaron rígidas, y se varió la condición de frontera para la cara 
delantera debido a que representa la cara abierta de la cámara del compresor. 
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Inicio
Inicialización y cálculo de demás parámetros
Longitud de la cámara L=0.2
División espacial H_sp
División temporal h_t
Cálculo de CFL
CFL>1/√(3) ?
Advertencia de 
inestabilidad del 
algoritmo
Creación del 
mallado
Si
No
Creación de condiciones 
iniciales y de frontera
Inicialización de contadores
Solución explicita de 
la ecuación de onda
U(k,m,n,i+1)=f(…)
Entrada de parámetros
#Fotogramas
Velocidad de onda   (c)
Instante final de tiempo  (tfinal)
#Divisiones de Malla   (M)
#Pasos de tiempo:  (tsteps)
Guardado de la 
función a 
visualizar
U_Save(indice)
¿Contador 
i cumple criterio 
para guardar 
visualización?
¿i=tsteps?
Si
No
i=i+1
Graficar la superficie 2D de la 
presión para un z determinado, 
construyendo la hipermatriz de 
animación P
Guardar la animación para 
todo tiempo de visualización
Si
Fin
Retornar a la 
ventana de 
comandos
 
Figura 3-3. Diagrama de flujo del algoritmo usado en  la simulación 
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Es importante mencionar que para la visualización de gráficas tipo plot en el software se 
fijaron las posiciones x y y en 0 y se grafica para z=0 y z=L. Asi mismo, para las 
graficas correspondientes a las animaciones se muestran los planos z=0 y z=L en un 
gráfico tipo surf para todos los valores x y y del plano. 
 
Tabla 5. Parámetros constantes en las simulaciones realizadas 
 
PARÁMETRO DESCRIPCIÓN VALOR  
  Constante Universal de los gases ideales 8.314Nm/K 
     Masa Molar        
  kg/mol 
  Relación de capacidades caloríficas 1.4 
L Distancia del centro del volumen al centro de cada cara 0.2m 
M Número de cuadros del mallado por cada dimensión 12 
     Tiempo de simulación 15ms 
       Número de pasos de tiempo 500 
 
 
Tabla 6. Simulaciones realizadas y valores de los parámetros correspondientes 
 
 Sim. 1 Sim. 2 Sim. 3 Sim. 4 Sim.5 
Nombre del 
archivo de 
animación .mpg 
f60Hz_c340_Cara
DelantAbierta 
f3600Hz_c340_Ca
raDelantAbierta 
f60Hz_c340
_6CarasRigi
das 
f36000Hz_c340_
6CarasRigidas 
f60Hz_c380_Ca
raDelantAbierta 
Frecuencia de la 
fuente 
 
         [Hz] 
 
60Hz 3600Hz 60Hz 3600Hz 60Hz 
Condición de 
Frontera en la 
Cara delantera 
Onda saliente 
(Abierta) 
Onda saliente 
(Abierta) 
Rígida Rígida 
Onda Saliente 
(Abierta) 
Velocidad del 
sonido 
 
      [m/s] 
 
c(18.3°C) = 340m/s c(18.3°C) = 340m/s 
c(18.3°C) = 
340m/s 
c(18.3°C) = 
340m/s 
c(91.7°C) = 
380m/s 
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En las figuras 3-4 a 3-7 se observan las presiones sonoras del centro del volumen (z=0) y 
el centro de la cara delantera (   ) para el caso en que esta última se encuentra 
abierta hacia el exterior. La figura 3-4 valida el retardo que tiene la onda en la cara 
abierta debido al tiempo de viaje de la onda desde el centro del volumen y una 
atenuación en la amplitud. 
La figuras 3-5 y 3-6 muestran  en el espectro de magnitud que realmente existe una 
amplitud 0.4mPa más baja que la de la fuente, sin modificación significativa de la banda 
de frecuencia. La figura 3-7 muestra la comparación de los niveles de presión en estas 
mismas posiciones.  Se visualiza al inicio del eje temporal el mismo retardo que se 
mencionó anteriormente, sin embargo, es importante notar que este retardo se aumenta 
en el segundo periodo, dando un indicio de cambio de frecuencia. 
 
EFECTO DEL AUMENTO DE FRECUENCIA (SIMULACIÓN  2) 
 
En las Tablas 6 y 7 se observa el efecto del aumento de frecuencia para la presión 
sonora en los planos z=0 y z=L en todos los valores   y  . 
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Figura 3-4. Presiones en z=0 y z=L para la simulación 1 
 
Figura 3-5. Espectro en z=0 para la simulación 1 
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Figura 3-6. Espectro en z=L para la simulación 1 
 
 
Estas imágenes son extraídas de los archivos de animación correspondientes entregados 
con este trabajo. En la Tabla 6, se observa que para la frecuencia de 60 Hz el plano 
completo aumenta y disminuye su presión, guiado por la dinámica de la presión en el 
centro, sin embargo para la frecuencia de 3600Hz la presión sonora oscila sobre cero, 
generando modos de resonancia luego de los 10ms. 
 
 
Figura 3-7. NPS en z=0 y z=L para la simulación 1 
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Algo notorio es que se los modos de oscilación que se generan tienen una distancia entre 
valles de 0.1m. Si calculamos           nos resulta 340m/s/3600Hz =0.094m. Es decir 
que esta distancia coincide con la longitud de onda dictada por la velocidad de sonido y 
la frecuencia de la fuente usadas.  (Ver las flechas negras en la tabla 6) 
En la Tabla 7 se observa cualitativamente que en 60 Hz la onda se propaga con la 
misma dinámica en todo el plano xy con una periodicidad similar a la de la fuente (ver 
animación correspondiente), pero una amplitud un poco menor. Para 3.6kHz se tiene la 
misma percepción con la amplitud pero no existe un patrón diferenciable respecto a los 
modos de oscilación.  
 
 
 
Figura 3-8. Comparación Presiones ante variación de frecuencia para z=0 y z=L (Azul 60Hz  roja 3600Hz) 
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Tabla 7. Evolución de la Presión Sonora en el plano z=0 para una fuente de 60Hz y 3600Hz 
 
60 
HZ 
  
  
 t= 1ms t=5ms t=10ms t=15ms 
3600 
Hz 
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Tabla 8. Evolución de la presión sonora en z=L para una fuente de 60 y 3600 Hz 
 
60Hz 
    
 t= 1ms t=5ms t=10ms t=15ms 
3600Hz 
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Figura 3-9 Comparación Espectroz0 (Azul 60Hz  roja 3600Hz) 
 
La figura 3-8 presenta la comparación de las dinámicas de la presión sonora para 60Hz y 
3600Hz tanto para z=0 como para z=L. Se observa para las dos frecuencias el mismo 
retardo en la llegada de la onda debido de nuevo a la velocidad del sonido. Sin embargo 
existe  una atenuación mayor de amplitud de aproximadamente 0.6mPa y una 
modulación en la señal de presión, similar a la vista en las respuestas del modelo 2D 
(Ver apéndice A).  
La figura 3-9 compara los espectros de magnitud de presión sonora para un punto en el 
centro del volumen (z=y=z=0). Se observa que la amplitud de la fuente de 3.6kHz es 
0.2mPa menor a la amplitud de la de 60Hz. La figura 3-10 muestra aparentemente un 
fenómeno de modulación. aparte de la disminución de amplitud en 0.55mPa en los 
3.6kHz de la fuente, existe también un aumento en la amplitud de la banda desde 
3.5kHz hasta 3.6kHz, menor a 0.1mPa, (un ancho de banda de 100HZ 
aproximadamente). Esta última frecuencia corresponde a un periodo de 10ms que 
coincide con el periodo aparente de la onda que cubre  la señal de 3.6kHz, lo que 
confirma la aparición del fenómeno de modulación en simulación. 
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Figura 3-10 Comparación de Espectros de Presión en z=L (Azul 60Hz  Roja 3600Hz) 
 
 
 
 
 
 
Figura 3-11 Comparación NPS (Azul 60Hz  Roja 3600Hz)   
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EFECTO DEL CERRAMIENTO (SIMULACIONES 1 VS.3 Y 2 VS. 4 ) 
 
Las siguientes secciones comparan las dinámicas de presión con y sin cerramiento de la 
cara delantera tanto para 60Hz como para 3.6kHz. 
 
 EFECTO DEL CERRAMIENTO EN 60HZ 
La figura 3-12 muestra que cuando está abierta la cara delantera la dinámica de la 
presión en ella cambia. Su amplitud y frecuencia disminuyen.  
 
 
Figura 3-12. Comparación de Presión sonora en z=0 y z=L  con la  
cara delantera:  Abierta (azul)  Rígida (rojo)) 
 
Esto lo confirma la figura 3-14 donde se ve en los espectros que la banda de frecuencia 
alrededor de 60Hz se expande un poco hacia la derecha y el pico de amplitud aumenta 
1.4mPa respecto al espectro de la presión en la cara abierta. 
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Figura 3-13. Espectros en z=0 para la cara delantera:  Abierta (azul)  Rígida (rojo)) 
 
 
Figura 3-14. Comparación de Espectros en z=L con cara delantera:  Abierta (azul)  Rígida (rojo)) 
 
69 
 
Figura 3-15. Comparación de Nivel de Presión Sonora z=0 y z=L para  
Cara delantera:  Abierta (azul)  Rígida (rojo)) 
 
La figura 3-15, que compara los niveles de presión sonora, reportan de un modo más 
evidente el efecto de compresión en el tiempo (aumento de banda de frecuencia) y 
aumento de la amplitud para la onda en el volumen encerrado pasando de 32dB a 39dB 
aproximadamente. 
 
EFECTO DEL CERRAMIENTO PARA 3600HZ (SIMULACIONES 2 VS. 4) 
 
Debido a que la dinámica de la onda para una frecuencia en la fuente de 3600Hz, 
permite que se muestren muchos más periodos en el mismo tiempo de simulación, para 
esta frecuencia se puede observar de un modo más evidente el efecto de encerrar el 
volumen, volviendo rígida la cara delantera.  
La figura 3-16 es la que mejor lo expone, mostrando que aunque no cambie la dinámica 
armónica de la fuente existe en el centro de la cara delantera un aumento en amplitud a 
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medida que pasa el tiempo y una pequeña variación en la frecuencia que logra que con el 
tiempo la onda se desfase. También se detecta una modulación de la onda en este caso. 
Al ver el espectro en la figura 3-18, se observa la disminución en frecuencia y el aumento 
en el valor pico de amplitud de más de 4 veces (0.2mPa) de la banda alrededor de 
3.58kHz. 
 
Figura 3-16. Comparación de presión en z=0 y z=L (Cara delantera:  Abierta (azul)  Rígida (rojo)) 
 
 
Figura 3-17. Comparación de Espectros en z=0 (Cara delantera:  Abierta (azul)  Rígida (rojo)) 
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Figura 3-18. Comparación del espectro en z=L (Cara delantera:  Abierta (azul)  Rígida (rojo)) 
 
 
Figura 3-19. Comparación Niveles de Presión Sonora (Cara delantera:  Abierta (azul)  Rígida (rojo)) 
 
La figura 3-19 refleja más evidentemente el aumento de la energía acústica (representada 
aquí por el NPS) debido al cerramiento del volumen a través de la rigidez en la cara 
delantera. 
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EFECTO DEL AUMENTO DE TEMPERATURA  Y POR LO TANTO EN LA VELOCIDAD DEL SONIDO 
 
El aumento de temperatura de 18°C a 90°C equivale a aumentar la velocidad de sonido 
de 340 a 380m/s según la Ecuación 3.5. Las figuras 3-20 a 3-23, donde se comparan las 
presiones, los espectros y el nivel de presión sonora para una fuente de 60Hz con la cara 
delantera abierta, no muestran mucho efecto. Debido a que la velocidad aumenta, lo que 
se espera es que la onda llegue antes a la frontera; en las figuras 3-20, 3-22 y 3-23 se 
observa que el adelanto es menor a 0.5ms en los 15ms de simulación. Aunque este valor 
es una pequeña proporción, es recomendable validar el efecto en la fase en un tiempo 
mayor. 
 
 
Figura 3-20. Comparación De Presiones con c:   340m/s  (azul)    380m/s  (Roja) 
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Figura 3-21. Comparación Espectro z=0 con c:   340m/s  (azul)    380m/s  (Roja) 
 
 
Figura 3-22. Comparación Espectro z=L con c igual a:   340m/s  (azul)    380m/s  (Roja) 
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Figura 3-23. Comparación de Nivel de Presión Sonora c igual a:   340m/s  (azul)    380m/s  (Roja) 
 
3.1.2 CONCLUSIONES DEL MODELADO FENOMENOLÓGICO 
 
De las simulaciones y el modelado se extraen las siguientes conclusiones generales 
 El efecto de aumentar la frecuencia a 3600kHz es que la señal de presión sonora 
en el centro de la cara abierta disminuye en gran proporción y además genera una 
modulación de baja frecuencia en esta variable. Las animaciones muestran que se 
genera unos modos de oscilación que contienen una longitud de onda 
correspondiente a la velocidad de sonido sobre la frecuencia utilizadas. 
 El efecto de encerrar el volumen simulado al poner rígida la cara delantera, es 
comprimir un poco en el tiempo (aumentar un poco la banda de frecuencia 
alrededor de 60Hz y aumentar la amplitud unos 7dB. 
 El efecto de aumentar la velocidad del sonido 40m/s debido a un aumento de 
temperatura de 70°C aproximadamente, causa una compresión mínima en el 
tiempo debido a un recorrido más rápido de la onda a través del volumen 
simulado. La onda llega 0.5ms antes a la cara abierta en el transitorio. 
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3.2 IDENTIFICACIÓN DE LA RADIACIÓN ACÚSTICA EN CAMPO 
CERCANO  
 
Esta sección presenta el modelado empírico o identificación del proceso, que permita 
establecer una relación entre la vibración de la carcasa y la radiación sonora cerca de la 
cara abierta de la cámara del compresor. 
 
3.2.1 IDENTIFICACIÓN DE UN MODELO ARX 
 
Para generar un modelo ARX de la radiación del compresor se utilizaron como entrada y 
salida, el voltaje asociado a la vibración de la carcasa del compresor y el voltaje asociado 
a la presión sonora, ubicado  a 8 cm de la posición del micrófono de contacto que 
captura la entrada. La figura 3-24 muestra el posicionamiento de los sensores. 
 
Figura 3-24. Posicionamiento de los sensores para la estimación de un modelo empírico. 
 
El conjunto entrada salida de uno de los experimentos se dividió por mitad, tomando la 
primera mitad como datos de estimación y la segunda para validación.  
La partición se elige de este modo, debido a que este evento de radiación sonora es un 
fenómeno cuasi periódico que conserva su forma de onda en el tiempo. Las señales de 
estimación se muestran en la Figura 3-25 y sus espectros de magnitud en la Figura 3-26. 
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Figura 3-25. Señales de entrada y salida del modelo. 
 
 
Para la generación del modelo ARX se toman los datos de estimación y se generan los 
retardos formando una matriz que contiene como vectores columna, los retardos de la 
señales de entrada y salida. Además su última columna corresponde al vector salida sin 
retardos. Esta matriz se  muestra en la ecuación 4.14 
 
             
    
                    
    
         
                           
     
    3.13 
 
Para la estimación de los parámetros se toman algunas de las columnas de la matriz 
total generada, según los retardos de la entrada y la salida que se deseen introducir en el 
modelo. 
Para este caso se utilizaron todas las columnas para un total de 10 retardos en la 
entrada y 10 retardos de la salida. Se resuelve a través de los mínimos cuadrados 
utilizando la pseudoinversa. El modelo resultante se visualiza en la ecuación 4.15. 
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Donde X representa la matriz que contiene los regresores a utilizar y   el vector de 
parámetros. 
 
 
 
 
                                     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Se observa que estos parámetros se encuentran con máximo tres órdenes de magnitud de 
diferencia entre ellos, así que no se debe hacer poda. Es importante comentar que no se 
requirió del parámetro pivote ya que las señales se encuentran centradas y no requieren 
predicción de la media. Se genera luego la respuesta para los datos de validación. En la 
Figura 3-26 se muestra la comparación de la salida real y la salida estimada. 
En la Figura 3-27 se realiza un zoom donde se puede observar que la onda estimada 
reproduce comportamientos de frecuencias principales. 
El error calculado para los datos de validación fue de  0.001% y el indicador Best Fit fue 
de 98%. La generación del modelo se validó usando el toolbox de identificación de 
Matlab®  y el mismo conjunto de datos de estimación. El resultado fue similar. 
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Figura 3-26. Salidas real y estimada para el modelo ARX 10-10-1 (10 regresores de la salida). 
 
 
 
 
 
 
Figura 3-27. Ampliación de la figura anterior en un espacio de 30ms. 
 
 
3.2.2 IDENTIFICACIÓN DE UN MODELO RNA 
 
Para generar una identificación basada en redes neuronales artificiales se utilizó el 
entrenamiento de una red neuronal tipo perceptrón multicapa en modo backpropagation 
con funciones de activación tansig y pureline para las capas oculta y salida 
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respectivamente. El esquema general de este tipo de modelo se visualiza en la Figura    
3-28.  
Para el entrenamiento se utilizó el ANN Toolbox de Matlab® usando 12 neuronas en la 
capa oculta. El desempeño durante el entrenamiento se muestra en la Figura 3-29. 
 
 
 
 
 
Figura 3-28. Esquema representativo del modelo RNA encontrado. 
 
 
 
 
 
Figura 3-29. Desempeño durante el entrenamiento de la RNA. 
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Figura 3-30. Desempeño de la red neuronal con datos de identificación donde se observa desvío del bias. 
 
 
En la Figura 3-30 se muestra la respuesta del modelo entrenado. Se observa una buena 
respuesta en dinámica pero una mala detección del promedio.  
Como el promedio de los datos está definido por el valor del bias de  la capa de salida se 
realiza en el algoritmo una corrección este valor con el comando  
 
net.b{2}=net.b{2}+(mean(Y_Ide)-mean(Y_NN_ConLearningIde)), 
 
lo que equivale a sumarle al bias de la red identificada la diferencia que tiene entre los 
promedios de las salidas. Es importante notar que en la ecuación se utilizan los datos de 
salida de identificación y no de validación para no engañar el proceso de modelado. El 
desempeño de la red corregida se muestra en la Figura 3-31. 
La respuesta para los datos de validación de la red corregida  se muestra en la Figura   
3-32 
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Figura 3-31. Desempeño de la red neuronal con corrección de bias.  
 
 
Figura 3-32. Respuesta del modelo con corrección del bias, para datos de validación 
 
 
El modelo corregido presenta un error de 0.002% y un indicador de Best Fit de 94%. 
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3.2.3 IDENTIFICACIÓN DE UN NUEVO MODELO ARX QUE TIENE EN CUENTA LA 
CONSTANTE DE TIEMPO DEL SISTEMA 
 
El uso de los modelos identificados fue tipo predicción con horizonte de predicción igual 
a una unidad; esto se presenta cuando los datos de entrada a los algoritmos de 
validación corresponden tanto a retardos de la entrada como a retardos de la salida, 
incluyendo la salida medida retardada un paso inmediatamente anterior.  
Con este horizonte de predicción, el modelo se podría utilizar para propósitos de control 
sólo en aquellos sistemas donde la constante de tiempo es menor que un periodo de 
muestreo. En este caso la constante de tiempo del sistema entrada salida estaría 
determinada principalmente por el tiempo en que la onda se demora en recorrer la 
distancia por lo que se requiere cumplir  la condición de la desigualdad 4.3 
 
                        
                  
                    
             3.15 
 
de donde 
                                     3.16 
 
con k es el horizonte de predicción.  Si la distancia recorrida por la onda es 0.08m, la 
velocidad del sonido en el aire es 340m/s, entonces el tiempo de recorrido de la onda 
directa es 235us. El horizonte de tiempo de predicción      ha de ser mayor a este último 
valor para capturar las dinámicas del fenómeno. Considerando    = 50kSamples/s según 
las condiciones del experimento, entonces el valor mínimo de k sería 12. Así, para tener 
un modelo que pueda capturar dinámicas relevantes, tendremos que tener más de 12 
retardos a la salida.  
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Par cumplir lo mencionado, se estimó un modelo ARX nuevo que pudiera tener estas 
características: 20 retardos en la entrada, 20 en la salida y considerando una unidad de 
tiempo de muestreo como tiempo muerto (equivalente a comenzar el regresor en u (t-1)) 
 
El modelo ARX estimado se observa en el siguiente cuadro; allí el exponente del 
operador q representa el retardo discreto de la variable sobre la que se aplica el 
polinomio:  
   
Discrete-time IDPOLY model: A(q)y(t) = B(q)u(t) + e(t)                   
A(q) = 1 - 4.735 q^-1 + 11.48 q^-2 - 19.33 q^-3 + 26.17 q^-4             
        - 31.17 q^-5 + 34.35 q^-6 - 35.97 q^-7 + 36.32 q^-8              
        - 35.69 q^-9 + 34.21 q^-10 - 31.92 q^-11 + 28.89 q^-12           
        - 25.1 q^-13 + 20.54 q^-14 - 15.38 q^-15 + 10.14 q^-16           
            - 5.575 q^-17 + 2.331 q^-18 - 0.6406 q^-19 + 0.08657 q^-20   
 
B(q) = -0.3895 q^-1 + 2.706 q^-2 - 8.876 q^-3 + 18.41 q^-4 - 28.22 q^-5  
        + 35.22 q^-6 - 38.12 q^-7 + 36.92 q^-8 - 32.29 q^-9              
        + 25.28 q^-10 - 17.48 q^-11 + 10.64 q^-12 - 5.925 q^             
        -13 + 3.742 q^-14 - 3.391 q^-15 + 3.546 q^-16 - 3.204 q^-17      
                            + 2.247 q^-18 - 1.083 q^-19 + 0.2806 q^-20   
                                                                                                                                     
Estimated using ARX from data set SonVib05_est                           
Loss function 7.91781e-011 and FPE 7.93049e-011                          
Sampling interval: 2e-005                                        
 
En la Figura 3-33 se presenta la salida estimada por el modelo para los horizontes de 
predicción: k=1           (literales a)-b)), k=12 (literales c)-d)) y k  infinito (literales e)-
f)). Cuando se define el horizonte de predicción como infinito se está realizando una 
simulación en lugar de una predicción, ya que no se están considerando salidas medidas 
para el cálculo de la salida estimada. En este caso sólo se usa la entrada.  
 
Observando la Figura 3-33, para el horizonte de predicción k= 1 la salida predicha sigue 
casi perfectamente a la salida medida. Este resultado es esperado para dicho horizonte 
de predicción, debido a la memorización de los datos que desarrolla el modelo. A su vez, 
la respuesta para simulación es muy pobre, ya que la salida estimada no refleja bien la 
amplitud de 60Hz y el desfase es considerable. La salida predicha con el horizonte de 
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predicción límite k=12 se puede notar el seguimiento de las frecuencias principales de la 
onda (la componente de 60 Hz y otras frecuencias bajas) incluyendo las amplitudes 
 
     
a)                                                                    b) 
      
c)                                                                                     d) 
      
e)                                                       f) 
Figura 3-33. Salidas medida (negra) y estimada(azul) por el modelo ARX 20-20-1 usando:   
 a)-b) k=1      c)-d)  k=12     e)-f) k=infinito (simulación)  Los gráficos a la derecha son detalle de los de la izquierda. 
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correspondientes. Como este es el objetivo principal, se puede considerar este modelo 
como buena opción para utilizar en control.  
 
Se resalta el hecho de que los parámetros de los dos modelos ARX  tengan órdenes de 
magnitud similares y por lo tanto no se deba hacer poda. Esto se interpretaría como la 
necesidad en este tipo de modelos de considerar todos los retardos en el regresor debido a 
la dinámica de frecuencia y fase variables que están presentes en estas señales asociadas 
a la fuente sonora. Además se concluye que si no se ajustan los  parámetros de bias antes 
de la estimación para las señales de este tipo (señales eléctricas con media cero) hace 
necesario el realizar correcciones de bias u offset a la salida, cuando se estimen los 
modelos caja negra lineales o RNA. 
 
3.2.4 CONCLUSIONES DEL MODELADO EMPÍRICO 
 
Se identificaron dos modelos para los datos de entrada y salida correspondientes a la 
vibración de la carcasa de un compresor reciprocante utilizado en refrigeración y el 
sonido a  cierta distancia radial  fija hacia la carcasa  respectivamente. 
El modelo lineal ARX tiene buenos resultados presentando un error de 0.001% utilizando 
10 regresores tanto para la entrada como para la salida Su indicador Best FIT es del 
98%. El modelo RNA con corrección de bias presenta un error de 0.002% y tiene un Best 
Fit de 98% utilizando los mismos regresores del ARX como entradas a la capa oculta y 
12 neuronas en dicha capa. 
 
 Aunque estos modelos tienen un ajuste muy alto, el tener horizonte de predicción igual 
a la unidad (utilizar la salida medida hasta el paso anterior)  hace que los modelos no 
representen las dinámicas representativas del proceso. 
Por esto se desarrolló un modelo de mayor cantidad de retardos en el regresor, un ARX 
20-20-1, para poder establecer un horizonte de predicción igual a 12 unidades, que 
permitiera superar la constante de tiempo del proceso. Considerando este parámetro, el 
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ajuste se reduce a 60%. Sin embargo, se observa un seguimiento suficiente en amplitud y 
frecuencia de la señal de salida. Este modelo puede usarse con objetivos de predecir el 
ruido en el punto central de la cara abierta de la cámara del compresor para 
refrigeradores convencionales de 87 Litros de capacidad tal como el probado. 
Se resalta el hecho de que los parámetros del ARX  tengan órdenes de magnitud 
similares y por lo tanto no se pueda hacer poda. Esto se interpretaría como la necesidad 
de los modelos de considerar todos los regresores debido a la dinámica de frecuencia y 
fase variables que están presentes en estas señales asociadas a fenómenos acústicas. 
Se observa también la importancia de ajustar los parámetros de bias para las señales de 
este tipo (señales eléctricas con media cero) para que no sea necesario realizar 
correcciones de bias u offset a la salida, cuando se estimen modelos RNA.  
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4  Validación del modelo en el compresor de 
un refrigerador convencional 
 
En esta sección se realiza un estudio comparativo de los espectros de las señales medidas 
y estimadas con el objetivo de validar el contenido en frecuencia de la presión sonora 
cerca al centro de la cara abierta de la cámara del compresor estimada por el modelo, 
ante una fuente de excitación con la forma de onda real de la presión sonora en la 
dirección normal a la carcasa del compresor que apunta a la cara abierta. 
Para esto, se realizó una medición con un micrófono de contacto ubicado sobre la carcasa 
del compresor orientado hacia la cara abierta de la cámara del compresor y un micrófono 
de bobina a una distancia de 8cm del micrófono de contacto. En las figuras 4-1 y 4-2 se 
muestran los espectros de magnitud de los voltajes asociados a las mediciones de presión.  
 
 
Figura 4-1. Espectro de amplitud del voltaje asociado a la presión de vibración medida en la carcasa 
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Figura 4-2. Espectro de amplitud de la señal de presión sonora a 8cm de la carcasa 
 (cerca al centro de la cara abierta del compresor) 
 
 
La estrategia  para la validación es utilizar como fuente sonora en el algoritmo de 
simulación del modelo de base fenomenológica, la forma de onda asociada a la presión de 
vibración medida en pruebas experimentales. Se escogió entonces utilizar la forma de 
onda de la entrada utilizada para la estimación de los modelos empíricos. Es necesario 
tener en cuenta que se escogen sólo los primeros 15ms de esta señal, debido a las 
restricciones para estabilidad y memoria que tiene el algoritmo de solución de la 
ecuación de onda 3D del modelo semifísico.  
 
Además, dado que la señal medida tiene un periodo de muestreo 20us y el periodo de 
muestreo que resulta estable en las simulaciones según los parámetros de la Tabla 5 
corresponde a    
    
        
      se requiere remuestrear la señal para cumplir con este 
último tiempo de muestreo.  Esto se logró utilizando el comando resample del software 
de simulación. En la Figura 4.3 se muestran la señal original y la señal remuestreada. No 
se observa una diferencia significativa entre las dos. 
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Figura 4-3. Señal de entrada original y remuestreada, ambas para 15ms de tiempo de simulación 
 
Finalmente, ya que esta señal de entrada corresponde a una señal de voltaje asociada a 
la presión de vibración, obtenido del sistema de adquisición de datos y teniendo en 
cuenta que no se conoce la sensibilidad del transductor, no se puede excitar directamente 
con esta señal, es necesario escalarla hasta un valor del orden de la presión sonora 
detectada en el  ruido de los refrigeradores. Seleccionando 50dB como un valor de 
referencia de NPS máximo, se calcula el valor correspondiente de presión sonora máximo 
así: 
 
                 
  
   =6,32mPa   4.1 
 
                                  
        
            
   4.2 
 
La Figura 4-4 muestra la señal escalada de la fuente de presión que se utiliza para 
excitar el algoritmo del modelo en el centro de la cámara del compresor junto con su 
espectro lateral de amplitud. 
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Figura 4-4. Espectro de la fuente utilizada. 
 
Dada la falta de información de sensibilidad de los transductores de presión, las salidas 
asociadas a las presiones sonoras estimada y medida sólo podrán ser comparadas en 
cuanto a los valores de frecuencia que presenten las mayores amplitudes y la proporción 
entre estas amplitudes, en lugar de comparar propiamente los valores de la amplitud. 
Inicialmente se remuestreó también la salida medida con el objetivo de que la longitud 
del espectro fuera igual al de la salida estimada por el modelo. La señal de salida medida 
original y remuestreada se observa en la Figura 4-6. 
 
 
Figura 4-5. Salida Medida Original y Remuestreada, para 15ms 
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Figura 4-6. Espectros de las señales asociadas a presión sonora medida y estimada con el modelo semifísico. 
 
 
Posteriormente se realiza una normalización de los espectros para poder comparar 
proporciones respecto a su magnitud más alta. En la Figura 4-6 se muestran los 
espectros normalizados de las salidas medida (remuestreada) y estimada por el modelo.  
 
Se puede observar que tanto para la salida estimada como para la medida, las bandas de 
tercio de octava de 63Hz y de 5000Hz contienen el mayor contenido energético de la 
presión sonora. Además, también para ambas salidas, la proporción de la amplitud en la 
banda de 5000Hz respecto a la de 63Hz es del 30 al  35% aproximadamente. 
 
Es importante mencionar que existe una diferencia de 130Hz en los componentes que 
pertenecen a la banda de tercio de octava alrededor de  5000Hz  (4883 y 5013). Sin 
embargo es rescatable que el modelo estime dentro de la misma banda de tercio de 
octava (la de 5000 Hz va desde 4467  hasta 5623 Hz), lo que tiene una gran relevancia 
ya que en la mayoría de casos en ingeniería acústica, el nivel de resolución más detallado 
es el de bandas de tercio de octava.  
También se observa que existe una falta de estimación de la componente de la banda de 
1000Hz, ya que la salida estimada no la presenta mientras que la salida medida sí lo 
hace, aunque con poca amplitud respecto a la principal (alrededor de 7 veces por debajo 
de aquella de 60Hz). 
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Para comparar numéricamente estos dos espectros, se utilizaron dos indicadores: el 
coeficiente de correlación  y el best fit utilizado en el capítulo anterior para comparar los 
resultados de los modelos empíricos. Estos dos indicadores son calculados según las 
ecuaciones 4.3 y 4.4 respectivamente. 
 
          
             
               
     4.3 
donde     y     son las medias muestrales de cada una de las salidas medida y estimada 
 
            
     
     
          4.4 
donde   corresponde a la señal estimada y   a la señal medida. 
 
El coeficiente de correlación para las magnitudes de los espectros normalizados resulta 
igual a 0,88. El best fit por su parte, entre estas mismas magnitudes proporciona un 
valor de 49.4%.  Es importante mencionar que el best fit es en general un indicador de 
ajuste mucho más exigente que el coeficiente de correlación. 
 
 
En Craun, (1994) se reportó que la radiación de este tipo de dispositivos, tiene una 
directividad no uniforme en campo cercano a la carcasa con una mayor radiación en 
dirección normal a la superficie que se encuentra cercana al movimiento del cilindro 
pistón al interior del compresor. También allí se concluye que el sonido de baja 
frecuencia del compresor está relacionado con las fluctuaciones de presión sonora. Estos 
mismos resultados han sido validados a través de experimentos realizados por el Grupo 
de Investigación en Tecnologías Aplicadas GITA sobre el compresor reciprocante del 
refrigerador convencional analizado en esta tesis. 
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5 Conclusiones y trabajo futuro 
 
Se logró cumplir el objetivo general de la tesis de encontrar un modelo que reflejara la 
radiación acústica de un compresor reciprocante ubicado en un espacio cerrado y 
semiconfinado. Se extrajeron las siguientes conclusiones generales: 
Sobre el modelado semifísico de base fenomenológica 
 El efecto de aumentar la frecuencia a 3600kHz para el espacio con todas las paredes 
rígidas exceptuando la cara abierta es que la señal de presión sonora en el centro de 
la cara abierta disminuye en gran proporción y además genera una modulación de 
baja frecuencia en esta variable. Las animaciones muestran que se genera unos 
modos de oscilación que contienen una longitud de onda correspondiente a la 
velocidad de sonido y frecuencia utilizadas.    
 
 
 
   
 
 
      
          
 El efecto de encerrar el volumen simulado al poner rígida la cara delantera, es 
comprimir un poco el periodo temporal (aumentar un poco la banda de frecuencia 
alrededor de 60Hz) y aumentar la amplitud unos 7dB en 15 ms. Según el 
comportamiento, posiblemente la amplitud siga en aumento por fenómenos de 
resonancia. 
 El efecto de aumentar la velocidad del sonido 40m/s debido a un aumento de 
temperatura de 70°C aproximadamente, causa una compresión mínima en el tiempo 
debido a un recorrido más rápido de la onda a través del volumen de aire. La onda 
llega 0.5ms antes a la cara abierta en el transitorio. 
 El modelo semifísico logra estimar las bandas de frecuencia con mayor contenido 
energético para la presión sonora en el centro de la cara abierta de la cámara del 
compresor Estas bandas corresponden a las bandas de tercio de octava cuyas 
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frecuencias centrales son 63 y 5000Hz. Se le dificulta al modelo estimar el contenido 
energético de la banda de 1kHz, el cual es más bajo que el de las bandas 
mencionadas anteriormente. El grado de correlación entre las magnitudes 
normalizadas de los espectros de amplitud de las señales medida y estimada por el 
modelo es de un 88%. El porcentaje de ajuste entre los espectros normalizados, según 
el indicador best fit es de un 50% aproximadamente. La dificultad para explicar los 
componentes de frecuencia de presión sonora pueden deberse a la geometría simple 
para la fuente con que se trabaja en el modelo y a la necesidad de coincidencia en las 
condiciones iniciales de simulación entre las señales medida y estimada. 
 
Sobre el modelado empírico 
 Se identificaron dos modelos para los datos de entrada y salida correspondientes a la 
vibración de la carcasa del compresor y el sonido a  una distancia radial  fija hacia la 
carcasa  respectivamente. 
 El modelo lineal ARX tiene buenos resultados presentando un error de 0.001% 
utilizando 10 retardos tanto para la entrada como para la salida Su indicador Best fit 
es del 98%. El modelo RNA con corrección de bias presenta un error de 0.002% y 
tiene un Best Fit de 98% utilizando los mismos retardos del ARX como entradas a la 
capa oculta y 12 neuronas en dicha capa. Aunque estos modelos tienen un ajuste muy 
alto, el tener horizonte de predicción igual a la unidad significa que es utilizada la 
salida medida hasta el paso temporal anterior  y por lo tanto hace que los modelos no 
reflejen las dinámicas representativas del proceso y puedan ser engañados por la 
salida medida. 
 Por esto se desarrolló un modelo con mayor cantidad de retardos en el regresor, un 
ARX 20-20-1, para poder establecer un horizonte de predicción igual a 12 unidades, 
que permitiera superar la constante de tiempo del proceso. Considerando este 
parámetro, el ajuste se reduce a 60%. Sin embargo, se observa un seguimiento 
suficiente en amplitud y frecuencia de la señal de salida. Este modelo puede usarse 
para predecir el ruido en el punto central de la cara abierta de la cámara del 
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compresor en refrigeradores convencionales de 87 Litros de capacidad tal como el 
probado. 
 Se resalta el hecho de que los parámetros del ARX  tengan órdenes de magnitud 
similares y por lo tanto no se pueda hacer poda. Esto se interpretaría como la 
necesidad de los modelos de considerar todos los regresores debido a la dinámica de 
frecuencia y fase variables que están presentes en estas señales asociadas a fenómenos 
acústicas. Se observa también la importancia de ajustar los parámetros de bias para 
las señales de este tipo (señales eléctricas con media cero) para que no sea necesario 
realizar correcciones de bias u offset a la salida, cuando se estimen modelos RNA.  
 
Según las técnicas de modelado que se usaron en este trabajo investigativo se pueden 
recomendar las siguientes estrategias de control. 
El modelo fenomenológico obtenido, puede usarse para describir la dinámica de la 
presión sonora que se presenta en la cámara del compresor y calcular sus bandas de 
frecuencia. Esto servirá como base para el diseño fuera de línea  de barreras acústicas de 
control pasivo en la alta frecuencia en ciertos materiales. 
El modelo ARX obtenido, pude ser utilizado como predictor de la presión sonora, a 
partir de la presión de contacto en la carcasa del compresor en el estado estacionario con 
el objetivo de atenuar la baja frecuencia. La Figura 5-1 muestra un ejemplo de posible 
implementación para la aplicación de un modelo caja negra en un DSP o 
microcomputadora para la estimación de la señal de presión acústica y control del ruido 
(contenido energético) de la misma. 
En el trabajo futuro, se recomienda utilizar otro tipo de condición de frontera no 
reflectiva en lugar de la condición de onda saliente, tales como las PML. Las Perfect 
Matched Layers son un tipo de fronteras no reflectivas inicialmente propuestas por 
Berenguer para el área de la simulación de ondas electromagnéticas. Tienen una 
respuesta más compleja de programar pero más precisa en su resultado que aquel de la 
onda saliente.  
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Se recomienda para la hora de implementar animaciones, realizar un mapeo de colores 
diferente a los colores tipo jet, de tal manera que en la representación de la dinámica 
esta variación no distraiga la percepción del valor de la amplitud de la variable, en este 
caso la presión sonora. 
K_amplificador_vi
bración
K_amplificador_
presión sonora
Modelo ARX
Z-1
Z-n Z-m
Z-1
Σ
u(k) y(k)
Transductor de 
presión de 
vibración
Transductor de 
presión sonora
V V
VV
P vibración (k) P sonora (k)
 
Figura 5-1. Implementación del modelo empírico para predicción de la presión sonora y aplicación en control activo de ruido
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APÉNDICE B. Simulaciones 1D y 2D para 
diversas condiciones de frontera 
 
En este apéndice se mostrarán los resultados de simulaciones 1D y 2D de la ecuación de 
onda cuya solución se estableció a través del método de diferencias finitas con un 
esquema explícito de segundo orden. Estas simulaciones sirvieron de fundamento para la 
implementación de la solución 3D que se explica en la sección 4. 
 
B.1 SIMULACIONES 1D 
Inicialmente se realizó una simulación para la ecuación de onda unidimensional de 
presión sonora (ver ecuación B1) 
  
   
   
 
   
   
         B 1 
 
Se realiza una partición del eje de propagación tal como se muestra en la Figura B1 
 
X = 0X = -L
1 2 3 k-1 K+1k
M-1 M M+1
X = L
 
Figura B 1. Discretización del espacio de propagación 
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La ecuación discretizada a través de un esquema explícito de segundo orden resulta 
   
       
    
    
  
    
  
  
 
 
     
     
      
              B 2 
Con              y          
 
IMPLEMENTACIÓN  DE LAS CONDICIONES DE FRONTERA 
 
Extremo Rígido 
Cuando existe un extremo rígido la velocidad de partículas es nula, por lo tanto, por la 
ley de newton, el gradiente espacial de presión también lo será. Esto se muestra en la 
siguiente expresión. 
        
  
  
 
    
  
  
  
 
   
        B 3 
La condición de frontera de extremo rígido para los extremos se discretiza como se 
muestra en las ecuaciones A-4 y A-5 
Extremo Izquierdo              
      
          B 4 
Extremo Derecho               
      
       B 5 
 
Extremo con Condición de Frontera no reflectiva 
Las condiciones de frontera no reflectivas se aplican cuando se requiere simular un 
fenómeno ondulatorio cuya propagación real sale de la porción del espacio sobre el que se 
simula.  
Para realizar una condición de frontera no reflectiva de la propagación unidimensional se 
puede utilizar lo que se llama condición de onda saliente. Esta se basa en la solución 
analítica de la ecuación A1 que corresponde a                        , 
correspondiente a dos ondas que se desplazan hacia la izquierda y la derecha de los 
pulsos iniciales. Estas funciones   y   son soluciones de las ecuaciones 
108 
 
  
  
  
  
  
        B 6 
  
  
  
  
  
        B 7 
 
Así que la condición de frontera de onda saliente se reduce a imponer al extremo 
izquierdo la condición B6 y al extremo derecho la condición B7. 
La discretización de las ecuaciones B6 y B7 son, respectivamente: 
 
Extremo Izquierdo              
      
   
  
  
   
    
         B 8 
Extremo Derecho               
        
   
  
  
     
    
     B 9 
 
Fuente en el centro del eje: Condición de Frontera Impuesta 
Para simular la fuente en el centro de la longitud donde se simula, se impone una 
dinámica específica para la presión sonora como una función en el tiempo  
                      B 10 
Se simulan dos tipos de fuente: la fuente pulso está descrita por 
            
     
                 B 11 
Y la fuente tipo tono puro descrita por 
               
                           
                  
        B 12 
Con As = 1mPa y f_s = 3.6kHz.  
Esta amplitud corresponde a una presión sonora RMS de 0.71 mPa equivalente a un 
nivel de presión sonora de 31dB aproximadamente. 
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RESULTADOS DE SIMULACIÓN 
Las figuras B2 a B15 presentan la evolución espacio-temporal de propagación 
unidimensional de la onda ante excitaciones tipo pulso o tono puro para las  condiciones 
iniciales y de frontera descritas en la tabla B1. Las animaciones en formato .mpg 
correspondientes a estas simulaciones se anexan en la carpeta del documento de Tesis, 
comenzando con 1D en el nombre. 
 
Tabla B 1. Condiciones Iniciales y de Frontera para las simulaciones de la propagación unidimensional de onda 
 
CONDICIONES DE FRONTERA 
CONDICIONES 
INICIALES 
FIGURA 
ASOCIADA 
Extremo 
Izquierdo 
Extremo Derecho 
Tipo y Ubicación 
de la Fuente 
  
Fuente 
Onda Saliente 
Pulso en extremo 
izquierdo 
Presión y gradiente 
de presión nulos en 
todo x 
¡Error! No se 
ncuentra el 
origen de la 
referencia. 
Tono puro en 
extremo izquierdo 
Presión y gradiente 
de presión nulos en 
todo x 
¡Error! No se 
ncuentra el 
origen de la 
referencia. 
Rígida 
Pulso en extremo 
izquierdo 
Presión y gradiente 
de presión nulos en 
todo x 
¡Error! No se 
ncuentra el 
origen de la 
referencia. 
Tono puro en 
extremo izquierdo 
Presión y gradiente 
de presión nulos en 
todo x 
¡Error! No se 
ncuentra el 
origen de la 
referencia. 
Onda Saliente Onda Saliente 
Pulso en x=0 
Presión y gradiente 
de presión nulos en 
todo x 
¡Error! No se 
ncuentra el 
origen de la 
referencia. 
Tono puro en x=0 
Presión y gradiente 
de presión nulos en 
todo x 
¡Error! No se 
ncuentra el 
origen de la 
referencia. 
Rígido Rígido Pulso en x=0 
Presión y gradiente 
de presión nulos en 
todo x 
¡Error! No se 
ncuentra el 
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origen de la 
referencia. 
Tono puro en x=0 
Presión y gradiente 
de presión nulos en 
todo x 
¡Error! No se 
ncuentra el 
origen de la 
referencia.; 
¡Error! No se 
ncuentra el 
origen de la 
referencia.; 
¡Error! No se 
ncuentra el 
origen de la 
referencia. 
Rígido Onda Saliente 
Pulso en x=0 
Presión y gradiente 
de presión nulos en 
todo x 
¡Error! No se 
ncuentra el 
origen de la 
referencia. 
Tono puro en x=0 
Presión y gradiente 
de presión nulos en 
todo x 
¡Error! No se 
ncuentra el 
origen de la 
referencia.; 
¡Error! No se 
ncuentra el 
origen de la 
referencia.; 
¡Error! No se 
ncuentra el 
origen de la 
referencia. 
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Figura B 2.  Extremo  izquierdo: fuente pulso;  Extremo Derecho: Onda Saliente 
 
 
 
 
 
Figura B 3. Extremo izquierdo: Fuente pistón;    Extremo derecho: onda saliente 
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Figura B 4. Extremo izquierdo: Fuente pulso;  Extremo Derecho: Rígido 
 
 
Figura B 5.  Extremo Izquierdo: Fuente Pistón;   Extremo derecho: Rígido 
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Figura B 6. Fuente en el centro: Tipo Pulso; Paredes Laterales Abiertas 
 
Figura B 7. Fuente en el Centro: Tipo armónico;  Paredes Laterales Abiertas 
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Figura B 8. Fuente en el Centro: Tipo pulso;  Paredes Laterales Rígidas 
 
 
 
 
 
Figura B 9. Fuente en el Centro: Tipo pistón;  Paredes Laterales Rígidas. 
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Figura B 10.  Señal en el tiempo y Espectro de Magnitud de la presión en pared lateral derecha; Paredes Rígidas. 
 
Figura B 11.  Nivel de Presión Sonora en Extremo Derecho; Rígidos 
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Figura B 12. Fuente en el Centro: tipo Pulso;  Extremos: Izquierdo Rígida y Derecho Abierto 
 
 
 
 
 
Figura B 13. Fuente en el Centro: tipo Pistón;  Extremos: Izquierda Rígida y Derecha Abierta 
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Figura B 14. Señal en el tiempo y Espectro de Magnitud de la presión en pared lateral derecha; Pared Derecha Abierta 
 
 
 
Figura B 15. Nivel de Presión Sonora en la pared derecha; Extremo derecho Abierto 
 
 
 
 
 
118 
ANÁLISIS DE RESULTADOS EN LAS SIMULACIONES 1D 
 
En la Figura B2, para la fuente pulso se observa de manera cualitativa que la condición 
de onda saliente ocasiona una ausencia de presión sonora luego de que la onda llega a las 
paredes y las sobrepasa, como es de esperarse. De igual modo, se observa en la Figura 
B3, que para una fuente tipo tono puro la onda se propaga hacia el otro extremo 
manteniendo una distribución espacio-temporal estacionaria debida a la condición 
armónica de la fuente y a que no existe reflexión. Es importante resaltar allí que la onda 
no aumenta su amplitud en el tiempo. 
La Figura B4 muestra la onda reflejada en la frontera del extremo derecho y luego 
reflejada a la inversa debido a la imposición de presión cero. Importante notar que en 
esta condición se queda la onda reflejándose de un modo estacionario con periodo de 
4.5ms aproximadamente en cada punto del espacio, es decir, 220Hz de frecuencia 
aproximadamente. 
Sin embargo la Figura B5, muestra que para el caso de la fuente tono puro, la reflexión 
ocasiona un fenómeno aditivo que hace aumentar la amplitud de la onda a medida que 
pasa el tiempo para todo el eje hasta llegar a niveles de 10mPa en 10ms. 
Las figuras A6 y A7, en el caso que la fuente se encuentra en el centro y los extremos 
tienen condición de onda saliente  muestran que una evolución similar a la que muestran 
las figuras A2 y A3 donde la fuente se encontraba en el extremo izquierdo. Allí las ondas 
abandonan el espacio de simulación como es debido, haciendo que retorne el silencio (en 
el caso de la fuente pulso) o que permanezca en estado estacionario (en el caso de la 
fuente de tono puro. 
La Figura B8 muestra un resultado cualitativo similar a aquel cuando la fuente estaba 
ubicada en el extremo izquierdo. Para este caso presenta oscilaciones simétricas hacia 
ambos extremos ocasionando unos modos de propagación de presión sonora del doble de 
amplitud de la fuente en los extremos, sin embargo presenta  un periodo igual a la mitad 
del anterior de 2.2ms aproximadamente, por lo tanto una frecuencia del doble de 450Hz. 
Esto se debe a que la distancia que recorre la onda es la mitad de la anterior. 
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En la Figura B9 correspondiente a la fuente tipo tono puro ubicada en el centro del eje, 
se observa que se producen además de los de la fuente unos modos resonantes de 
frecuencia más baja que la de la fuente. La Figura B10 del espectro de magnitud valida 
esto comprobando que la onda de presión contiene componentes de frecuencia baja 
teniendo una primera componente que resalta en los 400Hz correspondiente a los 2.5ms. 
La Figura B11 resalta esta aparición de un periodo mayor, esta vez en el nivel de presión 
sonora que por definición tiene la misma dinámica de la presión sonora. El NPS 
disminuye alrededor de 15 dB cada 5ms aproximadamente. 
En la Figura B12 se muestra lo que sucede con la fuente pulso cuando existe la pared 
rígida en el borde izquierdo y la pared abierta en el borde derecho. En el lado izquierdo 
de la fuente sucede lo mismo que en la Figura B8 y en el lado derecho la onda abandona 
igualmente el dominio como en la Figura B6. 
La Figura B13 muestra la evolución para el caso de la fuente tono puro en que el 
extremo derecho está abierto. Para este caso, al lado derecho de la fuente, se presenta el 
mismo efecto cuando ambas paredes estaban abiertas, pero hacia el lado izquierdo de la 
fuente se producen modos resonantes. En las figuras A14 y A15 se valida que cuando la 
frontera está abierta se establece en dicha frontera una onda de frecuencia y nivel de 
presión sonora en estado estacionario equivalentes a aquella presión sonora de la fuente, 
solo que con un retardo de 0.5ms aproximadamente que corresponde al tiempo de viaje 
de la onda desde el centro hasta el extremo. 
 
B.2 SIMULACIONES 2D 
 
Para la propagación de la onda en dos dimensiones se siguió un planteamiento similar 
que las de 1D. Igualmente se realizaron simulaciones para diferentes condiciones de 
frontera y se evaluaron sus efectos. 
La malla para 2D se muestra en la Figura B16 
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Figura B 1.  Malla de discretización del espacio para la simulación de 2D 
 
La ecuación de iteración obtenida de la discretización de la ecuación de onda 2D por 
diferencias finitas de segundo orden está dada por 
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Las figuras A17 a A22 muestran los resultados de las simulaciones para diferentes 
condiciones de frontera. Las animaciones en formato .mpg correspondientes a estas 
simulaciones se anexan en la carpeta del documento de Tesis, comenzando con 2D en el 
nombre. 
 
Inicialmente se simuló considerando condiciones de frontera de onda saliente en todos los 
lados del cuadrado y una fuente tipo tono puro como la que se usó en simulaciones 1D. 
La Figura B17 muestra la presión sonora en el centro del lado delantero junto con su 
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espectro de magnitud y la Figura B 18 reporta el nivel de presión sonora 
correspondiente. 
Se observa que en el centro del lado delantero se conserva una evolución de presión 
sonora con la misma frecuencia de la fuente pero una amplitud 10 veces menor (la de la 
fuente es 1mPa y la de la posición graficada es 0.1mPa), permaneciendo en estado 
estacionario. 
 
Figura B 2. Señal y Espectro de Magnitud de Presión Sonora para el Centro del lado delantero. 
Paredes Abiertas 
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Figura B 3. Nivel de Presión Sonora en el centro del lado delantero. Paredes Abiertas 
 
 
 
 
Figura B 4. Señal y Espectro de Magnitud de Presión Sonora para el Centro del lado delantero. 
Paredes Rígidas. 
 
 
Figura B 5. Nivel de Presión Sonora en el centro del lado delantero. Paredes Rígidas 
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Para el caso en que todos los bordes son rígidos, la presión sonora en el centro del borde 
delantero mantiene la frecuencia de la fuente, aunque aumenta su amplitud a medida 
que transcurre el tiempo, alcanzándose esta vez una amplitud de 1mPa a los 7ms de 
excitación. El nivel de presión sonora muestra más claramente este aumento, alcanzando 
los 30dB. (Ver Figura B20) 
Para orientar más la simulación hacia una geometría similar al espacio confinado 3D que 
finalmente representa la cámara del compresor, se simuló en 2D imponiendo en los 
bordes izquierdo, trasero y derecho una condición de frontera rígida y en el borde 
delantero una condición de onda saliente. En la Figura B21 se muestra la presión sonora 
para el centro del borde delantero (y=0) junto con su espectro. Allí se observa que la 
amplitud retorna a 0.1mPa en estado estacionario, similares a aquellos niveles cuando el 
recinto tiene todas las fronteras abiertas. Sin embargo, esta vez la onda se modula con 
otra onda de un periodo de aproximadamente 2.5ms (400Hz). Esta modulación también 
se observa al graficar el nivel de presión sonora para esta posición. 
 
 
Figura B 6. Señal y Espectro de Magnitud de Presión Sonora para el Centro del lado delantero. 
Pared delantera abierta y demás rígidas 
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Figura B 7. Nivel de Presión Sonora en el centro del lado delantero. Pared delantera abierta y 
demás rígidas. 
 
 
CONCLUSIONES DE LAS SIMULACIONES 2D 
De las simulaciones 2D realizadas se extraen las siguientes conclusiones: 
 Existen tres dinámicas de presión sonora diferentes en el centro del borde 
delantero para cuando se tienen las tres condiciones de frontera diferentes: 
a)Bordes con onda saliente, b) bordes rígidos y c) todos rígidos exceptuando el 
delantero. 
 Existe una atenuación de la amplitud de la presión sonora pero una conservación 
de la frecuencia y la estacionariedad de la onda en el centro del borde delantero 
cuando todos los bordes del recinto tienen onda saliente. (es decir, cuando no 
existe reflexión en los bordes) 
 Al encerrar el cuadrado con fronteras rígidas se produce en el centro del borde 
delantero un aumento permanente en la amplitud de la presión sonora. Para las 
paredes rígidas se observa inestabilidad aumentando el volumen en dB a medida 
que avanza la simulación, llegando a 30dB aprox. luego de 7 ms de comenzar la 
excitación . 
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 Cuando se establecen como rígidos los bordes izquierdo, trasero y derecho del 
cuadrado y se deja en onda saliente el del borde delantero, la amplitud se 
comporta de manera marginalmente estable con una modulación de amplitud de 
una frecuencia  9 veces mayor (de 400Hz para una fuente de 3.6kHz) donde la 
onda portadora contiene aproximadamente la misma amplitud que aquella cuando 
no existen fronteras rígidas.
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APÉNDICE C. Códigos utilizados. 
 
C.1 CÓDIGO PARA LA PROPAGACIÓN 1D 
 
%PROGRAMA PARA LA SIMULACION DE MODELO ECUACION DE ONDA 1D 
%Daniel Chica Velasquez  
%Junio de 2012 
% 
% 
%Resuelve utt - c2 (uxx) = 0 mediante un esquema explicito de segundo 
%orden 
%Basado en: 
%UCM-MIM 2009 MNMSD:ANA CARPIO 
%AUTOR:ALFONSO DE LA FUENTE RUIZ 
%function [U_save,x,y,t_save]= ondas2D(c,t_f,M,tsteps); 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
borrartodo  %clc;clear all;close all 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
  
%% DEFINICIÓN DE PARÁMETROS Y DATOS DE ENTRADA 
Nframes=180; % % Nº de cuadros de vídeo totales 
% Nframes=input('Introduzca el Nº de fotogramas (Def.=180): '); 
NFramesPorIt=3; % Nº cuadros de vídeo por cada iteración dibujada 
c=340; % coeficiente c de la ecuacion (Velocidad del sonido) 
% c=input('Introduzca el valor de c, velocidad de onda (Def.=340): '); 
t_f=10e-3; % Tiempo final hasta el que calculamos la solución 
% t_f=input('Introduzca el instante final de tiempo (Def.=6): '); 
M=30; %% N=length(x)=lenght(y)=length(z) % Nº de partes para discretizar cada intervalo [-L,L] 
% M=input('Introduzca el Nº de divisiones de la rejilla (Def.=12): '); 
ResX=640; ResY=240; 
% ResX=input('Introduzca la resolución de vídeo en el eje X (Def.=640): '); 
% ResY=input('Introduzca la resolución de vídeo en el eje Y (Def.=240): '); 
'Inicializando primera aproximación' 
L=0.2; % Longitud espacial de la simulación [-0.2m,0.2m] 
h_sp=2*L/M; % dx=dy=dz Longitud de paso espacial 
tsteps=300; %% Nº de partes iguales en que se descompone [0,t_f] recomendado para fenomeno 
compresor  0<tsteps<300e3 
% tsteps=input('Introduzca tsteps (Def.=100): '); 
  
% k=c/(4*h^2); %% Paso espacial (el algoritmo base lo establece pero no lo utiliza 
  
ht=t_f/tsteps; % Paso temporal 
  
%% ANALISIS DE ESTABILIDAD DEL ALGORITMO - FACTOR CFL 
%Calculo del factor CFL= ht/h_sp para garantizar la estabilidad de la 
%solucion de la ecuacion de onda por diferencias finitas 
  
disp('Factor CFL =  c*delta_t/delta_x =') 
127 
CFL=c*ht/h_sp; 
disp(c*ht/h_sp) 
  
if CFL>1 
        
    disp('!CUIDADO!: El CFL tiene un factor mayor a 1 lo que pude hacer inestable la solución!') 
    disp(' ') 
    disp(['c= ',num2str(c),'; delta_t= ',num2str(ht),'seg y delta_espacial= ',num2str(h_sp),'m']) 
    return 
end 
  
%% CREACION DE LA MALLA DE DIFERENCIAS FINITAS 
tiempos=0:ht:t_f; % temporal 
% Recinto pequeño: 
x=-L:h_sp:L; 
  
%% CONDICIONES INICIALES Y DE FRONTERA PARA LA SIMULACIÓN 
  
% Prealocación de la variable presion antes del for 
  
u=zeros(M+1,length(tiempos)); 
  
% CONDICIONES INICIALES 
  
% CI para fuente en pared izquierda  
% u(1,1)=1e-3*exp(-(1e7*((-100*ht).^2))); % p(-L,0) para fuente pulso 
% u(1,1)=0; %Valor de referencia para p(-L,0) = p(-L,t) con t=0  Caso Fuente piston 
% u(:,1)=[u(1,1);zeros(M,1)];  %condicion inicial de presion en t=0, p(x,0) 
% u(:,2)=u(:,1);  %condicion inicial p(0+ht)=p(0) por dp/dt = 0 para t=0 
  
% CI para fuente central 
u(:,1)=zeros(M+1,1);  %condicion inicial de presion en t=0, p(x,0) 
% u(floor((M+2)/2),1)=1e-3*exp(-(1e7*((-100*ht).^2))); %Cambio de valor para t=0 
u(floor((M+2)/2),1)=0; %Valor de referencia para p(0,0) = p(0,t) con t=0  Caso Fuente piston 
u(:,2)=u(:,1);  %condicion inicial dp/dt = 0 para t=0 
  
% CONDICIONES DE FRONTERA 
  
% CF para fuente en pared izquierda 
%  u(1,:)=1e-3*exp(-(1e7*((tiempos-100*ht).^2))); %  pulso p(-L,t) en x=-L (extremo izquierdo) 
%  u(1,:)=[zeros(1,49),1e-3*sin(2*pi*3.6e3*(tiempos(50:length(tiempos))-50*ht))]; %  fuente 
piston p(-L,t) en x=-L (extremo izquierdo) 
  
% CF para fuente en el centro 
  
%  u(floor((M+2)/2),:)=1e-3*exp(-(1e7*((tiempos-100*ht).^2))); %  fuente pulso p(-L,t) en x=-L 
(extremo izquierdo) 
 As=1e-3; %Amplitud Fuente 
 f_source=3.6e3;  %Frecuencia Fuente 
 u(floor((M+2)/2),:)=[zeros(1,49),As*sin(2*pi*f_source*(tiempos(50:length(tiempos))-50*ht))]; %  
fuente piston p(0,t) en x=0 (centro) 
  
  
  
 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 %% CALCULO DE LA PRESIÓN EN EL TIEMPO DE SIMULACION (SOLUCION DE LA ECUACION DE ONDA) 
  
 'Calculando. Espere, por favor...' 
  
  
% ITERAR para el resto de pasos temporales: 
  
  
% Para Fuente en pared Izquierda y Pared Rigida  
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%  for i=2:tsteps   
%      for k=2:M 
%      u(k,i+1)=2*u(k,i)-u(k,i-1)+(ht^2/h_sp^2)*c.^2*(u(k+1,i)-2*u(k,i)+u(k-1,i)); 
%      end 
%      u(M+1,i+1)=u(M,i+1); 
%  end 
  
% Para paredes Rigidas con Fuente en el centro 
%   for i=2:tsteps   
%      for k=floor((M+2)/2)-1:-1:2 
%      u(k,i+1)=2*u(k,i)-u(k,i-1)+(ht^2/h_sp^2)*c.^2*(u(k+1,i)-2*u(k,i)+u(k-1,i)); 
%      end  
%      u(1,i+1)=u(2,i+1); %Pared Rigida Extremo Izquierdo 
%      for k=floor((M+2)/2)+1:M 
%      u(k,i+1)=2*u(k,i)-u(k,i-1)+(ht^2/h_sp^2)*c.^2*(u(k+1,i)-2*u(k,i)+u(k-1,i)); 
%      end  
%      u(M+1,i+1)=u(M,i+1); %Pared Rigida Extremo Derecho 
%  end 
  
  
% Para Fuente en pared Izquierda y  Pared Derecha Abierta (onda saliente) 
  
  
%  for i=2:tsteps    
%      for k=2:M 
%      u(k,i+1)=2*u(k,i)-u(k,i-1)+(ht^2/h_sp^2)*c.^2*(u(k+1,i)-2*u(k,i)+u(k-1,i)); 
%      end 
%      u(M+1,i+1)=u(M+1,i)-(ht/h_sp)*c*(u(M+1,i)-u(M,i)); 
%  end 
  
% Para paredes abiertas con Fuente en el centro 
%   for i=2:tsteps   
%      for k=floor((M+2)/2)-1:-1:2 
%      u(k,i+1)=2*u(k,i)-u(k,i-1)+(ht^2/h_sp^2)*c.^2*(u(k+1,i)-2*u(k,i)+u(k-1,i)); 
%      end  
%      u(1,i+1)=u(1,i)+(ht/h_sp)*c*(u(2,i)-u(1,i)); %Pared Abierta Extremo Izquierdo 
%      for k=floor((M+2)/2)+1:M 
%      u(k,i+1)=2*u(k,i)-u(k,i-1)+(ht^2/h_sp^2)*c.^2*(u(k+1,i)-2*u(k,i)+u(k-1,i)); 
%      end  
%      u(M+1,i+1)=u(M+1,i)-(ht/h_sp)*c*(u(M+1,i)-u(M,i)); %Pared Abierta Extremo Derecho 
%   end 
  
  
  
  
% Para 1 Pared Abierta y Otra pared cerrada con Fuente en el centro 
   
 for i=2:tsteps   
     for k=floor((M+2)/2)-1:-1:2 
     u(k,i+1)=2*u(k,i)-u(k,i-1)+(ht^2/h_sp^2)*c.^2*(u(k+1,i)-2*u(k,i)+u(k-1,i)); 
     end  
     u(1,i+1)=u(2,i+1); %Pared Rigida Extremo Izquierdo 
     for k=floor((M+2)/2)+1:M 
     u(k,i+1)=2*u(k,i)-u(k,i-1)+(ht^2/h_sp^2)*c.^2*(u(k+1,i)-2*u(k,i)+u(k-1,i)); 
     end  
     u(M+1,i+1)=u(M+1,i)-(ht/h_sp)*c*(u(M+1,i)-u(M,i)); %Pared Abierta Extremo Derecho 
 end 
  
  
  
%% GRAFICACIÓN DE RESULTADOS 
  
%Grafica 3D evolucion de la onda para todo x 
surf(u) 
ylabel('x [m]') 
xlabel('Tiempos[seg]') 
zlabel('Presión [Pa]') 
title('Evolución de la onda para todo x') 
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%Grafica de la fuente  
  
 k_graf=floor((M+2)/2); %Posicion del centro 
%  k_graf=1; %Posicion de la pared izquierda 
  
 presion_graf=zeros(tsteps,1); 
 for j=1:tsteps 
 presion_graf(j)=u(k_graf,j); 
 end 
  
  
 figure 
 plot((0:tsteps-1)*ht,presion_graf) 
 xlabel('Tiempo (s)') 
 ylabel('Presión (Pa)') 
 title(['Presion  c=',num2str(c),', L=',num2str(L),', [x] =[',num2str(x(k_graf)),']']) 
  
 pause 
  
  %Grafica de la presion en posicion deseada 
  
 k_graf=M+1; %Extremo derecho 
  
 presion_graf=zeros(tsteps,1); 
 for j=1:tsteps 
 presion_graf(j)=u(k_graf,j); 
 end 
  
figure 
 plot((0:tsteps-1)*ht,presion_graf) 
 xlabel('Tiempo (s)') 
 ylabel('Presión (Pa)') 
 title(['Presion  c=',num2str(c),', L=',num2str(L),', [x] =[',num2str(x(k_graf)),']']) 
pause 
  
  
 %Espectro de frecuencia magnitud  
 figure 
[Y,NFFT,f,magnitud]=espectro(presion_graf,(0:tsteps-1)*ht,1/ht); 
  
  
% Calculo del Nivel de Presion Sonora Sin ponderacion 
  
NPS=spl(presion_graf); 
  
figure 
 plot((0:tsteps-1)*ht,NPS) 
 xlabel('Tiempo (s)') 
 ylabel('Nivel de Presion Sonora (dB re 20 uPa)') 
 title(['Nivel de Presion Sonora con  c=',num2str(c),', L=',num2str(L),', [x] 
=[',num2str(x(k_graf)),']']) 
pause 
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% pause 
  
  
  
% %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%  'Cálculo completo. Creando visualización...' 
%  % Representación: 
%  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%  % Parámetros de visualización: 
%  
%  set(gca,'NextPlot','replacechildren'); 
%  set(gcf, 'Renderer', 'ZBuffer'); 
%  set(gcf,'MenuBar','none'); % Quitar la barra de menú 
% %  set(gcf,'Position',[20 40 ResX ResY]); % Situar la figura a 20*40 píxeles con tamaño 
ResX*ResY: 
%  P1=moviein(NFramesPorIt*i); % Crear película 1 
% %  [X,Y]=meshgrid(x,y); 
%  
% figure 
% ylim([-1e-2 1e-2]); 
%  
% indice= i; % Se guarda el valor de i para usarlo despues del for de posicion inicial 
% % Devoloping  initial position frames 
% for i=1:floor(0.1*indice) 
%      ylim('manual') 
%      plot(x,u(:,1))   %Presion inicial 
%      ylim([-0.5e-2 0.5e-2]); 
%      xlabel('Longitud x (m)') 
%      ylabel('Presión (Pa)') 
%      set(gcf, 'Number', 'off', 'Name', sprintf('Onda1D: N=%i, T=%.2fmsec',i-1,tiempos(i)*1e3)); 
%      legend(sprintf('Onda1D: N=%i, T=%.2fmsec',i-1,tiempos(i)*1e3)) 
%      for nf=1:NFramesPorIt % Guardar 'NFramesPorIt' cuadros en el vídeo: 
%          P1((i-1)*NFramesPorIt+nf)=getframe(gcf); 
%      end 
%      pause(0.5); 
% end 
%  
%  %FrRest of simulation 
% for i=1:indice 
%      ylim('manual') 
%      plot(x,u(:,i))   %Presion en la cara z=0 
%      ylim([-0.5e-2 0.5e-2]); 
%      xlabel('Longitud x (m)') 
%      ylabel('Presión (Pa)') 
%      set(gcf, 'Number', 'off', 'Name', sprintf('Onda1D: N=%i, T=%.2fmsec',i-1,tiempos(i)*1e3)); 
%      legend(sprintf('Onda1D: N=%i, T=%.2fmsec',i-1,tiempos(i)*1e3)) 
%      for nf=1:NFramesPorIt % Guardar 'NFramesPorIt' cuadros en el vídeo: 
%          P1((i-1)*NFramesPorIt+nf)=getframe(gcf); 
%      end 
%      pause(0.5); 
%  end 
%  'Animación completa. Exportando vídeo...' 
%  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%  save onda1D_P1.mat P1; % Guardar la animación MATLAB a un archivo 
%  mpgwrite(P1,jet,'onda1D_P1.mpg');  %  Convertir la animación en vídeo MPEG 
%  'Programa completo. Que tenga un buen día :)' 
%  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
C.2 CÓDIGO PARA LA PROPAGACIÓN 2D 
 
%PROGRAMA PARA LA SIMULACION DE MODELO ECUACION DE ONDA 2D 
%Daniel Chica Velasquez 
%Junio de 2012 
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% 
% 
%Resuelve utt - c2 (uxx+uyy) = 0 mediante un esquema explicito de segundo 
%orden 
%Basado en: 
%UCM-MIM 2009 MNMSD:ANA CARPIO 
%AUTOR:ALFONSO DE LA FUENTE RUIZ 
%function [U_save,x,y,t_save]= ondas2D(c,t_f,M,tsteps); 
%Primera aproximación. Contorno nulo. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
borrartodo 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%% DEFINICIÓN DE PARÁMETROS Y DATOS DE ENTRADA 
Nframes=180; % % Nº de cuadros de vídeo totales 
% Nframes=input('Introduzca el Nº de fotogramas (Def.=180): '); 
NFramesPorIt=3; % Nº cuadros de vídeo por cada iteración dibujada 
c=340; % coeficiente c de la ecuacion (Velocidad del sonido) 
% c=input('Introduzca el valor de c, velocidad de onda (Def.=340): '); 
t_f=10e-3; % Tiempo final hasta el que calculamos la solución 
% t_f=input('Introduzca el instante final de tiempo (Def.=6): '); 
  
M=15; %% M=length(x)=lenght(y)=length(z) % Nº de partes para discretizar cada intervalo [-L,L] 
% M=15*3; %Para cuando se va a simular Recinto mayor. 
% M=input('Introduzca el Nº de divisiones de la rejilla (Def.=12): '); 
ResX=640; ResY=240; 
% ResX=input('Introduzca la resolución de vídeo en el eje X (Def.=640): '); 
% ResY=input('Introduzca la resolución de vídeo en el eje Y (Def.=240): '); 
'Inicializando primera aproximación' 
L=0.2; % Semieje de intervalo cuadrado [-0.2m,0.2m] 
% L=0.2*3; % Semieje de intervalo cuadrado mas grande [-0.2m,0.2m] 
h_sp=2*L/M; % dx=dy=dz Longitud de paso espacial 
tsteps=200; %% Nº de partes iguales en que se descompone [0,t_f] recomendado para fenomeno 
compresor  0<tsteps<300e3 
% tsteps=input('Introduzca tsteps (Def.=100): '); 
  
% k=c/(4*h^2); %% Paso espacial (el algoritmo base lo establece pero no lo utiliza 
  
ht=t_f/tsteps; % Paso temporal 
  
%% ANALISIS DE ESTABILIDAD DEL ALGORITMO - FACTOR CFL 
%Calculo del factor CFL=c* ht/h_sp para garantizar la estabilidad de la 
%solucion de la ecuacion de onda por diferencias finitas 
  
disp('Factor CFL =  c*delta_t/delta_x =') 
CFL=c*ht/h_sp; 
disp(c*ht/h_sp) 
  
if CFL>1/sqrt(2) 
        
    disp('!CUIDADO!: El CFL tiene un valor mayor a 1/sqrt(2) lo que pude hacer inestable la 
solución!') 
    disp(' ') 
    disp(['c= ',num2str(c),'; delta_t= ',num2str(ht),'seg y delta_espacial= ',num2str(h_sp),'m']) 
    return 
end 
  
%% CREACION DE LA MALLA DE DIFERENCIAS FINITAS 
tiempos=0:ht:t_f; % temporal 
  
% Recinto pequeño: 
x=-L:h_sp:L; 
y=-L:h_sp:L; 
[X,Y]=meshgrid(x,y); 
  
  
  
  
%% SOLUCION DE LA ECUACION DE ONDA PAREDES RIGIDAS y paredes rigidas/abiertas 
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% %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%  
% % Prealocación de la variable presion antes del for 
%  
% u=zeros(M+1,M+1,length(tiempos)); 
%  
% %CONDICIONES INICIALES 
%  
% %Condiciones iniciales para todas las paredes rigidas 
% % u(:,:,1)=zeros(M+1,M+1); 
% u(floor((M+2)/2),floor((M+2)/2),1)=1e-3*exp(-(1e7*((-50*ht).^2))); % p(0,0,0) para fuente pulso 
en centro 
% u(:,:,2)=u(:,:,1); 
%  
% surf(u(:,:,1)) 
% legend('Estado Inicial') 
%  
% %CONDICIONES DE FRONTERA 
%  
% %Condiciones para todas paredes rigidas y fuente en el centro 
%  
% fuente_t=1e-3*exp(-(1e7*((tiempos-50*ht).^2))); %  pulso p(0,0,t) en x=y=0 (centro) 
%  
% % As=1e-3; %Amplitud Fuente 
% % f_source=3.6e3;  %Frecuencia Fuente 
% % fuente_t=[zeros(1,49),As*sin(2*pi*f_source*(tiempos(50:length(tiempos))-50*ht))]; %  fuente 
piston p(0,t) en x=0 (centro) 
%  
% u(floor((M+2)/2),floor((M+2)/2),:)=fuente_t; 
%  
% % Para cuando anima con algunas  
% % U_save=zeros(M+1,M+1,Nframes); %Prealocacion de U_save 
% % t_save=zeros(Nframes,1); %Prealocacion de t % Vector de cuadros de animación 
% %  marca=floor(tsteps/(Nframes-1)); %% Para saber qué iteración almacenar 
%  
%  
%   
% % fuente_t=0.001*(sin(2*pi*60*tiempos)+0.1*sin(2*pi*3600*tiempos)); 
% %  u(floor((M+1)/2),floor((M+1)/2),floor((length(z)+1)/2),:)=fuente_t; 
%   
% %Grafico de la presión de excitación 
% %  plot(tiempos,fuente_t) 
% %  xlabel('Tiempo (s)') 
% %  ylabel('Presión Sonora(Pa)') 
% %  pause 
%   
%  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  
%  
  
%  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% %  u(2,2,0)=0;    %Dato previo de u que no se tiene 
% %  u(2,2,2) = 2*U0(2,2,1)+((c*ht/h_sp)^2)*(U0(3,2,1)+U0(2,3,1)-
4*U0(2,2,1)+U0(1,2,1)+U0(2,1,1)); 
% %Para referencia 
% %u(k,m,i+1)=2*u(k,m,i)-u(k,m,i-1)+((c*h_t/h_sp)^2)*(u(k+1,m,i)+u(k,m+1,i)-4*u(k,m,i)+u(k-
1,m,i)+u(k,m-1,i)) 
%  
% %Condiciones de frontera en u  para lados rígidos Derivada normal de p = 0 : dp/dn = 0 
%  
%  
%  
%  
%  
%  
%  
%  
%  
%  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%  'Calculando. Espere, por favor...' 
%   
%  % ITERAR para el resto de pasos temporales: 
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%  
%     
% % Iteración para el calculo de la presión en todo el area en todo el tiempo 
% %  for i=2:tsteps  
% %      for k=2:M % todos excepto el valor de x donde existe la fuente   
% %          for m=2:M % todos excepto el valor de y donde existe la fuente    
% %              u(k,m,i+1)=2*u(k,m,i)-u(k,m,i-1)+((c*ht/h_sp)^2)*(u(k+1,m,i)+u(k,m+1,i)-
4*u(k,m,i)+u(k-1,m,i)+u(k,m-1,i)); 
% %                
% % %              if mod(i,marca)==0 % Guardamos los valores de u sólo para algunos tiempos: 
% % %                  indice = 1 + i/marca; 
% % %                  U_save(:,:,indice)=u(:,:,i); 
% % %                  t_save(indice)=tiempos(i); 
% %                   
% % %               end 
% %          end 
% %      end 
% %  end 
%   
%   
%      %SOLUCION FUENTE EN EL CENTRO PAREDES RIGIDAS  
%       
%      for i=2:tsteps 
%           
%          %Primero las  entradas ubicadas en la misma k de la posicion x  de la 
%          %fuente:   k=floor((M+2)/2) 
%           
%          k=floor((M+2)/2); 
%          for m=floor((M+2)/2)-1:-1:2 
%                    u(k,m,i+1)=2*u(k,m,i)-u(k,m,i-1)+((c*ht/h_sp)^2)*(u(k+1,m,i)+u(k,m+1,i)-
4*u(k,m,i)+u(k-1,m,i)+u(k,m-1,i)); 
%          end 
%          u(k,1,i+1)=u(k,2,i+1); %Pared Rigida Extremo Izquierdo  
%          for m=floor((M+2)/2)+1:M 
%                    u(k,m,i+1)=2*u(k,m,i)-u(k,m,i-1)+((c*ht/h_sp)^2)*(u(k+1,m,i)+u(k,m+1,i)-
4*u(k,m,i)+u(k-1,m,i)+u(k,m-1,i)); 
%          end 
%          u(k,M+1,i+1)=u(k,M,i+1); %Pared Rigida Extremo Derecho  
%           
%                    
%           
%          %Luego las demas entradas 
%           
%           
%          for k=[2:floor((M+2)/2)-1,floor((M+2)/2)+1:M] 
%               
%              for m=2:M 
%                   
%                  u(k,m,i+1)=2*u(k,m,i)-u(k,m,i-1)+((c*ht/h_sp)^2)*(u(k+1,m,i)+u(k,m+1,i)-
4*u(k,m,i)+u(k-1,m,i)+u(k,m-1,i)); 
%                
%              end 
%              u(k,1,i+1)=u(k,2,i+1); %Pared Rigida Extremo Izquierdo 
%              u(k,M+1,i+1)=u(k,M,i+1); %Pared Rigida Extremo Derecho  
%           
%          end 
%               
%          u(1,:,i+1)=u(2,:,i+1); %Pared Rigida Extremo Delantero 
%          u(M+1,:,i+1)=u(M,:,i+1); %Pared Rigida Extremo Trasero 
%      end 
  
      
      
      
%% SOLUCION FUENTE EN EL CENTRO TRES PAREDES RÍGIDAS Y UNA ABIERTA  
      
%      for i=2:tsteps 
%           
%          %Primero las  entradas ubicadas en la misma k de la posicion x  de la 
%          %fuente:   k=floor((M+2)/2) 
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%           
%          k=floor((M+2)/2); 
%          for m=floor((M+2)/2)-1:-1:2 
%                    u(k,m,i+1)=2*u(k,m,i)-u(k,m,i-1)+((c*ht/h_sp)^2)*(u(k+1,m,i)+u(k,m+1,i)-
4*u(k,m,i)+u(k-1,m,i)+u(k,m-1,i)); 
%          end 
%          u(k,1,i+1)=u(k,2,i+1); %Lado Rigida Extremo Izquierdo  
%          for m=floor((M+2)/2)+1:M 
%                    u(k,m,i+1)=2*u(k,m,i)-u(k,m,i-1)+((c*ht/h_sp)^2)*(u(k+1,m,i)+u(k,m+1,i)-
4*u(k,m,i)+u(k-1,m,i)+u(k,m-1,i)); 
%          end 
%          u(k,M+1,i+1)=u(k,M,i+1); %Lado Rigida Extremo Derecho  
%           
%                    
%           
%          %Luego las demas entradas 
%           
%           
%          for k=[2:floor((M+2)/2)-1,floor((M+2)/2)+1:M] 
%               
%              for m=2:M 
%                   
%                  u(k,m,i+1)=2*u(k,m,i)-u(k,m,i-1)+((c*ht/h_sp)^2)*(u(k+1,m,i)+u(k,m+1,i)-
4*u(k,m,i)+u(k-1,m,i)+u(k,m-1,i)); 
%                
%              end 
%              u(k,1,i+1)=u(k,2,i+1); %Lado Rigida Extremo Izquierdo 
%              u(k,M+1,i+1)=u(k,M,i+1); %Lado Rigida Extremo Derecho  
%           
%          end 
%               
%          u(1,:,i+1)=u(1,:,i)+(ht/h_sp)*c*(u(2,:,i)-u(1,:,i)); %Pared abierta extremo delantero 
%          u(M+1,:,i+1)=u(M,:,i+1); %Lado Rigida Extremo Trasero 
%      end 
      
  
 %% SOLUCION FUENTE EN EL CENTRO PAREDES ABIERTAS 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
% Prealocación de la variable presion antes del for 
% ad=2; %Numero de nodos adicionales para cada dimension 
u=zeros(M+1,M+1,length(tiempos)); 
  
%CONDICIONES INICIALES 
  
%Condiciones iniciales para todas las paredes rigidas 
u(:,:,1)=zeros(M+1,M+1); 
u(floor((M+2)/2),floor((M+2)/2),1)=1e-3*exp(-(1e7*((-50*ht).^2))); % p(0,0,0) para fuente pulso 
% u(:,:,1)=1e-3*exp(-(X.^2+Y.^2)); %% distribución de presión sonora inicial u(x,y,0) 
u(:,:,2)=u(:,:,1); 
  
surf(u(:,:,1)) 
legend('Estado Inicial') 
  
%CONDICIONES DE FRONTERA 
  
%Condiciones para todas paredes rigidas y fuente en el centro 
  
fuente_t=1e-3*exp(-(1e7*((tiempos-50*ht).^2))); %  pulso p(0,0,t) en x=y=0 (centro) 
  
% u(1,1,:)=0; 
% u(M+1,1,:)=0; 
% u(1,M+1,:)=0; 
% u(M+1,M+1)=0; 
  
% As=1e-3; %Amplitud Fuente 
% f_source=3.6e3;  %Frecuencia Fuente 
% fuente_t=[zeros(1,49),As*sin(2*pi*f_source*(tiempos(50:length(tiempos))-50*ht))]; %  fuente 
piston p(0,t) en x=0 (centro) 
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u(floor((M+2)/2),floor((M+2)/2),:)=fuente_t; 
  
% Para cuando anima con algunas  
% U_save=zeros(M+1,M+1,Nframes); %Prealocacion de U_save 
% t_save=zeros(Nframes,1); %Prealocacion de t % Vector de cuadros de animación 
%  marca=floor(tsteps/(Nframes-1)); %% Para saber qué iteración almacenar 
  
  
  
% fuente_t=0.001*(sin(2*pi*60*tiempos)+0.1*sin(2*pi*3600*tiempos)); 
%  u(floor((M+1)/2),floor((M+1)/2),floor((length(z)+1)/2),:)=fuente_t; 
  
%Grafico de la presión de excitación 
%  plot(tiempos,fuente_t) 
%  xlabel('Tiempo (s)') 
%  ylabel('Presión Sonora(Pa)') 
%  pause 
  
 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  % Condiciones de frontera: (cuatro lados de la camara del compresor) 
% (Viendolas desde el frente de la camara del compresor hacia adentro) 
%  U_save(1,:,:)=zeros(1,M+1,Nframes); % Lado lateral izquierdo  
%  U_save(M+1,:,:)=zeros(1,M+1,Nframes); % Lado lateral derecho  
%  U_save(:,1,:)=zeros(M+1,1,Nframes); % Lado  trasero  
%  U_save(:,M+1,:)=zeros(M+1,1,Nframes); % Lado delantero (Lado abierto)  
  
  
  
%  U_save(:,:,1)=U0; % Posición inicial 
%  t_save(1)=0; % Tiempo para cuadro inicial de animación 
  
 % Crear el operador discretizado % 
%  u_ant=u0; % Inicializar paso anterior 
 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%  u(2,2,0)=0;    %Dato previo de u que no se tiene 
%  u(2,2,2) = 2*U0(2,2,1)+((c*ht/h_sp)^2)*(U0(3,2,1)+U0(2,3,1)-4*U0(2,2,1)+U0(1,2,1)+U0(2,1,1)); 
%Para referencia 
%u(k,m,i+1)=2*u(k,m,i)-u(k,m,i-1)+((c*h_t/h_sp)^2)*(u(k+1,m,i)+u(k,m+1,i)-4*u(k,m,i)+u(k-
1,m,i)+u(k,m-1,i)) 
  
%Condiciones de frontera en u  para lados rígidos Derivada normal de p = 0 : dp/dn = 0 
  
  
  
  
  
  
  
  
  
 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 'Calculando. Espere, por favor...' 
  
 % ITERAR para el resto de pasos temporales: 
  
    
%% Iteración para el calculo de la presión en todo el area en todo el tiempo 
%  for i=2:tsteps  
%      for k=2:M % todos excepto el valor de x donde existe la fuente   
%          for m=2:M % todos excepto el valor de y donde existe la fuente    
%              u(k,m,i+1)=2*u(k,m,i)-u(k,m,i-1)+((c*ht/h_sp)^2)*(u(k+1,m,i)+u(k,m+1,i)-
4*u(k,m,i)+u(k-1,m,i)+u(k,m-1,i)); 
%                
% %              if mod(i,marca)==0 % Guardamos los valores de u sólo para algunos tiempos: 
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% %                  indice = 1 + i/marca; 
% %                  U_save(:,:,indice)=u(:,:,i); 
% %                  t_save(indice)=tiempos(i); 
%                   
% %               end 
%          end 
%      end 
%  end 
  
  
     %solucion ecuacion de onda paredes abiertas fuente en el centro 
      
      
      
      
     for i=2:tsteps 
          
         %Primero las  entradas ubicadas en la misma k de la posicion x  de la 
         %fuente:   k=floor((M+2)/2)(centro) 
          
         k=floor((M+2)/2); 
         for m=floor((M+2)/2)-1:-1:2 
                   u(k,m,i+1)=2*u(k,m,i)-u(k,m,i-1)+((c*ht/h_sp)^2)*(u(k+1,m,i)+u(k,m+1,i)-
4*u(k,m,i)+u(k-1,m,i)+u(k,m-1,i)); 
         end 
  
    
  
         u(k,1,i+1)=u(k,1,i)+(ht/h_sp)*c*(u(k,2,i)-u(k,1,i)); %Asignacion centro de Pared Abierta 
Extremo Izquierdo 
          
          
          
         for m=floor((M+2)/2)+1:M 
                   u(k,m,i+1)=2*u(k,m,i)-u(k,m,i-1)+((c*ht/h_sp)^2)*(u(k+1,m,i)+u(k,m+1,i)-
4*u(k,m,i)+u(k-1,m,i)+u(k,m-1,i)); 
         end 
         u(k,M+1,i+1)=u(k,M+1,i)-(ht/h_sp)*c*(u(k,M+1,i)-u(k,M,i)); %Asignacion centro de Pared 
Abierta Extremo Derecho  
          
                   
          
         %Luego las demas entradas 
          
          
         for k=[2:floor((M+2)/2)-1,floor((M+2)/2)+1:M] 
              
             for m=2:M 
                  
                 u(k,m,i+1)=2*u(k,m,i)-u(k,m,i-1)+((c*ht/h_sp)^2)*(u(k+1,m,i)+u(k,m+1,i)-
4*u(k,m,i)+u(k-1,m,i)+u(k,m-1,i)); 
               
             end 
  
              
             u(k,1,i+1)=u(k,1,i)+(ht/h_sp)*c*(u(k,2,i)-u(k,1,i)); %Pared Abierta Extremo 
Izquierdo 
              
  
            u(k,M+1,i+1)=u(k,M+1,i)-(ht/h_sp)*c*(u(k,M+1,i)-u(k,M,i)); %Pared Abierta Extremo 
Derecho  
          
         end 
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%            u(1,:,i+1)=u(1,:,i)+(ht/h_sp)*c*(u(2,:,i)-u(1,:,i)); %Pared abierta extremo 
delantero 
%            u(M+1,:,i+1)=u(M+1,:,i)-(ht/h_sp)*c*(u(M+1,:,i)-u(M,:,i)); %Pared abierta extremo 
trasero 
           
% Para cuando se hace p=0 en los vertices 
           for m=2:M 
           u(1,m,i+1)=u(1,m,i)+(ht/h_sp)*c*(u(2,m,i)-u(1,m,i)); %Pared abierta extremo delantero 
           end 
          
            for m=2:M 
           u(M+1,m,i+1)=u(M+1,m,i)-(ht/h_sp)*c*(u(M+1,m,i)-u(M,m,i)); %Pared abierta extremo 
trasero 
            end 
           
            
          
     end 
      
  
  
  
  
  
  
 %% GRAFICACION DE RESULTADOS 
  
% %Grafica 3D evolucion de la onda para todo x 
% surf(u(:,) 
% ylabel('x [m]') 
% xlabel('Tiempos[seg]') 
% zlabel('Presión [Pa]') 
% title('Evolución de la onda para todo x') 
  
%Grafica de la fuente  
  
 k_graf=floor((M+2)/2); %Posicion x del centro 
 m_graf=floor((M+2)/2); %Posicion y del centro 
  
  
 presion_graf=zeros(tsteps,1); 
 for j=1:tsteps 
 presion_graf(j)=u(k_graf,m_graf,j); 
 end 
  
  
 figure 
 plot((0:tsteps-1)*ht,presion_graf) 
 xlabel('Tiempo (s)') 
 ylabel('Presión (Pa)') 
 title(['Presion  c=',num2str(c),', L=',num2str(L),', [x] =[',num2str(x(k_graf)),']']) 
  
 pause 
  
  %Grafica de la presion en posicion deseada 
  
 k_graf=1; %x en Extremo delantero 
 m_graf=floor((M+2)/2); %Centro 
 presion_graf=zeros(tsteps,1); 
 for j=1:tsteps 
 presion_graf(j)=u(k_graf,m_graf,j); 
 end 
  
figure 
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 plot((0:tsteps-1)*ht,presion_graf) 
 xlabel('Tiempo (s)') 
 ylabel('Presión (Pa)') 
 title(['Presion  c=',num2str(c),', L=',num2str(L),', [x] =[',num2str(x(k_graf)),']']) 
pause 
  
  
 %Espectro de frecuencia magnitud  
 figure 
[Y,NFFT,f,magnitud]=espectro(presion_graf,(0:tsteps-1)*ht,1/ht); 
  
  
% Calculo del Nivel de Presion Sonora Sin ponderacion 
  
NPS=spl(presion_graf); 
  
figure 
 plot((0:tsteps-1)*ht,NPS) 
 xlabel('Tiempo (s)') 
 ylabel('Nivel de Presion Sonora (dB re 20 uPa)') 
 title(['Nivel de Presion Sonora con  c=',num2str(c),', L=',num2str(L),', [x] 
=[',num2str(x(k_graf)),']']) 
% pause 
  
  
  
  
  
figure 
  
 %Grafica de superficie 
 t_graf=1;  %Tiempo de graficacion 
 surf(u(:,:,t_graf)) 
 title(['Onda en tiempo igual a ',num2str(tiempos(t_graf)),' seg']) 
  
 pause 
% close all 
 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 'Cálculo completo. Creando visualización...' 
 % Representación: 
 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 % Parámetros de visualización: 
%  camlight(camlight('left'),'left'); % 
% camlight headlight 
%  view(0,90); % Angulo de visualización 
 shading interp; lighting phong; colormap copper; axis off;  
  
 colorbar; 
 set(gca,'NextPlot','replacechildren'); 
 set(gcf, 'Renderer', 'ZBuffer'); 
 set(gcf,'MenuBar','none'); % Quitar la barra de menú 
%  set(gcf,'Position',[20 40 ResX ResY]); % Situar la figura a 20*40 píxeles con tamaño 
ResX*ResY: 
 P1=moviein(NFramesPorIt*tsteps); % Crear película 1 
%  [X,Y]=meshgrid(x,y); 
figure 
% zlim([-1 1]); 
  
  
  
indice= i; % Se guarda el valor de i para usarlo despues del for de posicion inicial 
% Devoloping  initial position frames 
for i=1:floor(0.1*indice) 
     zlim('manual') 
     surf(u(:,:,1)) %Presion sonora inicial 
%      surf(u(17:30,17:30,1)) %Presion sonora para recinto mayor 
     zlim([-0.5e-2 0.5e-2]) 
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     set(gcf, 'Number', 'off', 'Name', sprintf('Onda2D: N=%i, T=%.2fmsec',i-1,tiempos(i)*1e3)); 
     legend(sprintf('Onda2D: N=%i, T=%.2fmsec',i-1,tiempos(i)*1e3)) 
     for nf=1:NFramesPorIt % Guardar 'NFramesPorIt' cuadros en el vídeo: 
         P1((i-1)*NFramesPorIt+nf)=getframe(gcf); 
     end 
     pause(0.5); 
 end 
  
  
  
for i=1:indice 
     zlim('manual') 
     surf(u(:,:,i)) %Presion sonora en el tiempo  
%      surf(u(17:30,17:30,i)) %Presion sonora para recinto mayor 
     zlim([-0.5e-2 0.5e-2]) 
     set(gcf, 'Number', 'off', 'Name', sprintf('Onda2D: N=%i, T=%.2fmsec',i-1,tiempos(i)*1e3)); 
     legend(sprintf('Onda2D: N=%i, T=%.2fmsec',i-1,tiempos(i)*1e3)) 
     for nf=1:NFramesPorIt % Guardar 'NFramesPorIt' cuadros en el vídeo: 
         P1((i-1)*NFramesPorIt+nf)=getframe(gcf); 
     end 
     pause(0.5); 
 end 
 'Animación completa. Exportando vídeo...' 
 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 save onda2D_P1.mat P1; % Guardar la animación MATLAB a un archivo 
 mpgwrite(P1,jet,'onda2D_P1.mpg');  %  Convertir la animación en vídeo MPEG 
 'Programa completo. Que tenga un buen día :)' 
 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
 
C.3 CÓDIGO PARA LA PROPAGACIÓN 3D 
%PROGRAMA PARA LA SIMULACION DE MODELO ECUACION DE ONDA 3D 
%Daniel Chica Velasquez  
%Junio de 2012 
% 
%Resuelve utt - c2 (uxx+uyy+uzz) = 0 mediante un esquema explicito de segundo 
%orden 
%Basado en: 
%UCM-MIM 2009 MNMSD:ANA CARPIO 
%AUTOR:ALFONSO DE LA FUENTE RUIZ 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
borrartodo 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%Parámetros y datos de entrada: 
Nframes=180; % % Nº de cuadros de vídeo totales 
Nframes=input('Introduzca el Nº de fotogramas (Def.=180): '); 
NFramesPorIt=3; % Nº cuadros de vídeo por cada iteración dibujada 
c=340; % coeficiente c de la ecuacion (Velocidad del sonido) 
c=input('Introduzca el valor de c, velocidad de onda (Def.=340): '); 
t_f=6; % Tiempo final hasta el que calculamos la solución 
t_f=input('Introduzca el instante final de tiempo (Def.=6): '); 
M=4; %% M=length(x)+1=lenght(y)+1=length(z)+1 % Nº de partes para discretizar cada intervalo [-L,L] 
M=input('Introduzca el Nº de divisiones de la rejilla (Def.=12): '); 
ResX=640; ResY=240;ResX=input('Introduzca la resolución de vídeo en el eje X (Def.=640): '); 
ResY=input('Introduzca la resolución de vídeo en el eje Y (Def.=240): '); 
'Inicializando primera aproximación' 
L=0.2; % Semieje de intervalo cuadrado [-0.2m,0.2m] 
h_sp=2*L/M; % dx=dy=dz Longitud de paso espacial 
tsteps=10; %% Nº de partes iguales en que se descompone [0,t_f] recomendado para fenomeno compresor  
0<tsteps<300e3 
tsteps=input('Introduzca tsteps (Def.=100): '); 
  
  
  
ht=t_f/tsteps; % Paso temporal 
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%% Analisis de factor CFL para estabilidad del algoritmo 
%Calculo del factor CFL= ht/h_sp para garantizar la estabilidad de la 
%solucion de la ecuacion de onda por diferencias finitas 
  
disp('Factor CFL =  c*delta_t/delta_x =') 
CFL=c*ht/h_sp; 
disp(c*ht/h_sp) 
  
if CFL>1/sqrt(3) 
        
    disp('!CUIDADO!: El CFL tiene un factor mayor a 1/sqrt(3) lo que pude hacer inestable la solución!') 
    disp(' ') 
    disp(['c= ',num2str(c),'delta_t= ',num2str(ht),'seg y delta_espacial= ',num2str(h_sp),'m']) 
    return 
end 
  
%% Creación de la malla 
tiempos=0:ht:t_f; % temporal 
% Recinto pequeño: 
x=-L:h_sp:L; 
y=-L:h_sp:L; 
z=-L:h_sp:L; 
[X,Y,Z]=meshgrid(x,y,z); 
  
%Prealocacion de las variables antes de los for 
u=zeros(M+1,M+1,M+1,tsteps+1);  
 U_save=zeros(M+1,M+1,M+1,Nframes); 
 t_save=zeros(Nframes,1);  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%% Condiciones iniciales: 
u(:,:,:,1)=zeros(M+1,M+1,M+1); % Inicia en p=0 
u(:,:,:,2)=u(:,:,:,1); % dP/dt inicia en p=0 
  
  
%Utilizamos la matriz u para trabajar cómodamente con el primer índice 
%para la coordenada ’x’, el segundo para la coordenada ’y’, el tercero 
%para la coordenada 'z' y el cuarto para el tiempo 't' 
  
  
  
 % Vector de cuadros de animación 
 cuentaframe=1; %% 
 marca=floor(tsteps/(Nframes-1)); %% Para saber qué iteración almacenar 
  
  
  
 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 %% Condiciones de frontera: (seis caras de la camara del compresor) 
   
 %Cond. Frontera forzada por la existencia de la fuente 
 %1e-3*(sin(2*pi*60*tiempos) 
  %fuente_t=1e-3*sin(2*pi*60*tiempos); 
  fuente_t=1e-
3*(sin(2*pi*60*tiempos)+0.3*sin(2*pi*1100*tiempos)+0.3*sin(2*pi*1100*tiempos)+0.3*0.3*sin(2*pi*3360*tiempos)+0.
3*sin(2*pi*3600*tiempos)+1.4*sin(2*pi*4840*tiempos)); 
 u(floor((M+1)/2),floor((M+1)/2),floor((M+1)/2),:)=fuente_t; 
  
  
 %Grafico de la presión de la  
 figure 
 plot(tiempos,fuente_t) 
 xlabel('Tiempo (s)') 
 ylabel('Presión Sonora de la Fuente(Pa)') 
 pause 
  
 figure 
 %Espectro para presion de la fuente 
[YFuente,NFFTFuente,fFuente,magnitudFuente]=espectro(fuente_t,(0:length(tiempos)-1)*ht,1/ht); 
  
   
  % (Viendolas desde el frente de la camara del compresor hacia adentro) 
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 t_save(1)=0; % Tiempo para cuadro inicial de animación 
  
  
  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 %% CALCULO DINÁMICA PRESIÓN SONORA - FUENTE EN CENTRO - PAREDES RÍGIDAS 
   
   
 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 'Calculando. Espere, por favor...' 
  
 %% Para cuando la fuente está en el centro Metodo 1 
  
      
%  for i=2:tsteps 
%       
%       
%       
%      for k=[2:floor((M+1)/2)-1,floor((M+1)/2)+1:M] % todos excepto el valor de x donde existe la fuente 
%           
%          for m=[2:floor((M+1)/2)-1,floor((M+1)/2)+1:M] % todos excepto el valor de y donde existe la fuente 
%               
%              for n=[2:floor((M+1)/2)-1,floor((M+1)/2)+1:M] % todos excepto el valor de z donde existe la 
fuente 
%       
%                 %ED 3D discretizada 
%                 u(k,m,n,i+1)=2*u(k,m,n,i)-u(k,m,n,i-1)+(ht^2/h_sp^2)*c.^2*(u(k+1,m,n,i)+u(k-1,m,n,i)... 
%                     +u(k,m+1,n,i)+u(k,m-1,n,i)+u(k,m,n+1,i)+u(k,m,n-1,i)-6*u(k,m,n,i)); 
%                  
%                  
%              end 
%              %Frontera en z 
%              u(k,m,1,i+1)=u(k,m,2,i+1); %Cara trasera 
%              u(k,m,M+1,i+1)=u(k,m,M,i+1); %Cara delantera 
%               
%               
%          end 
%          %Frontera en y 
%          u(k,1,:,i+1)=u(k,2,:,i+1); %Cara inferior 
%          u(k,M+1,:,i+1)=u(k,M,:,i+1); %Cara superior 
%      end 
%      %Frontera en x 
%      u(1,:,:,i+1)=u(2,:,:,i+1); %Cara izquierda 
%      u(M+1,:,:,i+1)=u(M,:,:,i+1); %Cara derecha 
%       
%       
%       
%  
%       
% %      if mod(i,marca)==0 % Guardamos los valores de u sólo para algunos tiempos: 
% %          indice = 1 + i/marca; 
%          indice=i; 
%          U_save(:,:,:,indice)=u(:,:,:,i); 
%          t_save(indice)=tiempos(i); 
% %      end 
%  end 
  
  
%% Metodo Cruz 
  
  
 for i=2:tsteps 
      
     %Primero las entradas ubicadas en la misma k de la posición x,y,z, de 
     %la fuente, es decir el plano k=floor((M+1)/2) x=0 
      
     k=floor((M+1)/2); 
      
     %Primero las entradas ubicadas en la misma m de la posición x,y,z, de 
     %la fuente, es decir la linea k=floor((M+1)/2) x=0 y=0 
      
      
     m=floor((M+1)/2); 
      
     for n=floor((M+1)/2)-1:-1:2 
           u(k,m,n,i+1)=2*u(k,m,n,i)-u(k,m,n,i-1)+(ht^2/h_sp^2)*c.^2*(u(k+1,m,n,i)+u(k-1,m,n,i)... 
                    +u(k,m+1,n,i)+u(k,m-1,n,i)+u(k,m,n+1,i)+u(k,m,n-1,i)-6*u(k,m,n,i));         
     end 
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     u(k,m,1,i+1)=u(k,m,2,i+1); %Pared Rigida Extremo Trasero  
     for n=floor((M+1)/2)+1:M 
            u(k,m,n,i+1)=2*u(k,m,n,i)-u(k,m,n,i-1)+(ht^2/h_sp^2)*c.^2*(u(k+1,m,n,i)+u(k-1,m,n,i)... 
                    +u(k,m+1,n,i)+u(k,m-1,n,i)+u(k,m,n+1,i)+u(k,m,n-1,i)-6*u(k,m,n,i));         
     end 
         u(k,m,M+1,i+1)=u(k,m,M+1,i)-(ht/h_sp)*c*(u(k,m,M+1,i)-u(k,m,M,i)); %Pared Abierta Cara Delantero 
%          u(k,m,M+1,i+1)=u(k,m,M,i+1);  %Pared Rigida Extremo Delantero 
      
     %Luego las demas entradas del plano k=floor((M+1)/2) x=0 
      
     for m=[2:floor((M+1)/2)-1,floor((M+1)/2)+1:M] 
          
        for n=2:M 
               
                u(k,m,n,i+1)=2*u(k,m,n,i)-u(k,m,n,i-1)+(ht^2/h_sp^2)*c.^2*(u(k+1,m,n,i)+u(k-1,m,n,i)... 
                    +u(k,m+1,n,i)+u(k,m-1,n,i)+u(k,m,n+1,i)+u(k,m,n-1,i)-6*u(k,m,n,i)); 
  
        end 
        %Frontera en z 
         u(k,m,1,i+1)=u(k,m,2,i+1); %Borde Rigido en Cara Trasera  
%          u(k,m,M+1,i+1)=u(k,m,M,i+1); %Borde Rigido en Cara delantera 
         u(k,m,M+1,i+1)=u(k,m,M+1,i)-(ht/h_sp)*c*(u(k,m,M+1,i)-u(k,m,M,i)); %Pared Abierta Cara Delantero 
     end 
      %Frontera en y 
      u(k,1,:,i+1)=u(k,2,:,i+1); %Borde en Cara inferior 
      u(k,M+1,:,i+1)=u(k,M,:,i+1); %Borde en Cara superior 
   
              
  
%Finalmente las demás entradas del volumen 
      
      
      
      
     for k=[2:floor((M+1)/2)-1,floor((M+1)/2)+1:M] % todos excepto el valor de x donde existe la fuente 
          
         for m=2:M % todos excepto el valor de y donde existe la fuente 
              
             for n=2:M % todos excepto el valor de z donde existe la fuente 
      
                %ED 3D discretizada 
                u(k,m,n,i+1)=2*u(k,m,n,i)-u(k,m,n,i-1)+(ht^2/h_sp^2)*c.^2*(u(k+1,m,n,i)+u(k-1,m,n,i)... 
                    +u(k,m+1,n,i)+u(k,m-1,n,i)+u(k,m,n+1,i)+u(k,m,n-1,i)-6*u(k,m,n,i)); 
                 
                 
             end 
             %Frontera en z 
             u(k,m,1,i+1)=u(k,m,2,i+1); %Cara trasera 
%              u(k,m,M+1,i+1)=u(k,m,M,i+1); %Rigido Cara delantera 
             u(k,m,M+1,i+1)=u(k,m,M+1,i)-(ht/h_sp)*c*(u(k,m,M+1,i)-u(k,m,M,i)); %Pared Abierta Cara Delantera 
              
              
         end 
         %Frontera en y 
         u(k,1,:,i+1)=u(k,2,:,i+1); %Cara inferior 
         u(k,M+1,:,i+1)=u(k,M,:,i+1); %Cara superior 
     end 
     %Frontera en x 
     u(1,:,:,i+1)=u(2,:,:,i+1); %Cara izquierda 
     u(M+1,:,:,i+1)=u(M,:,:,i+1); %Cara derecha 
      
      
      
  
      
%      if mod(i,marca)==0 % Guardamos los valores de u sólo para algunos tiempos: 
%          indice = 1 + i/marca; 
         indice=i; 
         U_save(:,:,:,indice)=u(:,:,:,i); 
         t_save(indice)=tiempos(i); 
%      end 
 end 
  
 %% Graficación de resultados 
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 %Graficos de presión en el centro del volumen y el centro de la cara 
 %abierta 
  
 x_graf=floor((M+1)/2); 
 y_graf=floor((M+1)/2); 
 z_graf1=floor((M+1)/2);  %Posicion punto central del volumen 
 z_graf2=length(z)-1;  %Posicion punto central cara abierta 
 presion_graf1=zeros(tsteps,1); 
 presion_graf2=zeros(tsteps,1); 
 for j=1:tsteps 
 presion_graf1(j)=u(x_graf,y_graf,z_graf1,j); 
 presion_graf2(j)=u(x_graf,y_graf,z_graf2,j); 
 end 
  
 figure 
 subplot(2,1,1) 
 plot((0:tsteps-1)*ht,presion_graf1) 
 xlabel('Tiempo (s)') 
 ylabel('Presión (Pa)') 
 title(['Presion Sonora c=',num2str(c),', L=',num2str(L),', [x y z] =['... 
     ,num2str(x(x_graf)),' ',num2str(y(y_graf)),' ',num2str(z(z_graf1)),']']) 
  
  subplot(2,1,2) 
 plot((0:tsteps-1)*ht,presion_graf2) 
 xlabel('Tiempo (s)') 
 ylabel('Presión (Pa)') 
 title(['Presion Sonora c=',num2str(c),', L=',num2str(L),', [x y z] =['... 
     ,num2str(x(x_graf)),' ',num2str(y(y_graf)),' ',num2str(z(z_graf2)),']']) 
  
 disp('Presione Enter para continuar') 
 pause 
  
 %Espectros de frecuencia Para las señales de presión graficadas 
 %anteriormente 
 %Espectro para presion en z_graf1 
 figure 
 [Y1,NFFT1,f1,magnitud1]=espectro(presion_graf1,(0:tsteps-1)*ht,1/ht); 
  
%Espectro para presion en z_graf2 
figure 
[Y2,NFFT2,f2,magnitud2]=espectro(presion_graf2,(0:tsteps-1)*ht,1/ht); 
  
  
% Calculo del Nivel de Presion Sonora Sin ponderacion 
  
NPS1=spl(presion_graf1); %Posicion centro volumen 
NPS2=spl(presion_graf2); %Posicion centro cara abierta 
  
figure 
subplot(2,1,1) 
 plot((0:tsteps-1)*ht,NPS1) 
 xlabel('Tiempo (s)') 
 ylabel('NPS (dB re 20 uPa)') 
 title(['Nivel de Presion Sonora con  c=',num2str(c),', L=',num2str(L),', [x y z] =['... 
     ,num2str(x(x_graf)),' ',num2str(y(y_graf)),' ',num2str(z(z_graf1)),']']) 
  
 subplot(2,1,2) 
 plot((0:tsteps-1)*ht,NPS2) 
 xlabel('Tiempo (s)') 
 ylabel('NPS (dB re 20 uPa)') 
 title(['Nivel de Presion Sonora con  c=',num2str(c),', L=',num2str(L),', [x y z] =['... 
     ,num2str(x(x_graf)),' ',num2str(y(y_graf)),' ',num2str(z(z_graf2)),']']) 
  
 pause 
  
  
%  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%  'Cálculo completo. Creando visualización...' 
%  % Representación: 
%  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%  % Parámetros de visualización: 
% %  camlight(camlight('left'),'left'); % 
% % camlight headlight 
% %  view(0,90); % Angulo de visualización 
% %  shading interp; lighting phong; colormap copper; axis off;  
% % %  
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% %  colorbar; 
% %  set(gca,'NextPlot','replacechildren'); 
% %  set(gcf, 'Renderer', 'ZBuffer'); 
% %  set(gcf,'MenuBar','none'); % Quitar la barra de menú 
% %  set(gcf,'Position',[20 40 ResX ResY]); % Situar la figura a 20*40 píxeles con tamaño ResX*ResY: 
%  P1=moviein(NFramesPorIt*indice); % Crear película 1 
% %  [X,Y]=meshgrid(x,y); 
% figure 
% % zlim([-1e-2 1e-2]); 
%  
% indice= i; % Se guarda el valor de i para usarlo despues del for de posicion inicial 
%  
% %CREACION ANIMACION PLANO CENTRAL 
%  
% % Unos pocos frames iniciales con la posicion inicial 
%  
% for i=1:floor(0.1*indice) 
%      zlim('manual') 
%      surf(X(:,:,z_graf1),Y(:,:,z_graf1),U_save(:,:,z_graf1,1))   %Presion en la cara z=0 
%      zlim([-0.5e-2 0.5e-2]); 
%      xlabel('Longitud x (m)') 
%      ylabel('Altura y (m)') 
%      zlabel('Presión (Pa)') 
%      legend(sprintf('N=%i, T=%.2fmsec',i-1,tiempos(i)*1e3)) 
%      set(gcf, 'Number', 'off', 'Name', sprintf('Onda2D: N=%i, T=%.2fmsec',i-1,t_save(i)*1e3)); 
%      for nf=1:NFramesPorIt % Guardar 'NFramesPorIt' cuadros en el vídeo: 
%          P1((i-1)*NFramesPorIt+nf)=getframe(gcf); 
%      end 
%      pause(0.5); 
%  end 
%  
%  
% %Ahora si la simulacion completa 
%  for i=1:indice 
%      zlim('manual') 
%  
%      surf(X(:,:,z_graf1),Y(:,:,z_graf1),U_save(:,:,z_graf1,i))   %Presion en la cara z=0 
%      zlim([-0.5e-2 0.5e-2]); 
%      xlabel('Longitud x (m)') 
%      ylabel('Altura y (m)') 
%      zlabel('Presión (Pa)') 
%      legend(sprintf('N=%i, T=%.2fmsec',i-1,tiempos(i)*1e3)) 
%      set(gcf, 'Number', 'off', 'Name', sprintf('Onda2D: N=%i, T=%.2fmsec',i-1,t_save(i)*1e3)); 
%      for nf=1:NFramesPorIt % Guardar 'NFramesPorIt' cuadros en el vídeo: 
%          P1((i-1)*NFramesPorIt+nf)=getframe(gcf); 
%      end 
%      pause(0.5); 
%  end 
%   
%  %CREACION ANIMACION CARA ABIERTA 
%   
%  P2=moviein(NFramesPorIt*indice); 
%  figure 
%   
%   
%   
%  for i=1:floor(0.1*indice) 
%      zlim('manual') 
%      surf(X(:,:,z_graf2),Y(:,:,z_graf2),U_save(:,:,z_graf1,2))   %Presion en la cara z=L 
%      zlim([-0.5e-2 0.5e-2]); 
%      xlabel('Longitud x (m)') 
%      ylabel('Altura y (m)') 
%      zlabel('Presión (Pa)') 
%      legend(sprintf('N=%i, T=%.2fmsec',i-1,tiempos(i)*1e3)) 
%      set(gcf, 'Number', 'off', 'Name', sprintf('Onda2D: N=%i, T=%.2fmsec',i-1,t_save(i)*1e3)); 
%      for nf=1:NFramesPorIt % Guardar 'NFramesPorIt' cuadros en el vídeo: 
%          P2((i-1)*NFramesPorIt+nf)=getframe(gcf); 
%      end 
%      pause(0.5); 
%  end 
%  
%  
% %Ahora si la simulacion completa 
%  for i=1:indice 
%      zlim('manual') 
%  
%      surf(X(:,:,z_graf2),Y(:,:,z_graf2),U_save(:,:,z_graf2,i))   %Presion en la cara z=L 
%      zlim([-0.5e-2 0.5e-2]); 
%      xlabel('Longitud x (m)') 
%      ylabel('Altura y (m)') 
%      zlabel('Presión (Pa)') 
%      legend(sprintf('N=%i, T=%.2fmsec',i-1,tiempos(i)*1e3)) 
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%      set(gcf, 'Number', 'off', 'Name', sprintf('Onda2D: N=%i, T=%.2fmsec',i-1,t_save(i)*1e3)); 
%      for nf=1:NFramesPorIt % Guardar 'NFramesPorIt' cuadros en el vídeo: 
%          P2((i-1)*NFramesPorIt+nf)=getframe(gcf); 
%      end 
%      pause(0.5); 
%  end 
%   
%   
%   
%   
%  'Animaciones completas. Exportando vídeos...' 
%  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%  save onda3D_P1.mat P1; % Guardar la animación MATLAB a un archivo 
%  mpgwrite(P1,jet,'onda3D_P1.mpg');  %  Convertir la animación en vídeo MPEG 
%   
%  save onda3D_P2.mat P2; % Guardar la animación MATLAB a un archivo 
%  mpgwrite(P2,jet,'onda3D_P2.mpg');  %  Convertir la animación en vídeo MPEG 
%  'Programa completo. Que tenga un buen día :)' 
%  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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Identification of the acoustic radiation pattern outside of reciprocating compressors of 
household refrigerators is essential in order to select control strategies to mitigate the noise 
inside an enclosed space. This article describes a methodology for generating sound radiation 
patterns from the compressor shell, based on vibration and pressure measurements carried 
out with contact and coil microphones. The data was obtained from a single compartment 
refrigerator. It was found that areas near the suction and discharge pipes show the higher 
vibration and the area near the reciprocating piston show the higher sound emission value. 
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1 INTRODUCTION 
 
Noise control on reciprocating compressor has become a necessary topic in refrigeration industries to 
improve the quality on their products. Less noisy products increase the comfort of household refrigerator 
users. The Mines Faculty - Applied Technologies Research Group GITA has been working on projects 
whose objective is to develop models to implement control strategies.  Noise control in household 
appliances is a recently research line where refrigerators have played an important role. 
 
For refrigerators without a fan, the compressor is the major contributor to overall noise1. It’s 
important to emphasize that “noise control problems are usually examined by separate consideration of the 
source, propagation path, and receiver; an optimal solution based on an overall assessment of the results of 
this tripartite analysis is then designed… Of these three considerations, correct identification of the 
source and its acoustical nature is the most important”.2 
 
This paper exposes experimental verification for identifying near field sound patterns of the acoustic 
radiation emitted from the compressor shell. The resulting patterns contribute to verify which positions 
could be considered for active and/or passive noise control strategies inside the compressor chamber.  
 
The article order is as follows: Section 1 exposes the context and justifies the design of the 
methodology. Section 2 introduces the theoretical concepts about acoustical radiation in enclosed spaces, 
and those concepts necessary to design the identification methodology and to analyze the patterns. Section 
3 presents the flow diagram of the proposed method, containing the steps to construct the radiation 
patterns outside the refrigerator compressor shell, inside the compressor chamber. Then, Section 4 
describes the experimental results of the applied method into an R134a reciprocating compressor of an 87 
Liters refrigerator. 
 
2 PRELIMINARY CONCEPTS 
 
 Thermoacoustical interaction inside the compressor is produced by pressure and temperature 
variations while the machine is working. Craun & Mitchel3 concluded that above 800Hz, the contribution 
of the suspension spring forces to the far-field compressor sound output outweighs the pressure 
contribution. Below 800Hz, there are indications that compressor pressure fluctuations are the dominant 
propagation path of compressor sound. Since their study was based on signal processing theory, they 
suggested experimental verification. 
 
Identification of radiation patterns of a machine is necessary to understand the major directions of 
acoustic energy propagation. Especially for almost spherical shape machines as the reciprocating 
compressor the radiation field patterns could be obtained from the radial measure of the variable of 
interest. 
 
Considering the potential-flow physical modeling point of view, the energy signal could be expressed 
as a proportional quantity  to the square of the potential variable. In acoustics area, the pressure plays the 
latter role, so the acoustic signal energy could be expressed as Eqn. (1) shows. This is the magnitude of 
amplitude drawn with every angle position on radiation patterns. 
 
                                                                       (1) 
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Microphone sensitivity and transfer factor express the relationship between incident pressure and 
open circuit voltage in the microphone output. Given the sensitivity, the Equation (2) is used to calculate 
the transfer factor in V/Pa. 
 
                 
 
  
    
                   
  
  
 
                                         (2)  
 
 
Although actually the microphone sensitivity depends on the frequency, the sensitivity established for 
1 kHz calibration frequency and its corresponding transfer factor may be used for calculate the input 
pressure considering the ideal condition of linear transfer function in this transducer. This is expressed on 
Equation (3)   
 
         
        
                
 
  
 
                                                (3)  
 
 
 
 
2.1 RMS voltage – RMS pressure proportionality 
 
 Considering linear relationship between the microphone pressure and output voltage, this section 
reviews the consequences on corresponding pressure and voltage RMS values. Naming transfer factor as 
TF,  
 
        
        
  
                                                           (4)  
 
So, for each measuring data, 
       
 
  
                                                          (5) 
 
 
Now, considering the RMS definition,  
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So  
      
 
 
   
 
  
    
  
   
     
 
Combining Ecn. (5) and (6) it yields to: 
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So, it could be concluded that 
      
 
  
                                                                   (8) 
 
 
It’s important to highlight on Equation (8) that the voltage is not only proportional, but also the 
proportionality constant is the same that the one which relates the original variables, based on the Transfer 
Factor.  
 
2.2 Sound patterns construction 
 
When it is needed to construct a sound pattern of a machine such as a compressor, the shell is 
considered as the source of this phenomenon, and since that surface is highly rigid, radiation is not 
unidirectional. Even, the spherical shape of the compressor shell and the fact that structural sound has 
transverse and longitudinal waves lead us to think that this radiation is omnidirectional. 
 
Then, taking into account that radial omnidirectional information is needed for directivity analysis of 
the sound, the pattern of shell compressor radiation could be graphically constructed in circles that show 
the RMS pressure vs. angle information and the spherically-positioned measuring point. The most 
important information that 2D patterns must show is the higher radiation amplitude(s) according to the 
angle and height of the measured position. 
 
 
3 SOUND RADIATION PATTERNS IDENTIFICATION FOR A RECIPROCATING 
COMPRESSOR (METHODOLOGY DESIGN) 
 
This section exposes the design of a method to identify sound radiation patterns in reciprocating 
compressor taking into account conclusions of the previous section.  
 
 
3.1 Setting the measuring positions 
 
Geometrical characteristics of reciprocating compressor shell change according to different brands, 
but generally designs stay between an almost parallelepiped or almost spherical shells. Figures 1 shows a 
real compressor shell shape and Figure 2 shows the computer-assisted representation. 
 
The first method step is to mark some positions on compressor shell. Those positions are shown in 
Figure 3 and 4 regarding to the top and bottom views of the machine according to a reference plane whose 
height is the middle of the compressor height. This reference plane is parallel to floor. Due to compressors 
are located on a metal rectangular plate to support them, and the plate is right on the floor it is not possible 
to set the same quantity of measure positions below the half section reference plane regarding to those 
which was marked above that plane. 
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3.2 Measuring Pressure with Contact and Coil Microphones and Saving Data 
 
The second step was to prepare the contact microphone data acquisition system (DAQ) and to place 
the contact microphone (pickup) in front of each measuring position, 2 cm close to compressor shell. Note 
that since the contact microphone is placed right on the shell surface (the distance between the pickup and 
the surface is zero), it could be settled more positions than those established for coil microphone 
measuring (whose measuring distance between transducer and shell is only limited by the compressor 
chamber space). 
 
Figure 5 shows a DAQ system that can be used for measuring both the voltage associated with 
vibration pressure on the shell and the voltage associated with sound pressure of acoustic near field. To 
select the sampling time and measuring time it must be used the Nyquist theorem.  Figure 6 shows a 
typical amplitude spectrum of the signal obtained for position 6. It can be seen that the vibration has a 
60Hz to 500Hz band and a 3600 Hz component. So, if it is assumed 5000 Hz as the maximum frequency 
component of this signal the 8-times Nyquist criterion lead us 40 000 samples/sec or more as a good 
sampling frequency. For example, since 60 Hz is the lowest frequency, the higher period of vibration 
signal will be 17ms. Considering 1Hz as the lowest frequency, the higher period will be one second. Also, 
the compressor sound could be considered as stationary sound due to it is periodic and its signal shape 
doesn’t change with time (considering operation non-transitory period). In addition, operation time is in 
the order of minutes. Then, measuring times from 1 second to 30 seconds could be the best choices. 
Greater times could lead to unhandled quantity of data files for processing. 
 
 The process for sound pressure measuring is similar to the process of vibration pressure measuring. 
However, for this measuring the transducer is a coil microphone and the amplification resistances of 
signal conditioner system changes depending on output voltage range of the transducer. 
 
 
3.3 Flow Diagram of Measuring Method 
  
Figure 8 shows the flow diagram of the methodology to create sound radiation patterns based on 
measured data. Although this technique is applied to a compressor, it could be applied to a machine with 
similar shape. Also, it could be developed with others DAQ systems such as a DAQ card or even pc 
soundcard in conjunction with a .wav recording software. For example, Audacity® is open source 
software that records sound tracks in a simple way and whose interface is easy to use. This software lead 
us record .wav tracks. Then, every sound track is ordered in a folder and opened into a signal processing 
software. Then, a high level software code is used to convert the .wav file to a vector data file. After that, 
RMS value is calculated for every vector associated to every measured position.  RMS voltage vs. angle 
table is copied in spreadsheet software and plotted using a radial charter available. Software such as 
Microsoft Excel® has simple way to plot that information. It can be used whatever software that could 
show radial charter to expose amplitude vs. angle. 
 
It’s important to remember that radiation patterns have two main purposes: a) to compare between 
specific angle amplitude to each other and to conclude which one is the higher and b) to express specific 
amplitude for each angle to analyze magnitude orders. So, it’s notable that to develop the first purpose it’s 
no necessary to express the real phenomena magnitude for each angle as long as the reported magnitude is 
proportional to original magnitude. 
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Since Eq. (8) lead us to use RMS voltage value as a linear relationship to RMS pressure value, then 
it’s possible to construct the radial radiation graph in RMS voltage value to carry out the first purpose. 
This is necessary when is known that the relationship between voltage and pressure is linear but transfer 
factor is unknown.  The second purpose will be carried out when transfer factor is known. In order to do 
that, the original RMS pressure is calculated using Equation (8) and then it is tabulated and plotted for 
each angle.   It should be emphasized that each amplitude must be obtained applying the same technique 
(using the same instrumentation and the same signal processing software) to achieve both purposes. 
 
  
4 APLICATION INTO A REFRIGERATOR COMPRESSOR 
 
 
The methodology was applied to a reciprocating compressor allocated inside an 87 Liters single-
compartment refrigerator. The thermal cycle of this household appliance has four principal components: 
compressor, condenser, evaporator and expansion valve. Although the condenser and the evaporator have 
some low-amplitude sounds, it’s the compressor the major contributor to overall noise levels1. This test 
was the second part of a series of experiments which objectives were: First, to validate that compressor is 
the major contributor to sounds levels into our specific refrigerator, and second, to identify the highest 
levels directions on sound patterns for the compressor. 
   
Table 1 describes the experiment settings and conditions. A test was carried out in a measuring 
chamber that is isolated to external noise using a 10 cm  width hardboard closure. Radial patterns of 
vibration pressure measurement are shown on Fig. 9.  The patterns amplitude is voltage RMS. It can be 
seen that positions 6 and 13 have major RMS voltage levels, which implies major RMS pressure levels. 
Similarly, Fig. 10 shows sound pressure radiation patterns (plotted as RMS voltage magnitude). It can be 
seen that positions 03, 07 and 11 are positions with major RMS voltage levels, which implies major RMS 
sound pressure levels.  Due to space limitations it was no possible to measure on positions 01 and 10 
(Back of compressor on compressor chamber). 
 
 
5 CONCLUSIONS 
 
A methodology to identify sound radiation patterns for reciprocating compressors used inside 
household refrigerators was developed. The technique covers to measure on 23 compressor shell 
positions; to acquire using DAQ system for recording .wav tracks; to calculate RMS values from voltage 
data and finally to plot data on spreadsheet software in radial form, showing an amplitude vs. angle graph. 
This methodology was applied to an 87 Liters refrigerator compressor. Results indicate that the areas near 
suction and discharge ports present major vibrations pressure RMS values. Also it was found that area 
above the box that covers electrical connectors and thermal relay presents major near-field sound pressure 
levels. Considering that this point is near to the suction port and the piston working area within 
compressor, and also that most of measured positions have frequency band below 800Hz the conclusion of 
Craun and Mitchel3 saying that below 800Hz refrigerant pressure fluctuations are the major contributor to 
far-field sound propagations could be applied to near field too. 
 
Although the methodology was applied to a compressor with an almost-parallelepiped shape, placed 
inside a small compressor chamber and using a coil microphone, the technique can be scaled to machines 
with similar geometric characteristics and using better precision and better resolution transducers.  Plane-
response condenser-microphones could be used to guarantee similar response to broad frequency band. 
Radiation patterns plotted using RMS voltage could be used to compare amplitude vs. angle information 
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only if it is possible to guarantee linear relationship between voltage and pressure on the transducer using 
transfer factor as the proportionality constant.   
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Fig. 1 –Typical Reciprocating Compressor 
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Fig. 2. Computer-assisted 3D model of the reciprocating compressor. 
 
 
 
Fig. 3. Measuring positions on the compressor shell on reference plane and above it. 
  
Fig. 4. Measuring positions on the compressor shell below reference plane.  
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Fig. 6. Single-Sided Amplitude Spectrum – Position 6 – Pickup vibration measured signal 
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Fig. 7. Single-Sided Amplitude Spectrum – Position 03 – Sound pressure measured signal 
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Fig. 8. Flow diagram of the identification of sound radiation methodology 
 
Table 1. Testing conditions of pressure measurements in 87Liters refrigerator compressor 
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DATE: June 24 and 28 2012  PLACE:  Measuring Chamber  
 
MEASUREMENT TRANSDUCER:  *VIBRATION: Contact microphone (Cherub® guitar pickup) 
           *SOUND: T-330 Coil microphone ShiXian  
 
MEASUREMENT PC:        Laptop Dell Inspiron 1520 
 
AUDIO DRIVER:       Sigmatel High Definition Audio 
 
EXPERIMENT OBJECT:    87 Liters refrigerator. Single Compartment. 
 
SAMPLING TIME:                   44100 Hz 
 
DAQ SOFTWARE:   Audacity® open source software (.wav  signals) 
  
 
 
 
 
a)                                                                     b) 
 
c) 
Fig. 9.  Vibration pressure voltage RMS vs. angle patterns for positions a) 1 to 8   b) 10 to 17   c) 
20 to 23 
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a)                                                                       b)      
Fig. 10. Sound pressure voltage RMS vs. angle patterns for positions a) 2 to 8   b) 11 to 17 
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Abstract: An identification of a dynamic model of near field acoustic radiation in a 
reciprocating compressor is presented. Linear and nonlinear algorithms were 
used, such as ARX and RNA models, with 10 regressors used for input and ouput. 
Both models presented very high correlation with validation data, with errors less 
than 0.01% and best fit indicators higher than 95%. Also an ARX 20-20-1 model 
was developed taking into account the time constant of the phenomena. Its best 
fit indicator was 60% with enough time and frequency tracking. 
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1. IDENTIFICACIÓN DEL MODELO ARX 
 
Para generar el modelo ARX se utilizaron como 
entradas y salidas, el voltaje asociado a la vibración 
de la carcasa del compresor y el voltaje asociado a la 
presión sonora, ubicado  a 8 cm de la posición del 
micrófono de contacto que captura la entrada. El 
conjunto entrada salida de uno de los experimentos 
se dividió por mitad, tomando la primera mitad como 
datos de estimación y la segunda para validación.  
 
La partición se elige de este modo, debido a que este 
evento de radiación sonora es un fenómeno cuasi 
periódico que conserva su forma de onda en el 
tiempo. Las señales de estimación se muestran en la 
Figura 1. 
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Fig. 1. Señales de entrada y salida del modelo. 
 
Para la generación del modelo ARX se toman los 
datos de estimación y se generan los retardos 
formando una matriz que contiene como vectores 
columna, los retardos de la señales de entrada y 
salida. Además su última columna corresponde al 
vector salida sin retardos. Esta matriz se  muestra en 
la ecuación 1. 
 
             
 
    
                    
    
         
                           
     
    (1) 
 
Para la estimación de los parámetros se toman 
algunas de las columnas de la matriz total generada, 
según los retardos de la entrada y la salida que se 
deseen introducir en el modelo. 
 
Para este caso se utilizaron todas las columnas para 
un total de 10 regresores en la entrada y 10 
regresores de la salida. Se resuelve a través de los 
mínimos cuadrados utilizando la pseudoinversa. El 
modelo resultante se visualiza en la ecuación (2). 
 
      (2) 
 
 
Donde X representa la matriz que contiene los  
regresores a utilizar y   el vector de parámetros. 
 
 
 
 
                               (3) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Se observa que estos parámetros se encuentran con 
máximo tres órdenes de magnitud de diferencia entre 
ellos, así que no se debe hacer poda. 
 
Es importante comentar que no se requirió del 
parámetro pivote ya que las señales se encuentran 
centradas y no requieren predicción de la media. 
 
 
Se genera luego la respuesta para los datos de 
validación. En la Figura 2 se muestra la comparación 
de la salida real y la salida estimada. 
 
 
Fig. 2. Salidas real y estimada para el modelo ARX 
10-10-1 (10 regresores de la salida). 
 
En la Figura 3 se realiza un zoom donde se puede 
observar que la onda estimada reproduce 
comportamientos de frecuencias principales. 
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Fig. 3. Ampliación de la Figura 2 donde se observa 
seguimiento a las frecuencias principales. 
 
El error calculado para los datos de validación fue de  
0.001% y el indicador Best Fit fue de 98%. 
 
La generación del modelo se validó usando el 
toolbox de identificación de matlab y el mismo 
conjunto de datos de estimación. El resultado fue 
semejante. 
 
 
2. IDENTIFICACIÓN DEL MODELO RNA 
 
Para generar una identificación basada en redes 
neuronales artificiales se utilizó el entrenamiento de 
una red neuronal tipo perceptrón multicapa en modo 
backpropagation con funciones de activación tansig 
y pureline para las capas oculta y salida 
respectivamente. El esquema general de este tipo de 
modelo se visualiza en la Figura 4.  
 
Para el entrenamiento se utilizó el ANN Toolbox de 
Matlab® usando 12 neuronas en la capa oculta. El 
desempeño durante el entrenamiento se muestra en la 
Figura 5. 
 
 
 
 
Fig. 4. Esquema representativo del modelo RNA 
encontrado. 
 
 
 
Fig. 5. Desempeño durante el entrenamiento de la 
RNA. 
 
 
 
Fig. 6. Desempeño de la red neuronal con datos 
de identificación donde se observa desvío del 
bias. 
 
 
En la Figura 6 se muestra la respuesta del 
modelo entrenado. Se observa una buena 
respuesta en dinámica pero una mala detección 
del promedio.  
 
Como el promedio de los datos está definido 
por el valor del bias de  la capa de salida se 
realiza en el algoritmo una corrección este valor 
con el comando  
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lo que equivale a sumarle al bias de la red 
identificada la diferencia que tiene entre los 
promedios de las salidas. Es importante notar 
que en la ecuación se utilizan los datos de salida 
de identificación y no de validación para no 
engañar el proceso de modelación. El 
desempeño de la red corregida se muestra en la 
Figura 7. 
 
La respuesta para los datos de validación de la 
red corregida  se muestra en la Figura 8. 
 
 
Fig. 7. Desempeño de la red neuronal con 
corrección de bias.  
 
Fig. 8. Respuesta del modelo con corrección del 
bias, para datos de validación 
 
 
El modelo corregido presenta un error de 
0.002% y un indicador de Best Fit de 94%. 
 
 
3. IDENTIFICACIÓN DE UN NUEVO MODELO 
ARX PARA TENER EN CUENTA LA 
CONSTANTE DE TIEMPO DEL SISTEMA 
 
El uso de los modelos identificados fue tipo 
predicción con horizonte de predicción igual a 
una unidad, ya que los datos de entrada a los 
algoritmos de validación corresponden tanto a 
retardos de la entrada como a retardos de la 
salida, incluyendo la salida medida 
inmediatamente anterior.  
Con este horizonte de predicción, el modelo se 
podría utilizar para propósitos de control sólo 
en aquellos sistemas donde la constante de 
tiempo es menor que un periodo de muestreo. 
En este caso la constante de tiempo del sistema 
entrada salida estaría determinada 
principalmente por el tiempo en que la onda se 
demora en recorrer la distancia por lo que se 
requiere cumplir  la condición de la desigualdad 
(4) 
 
                        
                  
                    
             (4) 
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con k es el horizonte de predicción.  Si la 
distancia recorrida por la onda es 0.08m, la 
velocidad del sonido en el aire es 340m/s, 
entonces el tiempo de recorrido de la onda 
directa es 235us. El horizonte de tiempo de 
predicción      ha de ser mayor a este último 
valor para capturar las dinámicas del fenómeno. 
Considerando    = 50kSamples/s según las 
condiciones del experimento, entonces el valor 
mínimo de k sería 12. Así, para tener un modelo 
que pueda capturar dinámicas relevantes, 
tendremos que tener más de 12 retardos a la 
salida.  
 
Par cumplir lo mencionado, se estimó un 
modelo ARX nuevo que pudiera tener estas 
características: 20 retardos en la entrada, 20 en 
la salida y considerando una unidad de tiempo 
de muestreo como tiempo muerto (equivalente 
a comenzar el regresor en u (t-1)) 
 
El modelo arx estimado se observa en el 
siguiente cuadro; allí el exponente del operador 
q representa el retardo discreto de la variable 
sobre la que se aplica el polinomio:  
   
Discrete-time IDPOLY model: A(q)y(t) = B(q)u(t) + e(t)                   
A(q) = 1 - 4.735 q^-1 + 11.48 q^-2 - 19.33 q^-3 + 26.17 q^-4             
        - 31.17 q^-5 + 34.35 q^-6 - 35.97 q^-7 + 36.32 q^-8              
        - 35.69 q^-9 + 34.21 q^-10 - 31.92 q^-11 + 28.89 q^-12           
        - 25.1 q^-13 + 20.54 q^-14 - 15.38 q^-15 + 10.14 q^-16           
            - 5.575 q^-17 + 2.331 q^-18 - 0.6406 q^-19 + 0.08657 q^-20   
 
B(q) = -0.3895 q^-1 + 2.706 q^-2 - 8.876 q^-3 + 18.41 q^-4 - 28.22 q^-5  
        + 35.22 q^-6 - 38.12 q^-7 + 36.92 q^-8 - 32.29 q^-9              
        + 25.28 q^-10 - 17.48 q^-11 + 10.64 q^-12 - 5.925 q^             
        -13 + 3.742 q^-14 - 3.391 q^-15 + 3.546 q^-16 - 3.204 q^-17      
                            + 2.247 q^-18 - 1.083 q^-19 + 0.2806 q^-20   
                                                                                                                                     
Estimated using ARX from data set SonVib05_est                           
Loss function 7.91781e-011 and FPE 7.93049e-011                          
Sampling interval: 2e-005                                        
 
En la Figura 9 se presenta la salida estimada por 
el modelo para los horizontes de predicción: 
k=1           (literales a)-b)), k=12 (literales c)-d)) y 
k  infinito (literales e)-f)). Cuando se define el 
horizonte de predicción como infinito se está 
realizando una simulación en lugar de una 
predicción, ya que no se están considerando 
salidas medidas para el cálculo de la salida 
estimada. En este caso sólo se usa la entrada.  
 
     
a)                                   b) 
      
c)                                   d) 
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e)                                   f) 
Fig. 9. Salidas medida (negra) y estimada(azul) por el modelo ARX 
20-20-1 usando:   a)-b) k=1      c)-d)  k=12     e)-f) k=infinito 
(simulación)  Los gráficos a la derecha son zoom de los de la 
izquierda. 
  
 
Observando la Figura 9, para el horizonte de 
predicción k= 1 la salida predicha sigue casi 
perfectamente a la salida medida. Este 
resultado es esperado para dicho horizonte de 
predicción, debido a la memorización de los 
datos que desarrolla el modelo. A su vez, la 
respuesta para simulación es muy pobre, ya que 
la salida estimada no refleja bien la amplitud de 
60Hz y el desfase es considerable. La salida 
predicha con el horizonte de predicción límite 
k=12 se puede notar el seguimiento de las 
frecuencias principales de la onda (la 
componente de 60 Hz y otras frecuencias bajas) 
incluyendo las amplitudes correspondientes. 
Como este es el objetivo principal, se puede 
considerar este modelo como buena opción 
para utilizar en control.  
 
Se resalta el hecho de que los parámetros de 
los dos modelos ARX  tengan órdenes de 
magnitud similares y por lo tanto no se deba 
hacer poda. Esto se interpretaría como la 
necesidad en este tipo de modelos de 
considerar todos los retardos en el regresor 
debido a la dinámica de frecuencia y fase 
variables que están presentes en estas señales 
asociadas a la fuente sonora. Además se 
concluye que si no se ajustan los  parámetros 
de bias antes de la estimación para las señales 
de este tipo (señales eléctricas con media cero)  
hace necesario el realizar correcciones de bias u 
offset a la salida, cuando se estimen los 
modelos. 
La Figura 10 muestra un ejemplo de posible 
implementación para la aplicación de un 
modelo caja negra en un DSP o 
microcomputadora para la estimación de la 
señal de presión acústica y control del ruido 
(contenido energético) de la misma. 
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Fig.10. Implementación del modelo empírico para predicción de la presión sonora y aplicación en control 
activo de ruido 
 
 
4. CONCLUSIONES 
 
Se identificaron dos modelos para los datos de 
entrada y salida correspondientes a la vibración 
de la carcasa de un compresor reciprocante 
utilizado en refrigeración y el sonido a  cierta 
distancia radial  fija hacia la carcasa  
respectivamente. 
 
El modelo lineal ARX tiene buenos resultados 
presentando un error de 0.001% utilizando 10 
regresores tanto para la entrada como para la 
salida Su indicador Best FIT es del 98%. El 
modelo RNA con corrección de bias presenta un 
error de 0.002% y tiene un Best Fit de 98% 
utilizando los mismos regresores del ARX como 
entradas a la capa oculta y 12 neuronas en dicha 
capa. 
 
 Aunque estos modelos tienen un ajuste muy 
alto, el tener horizonte de predicción igual a la 
unidad (utilizar la salida medida hasta el paso 
anterior)  hace que los modelos no representen 
las dinámicas representativas del proceso. 
Por esto se desarrolló un modelo de mayor 
cantidad de retardos en el regresor, un ARX 20-
20-1, para poder establecer un horizonte de 
predicción igual a 12 unidades, que permitiera 
superar la constante de tiempo del proceso. 
Considerando este parámetro, el ajuste se 
reduce a 60%. Sin embargo, se observa un 
seguimiento suficiente en amplitud y frecuencia 
de la señal de salida. Este modelo puede usarse 
con objetivos de predecir el ruido en el punto 
central de la cara abierta de la cámara del 
compresor para refrigeradores convencionales 
de 87 Litros de capacidad tal como el probado. 
 
 
Se resalta el hecho de que los parámetros del 
ARX  tengan órdenes de magnitud similares y 
por lo tanto no se pueda hacer poda. Esto se 
interpretaría como la necesidad de los modelos 
de considerar todos los regresores debido a la 
dinámica de frecuencia y fase variables que 
165 
están presentes en estas señales asociadas a 
fenómenos acústicas. 
 
Se observa también la importancia de ajustar los 
parámetros de bias para las señales de este tipo 
(señales eléctricas con media cero) para que no 
sea necesario realizar correcciones de bias u 
offset a la salida, cuando se estimen modelos 
RNA.  
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