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Abstract
This work concentrates on the study of inverse determinant sums, which arise from the union bound on the
error probability, as a tool for designing and analyzing algebraic space-time block codes. A general framework to
study these sums is established, and the connection between asymptotic growth of inverse determinant sums and the
diversity-multiplexing gain trade-off is investigated. It is proven that the growth of the inverse determinant sum of a
division algebra-based space-time code is completely determined by the growth of the unit group. This reduces the
inverse determinant sum analysis to studying certain asymptotic integrals in Lie groups. Using recent methods from
ergodic theory, a complete classification of the inverse determinant sums of the most well known algebraic space-time
codes is provided. The approach reveals an interesting and tight relation between diversity-multiplexing gain trade-off
and point counting in Lie groups.
Index Terms
division algebra, space-time block codes (STBCs), multiple-input multiple-output (MIMO), unit group, zeta
functions, diversity-multiplexing gain trade-off (DMT), algebra, number theory, Lie groups.
I. INTRODUCTION
In this paper we introduce a new technique to analyze the performance of lattice space-time block codes in the
high SNR regime. By developing the analysis based on the union bound of the pairwise error probabilities of such
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2codes, we show that the high-SNR performance is related to the asymptotic behavior of the inverse determinant
sums of these codes. The new performance criterion based on inverse determinant sums fills in the middle ground
between the Diversity-Multiplexing Trade-off (DMT) [16] and the normalized minimum determinant.
The normalized minimum determinant criterion has been used effectively to choose which space-time code one
should use in order to get the best performance. For a relatively high SNR level the optimization work has produced
very good results. However, this criterion concentrates on minimizing the worst case pairwise error probability, and
does not consider its overall distribution, disregarding for example the question of how many times the worst case
scenario occurs.
The DMT, on the other hand, is a measure that considers the overall error probability, but only in the asymptotic
sense as the SNR and codebook size grow to infinity. Moreover, the DMT focuses only on the diversity exponent,
and in many cases it is too coarse for practical code design. For example, from the DMT point of view almost all
full-rate division algebra-based codes are equivalent in diversity exponent, while their actual performances often
differ strongly.
The asymptotic growth of the inverse determinant sum captures something between these two concepts. Our
analysis reveals that the diversity-multiplexing gain bounds of Zheng and Tse [16] constitute general lower bounds
for the asymptotic growth of inverse determinant sums. The bounds depend on the dimension of the lattice and
on the number of transmit and receive antennas. Achieving such bounds immediately proves that a code is DMT
optimal for multiplexing gains between [0,1], while in other cases the asymptotic growth provides information
on the DMT for multiplexing gains in this region. Furthermore, the behavior of inverse determinant sums can be
analyzed with great accuracy and can provide information both on the normalized minimum determinant and DMT.
But, in this paper we are mostly interested in the interplay between DMT and inverse determinant sums and will
only consider exponents of the growth of the latter.
While the first part of the paper is about stating the problem and proving general lower bounds, the second part
concentrates on analyzing the growth of inverse determinant sums of large classes of algebraic space-time codes.
Most of the division algebra-based codes are subsets of an order [4] inside the division algebra. Using orders
guarantees the non-vanishing determinant property (NVD), which has been shown to be a sufficient criterion for
DMT optimality for lattice codes in the space Mn(C) having full rank 2n2 [5] and [6].
We will prove that the growth of the inverse determinant sum of a division algebra-based space-time code depends
only on the asymptotic growth of the norms of the unit group of the underlying order, and can be computed from
invariants of the corresponding algebra. This allows us to give a complete analysis of the inverse determinant sums
of the most commonly used division algebra-based space-time codes.
Maybe unsurprisingly, we find that for all the 2n2-dimensional division algebra-based codes, this growth corre-
sponds exactly to the DMT lower bound. This offers an intuitive explanation of why these codes are DMT optimal
and of why the simple normalized minimum determinant optimization has been so successful. However, when we
consider division algebra-based lattice codes having less than full rank in Mn(C), we will see that the choice of
the algebra can have a dramatic effect on the growth of the inverse determinant sum. As we will see in Subsection
3III-B, different growth rates seem to lead also to vast differences in performance. Our results thus provide a general
framework to compare the DMTs of different types of algebraic space-time code constructions.
While our analysis of division algebra codes relies on algebraic concepts such as the Dedekind and Hey zeta
functions as well as on the analysis of unit group, our work is fundamentally based on recent results in the field of
ergodic theory. The reason that we are able to analyze the asymptotic behavior of the norms of the unit group, is
that this group can be seen as a lattice inside a Lie group, and the asymptotic growth problem is related to a point
counting problem for Lie groups.
The study of such point counting problems is part of a rather recent but highly developed mathematical area
having a rich spectrum of general methods. For the most recent approach based on ergodic methods we refer to
the monograph by Gorodnik and Nevo [7].
We point out the surprising tightness of the relation between algebraic and information-theoretic results. In some
cases the completely general lower bounds for inverse determinant sums, derived from information theory, do meet
the upper bounds derived from deep algebraic results. In the case of complex quadratic center, the DMT results
manage to correctly predict the distribution of (algebraic) norms of elements of an order in a division algebra.
A. Contents of the paper
We begin by recalling the notion of DMT and some basic definitions of lattice theory. In Section III we first
formalize the inverse determinant sum problem, give an example of its practical interest as well as some simple
bounds for the asymptotic growth. We then consider how the asymptotic behavior of the inverse determinant sum
of a space-time code is related to its DMT. As an example, we study the determinant sum for the Alamouti code
[8] and recognize that it is the truncated Epstein zeta function. This gives a new proof of the fact that the Alamouti
code is DMT optimal for a single-antenna receiver. Finally in Section III-F we point out how the DMT results can
help to study some problems arising from lattice theory.
In Section IV we study diagonal MISO codes from algebraic number fields. We show how the corresponding
inverse determinant sum can be asymptotically approximated by combining the information about the geometric
structure of the unit group and about the behavior of the truncated Dedekind zeta function at integer points. This
study reveals that the growth of the inverse determinant sums of different number field codes, coming from fields
with equal degree, only differ by a constant term. As a corollary we give a new proof of the DMT-optimality
of these algebraic codes. In order to keep the presentation of the paper suitable for a larger audience we have
postponed some of the proofs to Section V.
In Section VI we begin to study inverse determinant sums of division algebra-based space-time codes. First, we
show how these inverse determinant sums depend on the behavior of the Hey zeta function and of the unit group
of an order of the algebra. In particular we prove that the growth of the inverse determinant sum depends only on
the algebraic properties of the division algebra and in particular on the unit group.
In Section VII we translate the inverse determinant sums results to the the language of DMT and give new DMT
lower bounds for a large class of division algebra-based codes.
4Section VIII is devoted to the point counting problem in Lie groups. Results of asymptotic growth rate are given
for discrete lattice subgroups of three Lie groups that are most central to our theory. After arming ourselves with
enough point counting results, we will give the proofs of Section VI in Section IX.
Finally we have collected some relevant Lie algebra theory, that is needed in Section VII in the Appendix.
We have tried to keep most of the paper easily approachable. Apart from Section V, the first seven sections
should be readable with a rather modest algebraic background.
B. Related work
The study of inverse determinant sums is a natural question in multiple antenna fading channels. For example,
in [6], Tavildar and Viswanath analyzed the DMT of several coding schemes by using the union bound approach.
However, they did not consider determinant sums, but eventually restricted their attention to coding schemes where
elementary combinatorial methods could be applied. In [9] the authors studied the blind detection of QAM and
PAM symbols. In their analysis they considered the Dedekind zeta function of the field Q(i). In Example 4.1 we
discuss briefly how their approach can be seen as the most simple case of our theory.
Already in 1998 Boutros and Viterbo considered the product kissing number in the context of number field
codes [10], and noted that one should develop a criterion which could take into account not only the minimum
determinant, but also the multiplicity of occurrence of the worst case scenario. The normalized criterion presented in
the beginning of Section III-A addresses this issue (and more). As presented in Section IV-C, our rough asymptotic
methods can be straightforwardly modified to work in the way Boutros and Viterbo probably had in mind. For a
recent work on product kissing numbers we refer the reader to [11], where the authors consider this question in
the context of quasi-orthogonal codes.
The closest and independent line of research that is related to our work has been carried out recently by F. Oggier
and J.-C. Belfiore. In [12] they consider Rayleigh fast fading wiretap channels and number field codes. In particular
by measuring error probabilities in wiretap channels they end up with the same number field sums as we do. In
[13] Belfiore and Oggier consider the Rayleigh fading MIMO wiretap channel, where their work also leads to the
same inverse determinant sums. However, their analysis considers only the Alamouti code.
In the crossroad of ours and the work of Oggier and Belfiore is the work by Hollanti and Viterbo [14]. They
considered the error probability of wiretap codes using similar methods to ours. In particular their goal has been
to give a finite version of the bound given in Section IV-C.
While the growth of inverse determinant sums of orders of division algebras or rings of algebraic integers are
related to distribution of norms of elements in these rings, to the best of our knowledge, there doesn’t seem to be
any previous algebraic work on the subject.
C. Main contributions of this paper
The contributions of this paper are the following.
5• A formal definition of inverse determinant sums as a code design criterion and a tool for analyzing DMT of
a code.
• General upper and lower bounds for inverse determinant sums.
• A connection between error probability, Dedekind zeta function and unit group of algebraic number field codes.
• A connection among error probability, Hey zeta function and unit group of division algebra codes.
• A complete analysis of the growth of inverse determinant sums of several families of algebraic space-time
codes.
• New DMT lower bounds for the aforementioned division algebra codes.
II. THE PLAYERS
A. The DMT
Consider a Rayleigh block fading MIMO channel with nt transmit and nr receive antennas. The channel is
assumed to be fixed for a block of T channel uses, but vary in an independent and identically distributed (i.i.d.)
fashion from one block to another. Thus, the channel input-output relation can be written as
Y =
√
ρ
nt
HX +N, (1)
where H ∈ Mnr×nt(C) is the channel matrix and N ∈ Mnr×T (C) is the noise matrix. The entries of H and
N are assumed to be i.i.d. zero-mean complex circular symmetric Gaussian random variables with variance 1.
X ∈Mnt×T (C) is the transmitted codeword, and ρ denotes the signal-to-noise ratio (SNR).
Assuming the channel is block-ergodic, and matrix H is known completely to the receiver but not to the
transmitter, Telatar [15] showed that the capacity of the MIMO channel (1) is given by
C(ρ) = E log det
(
Inr +
ρ
nt
HH†
)
= min{nt, nr} log ρ+O(1), (2)
in bits per channel use (bpcu), provided that the transmitted codeword X satisfies an average power constraint
E ‖X‖2F ≤ Tnt. The logarithm in (2) is taken with base 2.
The capacity formula (2) means that an error-free communication, i.e., having an error probability arbitrarily close
to 0, over the MIMO channel (1) is possible only when transmission rate R ≤ C(ρ). However, for any fixed SNR
level ρ, it is commonly believed that making the error probability arbitrarily small requires a coded transmission
over infinitely many blocks of channel, which is by no means practical. As a result, it is of a great interest to
determine how small the error probability can be when the coding is limited to only one block of T channel uses.
This has been studied in great detail by Zheng and Tse in [16]. Below we provide a brief overview of some of the
important results in [16], including the notion of DMT.
Definition 2.1: A space-time block code (STBC) C for some designated SNR level is a set of nt × T complex
matrices satisfying the following average power constraint
1
|C|
∑
X∈C
‖X‖2F ≤ Tnt. (3)
6The rate of code C is R = 1T log |C| in bpcu. A coding scheme {C(ρ)} of STBC is a family of STBCs, one at
each SNR level. The rate for code C(ρ) is thus R(ρ) = 1T log |C(ρ)|.
Paralleling the pre-log factor min{nt, nr} in (2), which is commonly known as the total number of degree of
freedom [16], we say the coding scheme {C(ρ)} achieves the DMT of spatial multiplexing gain r and diversity
gain d(r) if the rate satisfies
lim
ρ→∞
R(ρ)
log(ρ)
= r,
and the average error probability is such that
Pe(ρ)
.
= ρ−d(r),
where by the dotted equality we mean f(M) .= g(M) if
lim
M→∞
log(f(M))
log(M)
= lim
M→∞
log(g(M))
log(M)
. (4)
Notations such as ≥˙ and ≤˙ are defined in a similar way.
Remark 2.1: We will still use, for example, f(M)≥˙g(M) even when the limit at the RHS of (4) does not exist.
By this we only mean that g(M) can be upper bounded by some function c(M) where c(M) .= f(M).
With the above, the most important result in [16] is the following.
Theorem 2.1 (DMT [16]): Let nt, nr, T , {C(ρ)}, and d(r) be defined as before. Then any STBC coding scheme
{C(ρ)} has error probability lower bounded by
Pe(r) ≥˙ ρ−d∗(r) (5)
or equivalently, the diversity gain
d(r) ≤ d∗(r), (6)
when the coding is limited within a block of T ≥ nt + nr − 1 channel uses. The function of the optimal diversity
gain d∗(r), also termed the optimal DMT, is a piece-wise linear function connecting the points (r, (nt−r)(nr−r))
for r = 0, 1, . . . ,min{nt, nr}.
An example of optimal DMT d∗(r) for nt = nr = 3 is given in Fig. 1. We also remark that there exist space-
time lattice codes [5], [17] that are optimal in the DMT sense, i.e., achieve the optimal diversity gain d∗(r). The
condition of T in Theorem 2.1 has been improved to T ≥ nt by Elia et al. in [5]. Due to the outstanding error
performance of space-time lattices codes, we shall study these codes in general in the next section.
Before concluding this section, we make the following remark to further motivate the remainder of this paper. First,
while the notion of DMT provides an asymptotic measure of the error performance of code C(ρ) by focusing on
the diversity exponent d(r) as ρ→∞, there are certain limitations. For example, it is often observed in simulations
that two coding schemes {C1(ρ)} and {C2(ρ)}, having the same diversity gain d(r), can differ significantly in error
performance when SNR ρ is finite. In other words, without conducting a simulation it is impossible to determine
which code has better error performance at moderate SNR level from the DMT analysis. This happens especially
when the error probability for {C1(ρ)} takes the form of Pe1(r) = c1(ρ)ρ−d(r) and similarly Pe2(r) = c2(ρ)ρ−d(r)
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Fig. 1. DMT d∗(r) for nt = nr = 3.
for {C2(ρ)}, and when the functions c1(ρ) and c2(ρ) behave like a constant in the asymptotic sense, i.e., in terms
of the dotted noations
c1(ρ)
.
= c2(ρ)
.
= 1.
On the other hand, the above asymptotic ambiguity can be resolved by the inverse determinant sum, which will be
introduced in Section III. Furthermore, it will be seen that the inverse determinant sum also represents an alternative,
and probably better, criterion for designing STBC in general.
B. Matrix Lattices and spherically shaped coding schemes
In this paper, we will consider STBC with nt = T = n, and therefore these codes live in the space Mn(C). With
this choice, using results from classical lattice theory in R2n2 , we can define a natural inner product that induces
the Frobenius norm in Mn(C).
We can “flatten” X ∈ Mn(C) to obtain a 2n2-dimensional real vector x first by forming a vector of length n2
out of the entries (e.g. vectorizing row by row, or column by column) and then by replacing each complex entry
with the pair formed by its real and imaginary parts. This defines a mapping α from Mn(C) to R2n
2
:
α : X 7→ x = α(X) (7)
8which is clearly R-linear:
α(rX + r′X ′) = rα(X) + r′α(X ′), ∀r, r′ ∈ R. (8)
Let ‖X‖F =
√
Tr(X†X) denote the Frobenius norm of X . Note that the following equality holds:
‖X‖F =
√√√√ n∑
i=1
n∑
j=1
|Xij |2 = ‖α(X)‖E , (9)
where ‖·‖E denotes the Euclidean norm of a vector. This makes α an isometry. It also gives us a natural inner product
in the space Mn(C). Given two matrices X,Y ∈ Mn(C), we define 〈X,Y 〉 = <(Tr(XY †)) = 〈α(X), α(Y )〉,
where the last notation 〈·〉 stands for the natural Euclidean inner product in R2n2 .
Definition 2.2: A matrix lattice L ⊆Mn(C) has the form
L = ZB1 ⊕ ZB2 ⊕ · · · ⊕ ZBk,
where the matrices B1, . . . , Bk are linearly independent over R, i.e., form a lattice basis, and k is called the rank
or the dimension of the lattice.
Definition 2.3: If the minimum determinant of the lattice L ⊆Mn(C) is non-zero, i.e. it satisfies
inf
0 6=X∈L
|det(X)| > 0,
we say that the lattice satisfies the non-vanishing determinant (NVD) property.
We now consider a spherical shaping scheme based on a k-dimensional lattice L inside Mn(C). Given a positive
real number M we define
L(M) = {a ∈ L : ‖a‖F ≤M,a 6= 0}.
We will also use the notation
B(M) = {a ∈Mn(C) : ‖a‖F ≤M}
for the sphere with radius M .
The following two results are well known.
Lemma 2.2 (Spherical shaping): Let L be a k-dimensional lattice in Mn(C) and L(M) be defined as above;
then
|L(M)| = cMk +O(Mk−1),
where c is some real constant, independent of M .
Proof: For the proof we refer the reader to [19].
Proposition 2.3: Let L be a k-dimensional lattice in Mn(C). Then
H1M
s+k ≤
∑
X∈L(M)
‖X‖sF ≤ H2Ms+k, s+ k > 0
H3 log(M) ≤
∑
X∈L(M)
‖X‖sF ≤ H4 log(M), s+ k = 0∑
X∈L(M)
‖X‖sF ≤ H5, s+ k < 0,
9where Hi are constants independent of M .
Proof: The proof is a basic exercise in lattice theory. We refer the reader to [19] for the needed background.
In particular, it follows that we can choose real constants K1 and K2 such that
K1M
k ≥ |L(M)| ≥ K2Mk.
For subsequent discussions, the following definition will be useful.
Definition 2.4: Suppose that L is a k-dimensional lattice in Rn. The function f : C→ C, where
f(s) =
∑
x∈L,x 6=0
‖x‖sE ,
is well defined, when −<(s) > k and is called the Epstein zeta function [20].
With the above, we are now prepared to give a formal definition of a family of space-time lattice codes of finite
size.
Definition 2.5: Given the lattice L ⊂Mn(C), a space-time lattice coding scheme associated with L is a collection
of STBCs where each member is given by
CL(ρ) = ρ
− rnk L
(
ρ
rn
k
)
(10)
for the desired multiplexing gain r and for each ρ level.
The normalization factor ρ−
rn
k in (10) is ony appropriate, but not exact, for meeting the average power constraint
(3). Specifically, one might wonder whether the STBC CL(ρ) has average power exceeding the upper constraint in
(3) or it can still be improved. From Proposition 2.3 we have∑
X∈L
(
ρ
rn
k
) ρ−
2rn
k ‖X‖2F .= ρ−
2rn
k (ρrn/k)k+2 = ρrn.
On the other hand we also have that |L(ρ rnk )| .= ρrn from Proposition 2.2. Combining the above shows that the code
CL(ρ) has the correct average power from the DMT perspective, i.e., in terms of the dotted equality. Henceforth,
we simply ignore the scaling factor 1nt of SNR in the channel equation (1) as it is irrelevant to DMT calculations.
III. INVERSE DETERMINANT SUMS OVER MATRIX LATTICES
In this section we introduce inverse determinant sums, study their basic properties and show how they are related
to DMT. We first begin with a non-rigorous introduction, which shows how these sums appear naturally as a
continuation of more familiar sums.
Consider a k-dimensional lattice code L(M) ⊂ Cn for the following additive complex Gaussian noise channel
y = x+ n
where x ∈ L(M) and n is a length-n complex Gaussian random vector with zero mean and covariance matrix In.
10
We have the familiar expression of the pairwise-wise error probability (PEP) upper bound for confusing x to x′
at the receiver
P (x→ x′) ≤ e−‖x−x′‖
2
E .
If the codewords from the code L(M) are sent equiprobably, we can upper bound the average error probability by
the following sum
Pe ≤
∑
x∈L, 0<‖x‖E≤2M
e−‖x‖
2
,
where the term 2M follows as we have to consider differences of codewords. The right-hand-side is indeed a well
known truncated exponential sum taking values on lattice points.
The second example channel is a quasi static Rayleigh fading channel with single transmit and nr receive
antennas. Assume that the channel vector is known perfectly to the receiver but not to the transmitter. We then have
for the code L(M) ∈ Cn
P (x→ x′) ≤ 1‖x− x‖2nrE
,
and the corresponding upper bound on overall error probability
Pe ≤
∑
x∈L, 0<‖x‖E≤2M
1
‖x‖2nrE
.
We can then see that if 2nr > k, the RHS is the truncated Epstein zeta function.
We now turn to the more general case of having a k-dimensional NVD lattice L and consider finite code
L(M) ⊂Mn(C) and a slow Rayleigh fading MIMO channel with n transmit and nr receive antennas. The channel
equation can then be written as
Y = HX +N,
where H and N are respectively the channel and noise matrices and where X ∈ L(M). In terms of PEP, we have
for X 6= X ′
P (X → X ′) ≤ 1|det(X −X ′)|2nr ,
and the corresponding upper bound on overall error probability
Pe ≤
∑
X∈L, 0<‖X‖F≤2M
1
|det(X)|2nr .
We summarize the three cases above below.
• Single antenna channel AWGN: Pe is upper bounded by the sum of e−‖x‖
2
E , an exponential sum.
• Single antenna slow fading channel: Pe is upper bounded by the sum of 1‖x‖2nrE
, an Epstein zeta function.
• Quasi-static Rayleigh fading MIMO channel: Pe is upper bounded by the sum of 1| det(X)|2nr , an inverse
determinant sum.
We will see that the behavior of the third sum is the most peculiar. While in the second case the limit of the sum
for M →∞ can be made to converge by increasing nr, in the last case of inverse determinant sums we will show
that they might not converge.
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A. The Basic Problem
Let L ⊆Mn(C) be a k-dimensional lattice. For any fixed m ∈ Z+ we define
SmL (M) :=
∑
X∈L(M)
1
|det(X)|m .
Our main goal is to study the growth of this sum as M increases. In particular, we are interested to find, if possible,
a function f(M) such that
SmL (M)
.
= f(M).
As we will later see this “dotted” accuracy is enough to determine the DMT of the code under consideration.
Furthermore, it gives us a way to select codes with better error performance. Suppose that we have two k-dimensional
lattices L1 and L2, and corresponding functions SmL1(M)
.
= f1(M) and SmL2(M)
.
= f2(M). It is not far fetched to
assume that if f1(M)>˙f2(M), the lattice L2 would be a better code, at least for large code sizes.
Let us, however, shortly discuss inverse determinant sums in a more accurate sense. Let us denote with Vol(L)
the volume of the fundamental parallelotope of a k-dimensional lattice L in Mn(C). The normalized version of the
inverse determinant sums problem is then to consider the growth of the sum
S˜mL (M) = Vol(L)
mn/k
∑
X∈L(M)
1
|det(X)|m . (11)
Here the relevant accuracy level is to find, if possible, functions f(M) and g(M), where lim
M→∞
g(M)/f(M) = 0,
such that
|S˜mL (M)− f(M)| ≤ g(M).
Again it is reasonable to surmise that the smaller the function f(M), the better the corresponding code will be.
Comparing codes in this sense does take into account the size of the normalized minimum determinant and the
number of times this worst case appears. Obviously comparing two codes in this normalized sense is more reliable
than comparing two codes in the previously described dotted sense. However, only in Section IV-C we will consider
inverse determinant sums with an accuracy needed for this analysis.
B. An example of the effect of the difference in the growth of inverse determinant sums on the performance of
space-time codes
The work in this paper is mostly theoretical, but let us give an example that suggests that the inverse determinant
sum is also a very practical research subject.
Consider the following lattices
L1 =

x1 3x∗2
x2 x
∗
1
 : x1, x2 ∈ Z[i]
 ,
L2 =

x1 −3x∗2
x2 x
∗
1
 : x1, x2 ∈ Z[i]
 .
12
Both L1 and L2 are 4-dimensional lattice codes in M2(C), and as lattices they are isometric and have exactly the
same normalized minimum determinant. Suppose that these codes are to be used for communication on a Rayleigh
fading channel with a single receive antenna. The corresponding inverse determinant sums are of the type∑
X∈Li(M)
1
|det(X)|2 .
We will later see that
S2L1(M)
.
= M2 and S2L2(M)
.
= M0.
Here from the normalized minimum determinant and shaping point of view these two codes are identical. Yet,
their inverse determinant sums differ dramatically and suggest that the code CL2 derived from the lattice L2 has
error performance much better than CL1 derived from L1. The question is whether this difference will be visible
in practice. After all, these inverse determinant sum considerations have an asymptotic nature.
In Fig. 2 we see the performance of CL1 and CL2 where the components x1 and x2 takes values from the
16-QAM modulation. It can be clearly seen that CL2 performs much better than CL1 as predicted by the inverse
determinant sums.
C. Elementary bounds and some basic results for inverse determinant sums
We now provide some simple upper and lower bounds for the asymptotic behavior of SmL (M) for a k-dimensional
NVD-lattice L in Mn(C).
Proposition 3.1: Suppose that L is a k-dimensional NVD-lattice in Mn(C), with
mindet(L) := min
06=X∈L
|det(X)| = 1.
We then have that
KMk ≥
∑
X∈L(M)
1
|det(X)|m ≥ K1M
k−mn, k −mn > 0
KMk ≥
∑
X∈L(M)
1
|det(X)|m ≥ K2 log(M), k −mn = 0
KMk ≥
∑
X∈L(M)
1
|det(X)|m ≥ K3, k −mn < 0,
for some constants K, K1, K2, and K3.
Proof: Hadamard inequality combined with the arithmetic mean-geometric mean (AM-GM) inequality gives
us
|det(X)| ≤
(‖X‖F√
n
)n
.
We then have that ∑
X∈L(M)
1
|det(X)|m ≥
∑
X∈L(M)
√
n
mn
‖X‖nmF
.
Applying Proposition 2.3 yields the lower bounds.
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Fig. 2. Block error rates of codes CL1 and CL2 at 4 bpcu.
On the other hand, if |det(X)| = 1 for all nonzero X ∈ L as the worst case, then∑
X∈L(M)
1
|det(X)|m =
∑
X∈L(M)
1 = |L(M)| ≤ KMk,
where K is a constant independent of M and where the last inequality follows from Lemma 2.2.
We next provide an unsurprising invariance result, revealing that the growth of the inverse determinant sum of a
matrix lattice L ⊂Mn(C) is similar to the corresponding growth of the lattice AL, where A is an invertible matrix
in Mn(C). We need a few lemmas.
Lemma 3.2: [21] Let A and B be invertible matrices in Mn(C) and let a1 ≥ · · · ≥ an be the eigenvalues of
AA† and b1 ≤ · · · ≤ bn be the eigenvalues of BB†. We then have that
‖AB‖2F ≥
n∑
i=1
aibi.
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Lemma 3.3: Suppose that X is a set of matrices in Mn(C) and that A is an invertible matrix in Mn(C). If f is
a function such that for all M > 0
|B(M) ∩ X | ≤ f(M),
then there exists a constant K such that for all M
|B(M) ∩AX| ≤ f(KM),
where AX = {AX : X ∈ X}.
Proof: Let λ1 be the smallest eigenvalue of AA†. Lemma 3.2 implies that for all the elements AX ∈ AX ,
‖AX‖2F ≥ λ1 ‖X‖2F . It follows that for the matrix AX , where
‖AX‖F ≤M,
we must have that ‖X‖ ≤ M√
λ1
. We now see that 1√
λ1
is a suitable constant for K.
Proposition 3.4: Let L ⊂Mn(C) be a matrix lattice and A ∈Mn(C) be an invertible matrix. If SmL (M) .= Mk
for some k, then
SmAL(M)
.
= Mk.
Proof: Let λ1 be the smallest eigenvalue of AA†. Using the same argument as in the previous lemma we have∑
X∈AL(M)
1
|det(X)|m ≤
∑
Y ∈L(M/√λ1)
|det(A)|−m
|det(Y )|m .
Changing the roles of AL and L and replacing A with A−1 give the other direction of the inequality
SmL (M)≤˙SmAL(M).
The previous proposition obviously works also in the case where the lattice L is multiplied by a matrix A from
the right.
D. Inverse determinant sum in relation to DMT
In this section we will show how we can use DMT to prove lower bounds for the asymptotic growth of inverse
determinant sums. At the same time we will get a criterion for a code to achieve the optimal DMT for multiplexing
gains r ∈ [0, 1].
Let L ⊆ Mn(C) be a k-dimensional lattice, and consider the finite codes CL(ρ) defined in (10). Assume there
are nr receive antennas. Then following the union bound together with the PEP based determinant inequality [22],
we get the following bound for the average error probability for the code CL(ρ)
Pe ≤ ρ−nnr(1−2nr/k)
∑
X∈L(2ρrn/k)
1
|det(X)|2nr . (12)
The moral of the following proposition is that the determinant sum of a space-time lattice code must grow with
considerable speed, or otherwise the code would have DMT exceeding d∗(r) given in Theorem 2.1.
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Proposition 3.5: Let L be a k-dimensional fully diverse lattice in Mn(C) and nr be a positive integer. Suppose
that S2nrL (M)
.
= Mv for some v ∈ R. We then have that
S2nrL (M) =
∑
X∈L(M)
1
|det(X)|2nr ≥˙ M
(nrk/n+k−k/n−2nnr).
Proof: Consider the previously mentioned coding scheme CL(ρ) = ρ−
rn
k L
(
ρ
rn
k
)
. As we have shown, the
union bound (12) yields the following lower bound for S2nrL (M)
S2nrL (M) ≥ Pe · ρnnr(1−2nr/k)
where M = 2ρnr/k. Theorem 2.1, on the other hand, shows that for integer values of r
Pe≥˙ρ−(n−r)(nr−r).
Combining the above gives for integer values of r.
S2nrL (2ρ
nr/k)
.≥ ρ−((n−r)(nr−r)−nnr(1−2nr/k))
= ρ−(r
2−nr−rnr+2n2rnr/k).
Hence,
S2nrL (M)
.≥M−(rk/n−k−nrk/n+2nnr).
The maximum here is achieved obviously for r = 0, but in this case we do not have growth for our matrix sum as
the corresponding M = 1. The next integer point is r = 1. In this case we have
S2nrL (M) ≥˙ M (nrk/n+k−k/n−2nnr).
Corollary 3.6: Let L ⊂Mn(C) be a k-dimensional fully diverse lattice. If the corresponding inverse determinant
sum achieves the lower bound in Proposition 3.5, then CL(ρ) achieves the optimal DMT for r ∈ [0, 1], when received
with nr antennas.
Proof: Here we have S2nrL (M)=˙M
(nrk/n+k−k/n−2nnr). Setting M = 2ρrn/k and substituting the above into
(12) yield
Pe ≤˙ ρ−nnr(1−2nr/k)ρ(rn/k)(nrk/n+k−k/n−2nnr)
= ρ−nnr+r(nr+n−1).
Comparing the above to the DMT lower bound, Pe ≥ ρ−d∗(r) for r ∈ [0, 1], where d∗(r) is a straight line connecting
the points (0, nnr) and (1, (nr − 1)(n− 1)) yields the desired result.
Remark 3.1: We have stated Proposition 3.5 in the simplest possible form by assuming log(S
2nr
L (M))
log(M) has a limit
when M approaches infinity. While this condition is not that restrictive, the proof of Proposition 3.5 gives us more.
It actually states that if there is a function f(M), having a limit in the dotted sense, for which S2nrL (M) ≤ f(M),
then f(M)
.≥ M (nrk/n+k−k/n−2nnr). In particular we cannot upper bound S2nrL (M) with any KM t, where
t < (nrk/n+ k − k/n− 2nnr) and K is some constant.
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E. The inverse determinant sum and DMT of the Alamouti code
In this section we will show that the Alamouti code does reach the bound in Proposition 3.1. This result then
allows us to rediscover the DMT of Alamouti code when received with nr antennas.
The 2× 2 Alamouti code is the following
A(x1, x2, x3, x4) =
x1 + x2i −(x3 + x4i)∗
x3 + x4i (x1 + x2i)
∗
 .
for some indeterminate x1, x2, x3 and x4, where i =
√−1. The corresponding lattice of the Alamouti code can
be written as
LAlam = ZA(1, 0, 0, 0) + · · ·+ ZA(0, 0, 1, 0) + ZA(0, 0, 0, 1),
which is a 4-dimensional lattice in M2(C). We then consider the corresponding inverse determinant sum∑
X∈LAlam(M)
1
|det(X)|2m .
Proposition 3.7: Let m ≥ 1 be a real number. Then,
K2 ≤
∑
X∈LAlam(M)
1
|det(X)|2m ≤ K1 log(M),
where K1 and K2 are some constants.
Proof: Due to the orthogonality of the rows of the Alamouti code, for any codeword X ∈ LAlam we have
|det(X)| =
(‖X‖F√
2
)2
.
We now have that ∑
X∈LAlam(M)
1
|det(X)|2m =
∑
X∈LAlam(M)
22m
‖X‖4mF
.
The rest follows from Proposition 2.3.
Remark 3.2: In particular if m is large enough the inverse determinant sum of the Alamouti code is the Epstein
zeta function.
Corollary 3.8: When received with nr antennas, the Alamouti code achieves the DMT curve
(r, 2nr(1− r)), 0 ≤ r ≤ 1,
which is optimal in DMT for any 4-dimensional lattice codec in M2(C).
Proof: In order to study the DMT of codes derived from the lattice LAlam, we consider the spherical coding
scheme LAlam(ρr/2)ρ−r/2. The usual union bound argument (12) then implies
Pe ≤
∑
LAlam(2ρr/2)
ρ−2nr(1−r)
|det(X)|2nr .
Also, by Proposition 3.7 we have
Pe ≤ ρ−2nr(1−r)K(log(2ρr/2)),
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where K is some constant independent of ρ. This gives us that the Alamouti code does achieve the claimed DMT.
The rest follows from [1, Proposition 3.3] where it is shown that this is the best possible for all 4-dimensional
lattice codes in M2(C).
F. Applying DMT to lattice theory
In this subsection we give an example showing how Proposition 3.5 can be used in lattice theory.
Let L ⊂ C4 be an 8-dimensional lattice and consider the function f : C4 → R by
f(x1, x2, x3, x4) = |x1x2 − x3x4|.
Assume that f(x1, x2, x3, x4) 6= 0 for any non-zero element in L. The reader can immediately see that L can be
reformulated as a matrix lattice and f is the absolute value of the determinant of 2× 2 matrices. We now see what
can be said about the asymptotic behavior of the sum∑
X∈L(M)
f(X)−4.
By Proposition 3.1 we have
K1M
8 ≥
∑
X∈L(M)
f(X)−4 ≥ K2 log(M),
for some constants K1 and K2. However, if we can bound the growth of
∑
X∈L(M) f(X)
−4 with any KM t, where
K and t are constants, then Proposition 3.5 tells us that t ≥ 4. This reveals that the lower bound obtained from
Proposition 3.5 is considerably stronger than the one from Proposition 3.1 and tells us something non-trivial about
the asymptotic behavior of this sum.
However, it should be noted that Proposition 3.5 only applies to the cases when m in the sum SmL (M) is an
even integer.
We will see that the lower bound is also the best possible in the sense that there are 8-dimensional lattices in
C4 for which ∑
X∈L(M)
f(X)−4 .= M4.
It is very likely that there are more direct methods that give this result, but it is intriguing that we can derive
such lattice theoretic result from information theory.
IV. INVERSE DETERMINANT SUMS OF ALGEBRAIC NUMBER FIELDS AND DMT OF DIAGONAL CODES
We now consider inverse determinant sums arising from algebraic number field codes [23]. In particular we
will show how the error probability of these codes is tied to the unit group and Dedekind zeta function of the
corresponding algebraic number field. These connections allow us to give a better look at the behavior of these
codes and to prove their DMT optimality. The proof of this case will give some insight into the case of codes
arising from division algebras.
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For simplicity let us consider a degree n cyclic number field extension K/Q(i), where the Galois group is
〈σ〉 = {σ1, · · · , σn}, and OK is a principal ideal domain (PID). We will comment more on these conditions in
Section IV-C.
We can define a relative canonical embedding of K into Mn(C) by
ψ(x) = diag(σ1(x), . . . , σn(x)),
where x is an element in K. The ring of algebraic integers OK has a Z-basis W = {w1, . . . , w2n} and therefore
ψ(OK) = ψ(w1)Z+ · · ·+ ψ(w2n)Z,
is a 2n-dimensional lattice of matrices in Mn(C). The main reason to use such a construction is that for each
nonzero element a ∈ OK , we have that |det(ψ(a))| ≥ 1.
Let L = ψ(OK) ⊂ Mn(C) be the 2n-dimensional number field lattice code and consider the coding scheme
CL(ρ) in (10). Before measuring the DMT for this type of codes, the following definition will be useful. Let IOK
be the set of nonzero ideals of the ring OK . The Dedekind zeta function is
ζK(s) =
∑
A∈IOK
1
[OK : A]s , (13)
where s is a complex number with <(s) > 1.
We give the following example for illustration.
Example 4.1: The simplest example of the previous construction arises from the trivial extension Q(i)/Q(i).
The Galois group then consists simply of the identity element. We then have a lattice L = Z[i] ⊂ C, which is a
2-dimensional lattice in M1(C). Furthermore, let L(M/2) be the finite code derived from L. When received by nr
antennas, the error probability of L(M/2) has a union bound (12) containing the following sum∑
x∈L(M)
1
|xx∗|nr =
∑
x∈L(M)
1
‖x‖2nrE
.
The above is actually the truncated Epstein zeta function and calls for the bound in Proposition 3.1 However, we
can look at this problem from another angle that can be easily generalized. Notice that for every element x ∈ Z[i],
we have NQ(i)/Q(x) = |x|2, hence ∑
x∈L(M)
1
|x|2nr =
∑
x∈L(M)
1
|NQ(i)/Q(x)|nr
We know that Z[i] has only 4 invertible elements 1,−1, i,−i and that Z[i] is a PID. Therefore, for every ideal
xZ[i], we have exactly 4 different generators x,−x, ix, and −ix. We can then write∑
x∈L(M)
1
‖x‖2nr =
∑
N(I)≤M2
4
N(I)nr
,
which is related to the truncated Dedekind zeta function ζQ(i)(s) at the point s = nr. In particular when we let M
grow to infinity we get that the sum
∑
x∈L(M)
1
|x|2nr approaches 4ζQ(i)(nr).
We point out that this approach was earlier taken in [9]. Yet, it only applies to the case when the extension has
degree 1. We will next show how this can be extended to more general number fields.
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Consider a cyclic extension K/Q(i), where [K : Q(i)] = n. With L = ψ(Ok) defined as before, let L(M/2) be
the finite code derived from L. When received by nr antennas, the error probability of L(M/2) has a union bound
(12) containing the following sum ∑
‖ψ(x)‖F≤M, x∈OK
1
|det(ψ(x))|2nr
=
∑
‖ψ(x)‖F≤M, x∈OK
1
|NK/Q(x)|nr
=
∑
x∈X(M)
Ax(M)
|NK/Q(x)|nr , (14)
where X(M) is a set of elements x ∈ OK , ‖ψ(x)‖F ≤M , each generating a separate ideal in OK . Accordingly,
Ax(M) is the number of elements y ∈ OK , ‖ψ(y)‖F ≤ M , each generating the same principal ideal as the one
generated by x.
If we neglect for the moment the terms Ax(M), and consider only the sum
∑
x∈X(M)
1
|NK/Q(x)|nr , we see that
it is a part of the Dedekind zeta function ζK at the point nr.
In the following we will give bounds for Ax(M) and the truncated sum. The bounds depend only on the value
of M ; they are independent of the choice of x.
A. Bounds for Ax(M) and truncated Dedekind zeta function
We begin our analysis with A1(M). This is the number of elements u in the unit group O∗K of the ring OK
such that ψ(u) ∈ B(M) ⊂Mn(C).
Lemma 4.1: Let K/Q(i) be a cyclic field extension with [K : Q(i)] = n. Then the cardinality of the set
A1(M) = {ψ(u) : u ∈ O∗K , ‖ψ(u)‖F ≤M}
has an upper bound
A1(M) = |A1(M)| ≤ N (log(M))n−1 ,
where N is a constant independent of M .
Proof: For ease of reading, the proof to this lemma is relegated to Section V.
Based on Lemma 4.1, we can upper bound the value of Ax(M) for all x.
Proposition 4.2: Let K/Q(i) be a cyclic field extension with [K : Q(i)] = n and let x ∈ OK be a non-zero
element with ‖ψ(x)‖F ≤M . Then
Ax(M) = |{u : ‖ψ(xu)‖F ≤M,u ∈ O∗K}|
≤ N ′ (logM)n−1 ,
where N ′ is a constant independent of M as well as of the element x.
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Proof: Given x ∈ OK , we can write ψ(x) = diag(x1, . . . , xn). The condition ‖ψ(x)‖F ≤M implies |xi| ≤M
for all i. We also have that |x1| · · · |xn| ≥ 1. It follows that for all i
|xi| ≥ 1
Mn−1
. (15)
Now let u ∈ O∗K be a unit such that ‖ψ(ux)‖F = ‖ψ(u)ψ(x)‖F = ‖diag(x1u1, . . . , xnun)‖F ≤ M , where
ui = σi(u). We have that |xi| |ui| ≤M for all i, and (15) implies |ui| ≤Mn. Therefore we have that ‖ψ(u)‖F ≤√
nMn. Lemma 4.1 now gives that
Ax(M) ≤ A1
(√
nMn
)
≤ N (log(√nMn))n−1
≤ N ′ (logM)n−1 ,
where N ′ is a constant independent of M .
The essential part of this result is that we could find a constant K such that K (logM)n−1 upper-bounds Ax(M)
for all x ∈ OK with ‖ψ(x)‖F ≤M .
Let us now give a bound for the truncated Dedekind zeta function.
Proposition 4.3: Let K/Q(i) be a cyclic field extension with [K : Q(i)] = n. Then∑
x∈X(M)
1
|det(ψ(x))|2nr ≤ N (logM)
2n
, (16)
where X(M) is a subset of OK in which each element x generates a separate integral ideal and satisfies ‖ψ(x)‖F ≤
M , as defined in (14), and N is a constant independent of M .
Proof: The proof is relegated to Section V for ease of reading.
We remark that if nr > 1 the upper bound in (16) is trivial as the resulting Dedekind zeta function converges to a
constant, and we can limit the truncated sum that that constant. See Subsection IV-C for a discussion.
B. The inverse determinant sum and DMT of algebraic number field codes
Armed with Proposition 4.2 and Proposition 4.3, we are now ready to continue the derivation of (14) to obtain
an upper bound for the inverse determinant sum of number field codes.
Proposition 4.4: Let K/Q(i) be a cyclic field extension with [K : Q(i)] = n. Then∑
‖ψ(x)‖F≤M,x∈OK
1
|det(ψ(x))|2nr ≤ N (logM)
3n−1
,
where N is some constant independent of M .
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Proof: Continuing from (14) we have ∑
‖ψ(x)‖F≤M,x∈OK
1
|det(ψ(x))|2nr
=
∑
x∈X(M)
Ax(M)
|NK/Q(x)|nr
≤ N1 (logM)n−1
∑
x∈X(M)
1
|NK/Q(x)|nr
≤ N1 (logM)n−1N2 (logM)2n ,
where the first inequality follows from Proposition 4.2 to upper-bound Ax(M) with a constant N1, and the second
inequality is due to Proposition 4.3 with another constant N2.
Remark 4.1: Here we have an example of 2n-dimensional lattices where the growth of inverse determinant sums
is logarithmic. Comparing this bound to that in Proposition 3.1 we can see that we are somewhat close to lower
bounds if nr = 1, but are far from them if nr > 2. This suggests that the bounds in Proposition 3.1 are not very
tight.
Finally, we are ready to determine the DMT curve achieved by number field codes derived from lattice L, by
which we mean the following. Let K/Q(i) be a cyclic field extension of degree n, and consider the 2n-dimensional
lattice
L = {diag(σ1(x), · · · , σn(x)) : x ∈ OK} .
Given SNR ρ and multiplexing gain r, let
CL(ρ) = ρ
− r2L(ρ
r
2 )
be the corresponding finite code obtained by the spherical coding scheme (10).
Theorem 4.5: If the receiver has nr antennas, the code CL(ρ) achieves the following DMT curve
(r, nnr(1− r)+),
where (a)+ = max{a, 0}.
Proof: Note that L is an NVD lattice. It can be easily shown that the maximal pair-wise error probability
achieved by CL(ρ) is
.
= ρ−nnr(1−r) [1], hence Pe ≥˙ ρ−nnr(1−r). For the upper bound on Pe, the usual union
bound argument gives
Pe ≤
∑
X∈L(2ρ r2 )
ρ−nrn(1−r)
|det(X)|2nr
=
∑
‖ψ(x)‖F≤2ρ
r
2 , x∈OK
ρ−nrn(1−r)
|det(ψ(x)|2nr
≤˙ ρ−nrn(1−r) (log(2ρ r2 ))3n−1
.
= ρ−nrn(1−r),
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where the last dotted inequality follows from Proposition 4.4 after neglecting the constant factor. Combining the
upper and lower bounds on Pe proves the claim.
C. A remark on the constant values
In Proposition 4.4 we showed the following result∑
‖ψ(x)‖F≤M,x∈OK
1
|det(ψ(x))|2nr ≤ N (logM)
3n−1
.
For cyclic extensions, where OK is PID, we point out the assumption of being cyclic is not needed anywhere. This
bound is also true in the case where OK is not a PID, but it is only looser.
The proof of this result was quite elementary and satisfactory for our purposes, and it can be easily tightened.
Below we briefly discuss how our methods can give quite tight asymptotic bounds for number field codes, when
the number of receiving antennas is greater than 1.
We note that the term (logM)2n from Proposition 4.3 can simply be replaced with ζK(nr) (see the proof of
Proposition 4.3), and the function ζK(nr) converges to some constant when nr > 1. This already reduces the bound
in Proposition 4.4 to NζK(nr)(logM)n−1. We can say furthermore a few words about the constant N .
The main theorem in [18] gives us the following asymptotic bound
A1(M) =
ωnn−1(logM)n−1
R(n− 1)! +O((logM)
n−2), (17)
where ω is the number of roots of unity in K and R is the regulator.
Let us now prove that uniformly for all nonzero x ∈ OK we have
Ax(M) ≤ ωn
n−1(logM)n−1
R(n− 1)! +O((logM)
n−2).
Let x be a non-zero element in OK . We can then write that
|ψ(xO∗K) ∩B(M)| = |ayψ(O∗K) ∩B(M)| ≤ |yψ(O∗K) ∩B(M)|,
where y is a diagonal matrix with property |det(y)| = 1 and a ≥ 1 is a positive constant. This means that f(y),
where f is extended to map from Cn (see Section V for a definition) is in the plane generated by some basis of
f(O∗K). The lattice f(O∗K) has a fixed covering radius r. Let us now suppose that u is an element in f(O∗K) closest
to y. This means that ||f(y)− f(u)||E ≤ r. We can now write
|yψ(O∗K) ∩B(M)| = |yψ(u−1)ψ(O∗K) ∩B(M)| ≤
|ψ(O∗K) ∩B(enrM)| ≤
ω(n)n−1(logM)n−1
R(n− 1)! +O((logM)
n−2).
This bound is dependent only on A1(M) and r and is therefore uniform for all x ∈ OK .
Assume nr > 1. By collecting all the previous results we now have an upper bound
S2nrψ(OK)(M) ≤ NζK(nr) (logM)
n−1
+O((logM)n−2) (18)
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and a lower bound
N (logM)
n−1
+O((logM)n−2) ≥ S2nrψ(OK),
where N = ω(n)
n−1
R(n−1)! . As V ol(ψ(OK)) = 2−n
√|d(K/Q)|, equation (11) gives us that
S˜2nrψ(OK)(M) ≤ NζK(nr) (logM)
n−1
+O((logM)n−2)
and
N (logM)
n−1
+O((logM)n−2) ≥ S˜2nrψ(OK),
where N = ω(n)
n−1
R(n−1)! (2
−n√|d(K/Q)|)nr . For the PID case this bound is probably quite tight asymptotically for
the leading term (log(M))n−1, but generally we are overestimating because by using the Dedekind zeta function
we have included in the sum all the ideal classes that might not be principal.
V. SOME PROOFS OF SECTION IV
Lemma 4.1 is an elementary corollary to Dirichlet unit theorem, but we give a proof, as it sheds some light on
the question.
Proof of Lemma 4.1: The number field K has signature (0, n). The Dirichtlet unit theorem then tells us that
the unit group O∗K has the following multiplicative structure
O∗K = Ufree × Uroots = Zn−1 × Uroots,
where Uroots is a finite torsion group containing roots of unity in OK . Let us consider the mapping f : O∗K → Rn
u 7→ f(u) = (log |σ1(u)|, log |σ2(u)|, . . . , log |σn(u)|).
It is well known that f(Ufree) is a (n− 1)-dimensional lattice inside Rn.
Consider ψ(Ufree) ∩ B(M). If ψ(u) happens to be inside the ball B(M) of radius M , we have in particular
that |σi(u)| ≤ M for all i. It follows that for coordinates σi(u) having absolute value greater than 1 we have
log(|σi(u)|) ≤ log(M). On the other hand if |σ(ui)| < 1, we have that | log(|σi(u)|)| ≤ (n − 1) log(M), which
is a consequence of the facts that for positive coordinates log(|σi(u)|) ≤ log(M) and
∑n
i=1 log(|σi(u)|) = 0. In
summary, we have | log(|σi(u)|)| ≤ (n− 1) log(M) for all i.
Therefore, if ψ(u) is inside a ball of radius M , then f(u) is inside a hypercube with side of length (n−1) log(M).
We have that f(Ufree) is a (n−1)-dimensional lattice, and therefore a hypercube with (n−1) log(M) side has less
than N log(M)n−1 discrete elements, where N is a constant independent of M . It follows that |ψ(Ufree)∩B(M)| ≤
N log(M)n−1. Now each of the elements in ψ(Uroots) is a unitary matrix. Hence for any u = ufur ∈ O∗K with
uf ∈ Ufree and ur ∈ Uroots, we have ‖ψ(ufur)‖F = ‖ψ(uf )‖F . Therefore we see that
|ψ(Ufree × Uroots) ∩B(M)| = |ψ(Ufree) ∩B(M)| · |Uroots|.
It follows that
|ψ(Ufree × Uroots) ∩B(M)| ≤ N log(M)n−1 · |Uroots|.
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As the group Uroots is finite, the claim follows.
In the following we will denote by IK the set of integral ideals of the ring OK .
Proof of Proposition 4.3: Using basic properties of algebraic norm and the AM-GM inequality, we have
|det(ψ(x))|2 = |NK/Q(x)| ≤ c · ‖ψ(x)‖2nF ,
for any element x ∈ X(M) ⊆ OK and for some constant c. This implies∑
x∈X(M)
1
|det(ψ(x))|2nr ≤
∑
x∈X
|NK/Q(x)|≤c·M2n
1
|NK/Q(x)|nr ,
where X is a set of elements x ∈ OK , each generating a separate ideal in OK
From the relation between ideals and element norms we can further upper bound the above quantity by∑
x∈X
|NK/Q(x)|≤c·M2n
1
|NK/Q(x)|nr ≤
∑
I∈IK
|NK/Q(I)|≤c·M2n
1
|NK/Q(I)|nr ,
where IK represents the set of all integral ideals. Note that the right-hand-side corresponds exactly to the beginning
of the Dedekind zeta function at the point nr. It then follows that∑
I∈IK
|NK/Q(I)|≤c·M2n
1
|NK/Q(I)|nr
≤
 ∑
i<c·M2n,i∈Z+
1
inr
2n ≤ (log(c ·M2n))2n,
where the first inequality is based on a similar reasoning as in [24, Proposition 7.2 and Corollary 3] as well as
some elementary approximation.
VI. THE GROWTH OF INVERSE DETERMINANT SUMS OF DIVISION ALGEBRA BASED SPACE-TIME CODES
In this section we will determine the growth of inverse determinant sums of the most well known algebraic
space-time codes. In our main results we will see that the growth of these sums, and conjecturally also their DMT,
only depend on the unit groups of these algebras.
A. Space-time codes from division algebras
We now recall how to naturally build space-time lattice codes from division algebras. The algebraic results in this
section are standard and can be found for example from [25]. Suppose that F = Q or F = Q(
√−m), where m is
a square free natural number. Let E/F be a cyclic field extension of degree n with Galois group G(E/F ) = 〈σ〉.
Define a cyclic algebra
D = (E/F, σ, γ) = E ⊕ uE ⊕ u2E ⊕ · · · ⊕ un−1E,
where u ∈ D is an auxiliary generating element subject to the relations xu = uσ(x) for all x ∈ E and un = γ ∈
(F )∗. We assume that D is a division algebra.
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Considering D as a right vector space over E, every element x = x0 + ux1 + · · · + un−1xn−1 ∈ D has the
following left regular representation as a matrix ψ(x):
x0 γσ(xn−1) γσ2(xn−2) · · · γσn−1(x1)
x1 σ(x0) γσ
2(xn−1) γσn−1(x2)
x2 σ(x1) σ
2(x0) γσ
n−1(x3)
...
...
xn−1 σ(xn−2) σ2(xn−3) · · · σn−1(x0)

.
The mapping ψ is an injective F -algebra homomorphism that allows us to identify D with its image in Mn(C).
Every non-zero element in the set ψ(D) ⊂ Mn(C) is invertible, but ψ(D) is dense and therefore not directly
suitable for space-time coding.
An order of a division algebra will offer us a remedy.
Definition 6.1: An OF -order Λ in D is a subring of D, having the same identity element as D, and such that Λ
is a finitely generated module over OF and generates D as a linear space over F .
Lemma 6.1: For any element x ∈ Λ, we have that det(ψ(x)) ∈ OF .
Proposition 6.2: Suppose that F = Q. If Λ is a Z-order in an index-n division algebra D, then ψ(Λ) is an
n2-dimensional NVD lattice in Mn(C), with
det(ψ(x)) ∈ Z,
for all the elements x ∈ Λ.
Proposition 6.3: Suppose that F = Q(
√−m). If Λ is an OF -order in an index-n division algebra D, then ψ(Λ)
is a 2n2-dimensional NVD lattice in Mn(C), with
det(ψ(x)) ∈ OF ,
for all the elements x ∈ Λ.
Remark 6.1: We note that in both cases an order Λ is also a free Z-module. This means that we have elements
x1, . . . , xk ∈ Λ so that
Λ = Zx1 ⊕ Zx2 ⊕ · · · ⊕ Zxk.
Therefore
ψ(Λ) = Zψ(x1)⊕ Zψ(x2)⊕ · · · ⊕ Zψ(xk) ⊂Mn(C),
and we can see that ψ(x1), . . . , ψ(xk) form a basis for the lattice ψ(Λ).
The above two families cover many of the most well known codes. While we will focus only on the orders, the
corresponding results hold also for principal ideals of orders (see Section IX). For example the Perfect codes [17]
and maximal order codes [26] are of the type described in Proposition 6.3. On the other hand the Alamouti code
and the fast decodable codes in [27] are of the type described in Proposition 6.2.
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We now have two families of NVD lattices with 2n2 and n2 dimensions in Mn(C), respectively. Below we
would like to analyze the asymptotic growth of their inverse determinant sums∑
06=x∈Λ
‖ψ(x)‖F≤M
1
|det(ψ(x))|2nr .
The analysis will be presented in Sections VI-B and VI-C for the cases of Q(
√−m) and Q, respectively. Prior to
analyzing the sums, we introduce some central objects needed in both cases.
An obvious lower bound for the growth of an inverse determinant sum is given by the number of elements in
the set
{x : ||ψ(x)||F ≤M, |det(ψ(x))| = 1, x ∈ Λ}.
This set, consisting of elements having the smallest determinant in absolute value in the lattice, can be characterized
algebraically.
Definition 6.2: The unit group Λ∗ of an order Λ consists of elements x ∈ Λ such that there exists y ∈ Λ with
xy = 1D.
Lemma 6.4: If the center of the algebra D is Q or a complex quadratic field, we have that
Λ∗ = {x : |det(ψ(x))| = 1, x ∈ Λ}.
We can then write
|ψ(Λ∗) ∩B(M)| ≤
∑
06=x∈Λ
‖ψ(x)‖F≤M
1
|det(ψ(x))|2nr .
We still need one more object. The following subgroup of Λ∗ will play a crucial part in the analysis of |ψ(Λ∗)∩
B(M)|.
Lemma 6.5 ([28] p. 211): Suppose that the center of the algebra D is Q or a complex quadratic field. The unit
group Λ∗ has a subgroup
Λ1 = {x : x ∈ Λ∗,det(ψ(x)) = 1},
and [Λ∗ : Λ1] <∞.
The following result reveals why we are interested in the group Λ1.
Lemma 6.6: Let D be an index-n F -central division algebra and Λ be an OF order in D. We then have that
|ψ(Λ1) ∩B(M)| ≤ |ψ(Λ∗) ∩B(M)| ≤ K|ψ(Λ1) ∩B(M)|,
for some constant K that is independent of M .
Proof: The left side inequality is trivial. The right side is part of the proof of Proposition 9.3.
In the following subsections we will see that in the dotted sense |ψ(Λ1) ∩ B(M)| gives not only a lower bound
for the growth of the inverse determinant sum, but also an upper bound!
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B. Inverse determinant sums of Q(
√−m)-central division algebras
We first focus on the case where D is an index-n Q(√−m)-central division algebra.
The following proposition is an analogue to the corresponding result, Proposition 4.4, in the number field case.
The proof follows similar lines.
Proposition 6.7: Let D be an index-n central division algebra over F = Q(√−m) and Λ be an OF -order in D.
Then, for nr ≥ n we have
|ψ(Λ∗) ∩B(M)| ≤ S2nrψ(Λ)(M) ≤ K(logM)T |ψ(Λ∗) ∩B(M)|,
where T and K are constants independent of M .
Proof: The proof will be given in Section IX.
We can now see that in order to measure the asymptotic behavior of the determinant sum it is enough to measure
the growth of |ψ(Λ∗) ∩ B(M)|. However, this is not as simple a task as in the case of number fields. The unit
group ψ(Λ∗) is a wild object [28], and we need some advanced tools to solve the problem.
Lemma 6.6 allows us to consider the asymptotic behavior of |ψ(Λ1) ∩ B(M)| instead of the whole unit group
and translates the problem into solvable form.
Definition 6.3: The set
{X |X ∈Mn(C),det(X) = 1}
is the Lie group SLn(C).
The terms cocompact and discrete, appearing in the following lemma, will be explained in Section VIII.
Lemma 6.8: [28, Theorem 1] Let D be an index-n central division algebra over F = Q(√−m) and Λ an OF
order in D. We then have that
ψ(Λ1) ⊂ SLn(C),
is a discrete cocompact subgroup of SLn(C).
The reader who is not familiar with these terms can think of an additive lattice Zn inside of Rn. The relation
between these additive groups is similar to that between the multiplicative groups ψ(Λ1) and SLn(C).
The previous lemma now identifies the group ψ(Λ1) as a cocompact lattice in SLn(C), and we can apply the
machinery of point counting in Lie groups to prove the following.
Lemma 6.9: Let D be an index-n central division algebra over F = Q(√−m) and Λ an OF -order in D. We
then have
|ψ(Λ∗) ∩B(M)| .= |ψ(Λ1) ∩B(M)| .= M2n2−2n.
Proof: The proof can be found in Section A-C.
We can now combine Proposition 6.7 and Lemma 6.9 for the following.
Theorem 6.10: Let D be an index-n Q(√−m)-central division algebra and Λ be an OF order in D. Then, for
nr ≥ n
S2nrψ(Λ)(M)
.
= |ψ(Λ∗) ∩B(M)| .= M2n2−2n.
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This result reveals that asymptotically the growth of the inverse determinant sum of a division algebra-based
code only depends on the unit group of the underlying order. We can also see that this growth is optimal in the
sense that it meets the bound of Proposition 3.5.
The analysis also reveals that all the inverse determinant sums for Q(
√−m)-central division algebras have the
same asymptotic behavior.
Remark 6.2: We point out that Proposition 3.5 already told us that the determinant sums for the algebras of this
type must grow at least like M2n
2−2n. In this section we showed that this is also an upper bound in the dotted
sense. Noting that Proposition 3.5 is based completely on information theory, it is very surprising that the DMT
can help to predict the distribution of norms of elements of an order. It appears that the DMT is forcing an order
to have a fairly large, that is, dense unit group.
C. Inverse determinant sums of Q-central division algebras
We now concentrate on the case where the center of the division algebra is Q. The most well known code of
this type is the Alamouti code. Earlier we did analyze the determinant sum of this code by observing that the sum
is an Epstein zeta function, and we showed that the growth is in class M0 in the dotted sense. In this section we
will see that this behavior is actually a particular case of a far more general theory.
Suppose that D is a Q-central division algebra and Λ a Z-order in D. Then ψ(Λ) is an n2-dimensional NVD
lattice in Mn(C).
As in the previous subsection we have:
Proposition 6.11: Let D be an index-n Q-central division algebra and Λ be a Z-order in D. Then, for nr ≥ n/2
we have
|ψ(Λ∗) ∩B(M)| ≤ S2nrψ(Λ)(M) ≤ K(logM)T |ψ(Λ∗) ∩B(M)|,
where T and K are constants independent of M .
Proof: The proof will be given in Section IX-C.
Similar to the previous case, we face the problem of measuring |ψ(Λ∗) ∩B(M)|, and again this reduces to
measuring
∣∣ψ(Λ1) ∩B(M)∣∣. Promisingly, we can again see Λ1 as a part of SLn(C).
Lemma 6.12: Let D be an index-n Q-central division algebra and Λ a Z-order in D. We then have that
ψ(Λ1) ⊂ SLn(C),
is a discrete subgroup of SLn(C).
Proof: By definition ψ(Λ1) ⊂ SLn(C). It is discrete as it is a subset of a discrete set ψ(Λ).
The lacking part here is that ψ(Λ1) is not ”large enough” to be cocompact in SLn(C) and we cannot directly employ
the methods in Section VIII. Instead we have to make a detour to realize the group Λ1 as part of a ”smaller” Lie
group that will give us a tight enough fit for the ergodic methods needed for point counting in Lie groups. Unlike
the case of complex quadratic centered division algebras, the structure of this algebra will have a dramatic effect
on the unit group. Before proceeding, we need some definitions and results.
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Consider matrices A −B∗
B A∗
 ∈M2n(C),
where ∗ refers to complex conjugation and A and B are complex matrices in Mn(C). We denote the set of matrices
of this type by Mn(H). Indeed, there is a natural isomorphism between this ring and the ring of n × n matrices
over the Hamilton quaternions H.
Definition 6.4: Suppose that D is an index-n Q-central division algebra. If
D ⊗Q R ∼= Mn(R),
we say that D is not ramified at the infinite place. If 2|n and
D ⊗Q R ∼= Mn/2(H),
we say that D is ramified at the infinite place.
Lemma 6.13: [25] Suppose that D is an index-n Q-central division algebra. Then D has two options. Either it
is ramified at the infinite place or it is not.
If the reader is not familiar with tensoring, the main point is that there are exactly two types of Q central division
algebras. Tensoring can then be seen as something that reveals the underlying geometric structure of the algebra.
Definition 6.5: The set
{X |X ∈Mn(R),det(X) = 1} = SLn(R)
is a subgroup of the Lie group SLn(C).
Definition 6.6: The set
{X |X ∈Mn/2(H),det(X) = 1} = SLn/2(H)
is a subgroup of the Lie group SLn(C).
Lemma 6.14: Suppose we have an index-n Q-central division algebra D and that Λ is a Z-order in D. If D is
ramified at the infinite place, there exists an invertible matrix X ∈Mn(C) such that
Xψ(Λ1)X−1 ⊂ SLn/2(H).
If D is not ramified at the infinite place there exists an invertible matrix X ∈Mn(C), such that
Xψ(Λ1)X−1 ⊂ SLn(R).
Proof: The proof will be given in Section IX-C.
In the following lemma G is either SLn/2(H) or SLn(R).
Lemma 6.15: Suppose that D is an index-n Q-central division algebra with an order Λ. If X ∈ Mn(C) is the
matrix of Lemma 6.14, then Xψ(Λ1)X−1 is a cocompact subgroup in G and
|ψ(Λ1) ∩B(M)| .= |Xψ(Λ1)X−1 ∩B(M)|.
Proof: The proof will be given in Section IX-C.
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The following lemma now follows as we can apply point counting in Lie groups to the group Xψ(Λ1)X−1.
Depending of the ramification at the infinite place, the counting will be done in SLn(R) or in SLn/2(H).
Lemma 6.16: Let D be an index-n Q-central division algebra and Λ be a Z-order in D. If D is ramified at the
infinite place we have that
|ψ(Λ∗) ∩B(M)| .= Mn2−2n.
If D is not ramified at the infinite place we have
|ψ(Λ∗) ∩B(M)| .= Mn2−n.
Proof: The proofs will be given in Section A-C.
We can now conclude the following.
Theorem 6.17: Let D be an index-n Q-central division algebra where the infinite place is not ramified and Λ a
Z-order in D. Then, for nr ≥ n/2 we have
S2nrψ(Λ)(M)=˙M
n2−n.
Theorem 6.18: Let D be an index-n, 2|n, Q-central division algebra where the infinite place is ramified. Let Λ
be a Z-order in D. Then, for nr ≥ n/2
S2nrψ(Λ)(M)=˙M
n2−2n.
Remark 6.3: If we like to use these results in code design or in the analysis of known codes, it is crucial to
recognize whether the underlying algebra is ramified at the infinite place. We can say that it is relatively easy.
We refer the reader to [27] for some simple methods, which will be used in the analysis of the codes in the next
example.
Example 6.1: Let us now return to the two example codes mentioned in the introduction: D2 = (Q(i)/Q, σ,−3)
and D1 = (Q(i)/Q, σ, 3). Both of the division algebras have natural orders Λi = Z[i]⊗uiZ[i]. A straight calculation
reveals that these orders have the same geometric structure and normalized minimum determinant. However, these
codes have drastically different inverse determinant sums. Corollary 6.18 gives growth M0 for for the code ψ(Λ2)
and Corollary 6.17 gives growth M2 for the code ψ(Λ1).
VII. COROLLARIES TO THE DMT
It is our belief that the inverse determinant sum of an order code derived from a division algebra indeed describes
the DMT of the corresponding coding scheme for multiplexing gain r ∈ [0, 1]. In this section we will turn our
inverse-determinant-sum results into lower bounds for the DMT. We will see that in the cases where the DMT of
the code is known, the prediction gotten from the inverse determinant sum does give the correct result.
Corollary 7.1: Let D be a Q-central division algebra with index n and Λ be a Z-order in D. Then ψ(Λ) is an
n2-dimensional lattice in Mn(C). If 2|n and D is ramified at the infinite place, then the coding scheme derived
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from lattice ψ(Λ) based on spherical shaping (10) achieves the DMT curve (r, d(r)) for 0 ≤ r ≤ 1, which is a
straight line connecting the points
(0, nnr) and (1, nnr − 2nr − n+ 2), (19)
when received by nr ≥ n/2 receiving antennas. This curve coincides with the optimal curve d∗(r) for 0 ≤ r ≤ 1
if and only if n = 2 and nr = 1.
Proof: The DMT lower bound (19) follows directly from Theorem 6.18 and from an argument similar to the
proof of Corollary 3.6. The last statement follow as the optimal DMT curve in the n× nr channel, for r ∈ [0, 1],
is a straight line connecting the points
(0, nnr) and (1, nnr − n− nr + 1).
Corollary 7.2: Let D be a Q-central division algebra with index n and Λ be a Z-order in D. Then ψ(Λ) is an
n2-dimensional lattice in Mn(C). If D is not ramified at the infinite place, then the coding scheme derived from
lattice ψ(Λ) based on spherical shaping (10) achieves the DMT curve (r, d(r)) for 0 ≤ r ≤ 1, which is a straight
line connecting the points
(0, nnr) and (1, nnr − 2nr − n+ 1), (20)
when received by nr ≥ n/2 receiving antennas. This curve never coincides with the optimal curve.
Proof: The result follows from Theorem 6.17.
Corollary 7.3: Let D be an F -central division algebra with index n and F = Q(√−m). If Λ is an OF -order
inside D, then ψ(Λ) is a 2n2-dimensional lattice in Mn(C). The coding scheme derived from lattice ψ(Λ) based
on spherical shaping (10) achieves the DMT curve (r, d(r)) for 0 ≤ r ≤ 1, which is a straight line connecting the
points
(0, nnr) and (1, nnr − n− nr + 1),
when received by nr ≥ n receiving antennas. It coincides with the optimal DMT curve d(r) in the range of
0 ≤ r ≤ 1 for any n and nr.
Proof: The result follows Theorem 6.10.
VIII. POINT COUNTING IN LIE GROUPS
From this section on we begin to work on proving the previously claimed results on determinant sums. As we
saw in Section VI, the growth of the inverse determinant sum of a division algebra code depends essentially on
the asymptotic growth of
∣∣ψ(Λ1) ∩B(M)∣∣. The latter can be estimated thanks to the fact that ψ(Λ1) admits a
realization as a discrete cocompact subgroup of a suitable Lie group G. The term cocompact simply means that
the quotient group G/ψ(Λ1) is a compact topological space with respect to the quotient topology.
In this section we will present some general results on the asymptotic growth of these subgroups.
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Let G be a Lie group, where G is SLn(R), SLn(C) or SLn(H), and L be a discrete cocompact subgroup of G.
In the following we will discuss the problem of counting the number of points of L that lie inside a sphere defined
with respect to the Frobenius norm. We refer the reader to [7] for the relevant definitions and an introduction to
the subject. In all the statements in this section we suppose that G is one of the three aforementioned Lie groups.
The results are far more general, but this generality is enough for us.
Each of the groups G admits a Haar measure that gives us a natural concept of volume VolG. In particular we
can consider the volumes of the balls
VolG(B(M)),
where B(M) here refers to all the matrices in G having Frobenius norm less than M .
The discrete group L being cocompact in G yields that the measure µ(G/L) induced by VolG is finite. A general
name for such group L is lattice. This is a natural generalization of an additive lattice in Rn.
The following theorem is stronger than what is needed for measuring the growth of the unit group, but we need
this result for the proofs of Propositions 6.7 and 6.11.
Theorem 8.1 ([29], Corollary 1.11 and Remark 1.12): Consider a Lie group G, a discrete cocompact subgroup
L ⊂ G and an element x ∈ G. We then have that
lim
M→∞
∣∣∣∣ xL ∩B(M)VolG(B(M))
∣∣∣∣ = K
where K is some nonzero constant independent of M . The limit approaches K uniformly for all x ∈ G.
By setting x to the identity matrix, one can see that the previous theorem does transform the point counting problem
into an integration problem. However, integration on a manifold such as SLn(H) is not completely straightforward.
Theorem 8.2 (Theorem 7.4, [30]): Suppose that G is a Lie group. We then have that
VolG(B(M)) ∼MT ,
for some constant T .
The value of T is well known in the case G = SLn(R) and we have that T = n2−n [31]. The corresponding results
for SLn(H) and SLn(C), although probably well-known to specialists, are not readily available in the literature,
but there are general methods for calculating these asymptotic integrals (see [30] and [32]). In order to use these
methods one needs to determine some invariants of Lie algebras, related to the Lie groups under consideration. We
explain these technical concepts in detail in Appendix A, where we prove that T = 2n2− 2n for G = SLn(C) and
T = 4n2 − 4n for G = SLn(H), see Examples A.6, A.7.
IX. PROOFS OF SECTION VI
In this section we suppose that the reader is familiar with algebraic number theory and the theory of central
simple algebras. One should note that we will exclusively work with maximal orders. However, the results on the
unit groups and growth of the inverse determinant sums hold also true for other orders. The upper bounds follow
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as for any order Λ ⊂ D we can find a maximal one Λmax such that Λ ⊂ Λmax. On the other hand, the lower
bound does come from the density of the unit group and the proofs work for any order. The results to be proved
work also for principal ideals of orders. In particular, our results do cover the Golden code and most of the other
perfect codes. This is due to the fact that these codes have the form Aψ(Λ), where Λ is an order and A is a matrix
in Mn(C). The claim then follows from Lemma 3.4.
A. Some preliminary algebraic results
Let D be an index-n F -central division algebra and Λ a Z-order in D. The (right) Hey zeta function [34] of the
order Λ is
ζΛ(s) =
∑
I∈IΛ
1
[Λ : I]s
,
where <(s) > 1 and IΛ is the set of right ideals of Λ. When <(s) > 1, this series is converging [35]. However,
we can also consider the truncated form of this sum at the point s = 1. We have the following lemma.
Lemma 9.1: Let D be an index-k F -central division algebra and Λ ⊆ D be a maximal OF -order in D. If s ≥ 1,
we have that
ζΛ(s)(M) :=
∑
I∈IΛ,[Λ:I]≤M
1
[Λ : I]s
≤ N log(M)K ,
for some constants N and K that are independent of M .
Proof: When s > 1 the sum converges and the bound is trivial. Let us now consider the case when s = 1. It
first follows from [36, p.175] where the authors state Hey’s result
ζΛ(s) =
k−1∏
i=0
ζF (ks− i) · f(s),
where ζF is the Dedekind zeta function defined in (13), and f(s) is a function having finite Dirichlet series. In our
asymptotic upper bound we can ignore the term f(s). The terms ζF (ks− i), for i 6= k − 1, do stay limited, when
s approaches 1, and the relevant term is then
ζF (ks− k + 1) · g(s),
where g(s) has positive termed Dirichlet series and converges at 1. Generally for truncated positive termed Dirichlet
series l1(s)(M) and l2(s)(M) and for a positive real number s, we have that
(l1 × l2)(s)(M) ≤ l1(s)(M) · l2(s)(M),
where l1× l2 is the formal product of Dirichlet series. This inequality holds even when the series do not converge.
We now have that
ζΛ(s)(M) ≤ KζF (ks− k + 1)(M),
where we consider ζF (ks−k+1) as a Dirichlet series, with s as a variable, and where K is a constant independent
of M . We can now write
ζF (ks− k + 1) =
∞∑
n=1
ann
k−1
(nk)s
,
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where an are the coefficients of the original Dirichlet series ζF (s). Truncating we have
ζF (ks− k + 1)(M) =
M1/k∑
n=1
ann
k−1
(nk)s
and in particular
lim
s→1
ζF (ks− k + 1)(M) =
M1/k∑
n=1
an
n
.
The final result now follows from Lemma 4.3.
B. Proofs of Subsection VI-B
Let us now concentrate on the case where we have a division algebra D with a complex quadratic center F . The
following lemma will remind the reader of some of the previously mentioned results and state a crucial relation
between the norm and index of elements in D. The result is analogous to the corresponding one in the number
field case.
Lemma 9.2: [25] If Λ is a maximal OF -order in an index-n F -central division algebra D, then ψ(Λ) is a
2n2-dimensional NVD lattice in Mn(C) and
|det(ψ(x))|2n = [Λ : xΛ], (21)
where x is a non-zero element of Λ.
Lemma 9.3: Let D be an index-n Q(i)-central division algebra and Λ a OF -order in D. For any x 6= 0 ∈ Λ, we
have
|ψ(xΛ∗) ∩B(M)| ≤ K|ψ(Λ1) ∩B(M)|.
for some constant K, that is independent of x and M .
Proof: We know that Λ1 has a finite index inside Λ∗. Suppose that a1, . . . , aj are some representatives of the
cosets of the group Λ1 in Λ∗. We then have that
|ψ(xΛ∗) ∩B(M)| =
j∑
i=1
|ψ(xaiΛ1) ∩B(M)|.
As |det(ψ(xai))| ≥ 1, we can multiply each ψ(xai) by a diagonal matrix ciI such that |ci| ≤ 1 and det(ciψ(xai)) =
1. Clearly |ψ(xaiΛ1) ∩B(M)| ≤ |ciψ(xaiΛ1) ∩B(M)| for all i. According to Theorem 8.1 we then have that
|ψ(xΛ∗) ∩B(M)| ≤ N1|ψ(Λ1) ∩B(M)|,
where N1 is independent of x and M .
Now we are ready to prove that
S2nrψ(Λ)(M)
.
= |ψ(Λ∗) ∩B(M)|.
Proof of Proposition 6.7: From the ideal theory of orders we have that if xΛ = yΛ, then x and y must differ
by a unit. Therefore we can write∑
06=x∈Λ
‖ψ(x)‖F≤M
1
|det(ψ(x))|2nr =
∑
x∈X(M)
|ψ(xΛ∗) ∩B(M)|
|det(ψ(x))|2nr ,
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where X(M) is a collection of non-zero elements x ∈ Λ, ‖ψ(x)‖F ≤M , each generating a separate (right) ideal
(and we suppose that X(M) does include all elements in B(M)∩ψ(Λ)) generating different ideals. According to
Lemma 9.3 we can upper bound the previous with
K · |ψ(Λ1) ∩B(M)|
 ∑
x∈X(M)
1
|det(ψ(x))|2nr
 , (22)
where K is some constant independent of M .
Using the inequality between Frobenius norm and determinant, we have
|det(ψ(x))|2 ≤
(
‖ψ(x)‖2F /n
)n
,
for any element x ∈ Λ. Together with (21), this implies that∑
x∈X(M)
1
|det(ψ(x))|2nr =
∑
x∈X(M),[Λ:xΛ]<M2n2
1
[Λ : xΛ]nr/n
.
According to Lemma 9.1 we then have that∑
x∈X(M),[Λ:xΛ]<M2n2
1
[Λ : xΛ]nr/n
≤ K(log(M))T ,
where T and K are some constants independent of M . The final result now follows by substituting this into (22).
C. Proofs of Subsection VI-C
The reader shall notice that in order to keep Section VI-C as simple as possible we did not reveal how we
actually prove the given results. However, the proofs of all the results given in Section VI-C can be easily derived
from the results of this section.
Suppose that D is an index-n Q-central division algebra and Λ ⊂ D a Z-order. We are now interested in the
behavior of the determinant sum ∑
06=x∈Λ
‖ψ(x)‖F≤M
1
|det(ψ(x))|2nr .
However, unlike in the case where the center is complex quadratic, we cannot approach the problem directly.
Instead we will use another, geometrically more revealing, embedding ψabs : D 7→Mn(C) (to be defined later) and
we will study the corresponding sum ∑
06=x∈Λ
‖ψabs(x)‖F≤M
1
|det(ψabs(x))|2nr .
In the end we will prove that the behavior of this sum completely describes the behavior of the original sum, too.
Recall that there are exactly two options for a Q-central division algebra D, either
D ⊗Q R ∼= Mn(R) ⊂Mn(C)
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or
D ⊗Q R ∼= Mn/2(H) ⊂Mn(C).
In both cases we will denote the corresponding isomorphisms by ψabs. With abuse of notation we define ψabs(x) =
ψabs(x⊗ 1) for x ∈ D.
Lemma 9.4: [25] If Λ is a maximal Z-order in an index-n Q-central division algebra D, then ψabs(Λ) is an
n2-dimensional NVD lattice in Mn(C) and
|det(ψabs(x))|n = [Λ : xΛ]. (23)
Now we can proceed just as in the case of division algebra with complex quadratic center.
Proposition 9.5: Let D be an index-n Q-central division algebra and Λ be a maximal Z-order in D. Then, for
nr ≥ n/2 we have
|ψabs(Λ1) ∩B(M)| ≤ S2nrψabs(Λ)(M)
≤ K(log(M))T |ψabs(Λ1) ∩B(M)|
where T and K are constants independent of M .
In the following we will denote SLn(H) and SLn(R) by G. Just as in the case of SLn(C), we have the following.
Lemma 9.6: [28, Theorem 1] Suppose that D is a Q-central division algebra and Λ a Z-order in D. We then
have that
ψabs(Λ
1) ⊆ G
is a cocompact lattice in G.
Using point counting in Lie groups, we now have:
Proposition 9.7: Let D be an index-n Q-central division algebra and Λ a maximal Z-order in D. Then, for
nr ≥ n/2
S2nrψabs(Λ)(M)=˙VolG(B(M)).
According to Examples A.6 and A.7 we now have the following desired results.
Corollary 9.8: Let D be an index-n Q-central division algebra where the infinite place is not ramified and Λ a
maximal Z-order in D. Then, for nr ≥ n/2 we have
S2nrψabs(Λ)(M)=˙M
n2−n.
Corollary 9.9: Let D be an index-n, 2|n, Q-central division algebra where the infinite place is ramified. Let Λ
be a maximal Z-order in D. Then, for nr ≥ n/2
S2nrψabs(Λ)(M)=˙M
n2−2n.
We are now ready to return to the original embedding ψ of the division algebra.
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Lemma 9.10: Suppose that D is an index-n Q-central division algebra and that Λ is a Z-order in D. Then there
exists A ∈Mn(C) such that
ψ(x) = A−1ψabs(x)A,
for every element x ∈ D.
Proof: We can build a well defined mapping
f : D ⊗Q C→Mn(C),
where f(d⊗ c) = ψabs(d) · cI and I is the identity matrix. It is then easy to prove that this is a bijective C-algebra
homomorphism.
We also have a C-algebra morphism g : D ⊗Q C → Mn(C), where g(d ⊗ c) = ψ(d) · cI. This is just as
well a bijection. The Skolem Noether theorem now states that there exists an invertible matrix A ∈ Mn(C), such
that f(x) = Ag(x)A−1 for every element x in D ⊗Q C. In particular, we have that ψabs(d) = f(d ⊗ 1C) =
Ag(d⊗ 1C)A−1 = Aψ(d)A−1.
Proposition 9.11: Suppose that D is a Q-central division algebra and that Λ is a Z-order in D we then have that
S2nrψabs(Λ)(M)=˙S
2nr
ψ(Λ)(M).
Proof: Combining Lemma 9.10 and Proposition 3.4 gives us this result.
Theorems 6.18 and 6.17 now directly follow from Corollaries 9.8 and 9.9
X. CONCLUDING REMARKS AND SUGGESTIONS FOR FURTHER WORK
In this paper we laid a basis for studying inverse determinant sums and developed methods for analyzing inverse
determinant sums and DMTs of large families of algebraic codes. We introduced several techniques, not used
before in algebraic space-time coding, and revealed surprisingly tight connections between information theoretic
and algebraic concepts.
There are now several directions where this study can be continued. Let us shortly describe few of them. The
most straightforward problem is the tightening of the results we have gotten, so that we can make a difference
between codes that in the rough asymptotic sense, we have mostly discussed, are similar. Preliminary research
suggests that our methods can be sharpened to consider also sums S˜mL (M), introduced in Section III-A. Can these
more refined methods then be used to find the division algebras that yield the optimal growth for corresponding
sums S˜mψ(Λ)(M)?
It seem to be that the growth of an inverse determinant sum always describes the DMT of a minimum delay
space-time code for multiplexing gains r ∈ [0, 1]. Can this be proved or disproved? Can one give a more direct
proof for the results in III-F?
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APPENDIX A
COMPLEX AND REAL LIE ALGEBRAS, ROOT SYSTEMS AND HIGHEST WEIGHT
The aim of this appendix is to compute the constant T in Theorem 8.2 when the group G is SLn(C), SLn(R)
or SLn/2(H).
In order to do so, we need some basic facts about Lie algebras. For a general introduction to Lie algebras and
beyond, we refer the reader to [38], [39].
A (finite dimensional) Lie algebra over the field F is a finite dimensional vector space g over F endowed with a
bilinear product [·, ·] : g× g→ g, called the Lie bracket, such that
∀x ∈ g, [x, x] = 0
and satisfying the Jacobi identity
∀x, y, z ∈ g, [[x, y], z] + [[y, z], x] + [[z, x], y] = 0.
For any Lie algebra g, we can define a mapping ad : g → EndF g such that ∀x, y ∈ g, (adx)(y) = [x, y], and a
bilinear form (Killing form) k on g given by k(x, y) = Tr(adx ad y). We will only consider the case where F is
equal to R or C. In this case, g is semisimple if the Killing form is non-degenerate. We will say that g is abelian
if Ker(ad) = g, or equivalently,
∀x, y ∈ g, [x, y] = 0.
Even though we are mainly interested in real Lie algebras, it will be easier to define the notions of root system
and weights in the case of complex Lie algebras and then derive the corresponding definitions for the real case.
Notation: We denote by {Eij} the standard basis of Mn(C) and by {eij} the corresponding dual basis. To simplify
notation, we write Ei = Eii and ei = eii. We will always suppose that n > 1 in the sequel.
A. Root space decomposition and irreducible representations of complex Lie algebras
Let g be a semisimple Lie algebra over C. A Cartan subalgebra h is a maximal abelian subalgebra such that
∀h ∈ h, adh is diagonalizable. Given a Cartan subalgebra h, let h∗ be its dual as a vector space.
For α ∈ h∗ \ {0}, let
gα = {x ∈ g | [h, x] = α(h)x ∀h ∈ h}.
If gα 6= {0}, we say that α is a root of (g, h) (or simply a root of g with abuse of notation). We denote the set of
all roots of g by Φ. The following root space decomposition holds:
g = h⊕
⊕
α∈Φ
gα. (24)
Consider the R-vector space
h(R) = {h ∈ h | α(h) ∈ R ∀α ∈ Φ}. (25)
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One can show that h = h(R)⊕ ih(R), so that an basis of h(R) over R is also a basis of h over C. Every choice of
an ordered basis {h1, . . . , hr} of h(R) induces a partition of the roots into positive and negative roots as follows.
Given a root α ∈ Φ, we write α > 0 if ∃k ≤ r such that α(hi) = 0 for 1 ≤ i ≤ k − 1 and α(hk) > 0, and α < 0
otherwise [39]. We denote the set of positive roots by Φ+. A positive root α ∈ Φ+ is called simple if it cannot be
written as a sum of positive roots. We denote the set of simple roots by ∆.
Now consider a complex representation of g, that is a morphism g → gl(V ) where V is a finite-dimensional
complex vector space. Here gl(V ) = End(V ) viewed as a Lie algebra with the commutator [f, g] = fg − gf as
Lie bracket.
A subspace W ⊂ V is invariant under the representation ρ if ∀x ∈ g, ρ(x)(W ) ⊆ W . The representation ρ is
irreducible if V does not contain any nontrivial invariant subspace.
Given λ ∈ h∗, we define
Vλ = {v ∈ V | ρ(h)v = λ(h)v ∀h ∈ h}.
If Vλ 6= {0} we say that λ is a weight. Let Aρ be the set of weights: then we have the weight space decomposition
V =
⊕
λ∈Aρ
Vλ.
A highest weight vector is a nonzero vector vλ that belongs to some weight space Vλ and such that ∀α ∈ Φ+,
∀xα ∈ gα, ρ(xα)vλ = 0. In this case λ is called a highest weight.
It can be shown that every finite-dimensional representation of a semi-simple Lie algebra g admits a highest weight
vector; the highest weight vectors of an irreducible representation of g are unique up to multiplication by nonzero
scalars. Equivalently, the highest weight is unique and the corresponding weight space is one-dimensional.
Example A.1 (sln(C) as a complex Lie algebra): The complex Lie algebra corresponding to the Lie group G =
SLn(C) is
sln(C) = {X ∈Mn(C) | Tr(X) = 0}
with the Lie bracket [X,Y ] = XY − Y X . One can show that it is semisimple; the set of trace zero diagonal
matrices h is a Cartan subalgebra; it is a vector space of dimension n − 1 over C. We choose the ordered basis
{E1 − En, . . . , En−1 − En} of h.
Note that for sln(C), if we consider two elements H = a1E1 + . . . + anEn, H ′ = a′1E1 + . . . + a′nEn ∈ h, we
have ∀i, j ∈ {1, . . . , n},
[H,Eij ] = (ai − aj)Eij , (26)
so ad(H) is diagonal with diagonal elements ai − aj , and
k(H,H ′) =
∑
i 6=j
(ai − aj)(a′i − a′j) = 2nTr(HH ′).
It is not hard to see that the set of roots is
Φ = {ei − ej | i 6= j}.
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In fact, from (26) we find that ∀i 6= j, CEij is contained in the root space gα with α = ei − ej . By (24), all the
root spaces gα are one-dimensional and of the form CEij . Moreover,
- the set of positive roots is
Φ+ = {ei − ej | 1 ≤ i < j ≤ n} (27)
- the set of simple roots is
∆ = {ei − ei+1 | 1 ≤ i ≤ n− 1}.
Now consider the irreducible representation ρ over V = Cn induced by the usual multiplication of matrices by
vectors.
If v = (v1, . . . , vn) ∈ Cn \ {0} is a highest weight vector for this representation, then for 1 ≤ i < j ≤ n,
∀α = ei − ej ∈ Φ+, and ∀xα ∈ gα = CEij , we must have ρ(xα)v = Eijv = 0. Consequently, (Eijv)i = vj = 0
∀j > 1. So the only possible highest weight vector (up to multiplication by scalars) is vλ = (1, 0, . . . , 0). The
corresponding λ must satisfy 0 = (Ei−En)v = λ(Ei−En)v ∀1 < i < n and v = (E1−En)v = λ(E1−En)v.
Therefore the highest weight is λ1 = e1 − en = (e1)|h∗ .
B. Real Lie algebras, restricted root systems and restricted weights
Up to now we have only considered complex Lie algebras; however, a complex Lie algebra g can also be viewed
as a real Lie algebra by restriction of scalars. In this case we will denote it by gR, the realification of g. On the
other hand, given a real Lie algebra g¯ we can define its complexification g¯(C) = g¯⊕ ig¯, which is again a real Lie
algebra with the following extension of the Lie bracket: ∀x1, x2, y1, y2 ∈ g,
[x1 + ix2, y1 + iy2] = ([x1, y1]− [x2, y2]) + i([x1, y2] + [x2, y1]).
We will say that the real Lie subalgebra g¯ of the complex Lie algebra g is a real form of g if gR = g¯(C) [40].
We will thus consider real Lie algebras g¯ that fall into these two main cases:
a) g¯ = gR is the realification of a complex Lie algebra g;
b) g¯ is a real form of a complex Lie algebra g.
We start by focusing on the second case. The main reference for this section is [40].
Real forms of complex Lie algebras: Real forms are better understood by studying the corresponding real
structures.
A real structure of a complex Lie algebra g is an anti-involution σ : g → g, that is, an R-linear map σ : g → g
such that ∀x ∈ g, σ(ix) = −iσ(x). Given a real structure σ of g, the R-subalgebra gσ of its fixed points is a real
form of g; conversely, every real form is the fixed subalgebra of some real structure.
A complex semisimple Lie algebra always admits a real structure τ such that the restriction of the Killing form to
gτ is negative definite; in this case, u = gτ is called a compact real form.
Any involutive automorphism θ of g commuting with τ determines a real structure σ = τθ. Since θ2 is the identity,
θ is diagonalizable with eigenvalues ±1, and considering the corresponding eigenspaces we obtain a decomposition
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g = g+ ⊕ g−, where g± = {x ∈ g | θ(x) = ±x}. If g¯ = gσ , let g¯± = g± ∩ g¯.
We say that a decomposition g¯ = k ⊕ p is a Cartan decomposition if [k, k] ⊆ k, [k, p] ⊆ p, [p, p] ⊆ k and
k(x, x) < 0 ∀x ∈ k \ {0}, k(x, x) > 0 ∀x ∈ p \ {0}.
It is not hard to see that the decomposition given by k = g¯+, p = g¯− is indeed a Cartan decomposition of g¯.
Consider a maximal commutative subalgebra a in p. One can show that all such subalgebras have the same dimension
l, called the real rank of g¯ [41].
Let h¯ be a maximal commutative subalgebra of g¯ containing a. Then one can show that a = h¯ ∩ p [38]. Clearly
we have the decomposition h¯ = a ⊕ t, where t = h¯ ∩ k. Moreover, the complexification h = h¯ ⊕ ih¯ is a Cartan
subalgebra of g [38]. In this case, we say that h¯ is a Cartan subalgebra of g¯.
It is not hard to see that h(R) defined in (25) is another real form of h; one can show that h(R) = a ⊕ it. Since
every root α in the set Φ of roots of g is real-valued on h(R), by choosing a suitable ordered basis of h(R) we
can obtain a new partition of Φ into positive and negative roots. It is essential to choose a “smart” ordered basis
which is “compatible” with a, in the sense that a root such that its restriction to a is positive must also be positive.
For example, we can choose an ordered basis of a followed by an ordered basis of it [38].
Consider the set of positive roots Φ+ of g with respect to this basis. Let Φ+c be the subset of positive roots which
vanish on a (also called compact roots) and let Φ+nc = Φ
+ \ Φ+c (non-compact roots). Then we can obtain the set
Φ¯+ of positive restricted roots of (g¯, a) with their multiplicities by restricting the roots in Φ+nc to a.
The simple restricted roots ∆¯ are defined from the positive restricted roots in a similar way to the complex Lie
algebra case.
From the root space decomposition of g we can thus obtain a restricted root space decomposition
g¯ = h¯⊕
∑
γ∈Φ¯
g¯γ ,
where the restricted root spaces g¯γ are given by
g¯γ = g¯ ∩
 ∑
α∈Φ, α|a=γ
gα
 .
The multiplicity of the restricted root γ is mγ = dimR g¯γ .
Irreducible real representations of real Lie algebras: Let ρ¯ be a representation of a real Lie algebra g¯ over a
real vector space V¯ . Then we can extend ρ¯ to a complex representation ρ¯C : g¯→ gl(V ) on the complexification V
of V¯ . If ρ¯C is irreducible, then ρ¯ is also irreducible, but the opposite is not necessarily true.
Conversely, given a complex representation ρ : g¯ → gl(V ) of the real Lie algebra g¯ on the complex vector space
V , we can regard ρ as a real representation ρR of g¯ on the realification VR of V . If ρR is irreducible, then ρ also is.
Furthermore, it can be proven [40] that given ρ¯ : g¯→ gl(V¯ ) irreducible, then either
i) ρ¯C irreducible, or
ii) ρ¯ = ρR where ρ is an irreducible complex representation.
In either case, we denote by ρ(C) the corresponding complex representation of g (the straightforward extension to
g of ρ¯C in case (i), and of ρ in case (ii)), which turns out to be irreducible too.
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The restricted weight spaces of ρ¯ are defined in a similar way to the weight spaces [37]: for λ ∈ a∗, we can set
V¯λ = {v ∈ V¯ | ρ¯(x)v = λ(x) ∀x ∈ a}
The restricted weight subspace V¯λ of ρ¯ is the sum of the weight subspaces of ρ(C) corresponding to µ ∈ h∗ such
that µ|a = λ. The restriction to a of the highest weight of ρ(C) is the highest restricted weight of ρ¯.
Example A.2 (sln(R) as a real form of sln(C)): The involution τ(X) = −XH of the complex Lie algebra g =
sln(C) gives rise to a compact real form.
The involutive automorphism θ(X) = −Xt which commutes with τ determines the real structure σ(X) = τθ(X) =
X∗, which corresponds to real form g¯ = gσ = sln(R) of real matrices with trace zero. The involution θ can be used
to define a Cartan decomposition into symmetric matrices p = g¯− = {X ∈ sln(R) | Xt = X} and antisymmetric
matrices k = g¯+ = {X ∈ sln(R) | Xt = −X}.
The set a of real diagonal matrices with trace zero is clearly a commutative subalgebra of p of dimension n−1 and
it is not hard to see that it is maximal, so that referring to the notation of Section A-B we can choose h¯ = h(R) = a
and t = {0}. The set of positive roots Φ+ of sln(C) defined in (27) is compatible with a. None of the positive
roots vanish on a, therefore
Φ¯+ = (Φ+nc)|a = Φ
+
|a = {(ei − ej)|a | i < j},
∆¯ = {(ei − ei+1)|a | 1 ≤ i ≤ n− 1}
(see Example A.1). The real representation on Rn induced by matrix-vector multiplication is irreducible and the
highest weight is (e1)|a (this corresponds to case (i) in the previous discussion about real irreducible representations).
Example A.3 (sln
2
(H) as a real form of sln(C)): If n = 2m is even, we consider the real structure σ of sl2m(C)
given by σ(X) = −SX∗S, where
S =
 0 −Im
Im 0
 .
The set of fixed points of σ is the real Lie algebra
slm(H) =

A −B∗
B A∗
 | A,B ∈Mm(C), <(Tr(A)) = 0
 ,
which is a real form of sl2m(C), since sl2m(C) = slm(H)⊕slm(H)i. Its dimension as a real vector space is clearly
4m2 − 1. Referring to the terminology defined before, and considering the compact real structure τ(X) = −XH
of sl2m(C), and the anti-involution θ(X) = στ(X) = SXtS, we get the Cartan decomposition slm(H) = k ⊕ p
with respect to θ, with
k =

A −B∗
B A∗
 | AH = −A,Bt = B
 ,
p =

A −B∗
B A∗
 | AH = A,Bt = −B,<(Tr(A)) = 0

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It is not hard to see that
a = {diag(a1, . . . , am, a1, . . . , am) | ai ∈ R,
m∑
i=1
ai = 0}
is a maximal commutative subalgebra of p of dimension m− 1 over R, and
h¯ =
{
diag(h1, . . . , hm, h∗1, . . . , h
∗
m) | <
(
m∑
i=1
hi
)
= 0
}
is a maximal commutative subalgebra of g¯ = slm(H) containing a, of dimension 2m−1 over R. Moreover, keeping
the notation of Section A-B, we have
t = h¯ ∩ k = {diag(ib1, . . . , ibm,−ib1, . . . ,−ibm) | bi ∈ R},
which has dimension m over R, and h(R) = a⊕ it is the set of diagonal matrices in sl2m(R).
Let’s now consider an ordered basis of h(R) which is compatible with a, for example the one consisting of the
basis {Ei − Em + Ei+m − E2m}1≤i≤m−1 of a followed by the basis {Ei − Ei+m}1≤i≤m of it. Recall that the
2m(2m− 1) roots of g = sl2m(C) are given by
Φ = {ei − ej , i 6= j, 1 ≤ i, j ≤ 2m}.
With the chosen ordering, it is not hard to see that the set of positive roots is
Φ+ = {ei − ej}1≤i<j≤m ∪ {ei − ej+m}1≤i≤j≤m
∪ {ei+m − ej}1≤i<j≤m ∪ {ei+m − ej+m}1≤i<j≤m
of cardinality m(2m− 1).
We find m positive compact roots
Φ+c = {ei − ei+m}1≤i≤m,
and 2m2 − 2m positive noncompact roots
Φ+nc = {ei − ej}1≤i<j≤m ∪ {ei − ej+m}1≤i<j≤m
∪ {ei+m − ej}1≤i<j≤m ∪ {ei+m − ej+m}1≤i<j≤m.
The restrictions of the roots
ei − ej , ei+m − ej , ei − ej+m, ei+m − ej+m
coincide on a, so there are (m2 − m)/2 positive restricted roots Φ¯+ = {(ei − ej)|a}1≤i<j≤m with multiplicity
mα = 4, and m − 1 restricted simple roots ∆¯ = {(ei − ei+1)|a}1≤i≤m−1. Consider the irreducible complex
representation ρ of sl2m(C) over C2m induced by the usual matrix-vector multiplication, and consider its restriction
ρ¯ = ρ|g¯. Then by taking the realification of C2m, we can see ρ¯ as an irreducible real representation (which
coincides with the matrix/vector multiplication over Hm; this corresponds to case (ii) in the previous discussion
about irreducible real representations). The restricted weight spaces Vλ for λ = (ei)|a = (ei+m)|a are the sum
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of the weight spaces for ei and ei+m and are generated by the vectors in C2m such that the i-th and (i + m)-th
component may be nonzero. The highest weight is λ1 = (e1)|a = (em+1)|a.
Realifications of complex Lie algebras: The realification gR of a complex Lie algebra g is a real form of g⊕ g∗
corresponding to the involution σ : (x, y) 7→ (y, x). It can be shown [41] that the (positive) restricted root system of
gR coincides with the (positive) root system of g, but with the difference that the multiplicities mα = dim((gR)α)
of all restricted roots are equal to 2.
Example A.4 (sln(C) as a real Lie algebra): From Example A.1, we have ∆¯ = {ei− ei+1 | 1 ≤ i ≤ n− 1} and
Φ¯+ = {ei − ej | i < j}. The maximum weight of the realification of the complex representation considered in
Example A.1 is still e1.
C. Growth rate of the unit group for discrete subgroups of SLn(C)
In this subsection we will compute the constant T in Theorem 8.2 in the case where Λ1 is a cocompact discrete
subgroup of G = SLn(C), SLn(R) or SLn(H). From Theorem 8.1, we know that the growth rate of
∣∣ψ(Λ1) ∩B(M)∣∣
depends only on the volume of the corresponding ball B(M) and is the same for every discrete cocompact subgroup
of G. Referring to the terminology of Lie algebras given in the previous subsections, we can now state a more
precise version of Theorem 8.2 (Theorem 7.4 in [30]). Let G¯ be a connected semisimple real Lie group, g¯ the
corresponding real Lie algebra, V¯ = Rd a real vector space, and ρ¯ : g¯ → gl(V¯ ) an irreducible representation so
that ρ¯(g¯) is identified with a subset of Md(R). Let h¯ be a Cartan subalgebra of g¯ (corresponding to some choice of
a), Φ¯+ the restricted positive root system and ∆¯ = {γ1, . . . , γr} the corresponding set of restricted simple roots.
Denote by λ1 the highest weight of this representation.
Let {β˜1, . . . , β˜r} be a basis of h¯ such that γi(β˜j) = δi,j ∀1 ≤ i, j ≤ r. Consider the linear form ψ = 12
∑
γ∈Φ¯+ mγγ,
and the normalized basis {βi} =
{
β˜i
2ψ(β˜i)
}
.
Theorem A.1 (Growth rate of units in a ball): If the minimum m1 = minj=1,...,r λ1(βj) is achieved for only
one vector βj , then for every linear norm ‖·‖ on Md(R), we have
Vol(B(M)) ∼ CM 1m1 ,
for some constant C > 0.
Example A.5 (SLn(C)): In the case G = SLn(C), g¯ = sln(C). For this volume estimation, we will need to see
the Lie algebra sln(C) as a real Lie algebra, as explained in Example A.4. As we have seen, all the restricted
positive roots have multiplicity mγ = 2. It is not hard to see that β˜j = E1 + . . .+ Ej − jEn. Using the fact that
e1 + e2 + . . .+ en = 0, we get
ψ =
n∑
i=1
(n− 2k + 1)ek = 2
n−1∑
k=1
(n− k)ek,
βj =
E1 + . . .+ Ej − jEn
2j(2n− (j + 1)) ∀j ≤ n− 1.
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The minimum
m1 = min
j=1,...,n−1
λ1(βj) =
= min
j=1,...,n−1
e1
(
E1 + . . .+ Ej − jEn
2j(2n− (j + 1))
)
is achieved for the unique value j = n− 1 and is equal to 12n(n−1) . So T = 2n(n− 1).
Example A.6 (SLn(R)): The case G = SLn(R), g¯ = sln(R) is similar to the previous one except for the fact
that mγ = 1 (see Example A.2). Consequently, we obtain T = n(n− 1).
Example A.7 (SLm(H)): For G = SLm(H), g¯ = slm(H), we refer to Example A.3. We can choose the dual
basis
{β˜j} = {E1 + Em+1 + . . .+ Ej + Em+j − jEm − jE2m}1≤j≤m−1
and the linear form
ψ = 2
m−1∑
k=1
(m− k)(ek + ek+m),
and similarly to before, we find T = 4m(m− 1).
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