Engineering non-binary Rydberg interactions via phonons in an optical
  lattice by Gambetta, Filippo Maria et al.
Engineering non-binary Rydberg interactions via electron-phonon coupling
F. M. Gambetta,1, 2 W. Li,1, 2 F. Schmidt-Kaler,3, 4 and I. Lesanovsky1, 2
1School of Physics and Astronomy, University of Nottingham, Nottingham, NG7 2RD, United Kingdom
2Centre for the Mathematics and Theoretical Physics of Quantum Non-equilibrium Systems,
University of Nottingham, Nottingham NG7 2RD, United Kingdom
3QUANTUM, Institut für Physik, Johannes Gutenberg-Universität Mainz, 55128 Mainz, Germany
4Helmholtz-Institut Mainz, 55128 Mainz, Germany
(Dated: July 29, 2019)
Coupling electronic and vibrational degrees of freedom of Rydberg atoms held in optical tweezers arrays
offers a flexible mechanism for creating and controlling atom-atom interactions. We find that the state-dependent
coupling between Rydberg atoms and local oscillator modes gives rise to two- and three-body interactions which
are controllable through the strength of the local confinement. This approach even permits the cancellation
of two-body terms such that three-body interactions become dominant. We analyze the structure of these
interactions on two-dimensional bipartite lattice geometries and explore the impact of three-body interactions
on system ground state on a square lattice. Our work shows a highly versatile handle for engineering multi-
body interactions of quantum many-body systems in most recent manifestations on Rydberg lattice quantum
simulators.
Introduction.— In the past years Rydberg atoms [1–3] held
in optical tweezer arrays have emerged as a new platform for
the implementation of quantum simulators and, potentially,
also quantum computers [4–10]. One- [6], two- [11] and
three-dimensional [12] arrays containing hundreds of qubits
are in principle achievable and the wide tunability of Ryd-
berg atoms grants high flexibility for the implementation of a
whole host of quantum many-body spin models. The physical
dynamics of these quantum simulators takes place in the elec-
tronic degrees of freedomwhichmimic a (fictitious) spin parti-
cle. Effective magnetic fields and interactions are achieved via
light-shifts effectuated by external laser fields and the electro-
static dipolar interaction between Rydberg states. Additional
tuning with electric [13] and magnetic fields [14] permits the
realization of exotic interactions, allowing for the study of ring-
exchange Hamiltonians [15–18], frustrated-spin models [19–
21] or crystallization phenomena [22–24].Within this context,
in the last decade systems with tunable two- and three-body
interactions [25–29] have attracted a lot of attention since the
latter are responsible for the emergence of many exotic quan-
tum states of matter, ranging from topological phases [30, 31]
to spin liquids [32, 33].
In this work we put forward a new mechanism for en-
gineering non-binary interactions in Rydberg tweezer ar-
rays [6, 9, 34–42]. Here, each atom is held in place by a
strong local harmonic potential. The simultaneous excitation
of neighboring atoms to the Rydberg state gives rise to a me-
chanical force that couples the electronic degrees of freedom
to the local phonon modes. We show that this mechanism
results in effective two- and three-body interactions between
excited atoms in the lattice. We develop the underlying the-
ory and analyze in depth the case of two-dimensional (2D)
bipartite lattice geometries. Our results show that the multi-
body interactions arising from the electron-phonon coupling
are highly tunable and can drive non-trivial phase transitions in
the ground state of a Rydberg spin system. By tuning the local
harmonic potentials, we show that checkerboard, striped, and
FIG. 1. Setup. (a) Each atom is modeled as a two-level system
with ground state |g〉 and excited Rydberg state |r〉. The two levels
are coupled by a laser with Rabi frequency Ω and detuning ∆. The
atom is trapped inside a tight harmonic optical tweezer (grey line)
and, at low temperature, it occupies the ground state of the associated
phonon degree of freedom (red curve). For simplicity, we assume
that Rydberg and ground state experience the same trapping potential.
(b) Energy diagram of a two atom system arranged along the x−axis.
When both atoms are excited to the Rydberg state, |rr〉, they experi-
ence, in addition to the standard interaction V , the potential change
δV arising as a consequence of the coupling between spin and phonon
degrees of freedom and consisting of both two- and three-body con-
tributions; see text for details. This also results in a state-dependent
displacement δx1,2 of the atoms from their equilibrium position x01,2,
separated by the lattice spacing a.
clustered phases occur as well as signatures of frustration phe-
nomena. Our work is directly relevant for recent developments
on the domain of quantum simulation with Rydberg tweezer
arrays where it highlights a so far unanticipated mechanism
for realizing exotic interactions.
2D model.— We consider a 2D lattice of N Rydberg atoms
in the x − y plane, whose sites are labeled by k = (kx, ky).
The electronic degree of freedom is modeled as effective two-
level system (with |↓〉 and |↑〉 denoting the ground state and
the Rydberg excited state, respectively) [3, 40]. The two lev-
els are coupled by a laser with Rabi frequency Ω and de-
tuning ∆ [see Fig. 1(a)]. Each of the atoms, with mass m, is
trapped in a strong three-dimensional (3D) harmonic potential,
characterized by trapping frequencies ωµ along the directions
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2µ = x, y, z. The atomic motion inside the confining potential
can then be described in terms of the bosonic operators bk,µ.
The Hamiltonian describing the single-particle dynamics is
Hsp = Hph + HL, with
Hph =
∑
µ=x,y,z
∑
k
~ωµb
†
k;µbk;µ, (1a)
HL =
∑
k
[
Ωσxk + ∆nk
]
. (1b)
Here, nk = (1+σzk)/2 and σµk are the Rydberg number opera-
tor and Pauli matrices acting on the atom at site k and position
rk = (xk, yk, zk), respectively. Any two atoms at lattice po-
sitions rk and rm, if excited to the Rydberg state, interact
through the two-body potential V(rk, rm), which depends on
the inter-particle distance |rk − rm | [1, 3, 7]. The overall
Hamiltonian of the system is therefore
H = Hph + HL + Hint, (2)
with
Hint =
∑
k,m
k,m
V(rk, rm)nknm. (3)
At low temperature each atom oscillates around the minimum
of its local potential, r0
k
, and its position can thus be written
as rk = r0k + δrk, with δrk;µ = `µ(b†k;µ + bk;µ) being the
atomic displacements from equilibrium. Here, ` = (`x, `y, `z)
is the vector of the characteristic lengths associated with the
harmonic trapping potentials in the three spatial directions
with `µ =
√
~(2mωµ)−1. As a consequence, the two-body
interaction depends on the displacements: V(r0
k
+ δrk, r
0
m +
δrm)nknm. Clearly, this implies that a coupling between
electronic and vibrational degrees of freedom emerges.
This situation is reminiscent of a mechanism for creating
long-range spin models in arrays of trapped ions [43, 44]. In
that case, the interplay of long-range Coulomb repulsion be-
tween the ions and laser induced spin-dependent forces results
in an effective long-range spin-spin interaction and allows to
simulate a rich variety of quantum systems. However, in con-
trast to the ions, Eq. (3) implies that in our setup the potential
V(rk, rm) couples electronic and vibrational degrees of free-
dom only when two atoms are excited, which is the origin of
many-body spin interaction terms.
To demonstrate this, we focus on the strong confinement
regime, in which the displacements δrk are much smaller
than inter-atomic distances. Indeed, this represents the typical
situation in Rydberg quantum simulators [6, 9, 38, 39]. We
thus expand the potential in a Taylor series to the first order in
δr as V(rk, rm) ≈ V(r0k, r0k) + δV(rk, rk), with
δV(rk, rm) = ∇rkV(rk, r0m)|rk=r0k · δrk
+ ∇rmV(r0k, rm)|rm=r0m · δrm. (4)
After substituting Eq. (4) in Eq. (3), the atom-atom interaction
Hamiltonian acquires the form
Hint =
∑
k,m
k,m
[
V0k,m +Wk,m
(
b†
k;µ + bk;µ
)]
nknm, (5)
where V0
k,m
≡ V(r0
k
, r0m) and
Wk,m = 2∇rkV(rk, r0m)|rk=r0k · ` ≡
∑
µ=x,y,z
Wk,m;µ (6)
Finally, by combining Eqs. (1a) and (5) and introducing the
displaced bosonic operators Bk;µ = bk;µ + βk;µ, with βk;µ =
nk
∑
m
m,k
(~ωµ)−1Wk,m;µnm, the full Hamiltonian [Eq. (2)]
becomes
H = HL + H ′ph + H2B + H3B +O(`2µ/a2), (7)
with
H ′ph =
∑
µ
∑
k
~ωµB
†
k;µBk;µ, (8a)
H2B =
∑
k,m
k,m
(
V0k,m − W˜2k,m
)
nknm, (8b)
H3B = −
∑
k,p,q
k,p,q
W˜k,pW˜k,qnknpnq . (8c)
Here, we have introduced the coefficients W˜k,m =
∑
µ W˜k,m;µ,
with W˜k,m;µ = Wk,m;µ/
√
~ωµ. Equations (8b) and (8c) show
that, as consequence of the spin-phonon coupling, an effective
atom-atom interaction emerges. The latter consists of an extra
two-body [Eq. (8b)] and a novel three-body term [Eq. (8c)],
whose strengths are both ∝ W˜k,m;µ. Importantly, W˜k,m;µ
depends on the trapping frequencies ωµ and, therefore, the
strength of the effective interactions can be tuned by varying
the harmonic confinement.
We note that the new phonon operators Bk;µ appearing in
Eq. (8a) mix the original phonon and spin degrees of freedom.
However, in the limit of small W˜k,m;µ this mixing is negligi-
ble [43, 44]. In this regime the phonon dynamics decouples
from the spins. Details on the validity of this approxima-
tion are provided in the next section and in the Supplemental
Material (SM) [45].
Tailoring the three-body interaction.— The strength of the
phonon-mediated effective interactions in Eqs. (8b) and (8c)
is directly connected to the strength of the dipolar ones: This
is because the coefficients W˜k,p are proportional to the gra-
dient of V(rk, rm). Typical dipolar interactions exhibit a
power-law behavior ∝ |rk − rm |−α (e.g., α = 6 for a van
der Waals potential). In which case, one generally finds that
V(rk, rm)  W˜k,p. This means that, in common situations,
phonon-mediated interactions only represent a small correc-
tion. However, the interaction potential between excited atoms
can be tailored via microwave (MW) dressing of two different
3FIG. 2. MW dressed-potential and validity regimes. (a) Dressed
potential as a function of inter-atom distance R obtained via MW
dressing of the atomic levels |70S〉 and |80P〉 of 87Rb atoms by aMW
field. See SM for details [45]. The atomic separations are a ≈ 5µm
and aNNN = 2a (blue, dashed lines). In terms of Eq. (9), this case
corresponds toC1/(~a6) = 2pi×2MHz, C2/(~a6) = 2pi×0.04MHz,
c1 = −C1, and c2 = 0. (b) Regimes of validity of Eq. (12) in the
C1/(~a6) − ω plane (units 2pi×MHz). The blue region denotes the
regime where V3 > V1,2 [second inequality of Eq. (12)], while in
the black area the first inequality of Eq. (12) is not satisfied. Here,
C2 = 0.1C1.
Rydberg states [45–47], allowing to make the effective interac-
tions dominant. Such dressed potential can be parameterized,
to a good degree of approximation, as
V(rk, rm) ≈
{
C1
2 |rk−rm |6 +
c1
2a6 for |rk − rm | ≈ a,
C2
2 |rk−rm |6 +
c2
2(aNNN)6 for |rk − rm | ≈ aNNN.
(9)
Here, a and aNNN are the distances at equilibrium between
next nearest (NN) and next-to-next nearest (NNN) neighbors,
respectively. For a typical dressed potential, V(rk, rm) ≈ 0
for |rk − rm | > aNNN [45]. MW dressing allows to con-
trol the values of the constants C1,2 and c1,2 in Eq. (9) in-
dependently and, in turn, to tune the strength of the dipolar
potential (as well as its gradient) at NN and NNN neighbors
distances, denoted by V1 and V2, respectively. In this way
we can achieve regimes dominated by the phonon-mediated
interactions, whose strength along the µ direction is
V3,µ =
36`2µ
~ωµa2
(
C1
a6
)2
. (10)
In this case, Eqs. (8b) and (8c) become
H2B=
∑
〈k,m〉
k,m
[
V1−
∑
µ
V3,µ
(
R˜0k,m;µ
)2]
nknm+
∑
〈〈k,m〉〉
k,m
V2nknm,
(11a)
H3B = −
∑
µ
∑
〈k,p,q〉
k,p,q
V3,µ R˜0k,p;µ R˜
0
k,q;µnknpnq, (11b)
where we have used that W˜k,m;µ =
√
V3,µ R˜0k,m;µ, with
R˜0
k,m;µ = a
−1R0
k,m;µ and R
0
k,m
= r0
k
− r0m. The symbols
〈k,m〉 and 〈〈k,m〉〉 denote the sum over NN andNNN neigh-
bors, respectively, while 〈k,p, q〉 implies that the sum is re-
stricted to sites satisfying |R0
k,p
| = |R0
k,q
| = a. Note that, due
to the presence of the factors R˜0
k,m;µ, the terms ∝ V3,µ strongly
FIG. 3. Interaction terms in bipartite lattices. (a) Square and (b)
honeycomb lattice with NN (orange dots) and NNN (blue squares)
neighbors interacting through dipolar interactions (red, solid and
blue, dashed lines, respectively). As a consequence of the phonon-
mediated effective multi-body interaction terms arise. Two-body
(green, left) and three-body (purple, right) contributions along the
horizontal (solid) and vertical (dotted) direction are shown, with their
corresponding sign, in panels (c) and (d) for the square and honey-
comb geometries, respectively. Note that, in the latter case, horizon-
tal (solid) terms contribute to both x and y directions, resulting in
anisotropic interactions.
depend on the lattice geometry and, as we will show for the
case of bipartite lattice, they give rise to anisotropic contribu-
tions in atom-atom interactions even if original dipolar forces
are isotropic.
The strength of the phonon-mediated interactions can be
tailored by tuning the trapping frequencies ωµ, which are typ-
ically of the order of hundreds of kHz [6, 9, 38, 40]. In par-
ticular, Eq. (11a) implies that it is possible to make the overall
two-body term vanish and maximize the effects of three-body
interactions. Recalling Eq. (8), in order to decouple the elec-
tronic and vibration degrees of freedom and to focus only
on the spin dynamics we have to require Wk,m;µ  ~ωµ.
On the other hand, to access regimes governed by the effec-
tive two- and three-body interactions one should also consider
V3,µ & V1,2. From Eqs. (6) and (10), the above conditions
translate into the following bounds on ωµ,
3
√
18~
ma2
(
C1
~a6
)2
 ωµ .
√
72
ma2V1,2
(
C1
2a6
)2
. (12)
As can be seen from the blue area in Fig. 2(b), there exists
a finite region of system parameter space in which Eq. (12)
holds.
Phase diagram for a bipartite lattice. — We now focus
on system of atoms arranged on a bipartite lattice and inves-
tigate the effects of the interplay between (two-body) dipolar
and effective (two- and three-body) interactions on its phase
diagram. The simplest case of a square lattice is shown in
4FIG. 4. Phase diagram (square lattice) as a function of V2 and V3.
In panel (a) we show the average density of Rydberg excitations 〈n〉
as a function of V2 and V3,x = V3,y (units 2pi × ~ MHz) for a square
lattice. Note thatV3,µ ∼ ω−2µ and, therefore, it can be controlled by the
confinement strength. In panels (b) and (c) are reported the density
of dimers 〈ndim〉 and trimers 〈ntrim〉, respectively. Dashed red lines
represent guide for the eye to distinguish between the different system
phases. In panel (d) we show typical configurations in the different
regions of the phase diagram. Dark (red) spots correspond to excited
atoms. See text for details. In all panels, L = 10, Va/~ = 2pi × 0.2
MHz and ∆/~ = 2pi × 1MHz.
Fig. 3(a). The different contributions to atom-atom interac-
tion are listed in Fig. 3(a,c). Importantly, the lattice-dependent
structure of H3B in Eq. (8c) implies that effective two-body
interactions are attractive while, on the contrary, three-body
terms have a repulsive character. This feature is quite general
and, e.g., in Ising spin models on non-bipartite lattices (trian-
gular, kagome) it could be employed to implement frustrated
interactions [15, 19–21]. The study of such phenomena will
constitute the focus of future investigations. Due to the com-
petition between two- and three-body interactions, we expect
that different phases emerge. Tomap out the phase diagramwe
consider the classical limit (i.e., with vanishing Rabi frequency
Ω) and determine its ground state through a classical Metropo-
lis algorithm [48, 49] by employing an annealing scheme [50].
Results are displayed in Fig. 4(a,b,c). Here, we show the
behavior in the V2 − V3 plane (with V1 > 0) of the average
value of the Rydberg excitation density, 〈n〉, of the density of
dimers 〈ndim〉 [defined as in the left column of Fig. 3(c,d)], and
of density of trimers 〈ntrim〉 [defined as in the right column of
Fig. 3(c,d)]. Beyond the trivial stateswith all excited and all de-
excited atoms (dark blue and white regions, respectively), four
further phases emerge [see Fig. 4(d)]: (1) checkerboard phase,
dominated by the repulsive contribution∝ V1, (2) striped phase
with a single three-atom stripe, dominated by NNN neighbor
two-body (attractive) interaction ∝ V2, (3) frustrated striped
phase with one missing line (here, the trimers occurring in (2)
aremelted due to the three-body repulsive contribution∝ V3,µ),
and (4) four-excitation clustered phase, dominated by attractive
two-body interactions ∝ V3,µ. Concerning this latter, we note
that the transition is not as sharp as the other ones. Indeed, as
can be seen from the last panel of Fig. 4(d), the lattice is not
entirely covered by four-particle clusters. This may suggest
either that (4) is a liquid phase or that it represents a critical
region. A full covering can be obtained for V2 > 0, where
attractive NNN neighbor interactions contribute to enhance
the energy gain in forming cluster.
Interestingly, effective interactions due to spin-phonon cou-
pling give rise to finite-size frustration phenomena even in a
square lattice in the presence of isotropic dipolar interactions.
This ismanifest in the emergence of the different striped phases
(2) and (3): see Fig. 4, which displays the case of a lattice with
an even number of sites. On the contrary, if an odd number of
sites is considered only a single regular striped phase emerges
in this region of the phase diagram. However, a frustrated
phase forms inside region (1) (see SM [45]).
In non-square lattices, the geometrical factors characteriz-
ing phonon-mediated interactions [see Eq. (11)] give rise to
anisotropic two- and three-body contributions even if the orig-
inal dipolar interactions between atoms are isotropic. This
can be seen in Fig. 3(d), where the various interaction con-
tributions arising in a honeycomb lattice are displayed. Here,
though the phase diagram is similar to the one shown in Fig. 4,
non-trivial and anisotropic system configurations emerge (see
SM [45] for details).
The various phases shown in Fig. 4 can be probed in state-of-
the-art Rydberg simulators consisting of 2D defect-free arrays
of optical tweezers [37]. Here, desired many-body states can
be accessed via a generalization of the adiabatic protocol pro-
posed in Refs. [22–24].
Conclusions. — We have shown that electron-phonon in-
teractions in Rydberg lattice quantum simulators permit the
engineering of tunable multi-body interactions. We have il-
lustrated the underlying mechanism in bipartite lattices, dis-
cussing in particular the case of an isotropic square lattice,
where we studied the phase diagram in the classical limit. Go-
ing beyond this limit and considering the impact of quantum
fluctuations (Ω > 0) will be possible in Rydberg quantum
simulator experiments.
Many future directions of this work can be envisioned: In
particular, we expect that, as a consequence of the lattice-
dependent structure of the induced interactions, peculiar two-
and three-body termswould arise in non-bipartite lattices (e.g.,
triangular, kagome), allowing for the investigation of frus-
trated magnetism in spin models with non-trivial multi-body
interactions. Moreover, so far we have focused on the con-
ceptually simple case in which each atom experiences a state-
independent trapping potential. In practice, this may not be
always possible to achieve and modifications to the effective
interactions may arise. Finally, the mechanism leading from
the spin-phonon coupling to effective many-body interactions
can be generalized to different kinds of bare atom-atom po-
tentials (e.g., exchange interactions, oscillating potentials) and
may allow for engineering effective interactions with different
structure and/or even n−body (with n > 3) contributions.
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