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In this paper, we consider a discrete version of the following p-Laplacian evolution
equation ut = pu, with p > 1, on a network. Using the discrete p-Laplacian operator
in graphs which means a nonlinear diffusion phenomenon on networks, we ﬁrst introduce
the p-Laplacian evolution equation on networks. In fact, spatial derivative in p-Laplacian
evolution equation, comparing the continuous case, is replaced with the discrete p-Laplac-
ian operator. Thus, the resulting system is semi-discrete, discrete in space and continuous
in time. The main concern is to investigate the large time behaviors of nontrivial solutions
of this equation whose initial data are nonnegative and the boundary data vanish. In order
to do so, we use the analytic approaches such as vector calculus on networks, maximum
principle and comparison principle instead of numerical ones. After deriving the basic
properties of this equation, we ﬁnally prove that the solution becomes extinct for 1< p < 2
and remains strictly positive for p 2.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
A network represents interconnecting relations between discrete objects using some meaningful links. It is natural that
its structure can be represented by a graph whose vertices denote discrete objects and whose edges represent their links.
Thus, it has become an especially useful concept in analysis of the interaction between discrete objects. Actually, it has
applications in various ﬁelds of disciplines including computer science, biology, economics, sociology, etc. [13,23].
Over the recent years, many researchers have been interested in the problems of identifying the inner structure of
networks. Most of the works on this subject have concentrated on the spectral graph theory which has been one of the
most signiﬁcant tools used in studying graphs [4–7,11]. Recently, the second author and C.A. Berenstein [8] introduced
another approach, the so-called partial differential equations on networks, of studying the graph identiﬁcation problems. In
fact, they deﬁned discrete analogues of some notions in graphs, such as integration, directional derivative, gradient, discrete
Laplacian operator ω and ω-harmonic function, and so on. Using the discrete Laplacian operator ω , they introduced
the ω-Laplace equation on networks −ω f = 0 which is a discrete analogue of the Laplace equation in the continuous
case and models an electric network. Also they provided the solvability of direct problems such as Dirichlet and Neumann
boundary value problems for the ω-Laplace equation on networks. Moreover, they proved the global uniqueness of the
inverse conductivity problem for a network with the monotonicity condition of conductivity assumed.
On the other hand, S.-Y. Chung et al. [9] introduced the ω-diffusion equation (or ω-heat equation) on networks, by virtue
of the operator ∂t − ω . This can be used in various areas, for example, modeling of ﬂowing heat (or energy, etc.) through
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of this equation. To characterize solutions of this equation, they used the ω-diffusion kernel, which is constructed by eigen-
functions of the discrete Laplacian operator. Thus, if we know the eigenvalues of ω and the corresponding eigenfunctions,
then we obtain the exact solutions of the ω-diffusion equation. In addition, they offered some interesting properties of the
ω-diffusion equation in graphs such as maximum principle, Huygens property and uniqueness of solution.
However, most phenomena on many cases are not expressed by the discrete Laplacian operator ω because of the
nonlinearity. At this point of view, generalizing the ω-diffusion equation, we introduce the following p-Laplacian evolution
equation on networks
ut = p,ωu, (1.1)
which represents the nonlinear diffusion phenomena on networks. Here, ut means the derivative of u with respect to t and
p,ω is the discrete p-Laplacian operator in graphs, which is a generalization of ω . The discrete p-Laplacian operator has
recently been studied by many researchers in various ﬁelds, such as, dynamical systems, image processing [1,10,13,16,19,
22]. We note that (1.1) is a discrete analogue of the classical p-Laplacian evolution equation
ut = div
(|∇u|p−2∇u), (1.2)
which appears in a number of applications to describe the evolution of diffusion process such as non-Newtonian ﬂuids,
turbulent ﬂows in porous media, and image processing [2,3,12,14,17,18,20]. For exponent p = 2, the equation reduces to the
classical heat equation, which is well known. The particular feature of (1.2) is that it possesses singularity or degeneracy.
Note that (1.2) is singular if 1 < p < 2 and degenerate if p > 2. Also the solution of (1.2) has some interesting properties,
such as, extinction and positivity. We remark that extinction and positivity are important properties of solutions for many
evolutionary equations. For that reason, the extinction of solutions has been studied by many researchers. Especially, in
[25,26], the authors proved that the weak solution of (1.2) becomes extinct for 1 < p < 2 and remains strictly positive for
p  2.
Usually, (1.1) can be used to obtain the numerical solutions of (1.2). As a matter of fact, spatial derivative in (1.2) is
replaced with the p,ω . The resulting system is semi-discrete, to be exact, discrete in space and continuous in time. Thus,
(1.1) is reduced to a set of ordinary differential equations. This approach is called the Method of Lines (MOL). We refer to
[21] for more details of MOL. This method, popular in science and engineering, is a versatile approach to obtaining numerical
solutions to the time-dependent partial differential equations. In this paper, however, we use the analytic approaches, such
as maximum principle, uniqueness of solution and comparison principle, instead of numerical ones. As far as we know,
many works of (1.1) are studied with the numerical approach, but few works are concerned with the analytic approach.
This paper is organized as follows. In Section 2, we ﬁrst introduce several deﬁnitions and notations frequently used
throughout this paper. In Section 3, we calculate several useful vector calculus of the discrete p-Laplacian operator. And then,
we derive the interesting properties of solutions of (1.1). Subsequently, in Section 4, we prove the extinction and positivity of
solutions of (1.1). It is curious that the solution of (1.1) becomes extinct for 1< p < 2 and remains strictly positive for p  2
just like the continuous case. Finally, in Section 5, we provide some examples and the numerical experiment concerning the
extinction and positivity of solutions.
2. Preliminaries
In this section, we shall begin with some deﬁnitions of graph theoretic notions that will be needed further below. For
more details, we refer to [8–10,19].
By a graph G = G(V , E) we mean a ﬁnite set V of vertices with a set E of pairs of distinct elements of V called edges.
Two vertices x and y are adjacent, denoted by x ∼ y, if they are connected by an edge.
A graph G is said to be simple if it has neither multiple edges nor loops, and G is said to be connected if for every pair
of vertices x and y there exist a sequence of vertices x = x0, x1, x2, . . . , xn−1, xn = y such that x j−1 and x j are connected by
an edge for j = 1,2, . . . ,n. Throughout this paper, all the graphs in our concern are assumed to be simple and connected.
A weighted (undirected) graph G(V , E,ω) is a graph G(V , E) associated with a weight function ω : V × V → [0,∞)
satisfying
(i) ω(x, x) = 0, x ∈ V ,
(ii) ω(x, y) = ω(y, x), if x ∼ y ,
(iii) ω(x, y) = 0 if and only if there is no edge connecting x and y.
We call the weighted graph G(V , E,ω) by the network. The degree dωx of a vertex x on a network G(V , E,ω) is deﬁned to
be
dωx :=
∑
y∈V
ω(x, y).
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G
f dωx :=
∑
x∈V
f (x)dωx.
We shall now deﬁne the p-directional derivative of a function f : V → R. Here, p is a real number with p > 1. For each
x ∈ V and y ∈ V we deﬁne
Dp,ω,y f (x) :=
∣∣ f (y) − f (x)∣∣p−2[ f (y) − f (x)]
√
ω(x, y)
dωx
.
Moreover, the p-gradient ∇p,ω of a function f : V →R is deﬁned to be a vector
∇p,ω f (x) :=
(
Dp,ω,y f (x)
)
y∈V
which is indexed by the vertices y ∈ V . The p-Laplacian p,ω of a function f : V →R at a vertex x is deﬁned by
p,ω f (x) :=
∑
y∈V
∣∣ f (y) − f (x)∣∣p−2[ f (y) − f (x)]ω(x, y)
dωx
.
For convenience p is omitted in the case p = 2. With these notations we see that
p,ω f (x) = −
∑
y∈V
D y,ω
(
Dp,ω,y f (x)
)
.
3. Basic properties of solutions of (1.1)
We are now going to establish several useful vector calculus of the discrete p-Laplacian operator p,ω .
Theorem 3.1. (See [10].) Let G(V , E,ω) be a network. For any pair of functions f : V →R and g : V →R we have
2
∫
G
f (−p,wh) =
∫
G
∇w f · ∇p,wh.
The above theorem is called the discrete version of Green’s formula. We refer to [8,10] for more details of the notions.
Theorem 3.2. Let G(V , E,ω) be a network and let q be a real number with 1/p + 1/q = 1. For any pair of functions f : V →R and
g : V →R we obtain
(i)
∫
G∇ω f · ∇p,ωh 1p
∫
G ∇ω f · ∇p,ω f + 1q
∫
G ∇ωh · ∇p,ωh,
(ii)
∫
G∇ω f · ∇p,ωh +
∫
G ∇ωh · ∇p,ω f 
∫
G∇ω f · ∇p,ω f +
∫
G ∇ωh · ∇p,ωh,
(iii)
∫
G(p,ω f − p,ωh)( f − h) 0.
Proof. (i) A direct use of the deﬁnitions mentioned above and Hölder’s inequality gives∫
G
∇ω f · ∇p,ωh =
∑
x∈V
∇ω f (x) · ∇p,ωh(x)dωx
=
∑
x∈V
∑
y∈V
[
f (y) − f (x)]∣∣h(y) − h(x)∣∣p−2[h(y) − h(x)]ω(x, y)

∑
x∈V
∑
y∈V
∣∣ f (y) − f (x)∣∣∣∣h(y) − h(x)∣∣p−1ω(x, y)

[∑
x∈V
∑
y∈V
∣∣ f (y) − f (x)∣∣pω(x, y)]
1
p
[∑
x∈V
∑
y∈V
∣∣h(y) − h(x)∣∣(p−1)qω(x, y)]
1
q
 1
p
∑
x∈V
∑
y∈V
∣∣ f (y) − f (x)∣∣pω(x, y) + 1
q
∑
x∈V
∑
y∈V
∣∣h(y) − h(x)∣∣pω(x, y)
= 1
p
∫
∇ω f · ∇p,ω f + 1
q
∫
∇ωh · ∇p,ωh.G G
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G
∇ωh · ∇p,ω f  1
p
∫
G
∇ωh · ∇p,ωh + 1
q
∫
G
∇ω f · ∇p,ω f .
Adding the above inequality to (i) yields the result.
(iii) Using now (ii) and Theorem 3.1 we obtain∫
G
(p,ω f − p,ωh)( f − h)
=
∫
G
[
f (p,ω f ) + h(p,ωh) + f (−p,ωh) + h(−p,ω f )
]
= −1
2
[∫
G
∇ω f · ∇p,ω f +
∫
G
∇ωh · ∇p,ωh
]
+ 1
2
[∫
G
∇ω f · ∇p,ωh +
∫
G
∇ωh · ∇p,ω f
]
−1
2
[∫
G
∇ω f · ∇p,ω f +
∫
G
∇ωh · ∇p,ωh
]
+ 1
2
[∫
G
∇ω f · ∇p,ω f +
∫
G
∇ωh · ∇p,ωh
]
= 0.
This completes the proof. 
We sometimes split the set of vertices V into two disjoint subsets S and ∂ S , so that V = S ∪ ∂ S . The subsets S and ∂ S
of V are called the interior and the boundary of V , respectively. In what follows, we use the notation S , instead of V , to
denote the set of vertices if it is partitioned into the interior S and the boundary ∂ S 	= ∅. For a network G(S, E,ω) and an
interval I ⊂ R, we say that a function u : S × I → R belongs to Cn(S × I) if for each x ∈ S the function u(x, ·) belongs to
Cn(I). For convenience we deﬁne the parabolic cylinder ST and the parabolic boundary ΓT of ST by
ST := S × (0, T ],
ST := S × [0, T ],
ΓT := ST − ST = S × {t = 0} ∪ ∂ S × [0, T ].
We are going to derive basic properties of the p-Laplacian evolution equation on networks. In the continuous case, if a
function u is a subsolution of the heat equation, then its maximum must occur on the parabolic boundary. This property is
called a maximum principle. Similarly, we shall show that the maximum principle of the p-Laplacian evolution equation on
networks also holds.
Theorem 3.3 (Maximum principle). If u ∈ C1(ST ) satisﬁes
ut − p,ωu  0 in ST , (3.1)
then we have
max
ST
u = max
ΓT
u.
Proof. It is obvious, if u is constant. We now consider that u is not a constant function. For an arbitrary  > 0, we deﬁne
an auxiliary function v : ST →R by v(x, t) := u(x, t) − t . (3.1) yields
vt − p,ωv = ut − p,ωu −  < 0 (3.2)
in ST . Since v(x, ·) is continuous on [0, T ] for all x ∈ S , there exists (x0, t0) ∈ ST such that v(x0, t0) = maxST v . We shall
assume that (x0, t0) is a point of ST and establish a contradiction. Because v attains its maximum at (x0, t0), we verify that
p,ωv(x0, t0) =
∑
y∈S
∣∣v(y, t0) − v(x0, t0)∣∣p−2[v(y, t0) − v(x0, t0)]w(x0, y)
dωx0
 0
and, by the elementary calculus, we see that vt(x0, t0) 0 which implies vt − p,ωv  0 at (x0, t0). This leads a contradic-
tion to (3.2). Consequently, (x0, t0) must be a point of ΓT . We note that
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 v(x0, t0) + t
= u(x0, t0) + (t − t0)
for all (x, t) ∈ ST . Letting  → 0, ﬁnally we have the result. 
Applying Theorem 3.3 to a function −u we have the following corollary immediately.
Corollary 3.4 (Minimum principle). If u ∈ C1(ST ) satisﬁes
ut − p,ωu  0 in ST ,
then we have
min
ST
u = min
ΓT
u.
In the case p = 2, the maximum principle implies the uniqueness of the solution, since the discrete Laplacian operator
ω is linear. But, in general, we cannot deduce the uniqueness of the solution from the maximum principle because of
the nonlinearity of the discrete p-Laplacian operator p,ω . Thus, based upon an energy method as in [15], we prove the
uniqueness of the solution of the p-Laplacian evolution equation on networks as follows.
Theorem 3.5 (Uniqueness). The following boundary value problem{
ut − p,ωu = f in ST ,
u = g on ΓT (3.3)
has a unique solution.
Proof. Suppose that v is another solution of (3.3) and let w := u − v . We now consider the energy functional deﬁned by
e(t) :=
∫
S
w2(x, t)
for all 0 t  T . It follows from Theorem 3.2(iii) that we have
d
dt
e(t) = 2
∫
S
wwt
= 2
∫
S
(u − v)(p,ωu − p,ωv) 0
which implies
e(t) e(0) = 0
for all 0 t  T . Consequently, we see that w = u − v ≡ 0 in ST . 
We also verify the backwards uniqueness in the case p = 2 as follows.
Theorem 3.6 (Backwards uniqueness). Suppose that u, v ∈ C2(ST ) satisfy the following boundary value problem{
ut − ωu = f in ST ,
u = g on ∂ S × [0, T ].
If u(x, T ) = v(x, T ) for all x ∈ S, then u ≡ v in ST .
Proof. Let w := u − v and, as in the proof of Theorem 3.5, set
e(t) :=
∫
w2(x, t)S
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e˙(t) = 2
∫
S
wwt = 2
∫
S
w(ωw) = −
∫
S
|∇ωw|2,
e¨(t) = −2
∫
S
∇ωw · ∇ωwt = 4
∫
S
(ωw)wt = 4
∫
S
(ωw)
2.
Using Hölder’s inequality we ﬁgure out
e˙(t)2 = 4
[∫
S
w(ωw)
]2
 4
∫
S
w2
∫
S
(ω)
2 = e(t)e¨(t).
The rest parts of the proof are similar to [15]. 
Remark 3.7. In the above Theorem 3.6 we only consider the case p = 2. It remains an open problem that Theorem 3.6, in
general, holds for p > 1.
In [24], the following comparison principle in connection with the p-Laplacian evolution equation in the continuous case
is proved.
Theorem 3.8. Let u, v ∈ C(0, T ; L2(Ω)) ∩ Lp(0, T ;W 1,p(Ω)) satisfy
ut − pu  vt − p v in ΩT ,
and u  v on ∂ΩT , then u  v in ΩT , where Ω is a bounded domain in Rn with smooth boundary ∂Ω , and ΩT = Ω × (0, T ].
We now give the discrete analogue of this theorem, which is crucial to prove the extinction of solutions of (1.1).
Theorem 3.9 (Comparison principle). Suppose that u, v ∈ C1(ST ) satisfy the inequality
ut − p,ωu  vt − p,ωv in ST ,
and u  v on ΓT , then u  v in ST .
Proof. Denote w := u − v . Then
wt p,ωu − p,ωv
in ST . Let w+ := max{w,0}. Multiplying w+ and then integrating from 0 to t we have
1
2
w2+(x, t)
t∫
0
(
p,ωu(x, τ ) − p,ωv(x, τ )
)
w+(x, τ )dτ .
We claim that w+ = 0 in ST . Integrating in S gives
1
2
∫
S
w2+(x, t)dωx
t∫
0
∫
S
(
p,ωu(x, τ ) − p,ωv(x, τ )
)
w+(x, τ )dωxdτ . (3.4)
Now set R(t) = {x ∈ S: u > v}. A direct use of deﬁnition yields∫
S
(
p,ωu(x, τ ) − p,ωv(x, τ )
)
w+(x, τ )dωx =
∫
R(τ )
(
p,ωu(x, τ ) − p,ωv(x, τ )
)
w+(x, τ )dωx
=
∑
x∈R(τ )
∑
y∈S
[∣∣u(y, τ ) − u(x, τ )∣∣p−2[u(y, τ ) − u(x, τ )]
− ∣∣v(y, τ ) − v(x, τ )∣∣p−2[v(y, τ ) − v(x, τ )]]w+(x, τ )ω(x, y)
=
∑ ∑ [∣∣u(y, τ ) − u(x, τ )∣∣p−2[u(y, τ ) − u(x, τ )]
x∈R(τ ) y∈R(τ )
Y.-S. Lee, S.-Y. Chung / J. Math. Anal. Appl. 386 (2012) 581–592 587− ∣∣v(y, τ ) − v(x, τ )∣∣p−2[v(y, τ ) − v(x, τ )]]w+(x, τ )ω(x, y)
+
∑
x∈R(τ )
∑
y∈S\R(τ )
[∣∣u(y, τ ) − u(x, τ )∣∣p−2[u(y, τ ) − u(x, τ )]
− ∣∣v(y, τ ) − v(x, τ )∣∣p−2[v(y, τ ) − v(x, τ )]]w+(x, τ )ω(x, y).
If x ∈ R(τ ) and y ∈ S\R(τ ), then u(y, τ )− u(x, τ ) < v(y, τ )− v(x, τ ). Noting that a function |t|p−2t is strictly increasing we
obtain ∑
x∈R(τ )
∑
y∈S\R(τ )
[∣∣u(y, τ ) − u(x, τ )∣∣p−2[u(y, τ ) − u(x, τ )]
− ∣∣v(y, τ ) − v(x, τ )∣∣p−2[v(y, τ ) − v(x, τ )]]w+(x, τ )ω(x, y) 0.
We note that the equality holds if the set R(τ ) is empty. Thus, we verify by Theorem 3.2(iii) that∫
R(τ )
(
p,ωu(x, τ ) − p,ωv(x, τ )
)
w+(x, τ )dωx
∑
x∈R(τ )
∑
y∈R(τ )
[∣∣u(y, τ ) − u(x, τ )∣∣p−2[u(y, τ ) − u(x, τ )]
− ∣∣v(y, τ ) − v(x, τ )∣∣p−2[v(y, τ ) − v(x, τ )]]w+(x, τ )ω(x, y)
 0.
As a result, the right side of (3.4) is less than or equal to 0. Therefore, we conclude that w+ = 0 in ST . 
Remark 3.10. The results suggested above such as Theorem 3.3, Corollary 3.4, Theorem 3.5 and Theorem 3.9, also hold when
we replace ST and ΓT by
S × (0, T ), S × {t = 0} ∪ ∂ S × [0, T ),
respectively, where T is either a ﬁxed positive real number or ∞.
4. Extinction and positivity
We now consider the p-Laplacian evolution equation on networks with initial–boundary conditions
ut = p,ωu, in S × (0,∞), (4.1)
u(x,0) = u0(x), for all x ∈ S, (4.2)
u(z, t) = 0, for all (z, t) ∈ ∂ S × [0,∞), (4.3)
where u0 is a nonzero and nonnegative function. By the minimum principle, we see that the solution of (4.1)–(4.3) must be
nonnegative.
Theorem 4.1. Suppose that u ∈ C1(ST ) satisﬁes (4.1)–(4.3). Then either
u(x, t) > 0
for all (x, t) ∈ S × (0,∞) or there exists a time T > 0 such that
u(x, t) = 0
for all (x, t) ∈ S × [T ,∞). Moreover, if u(x, T ) = 0 for some T > 0, then u(x, t) = 0 for all t > T .
Proof. Suppose that there exist x0 ∈ S and T > 0 such that u(x0, T ) = 0. Then, since u ∈ C1 and u is nonnegative, we
calculate ut(x0, T ) = 0. From (4.1) gives
p,ωu(x0, T ) =
∑
y∈S
u(y, T )p−1ω(x0, y)
dωx0
= 0
which implies u(y, T ) = 0 for all y ∼ x0. Now, for any x ∈ S , there exists a path x0 ∼ x1 ∼ x2 ∼ · · · ∼ xn−1 ∼ xn = x, since
S is connected. Applying the same argument as above inductively we see that u(x, T ) = 0 for all x ∈ S . It follows from the
uniqueness theorem as setting the initial time T that we have u(x, t) = 0 for all (x, t) ∈ S × [T ,∞). 
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(4.1)–(4.3) disappear after a ﬁnite time if 0 < p < 1. On the other hand, the solutions of (4.1)–(4.3) are always positive if
p  2. These phenomena are called extinction and positivity, respectively.
We ﬁrst consider the case p = 2. If there exists a time T > 0 such that u(x, T ) = 0, then by Theorem 3.6 we have u ≡ 0
in ST . This is a contradiction, because u0 is nonzero by assumption. Thus, by Theorem 4.1, we have u(x, t) > 0 for all
(x, t) ∈ S × (0,∞).
We now are going to observe the cases 1< p < 2 and p > 2.
Theorem 4.2. Suppose that u satisﬁes (4.1)–(4.3). Then for each x ∈ S if 1< p < 2,
s
1
p−2 u(x, s) t
1
p−2 u(x, t), (4.4)
and if p > 2,
t
1
p−2 u(x, t) s
1
p−2 u(x, s) (4.5)
for all s, t with 0< s < t.
Proof. We ﬁrst consider the case 1< p < 2. For a positive number k, we denote
v(x, t) := k 1p−2 u(x,kt)
for all (x, t) ∈ S × [0,∞). Differentiating v with respect to t yields
vt(x, t) = k
p−1
p−2 ut(x,kt)
and calculating
p,ωv(x, t) =
∑
y∈V
∣∣v(y, t) − v(x, t)∣∣p−2[v(y, t) − v(x, t)]ω(x, y)
dωx
= k p−1p−2 p,ωu(x,kt)
which implies that v also satisﬁes (4.1). If k 1, then we see that
v(x,0) = k 1p−2 u0(x) u0(x).
By Theorem 3.9, we have
v(x, t) u(x, t)
for all (x, t) ∈ S × [0,∞). Fix t > 0 and let k = (1+ ht ) for a small positive number h. Then we have
u(x, t + h) − u(x, t) = u(x,kt) − u(x, t)
= k 12−p v(x, t) − u(x, t)

(
k
1
2−p − 1)u(x, t).
By the mean value theorem applied to (k
1
2−p − 1) we obtain
k
1
2−p − 1
k − 1 =
1
2− p ξ
p−1
2−p
for some ξ ∈ (1,k). Thus, we have
u(x, t + h) − u(x, t) h
(2− p)t ξ
p−1
2−p u(x, t).
Dividing by h and taking the limit as h → 0 we have
ut 
u
(2− p)t . (4.6)
Take any s, t with 0< s < t . Now if u(x, t) = 0, then the inequality (4.4) is always true. If u(x, t) 	= 0, then u(x, s) is positive
by Theorem 4.1. So we can divide by u in (4.6). Dividing by u in (4.6) and then integrating from s to t we obtain (4.4).
By similar arguments in the above, one can easily obtain (4.5). 
The estimate (4.5) states that if for each x ∈ S there exists a time T > 0 such that u(x, T ) > 0, then u(x, t) > 0 for all
t  T . Combining the results as in Theorem 4.1 and Theorem 4.2 we see the following.
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u(x, t) > 0
for all (x, t) ∈ S × (0,∞).
Moreover, it follows from the inequality (4.4) that if for each x ∈ S there exists a T > 0 such that u(x, T ) = 0, then
u(x, t) = 0 for all t  T . However, the existence of such T is not guaranteed. Now we are going to show that such T exists.
This follows at once by comparison with the super solution of the p-Laplacian evolution equation on networks.
In order to establish the main result we need the following lemma.
Lemma 4.4. Suppose that f : S →R satisﬁes{−p,ω f = g in S,
f = 0 on ∂ S.
If g(x) 0 for all x ∈ S, then f  0 on S. Furthermore, g(x) > 0 for all x ∈ S implies f > 0 on S.
Proof. Suppose that g(x) 0 for all x ∈ S , then by the minimum principle as in [10] we verify that f (x) 0 for all x ∈ S .
We now consider the case g(x) > 0 for all x ∈ S . Assume that there exists x0 ∈ S such that f (x0) = 0. Then we see that
−p,ω f (x0) = −
∑
y∈S
f (y)p−1ω(x0, y)
dωx0
= g(x0).
Since f (x) 0 and g(x) > 0 for all x ∈ S by assumption, we arrive at the contradiction. 
We now state and prove the main result of this paper.
Theorem 4.5 (Extinction). Suppose that u satisﬁes (4.1)–(4.3). If 1< p < 2, then there exists a time T such that
u(x, t) = 0
for all (x, t) ∈ S × [T ,∞).
Proof. Let f be a solution of the following boundary value problem{−p,ω f = 1 in S,
f = 0 on ∂ S.
As mentioned in Lemma 4.4, f (x) is positive for all x ∈ S . Deﬁne a function v : S × [0,∞) →R as
v(x, t) := k(T − t)
1
2−p
+ f (x),
where
k =
[
2− p
maxx∈S f (x)
] 1
2−p
, T =
[
maxx∈S u0(x)
kminx∈S f (x)
]2−p
.
We claim that v(x, t) u(x, t) for all (x, t) ∈ S × [0,∞). In order to do, we use the comparison principle. Differentiating v
with respect to t we have
vt(x, t) = − k
2− p f (x)(T − t)
p−1
2−p
+ .
A direct use of deﬁnition yields
p,ωv(x, t) = kp−1(T − t)
p−1
2−p
+ p,ω f (x).
We evaluate
vt(x, t) − p,ωv(x, t) = k(T − t)
p−1
2−p
+
[
− f (x)
2− p − k
p−2p,ω f (x)
]
= k(T − t)
p−1
2−p
+
[
− f (x)
2− p + k
p−2
]
= k(T − t)
p−1
2−p
+
[
− f (x) + maxx∈S f (x)
]
> 02− p 2− p
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vt − p,ωv  ut − p,ωu
for all (x, t) ∈ S × (0,∞). Moreover we have
v(x,0) u0(x), for all x ∈ S,
v(z, t) = 0 = u(z, t), for all (z, t) ∈ ∂ S × [0,∞).
Applying Theorem 3.9 we obtain v(x, t) u(x, t) for all (x, t) ∈ S × [0,∞). By the deﬁnition of v we have
u(x, t) = 0
for all (x, t) ∈ S × [T ,∞). This completes the proof. 
Remark 4.6. As we have seen, in the above Theorem 4.5, the solution of (4.1)–(4.3) become extinct after t > T . In other
words, we ﬁnd the extinction time which depends on the solution of the Laplace equation, the initial data u0 and the
exponent p. However, we don’t know that such a T is the optimum extinction time.
5. Examples
In this section, we give some examples of the p-Laplacian evolution equation on networks for two special graphs.
Example 5.1. Consider the following network consisting of two nodes, x1 is an interior node and x2 is a boundary node.
The explicit solution of (4.1)–(4.3) with an initial condition u0(x1) = c, where c is a positive real number, is of the form
u(v1, t) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
⎧⎨
⎩ [(p − 2)t + c
2−p] 12−p , 0 t < c2−p2−p ,
0, c
2−p
2−p  t < ∞,
1< p < 2,
c exp(−t), p = 2,
[(p − 2)t + c2−p] 12−p , p > 2.
In the case of 1< p < 2, the solution is extinct when t  c2−p/(2− p). Also if p  2, then the solution is always positive.
Example 5.2. Consider a graph S which is consist of S = {x1, x2, x3} and ∂ S = {x4, x5} as follows.
The weight function ω on S is given by ω(x, y) = 1 for all x, y ∈ S , except for ω(x2, x3) = 2. Let u be a solution of (4.1)–(4.3)
with an initial condition
u0(x1) = 0.2, u0(x2) = 1, u0(x3) = 0.4.
Then, we obtain the following system of ﬁrst order ordinary differential equation in terms of the interior nodes.
ut(x1, t) = 1
3
∣∣u(x2, t) − u(x1, t)∣∣p−2[u(x2, t) − u(x1, t)]
+ 1
3
∣∣u(x3, t) − u(x1, t)∣∣p−2[u(x3, t) − u(x1, t)]− 1
3
u(x1, t)
p−1,
ut(x2, t) = 1
3
∣∣u(x1, t) − u(x2, t)∣∣p−2[u(x1, t) − u(x2, t)]+ 2
3
∣∣u(x3, t) − u(x2, t)∣∣p−2[u(x3, t) − u(x2, t)],
ut(x3, t) = 1
4
∣∣u(x1, t) − u(x3, t)∣∣p−2[u(x1, t) − u(x3, t)]
+ 1 ∣∣u(x2, t) − u(x3, t)∣∣p−2[u(x2, t) − u(x3, t)]− 1u(x3, t)p−1.2 4
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Fig. 2. Positivity for p = 2.5.
Because of the nonlinearity, it is diﬃcult to handle this system by the exact analysis techniques. So we obtain the numerical
solution. For convenience, we only consider two cases when p = 1.5 and p = 2.5. In spit of the same initial value, we
observe that the solution becomes extinct for p = 1.5, see Fig. 1, however, remains strictly positive for p = 2.5, see Fig. 2.
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