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I. INTRODUCTION 
For solving a class of optimal control problems, similar to the problem 
stated below, Pontryagin et al. [l] offer the Maximum Principle. By employing 
the Bolza problem in Calculus of Variations, Berkovitz [2] makes use of a 
method devised by Valentine [3] to arrive at a necessary condition theorem 
which in special case renders the Maximum Principle. By making use of the 
notion of Bellman’s Principle of Optimality [4], Merriam [5] introduces a 
method which results in Hamilton- Jacobi equation. 
The approach taken by Pontryagin and the variational method employed 
by Berkovitz require some mathematical prerequisites and lack the geome- 
trical appeal. In contrast, Merriam’s approach, for obtaining Bellman’s 
functional equation is self-starting, but restricted to a smaller class of pro- 
blems. 
Although Lee [6], Desoer [7] and Dreyfus [8] have improved Merriam’s 
derivation and Kalman [9] has given necessary and sufficient condition theo- 
rems involving Hamilton- Jacobi equation, none of the derivations lead to the 
necessary conditions of Maximum Principle, without imposing additional 
restrictions. Pontryagin et al. [1, pp. 69-731 refer to this point and state that 
“even in the simplest examples, the assumptions which must be made in 
order to derive Bellman’s equation do not hold.” 
In order to remove some of the restrictions associated with the use of 
Dynamic Programming, this author [lo] has relaxed the continuous dif- 
ferentiability requirement of the value function along the optimal trajectories, 
so that the resulting necessary and sufficient condition theorems are applicable 
to examples of Pontryagin. Furthermore, in a recent article [l 11, Boltyanskii 
states that an absolutely correct foundation of a somewhat refined dynamic 
programming is given only in the form of a sufficient condition theorem which 
allows him to treat Pontryagin’s examples. 
To take one step further, in the present work, Merriam’s approach is 
pursued in a new fashion to derive a less restrictive functional equation. Then 
a new interpretation of this result leads to the necessary condition theorem of 
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Berkovitz for normal control systems, with the exception that Clebsch con- 
dition is not reproduced here. A normal control system is one which does not 
contain isolated optimal trajectories. 
In contrast to [5-111 the derivation presented below does not employ 
gradient of the value function. This allows the complete reproduction of the 
maximum principle without imposing additional restrictions mentioned 
in [l,ll]. 
II. STATEMENT OF PROBLEM 
2-1. Formulation of Problem 
The dynamic behavior of a plant is represented by a system of first-order 
ordinary differential equations 
ki =fi(t, Xl ymo*, X, 3 241 y.o** U,), i = l,..., 72, (2-1.1) 
where ki = dx,/dt. xi is a state variable of the system and uk = uk(t) is a 
control function. 
The control functions U~‘S are subject to the set of constraints 
gdt, jr, ,..., x, , Ul ,..., urn) > 0, j = l,..., r. (2-1.2) 
The initial state of the system is fixed, i.e., q(t,) = x:, i == l,..., it. The 
final state of the system belongs to a terminal manifold T. By letting 
xi(tl) = xil, i = l,..., 12, the parametric representation of the terminal 
manifold T takes on the form 
t, = t&1 ,**-, so) 
where q < n. 
xi1 = Xil(S1 ,..., s*), 
The performance index of the system is given by 
I(& , Xl0 ,..., x,0, t, , xc ,...) x,1, Ul )...( u,) 
(2-1.3) 
=4(t xl 1 , 1 ,..., x,,l) + @t, xl(t),..., Xn(t>, W,..., u.m(t)> dt. (2-l .4) 
For a given initial state and a terminal manifold it is desired to find a set of 
control functions such that the solution of (2-1.1) subject to (2-1.2) minimizes 
the performance index (2-1.4). 
2-2. Notation 
The introduction of auxilary equation 
jio=fo= 1 (2-2.1) 
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with initial condition x,,O = .vo(to) = to results in 
x0(t) = t (2-2.2) 
with final condition .xol = xo(t,) = t, . 
By defining the column vectors x = (x0 , xi ,..., x,J, f = (f. , fi ,..., fn), 
u = (ui ,..., u,,), g = (gi ,..., gl.) and s = (s r ,..., sp) equations (2-l .I-4) change 
to 
32 =f(x, u), x(to) = x0 (2-2.3) 
g(.q u) 3 0 (2-2.4) 
xl = xl(s) (2-2.5) 
&+‘, u) = 4(x1(s)) f (“‘L(x(t), u(t)) dt, (2-2.6) 
where x1(s) is omitted from 1(x0, 9, u), because in a given problem T is fixed 
while ~0 may be an arbitrary initial state. 
The absolute minimum of 1(x0, u), if it exists, is called the vahe function 
and denoted by V(.xO). The related u(t) and x(t) are called the optimal control 
and optimal trajectory and expressed by u*(t) and x*(t), respectively. 
I/(9) = +(xl(s*)) + 1; L(x*(t), u*(t)) dt. 
0 
(2-2.7) 
2-3. Assumptions 
Let D be an open and bounded region of (n + I)-dimensional x-space, let 
U” be an open region of m-dimensional u-space and let S be an open region 
in q-dimensional s-space. Let C = D x U”. 
1. u(t), to<tttt,, is allowed to be piecewise C’, i.e., for each R, 
k = l,..., m, Qt) and &(t) are piecewise continuous with unique one-sided 
limits. 
2. f (x, u), L(r, u) and g(x, U) are of class C’ on C. 
3. 4(s) is of class C’ on S and T C D. 
4. If r > m, then at each point of C at most m components of g can 
vanish. 
5. At each point of C, the matrix (gjUk) has maximum rank, where gjUk 
represents the partial derivative of gj with respect to ub , K = l,..., m, and j 
ranges over those indices for which gi(x, U) = 0. 
6. Consider UC U” such that: 
(a) For each u(t) E U and x0 E D, (2-2.3) has a solution x(t) E D, which 
connects x0 with x1 E T; 
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(b) The trajectory x(t) is interior to D and does not intersect T for 
t, < t < t,; 
(c) Along x(t), t,, < t < t, , conditions (4) and (5) are satisfied. 
This set U which is a function of .Y is called the class of admissible controls. 
7. Finally, for each 3c” E D, there exists an optimal solution with u* E U(x). 
2-4. Observations 
1. By introducing another auxiliary equation 
%+1 = fn+dx, 4 = - w, u) 
with x:+~ = sntl(to) = 1(x0, u), one finds 
(2-4.1) 
%a+&) = W(s)) + ctlw), u(t)) dt 
J t 
with *VA, = x,,(t,) = &xl(s)). 
2. By defining column vector X = (x, x,+~) in En+2, since u(t) E U(x) 
is piecewise C’, it can be seen that the related X(t) is continuous with possible 
corners. Let this X(t) for to < t ,< tl be denoted by K. Similar statement 
holds for u*(t) E C’(.u), and the related X*(t) and K*. 
3. Since 9 is an arbitrary point in D, any point on any trajectory x(t) 
with u E U(.V) and to < t < tl can replace .I+. Let such a point be x’ = x(t’). 
Also at t = t’, ~a+, = x n+l(t’), V’ = V(x’), X’ = X(t’) and X*’ = X*(P), 
where to < t’ < t, . 
4. By changing Y’ in D, V’ = V(x’) generates a single sheeted surface 
in Enf2 which is continuous with possible corners. V = V(x) is called minimal 
cost surface. 
5. Constraint (2-2.4) can be written as 
g(X u) 3 0 (2-4.3) 
in Enf2 x Eni. Let at a point (X, U) of B = C x El, g, = .*. =g, = 0, 
where a: < m. Define column vectors g = (g”, g”), g” = (gI ,..., gJ, 
g” = (&+1 9..-9gA u = (P, ~a), ZP = (tlr ,..., uJ and us = (u=+r ,..., u,). Since 
matrix (gjYk) has rank OL, and because g(X, u) is of class C’ in B, then there 
exists a neighborhood of (X, u) in B such that 
gyx, ZP, 246) = 0 
may be solved uniquely for UN as functions of X and us, i.e., 
u= = uqx, US) 
(2-4.4) 
(2-4.5) 
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gqx, z&Y, G), UB) = 0, 
where ua, ujjc , uqUp , i = 0, I,..., n, n + 1, j = I,..., 01, k = 01 
defined and continuous in that neighborhood. 
III. SOLUTION OF THE PROBLEM 
3- 1. -4 NEW Functional Equation 
According to the definition of V(x’) 
W’) < 4(x’(4) + j;; Wt), u(t)) dt, 
+ 
(2-4.6) 
1 ,..., m are 
(3-1.1) 
where u(t) E U(X) and x(t) is the related trajectory. By writing 
VW < j;, Wt), u(t)) dt + C(x’(s)) + j”&(t), u(t)) dt, (3-1.2) 
e 
where t’ < 0 < t, , since according to assumption (7) 
I(~(o), 4 = C(x’(s)) f jfkx(f), dt)) dt 8 
has an absolute minimum V(x(O)), then 
V(x(t’)) d j”,, L(x(t), 44) dt + V(x(W (3-1.4) 
(3-1.3) 
The difference between V(x(t’)) and V(x(0)) is due to the contribution of 
the performance index along the path x(t), t’ < t < 8. 
Rearranging terms in (3-1.4), 
vcw - we)) 1 ’ t’ - e G e _ t’ s L(x(t), u(t)) dt. (3-1.5) t, 
As 0 + t’, if u(t) is continuous at t = t’, the right-hand side of (3-1.5) 
approaches L(x(t’), u(t’)). Wh en u(t) is discontinuous at t = t’, the one- 
sided limits L(x(ti), u(tL)) and L(x(tl), u(L)) exist. However, the left-hand 
side of (3-1.5) may or may not approach a limit. Nevertheless, the left-hand 
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side is bounded above. This permits the definition of a generalized derivative 
as follows: 
Liren_;up [- 
V(x(t’)) - V(x(8)) ---- =a, t’-6 1 if a>-co dV -- 1 1 dt = u, t’ 
[Jqx(t’>, u(f)> - 4 O<b<oo, if a=-co, 
where the subscripts u and t’ indicate that (dV/dt) must be evaluated along 
the motion of x(t) under the influence of u at t = t’. The one-sided general- 
ized derivatives [dV/dt],,,; and [dV/dt],, TV are similarly defined. Thus, 
o=+g] + w(0 4f)) u. t’ 
o&&l + L(x(C), u(L)). u.tl 
Starting with (2-2.7) instead of (3-l.l), 
O = wu* t'_ + L(x(ti_), u*(K)),  
(3-1.6) 
(3-l .7) 
(34.8) 
(34.9) 
(34.10) 
(3-1.11) 
where the derivatives now are well defined in the usual sense. 
From (3-1.6) and (3-1.9) 
+ ~(4’)~ u*(o) < [$I. t, + qx(f), u(f)) (34.12) 
or equivalently 
0 = min UEU(X) [[%I u,t’ 
+ w(o w] * (3-1.13) 
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Similarly (3-1.7) with (3-1.10) and (3-1.8) with (3-1.11) yield 
(3-1.14) 
(3-1.15) 
3-2. An Interpretation of dV/dt 
W’ = [dV/dt],,,, represents variation of V along the vector 
3i”(t’) = f(x(t’), u(t’)) supported by x’ in D. Define column vector 
A’ = (A;, A; ,..., A;) in Enfl which is supported by x’ such that W’ is the 
scalar product of A’ and &(t’), i.e., w’ = (cift’), h'j. Of course A’ is not unique. 
W; = W’l4u~,; and Wl = [dV/dt],,L can be treated similarly for intro- 
duction of A; and Al , respectively. Thus (3-l. 13-l 5) change to 
0 = $g, [<A’,f ‘(XT u)? + L’(x, u)l (3-2.1) 
0 = Ur:e, [th; ,f ;(x, u)> + W-, u)l (3-2.2) 
0 = ugg, [K ,f +, 4) + JY(~, u)l , (3-2.3) 
where 
f ‘(x, 4 =f (x(t’), u(t’)) and L’(x, u) = L(x(t’), u(t’)). 
By defining column vectors 
F’ = (f ‘(x9 U),f A+1(? 4) (3-2.4) 
A’ = (x’, A;,,) = (h’, - 1) (3-2.5) 
in En+2, (3-2.1-3) change to 
0 = g(!&, (A’, J-q-Y 24) (3-2.6) 
(3-2.7) 
0 = ul($, (A’ , FI_(X, u)). 
Carrying out minimization, 
0 = (A’, F’(X, u*)) 
0 = (A; ) F+(X, u*)> 
0 = (Al, zqx, 24*)>. 
(3-2.8) 
(3-2.9) 
(3-2.10) 
(3-2.11) 
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Equation (3-2.9) shows that /l’ is orthogonal to F’ in En+2, where F’ is 
tangent to K* at t = t’. Since x’ in A’ has not been uniquely specified, the 
locus of LI’ belongs to a hyperplane of dimension (n + 1) in Enf2. This 
locus is orthogonal to F’ and is supported by X’. Denote this hyperplane 
by Z’. /lk and fl’ have similar interpretations for which CL and ZL can be 
defined accordingly. 
As t’ moves on a K*, the related Z’ travels along K*. At a corner of K* 
where FL #FL , there exists a hyperplane of dimension n in En+s which is the 
intersection of Z; and ZL . Denote this by xi. This shows that each vector 
Lli E Zi satisfies 
0 = (k,F+(X, u*)\ (3-2.12) 
0 = (Ai, FI_(X, u*)j (3-2.13) 
simultaneously. Of course, in general, the existence of Zi is not sufficient to 
determine rli = (Xi, - 1) uniquely. To this end consider the following 
argument. 
When t’ = tl , then 
V(s) = V(xl(s)) =+(x1(s)) = C(s) (3-2.14) 
yields 
Vs, = & = (Al, &j, i = l,..., 4, (3-2.15) 
where h1 = (h,r, Xrl,..., h,,r) has similar interpretation as h’. By defining 
A1 = (A’, AA,,) = (Al, - 1) (3-2.16) 
xi = Hi 9 Ai) (3-2.17) 
in Enf2, equation (3-2.15) yields 
(A’, Xiii> = 0, i=l ,+**, Q. (3-2.18) 
Since h1 is not uniquely specified, for each i, the locus of Al in (3-2.18) 
belongs to a hyperplane of dimension (n + 1) in En+2 which is orthogonal 
to Xt. and is supported by X1. Denote this hyperplane by &r. 
At ;’ = t, , where x*(t) and T meet, consider the intersection of Z’ and 
z;, i = l,..., q. The result is a hyperplane of at least dimension (n + 1 - q). 
If q = n, since hi+, = - 1, (1l is uniquely defined. However, if q < n, Al is 
not completely specified. 
3-3. A Lagrange Multiplier 
So far, based on the assumptions of section (2-3), it has been shown that at 
every point X*(t), t, < t < t, , including corners of K*, there exists at 
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least one vector A = (A, - 1) in PfS which is orthogonal to X?+ = F(X*, u*) 
at that point. The next step is to mechanize generation of this vector as a 
continuous function of time as X*(t) moves on K*. A candidate for such an 
orthogonal vector is the solution of 
ci x - (Fx I Ft,bU~X)T A, A(t,) := Al (3-3.1) 
along K*, where T stands for transpose and observation (5) of section (2-4) 
has been utilized. To prove this, define 
G = ,‘A, F(X, u=(X, us), us)> (3-3.2) 
and observe that 
e = Ar(Fu,u;a + Fus) zis = 0 (3-3.3) 
which is a necessary condition for minimizing (3-2.6-8). Thus along K*, 
(A, F(X, ZP(X, us), us)> = constant. (3-3.4) 
Since at t = t, , (Al, F1) = 0, and because (3-3.1) has a continuous solution 
along K*, then A(t) stays orthogonal to K* even at corners of K*. cl(t) 
is the Lagrange multiplier vector. 
3-4. Formulation of a Theorem 
Differentiating (2-4.4) with respect to X, 
and substituting u,” in (3-3.1) yields 
/f = - (F,)= ‘4 + [Fu,(g,“J1 g”,] ’ A. (3-4.2) 
By defining column vector 7~ = (rrI ,,.., rr,) as 
~2 = ~- [FU,(g,“,)-‘]TA, (3-4.3) 
Eq. (3-4.2) changes to 
(i = - [(F,)= A + (gQ= +]. (3-4.4) 
After defining column vectors r = (+, +) and +J = (T,+~ ,..., ?rr) = 0, 
(3-4.4) can be written as 
where ?r satisfies 
/f = - PA-)* A + (g# 4, (3-4.5) 
0 = P-2 A + (gu)* m. (3-4.6) 
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Now define 
which along K* yields 
G=h,+H=O 
& = Hni , i = l,..., n. 
Making use of (3-4.7) in (3-4.5, 6), 
&, = - [Ht + <nvgt)l 
& = - [Hzi + <p, cJ1, i=l n ,--*, 
A,+1 = 0 
0 = Hu, + (~9 g,,>, h = l,..., m 
0 = 7Tjgj 9 j = l,..., r. 
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(3-4.7) 
(3-4.8) 
(3-4.9) 
(3-4.10) 
(3-4.11) 
(3-4.12) 
(3-4.13) 
(3-4.14) 
Since h,(t) in (3-4.10) is continuous, (3-4.8) reveals that H is continuous 
along K*. 
On the terminal manifold T, (3-2.15) yields 
r$,, - A&, - i xjh& = 0, 
i=l 
Making use of (3-4.8), 
i = I,..., q. (3-4.15) 
#si + H’tl,, - i hj’~~~, = 0, i = l,..., q. (3-4.16) 
j=l 
Furthermore, since 
min G a r$r, H ucU(X) (3-4.17) 
then 
H(t*, x; ,..., x;, h, ,..., h, , u: ,..., u:) 
< H( t*, x:, . . ., x:, X, , . .., h, , ul , . . . . u,). (3-4.18) 
Collecting these results, the following theorem can be stated. 
3-5. A Necessary Condition Theorem 
Let assumptions (l-7) of Section (2-3) be satisfied. Then there exists: 
(a) Lagrange multipliers Ai( i = I,..., R, which are defined and con- 
tinuous on [to , t,]; 
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(b) An r-dimensional vector r(t), defined and continuous on [t, , ti], 
except perhaps at values of t corresponding to corners of optimal trajectories 
where it possesses unique right and left hand limits; 
such that the following conditions are fulfilled: 
CONDITION I (Euler-Lagrange equation). Along optimal trajectories, 
equations (3-4.9, 11, 13, 14) hold; 
CONDITION II (Weierstrass). At every point of the optimal trajectories 
inequality (3-4.18) holds; 
CONDITION III (Erdman). Along optimal trajectories H is continuous; 
CONDITION IV (Transversality). At the end point (tf, I*), Eq. 
(3-4.16) holds. 
IV. CONCLUSION 
After defining a class of normal optimal processes, a new functional 
equation was derived, which through a proper interpretation resulted in a 
necessary condition theorem. The theorem is not subject to additional 
restrictions as in the case of previous utilization of notion of Principle of 
Optimality. For this class of systems, this necessary condition theorem renders 
Maximum Principle as a special case. It is hoped that the method presented 
here finds its usefulness in more complicated problems. 
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