sections. Although these instabilities were identified by the acoustic resonance of the test section, it is likely that it is actually a fluid flow instability that causes the tube to resonate when matching its natural frequency.
Microstructural analysis of the failed test sections indicated that some failures were due to stress fatigue (caused by the vibrations) and some failures were due to high temperature fatigue tcaused by a sudden reduction in convective heat transfert.
Background
Pressure and flow oscillations in convective heat transfer experiments have been reported in the literature for many years. [5] [6] [7] [8] [9] [10] [11] [12] [13] These phenomena are of significant interest due to the impact that they have on the heat transfer system, which includes test section destruction, heat transfer enhancement, and the potential to drive combustion instabilities.
It is important to note that these instabilities are not merely an artifact of the single tube experiments. In tests with a rocket engine thrust chamber cooled with supercritical methane, 6 pressure fluctuations were observed in the cooling circuit that were attributed to the heat transfer.
The test conditions and coolants with which oscillations have been observed are wide ranging, as are the physical explanations of the cause of these oscillations.
Further complicating the problem is the fact that many of the experiments in which oscillations have been reported did not include or lend themselves to the type of instrumentation required to characterize the instabilities. oscillations were identified by accelerometers, and it was noted that heat transfer enhancement only occurred with the higher frequency lateral oscillations.
Reference 9 describes
experiments similar to the present work with RP-I and DECH flowing through electrically heated tubes and documents the destructive effect of oscillations on the test sections. These test were conducted at 700 psia. By plotting heat flux versus wall temperature they were able to identify a boiling-like heat transfer enhancement which began when the wall temperature reached the point where specific heat was a local maximum. A mechanism for initiating the instabilities was proposed based on large variations in viscosity near the wall at temperatures near critical. 9' I0 The decrease in liquid viscosity at higher temperatures would cause the boundary layer to thin, increasing the heat transfer coefficient. This increase in heat transfer coefficient would decrease the film temperature with a resultant increase in viscosity, and the cycle would repeat. Reference 9 further states that for these fuels at reduced pressures (i.e., operating pressure divided by critical pressure) greater than 2.5 viscosity variations are small, and therefore the probability of instabilities occurring should be decreased.
In limited tests at 2000 psia (reduced pressure about 6), they observed no oscillations. However, reference 5 describes destructive oscillations in tests with JP-7 at reduced pressures of about three. In reference 11, the occurrence of instabilities shows a strong correlation to velocity and wall-to-bulk temperature ratio in tests with supercritical propane. A more recent effort 12. 13 focused on the influence of buoyancy forces in establishing instabilities. In this study, aimed at utilizing the enhancement to heat transfer that has been reported for oscillating supercritical flows near the critical point, severe instabilities and a suppression of heat transfer were observed. It was also demonstrated that the buoyancy forces could be counteracted, the instabilities damped, and heat transfer enhanced significantly with the use of turbulating inserts in the coolant passages.
Although these previous works all suggest a reason or mechanism for the instabilities, the conclusions are not consistent from one study to another. In addition, most of the instabilities were studied as an unexpected phenomena that occurred in the course of pursuing some other primary objectives. Therefore, a series of tests was performed to determine the set of conditions that cause these instabilities in supercritical JP-7. to create similar film temperature profiles with different combinations of control variables.
Design of Experiment

Buoyancy Forces
To determine if buoyancy forces were significant, the definition of Grashof number and basis of comparing it to Reynolds number were taken from reference 14. For vertical flow, the Grashof number, which is the ratio of buoyancy to viscous forces, is based on the integrated density, and is defined here as: respectively. Reynolds number is the ratio of inertia to viscous forces and is defined here as:
where rh = mass flow rate.
Buoyancy forces are considered to be significant in vertical flow if: 14
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The value of Reynolds number can be increased to make buoyancy forces less significant by either an increase in mass flow rate or an increase in fluid temperature (thereby decreasing viscosity • Afuel preheater was added toprovide theability to raise theinlettemperature of thefuel.Thiswas accomplished bywrapping -40 ft of the fuel inlet line with resistance heaters. By maintaining the surface temperature of the inlet line at~250°F, the inlet fuel temperature could be increased to 200°F.
• Two high frequency piezoresistive pressure transducers were added to measure the pressure fluctuations at the test section inlet and outlet. The test sections were instrumented with type K thermocouples which were spot welded directly to the outer surface. The thermocouples were located at 1, 2, 5, 9, 12, and 13 in. from the start of the heated section for the 14- Some of the tests were stopped at a heat flux lower than the target value when the instabilities caused large wall temperature fluctuations that threatened to cause test section failure. Figure 4 shows the profiles of fluid outlet Typical temperature deltas across the wall of the test sections were between 100 and 150°Fat the low heat flux and 200 and 250°F at the high heat flux.
Results and Discussion
Due to experimental limitations and constraints in the factors X 3 = mass flow rate, X 4 = inlet temperature, and X 5 = heat flux, it was impossible to achieve exactly the levels called for in the DOE. Table 3 American Institute of Aeronautics and Astronautics Hz was strong, but there were also additional nonharmonic frequencies of 2150 and 2350 Hz. Figure 5 (d) (test matrix 23, reading 46) shows another unstable condition. This one has a pattern of pulsating periods of instabilities.
Typical peak to peak during the instabilities was 350 psi, with several overlapping frequencies between 575 and 3800 Hz. In this case, the periods in between the strong oscillations had near zero peak to peak fluctuation and therefore no identifiable frequency. Figure 5 (e) (test matrix 25, reading 77) has a similar pattern of pulsating periods of instabilities. In this case, the periods of stronger oscillations occurred closer together with a peak to peak of ! 00 psi; the periods of weaker oscillations were not zero, but had a peak to peak of -40 psi. Both periods had a similar frequency around 585 Hz. Figure 5 (f) (test matrix 2, reading 81 )is a combination of long periods of consistent, strong oscillations and periods of pulsating oscillations.
Finally, figure 5 (g) (test matrix 29, reading 74) shows the outlet pressure oscillations for a typical stable test condition.
In this case, peak to peak oscillations were on the order of It is more appropriate, therefore, to use the RMS rather than the peak values to measure the effect of an irregular (nonsinusoidal) waveform.
The last three columns in table 3 A more complete evaluation of the effects of buoyancy forces is discussed later in this section.
The best way to view the linear and interactive effects within the model is with three-dimensional plots. Figures 6 to 11 depict not only the four significant linear effects of the factors studied, but also show the six statistically significant interactions. It is important to note the direction of low to high values on the x-axes, as it was varied on each plot to provide the best three dimensional view. The f'trst interaction term in the model is the interaction between length and diameter. Figure 6 shows the effect of length and diameter on maximum predicted pressure oscillation when all other variables are held constant at a mid-point value. If there was no interaction between the two variables, then the linear effect of diameter would not depend on the value of length. However, figure 6 clearly shows that there is an interaction. At short length, the maximum RMS pressure oscillation increases only slightly with increasing diameter. However, at long length, the RMS pressure oscillation increases significantly with increasing diameter. Similarly, at small diameter, the RMS pressure oscillation increases slightly withincreasing length, but at large diameter the RMS pressure oscillation increases significantly with increasing length.
The second interaction term in the model is the interaction between length and inlet temperature. Figure 7 shows the effect of varying these two parameters while all others are held constant at a midpoint value. From the figure it can be seen that at short length, the RMS pressure oscillation is unaffected by inlet temperature. At long lengths, however, the decrease in pressure oscillation with increasing inlet temperature is significant. When looking at the trends of the graph for constant inlet temperature, the trends are similar, but reversed. At high inlet temperature, the RMS pressure oscillation is unaffected by length. At low inlet temperature, however, the increase in pressure oscillation with increasing length is significant. The third interaction term in the model is the interaction between diameter and mass flow rate. Figure 8 ._E X Figure 11 .mlnteraction between heat flux and inlet temperature (length, diameter, and mass flow rate held constant at mid-point).
At both low and high diameter, the RMS pressure oscillation decreases with increasing inlet temperature. The rate of decrease is much steeper at high diameter. At both low and high values of inlet temperature, the pressure oscillations increase with increasing diameter, although the rate of increase is much more significant at low inlet temperature. The fifth interaction term in the model is the interaction between mass flow rate and heat flux. Figure 10 shows this interaction. At high mass flow rate there is only a small increase in pressure oscillations with increasing heat flux.
However,
at low mass flow rate there is a significant decrease in pressure oscillations with increasing heat flux.
At low heat flux, there is little effect on pressure oscillations with increasing mass flow rate. However, at high heat flux there is a significant increase in pressure oscillations with increasing mass flow rate. The last interaction term in the model is the interaction between heat flux and inlet temperature. This is illustrated in figure 11 . At both low and high heat flux, the pressure oscillations decrease with increasing inlet temperature, with a steeper decrease at high heat flux. At low inlet temperature, there is an increase in pressure oscillations with increasing heat flux, while at high inlet temperature there is a decrease in pressure oscillations with increasing inlet temperature.
Prediction of Ins_abifities
To evaluate the ability of the model to predict whether a set of conditions will provide stable or unstable flow, equation ( American Institute of Aeronautics and Astronautics Test matrix number why the model fails to accurately predict the nature of the remaining test conditions, the remaining points will be considered in two groups.
There are two points, which are circled and labeled in the figure, that were experimentally unstable, but were predicted to be stable by the model. These two points were both from test matrix 2. It can be seen from Table 3 that although these two points were unstable, the other two tests, or "'repeats," at this condition were stable. Therefore, it is understandable that the model would predict this condition to be on the borderline between stable and unstable.
There are ten points that were experimentally stable, but were predicted to be unstable by the model. These are also circled and labeled in the figure. Of these ten points oscillations began, anenhanced coolingmechanism allowed a largeincrease in heatflux withverylittle increase in walltemperature. Because of thisenhanced cooling, thewall temperature oftheunstable test ataheat flux of 4 BTU/in.2/s wasslightlylowerthanthewall temperature of thestable test. However, thisenhanced cooling provided onlya 10percent improvement inwall temperature rise,well belowthe 40 to 100percent improvement noted in earlier works. 5.9
One reason forthe lower cooling enhancement reported here isthat inthis experimental program, certain sets oftest conditions were repeated (such as test matrix 26), and these repeats wereinconsistent in terms ofproviding stable or unstable flow. Whilethisinconsistency in producing instabilities caused difficulties indeveloping apredictive model, it didprovide anopportunity tobetter evaluate the enhanced cooling obtained during unstable operation. When thedatafromthe unstable reading 29 is evaluated independently, thenit appears thatcooling was enhanced nearly 75percent (based ontheslopes oftheheat fluxcurve before and after the instabilities). Comparing the final slope ofthe unstable reading 29withthe slope ofthe stable reading 78, however, shows nodifference incooling. The10percent improvement inwalltemperature atthefinal conditions is merely achieved from the discontinuity that occurred shortly after theinstabilities began. Thisconclusion more closely matches theresults reported in reference 12,where the experimental datashowed minimal improvement in heat transfer during theinstabilities.
Temperature Dependence
As discussed earlier, the high and low values of the control variables were selected such that they would produce wall, film, and bulk fluid temperature profiles that were below, near, or above critical temperature of the fuel. It had been reported in previous experiments 9.10 that approaching critical temperature, where there are some sharp changes in fluid properties, was the predominant cause of the instabilities. Figure 14 shows the coolant wall, fluid, and film temperature profiles along the entire heated length for several tests. In figure 14(a In figure 14(b This apparent lack of correlation with critical temperature can be viewedin another manner in figure 15 .
In this figure, maximum RMS pressure is plotted as a function of the maximum wall, film, and fluid temperatures.
A logarithmic curve fit line is shown for each set of data.
Although the curve fit lines indicate an overall trend that increasing temperature results in some increase in RMS pressure (i.e., increasing instability), the scatter about the lines would prevent drawing any strong conclusion. produced alowinlet velocity. Thehigh andlowvalues of mass flowrateand diameter were carefully selected such thatthecombination of highmass flowrateandhigh diameter, and thecombination oflowmass flowrate and lowdiameter, produced a similar mid-level ofvelocity. Figure 16 shows maximum RMS pressure asafunction ofinletvelocity. Thethree different velocity ranges are clearly seen in thefigure. Lowvelocity isbetween 8and 10ft/sec, midvelocity isbetween 17and23ft/sec, and highvelocity isbetween 41and45ft/sec. Thewide range ofRMS pressure observed atthelowandmidvelocities precludes creating anyfunctional dependence between pressure oscillation andinlet velocity. However, itisvery clear fromfigure16that atthehighvelocity, allofthetests werestable. Thisseems to imply that the high velocity flow may prevent any instabilities from forming, even if the wall and fluid temperatures are such that instabilities may occur at lower velocities.
Inlet Reynolds number was evaluated in a plot similar to figure 16 . The values of inlet Reynolds number were more varied than velocity, and the plot showed even less correlation between Reynolds number and RMS pressure. Although there were a few points at the highest values of Reynolds number (45 000) that showed no instabilities, the overall scatter of the plot prevented drawing any strong conclusions.
Temperature
and Velocity Dependence In reference 11, results from heated tube tests conducted with supercritical propane are described. In these tests, flow oscillations were also observed, and the authors proposed a correlation between velocity and the ratio of maximum wall temperature to bulk fluid outlet temperature ( fig. 8 ofref. 11 ) . Therefore, these parameters were also plotted for the data in these tests to determine if a similar correlation exists. Figure 17 shows the maximum wall-to-bulk temperature ratio as a function of inlet velocity. Unfortunately, there is no correlation between these two parameters and flow stability.
Buoyancy Forces
Because the test section was mounted vertically, the Grashof number was calculated and compared to the Reynolds number to determine if buoyancy forces were significant and a possible contributor to the instabilities.
The Grashof number includes some terms that need to be evaluated at the film temperature. Therefore, the "inlet"
Grashof number was computed at the location of the first thermocouple, 1 in. into the heated portion of the test section. Figure 18(a) shows the maximum RMS pressure as a function of the buoyancy term, which is calculated from equation (3). A ratio greater than 1× figure shows that most of the unstable points did have When using the statistical model to predict whether a condition will be stable or unstable, the model does a fair job. The majority of the test points that are predicted incorrectly are from the test conditions that had inconsistent repeats. That is, some of the stable tests that had an NASAFFM--2000-210345 25
American Institute of Aeronautics and Astronautics American Institute of Aeronautics and Astronautics unstable repeat were predicted to be unstable, and some of the unstable tests that had a stable repeat were predicted to be on the borderline of stable.
There were no physical variables, or combination of variables, that could be found to completely explain the instabilities. The film temperature profile in the test section, and its proximity to critical temperature, did not seem to correlate to the onset of instabilities. Film temperature was at or above critical temperature for both stable and unstable tests. Tests run at the highest velocity were always stable, but mixed results at lower velocities preclude using velocity as the sole effect. Similarly, most of the unstable tests had significant buoyancy forces at the test section inlet. However, because many of the stable tests also had significant buoyancy forces, this can also not be used as the sole indicator of instabilities.
Because typical flow parameters did not show any correlation, it is best to use the statistical model to predict what combination of diameter, length, mass flow rate, inlet temperature, and heat flux will trigger the flow instabilities in supercritical JP-7.
