This paper presents 3-D brain tissue classification schemes using three recent promising energy minimization methods for Markov random fields: graph cuts, loopy belief propagation and treereweighted message passing. The classification is performed using the well known finite Gaussian mixture Markov Random Field model. Results from the above methods are compared with widely used iterative conditional modes algorithm. The evaluation is performed on a dataset containing simulated T1-weighted MR brain volumes with varying noise and intensity non-uniformities. The comparisons are performed in terms of energies as well as based on ground truth segmentations, using various quantitative metrics.
INTRODUCTION
Recent developments in energy minimization methods for Markov random fields (MRF) have resulted in faster and efficient global (or strong local) minimization algorithms [1] . Graph cuts (GC) [2, 3, 4] , loopy belief propagation (LBP) [5, 6] and tree reweighted message passing (TRW) [7, 8] are among such most notable algorithms. The applications of these algorithms are spread over a wide variety of early vision problems. Szeliski et al. [1] compared these algorithms in the domains of stereo matching, image stitching, 2-D binary image segmentation, denoising and inpainting, for different types of smoothness-based priors. They demonstrated the potential of these global minimization algorithms over the older yet widely used iterated conditional modes (ICM) [9] algorithm. While many of these global minimization algorithms have received the much deserved attention in the domains like stereo matching, they are less explored in the context of medical imaging. For instance, to the best of our knowledge, TRW algorithm, which is found to give consistently strong results in various early vision problems [1] , has never been evaluated in the context of medical image segmentation.
The main contribution of this paper is the convergence study of these optimization methods for tissue classification of Magnetic Resonance (MR) brain imaging. Brain tissue classification plays an important role in many applications. For instance, this is essential for the quantitative study and analysis of several brain disorders like alzheimer's disease, as well as in understanding the development process of the brain. Further, brain tissue classification is also used This work is supported in part by the Swiss National Science Foundation under Grant 205321-124797 and by IBM of the Geneva-Lausanne Universities and EPFL, as well as the foundations Leenaards and Louis-Jeantet.
as a preprocessing step for many applications like voxel-based morphometry. Among numerous approaches, MRF models are widely used for performing automated 3D brain tissue classification [10] . This paper evaluates the recent MRF energy minimization methods on the widely used finite Gaussian mixture MRF (FGMMRF) model [11] .
We note that except in very few works [12] , none of the global (or strong local) optimization methods are evaluated for brain tissue classification. [12] compared brain tissue classification results obtained from ICM with graph cuts. However, in their comparison, while graph cuts-based method was using tissue-priors information, this information is not used with ICM-based method; further, the 3-D segmentation in [12] is done slice by slice on a 2-D grid, but not on the original 3-D grid. Thus, no comparisons of MRF energy minimization methods for brain tissue classification are available in the literature that are performed under identical parameters.
The following algorithms are evaluated in this paper: (i) two most popular versions of GC, known as expansion-move and swapmove algorithms [2, 3, 4] , (ii) an LBP implementation derived by Kolmogorov from TRW-S [8] , called BP-S algorithm, (iii) an improved version of the original TRW algorithm [7] , called the sequential TRW (TRW-S) [8] , and (iv) ICM algorithm [9] .
Regarding the implementation of these algorithms, thanks to the MRF library [1] 1 , it has served as a basis for our current implementation. The above mentioned MRF library can, however, handle neighborhood priors only on a 2-D grid which is not suffice for 3-D medical imaging applications. We have now enhanced it to handle 3-D grid and also integrated it with ITK 2 , which is a widely used open-source tool in medical imaging.
The rest of the paper is organized as follows. In Section 2, we briefly present the FGMMRF model and the optimization methods. Evaluation results are presented in Section 3. Discussion and conclusions are presented in Section 4.
METHODOLOGY

Energy Model
Let ν represent the set of all voxels in a given image, and Xp be the label (tissue-class) assigned to the p th voxel. Let N be the number of voxels in the set ν. Let X be the set containing the labels assigned to ν, i.e., X = {X1, · · · , XN }. Then, the brain tissue classification is often formulated as an energy minimization problem of the form: where the first term is a data term (unary function) representing the intensity modeling of the tissue classes, and the second term is a smoothness term (pairwise function) representing the neighborhoodprior modeling. β is a weighting parameter between the data term and smoothness term. a) Data term: Let Ip be the observed intensity of the p th voxel, and I = {I1, · · · , IN }. Let L = {l1, · · · lD} be the set of labels to be assigned. Let θi = {µi, σi} are mean and variance associated with label li, and θ = {θ1, · · · , θD}. For the brain tissue classification, intensities of the tissue classes are generally modeled with Gaussian distribution [11] . Hence, the likelihood that a given labeling X and θ have produced I is given by:
By taking a negative logarithm of the above equation, the problem of maximizing the likelihood can be transformed into an equivalent energy minimization problem with the following unary function:
The smoothness term for FGMMRF model is given by the discontinuity preserving Pott's model:
Note that the above smoothness term does not penalize when neighborhood voxels are assigned the same label. The finite Gaussian mixture MRF (FGMMRF) model studied here [11] aims to classify the image voxels into one of the three brain tissue types: cerebrospinal fluid (CSF), gray matter (GM), and white matter (WM). The background (BKG) is represented by an additional label. Thus, D = 4 for this model, and the set of labels is given by L = {BKG, CSF, GM, WM}.
Optimization Methods
We briefly mention here the general characteristics of the optimization methods that we evaluate on the energy model described in the preceding subsection. For a more detailed discussion, the readers are referred to [1] . The classical ICM algorithm uses a greedy approach, and converges faster than the rest of the algorithms evaluated in this paper. However, ICM provides local minima, and thus it is very sensitive to initialization of the labeling. Graph cuts, if applicable, generally gives very accurate results. They are however applicable to limited pairwise potentials. For example, for obtaining a guaranteed global optimum with graph cuts, the pairwise potential term should be a metric in case of GC-Expansion and semimetric for GCSwap. On the other hand, LBP is applicable to any energy function, but it does not always converge. Regarding TRW-S, it is noted in [1] that it can be a good competitor to graph cuts in certain applications. TRW-S is applicable to any energy function. However, TRW-S is computationally slower than graph cuts, and convergence of energy is not guaranteed.
RESULTS
The evaluation is performed on the simulated brain volumes from the Brain Web database of the McConnell Brain Imaging Centre [13] .
We use a dataset of 12 brain volumes that contain images with varying noise levels (0%, 1%, 3%, 5%, 7% and 9%), and two levels of intensity non-uniformities (INU 20% and 40%). Among different parameters to be set, the most sensitive parameter in obtaining accurate tissue classification is the mean intensity of each tissue class (µ l ). Hence, we have iteratively updated the mean intensity values of each label using the expectation maximization approach in [10] , by computing the a posteriori probabilities of the labels, and is given by:
The σ value for each tissue class is fixed to the typical value 5 [10] . β is fixed empirically to 1.0 similar to [1, 10] TRW-S has the ability to compute a lower bound on the energy of the optimal solution. Similar to [1] , we take advantage of this lower bound; instead of comparing the absolute energies, we normalize the energies by dividing them with the best lower bound computed by TRW-S, and then compare the energies. Fig. 1 shows the energy convergence results for the brain volume with 5% noise and 20% INU. The energy differences among these methods, including ICM, are found to be marginal. In terms of time taken for convergence, ICM is obviously faster compared to global optimization methods since, its convergence is based on local optimization criteria. Among the global optimization methods, expansion-move version of graph cuts is the fastest one. The energy convergence results for the remaining brain volumes in the dataset are also similar to the above mentioned results. Fig. 2 shows an axial slice extracted from the image brain volume with 5% noise and 20% INU, and its ground truth segmentation. Fig. 3 shows automated tissue classification results obtained from all methods. Quantitative evaluation is performed using the commonly used metrics: (i) sensitivity (a measure of true-positive fraction), (ii) specificity (a measure of true-negative fraction), (iii) dice similarity metric (DSM) (a measure of overlap between ground truth and automated segmentation), and (iv) % of error in volume; the results are shown in Table 1 and Table 2 . The differences among the methods for all these metrics are found to be marginal. The results from ICM in terms of these metrics are, surprisingly, quite close to the best ones. 
CONCLUSIONS
In this paper, we have presented tissue classification of MR brain volumes with different MRF optimization algorithms, and compared them using identical parameters. The evaluated algorithms are: expansion-move and swap-move versions of the graph cuts method, loopy belief propagation, sequential tree reweighted message passing, and the older iterated conditional modes algorithm. The evaluation is performed on the widely used FGMMRF model, using a dataset of 12 brain volumes with varying noise and INU. In order to draw definite conclusions about the accuracy of the widely used FGMMRF model (or any other model in general), it is essential to make sure that the solution has converged to a global optimum. Otherwise, it will be ambiguous whether the resulting errors are due to the model itself, or, whether the errors are related to the convergence of optimization method used for solving the model. The current study is important in this perspective also.
It is well known that since ICM converges to a local optimum, its results depend very much on the initialization of the labels. In this paper, for ICM, each voxel is initialized with that tissue-class label with whose µ value the voxel's intensity difference is minimum. From the results, we notice that although ICM is a local optimization method, the above mentioned initialization resulted in an accurate classification. However, if a dataset to be segmented is quite different from the above tested volumes from Brainweb, it may be safe to use GC-Expansion rather than ICM so that convergence to a global minimum is guaranteed. Note that among the global optimization methods, GC-Expansion converged quickly. In the future work, we want to study in more detail, the effects of different initializations on the convergence of ICM. We would like to extend this evaluation to real brain volumes. Further, we would like to perform similar investigation on other tissue classification models like partial volume models [14, 10] . It would be also interesting to evaluate other fast optimization methods like [15] .
