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Semiclassical solution for a Yang-Mills field with given energy
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A new classical solution for the Yang-Mills theory in which the Euclidean energy plays a role
of a parameter is discussed. The instanton and sphaleron are shown to be particular examples
of this more general solution. The energy parameter for them takes on special values, which are
zero and sphaleron mass for the instanton and sphaleron, respectively. The solution is employed to
describe the tunneling process, which is accompanied by a variation of the topological charge. A
range of temperatures, where the new solution makes this tunneling more effective than the known
mechanisms based on the instanton, caloron or sphaleron is found.
PACS numbers: 11.15.-q, 11.15.Kc
I. INTRODUCTION
It is known that variation of the topological charge of
the gauge field can take place by overcoming an effec-
tive potential barrier. At zero temperature the most effi-
cient mechanism is tunneling via the BPST instanton [1].
For finite temperatures the tunneling effect is associated
with the caloron [2, 3], which is a periodic instanton-
type solution. Recent developments and a corresponding
list of references for the caloron can be found in reviews
[4, 5]. An alternative approach to the periodic condi-
tions was suggested in Ref. [6], where it was named the
periodic instanton. It proved useful for applications re-
lated to multiparticle production and studies of the bar-
ion and lepton number violation in high energy collisions
and early Universe [7, 8, 9]. At finite temperatures there
exists another possibility for variation of the topological
charge, when the field goes over the top of the effective
barrier, which separates valleys with different topological
charges. In this case the field should be provided with
sufficient amount of energy, which is obtained from the
temperature. The configuration of the field at the top of
the barrier is described by the sphaleron solution, as is
explained by Klinkhamer and Manton [10].
Thus, the instanton and caloron provide quantum tun-
neling through the barrier, whereas the sphaleron plays
a role when temperature excitations, which are classi-
cal processes, are considered. However, in both these
cases the probability of the transition is exponentially
suppressed. For the instanton-caloron related processes
it is suppressed as exp(−8π2/g2), where g is the coupling
constant. If the temperature T is not extremely high, the
sphaleron related probability is also suppressed, this time
by the Boltzmann factor exp(−msph/T ), where msph is
the sphaleron mass.
This work addresses a question of whether it is pos-
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sible to enhance the probability of the transition, which
is accompanied by variation of the topological charge.
The idea is to combine the tunneling mechanism with
thermal excitations. Assume that first the gauge field
obtains (say, from the temperature) a fraction of energy
that is needed to go over the top of the barrier, so that
with this amount of energy a classical jump over the bar-
rier remains impossible. However, the field can tunnel
through the remaining part of the barrier. One can think
that transition through this remaining part of the barrier
may be more probable than penetration through the ini-
tial barrier, which takes place for instanton-related pro-
cesses. We will see that indeed, this combined, excitation
plus tunneling, mechanism proves effective.
This mechanism is described with the help of a partic-
ular configuration of the gauge field, in which the action
reaches its minimum provided the Euclidean energy is
fixed. Correspondingly, the energy plays the role of a pa-
rameter, which makes it convenient to refer to this field
configuration as the energon [11]. The minimum of the
action means that the energon describes a classical solu-
tion. We will discuss two points of view on the energon,
looking at it either by fixing its energy, or the temper-
ature. The former description may present interest for
those applications, which take place in non-equilibrium
states. The latter, which relies on the temperature, pre-
sumes that the equilibrium is attained.
Several properties of the energon match some of the
properties of instanton, caloron, and sphaleron, though
it remains distinctively different from other phenom-
ena. The electric and magnetic fields of the energon
are collinear, which is similar to the main property of
the instanton, though a coefficient of proportionality be-
tween the fields for the energon is more sophisticated, it
is a function of the Euclidean time. The instanton and
sphaleron can be considered as particular examples of
the energon for specific values of energy. When energy
is zero, the energon is reduced to the instanton. If, on
the other hand, the energy equals the sphaleron mass,
the energon becomes identical to the sphaleron solution
2proposed in Ref. [12]. For negative Euclidean energies
the energon exhibits a periodic behavior, which is rem-
iniscent of a similar property of the caloron. If, how-
ever, energy is positive, the energon shows no periodicity.
The energon has nonzero topological numbers, exhibiting
therefore a nontrivial topological structure. However, in
difference with the instanton and caloron the topolog-
ical charge and Chern-Simons number for the energon
are not integers, which can be compared with a non-
integer Chern-Simons number 1/2 of the sphaleron. Dis-
cussing these and other properties of the energon below
we will see that it represents an interesting and useful
phenomenon.
II. INSTANTON AND SPHALERON
Consider the SU(2) non-Abelian gauge theory. Let us
compare the instanton and sphaleron configurations of
the gauge field. The instanton solution for the potential
Aaµ and the field F
a
µν reads (~ = c = 1)
(Ains)
a
µ = 2 η
a
µν
xν
x2 + ρ2
, (2.1)
(Fins)
a
µν = −4 η
a
µν
ρ2
(x2 + ρ2)2
. (2.2)
Here ρ defines the size of the instanton, the conventional
gauge is taken, and notation of the Euclidean formulation
is adopted in which xµ are the space-time coordinates
in which the indexes run over µ, ν, etc = 1, . . . , 4, while
the isotopic indexes for the SU((2) gauge group take on
values a, b, etc = 1, 2, 3. The self-dual and anti-self-dual
t’Hooft symbols ηaµν and η¯
a
µν are defined conventionally
ηaµν = εaµν4 + δµaδν4 − δνaδµ4 , (2.3)
η¯aµν = εaµν4 − δµaδν4 + δνaδµ4 . (2.4)
Generically, the instanton is characterized by its size, lo-
cation and orientation. To simplify notation only ρ is
presented explicitly in Eqs.(2.1),(2.1), the instanton po-
sition is set at the origin, while its orientation is speci-
fied indirectly, through the choice of the t’Hooft symbols.
However, later on, see Subsection IVB, we will keep in
mind that the instanton position and orientation are the
free parameters.
Considering the sphaleron configuration let us remem-
ber that the sphaleron was introduced by Klinkhamer
and Manton [10] as a self-consistent solution for inter-
acting gauge and Higgs fields in the context of the elec-
troweak theory. Later on it was argued by Ostrovsky,
Carter and Shuryak in [12] that important properties of
the sphaleron structure can be described using the pure
gauge field, which is restricted by specific conditions.
This structure possesses only the magnetic field and has
a simple analytical form. At the same time it retains the
main features of the sphaleron solution, in particular its
topological number (Chern-Simons number) 1/2 is the
same as in the sphaleron solution of [10]. We will use the
configuration found in [12] calling it the COS-sphaleron
(an abbreviation from the names of the authors). The
COS-sphaleron has the following form
(Asph)
a
m = (δam − nanm)
f(r)
r
+ ǫ
nn
r
. (2.5)
Here xm (m,n, etc = 1, 2, 3) are spacial components of
coordinates xµ, which comprise a 3-vector r, n = r/r,
while f(r) is the following function [13]
f(r) =
ρ2 − r2
ρ2 + r2
, (2.6)
in which ρ denotes the size of the sphaleron. In order to
see similarity between the instanton and sphaleron solu-
tions let us apply to the sphaleron in Eq.(2.5) the gauge
transformation defined by the unitary matrix
U = exp
[
i(τ · n)π/4
]
(2.7)
in which τa are the Pauli matrices. The potential (2.5)
and gauge transformation identified in (2.7) belong to
a set of potentials defined in (A5) and set of transfor-
mations (A7). Applying Eqs. (A8)-(A11), in which
α = g = h = 0 and γ = −π/2 we rewrite the COS-
sphaleron in the following form
(Asph)
a
m = 2 εamn
xn
r2 + ρ2
. (2.8)
Compare now the instanton and sphaleron by matching
Eq.(2.1) with (2.8). Take the same size ρ in both cases.
Clearly there are distinctions between the two configu-
rations. The instanton in Eq.(2.1) is obviously a time-
dependent solution, while the sphaleron in Eq.(2.8) is a
static configuration. But one can spot a similarity as
well. By taking the instanton solution at the moment of
time τ = 0 one observes that its vector potential equals
the potential of the sphaleron
(Ains)
a
m(x)τ=0 = (Asph)
a
m(r) . (2.9)
This implies that the magnetic fields of these two config-
urations at this moment of time are also equal
B
a
ins(x)τ=0 = B
a
sph(r) . (2.10)
Consider energy E(E) of the gauge field in Euclidean for-
mulation
E(E) = K + U (E) , (2.11)
K =
1
2g2
∫
E
a · Ea d3r , (2.12)
U (E) = −
1
2g2
∫
B
a ·Ba d3r . (2.13)
Here the dot-product refers to conventional scalar prod-
uct of spacial coordinates of vectors, the electric field
accounts for the kinetic energy K, while magnetic field is
3responsible for the potential energy U (E) of the field. The
latter is taken with the negative sign, which is specific
for the Euclidean formulation. To mark the Euclidean
formulation explicitly the upperscript (E) is used. The
same upperscript is applied below for such quantities as
total energy, potential energy, Lagrange function etc. If
necessary to refer to the Minkowski formulation, these
quantities are either marked by the upperscript (M), or
left without any upperscript, for example the potential
energy for the Minkowski formulation reads in this nota-
tion U (M) ≡ U = −U (E). Consider behavior of the po-
tential and kinetic energies as functions of the Euclidean
time τ for the instanton solution. From Eqs.(2.2),(2.13)
and (2.12) one finds
− U
(E)
ins (τ) = Kins(τ) =
3π2
g2
ρ4
(τ2 + ρ2)5/2
. (2.14)
One verifies validity of this result by calculating the ac-
tion
S
(E)
ins =
∫
∞
−∞
(Kins(τ) − Uins(τ)) dτ =
8π2
g2
, (2.15)
which reproduces the well known instanton action. For
the initial moment of time one finds from Eq.(2.14)
− U
(E)
ins (0) =
3π2
g2ρ
= msph . (2.16)
The last identity here follows from Eq.(2.10), which
matches the magnetic field of the instanton with that
of sphaleron, and from the simple fact that an absolute
value of the potential energy for the sphaleron equals its
mass. Remember that the sign minus in the left-hand
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FIG. 1: The potential energy U (E)(τ ) of the gauge field vs
the Euclidean time τ , energy is scaled by ρg2/3pi2, time by ρ,
Euclidean formulation in which the potential energy is nega-
tive is presumed. Solid horizontal line and solid curve - total
energy and potential energy of the instanton (2.14), dashed
line - energy of the sphaleron (2.16), dotted horizontal line
and dotted curve - proposed energon configuration.
sides of Eqs.(2.14),(2.16) is related to the Euclidean for-
mulation, in which the motion within the instanton con-
figuration is classically allowed, and the potential energy
in Eq.(2.14) represents a potential well shown in Fig. 1.
The solid horizontal line in this figure indicates the en-
ergy level of the instanton configuration, which according
to Eq.(2.14) equals zero. The solid curve shows the pro-
file of the potential energy for the instanton versus the
Euclidean time. The minimum of this well is associated
with the sphaleron configuration, which is static, has zero
kinetic energy, and whose potential energy equals −msph.
In the Minkowski space instead of the potential
well there exists an effective potential barrier U (M) =
−U (E) > 0. In that case the instanton solution de-
scribes tunneling through the barrier, whose probabil-
ity is ∝ exp(−8π2/g2). The sphaleron configuration de-
scribes events that take place at the top of the effec-
tive barrier, with the sphaleron mass equaling the en-
ergy of the effective barrier at its top. If the gauge field
has a finite temperature, which is below the sphaleron
mass, T < msph, then the field can overcome the top
of the barrier using thermal excitations, but a probabil-
ity of this event is suppresses by the Boltzmann factor
exp(−msph/T ).
Thus, to overcome the barrier the field can either tun-
nel through it, or jump over its top, as has been well
known previously. Consider the possibility of a new
event, in which the gauge field first acquires some en-
ergy from the temperature presuming that this energy is
below the top of the barrier, 0 < E(M) < msph, and then
tunnels through the potential barrier. The idea is that
this ‘combined’ mechanism can be more effective than
either direct tunneling, or direct temperature excitation.
In terms of the Euclidean formulation our purpose
can be illustrated using Fig. 1, which shows two im-
portant energy levels, E
(E)
ins = 0 for the instanton and
E(E) = −msph for the sphaleron. Consider the situation
when the gauge field has an energy in between the two,
−msph ≤ E
(E) ≤ 0. One such energy level is shown by
the dotted horizontal line in Fig. 1. One can try to ad-
just the configuration of the field in such a way, as to
make a transition from the region described by negative
τ to the region of positive τ the most effective. A pos-
sible configuration of the field, if exists, differs from the
instanton simply because Eins = 0 6= E
(E), and therefore
the potential energy of this configuration should be dif-
ferent from the potential energy of the instanton. The
dotted curve in the figure shows a possible profile of the
potential energy. We presume that this possible configu-
ration has a scaling factor, and that by tuning this factor
one can normalize the minimum of the potential curve
for this configuration to make it equal to the minimum
of the potential well for the instanton (minus sphaleron
mass). The proposed potential well, which is shown by
the dotted line in Fig. 1, in the Minkowsi formulation
represents a potential barrier. The idea is to look for
the configuration of the field, which provides the best
possible chance (at the given energy) to overcome this
effective barrier. If such configuration is found for any
energy −msph ≤ E
(E) ≤ 0, it would inevitably include
the instanton and sphaleron configurations.
4III. ENERGON
A. Variational description
Let us find a set of configurations for the gauge field,
which interpolates between the instanton and sphaleron
solutions presuming that the energy plays the role of a
parameter. For simplicity in this Subsection we restrict
ourselves to a simplified variational approach, postponing
a more rigorous treatment until the next Subsection III B.
We can derive a possible useful form of the variational
configuration from Eqs. (2.1),((2.8), which describe the
instanton and sphaleron solutions. Introduce first zµ,
zµ =
(
x1, x2, x3, q(τ)
)
, (3.1)
z2 = x21 + x
2
2 + x
3
3 + q
2(τ) , (3.2)
which is defined with the help of a function q ≡ q(τ) (re-
member τ = x4) that should be found from a variational
procedure formulated below. Define then the following
potential
Aam(x) = 2 η
a
mν
zν
z2 + ρ2
, (3.3)
Aa4(x) = 2 η
a
4ν
zν
z2 + ρ2
q˙ , (3.4)
where q˙ ≡ dq/dτ . Calculating the field F aµν , which corre-
sponds to this potential one observes that it has a simple
appealing form
F aµν = −4 ηˆ
a
µν(τ)
ρ4
(z2 + ρ2)2
. (3.5)
Here the modified ηˆ-symbol is defined as follows
ηˆaµν(τ) = εaµν4 + (δµaδν4 − δνaδµ4) q˙(τ) . (3.6)
For an arbitrary function q(τ) the modified symbol
ηˆaµν(τ) differs from η
a
µν , in particular it is not self-dual.
If, however, q(τ) = τ then ηˆaµν(τ) = η
a
µν , similarly,
q(τ) = −τ leads to ηˆaµν(τ) = η¯
a
µν , which makes the field
selfdual or anti-selfdual correspondingly. The field config-
uration described by Eqs.(3.3)-(3.6) exhibits similarities
with the instanton solution from Eqs.(2.1)-(2.3). In par-
ticular, Eq.(3.5),(3.6) show that its magnetic field equals
magnetic field of the instanton, while its electric field dif-
fers from the instanton field by only a factor
B
a(x) = Bains(z) , (3.7)
E
a(x) = Eains(z) q˙(τ) . (3.8)
Note though that the fields of the energon and instan-
ton in these relations are taken at different values of Eu-
clidean time, which equals τ for the energon and q(τ) for
the instanton. Since electric and magnetic fields of the
instanton coincide, Eains = B
a
ins, Eqs.(3.7),(3.8) imply an
interesting relation between the fields for the configura-
tion defined by Eqs.(3.3)-(3.6)
E
a = q˙ Ba . (3.9)
Using Eq.(3.5) one finds the density of the kinetic k and
potential u(E) energies
k =
1
2g2
F am4 F
a
m4 =
24 ρ4
g2
q˙2
(z2 + ρ2)4
, (3.10)
u(E) = −
1
4g2
F amn F
a
mn = −
24 ρ4
g2
1
(z2 + ρ2)4
. (3.11)
Integrating, one derives the kinetic and potential energies
themselves
K =
∫
k d3r =
3π2ρ4
g2
q˙2
(q2 + ρ2)5/2
, (3.12)
U (E) =
∫
u(E) d3r = −
3π2ρ4
g2
1
(q2 + ρ2)5/2
. (3.13)
Let us find now the function q(τ) that provides a min-
imum for the classical action S =
∫
L(E)dτ . This min-
imum is important for us since in Minkowski picture it
governs the probability of the tunneling through an ef-
fective potential barrier, see Eq.(6.2) below. Specify first
the Lagrange function of our system
L(E) = K − U (E) =
3π2ρ4
g2
q˙2 + 1
(q2 + ρ2)5/2
. (3.14)
Clearly, we can consider q here as an effective coordinate
within the Lagrange formalism, and q˙ as a corresponding
effective velocity. Realizing this, we can formulate and
resolve the Lagrange equation for q(τ), finding hence the
desired minimum for the action. Since we have only one
function to specify, we can simplify our task by resolving
from the very beginning the energy conservation law. In-
troduce the effective momentum p, which in the Lagrange
formalism reads
p =
∂L(E)
∂q˙
=
6π2ρ4
g2
q˙
(q2 + ρ2)5/2
. (3.15)
Then derive the effective Hamiltonian H(E), which cor-
responds to the given Lagrange function
H(E) = p q˙ − L(E) =
3π2ρ4
g2
q˙2 − 1
(q2 + ρ2)5/2
. (3.16)
Observe now that this effective Hamiltonian can be iden-
tified with the energy of the gauge field H(E) = K+U (E),
where K and U (E) are defined in (3.12) and (3.13). This
equality is not self-evident, for an arbitrary parametriza-
tion of the potential of the gauge field it does not
hold. The fact that it is satisfied supports the sound-
ness of the parametrization of the potentials chosen in
Eqs.(3.3),(3.4) and makes arguments relying on the en-
ergy conservation law reliable. (Reasons explaining why
the chosen parametrization of the potentials proves suc-
cessful become clear in the next Subsection, which argues
that this potential provides a local minimum for the ac-
tion.)
5Stating the energy conservation law, H(E) = E(E),
where E(E) is a constant, one finds from Eq.(3.16)
q˙ = ±
(
1 +
g2
3π2
E(E)
ρ4
(q2 + ρ2)5/2
)1/2
. (3.17)
Here the sign depends on a choice of initial conditions.
In what follows we will usually presume the sign plus.
Substituting (3.17) in Eq.(3.15) one expresses the mo-
mentum p as a function of the coordinate q, which is
necessary for calculation of the action, see (6.1) below.
Integrating Eq.(3.17) we derive
τ =
∫ q dq
q˙
. (3.18)
Here q˙ is a function of q defined in (3.17), which makes
the right-hand side a function of q. Resolving this func-
tion one finds q(τ) explicitly.
Consequently, Eq.(3.18) completely specifies the con-
figuration of fields in Eqs.(3.3),(3.4). We see that this
configuration depends on two parameters, one being the
scaling factor ρ, which is similar to the scaling factor in
the instanton and sphaleron solutions. The other is the
Euclidean energy, which according to Eq.(3.17) takes on
the values in the interval −msph ≤ E
(E) < ∞. Clearly,
for nonpositive energies −msph ≤ E
(E) ≤ 0 q(τ) as a
function of τ exhibits oscillations, whose properties are
studied in some detail below, see Section IVA. For
positive energies, 0 < E(E) the energon behaves differ-
ently. In that case a variation of τ in some finite region
−τ0/2 ≤ τ ≤ −τ0/2 is accompanied by a corresponding
monotonic variation of q(τ) from −∞ to ∞. As a result
the energon exhibits a phenomenon of localization in the
finite region of τ , see discussion in Section IVB.
Consider Eq.(3.3) for the case when E(E) = 0. Then
Eqs.(3.17),(3.18) show that q(τ) = τ , Eq.(3.1) gives
zµ = xµ. Consequently, Eqs.(3.3),(3.4) are reduced to
the instanton form (2.1). This means that the instan-
ton solution presents a particular example of the ener-
gon configuration, in which energy equals zero. Equa-
tion (3.9) complies with this conclusion. It shows that if
q = τ, q˙ = 1, then electric and magnetic fields are equal,
precisely what happens for the instanton solution.
Take now the limit E(E) → −msph, where the sphaleron
mass is defined in (2.16). Then according to Eq.(3.17)
we have q, q˙ → 0, and Eqs.(3.12),(3.13) give K → 0 and
U (E) → −msph. Thus, properties of the energon with
E(E) = −msph are similar to the sphaleron configuration.
Equation (3.9) supports this conclusion. It shows that
for q˙ → 0 the electric field does not play a role, while the
magnetic field of the energon equals the field of sphaleron,
as evident from Eqs.(2.10),(3.7) for q → 0.
We see that the instanton and sphaleron can be consid-
ered as particular examples of the energon configuration.
B. Minimum of classical action
Consider the classical action and the energy of the
gauge field
S(E) =
1
2g2
∫
dτ
∫ (
E
a · Ea +Ba ·Ba
)
d3r , (3.19)
E(E) =
1
2g2
∫ (
E
a · Ea −Ba ·Ba
)
d3r . (3.20)
The signs in front of the terms∝ Ba·Ba here comply with
the Euclidean formulation. Using conventional Cauchy’s
inequality we can write
∫
E
a ·Ead3r
∫
B
a ·Bad3r ≥
(∫
E
a ·Ba d3r
)2
. (3.21)
Equations (3.20) and (3.21) allow one to estimate the
action. Note firstly that they imply(∫ (
E
a · Ea +Ba ·Ba
)
d3r
)2
≥ (3.22)
(
2g2E(E)
)2
+ 4
(∫
E
a ·Ba d3r
)2
.
From this inequality one derives the following restriction
on the action
S(E) ≥
∫
dτ
[(
E(E)
)2
+
(
1
g2
∫
E
a ·Ba d3r
)2 ]1/2
.
(3.23)
The identity here can be reached only when identity in
Eq.(3.21) is established. The latter takes place when
E
a(x) = k(τ)Ba(x) . (3.24)
Since the integrals in Eq.(3.21) run only over spatial co-
ordinates d3r, the coefficient in Eq.(3.24) is allowed to be
an arbitrary (real-valued) function of τ , k = k(τ).
Equations (3.23),(3.24) show that if the energy of the
gauge field E(E) is fixed, then one can search for a min-
imum of the action using condition (3.24). The point
is that Eq. (3.24) represents a non-linear differential
equation for the 4-potential of the gauge field. Generally
speaking, it may have presented a formidable problem.
However, our previous discussion shows that the so-
lution of this problem exists, Eq.(3.24) can be resolved.
Compare (3.24) with Eq.(3.9). See that these equations
differ only by the name of a coefficient in them, so that
changing k(τ) in (3.24), into q˙(τ), k(τ) → q˙(τ), one re-
duces (3.24) to (3.9). Remember that the later equality
was derived from the potential in (3.3). We see that the
potential (3.3) gives a solution of (3.24).
This implies that the potential (3.3) guarantees an
equality in Eq.(3.23). Note a simple important point.
Our search for a minimum of the action resulted in the
particular potential (3.23), which depends only on one
function q(τ), so that if we minimize the action further
6by adjusting this function, we accurately represent the
minimum. From the potential Eq.(3.3) one derives the
field (3.5) and calculates the spatial integral in Eq.(3.23)
(remember this is an equality now). The result has a
form
S(E) =
∫
L(E) dτ , (3.25)
where L(E) is the familiar Lagrange function, which was
introduced in the previous Subsection in Eq.(3.14). Af-
ter that one minimizes the action in (3.25) by choos-
ing the function q(τ) appropriately. Recall that precisely
this procedure was undertaken in the previous Subsection
IIIA with the same Lagrange function, see Eqs.(3.14)-
(3.17). Therefore we can state again that the function
q(τ) is defined by Eq.(3.18). We conclude that the local
minimum of the action, which is restricted by a given
value of energy, is provided by the potential (3.3), in
which q(τ) is specified in Eq.(3.18).
It is instructive to present this result in terms of the
modified action, which takes into account the energy re-
lated restriction explicitly. This can be achieved by using
the conventional method of the Lagrange multipliers. Re-
member that along with the energy E(E) we also need to
fix the size ρ for the energon, which can be achieved if
we introduce the following condition
min
τ
U (E) = −
3π2
g2
1
ρ
, (3.26)
where U (E) is the potential energy defined in Eq.(2.13).
Adding a linear combination λ(τ)E(E)+σ(τ)U (E), where
λ(τ) and σ(τ) are the Lagrange multipliers, to the action
S(E) in (3.19) we present the resulting modified action in
the following form
S(E)res =
1
2g2
∫ (
ǫ(τ)Ea ·Ea+
1
µ(τ)
B
a·Ba
)
d3rdτ . (3.27)
Here restrictions posed by the fixed values of energy and
scaling factor prompt a subscript ‘res’ in the action, and
the functions ǫ(τ) and 1/µ(τ) include the terms from the
original action in (3.19) as well as the Lagrange multipli-
ers, ǫ(τ) = 1+λ(τ), 1/µ(τ) = 1−λ(τ)−σ(τ). Generally
speaking, these functions should be derived from a com-
plete minimizing procedure, but one can find without
calculations that they are
ǫ(τ) = µ(τ) =
1
q˙(τ)
. (3.28)
To verify this identity remember the similarity be-
tween the potentials for the energon (3.3) and instanton
(2.1), which also manifests itself for their fields in Eqs.
(3.7),(3.8). Basing on this resemblance one finds that the
action for the energon can be derived from the conven-
tional action for the gauge field in Eq.(3.19) using the
following transformations in the action’s integrand
τ → q(τ) , dτ → q˙(τ) dτ , (3.29)
E
a → Ea/q˙(τ), Ba → Ba . (3.30)
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FIG. 2: The potential energy for the energon, units and
assumptions same as in Fig. 1. The horizontal lines
from top to bottom, solid, long-dashed, dotted, dot-dashed,
double-dot-dashed, and dashed - energy levels of the ener-
gon E
(E)
ener = 0,−0.2,−0.4,−0.6,−0.8,−0.95 ×3pi
2/(g2ρ). The
curves touching these levels - profiles of the potential energies
U
(E)
ener(τ ) of the energon vs the Euclidean time τ for a given
energy level.
These changes reproduce definitions in Eq.(3.28) thus
justifying the later identity. Alternatively, (3.28) can
be verified by writing the classical equations of mo-
tion that follow from it and comparing the result with
Eqs.(3.7),(3.8). Clearly, ǫ(τ) and µ(τ) play a role, which
is similar to the dielectric constant and permeability in
conventional electrodynamics.
We learn from this discussion that the energon is char-
acterized by two important properties. Firstly, it can
be considered as a classical solution, in which Euclidean
energy is fixed. Secondly, it can be viewed as a con-
figuration, in which the electric and magnetic fields are
collinear and the ratio of these fields is a nontrivial func-
tion of the Euclidean time. Each of these two properties
that the energon is not a selfdual configuration. To clarify
this point let us take into account that the magnetic and
electric fields of any selfdual solution are necessarily equal
(their equality gives another representation of the selfd-
ual condition). Consequently, the kinetic energy, which
is expressed via the electric field, and the Euclidean po-
tential energy, which is derived from the magnetic field,
are necessarily identical in magnitude and opposite in
sign for any selfdual configuration. This makes the to-
tal energy of any selfdual solution zero. Thus, a selfdual
solution is characterized by equal electric and magnetic
fields and zero energy, in contrast to the energon which
has dissimilar fields and nonzero energy. This discussion
underlines the fact that the energon differs from any self-
dual solution, including the instanton and caloron.
IV. DYNAMIC PROPERTIES
7A. Negative Euclidean energies
To describe behavior of the energon at an arbitrary
negative energy E(E) < 0 we calculate q = q(τ) numer-
ically from Eq.(3.18), and then evaluate the potential
energy from Eq. (3.13). The results are shown in Fig.
2. Each curve in this figure represents a profile of the
Euclidean potential energy U ( E)(τ) as a function of the
Euclidean time τ for a fixed Euclidean energy E( E). A
set of energy levels is shown by horizontal lines, each such
line touches the corresponding potential curve. Observe
that the potential curves are different for different energy
levels E( E), as one would expect. However, if we keep the
size-factor ρ same, the potential curves for different en-
ergies have the same minimum U ( E)(τ = 0) = −msph.
For each energy level the potential energy represents a
potential well. Hence, the system considered oscillates
in this well. The period of oscillations is finite for all
negative energies, while in the limit E( E) → 0 the period
diverges (see Eq. (4.5) below), and at E( E) = 0 the mo-
tion is aperiodic. When energy varies from E( E) = 0 to
E( E) = −msph, the profile of the potential energy grad-
ually shifts from the curve that describes the instanton
solution to the minimum of the potential well, which is
associated with the sphaleron.
Consider in more detail the energon at extreme allowed
values of its energy. As we know, the limit E(E) → −msph
implies that q, q˙ → 0. We can therefore expand the La-
grange function in Eq.(3.14) as follows
L(E) ≃
3π2
g2ρ
(
q˙2 −
5
2
q2
ρ2
+ 1
)
. (4.1)
We derive from this that the variable q(τ) oscillates har-
monically with frequency
ω =
√
5
2
1
ρ
. (4.2)
For half-period of these oscillations one finds
τ1/2 = (1/2) (2π/ω) ≈ 1.99 ρ , (4.3)
which complies with numerical data in Fig. 2 that shows
that at low energies τ1/2 ≃ 2 ρ.
Return now to the limit E(E) → 0, where the energon
is close to the instanton solution. In this case Eq.(3.17)
can be simplified q˙ ≃ [1 + g2E(E)q5/(3π2ρ4)]1/2. After
that the integral in Eq.(3.18) is evaluated analytically
τ ≃ 2F1
(
1
5
,
1
2
,
6
5
,−
g2
3π2
q5
ρ4
E(E)
)
q . (4.4)
Here 2F1(a, b, c, x) is the hypergeometric function. Equa-
tion (4.4) implies that for E(E) → 0 the half-period τ1/2
of the energon oscillations (non-harmonic in this case)
satisfies
τ1/2 ≃ 2.51 qm ≃ 2.51
(
−
3π2ρ4
g2E(E)
)1/5
∝
∣∣∣E(E)∣∣∣−1/5. (4.5)
Here qm is the maximum for the classically allowed value
for q, which is to be found from the condition q˙ = 0,
and the numerical coefficient comes from the hypergeo-
metric function 2.51 ≈ 2 ×2F1(1/5, 1/2, 6/5, 1). Figure
3 presents half-period versus energy for all energies al-
lowed.
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FIG. 3: Half-period τ1/2 for oscillations of q(τ ) vs Euclidean
energy E < 0, period in units of ρ, energy in sphaleron masses
msph from Eq.(2.16). Solid line - half-period calculated us-
ing Eq.(3.18), dotted line - asymptotic behavior described by
Eq.(4.3) near the sphaleron solution, dashed line - asymptotic
form (4.5) near the instanton solution.
The found properties of energon at low negative en-
ergies, E(E) → −0, can be compared with the results of
Khlebnikov, Rubakov, and Tinyakov [6]. These authors
developed an approach, calling it ‘periodic instantons’,
which is based on the idea that a classical solution can be
approximated by a function periodic in τ that describes
a chain of instantons and antiinstantons. The energon
complies with this idea in the energy region considered,
as evident from the discussion above, see the energy level
shown by the dashed line in Fig. 1. However, generically
the energon is defined for a wide range of energies where
it reveals very different properties, which may strongly
deviate from the simple BPST instanton. To illustrate
this point, recall the solutions that correspond to the en-
ergy levels at the bottom of the potential well in Fig. 1,
which are close to the COS-sphaleron. Note also that the
energon exhibits an interesting phenomenon of the local-
ization, which allows it to be defined in a finite interval
of τ , see Subsection IVB.
B. Positive Euclidean energies
Consider now the region of positive Euclidean energies
E(E) > 0. Eqs.(3.18),(3.17) in this case show that the
function q(τ) is monotonic. Moreover it is easy to see
that it varies from −∞ ≤ q ≤ ∞ when τ runs over a finite
interval 0 ≤ τ ≤ τ0, where τ0 is defined using Eq.(3.18)
8as follows
τ0 =
∫
∞
−∞
dq
q˙
= ρ
∫
∞
−∞
dx(
1 + ǫ (x2 + 1)5/2
)1/2 . (4.6)
Here q˙ is taken from Eq.(3.18). To simplify notation it
was presumed that q˙ > 0, and that the lower limit of
integration in Eq.(3.18) is set τ0/2. For positive energies
the parameter ǫ = ρg2 E(E)/ (3π2), which is introduced in
Eq.(4.6), is positive, ǫ > 0, which makes the integration
convergent. Thus, Eq.(4.6) provides a sound definition
for τ0.
The above description of q(τ) is valid only within the
interval (0, τ0) where the function q(τ) is finite and al-
lows one to define the energon. At the boundaries,
τ → 0, τ0, this function diverges, |q(τ)| → ∞. As a re-
sult both electric and magnetic fields are decreasing here,
|Eam|, |B
a
m| → 0. Thus the energon as a function of τ is
well localized within the interval (0, τ0). This property
will be called the ‘localization’ of the energon.
The definition for the energon can be extended beyond
the interval (0, τ0), but such extension is not uniquely
defined and incorporates an interesting structure. Cover
the entire axis −∞ < τ < ∞ by a set of finite inter-
vals of time (τk, τk+1), k = 0,± 1, . . . , τ−1 = 0. Presume
then that in each given interval there exists an energon
solution. We discussed above how to construct this solu-
tion for the interval (0, τ0). Similar approach is valid for
any other interval (τk, τk+1). One takes the lower limit
in the integral in Eq.(3.18) as τk thus specifying q(τ) in
the interval (τk, τk+1), and then defines the energon using
Eqs.(3.3),(3.4).
The point is that one can use an arbitrary instanton
solution in Eqs.(3.3),(3.4). This means that the instan-
ton orientation, size, and location, which are essential
parameters there, may be taken differently in different
intervals (τk, τk+1). The opportunity for this divergence
is related to the localization of the energon, which implies
that what happens with the energon solution in the inter-
val (τk, τk+1) does not interfere with the solution defined
in any other interval (τk′ , τk′+1) because on the bound-
aries τk between the intervals the fields of the energon
are all zero. There is one restriction in this construc-
tion though. Clearly, the substitution τ0 → τk+1 − τk
makes Eq.(4.6) applicable to any interval (τk, τk+1). The
resulting equation shows that the length τk+1− τk of the
interval (τk, τk+1) is defined by the size of the instanton
chosen for this interval. In other words the lengths of
all intervals that cover the axis τ and the sizes of instan-
tons used in (3.3),(3.4) for each interval are interrelated.
However, apart from this restriction all other instanton
parameters in this construction are arbitrary.
We see that on the axis −∞ < τ < ∞ the energon
exhibits a rich structure governed by an infinite number
of parameters that describe different instantons used to
define the energon in different intervals of τ . Moreover,
even if all these parameters are set equal, there still re-
mains a freedom to choose the sign in Eq.(3.17), which
may be taken differently in different intervals of τ . Thus,
on the axis −∞ < τ <∞ there exists an infinite variety
of energon solutions. In particular, there is an option to
construct solutions periodic in τ , but they represent only
a small fraction of all available opportunities. Generi-
cally the energons defined by this procedure do not show
periodicity.
We learn from this discussion that the energon be-
haves very differently for different areas of energy. It
is a uniquely defined periodic function of τ for negative
energies. In contrast, for positive energies the energon
exhibits a phenomenon of the localization, which implies
that it can be well described within a finite interval of τ .
Alternatively, the energon can be defined on the whole
axis τ , but the localization makes this definition depen-
dent on an infinite set of parameters.
V. TOPOLOGICAL PROPERTIES
For negative energies the energon configuration inter-
polates between the instanton and sphaleron. Since these
two later solutions are both topologically nontrivial, one
has to expect that the energon possesses nontrivial topo-
logical properties as well. Consider the topological cur-
rent
Kµ =
1
32π2
εµνλσ
(
F aνλA
a
σ −
1
3
ǫabcAaνA
b
λA
c
σ
)
. (5.1)
(The signs comply with the Euclidean formulation.) The
divergence of this current equals the density of the topo-
logical charge
∂µKµ =
1
32π2
F aµν F˜
a
µν . (5.2)
For the energon configuration (3.3)-(3.5) we find the
topological current
Kµ =
1
π2
z2 + 3ρ2
(z2 + ρ2)3
zµ , (5.3)
and the corresponding density of the topological charge
1
32π2
F aµν F˜
a
µν =
6
π2
ρ4 q˙
(r2 + q2 + ρ2)4
. (5.4)
Topological properties of the gauge field are closely re-
lated to the Chern-Simons number, which, up to a gauge
transformation, equals the integral of the charge density
of the topological current
n =
∫
K4 d
3r − ν . (5.5)
Here the Maurer Cartan form (winding number) ν takes
into account the fact that the topological current is not
invariant under gauge transformations. Correspondingly
the Chern-Simons number is also not invariant, its varia-
tion is given in Eqs.(A15),(A16). Using Eq.(5.3) we find
9for the energon that the first term in (5.5) reads∫
K4 d
3r =
q (2 q2 + 3 ρ2)
4 (q2 + ρ2)3/2
. (5.6)
To assess the second term ν in Eq.(5.5), we have to re-
member that the vector potential in Eq.(3.3) exhibits a
long tail ∝ 1/r at r → ∞, which poses a problem. To
eliminated it one has to choose the gauge appropriately.
With this purpose let us make the gauge transformation
defined by Eq.(A7), in which γ = γ(r). Taking into ac-
count Eqs.(A5),(A8)-(A11) one verifies that in order to
keep the potentials regular at the origin and at the same
time eliminate the tail ∝ 1/r at infinity, it suffices to have
γ(0) = 0 , γ(∞) = π , (5.7)
presuming that γ(r) rapidly converges to its limiting
value π when r → ∞. According to Eq.(A20) condition
(5.7) implies that ν = −1/2. Combining this result with
Eqs.(5.6) and (5.5) we derive the following expression for
the Chern-Simons number
n =
1
2
(
1 + q
q2 + 3 ρ2/2
(q2 + ρ2)3/2
)
. (5.8)
Since q = q(τ) is a function of τ the Chern-Simons num-
ber is a function of τ as well, n = n(τ). From Eq.(3.18)
we know that q(−τ) = −q(τ). Hence, the Chern-Simons
number as a function of τ satisfies
n(τ) + n(−τ) = 1 , (5.9)
which implies
n(0) = 1/2 . (5.10)
An additional insight into the properties of this function
comes from a general relation between the Chern-Simons
number and an integral over the density of the topological
charge. Using Eqs.(5.2),(5.5) one can present it in the
following form
n(τ) − n(0) =
1
32π2
∫ τ
0
dτ
∫
d3r F aµν F˜
a
µν . (5.11)
This identity can be used to verify consistency of our re-
sults for the Chern-Simons number (5.8) and the density
of the topological charge (5.4) for the energon. Alterna-
tively, one can use it to derive anew Eq.(5.8). (Though in
this case one needs first to justify (5.10) independently.
The latter goal may be achieved if a connection of n(0)
with the Chern-Simons number 1/2 for the sphaleron is
established, but here we will not press this argument fur-
ther on.)
It is instructive to introduce the maximum and mini-
mum of the Chern-Simons number, 0 ≤ nmin ≤ n(τ) ≤
nmax ≤ 1, which are achieved when q in Eq.(5.8) takes
on the values q = qm and q = −qm respectively (remem-
ber qm is a maximum of q(τ) defined by condition q˙ = 0,
where q˙ is given in Eq.(3.17)). Equation (5.8) shows that
the two extrema satisfy
nmin + nmax = 1 , (5.12)
0 ≤ nmin ≤ 1/2 ≤ nmax ≤ 1 . (5.13)
Take the limit of low energy, E(E) → 0, when the ener-
gon is reduced to the instanton solution. Then qm →∞,
and therefore we find nmin, inst = 0, nmax, inst = 1, which
shows that the total variation of the Chern-Simons num-
ber for the instanton, nmax, inst−nmin, inst = 1, reproduces
the topological charge unity of the instanton, as it should.
Take now the limit, when the energon is close to the
sphaleron solution, E(E) → −msph. Then, as we know,
q → 0 and therefore Eq.(5.8) shows that nsph = 1/2, in
agreement with results of Refs. [10, 12] for the sphaleron.
Generally speaking the found Chern-Simons number
for the energon is non-integer. This is an interesting but
not unique situation. Remember that the sphaleron has
a non-integer Chern-Simons number 1/2. Remember also
a family of configurations discussed in Ref. [12] in rela-
tion to the COS-sphaleron, which all have non-integer,
fractional Chern-Simons numbers.
VI. TUNNELING THROUGH AND THERMAL
EXCITATIONS OVER BARRIER
Consider the action S associated with the energon.
The energy conservation law (which is conveniently in-
corporated in our calculations, see discussion after Eq.
(3.16)), makes the term −
∫
H(E)dτ in the action re-
dundant. It suffices to take into account only the re-
duced, energy dependent part of the action, which reads
S( E(E) ) =
∫
p dq, where p is a function of the coordi-
nate q specified by Eqs.(3.15),(3.17). The action that
describes the run of the system from the stopping point
−qm at the left wing of the potential well, see Fig. 2, to
the stopping point qm at its right wing (i. e. half of the
total oscillation), reads
S
(
E(E)
)
=
∫ qm
−qm
p dq . (6.1)
Consequently, we find an estimate for the probability of
the event, in which the gauge field tunnels through the
effective potential barrier, which exists in the Minkowski
space
W
(
E
)
∝ exp
[
− S
(
− E
) ]
. (6.2)
Here E ≥ 0 is the conventional positive energy of the
gauge field in the Minkowski formulation, while E(E) =
−E is its negative Euclidean counterpart. To illustrate
validity of Eq.(6.2) consider tunneling through the bar-
rier for zero energy, E = 0. Then q(τ) = τ , and
a simple calculation with the help of Eq.(3.15) reveals
that (6.2) reproduces the known instanton probability
W (0) = Wins ∝ exp(−8π
2/g2), as it should.
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For arbitrary energy the action in Eq.(6.1) can be cal-
culated with the help of Eqs.(3.15) and (3.17), which de-
fine p as a function of q, p = p(q). The results shown
in Fig. 4 indicate that the action is decreasing for larger
physical energies, which means an exponential increase
for the tunneling probability (6.2). This complies with
expectations based on a simple physical picture which
presumes that the higher the energy, the easier the tun-
neling should be. It also complies with the previous cal-
culations presented in Fig. 2, which show that for higher
physical energy (lower Euclidean energy) the effective po-
tential well in the Euclidean picture becomes smaller, and
the corresponding effective barrier in the Minkowski for-
mulation becomes smaller as well.
At a finite temperature T the gauge field can popu-
late any energy level E ≥ 0 with the probability, which
is defined by the Boltzmann factor exp(−E/T ). The mo-
ment the field acquires the energy E the energon con-
figuration becomes allowed, which results in the prob-
ability of tunneling defined by Eq.(6.2). Therefore the
probability of the combined effect, when the field first
acquires some energy from the temperature and then
tunnels through the potential barrier is estimated as
W ∝ exp[−S(−E)−E/T ]. To take this fact into account
let us introduce the modified action S˜ as follows
S˜(T ) = S(−E) + E/T , (6.3)
which defines the probability of the combined excitation-
tunneling at finite temperature
W˜ (T ) ∝ exp
[
− S˜(T )
]
, (6.4)
To make the tunneling mechanism the most effective we
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FIG. 4: The tunneling action of the energon S(−|E|) from
Eq.(6.1) vs the Euclidean energy of the gauge field E < 0,
action in units of the instanton action Sins = 8pi
2/g2, energy
in sphaleron masses msph from Eq.(2.16).
are to minimize S˜ over the energy which implies
∂S˜
∂E
= −S′(−E) +
1
T
= 0 . (6.5)
This condition shows that S˜(T ) is the Legendre trans-
form of S(−E). In Eq.(6.5) the symbol S′ indicates
the derivative of the action over energy. When calcu-
lating this derivative via Eq.(6.1) one needs to calcu-
late the derivative of p over energy, which according to
Eqs.(3.15),(3.17) equals
∂p
∂
(
E(E)
) = 1
q˙
. (6.6)
Using this fact we find from Eq.(6.1)
S′(−E) =
∫ qm
−qm
dq
q˙
= τ1/2 . (6.7)
Here the half-period τ1/2 describes the time interval dur-
ing which q(τ) goes from−qm to qm. Eq.(6.7) clarifies the
physical meaning of the condition (6.5). For a given tem-
perature T the energon that produces the most effective
tunneling opportunity is the one, for which a half-period
of oscillations of q(τ) equals the inversed temperature
τ1/2 = 1/T . (6.8)
It is known that conditions of this type are typical when
the field is exposed to a finite temperature, see e. g. [14].
(There is a subtlety though. Conventionally, conditions
for the field state that the full period of a periodic field
equals the inverse temperature, while Eq.(6.8) imposes
a similar condition but for the half-period. The reason
for this distinction is that conventional conditions are
adopted for calculations related to quantities, which are
at equilibrium at the given temperature, while here we
consider a dynamical transition.) Since we know S(−E),
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FIG. 5: Euclidean energy E < 0 vs temperature T specified
by Eq.(6.8). Energy in sphaleron masses, temperature scaled
by the energon size ρ. Solid line - solution of (6.8), dashed
line - asymptotic form (6.9).
see Fig.4, we can make the Legendre transform required
by Eq.(6.3) and find S˜(T ). First we solve Eq.(6.8) find-
ing energy as a function of temperature. The results
shown by the solid line in Fig. 5 comply with expecta-
tions based on simple physical arguments. Low temper-
atures obviously need low energy. The asymptotic form
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of this relation deduced from Eqs.(4.5),(6.8) reads
|E(E)|/msph ≃ (2.51 ρ T )
5 . (6.9)
It is shown by the dashed lines in Fig. 5. With increase
of temperature the energy increases as well. The highest
temperature for which Eq.(6.8) admits solution is defined
by the smallest possible half-period, which according to
Eq.(4.3) equals (τ1/2)min ≈ 2ρ. This value restricts the
highest temperature Tmax ≈ 1/(2ρ). The absence of so-
lutions of Eq.(6.8) for higher temperatures indicates that
the direct process, in which the field acquires enough en-
ergy from the temperature to overcome the top of the
barrier, presents the most efficient mechanism. Thus at
ρT > 1/2 the conventional COS sphaleron presents the
most plausible opportunity for overcoming the barrier.
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FIG. 6: The energon action S˜(T ) from Eq.(6.3) vs tem-
perature T . Solid line - comparison with direct tunneling,
S˜(T )/Sins, Sins = 8pi
2/g2 is the instanton action. Dashed
line - comparison with direct thermal excitation over the
top of the barrier, i. e. with sphaleron, S˜(T ) (T/msph),
msph = 3pi
2/(g2ρ) the sphaleron mass. Arrows indicate the
point where the energon provides the most efficient mecha-
nism, numbers give coordinates for this point. Temperature
is scaled by the energon size ρ.
Figure 6 shows the behavior of the energon action S˜(T )
in Eq.(6.4). Remember, the energon is a combined pro-
cess, which uses both the tunneling mechanism and ther-
mal excitations to overcome the barrier. Figure 6 com-
pares it with two well known pure processes. One of them
is the instanton, which represents the tunneling process
and is governed by the tunneling exponent Sins = 8π
2/g2.
The solid line in Fig. 6 shows that S˜(T ) is always smaller
than Sins, thus indicating that at any finite temperature
the energon is a more probable process than the pure
tunneling. However, at low temperatures the difference
between S˜(T ) and Sins is small, the solid curve converges
to unity. With the increase of temperature this distinc-
tion becomes more prominent.
The tunneling action for the caloron configuration
equals 8π2/g¯2 [3], which is similar to the instanton ac-
tion. The difference is that the coupling constant for the
caloron depends on the temperature. However, this de-
pendence is of a conventional logarithmic nature. There-
fore it results only in a preexponential factor. The latter
is important for detailed calculations, but if we are con-
tent with an exponential estimate, which is shown in Fig.
6, then the caloron and instanton give a similar contri-
bution to the tunneling probability.
A dashed curve in Fig. 6 presents a ratio T S˜(T )/msph,
which compares a capability of the energon to overcome
the barrier with the sphaleron, i. e. direct Boltzmann
excitations over the top of the barrier (given by the
sphaleron mass msph = 3π
2/(g2ρ)). At low tempera-
tures the energon is more efficient, the mentioned ratio
being smaller than 1. With an increase of temperature
the distinction becomes less prominent and eventually
disappears at ρT ≈ 1/2, where the dashed curve reaches
unity. Above this temperature the mechanism related
to sphaleron, i. e. direct Boltzmann excitations, is the
dominant process.
Observe a region in the vicinity of ρT = 3/8, which
is distinguished by arrows in Fig. 6. Here the energon-
based tunneling process prevails over both the instanton
and sphaleron based mechanisms. At this temperature
the tunneling action for instanton, Sins, equals the factor
msph/T , which governs the Boltzmann excitations. The
energon action S˜(T ) at this point represents 0.896 (≈
90%) of Sins = msph/T . Reduction of the large tunneling
action Sins by ≈ 10% indicates an enhancement for the
processes accociated with the energon, which is described
by a large exponential factor
K = exp( 0.104Sins) . (6.10)
Take, for example, the electro-weak theory. Then the in-
stanton action is very large, Sins = 2π/α, α = g
2/4π ≈
1/137. This fact makes the instanton tunneling process
strongly forbidden, though, as t’Hooft mentioned [15],
it presents interest since it results in the barion non-
conservation. Equation (6.10) shows that the enhance-
ment to the tunneling process at finite temperatures due
to the energon can be as large as K ≈ 1039, which is a
huge boost, though the remaining 90% of the action still
represents a formidable suppression. For QCD processes
the enhancement provided by the energon is less dra-
matic, but the instanton is a more probable phenomenon
there.
VII. CONCLUSION
We discussed a family of configurations of the Yang-
Mills field, referring to it as the energon, which exhibits
several interesting properties. It can be defined via the
minimum of the classical action, and hence it is a solu-
tion of classical equations of motion, albeit this minimum
and the corresponding equations are taken with restric-
tions, which state that the Euclidean energy and size of
the energon are presumed fixed and play the role of pa-
rameters. Another way to define the energon is through
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a relation between its electric and magnetic fields. These
fields are collinear, and their ratio is a function of the
Euclidean time, which is specified by the energy con-
servation law. The instanton and COS-sphaleron prove
to be particular examples of the energon. They appear
when the energon energy takes on specific values, i. e.
zero and (minus) sphaleron mass for the instanton and
sphaleron respectively. The energon possesses nonzero
Chern-Simons number. Due to this reason in Minkowsky
space it can be considered as a process, which provides
transition through the effective barrier, which separates
valleys with different topological numbers. We found
that for temperatures in the vicinity of ρT ≃ 3/8, the
energon strongly, exponentially enhances the probability
of this transition.
Several problems arise for further consideration. The
energon was derived here by a deformation of the
single-instanton solution. It seems plausible that multi-
instanton solutions can also be deformed in a similar
way, leading to multi-energon configurations. If this an-
ticipation proves true, the result may shed new light
on the properties of multi-sphaleron configurations. An
important issue is the interaction of the energon with
other fields, fermions and scalars. It is known that the
instanton interacts with them very strongly, revealing
nontrivial features related to the anomaly [16]. The
sphaleron also shows very strong interaction with other
fields [10, 17]. It is inevitable therefore that the energon
should interact with other fields strongly. This problem
is directly related to possible practical applications, in
which one has to specify whether the energon takes place
in the Higgs phase of, for example, electroweak theory,
or in the confining phase, as for the case of QCD. The
interaction of the energon with external fields in these
phases may lead to different results. A related issue
presents connection between the energon and sphaleron
solution of [10]. This particular sphaleron incorporates
self-consistently strong interaction of the gauge and Higgs
fields. Therefore in order to search for a possible connec-
tion between the energon and the sphaleron of [10] one
has to establish how the energon interacts with the scalar
field.
APPENDIX A: GAUGE TRANSFORMATIONS
Take the matrix form for potentials and fields of the
SU(2) gauge theory
Aµ =
1
2i
Aaµτ
a , (A1)
Fµν =
1
2i
F aµντ
a . (A2)
A gauge transformation induced by the matrix U ∈
SU(2) in this notation reads
Aµ → A
′
µ = U
−1AµU + U
−1∂µU , (A3)
Fµν → F
′
µν = U
−1FµνU . (A4)
Consider the potential Aµ = (A, A4), which has the fol-
lowing specific form
A =
1
2i
[ (
τ − n (n · τ )
) f cosα
r
+ n× τ
1 + f sinα
r
+ g n (n · τ )
]
, (A5)
A4 =
1
2i
h (n · τ ) , (A6)
where α, f, g and h are some functions of coordinates, and
n = r/r. As Witten noticed [18] a gauge transformation
of this potential with the matrix
U = exp
(
−
i γ
2
n · τ
)
, (A7)
where γ is a function of r and τ , γ = γ(r, τ), results in the
potential A′µ expressed via the same Eqs.(A5),(A6), in
which parameters α, f, g, h are modified, the gauge trans-
formation Aµ → A
′
µ results in modification α, f, g, h →
α′, f ′, g′, h′, where
α′ = α+ γ , (A8)
f ′ = f , (A9)
g′ = g + ∂rγ , (A10)
h′ = h+ ∂τγ . (A11)
Write now the topological current (5.1) in the notation
of (A1),(A2)
Kµ = −
ǫµνλσ
16π2
Tr
(
FνλAσ −
2
3
AνAλAσ
)
. (A12)
Straightforward calculation shows, see e. g. discus-
sion in [19], that under a general gauge transforma-
tion (A3),(A4) the current exhibits variation Kµ → K
′
µ,
where
K ′µ = Kµ + Jµ −
ǫµνλσ
8π2
∂ν Tr
(
U¯ Aλ∂σU
)
, (A13)
Jµ =
ǫµνλσ
24π2
Tr
(
U¯ ∂νU U¯ ∂λU U¯ ∂σU
)
. (A14)
Here U¯ ≡ U−1. The gauge dependence of the current
shows that the Chern-Simons number, which is expressed
via the fourth component (Euclidean notation) of the
current density n =
∫
K4 d
3r, is influenced by the gauge
transformation as well. For its variation, n → n ′, one
finds from (A13),(A14)
n′ = n− ν . (A15)
Here ν is the Maurer Cartan form (which is applied here
for the 3D-space and which equals the winding number,
see [19])
ν =
ǫnls
24π2
∫
Tr
(
U¯ ∂nU U¯ ∂lU U¯ ∂sU
)
d3r . (A16)
It is taken into account in Eq.(A15) that the last, third
term from Eq.(A13) is a derivative, and hence it does
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not contribute to n′, the sign minus in Eq.(A15) complies
with the Euclidean notation, in which ǫ1234 = 1.
Let us apply Eqs.(A13),(A14), and ((A16) for partic-
ular gauge transformations specified by Eq.(A7). In this
case one finds
U¯
∂U
∂r
=
1
2i
[(
τ − n (n · τ )
) sin γ
r
(A17)
+ n× τ
1− cos γ
r
+ n (n · τ )
∂γ
∂r
]
,
derives then that
ǫnlsTr
(
U¯ ∂nU U¯ ∂lU U¯ ∂sU
)
= −3
1− cos γ
r2
∂γ
∂r
, (A18)
and finally obtains the following representation for the
Maurer Cartan form
ν = −
1
24π2
∫
∞
0
3
r2
(1− cos γ)
∂γ
∂r
4π r2 dr
= −
1
2π
∫ γ∞
γ0
(1− cos γ) dγ . (A19)
Here γ 0 ≡ γ(r = 0, τ), and γ∞ ≡ γ(r = ∞, τ). It
can be shown that for nonsingular gauge transformations
γ 0 = pπ and γ∞ = qπ, where p, q are integers for which
p− q is even, so that ν = (q − p)/2 is also an integer, as
it should be in conventional cases, see [19].
There is though an important exception. In the gauge
adopted in Eqs.(3.3),(3.4) the potentials of the energon
show singular behavior at spatial infinity, where they fall
off too slowly ∝ 1/r. To eliminate this shortcoming one
has to fulfill the gauge transformation, which inevitably
absorbs the singular behavior at infinity as its own essen-
tial property. The latter manifests itself via the unusual
boundary conditions γ 0 = 0, γ∞ = π, compare Eq.(5.8),
in which π appears with an odd coefficient 1. The re-
sult of this singularity manifests itself through Eq.(A19),
which for this particular gauge transformation produces
a semi-integer number
ν = − 1/2 . (A20)
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