This paper presents a theoretical formulation for electron transfer coupled to the motion of multiple protons. This theory is applied to proton-coupled electron transfer ͑PCET͒ through amidiniumcarboxylate salt bridges, where the electron transfer reaction is coupled to the motion of two protons at the proton transfer interface. The rate for the donor-͑amidinium-carboxylate͒-acceptor system is found to be substantially slower than the rate for the switched interface donor-͑carboxylate-amidinium͒-acceptor system. This trend is consistent with experimental data for photoinduced PCET in analogous systems. The calculations indicate that this difference in rates is due mainly to the opposite dipole moments at the proton transfer interfaces for the two systems, leading to an endothermic reaction for the donor-͑amidinium-carboxylate͒-acceptor system and an exothermic reaction for the donor-͑carboxylate-amidinium͒-acceptor system. The deuterium kinetic isotope effects are found to be moderate ͑i.e., k H /k D Ͻ3) for both types of systems. These moderate kinetic isotope effects are due to the dominance of vibrationally excited product states, leading to significant overlap between the reactant and product proton vibrational wave functions.
I. INTRODUCTION
Proton-coupled electron transfer ͑PCET͒ reactions play a vital role in a variety of biological processes, including photosynthesis, [1] [2] [3] [4] respiration, [5] [6] [7] [8] and enzymatic catalysis. [9] [10] [11] [12] In many of these processes, the electron transfer reactions are coupled to the motion of multiple protons. For example, the oxidation of water to dioxygen in Photosystem II requires the transfer of four electrons and four protons. 4 Similarly, the reduction of dioxygen to water catalyzed by cytochrome oxidase also requires the transfer of four electrons and four protons. 8 Another example is the reduction of dinitrogen to ammonia catalyzed by nitrogenase, which requires the transfer of eight electrons and eight protons. 12 The theoretical investigation of PCET reactions is particularly challenging due to the wide range of disparate time scales and the quantum mechanical behavior of the electrons and transferring proton͑s͒. Theoretical formulations for PCET have been developed by Cukier and co-workers [13] [14] [15] [16] and by Hammes-Schiffer and co-workers. [17] [18] [19] This paper focuses on the theory developed by Hammes-Schiffer and coworkers. In this multistate continuum theory, 17 the solute is described by a multistate valence bond model, the transferring hydrogen nuclei are treated quantum mechanically, and the solvent is represented as a dielectric continuum. The free energy surfaces are obtained as functions of a set of collective solvent coordinates corresponding to the individual charge transfer reactions. This theory has been applied to PCET reactions involving the transfer of one electron and one proton. [20] [21] [22] In this case, a four-state valence bond model is required to describe all possible charge transfer states, and only one hydrogen nucleus is treated quantum mechanically.
The free energy surfaces depend on two solvent coordinates corresponding to the electron and proton transfer reactions. The effects of inner-sphere solute modes have also been incorporated into this theoretical formulation. Rate expressions have been derived for the relevant limits. 18 In this paper, we extend the multistate continuum theory to PCET reactions in which the electron transfer reaction is coupled to the motion of multiple protons. The specific case presented is the coupling of the electron transfer reaction to the motion of two protons. In this case, an eight-state valence bond model is required to describe all possible charge transfer states, and two hydrogen nuclei are treated quantum mechanically. The free energy surfaces depend on three solvent coordinates corresponding to the electron and two proton transfer reactions. This theory may easily be generalized to PCET reactions in which the electron transfer reaction is coupled to the motion of N protons. In general, a 2
Nϩ1 -state valence bond model is required to describe all possible charge transfer states, N hydrogen nuclei are treated quantum mechanically, and the free energy surfaces depend on Nϩ1 collective solvent coordinates. The nonadiabatic rate expression for this general case is of the same form as that derived for the four-state valence bond model. In addition to presenting the theoretical formulation for PCET reactions involving multiple protons, we apply this theory to the systems shown in Fig. 1 . This application is motivated by experiments of Nocera and co-workers, who photoinduced electron transfer from a Ru͑II͒ polypyridine complex to a dinitrobenzene through an amidiniumcarboxylate proton transfer interface. 23 They found that the rate of electron transfer was nearly two orders of magnitude slower through a donor-͑amidinium-carboxylate͒-acceptor salt bridge than through the corresponding donor͑carboxylate-amidinium͒-acceptor salt bridge. To simplify our calculations, the ruthenium and other ligands in the experimentally studied systems are removed, and each system is assigned an overall negative charge. This simplified system is designed to represent the complex after photoexcitation from the ruthenium center to the methyl bipyridine ligand. These types of amidinium-carboxylate interfaces are related to the aspartate-arginine salt bridges found in a range of biological systems, including RNA, DNA, and many enzymes.
24-29
The systems shown in Fig. 1 were studied previously with the multistate continuum theory. 20 In these previous studies, the solute was described by a simple five-site model in which the amidinium-carboxylate interface was represented by a single possible proton transfer reaction between a nitrogen and oxygen ͑i.e., D e ϪNH ϩ
•••O
Ϫ -A e , where D e and A e represent the electron donor and acceptor, respectively͒. In this case, a four-state valence bond model was used to include all possible charge transfer states, and only one of the hydrogen nuclei at the salt bridge interface was treated quantum mechanically. The solvent reorganization energies were calculated with a simple ellipsoidal model in which the five sites were placed on the main axis of an ellipsoidal cavity embedded in a dielectric continuum solvent. These previous studies completely neglected the second possible proton transfer reaction at the amidinium-carboxylate interface and did not include any correlation between the motion of the two hydrogen nuclei at this interface. Moreover, the ellipsoidal model used for the calculation of solvent reorganization energies did not accurately describe the solute charge distributions and the shapes of the complexes.
In this paper, both possible proton transfer reactions at the amidinium-carboxylate interface are included. For the calculation of the gas phase properties, the solute is described by a ten-site model in which the amidiniumcarboxylate interface is represented by two possible proton transfer reactions, each between a nitrogen and an oxygen. An eight-state valence bond model is used to include all possible charge transfer states, and both hydrogen nuclei at the salt bridge interface are treated quantum mechanically in a manner that includes correlation between them. Furthermore, the solvent reorganization energies are calculated with a more realistic cavity shape formed from spheres centered at all 47 solute atoms and with the frequency resolved cavity model ͑FRCM͒, which introduces two distinct cavities for the electronic and inertial solvent response in order to increase the accuracy for the calculation of nonequilibrium properties. 30, 31 An outline of this paper is as follows. Section II presents the relevant methodology. In this section, we present the extension of the multistate continuum theory to PCET reactions involving the coupling of the electron transfer to two protons. Then we discuss the calculation of the input quantities, including the representation of the gas phase Hamiltonian matrix elements for the eight-state valence bond model and the implementation of the FRCM method to calculate the solvent reorganization energies. Section III presents the results, including the calculated free energy surfaces, rates, and kinetic isotope effects for the systems shown in Fig. 1 . Concluding remarks are given in Sec. IV.
II. METHODS

A. Multistate continuum theory
Reference 17 presents the detailed derivation of a multistate continuum theory [32] [33] [34] for PCET reactions in solution. The application of this theory to PCET reactions involving the transfer of one electron and one proton has been described previously. [20] [21] [22] In this section we present the application of this theory to PCET reactions involving the transfer of one electron and two protons.
A PCET reaction involving the possible transfer of one electron and two protons may be described by an eight-state valence bond ͑VB͒ model. Figure 2 depicts the eight-state VB model corresponding to the PCET systems shown in Fig.  1 . The symbols D e and A e represent the electron donor and acceptor, and H 1 and H 2 represent the protons at the proton transfer interface with proton donor/acceptor D p1 /A p1 and D p2 /A p2 , respectively. The VB states are labeled as uvw, where u indicates the electron transfer ͑ET͒ state, v indicates the proton transfer ͑PT͒ state for proton H 1 , and w indicates the PT state for proton H 2 . In this notation, the ET state is denoted by 1 or 2, corresponding to the electron localized on its donor or acceptor, respectively, while the PT state is denoted by a or b, corresponding to the proton bonded to its donor or acceptor, respectively. The coordinates of the protons H 1 and H 2 are r p (1) and r p (2) , respectively. For simplicity, we define the notation r p ϵ(r p (1) ,r p (2) ). In this theoretical approach, the active electrons and the protons H 1 and H 2 are treated quantum mechanically.
The total charge density ii (r) for each VB state i may be calculated in terms of one-electron orbitals within the VB formulation described in Ref. 17 . Only four of the eight diagonal charge densities corresponding to the states depicted in Fig. 2 are linearly independent. The remaining four diagonal charge densities may be expressed as follows: 1bb,1bb ͑ r͒ϭ 1ba,1ba ͑ r͒ϩ 1ab,1ab ͑ r͒, 2ba,2ba ͑ r͒ϭ 1ba,1ba ͑ r͒ϩ 2aa,2aa ͑ r͒, ͑1͒ 2ab,2ab ͑ r͒ϭ 1ab,1ab ͑ r͒ϩ 2aa,2aa ͑ r͒, 2bb,2bb ͑ r͒ϭ 1ba,1ba ͑ r͒ϩ 1ab,1ab ϩ 2aa,2aa ͑ r͒, where 1aa,1aa ͑ r͒ϭ 1aa,1aa ͑ r͒, ͑2͒ ii ͑ r͒ϭ ii ͑ r͒Ϫ 1aa,1aa ͑ r͒ (iϭ1ba,1ab,1bb,2aa,2ba,2ab,2bb).
In the multistate continuum theory, the off-diagonal charge densities are neglected for simplicity. 17 The solvent is represented as a dielectric continuum characterized by the optical and static dielectric constants ⑀ ϱ and ⑀ 0 , respectively. In this paper the solvent polarization is divided into two parts, where the electronic polarization refers to the solvent response assumed to be instantaneous and the inertial polarization refers to the noninstantaneous solvent response ͑e.g., nuclear reorientation and translation͒. The Born-Oppenheimer approach is adopted for the separation of solvent and solute electronic time scales. In this approximation, 35 the solvent electrons are assumed to be infinitely fast on the time scale of the solute electrons.
For this eight-state VB model, the mixed electronic/ proton vibrational free energy surfaces are obtained as functions of three scalar solvent coordinates corresponding to the electron and two proton transfer reactions. Each scalar solvent coordinate represents the difference in interaction energy of the two VB states involved in the charge transfer reaction with the inertial polarization field ⌽ in (r) of the solvent. Thus,
These scalar solvent coordinates are analogous to the standard solvent coordinate used for the description of single charge transfer reactions. 36, 37 As proven in Ref. 17 , within the VB formulation the solvent coordinates corresponding to charge transfer to the other four VB states ͑i.e., 1bb, 2ba, 2ab, and 2bb) are linear combinations of these three solvent coordinates. This linear dependency arises from the relations among the densities of the VB states given in Eq. ͑1͒. For notational simplicity we define z p ϵ(z p1 ,z p2 ) and z ϵ(z p1 ,z p2 ,z e ).
The VB matrix corresponding to the free energy is
The first term is the product of the identity matrix I and the transformed self-energy of the solvent inertial polarization, which is expressed as
where the summation runs over valence bond states 1ba, 1ab, and 2aa, the truncated reorganization energy matrix t t Ј has dimensions 3ϫ3 corresponding to these three states, and (z p1 ,z p2 ,z e )ϵ(y 1ba Ј ,y 1ab Ј ,y 2aa Ј ). ͑The 1aa state is eliminated through a coordinate transformation and the 1bb, 2ba, 2ab, and 2bb states are eliminated due to the linear dependency among the solvent coordinates.͒ The inertial reorganization energy matrix elements t i j Ј (r p ) are defined as
where K in is the dielectric Green function 38 for the inertial response of the solvent. The second term H 0 (r p ) in Eq. ͑4͒ has matrix elements
where h 0 is the gas phase solute Hamiltonian and
is the electronic reorganization energy matrix element that accounts for the interaction of the solute with the electronic polarization of the solvent ͑within the Born-Oppenheimer approximation 35 ͒. Here K ϱ is the dielectric Green function for the electronic response of the solvent. The third term H int in Eq. ͑4͒ represents the interaction of the solute with the inertial polarization of the solvent and is a diagonal matrix with elements
Due to a coordinate transformation, the transformed selfenergy is the sum of the actual self-energy of the solvent inertial polarization and the interaction of the density of VB state 1aa with the inertial polarization of the solvent. Since this interaction is included in the transformed self-energy, it is not included in the third term of Eq. ͑4͒.
Typically PCET reactions involve electronically adiabatic proton transfer since the PT states are strongly coupled due to hydrogen bonding. For electronically adiabatic PT reactions, the number of VB states can be reduced to two by eliminating the excited electronic states corresponding to the PT reactions. This is achieved by transforming the electronic VB basis set depicted in Fig. 2 to another equivalent basis set in which the basis functions are the eigenvectors of the two (4ϫ4) blocks of the matrix H(r p ,z) in Eq. 4 corresponding to the VB states 1aa/1ba/1ab/1bb and 2aa/2ba/2ab/2bb, respectively. For electronically adiabatic PT the three excited electronic states for each block can be neglected, and the system can be described in the basis of the two wave functions corresponding to the lowest eigenvalue ͓E I (r p ,z p ) and E II (r p ,z p )͔ of each 4ϫ4 block:
͑11͒
Here r e denotes the electronic coordinates and i (r e ) is the wave function associated with VB state i. In this notation, I and II correspond to ET states 1 and 2, respectively. The matrix corresponding to the free energy in this new basis set is
where the coupling V(r p ,z p )ϭ͗⌿ I ͉h 0 ͉⌿ II ͘ between the two electronic states ⌿ I and ⌿ II is a linear combination of 16 off-diagonal elements of the gas phase Hamiltonian.
The proton vibrational states can be calculated for each of the two new basis states by solving the two-dimensional Schrödinger equation
where T p is the kinetic energy of the two protons and H JJ (r p ,z), JϭI,II are the diagonal elements of the (2ϫ2) matrix given in Eq. ͑12͒. ͓As discussed in Ref. 18 , the change in free energy H JJ (r p ,z) along the proton coordinates is similar to the change in potential energy along the proton coordinates if the r p dependence of the ii (r) is weak.͔ In this paper, Eq. 13 is solved numerically by expanding the vibrational wave functions in a grid basis set and implementing standard discrete Fourier grid techniques. 39 The resulting ET diabatic states are denoted ⌿ I (r e ;r p ,z p ) I (r p ;z) and ⌿ II (r e ;r p ,z p ) II (r p ;z) with corresponding free energies ⑀ I (z) and ⑀ II (z). Note that the ET diabatic free energy surfaces depend only on the three solvent coordinates.
We point out that z p1 and z p2 would be identical for a PCET system that is symmetric about a plane perpendicular to the plane of the proton transfer interface and oriented in the direction of proton transfer. In this case, the free energy surfaces would depend on only two solvent coordinates z e and z p1 . The VB matrix corresponding to the free energy would be of the same form as in Eq. ͑4͒ setting z p2 ϭz p1 in the third term and altering the self-energy term ͓given in Eq. ͑5͔͒ so that the summation includes only states 1ba and 2aa. ͑In general, the self-energy term includes only linearly independent solvent coordinates. 32 ͒ The procedure for calculating the two-dimensional ET diabatic free energy surfaces is the same as for the three-dimensional surfaces. As will be discussed below, although the PCET systems shown in Fig. 1 are not perfectly symmetric, we have found that the results are very similar for the two solvent coordinate and three solvent coordinate descriptions.
Reference 18 presents the derivation of a rate expression for PCET reactions involving electronically nonadiabatic ET. This derivation is based on the application of the Golden Rule to calculate the rate of nonadiabatic transitions from the free energy surfaces corresponding to the reactants ͑I͒ to those corresponding to the products ͑II͒. The derivation is valid for any number of PT states for each of the two ET states. The resulting rate expression ͑in the absence of intramolecular solute modes͒ is
͑14͒
The equilibrium free energy difference is defined as
and the reorganization energy is defined as
where z I and z II are the equilibrium solvent coordinates for states I and II, respectively. The coupling V is defined as
where the subscript p of the angular brackets indicates integration over both proton coordinates r p , and z p ‡ corresponds to the intersection point along the straight-line reaction path connecting the minima of the two surfaces. The quantity P I in Eq. ͑14͒ is the Boltzmann distribution function for the reactant state .
B. Calculation of input quantities
The input quantities required for the theory described above are the gas phase VB matrix elements and the solvent reorganization energy matrix elements.
Gas phase matrix elements
Implementing the empirical valence bond ͑EVB͒ approach, 40 the VB matrix elements of the gas phase Hamiltonian h 0 are approximated by standard molecular mechanical terms based on the 10-site model depicted in Fig. 3 . In this paper the diagonal matrix elements of the gas phase Hamiltonian are expressed as
where
is a Morse potential for an A-H bond,
is a repulsion term between non-bonded atoms A and H, and
is a Coulomb interaction potential between point charges for the 10-site model illustrated in Fig. 3 ͑where the summation is over sites k and l, q k i is the charge on site k for VB state i, and the prime on the summation indicates the exclusion of pairs bonded by a Morse potential͒. In all of these expressions R kl is the distance between sites k and l. In this paper the couplings between the VB states are assumed to be constant. The off-diagonal matrix elements representing firstorder couplings are defined as follows:
͓Note also that (h 0 ) i j ϭ(h 0 ) ji .] For simplicity, the remaining off-diagonal elements are assumed to be zero since they represent second-order or third-order couplings.
The parameters entering all of these molecular mechanical expressions were fit to the electronic structure calculations discussed below. The electronic structure calculations described in this paper were performed with GAUSSIAN 98. 41 
Solvation quantities
The outer-sphere reorganization energies were calculated with the frequency-resolved cavity model ͑FRCM͒ developed by Newton, Rostov, and Basilevsky. 30, 31 This approach allows for distinct effective solute cavities pertaining to the electronic and inertial solvent response. The cavities are formed from spheres centered on all of the atoms with additional spheres included for smoothing. The two effective radii for the solute atoms are defined as r ϱ ϭ r vdW and r in ϭr ϱ ϩ␦, where r vdW is the van der Waals radius, is a universal scaling factor, and ␦ is a constant specific to the particular solvent. Figure 4 depicts the two cavities for the systems studied in this paper. The sizes of the cavities are determined by the parameters ϭ0.9 and ␦ϭ2.1, where the value of ␦ is based on the relative volume of methylene chloride molecules to other solvent molecules for which ␦ was previously determined from experimental data. 31 The static and optical dielectric constants of methylene chloride at 298 K are ⑀ 0 ϭ8.93 and ⑀ ϱ ϭ1.875.
The inertial ͑or electronic͒ reorganization energy matrix element between VB states i and j is determined by calculating the interaction of the charge density of state i with the inertial ͑or electronic͒ polarization field caused by the dielectric continuum solvent response to the charge density of state j. In the FRCM method, the total polarization field ⌽ tot ( j) (r)
ϵK tot j j is calculated by solving the Poisson equation with ⑀ϭ1 for rV 1 , ⑀ϭ⑀ ϱ for rV 2 , and ⑀ϭ⑀ 0 for rV 3 .
͑Here K tot ϭK in ϩK ϱ is the dielectric Green function for the total response of the solvent.͒ The electronic polarization field ⌽ ϱ ( j) (r)ϵK ϱ j j is calculated by solving the Poisson equation with ⑀ϭ1 for rV 1 and ⑀ϭ⑀ ϱ for rV 2 
Since the reorganization energy matrix elements depend only very weakly on the proton coordinates for relevant proton positions, we calculated these matrix elements for a single proton configuration ͑i.e., with the protons at r p (1) ϭr p (2) ϭ0). The atomic charges defining the solute charge densities ii were calculated for only the 1aa, 1ba, 1ab, and 2aa VB states. These atomic charges were determined by performing CHELPG calculations 42 for the relevant electronic state with the protons in the equilibrium positions associated with the relevant proton transfer state. The charge densities for the other four VB states were defined in terms of these four charge densities using the identities in Eq. ͑1͒. Only the inertial reorganization energy matrix elements involving the 1aa, 1ba, 1ab, and 2aa are required for the self-energy given in Eq. ͑5͒. Since all diagonal electronic reorganization energy matrix elements are required within the BornOppenheimer approximation, 35 the diagonal electronic reorganization energy matrix elements for the 1bb, 2ba, 2ab, and 2bb states were calculated using the identities in Eq. ͑1͒.
III. RESULTS AND DISCUSSION
A. Calculation of input quantities
Gas phase quantities
The matrix elements of the gas phase Hamiltonian were fit to electronic structure calculations of the gas phase reaction complex. The geometries for both systems were obtained at the RHF/6-31G** level using the procedure described in Ref. 20 . All solute nuclei except the transferring protons were assumed to be fixed during the reaction. Although the inclusion of inner-sphere ͑solute͒ modes in the rate expression for PCET has been derived, for simplicity the inner-sphere reorganization is neglected in this paper.
We calculated the adiabatic energies with the stateaveraged CASSCF method at the 6-31G** level for a twodimensional grid corresponding to the two proton coordinates r p (1) and r p (2) depicted in Fig. 3 . Note that each proton coordinate is constrained to move along a one-dimensional grid spanning the region between the respective proton donor and acceptor. Thus, each axis of the two-dimensional proton grid corresponds to a one-dimensional proton coordinate. We obtained the initial molecular orbitals ͑MOs͒ for the CASSCF calculations by performing ROHF/6-31G** calculations for the doublet state with the protons located at each point along the two-dimensional proton coordinate grid. For DNOA, the active space in CASSCF was composed of two MOs localized on the acceptor site and one MO localized on the donor site. For DONA, one additional MO localized on the acceptor site was added to the active space. For both systems, only one unpaired electron ͑i.e., the active electron in the ET reaction͒ was included in the active space, so no correlation effects were taken into account. This simplification is partially justified by the fact that the highest doubly occupied MO for all grid points for both systems is well separated in energy from the lowest singly occupied active MO. The three lowest states for DNOA and the four lowest states for DONA were included in the state-averaging process for the CASSCF calculations.
These adiabatic electronic energy profiles were used to fit the parameters in the expressions given above for the gas phase Hamiltonian matrix elements. Since the CASSCF data is nearly symmetric with respect to the two proton coordinates, for simplicity we imposed this symmetry on the EVB potential. For the Coulomb interaction potential, the charges on the 10 sites were chosen to be consistent with the atomic charges calculated for the VB states with the CHELPG method. 42 The parameters for the Morse potential and the repulsion term were obtained from Ref. 40 . During the fitting procedure, the Morse parameters R AH 0 and the repulsion parameters D AH Ј were varied. Using an approximate version of the generalized Mulliken-Hush method, 43 the electronic coupling V ET was estimated to be ϳ0.5 kcal/mol for both the DNOA and DONA complexes. This coupling was refined during the fitting procedure to reproduce the splitting between the adiabatic states generated with the CASSCF method. In addition, the couplings V PT1 , V PT2 , and the ⌬ i parameters were varied. The values of the parameters for both DNOA and DONA are given in Tables I and II. A comparison of the electronic adiabatic states obtained from the CASSCF calculations and the eight-state EVB potential is provided in Figs. 5 and 6. For simplicity, these figures depict one-dimensional slices of the two-dimensional proton coordinate grid, where one proton coordinate is fixed. Note that each figure illustrates the adiabatic states generated along both r p (1) and r p (2) while the other proton coordinate is fixed. Figures 7 and 8 depict the EVB potential for the ground and excited adiabatic electronic states on the twodimensional proton coordinate grid.
We calculated the solvent reorganization energy matrix elements with the FRCM method using the cavities shown in Fig. 4 . As described in Ref. 20 , these solvent reorganization energy matrix elements may be used to calculate the free energy differences and the reorganization energies for pairs of solvated VB states. Table III presents these quantities for the DNOA and DONA systems within the eight-state VB model depicted in Fig. 2 . For both DNOA and DONA the transition from 1aa to 2bb is extremely high in energy. Thus, the only relevant product states are 2aa, 2ab, and 2ba. The transition 1aa→2aa corresponds to ET ͑where only the electron transfers͒, while the transitions 1aa →2ab and 1aa→2ba correspond to EPT ͑where the electron and one proton transfer͒. The free energy differences and reorganization energies are qualitatively different for the DNOA and DONA systems. For example, both ET and EPT are endothermic for DNOA and are exothermic for DONA. In addition, the free energy differences favor EPT for DNOA and favor ET for DONA. Furthermore, although the reorganization energies for ET are similar for the DNOA and DONA systems (ϳ14 kcal/mol͒, the reorganization energies for EPT differ considerably for the two systems. In particular, the reorganization energy is smaller for EPT than for ET in the DNOA system and is larger for EPT than for ET in the DONA system. Hence the reorganization energies favor EPT for the DNOA system and favor ET for the DONA system. To summarize, assuming a reactant state dominated by VB state 1aa, EPT is thermodynamically favored for the DNOA system, while ET is thermodynamically favored for the DONA system.
An additional complication arises for the DONA system since the 1ba and 1ab states are lower in energy than the 1aa state. As a result, a proton may transfer from the amidinium to the carboxylate upon photoexcitation of the electron from the ruthenium center to the ligand. If this proton transfer occurs prior to the transfer of the electron to the dinitrobenzene, the initial reactant state will be dominated by VB state 1ba or 1ab instead of 1aa. In this case, the free energy differences favor EPT for DONA ͑i.e., the transition 1ba→2aa or 1ab→2aa). Furthermore, as shown in Table  III , the reorganization energy for the transition 1ba→2aa is lower than that for 1ba→2ba, indicating that the reorganization energy also favors EPT. Thus, if the reactant state is dominated by VB state 1ba or 1ab, the EPT mechanism is thermodynamically favored for the DONA system.
B. Free energy surfaces
We calculated the mixed electronic/proton vibrational ET diabatic free energy surfaces using the methodology described above. These surfaces depend on three scalar solvent coordinates z p1 , z p2 , and z e . We found that the results are very similar when only two solvent coordinates (z p1 and z e ͒ are used to describe the free energy surfaces, despite the asymmetry of the system across the proton transfer interface. This phenomenon is due to the similiarity between the solute charge densities 1ba,1ba and 1ab,1ab ͑corresponding to the solute with either H 1 or H 2 transferred͒ for these systems. In this paper, the results are given for the formulation involving three solvent coordinates. Figure 9 depicts the ET diabatic surfaces along the straight line connecting the minima of the lowest reactant and product surfaces for the DNOA and DONA systems. The calculated rates and kinetic isotope effects are given in Table IV. The DNOA system illustrates a straightforward PCET reaction in which both the proton and electron transfer in the same direction. For this system, the lowest three reactant states are dominated by the 1aa VB state. The lowest two product states are dominated by the 2ab and 2ba VB states, respectively, and the third lowest product state is dominated by the 2aa VB state. ͑For all of these reactant and product states, the dominant VB state contributes more than 60%.͒ Figure 9͑a͒ indicates that the free energy barrier is lower for the EPT mechanism (1aa→2ab and 1aa→2ba) than for the ET mechanism (1aa→2aa). This relation is consistent with the free energy differences and solvent reorganization energies for DNOA given in Table III . As discussed in Ref. 21 , however, the overall mechanism for a PCET reaction is determined by a competition between the free energy barrier ͑which typically favors EPT͒ and the coupling ͑which typically favors ET͒. The larger coupling for ET than for EPT is due to the averaging of the coupling over the reactant and product proton vibrational wave functions, as given in Eq. ͑17͒. Figure 10 illustrates the two-dimensional proton vibrational wave functions corresponding to the minima of the lowest reactant surface and the three lowest product surfaces for the DNOA system. Note that the proton vibrational wave function corresponding to the lowest reactant surface, which is dominated by the 1aa VB state, is very similar to the wave function corresponding to the third lowest product surface, which is dominated by the 2aa VB state. Thus, the overlap between reactant and product proton vibrational wave functions is nearly unity for ET but is quite small for EPT. Our calculations indicate that the ET mechanism is dominant for the DNOA system ͑i.e., the larger coupling for ET overrides the lower free energy barrier for EPT͒. Specifically, the contributions to the overall rate by the product states dominated by 2ab, 2ba, and 2aa, respectively, are 1.3%, 1.2%, and 97.5%. Subsequent vibrational relaxation, however, would lead to an overall EPT mechanism.
The analysis of the DONA system is not as straightforward since the composition of the reactant state is ambiguous. The lowest two reactant states are dominated by the 1ab and 1ba VB states ͑with contributions from the dominant VB state of more than 60%͒, and the third reactant state has the largest contribution from the 1aa VB state ͑with a contribution from the 1aa VB state of only 37% due to substantial mixing with the 1ab and 1ba VB states͒. The minimum of the third reactant state is ϳ8 kcal/mol higher in energy than the minima of the lowest two reactant states. As mentioned above, these relative energies indicate that a proton may transfer from the amidinium to the carboxylate prior to the transfer of the electron to the dinitrobenzene, corresponding to the transition 1aa→1ba or 1aa→1ab. Since the relative timescales of these events is unknown, we calculated the rate from each of the three lowest reactant states. The lowest 12 product states contributed significantly to the overall rate. The lowest four product states are dominated by the 2aa VB state ͑with contributions from the dominant VB state of more than 60%͒, while the higher product states are mixtures of the 2aa, 2ba, and 2ab VB states. The product state with the greatest contribution to the rate is the seventh lowest state if the reactant is dominated by VB state 1ab or 1aa and the eighth lowest state if the reactant is dominated by VB state 1ba. These higher states dominate due to a smaller free energy barrier for reaction ͑since the lowest few product states are in the inverted Marcus region 44 ͒, in conjunction with substantial overlap of the reactant and product proton vibrational wave functions resulting from mixing of the VB states in both reactant and product states. Since these high product states are mixtures of VB states, the mechanism is a mixture of ET and EPT for all three reactant states. Subsequent vibrational relaxation, however, would result in an overall ET mechanism.
Table IV presents the rates and kinetic isotope effects calculated for the DNOA and DONA systems. Note that the quantitative results are not directly related to the experimentally measured rates since the ruthenium has been neglected in our calculations. ͑The presence of the ruthenium would significantly impact the free energy differences among the VB states.͒ Nevertheless, the calculated rates are consistent with the experimental result indicating that the PCET reaction is much faster in DONA than in DNOA. This difference between the rates for the two systems is illustrated by the free energy surfaces in Fig. 9 , which indicate the following: ͑1͒ the reaction is endothermic for DNOA and exothermic for DONA; ͑2͒ the activation free energy barriers are lower for DONA than for DNOA; and ͑3͒ more product states contribute to the overall rate for DONA than for DNOA. Our studies suggest that these differences arise mainly from the opposite direction of the dipole moments for the two proton transfer interfaces. The direction of this dipole moment determines the relative energies of the VB states. Specifically, the opposite dipole moments cause the reaction in DNOA to be endothermic while the reaction in DONA is exothermic. The moderate kinetic isotope effects for both systems are due to the dominant contributions to the overall rate from vibrationally excited product states involving significant 2aa character. As discussed in Ref. 21 , neglecting changes in the free energy differences, the kinetic isotope effect is approximately proportional to the ratio of the square of the coupling for hydrogen to that for deuterium. Moreover, since the coupling is averaged over the reactant and product vibrational wave functions, the kinetic isotope effect is related to the ratio of the square of the overlap of the reactant and product vibrational wave functions for hydrogen to that for deuterium. When the reactant state is predominantly 1aa character and the relevant product states involve significant 2aa character, the overlap of the reactant and product vibrational wave functions is similar for hydrogen and deuterium, leading to a moderate kinetic isotope effect.
We compared these results, which were obtained from calculations including both possible proton transfer reactions at the interface, to results obtained from calculations including only a single possible proton transfer reaction at the interface. In Ref. 20 , the same systems were studied with a four-state VB model treating only one of the hydrogen nuclei at the salt bridge interface quantum mechanically. In these previous studies, the solvent reorganization energy matrix elements were calculated with a simple ellipsoidal model rather than the more accurate FRCM method used for the calculations in the present paper. Although the orderings of the reactant and product states from these previous studies are the same as those in the present calculations, the free energy surfaces exhibit qualitative differences due to the different treatment of the solvation. For a more meaningful comparison, we calculated the free energy surfaces with a four-state VB model treating only one of the hydrogen nuclei at the interface quantum mechanically while calculating the solvent reorganization energy matrix elements with the FRCM method. The four-state VB model used for these calculations is identical to the eight-state VB model used in this paper except that the parameters ⌬ i were modified to account for the different number of states. Although the free energy FIG. 10 . The two-dimensional proton vibrational wave functions corresponding to the lowest reactant state and the three lowest product states dominated by the ͑a͒ 1aa, ͑b͒ 2ab, ͑c͒ 2ba, and ͑d͒ 2aa VB states for the DNOA system. surfaces obtained from these calculations are not shown in this paper, they are qualitatively similar to those shown in Fig. 9 . The main difference is the presence of nearly degenerate surfaces in the eight-state VB model due to the two possible proton transfer reactions. For example, for the DNOA system, the lowest two product states in Fig. 9 are nearly degenerate ͑and are dominated by the 2ab and 2ba VB states, respectively͒. When only one possible proton transfer reaction is included in the four-state VB model, only one of these two product states exists. This difference in the number of product states influences the overall rate due to the summation over product states in the rate expression. In addition, the use of two-dimensional rather than onedimensional proton vibrational wave functions leads to quantitative differences in the free energy barriers and couplings and hence in the overall rates. We found that these effects change the rates by a factor of ϳ5 for the DNOA system and a factor of ϳ3 for the DONA system.
IV. CONCLUSIONS
In this paper we presented a theoretical formulation for electron transfer coupled to the motion of multiple protons. When the electron transfer is coupled to the motion of N protons, the solute is described by a 2
Nϩ1 -state VB model. The N protons are represented as quantum mechanical vibrational wave functions in a way that includes correlation between them. The mixed electronic/proton vibrational free energy surfaces depend on Nϩ1 collective solvent coordinates corresponding to the electron and N proton transfer reactions. In this theoretical formulation, PCET reactions are described in terms of nonadiabatic transitions from the free energy surfaces corresponding to the reactant ET state to those corresponding to the product ET state. The analytically derived rate expression for PCET depends on the couplings, free energy differences, and reorganization energies between pairs of free energy surfaces. The input quantities required to calculate the free energy surfaces and rates are the gas phase VB Hamiltonian matrix elements and the solvent reorganization energy matrix elements.
We applied this theory to PCET through amidiniumcarboxylate salt bridges. In this case, the electron transfer reaction is coupled to the motion of two protons at the amidinium-carboxylate interface. The solute is described with an eight-state VB model, and the protons are represented as two-dimensional vibrational wave functions. In our studies, the gas phase VB Hamiltonian matrix elements were represented as parametrized molecular mechanical terms fit to electronic structure calculations. The solvent reorganization energy matrix elements were calculated with the recently developed FRCM method.
We found that the rate for the donor-͑amidinium-carboxylate͒-acceptor ͑DNOA͒ system is substantially slower than the rate for the donor-͑carboxylate-amidinium͒-acceptor ͑DONA͒ system. This trend is consistent with the experimental data for photoinduced PCET in analogous systems. 23 Our calculations indicate that this difference in rates is due mainly to the opposite dipole moments at the proton transfer interfaces for the two systems. The dipole moment at the salt bridge significantly influences the relative energies of the VB states. As a result, the reaction is endothermic for DNOA and exothermic for DONA, and the barriers are substantially smaller for DONA than for DNOA. The kinetic isotope effects for both systems are between 1.6 and 2.8. These moderate kinetic isotope effects are due to the dominance of vibrationally excited product states, leading to significant overlap between the reactant and product vibrational wave functions.
These calculations also provide insight into the mechanisms for both systems. For the DNOA system, our calculations indicate that the dominant mechanism is single ET, so both protons remain on the amidinium. Although the EPT mechanism ͑involving the transfer of an electron and a proton͒ is thermodynamically favorable, the single ET mechanism dominates due to the relatively small overlap of the reactant and product proton vibrational wave functions for the EPT mechanism. Subsequent vibrational relaxation, however, would result in an overall EPT mechanism for the DNOA system. For the DONA system, our calculations suggest that one proton may transfer to the carboxylate prior to electron transfer. Whether or not this proton transfer occurs, the mechanism for the DONA system is a mixture of ET and EPT due to the dominance of vibrationally excited product states that are mixtures of the product VB states. Subsequent vibrational relaxation, however, would result in an overall ET mechanism for the DONA system.
The quantitative comparison between theory and experiment for PCET through amidinium salt bridges has been problematic due to the presence of the ruthenium center in the experimentally studied systems. 23 ͑Accurate electronic structure calculations on large systems involving ruthenium are difficult.͒ The application of the pulsed radiolysis technique to PCET systems without transition metal centers, however, may allow a quantitative comparison between theory and experiment. The theoretical calculations presented in this paper could aid in the design of PCET systems for pulsed radiolysis experiments. For example, the EPT mechanism is expected to become more dominant for DNOA systems as the proton transfer distance is decreased, leading to greater overlap of the reactant and product proton vibrational wave functions. Moreover, substituents on the electron donor and acceptor may be added to provide further stabilization of the product for EPT relative to that for ET.
In addition to assisting in the design of PCET systems, our theoretical calculations provide predictions of trends in the rates and kinetic isotope effects through the variation of solute and solvent properties. 21 For example, the theory implies that the deuterium kinetic isotope effect for the EPT mechanism will increase as the separation of the vibrational wave functions increases ͑leading to smaller overlap between the reactant and product vibrational wave functions͒. Hence, the kinetic isotope effect is expected to increase as the proton transfer distance increases ͑until the proton no longer transfers͒ and as the electron transfer distance decreases. Moreover, the overall rate is expected to increase as the solvent polarity decreases and as the proton and electron transfer distances decrease. The amidinium-carboxylate salt bridge systems are ideal for testing these predicted trends.
