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Abstract
The replicator equation is one of the fundamental tools to study evolutionary dynamics
in well-mixed populations. This paper contributes to the literature on evolutionary
graph theory, providing a version of the replicator equation for a family of connected
networks with communities, where nodes in the same community have the same
degree. This replicator equation is applied to the study of different classes of games,
exploring the impact of the graph structure on the equilibria of the evolutionary
dynamics.
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Introduction
Evolutionary game theory stems from the field of evolutionary biology, as an application
of game theory to biological contests, and successively finds applications in many other
fields, such as sociology, economics and anthropology. The range of phenomena studied
using evolutionary games is quite broad: cultural evolution (Cavalli-Sforza and W 1981),
the change of behaviours and institutions over time (Bowles et al. 2003), the evolution of
preferences (Bowles 2010) or language (Nowak 2000), the persistence of inferior cultural
conventions (Bowles and Belloc 2013). A particularly vaste literature investigates the evo-
lutionary foundations of cooperation (Bowles 2004; Bowles et al. 2004; Doebli et al. 2004)
just to name a few. For an inspiring exposition of evolutionary game theory applications
to economics and social sciences see (Bowles 2006).
One of the building blocks of evolutionary game theory is that fitness (a measure of
reproductive success relative to some baseline level) of a phenotype does not just depend
on the quality of the phenotype itself, but on the interactions with other phenotypes in
the population: fitness is hence frequency dependent (Nowak 2006a), and as strategies
are the manifestation of individuals’ genetic inheritance, individuals are characterised by
a fixed strategy throughout their lifetime. The payoffs of the game are in terms of fitness,
so if a trait offers an evolutive advantage over another, this means a better fitness for the
individual who has inherited that trait. The dynamics resulting from interactions between
individuals carrying different traits capture the process of natural selection: the strategy
(phenotype, cultural trait) that performs better gives an advantage in term of reproduc-
tive success, hence it will reproduce at a higher rate and eventually take over the entire
population (Nowak 2006a).
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Early models of evolutionary dynamics assume well-mixed population, ignoring the
relational structure that constrains interactions between agents. The study of evolution-
ary dynamics on structured population is the subject of interest of evolutionary graph
theory, introduced by (Lieberman et al. 2005). In this framework agents are placed on a
network and play the game with their next neighbours, and the least successful (in terms
of fitness) are replaced by their most successful neighbours’ offsprings. Evolutionary
dynamics on graphs has been applied extensively to the study of cooperation (Santos et
al. 2006; Ohtsuki and Nowak 2006; 2008; Allen et al. 2017) showing that there are radical
differences with the case of a well-mixed population, and that the success of coopera-
tion depends crucially on the underlying network structure. Analytical results have been
derived for evolutionary games on regular networks (Ohtsuki et al. 2005; Ohtsuki and
Nowak 2006; Taylor et al. 2007) while more realistic complex networks have been investi-
gated through computer simulations (Maciejewski et al. 2014). This work is an extension
of (Cassese 2017), where I studied cooperation on a family of graphs characterised by
degree-regular communities, proving that the relation between the structure of the pop-
ulation and the cost of cooperation determines the nature of equilibria for a Prisoner’s
dilemma game. In this paper I briefly present the replicator equation for graphs on regular
communities, and an algorithm to generate graphs in this family, as well as its application
to the Prisoner’s Dilemma as already in (Cassese 2017). In addition to the previous version
of this work here I study other classes of games under the replicator dynamics, namely
Hawk-Dove and Cooperation games, exploring how the network impacts the equilibria
compared to the mean-field case.
Replicator equation on regular graphs
The Replicator Equation in its mean-field version studies frequency dependent selection
without mutation in the deterministic limit of an infinitely large well-mixed population
(Nowak 2006a). Take an evolutionary game with n strategies and a payoff matrix, where
πij denotes the payoff of strategy i against strategy j. Call xi the frequency of strategy i,
where
∑
i∈n xi = 1, the fitness of strategy i is fi =
∑
j∈n xjπij, and φ =
∑
i∈n xifi the
average fitness of the population, then the replicator equation is:
x˙i = xi(fi − φ) for i ∈ n (1)
If the population structure is a regular network of degree k, under weak selection the
replicator equation obtained with pair approximation (for details on the method see
(Matsuda and et al 1992)) is (Ohtsuki and Nowak 2006):
x˙i = xi
⎡
⎣
n∑
j=1
xj(πij + bij(k,)) − φ
⎤
⎦ (2)
where bij depends on the degree of the network, k, the payoff matrix  and the updating
rule. (Ohtsuki and Nowak 2006) derive bij under three updating rules:
Birth-Death: An individual is chosen for reproduction with probability proportional
to fitness. The offspring replaces one of the k neighbour chosen at random.
Death-Birth: An individual is randomly chosen to die. One of the k neighbours
replaces it with probability proportional to their fitness.
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Imitation: An individual is randomly chosen to update her strategy. She imitates one
of her k neighbours proportional to their fitness.
The corresponding bijs are:
Birth-Death: bij = πii + πij − πji − πjjk − 2
Death-Birth: bij = (k + 1)πii + πij − πji − (k + 1)πjj
(k + 1)(k − 2)
Imitation: bij = (k + 3)πii + 3πij − 3πji − (k + 3)πjj
(k + 3)(k − 2)
(3)
Hence bij captures local competition on a graph taking account of the gain of ith strategy
from i and j players and the gains of jth strategy from i and j players (Nowak et al. 2010).
The derived equation is a very good approximation for infinitely large regular graphs with
negligible clustering (absence of clustering is the basic assumption behind the moment
closure in pair approximation) and provides an easy-to-deal-with differential equation
that can be computed at least numerically.
Replicator equation on networks with degree regular communities
In this section I present the extension of the replicator equation to a more complex
family of graphs, where nodes can have different degrees. First I define a family of
connected graphs (which I callmulti-regular graphs) where nodes are clustered in degree-
homogeneous communities, such that most of the connections are between same-degree
nodes, and few edges connect communities with different degrees. Hence an algorithm to
create such networks is proposed, and finally the replicator equation for these networks
is introduced.
The definition of the class of multi-regular graphs is motivated by the necessity to have
more realistic network structures and at the same time preserving analytical tractability.
The homogeneous structure of regular graphs, where all nodes have the same number
of neighbours, makes them poorly representative of real world heterogeneous networks
(Strogatz 2001). Real world networks are typically characterised by small-world proper-
ties (Watts and Strogatz 1998) and scale-free distributions (Barabasi AL 1999), and regular
networks fail to satisfy both characteristics: they may have a high clustering coefficient,
but usually have large number of hops between pairs of nodes (so they are not small-
world), and they trivially are not scale-free, as every node has the same degree. These
differences are not without consequences for the dynamics, hence predictions made on
regular network models result incorrect if applied to real networks. A standard example
can be found in epidemic models: while on regular networks an infection persists if the
transmission rate is beyond a finite epidemic threshold, on scale-free networks there is no
epidemic threshold, hence infections can spread and persist independently of their trans-
mission rate (Pastor-Satorras and Vespignani 2001). Degree heterogeneity also impacts
evolutionary dynamics, and higher heterogeneity has been shown to favour cooperation
over defection (Santos et al. 2006). The family of multi-regular graphs is a better represen-
tation of real world networks than regular graphs because it allows degree heterogeneity,
and at the same time, their local homogeneity allows to derive an analytic expression for
the replicator dynamics. Moreover the numerical simulations suggest (but we have no
proof) that even if the real population is not structured in degree-regular communities,
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the replicator dynamics on a multi-regular graph with the same degree distribution of the
real population is not far from the dynamics on the real population most of the times.
Multi-regular graphs
Definition 1 A multi-regular graph G is a connected graph partitioned into m degree-
homogeneous communities Cik, i = {1, . . . ,m}, where each node in community Cik has
degree k, and k ≥ 3. In each community Cik the number of nodes ni is at least k+1, and nik
must be even. Moreover, the number of connections between different communities must be
even.
Definition 2 For each community Cik, call interior those nodes which neighbourhood is
entirely contained in the community, and frontier those which have at least one neighbour
in a different community.
Notice that we require ni ≥ k + 1 to ensure the existence of a regular graph of degree
k on ni nodes, and that we require an even number of edges between nodes in Cik and
nodes outside said community to guarantee that each node in Cik has degree k. To provide
intuition, consider we want a multi-regular graph with two communities of degree k1 and
k2 respectively, and we start with two disconnected regular components of degree k1 and
k2. If we connect the two components by adding an edge between them, then the two
frontier nodes will have degree k1 + 1 and k2 + 1 respectively, violating the condition for
being in a degree-homogeneous community. If for each of the two frontier vertices we
erase one edge other than the one connecting them, then there will be two other nodes
(one for each community) violating that condition, as those will now have degree k1 − 1
and k2−1 respectively. If we connect these two nodes then regularity condition is restored.
Notice also that the definition of multi-regular graph implies that theminimal community
size is 4, but we are never going to consider such small communities in this work, as the
replicator equation provided is a good approximation for large graphs (with at least 105
nodes).
Generating a randommulti-regular graph
Here I propose an algorithm to generate a multi-regular graph on n nodes knowing the
degree distribution P(k), based on the Pairing model. Assume that the number of nodes
with degree k, nk is given by the nearest even integer [nP(k)], and that each community
has a fraction r of its connections between interior nodes. The algorithm goes as follows:
1 generate
∑
k nkk points.
2 divide the points in nk buckets in this way:
(a) take nk points and put each in a different bucket.
(b) add k − 1 points to each of these buckets.
(c) repeat the procedure for all different k, such that for all degrees k there
will be nkP(k) buckets with k points each.
3 take a random point, say it is in a bucket with k points
4 join it with probability r to a random point in one of the nkP(k) buckets with k
points, and with probability 1 − r to any of the other points at random.
5 continue until a perfect matching is reached.
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6 collapse the points, so that each bucket maps onto a single node and all edges
between points map onto edges of the corresponding nodes.
7 check if the obtained graph is simple (e.g. it has no loops or multiple edges).
Replicator equation onmulti-regular graphs
On each of the regular communities taken in isolation, under the assumption that local
dynamics are only affected by the strategies of players’ immediate neighbours (so if
clustering is negligible), the replicator dynamics is well approximated by the equation
presented in the previous section. Provided that the fraction of connections between dif-
ferent communities is low, and that the number of nodes in each community is large, the
global dynamics on a graph with regular communities is given by:
x˙s = xs
⎛
⎝fs +
∑
ki≥3
∑
j
xjbij(ki,)P
[
Cki
] − φ
⎞
⎠ (4)
where ki is the degree of nodes inside community i and P
[
Cki
]
is the probability that a
node is in a community with degree ki, or the fraction of nodes in a community with
degree ki, so that the global dynamic is a weighted average of the local dynamics on each
community (Cassese 2017).
Prisoner’s dilemma
Prisoner’s Dilemma is one of the benchmark games for the study of cooperation (Doebli et
al. 2004; Lieberman et al. 2005; Ohtsuki et al. 2005; Nowak 2006b; Axelrod and Hamilton
1981). It is a symmetric game in two strategies, Cooperate and Defect as can be seen in
Table 1, with one strictly dominant strategy, Defect, which is the only strict Nash Equi-
librium and so the only evolutionary stable strategy in the mean-field dynamics. It has
already been shown that if the structure of the population is taken in consideration then
there can be instances when cooperation prevails, for example (Ohtsuki and Nowak 2006)
show that, in regular graphs with death-birth updating, if b/c > k, where k is the degree
of the graph, cooperation prevails over defection, and similarly for Imitation updating
this happens if b/c > k + 2. Under birth-death updating they find that defection always
prevails.
On a graph with regular communities similar conditions for the prevalence of coop-
eration can be found, namely under birth-death updating defection is always the only
evolutionary stable strategy, for death-birth cooperation prevails if:
b
c >
∑
ki
kiP
[
Cki
]
(5)
analogously for imitation, cooperation prevails if:
b
c >
∑
ki
(ki + 2)P
[
Cki
]
(6)
Table 1 Prisoner’s dilemma
C D
C b − c −c
D b 0
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Fig. 1 Probability colour map. Each point in the simplex represent a probability triple given by barycentric
coordinates, and each point is mapped to a colour. In a graph with three regular communities, each
coordinate represent the probability for a node of being in the corresponding community, where red is
k = 3, blue k = 4 and green k = 5 for the Prisoner’s dilemma and Coordination games and k = 7 in the
Hawk-Dove game
Notice that the above conditions say that the benefit-cost ratio sufficient to sustain
cooperation in equilibrium increases with average connectivity in a graphs with regu-
lar communities. These conditions are sufficient but not necessary, as I proved in more
details in (Cassese 2017), given that the true benefit-cost thresholds that promote coop-
erations under the two different mechanisms are bounded above by
∑
ki kiP
[
Cki
]
and
∑
ki(ki + 2)P
[
Cki
]
respectively, so a graph with regular communities and degree dis-
tribution P(k) is more favourable to cooperation than a graph with the same degree
distribution where the communities are disconnected, so that the graph has as many con-
nected components as the number of communities. Comparing the difference between
the bounds and the true thresholds numerically, it appears that this difference is always
greater for imitation than birth-death, meaning that imitation promotes cooperation
more than birth-death for the Prisoner’s dilemma. In (Cassese 2017) I also show that there
can be cases where cooperation and defection coexist, so there is a stable mixed equilib-
rium. Using a colour map like in Fig. 1, this case can be seen in Fig. 2 where cooperation
levels in equilibrium for a graph with three communities (degree 3, 4 and 5 respectively)
are reported for a benefit-cost ratio of 10/3: when average degree is less than 10/3 coop-
eration prevails, and for values of the average connectivity around 10/3 there are few
mixed-equilibria.
Hawk-Dove game
The Hawk-Dove game (or snowdrift) has also extensively been used to study cooperation.
The game describes a situation where two players engage to gain a prize b, and they can
either choose to fight to take it all for themselves or to share it with the opponent. Hawks
are assumed to be confrontational, they always fight; the cost of losing a fight is c: if two
Cassese Applied Network Science  (2018) 3:29 Page 7 of 14
Fig. 2 Prisoner’s dilemma, death-birth Fraction of cooperators in equilibrium as the graph structure change.
The graph has three communities, k = 3, k = 4, k = 5. The benefit-cost ratio is b/c = 10/3, so when average
degree is more than 10/3 defection prevails. The plot also shows few cases where cooperators and defectors
coexist in equilibrium
hawks face each other they will get an expected payoff of (b − c)/2. Doves are peaceful, if
facing an aggressive hawk they will just leave, getting a payoff of 0 and leaving all the prize
to their opponent, while if theymeet another dove they will equally share the prize, getting
b/2 each. The payoffs structure is described by Table 2 where is assumed that c > b.
This game has a similar structure to the Prisoner’s Dilemma, as both parties have incen-
tive to defect and fight to obtain a higher payoff, but a reciprocal aggressive behaviour is
detrimental (in expectation) for both. While the Prisoner’s dilemma has a unique dom-
inant strategy, which is mutual defection, Hawk-Dove has two Nash equilibria in pure
strategies, namely (Hawk, Dove) and (Dove, Hawk), and one equilibrium in mixed strate-
gies, (Hawk, Dove) = (b/c, 1 − b/c). The mixed strategy corresponds to the Evolutionary
Stable Strategy in a mean-field evolutionary game, where the equilibrium frequency of
hawks is equal to b/c. The equilibrium where everybody in the population is a dove is
unstable as long as b > 0, so cooperation will never prevail in the mean-field case.
Let us first study the game on a regular graph of degree k under the three dif-
ferent updating mechanisms. The stable equilibrium under death-birth is x∗d =(
bk2 − bk − ck2 + c) /c (−k2 + k + 2), where x∗d < 1 when c/b < k(k − 1)/(k + 1). It
is easy to check that the equilibrium level of cooperation on a regular graph is greater
than the equilibrium in the mean-field case when c/b > 2/(k + 1), which means that a
regular graph always favours cooperation over defection, and the same holds for graphs
Table 2 Hawk-Dove
H D
H (b − c)/2 b
D 0 b/2
Here b < c
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with regular communities. Computing the equilibria for imitation updating, we can see
that the stable equilibrium is
[
b
(−k2 − k) + c (k2 + 2k − 3)] / [c (k2 + k − 6)], which is
a non-degenerate mixed equilibrium when c/b < k(k + 1)/(k + 3) and it is greater than
the mean-field when c/b > 6/(k + 3) which again always holds for k ≥ 3 on both regular
graphs, and graphs with degree regular communities.
The fixed point x∗d = 1 is locally stable when dx˙ddxd
∣
∣
xd=1 < 0, so by studying the sign of
dx˙d
dxd
∣
∣
xd=1 it is easy to determine the conditions under which doves dominate over hawks,
who become extinct.With birth-death updating we have that cooperation is a stable point
of the dynamics when c/b > k in the case of regular graph, and on a graph with regular
communities this is true when:
c
b >
∑
i P
[
Cki
]
ki
∏
j =i(kj − 2)
∑
i P
[
Cki
]∏
j =i(kj − 2)
(7)
The right-hand side of (7) is bounded above by
∑
i P
[
Cki
]
ki if the numerator of their
difference is non-negative, as the denominator
∑
i P
[
Cki
]∏
j =i(kj − 2) is always positive.
This reads:
[
∑
i
P
[
Cki
]
ki
]⎡
⎣
∑
i
P
[
Cki
]∏
j =i
(kj − 2)
⎤
⎦ −
∑
i
P
[
Cki
]
ki
∏
j =i
(kj − 2) ≥ 0 (8)
(8) can be rewritten as :
∑
i,j
P
[
Cki
]
P
[
Ckj
] ∏
l =i,j
(kl − 2)(ki − kj)2 ≥ 0 (9)
which is always true as ki ≥ 3 for all i. So
c
b >
∑
i
P
[
Cki
]
ki (10)
is a sufficient condition for doves to prevail.
With death-birth updating doves prevail when c/b > k(k−1)/(k+1) for regular graphs,
while for a graph with regular communities dx˙ddxd
∣
∣
xd=1 < 0 when:
c
b >
∑
i P
[
Cki
]
ki(ki − 1)∏j =i(kj − 2)(kj + 1)
∑
i P
[
Cki
]
(ki + 1)∏j =i(kj − 2)(kj + 1)
(11)
to prove that (11) is bounded above by
∑
i
ki(ki−1)
ki+1 P[Cki ] is sufficient to prove that:
∑
i
⎡
⎣P
[
Cki
]
(ki − 1)
∏
j =i
(kj + 1)
⎤
⎦
⎡
⎣
∑
i
P
[
Cki
]
(ki + 1)
∏
j =i
(kj − 2)(kj + 1)
⎤
⎦−
∑
i
P
[
Cki
]
ki(ki − 1)
∏
j =i
(kj − 2)(kj + 1) ≥ 0
(12)
(12) is the numerator of the difference between
∑
i
ki(ki−1)
ki+1 P
[
Cki
]
and (11), and the
denominator
∑
i P
[
Cki
]
(ki + 1)∏j =i(kj + 1)(kj − 2) is always positive.
∑
i,j∈C(n,2)
P
[
Cki
]
P
[
Ckj
]
(ki − kj)2(kikj + ki + kj − 1)
∏
l =i,j
(kl − 2)(kl + 1) ≥ 0 (13)
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whereC(n, 2) is the set of 2-combinations of the n indices. Equation (16) is never less than
zero as ki ≥ 3 for all i, hence:
c
b >
∑
i
ki(ki − 1)
ki + 1 P
[
Cki
]
(14)
An example of how the fraction of cooperators in equilibrium depends on the interac-
tion structure can be seen in Fig. 3.
Analogously for imitation updating cooperation prevails for c/b > k(k + 1)/(k + 3) on
regular graphs. On graphs with degree regular communities dx˙ddxd
∣
∣
xd=1 < 0 when:
c
b >
∑
i P
[
Cki
]
ki(ki + 1)∏j =i(kj − 2)(kj + 3)
∑
i P
[
Cki
]
(ki + 3)∏j =i(kj − 2)(kj + 3)
(15)
again to prove that (15) is bounded above by
∑
i
ki(ki+1)
ki+3 P
[
Cki
]
it suffices to show that
the numerator of the difference between
∑
i
ki(ki+1)
ki+3 P
[
Cki
]
and (15) is non-negative, as
the denominator
∑
i P
[
Cki
]
(ki+3)∏j =i(kj+4)(kj−2) is always positive. The numerator
of the difference is:
∑
i,j∈C(n,2)
P
[
Cki
]
P
[
Ckj
]
(ki − kj)2(kikj + 3ki + 3kj + 3)
∏
l =i,j
(kl − 2)(kl + 3) ≥ 0 (16)
where C(n, 2) is the set of 2-combinations of the n indices as above. Clearly (16) is always
non-negative as ki ≥ 3 for all i. Hence a sufficient condition for doves to prevail with
Fig. 3 Hawk-Dove, death-birth. Fraction of cooperators for the Hawk-Dove game as the graph structure
change. The three communities here have degree k = 3, k = 4, k = 7, and c/b = 3/8. The black triangle is
the level of cooperation in the mean-field case, at x∗ = 5/8. When ∑i ki(ki−1)(ki+1) > 8/3 cooperation prevails,
while for all other cases hawks and doves coexist in equilibrium, with a minimum level of cooperation when
the graph is 5-regular
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imitation updating is:
c
b >
∑
i
ki(ki + 1)
ki + 3 P
[
Cki
]
(17)
In conclusion reaching cooperation in a Hawk-Dove game on graphs with regular com-
munities is easier than in a corresponding graph with disconnected regular components,
in the sense that cooperation is sustainable with a lower relative cost of the aggres-
sive behaviour. Moreover numerical simulations show that, if we compare the distance
between the bounds and the true thresholds, we can see that this distance is always greater
for imitation, meaning that imitation promotes cooperation more than the other two
mechanisms, as it is the case for Prisoner’s dilemma as well.
Coordination game
A coordination game is a two-strategies game with the payoff structure given in Table 3
where a > c and d > b.
The game describes a coordination problem between two individuals, who could coor-
dinate on an action A that is more beneficial for both if done together, but detrimental
if done on one’s own. This game has two Nash equilibria in pure strategies (both A and
B), and when a + b < c + d B is risk dominant, as it has the largest basin of attraction,
while if a > d, A is Pareto-efficient as it yields a higher payoff for both. Consider the case
where b = 0, c = 1, d = 2 and 1 < a < 3. In the mean-field case there is an unstable
equilibrium at x∗a = 2/(1+ a), while both A and B are stable. Under birth-death updating
on regular graphs the basin of attraction of strategy B is always larger than in the mean-
field case, and this naturally extends to graphs with regular communities, as can be seen
in Fig. 4. Under death-birth updating (Ohtsuki and Nowak 2006) show that for a regu-
lar graph with degre k, if a > (3k + 1)/(k + 1) then A is both payoff and risk dominant,
while the same holds for imitation updating if a > (3k + 7)/(k + 3). I find an analogous
condition for the coordination game on graphs with regular communities, namely
a >
2
∏
i(ki + 1)(ki − 2) +
∑
i P
[
Cki
] (
2k2i − 1
)∏
j =i(kj + 1)(kj − 2)
∑
i P
[
Cki
]
(ki + 1)∏j =i(kj + 1)(kj − 2) − 2
∏
i(ki + 1)(ki − 2)
(18)
for death-birth updating. It can be shown numerically that (18) is bounded above by
∑
i
3ki+1
ki+1 P
[
Cki
]
, so a sufficient condition for A to be both payoff and risk dominant is:
a >
∑
i
3ki + 1
ki + 1 P
[
Cki
]
(19)
while for imitation updating this is true when:
a >
∑
i P
[
Cki
] (
4k2i + 8ki − 6
)∏
j =i(kj + 3)(kj − 2) −
∏
i(ki + 3)(ki − 2)
∑
i P
[
Cki
]
(2ki + 6)∏j =i(kj + 3)(kj − 2) +
∏
i(ki + 3)(ki − 2)
(20)
Table 3 Coordination game
A B
A a b
B c d
Here a > c and d > b
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Fig. 4 Coordination game, birth-death. The graph has three communities, respectively of degree k = 3,
k = 4, k = 5, colours represent the position in the probability simplex above, hence the triple (P3, P4, P5)
reporting the probability a node is in each of the three communities. The coloured surface represents the
separation between the basins of attraction, where the volume above the surface is the basin of A and that
below is the basin of B. The light-blue plane is the set of points where the two basins are equal. For
birth-death the basin of attraction of B is always larger than that of A, so risk-dominance is favourite
again it can be shown numerically that (20) is bounded above by
∑
i
3ki+7
ki+3 P
[
Cki
]
, so a
sufficient condition for A to be both payoff and risk dominant with imitation updating is:
a >
∑
i
3ki + 7
ki + 3 P
[
Cki
]
(21)
Figures 5, 6 show the basin of attraction on a graph with three communities for death-
birth updating and imitation updating respectively, as a function of a and average degree.
When a is sufficiently large the strategy A has the larger basin of attraction, so Pareto-
efficiency is favoured over risk-dominance for birth-death and imitation.
Discussion
In this paper I presented an extension of my previous work (Cassese 2017), providing
a version of the replicator equation for a family of graphs characterised by degree-
regular communities. As examples of possible application of this equation, here I study
the evolutionary dynamics of three game classes: Prisoner’s dilemma, Hawk-Dove and
Coordination games. It is shown that graphs with degree-regular communities promote
cooperation both in the Prisoner’s dilemma and in the Hawk-Dove game for imitation
and death-birth updating, and that imitation updating in both cases is more favourable
to cooperation than death-birth. The results confirm that higher degree heterogeneity
favours cooperation, and this can be better understood by comparing the dynamics on
a multi-regular graph with the dynamics on a graph with disconnected regular com-
ponents. In the case of the Prisoner’s dilemma with birth-death updating, in all those
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Fig. 5 Coordination game, death-birth. The graph has three communities, respectively of degree k = 3,
k = 4, k = 5, colours represent the position in the probability simplex above, hence the triple (P3, P4, P5)
reporting the probability a node is in each of the three communities. The coloured surface represents the
separation between the basins of attraction, where the volume above the surface is the basin of A and that
below is the basin of B. The light-blue plane is the set of points where the two basins are equal. For
death-birth the basin of attraction of A can be larger than that of B for a close to 3. Death-birth may promote
Pareto-efficiency over risk-dominance
components where the degree is such that b/c > ki cooperators will prevail, viceversa
in the other components defectors will prevail (and in some of them we could also
have a mixed equilibrium). So the only way to have cooperation prevailing globally is
b/c > kmax + 2, where kmax is the largest degree of the graph. Adding a few connections
between these regular components, as we do in a multi-regular graph, changes the pic-
ture completely, and cooperation prevails if b/c is greater than the average degree, which
is a much easier condition to meet. The same is true for imitation updating, where we
would have that each disconnected componentmay reach a different equilibrium depend-
ing on their degree, with cooperation prevailing locally where b/c > ki + 2, and globally
only if b/c > kmax + 2, while on a multi-regular graph we have the milder condition
b/c >
∑
i(ki + 2)P
[
Cki
]
. Analogously, for the Hawk-Dove game on a graph with regu-
lar disconnected components, cooperation prevails globally if c/b > kmax for birth-death,
c/b > kmax(kmax − 1)/(kmax + 1) for death-birth and c/b > kmax(kmax + 1)/(kmax + 3) for
imitation, and each of these conditions is stronger than the corresponding condition on
multi-regular graphs as in Eqs. (10), (14), (17) respectively. If these conditions are not met,
each disconnected component will be in a different equilibrium depending on its degree,
with some components where doves prevail, others where the two strategies coexist.
In the Coordination game on graphs with regular disconnected components, the
Pareto-efficient strategy needs to yield a higher payoff than the one needed on a multi-
regular graph in order to be both Pareto-efficient and risk-dominant globally, so we
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Fig. 6 Coordination game, imitation. The graph has three communities, respectively of degree k = 3, k = 4,
k = 5, colours represent the position in the probability simplex above, hence the triple (P3, P4, P5) reporting
the probability a node is in each of the three communities. The coloured surface represents the separation
between the basins of attraction, where the volume above the surface is the basin of A and that below is the
basin of B. The light-blue plane is the set of points where the two basins are equal. Similar to birth-death, also
for imitation the basin of attraction of A can be larger than that of B for a close to 3, so also imitation may
promote Pareto-efficiency over risk-dominance, but less than birth-death, as can be seen comparing the
volumes below the light-blue plane in the two cases
can say that graphs in this family promote Pareto-efficiency over risk-dominance. More-
over, on a graph with disconnected components we may have that the Pareto-efficient
strategy is also risk-dominant on some components and only Pareto-efficient on others,
depending on their degree.
In conclusion the results show that multi-regular graphs enhance cooperation and
favour Pareto-efficiency compared to both the complete graph (well-mixed population)
and the regular graph.
The replicator equation provided can be applied to any game on such graphs, so further
research directions include the study of other game classes, in particular games withmore
than two strategies.
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