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It is shown that a graph of order N and average degree d that does not contain
the book Bm=K1+K1, m as a subgraph has independence number at least Nf (d ),
where f (x)t(log xx) (x  ). From this result we find that the book-complete
graph Ramsey number satisfies r(Bm , Kn)mn2log(ne). It is also shown that for
every tree Tm with m edges, r(K1+Tm , Kn)(2m&1) n2log(ne).  1996 Academic
Press, Inc.
1. INTRODUCTION
The book with m pages is the graph Bm=K1+K1, m consisting of m
triangles sharing one edge. Ramsey problems involving books and their
generalizations have been studied in [5, 6, 8, 10, 13]. In this paper, we
consider the Ramsey number r(G, Kn) for G=Bm , and more generally for
G=K1+Tm , where Tm is a tree with m edges. The Ramsey number
r(G, Kn) is the smallest integer r such that every graph of order r contains
either G as a subgraph or else an independent set of n vertices. It is shown
in [13] that r(Bm , K3)=2m+3 for all m>1, and it has been conjectured
that r(Bm , Kn)=(m+1)(n&1)+1 when n is fixed and m is sufficiently
large. Using a technique due to Ajtai, Komlo s, and Szemere di [2] and
further developed by Shearer [14], we prove that for all m1 and n3,
r(Bm , Kn)
mn2
log(ne)
and
r(K1+Tm , Kn)
(2m&1) n2
log(ne)
,
where Tm is an arbitrary tree with m edges. (If a conjecture of Erdo s and
So s is true, the second result can be strengthened to r(K1+Tm , Kn)
mn2log (ne).) For fixed m, these bounds are of the right order of
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magnitude as a function of n since Kim [12] has recently shown that
r(K3 , Kn)>cn2log n.
2. MAIN RESULTS
To generalize the argument used by Shearer in [14], we need some
results from classical analysis. As usual, F(a, b; c; z) denotes the hyper-
geometric function of Gauss. The following property is used.
Definition 1. A function g on (0, ) is completely monotonic if it
possesses derivatives of all orders and (&1)k g (k)(x)0 for all k0 and
x>0.
For a general introduction to completely monotonic functions, see
Chapter XIII of [11]. The next result uses only standard facts about hyper-
geometric functions; these can be found in [1].
Lemma 1. Let m be a positive integer. Then
gm(x)=
1
m+1
F \1, 1; 2+ 1m ; &
x
m+=
1
m |
1
0
(1&t)tm dt
1+xtm
satisfies the differential equation x(x+m) g$m(x)+(x+m+1) gm(x)=1 on
(0, ) with initial value gm(0)=1(m+1). This function is completely
monotonic. In particular, it is positive, decreasing, and convex.
Proof. We use the integral representation
F(a, b; c; z)=
1(c)
1(b) 1(c&b) |
1
0
tb&1(1&t)c&b&1 dt
(1&tz)a
(Rc>Rb>0),
and the contiguous relation
(c&a) F(a&1, b; c; z)+(2a&c&az+bz) F(a, b; c; z)
+a(z&1) F(a+1, b; c; z)=0
(15.2.10 on page 558 of [1]). Setting a=b=1, the latter yields
(c&1)+(2&c) F(1, 1; c; z)+(z&1) F(2, 1; c; z)=0. (1)
Let gm be the function given above. Differentiating
gm(x)=
1
m |
1
0
(1&t)1m dt
1+xtm
37BOOK-COMPLETE GRAPH RAMSEY NUMBERS
File: 582B 169803 . By:CV . Date:29:08:96 . Time:15:16 LOP8M. V8.0. Page 01:01
Codes: 2345 Signs: 1198 . Length: 45 pic 0 pts, 190 mm
under the integral, we obtain
(x+m)(xg$m(x)+gm(x))=
x+m
m |
1
0
(1&t)1m dt
(1+xtm)2
=
x+m
m+1
F \2, 1; 2+ 1m ; &
x
m+
=1&
1
m+1
F \1, 1; 2+ 1m ; &
x
m+
=1&gm(x),
where the penultimate step uses (1) with c=2+1m. Thus gm satisfies the
differential equation. Clearly gm(0)=1(m+1), and by repeated differentia-
tion under the integral, we have (&1)k g (k)m (x)>0 for x>0; i.e., gm is com-
pletely monotonic on (0, ). K
Lemma 2. Let
fm(x)={
1
x+1
,
1
m+1
F \1, 1; 2+ 1m ; 1&
x
m+ ,
0xm,
x>m.
Then fm is continuous, positive, decreasing, and convex. Also for x>m,
x(x&m) f $m(x)+(x+1) fm(x)=1.
Proof. Note that fm(x)=gm(x&m) for x>m. The fact that fm satisfies
the given differential equation on (m, ) follows immediately from the
corresponding fact concerning gm . To see that fm is continuous, it suffices
to note that fm(m&)= fm(m+)=1(m+1). In view of Lemma 1, fm is
positive and decreasing. To check that fm is convex, it suffices to note that
f $m(m&)=&
1
(m+1)2
, f $m(m+)=g$(0+)=&
1
(m+1)(2m+1)
,
so f $m(m&)< f $(m+). K
In the following theorem, :(G ) denotes the independence number of G.
Theorem 1. Suppose that G is a graph of order N and average degree d
that does not contain Bm as a subgraph. Then :(G )Nfm(d ), where fm is the
function given in Lemma 2.
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Proof. The proof is by induction on N. Clearly d m if Nm+1, and
in this case the desired conclusion is :(G )N(d +1), which follows from
Tura n’s theorem. A more general result, namely,
:(G) :
v # V(G )
1
deg(v)+1
,
has a short proof by the probabilistic method [3, p. 81]. Now suppose that
the given graph G has order N>m+1. By the argument just given, we
may assume that the average degree of G exceeds m.
As is customary, the vertex set, edge set, and maximum degree of G are
denoted V(G), E(G ), and 2(G ), respectively. For v # V(G ), let 1(v) denote
the neighborhood of v and let (1(v)) denote the subgraph of G induced
by 1(v). Note that since G contains no copy of Bm , the induced subgraph
(1(v)) has no vertex of degree m or greater.
Suppose some vertex of G has degree N&1. Then a well-known result
[7] shows that, since the subgraph induced by the neighborhood of this
vertex has no vertex of degree m or greater, it has an independent set of at
least (N&1)m vertices. The desired result for G follows in this case since
:(G )(N&1)mN(m+1)Nfm(d ). Hence, we may assume that
2(G )<N&1.
For each v # V(G ) set P(v)=deg (v)+1 and let Q(v) denote the number
of edges of G that are incident with either v or one of its neighbors. Since
G contains no Bm , the induced subgraph (1(v)) has at most
((m&1)2) deg(v) edges. It follows that
Q(v) :
vw # E
deg(w)&
m&1
2
deg(v).
Consequently, the average value of Q satisfies
1
N
:
v # V
Q(v)
1
N
:
v # V
:
vw # E
deg(w)&
m&1
2
d
=
1
N
:
v # V
deg2(v)&
m&1
2
d
d 2&
m&1
2
d .
Set
R(v)=1+[P(v) d &2Q(v)] f $m(d )&P(v) fm(d ).
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Since d >m, we can use the differential equation satisfied by fm , together
with the fact that f $m(d )<0 and the above result for the average value of
Q to establish
1
N
:
v # V
R(v)1+[(d +1) d &2d 2+(m&1) d ] f $m(d )&(d +1) fm(d )
=1&d (d &m) f $m(d )&(d +1) fm(d )=0.
Hence there exists a vertex v0 # V(G ) such that R(v0)0. Let P(v0)=P
and Q(v0)=Q . Then
1+(P d &2Q ) f $m(d )&P fm(d )0.
Deleting v0 and its neighbors from G, we obtain a nontrivial graph H with
N&P vertices and Nd 2&Q edges. By induction,
:(H )(N&P ) fm \Nd
 &2Q
N&P + .
Clearly :(G )1+:(H ). Since fm is convex, the line through (d , fm(d ))
with slope f $m(d ) is a supporting line for fm , and thus fm(x) fm(d )+
f $m(d )(x&d ) for all x0. Combining these facts and using (2), we obtain
:(G )1+:(H )
1+(N&P ) fm \Nd
 &2Q
N&P +
1+(N&P ) { fm(d )+ f $m(d ) \P d
 &2Q
N&P +=
=1+(N&P ) fm(d )+(P d &2Q ) f $m(d )
Nfm(d ),
competing the inductive step and thus the proof. K
Note. The reader may have noticed that the same proof goes through
with
fm(x)=
1
m+1
F \1, 1; 2+ 1m ; 1&
x
m+ (x0).
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For example, with m=1 the hypergeometric function 12F(1, 1; 3; 1&x) is
Shearer’s function,
f (x)=
x log x&x+1
(x&1)2
.
The result :(G )Nf (d ) can be proved by induction on N as before. We
have defined fm(x) as in Lemma 2 to take advantage of the simplicity and
naturalness of establishing the theorem for Nm+1 as a consequence of
Tura n’s theorem.
Corollary 1. For m1 and n3,
r(Bm , Kn)
mn2
log(ne)
.
Proof. For xm, an elementary calculation yields
fm(x)=
1
m |
1
0
(1&t)1m dt
1+(x&m) tm

1
m |
1
0
(1&t) dt
1+(x&m) tm
=
x log(xm)&(x&m)
(x&m)2
.
Suppose that there exists a graph G of order Nm(n+1)2log((n+1)e)
that contains no Bm and has no set of n+1 independent vertices. Since
r(K1, m , Kn+1)=mn+1, it follows that 2(G)mn. Hence, d mn and
fm(d ) fm(mn). In view of Theorem 1, we have
n:(G )Nfm(d )
m(n+1)2
log((n+1)e)
n log n&(n&1)
m(n&1)2
.
Thus by assumption,
(n&1)2 [n log(n+1)&n](n+1)2 [n log n&(n&1)]. (3)
But n log(n+1)=n[log n+log(1+1n)]n log n+1, so (3) is clearly
false. Hence r(Bm , Kn)mn2log(ne). K
An amusing consequence of this result is a very short proof that
r(K4 , Kn)=o(n3). Just observe that r(K4 , Kn)r(Bn , Kn), since if G
contains a copy of Bn then it either contains a K4 or an independent set of
n vertices. In view of our result, r(K4 , Kn)n3log(ne).
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It is natural to ask whether or not r(Bm , Kn) really grows linearly with
m. Perhaps r(Bm , Kn)tr(K3 , Kn) (n  ) for fixed m. However, the
following result shows that for m=n the bound of Corollary 1 is within a
factor of 44 log n of the true result. The proof uses the following simple
consequence of Chernoff ’s inequality.
Lemma 3. If X is a random variable with binomial distribution B(n, p)
and knp then
Prob(Xk)\npek +
k
.
(See Beck [4].)
Theorem 2. For all sufficiently large n,
n3
44(log n)2
<r(Bn , Kn)<
n3
log(ne)
.
Proof. The upper bound comes from Corollary 1. The lower bound uses
a simple application of the probability method. Set N=wn3(44(log n)2)x
and consider the random graph G(N, p) in which the edge probability is
p=(4 log n)n. Note that the probability that two chosen vertices in G(N, p)
have at least n common neighbors is exactly Prob(Xn), where X has the
binomial distribution B(N&2, p2). Using Lemma 3, it follows that
Prob(Bn G(N, p))\N2 + p \
(N&2) p2e
n +
n
<
Cn5
(log n)3 \
4e
11+
n
.
Thus Prob(BnG(N, p))  0 as n  . At the same time, standard
estimates give
Prob(KnG(N, p))\Nn +(1&p)(
n
2)<\Nen e&p(n&1)2+
n
<\ 1+o(1)44(log n)2+
n
,
so Prob(KnG(N, p))  0. Hence r(Bn , Kn)>n3(44(log n)2). K
3. GENERALIZATION
It is well known that a graph with average degree d contains a subgraph
in which every vertex has degree at least d 2. Also, by a simple greedy algo-
rithm, a graph with minimum degree m contains every tree with m edges.
Combining these two facts, we have the following widely known result.
42 LI AND ROUSSEAU
File: 582B 169808 . By:CV . Date:29:08:96 . Time:15:16 LOP8M. V8.0. Page 01:01
Codes: 2572 Signs: 1487 . Length: 45 pic 0 pts, 190 mm
Lemma 4. A graph with N vertices and more than (m&1) N edges
contains every tree with m edges.
It has been conjectured by Erdo s and So s that (m&1) N in the above
statement can be replaced (m&1) N2. The truth of this conjecture for the
star K1, m is trivial and the case of a path with m edges is covered by a well-
known result of Erdo s and Gallai [9]. Using Lemma 4 and making minor
modifications of our previous arguments, we obtain the following result.
Theorem 3. Suppose that G is a graph of order N and average degree d
that does not contain K1+Tm , where Tm is a tree with m edges. Then
:(G )Nf2m&1(d ), where f2m&1 is as defined in Lemma 2.
Proof. Repeat the steps in the proof of Theorem 1, noting that if G con-
tains no K1+Tm then for each vertex v the induced subgraph (1(v)) has
at most (m&1) deg(v) edges. The computations then proceed as before
with m replaced by 2m&1 and thus with the following changes:
Q(v) :
vw # E
deg (w)&(m&1) deg (w),
1
N
:
v # V
Q(v)d 2&(m&1) d ,
1
N
:
v # V
R(v)1&d [d &(2m&1)] f $2m&1(d )&(d +1) f2m&1(d ).
The result follows. K
Corollary 2. For m1 and n3,
r(K1+Tm , Kn)
(2m&1) n2
log(ne)
for every tree Tm with m edges.
Proof. As in the proof of Corollary 1, suppose that there exists a graph
G of order
N
(2m&1)(n+1)2
log((n+1)e)
that contains no K1+Tm and has no set of n+1 independent vertices.
Since r(Tm , Kn+1)=mn+1, we have d mn<(2m&1) n and f2m&1(d )
f2m&1((2m&1) n). The rest of the calculation proceeds as before (with fm
replaced by f2m&1). K
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If the Erdo sSo s conjecture is true, then
r(K1+Tm , Kn)
mn2
log(ne)
for every tree Tm with m edges.
REFERENCES
1. M. Abramowitz and I. Stegun, ‘‘Handbook of Mathematical Functions,’’ National Bureau
of Standards, Applied Mathematics Series 55, U.S. Government Printing Office,
Washington, DC, 1964.
2. M. Ajtai, J. Komlo s, and E. Szemere di, A note on Ramsey numbers, J. Combin. Theory
Ser. A 29 (1980), 354360.
3. N. Alon and J. H. Spencer, ‘‘The Probabilistic Method,’’ Wiley-Interscience, New York,
1992.
4. J. Beck, On size Ramsey number of paths, trees, and circuits, I, J. Graph Theory 7 (1983),
115129.
5. S. A. Burr, P. Erdo s, R. J. Faudree, R. J. Gould, M. S. Jacobson, C. C. Rousseau, and
R. H. Schelp, Goodness of trees for generalized books, Graphs Combin. 3 (1987), 16.
6. G. Chartrand, A. D. Polimeni, C. C. Rousseau, J. Sheehan, and M. J. Stewart, On
star-book Ramsey numbers, in ‘‘The Theory and Applications of Graphs’’ (G. Chartrand,
Y. Alavi, D. L. Goldsmith, L. Lesniak-Foster, and D. R. Lick, Eds.), pp. 203214, Wiley,
New York, 1981.
7. V. Chva tal, Tree-complete graph Ramsey numbers, J. Graph Theory 1 (1977), 93.
8. P. Erdo s, R. J. Faudree, C. C. Rousseau, and R. H. Schelp, Book-tree Ramsey numbers,
Scientia A: Math. 1 (1988), 111117.
9. P. Erdo s and T. Gallai, Maximal paths and circuits in graphs, Acta Math. Acad. Sci.
Hungar. 10 (1959), 337356.
10. R. J. Faudree, C. C. Rousseau, and J. Sheehan, Cycle-book Ramsey numbers, Ars Combin.
31 (1991), 239248.
11. W. Feller, ‘‘An Introduction to Probability Theory and Its Applications, Vol. II,’’ Wiley,
New York, 1966.
12. J. H. Kim, The Ramsey number R(3, t) has order of magnitude t2log t, Random Struc-
tures Algorithms 7 (1995), 173207.
13. C. C. Rousseau and J. Sheehan, On Ramsey numbers for books, J. Graph Theory 2 (1978),
7787.
14. J. Shearer, A note on the independence number of triangle-free graphs, Discrete Math. 46
(1983), 8387.
44 LI AND ROUSSEAU
