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1. Introduction
Most representation theoretic questions about a finite semigroup S over a field k are really questions about the
semigroup algebra kS. One question that is, however, strictly about S itself is the minimum dimension of an effective linear
representation of S over k, where by effective we mean injective; we call this the effective dimension of S over k. Note that
semigroups (and in fact groups) with isomorphic semigroup algebras can have different effective dimensions. For example,
the effective dimension of Z/4Z over C is 1, whereas the effective dimension of Z/2Z × Z/2Z is 2 (since C has a unique
element of multiplicative order two), although both groups have algebras isomorphic to C4.
There are two natural questions that arise when considering the effective dimension of finite semigroups:
(a) Is the effective dimension of a finite semigroup decidable?
(b) Can one compute the effective dimension of one’s favorite finite semigroups?
These are two fundamentally different questions. The first question asks for a Turing machine that on input the Cayley table
of a finite semigroup, outputs the effective dimension over k. The second one asks for an actual number. Usually for the
second question one has in mind a family of finite semigroups given by some parameters, e.g., full (partial) transformation
monoids, full linear monoids over finite fields, full monoids of binary relations, etc. One wants to know the effective
dimension as a function of the parameters.
The effective dimension of groups (sometimes called the minimal faithful degree) is a classical topic, dating back to the
origins of representation theory. There doesn’t seem to be that much work in the literature on semigroups except for the
paper [21] of Kim and Roush and previous work [27] of the authors. This could be due in part to the fact that the question is
much trickier for semigroups because semigroup algebras are rarely semisimple. Also,minimal dimension effectivemodules
need not be submodules of the regular representation.
Question (a) has a positive answer if the first order theory of the field k is decidable. Indeed, to determine the effective
dimension of a finite semigroup one just needs to solve a finite collection of systems of equations and inequations over k
because the effective dimension is obviously bounded by the size of the semigroup plus one. Classical results of Tarski imply
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that this is the case for algebraically closed fields and for real closed fields. However, the time complexity of these algorithms
seems to be prohibitive to applying them in practice.
Question (b) is answered for all the classical finite semigroups mentioned above, as well as several other families.
Our main tools are the classical representation theory of finite semigroups (as in [13, Chapter 5], [35] and [18]), model
theory, algebraic geometry and representation varieties, and George Bergman’s lemma from [21]. We formulate various
general techniques which can be used in the study of effective dimensions for certain classes of semigroups and along the
way recover and improve upon many partial results in this direction that were known, at least on the level of folklore, to
representation and semigroup theorists.
The paper is organized as follows. Section 2 discusses elementary properties of effectivemodules and effective dimension.
In particular, the relevance of a classical result of Steinberg [43] is discussed. The main result in this section is an
improvement on the obvious upper bound on effective dimension. The next section explains how to interpret the effective
dimension of a finite semigroup over a field k in the first order theory of k and then applies model theoretic results to
deduce a number of conclusions, including decidability over algebraically closed and real closed fields. Section 4 gives a
simple description of the effective dimension of a commutative inverse monoid over the complex field (or any sufficiently
nice field) using Pontryagin duality for finite commutative inverse monoids. These results in particular apply to finite
abelian groups and to lattices, the former case of course being well known [20]. The following section studies the effective
dimension of generalized group mapping semigroups in the sense of Krohn and Rhodes, see [24]. This class includes full
partial transformations monoids, symmetric inverse monoids, full binary relation monoids and full linear monoids over
finite fields. The effective dimension is computed in each of these cases.
Section 6 discusses a lemma from [21], which is attributed to G. Bergman. Kim and Roush had already used this lemma
(and a variant) to compute the effective dimension of the semigroups of Hall relations and reflexive relations. The authors
used it in previous work to compute the effective dimension of 0-Hecke monoids associated to finite Coxeter groups,
see [27]. In Section 6, we use it to compute the effective dimension of semigroups of transformationswith a doubly transitive
group of units and at least one singular transformation. This applies in particular to full transformation monoids. The next
section studies the effective dimension of nilpotent semigroups. Using elementary algebraic geometry and the notion of
representation varieties, we show that generic n-dimensional representations of free nilpotent semigroups of nilpotency
index n are effective over an algebraically closed field. It follows that the effective dimension of these semigroups is n.
The same is true for free commutative nilpotent semigroups of index n. On the other hand, we construct arbitrarily large
commutative nilpotent semigroups of any nilpotency index n ≥ 3 with the property that effective dimension equals
cardinality (this is the worse possible case). This leads one to guess that the computational complexity of computing
effective dimension for nilpotent semigroups should already be high. Section 8 computes the effective dimension, over an
algebraically closed field, of various types of path semigroups, including the path semigroup of an acyclic quiver and certain
truncated path semigroups. Here, again, we use the technology of representation varieties.
The penultimate section considers some other examples that are essentially known in the literature, e.g., rectangular
bands and symmetric groups, as well as some new results for hyperplane face semigroups and free left regular bands. In
the last section we present a table of effective dimensions over the complex numbers of various classical families of finite
semigroups.
2. Effective modules
Let k be a field, S a semigroup and V a vector space over k. A linear representation ϕ : S → Endk(V ) is said to be effective
if it is injective. We shall also say that the module V is effective. If, furthermore, the linear extension ϕ : kS → Endk(V )
is injective, we say that V is a faithful module. Our choice of terminology follows [17] and is aimed at avoiding confusion
between these two different notions. Of course faithful modules are effective, but the converse is false. For example, for
n > 1, the group Z/nZ has an effective one-dimensional representation over C but no faithful one.
2.1. Steinberg’s theorem
There is a well known result of Steinberg (see [43]) that says, in effect, that effective modules are not too far from faithful
ones. The result was generalized by Rieffel to the context of bialgebras [36]. Recall that, given two S-modules V andW , the
vector space V ⊗W has the natural structure of an S-module given by
s(v ⊗ w) := sv ⊗ sw. (1)
Technically speaking, kS is a bialgebra where the comultiplication△: kS → kS⊗kS is given by△(s) = s⊗ s and the counit
ε : kS → k given by ε(s) = 1 for all s ∈ S. For bialgebras one can always define the tensor product of representations.
Theorem 1 (Steinberg). Let V be an effective module for a semigroup S. Then
T (V ) =
∞
n=0
V⊗n
is a faithful module.
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One can draw the following consequences when S is finite (an assumptionwe shall make for the remainder of the paper).
Corollary 2. Let S be a finite semigroup and V be an effective module.
(i) There exists k ≥ 0 such that
T k(V ) =
k
n=0
V⊗n
is a faithful module.
(ii) Every simple kS-module is a composition factor of V⊗n for some n ≥ 0.
Proof. To prove (i), just observe that if Ij ▹ kS, for j = 0, 1, 2, . . . , is the annihilator ideal of T j(V ), then I0 ⊇ I1 ⊇ · · · and∞
j=0 Ij = 0 by Theorem 1. Since kS is finite dimensional, it follows that Ik = 0 for some k ≥ 0.
Let L be a simple kS-module and suppose that e is a primitive idempotent corresponding to the projective cover of L. Let
k be as in (i). Then
0 ≠ eT k(V ) =
k
n=0
eV⊗n.
Thus eV⊗n ≠ 0 for some n ≥ 0 and so L is a composition factor of this tensor power. This proves (ii). 
Note that if V is not effective, then there exist distinct s, t ∈ S such that sv = tv for all v ∈ V . Hence in this case
formula (1) implies
s(v1 ⊗ v2 ⊗ · · · ⊗ vn) = t(v1 ⊗ v2 ⊗ · · · ⊗ vn)
for all v1, v2, . . . , vn ∈ V and thus themodule T (V ) is neither faithful, nor effective. Therefore, the conclusion of Theorem 1,
in fact, characterizes effectiveness of a module V .
2.2. Elementary properties
Let us define the effective dimension eff. dimk(S) of a finite semigroup S over k to be the minimum dimension of an
effective module V . By aminimal effectivemodule, we mean an effective module of dimension precisely eff. dimk(S).
If S is a semigroup, then S1 will denote the result of adjoining an external identity to S. It is convenient to define
S• =

S1, if S is not a monoid;
S, else.
If A is a unital k-algebra, then we say that an A-module V is unital if the identity of A acts as the identity on V , i.e., the
associated linear representation ϕ : A → Endk(V ) is a homomorphism of unital rings.
We record some elementary facts about effective dimension and minimal effective modules in the next proposition.
Proposition 3. Let S be a finite semigroup and k a field.
(i) If kS is unital (e.g., if S is a monoid), then each minimal effective module is unital.
(ii) If S contains a zero element z, then z annihilates each minimal effective module.
(iii) eff. dimk(S) = eff. dimk(S•) ≤ |S•|.
(iv) If T ≤ S is a subsemigroup, then eff. dimk(T ) ≤ eff. dimk(S).
(v) If L is a subfield of k, then eff. dimk(S) ≤ eff. dimL(S).
(vi) eff. dimk(S) = eff. dimk(Sop).
Proof. If e is an identity element for kS and V is an effective module, then so is eV . This proves (i). If z is a zero element
and V is an effective module, then V/zV is an effective module yielding (ii). Claims (iv)–(vi) are trivial. The inequality in
(iii) is established by linearizing the left regular representation. If S = S•, the equality in (iii) is obvious. If S ≠ S•, then
eff. dimk(S) ≤ eff. dimk(S•) by (iv). Conversely, if ϕ : S → Matn×n(k) is an effective representation, then the identity
matrix is not in the image of ϕ (for otherwise S would be a monoid). Hence, if we extend ϕ by mapping the identity of S•
to the identity matrix, then we obtain an effective representation of S•. This implies eff. dimk(S•) ≤ eff. dimk(S), thereby
completing the proof. 
In light of Proposition 3(i), we shall always assume that all modules over a unital k-algebra are unital. Observe that
Proposition 3(iii) allows us to reduce our study to monoids, which we shall do for much of the remainder of the paper.
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2.3. A general upper bound
Every finite semigroup S has an obvious effective representation, namely, the linearization of the left regular
representation on S•, i.e., the module kS•. This representation has dimension |S| if S is a monoid and dimension |S| + 1,
if not.
The aim of this subsection is to prove the following general result:
Theorem 4. Let S be a finite semigroup and k a field. Assume that the minimal ideal I of S is not a group, or that if it is a group,
then the characteristic of k does not divide |I|. Then eff. dimk(S) ≤ |S•| − 1, that is:
eff. dimk(S) ≤
|S| − 1, if S is a monoid;
|S|, else.
Proof. Let I denote the minimal ideal of S and let e ∈ I be an idempotent. Denote by Re, Le and He the corresponding
Green’s classes containing e.
IfHe = I and the characteristic of k does not divide |He|, then
η := 1|He|

h∈He
h
is a primitive idempotent of kS• and kS•η is isomorphic to the trivial S-module. This implies that the trivial S-module is a
direct summand of the effective representation kS•. Hence kS•/kS•η is also effective and has the correct dimension.
If I ≠ He, then replacing S by Sop and applying Proposition 3(vi) if necessary, we may assume I ≠ Le. This means that I
contains at least two differentL-classes.
Clearly the representation ϕ associated to kS•/kSe separates elements in S \Le and also separates all such elements from
elements ofLe (consider the action on the coset of the multiplicative identity). Let x ∈ I \Le. If s, t ∈ Le are distinct, then
sx ≠ tx since I is a completely simple semigroup. As sx, tx /∈ Le, it follows that ϕ(sx) ≠ ϕ(tx), whence ϕ(s) ≠ ϕ(t). Thus ϕ
is effective of dimension strictly less than |S•|. This completes the proof. 
The upper bound given by Theorem 4 is sharp. For instance, none of the two-element semigroups without identity have
an effective one-dimensional module. On the other hand, a cyclic group of order 2 has no effective one-dimensional module
over a field of characteristic 2.
3. Decidability and other applications of model theory
In this section we use [26] as a general reference for model theory. If R is any ring, then the ring Matn×n(R) of n × n
matrices over R is first order interpretable in R (in the language of rings). Elements of Matn×n(R) can be identified with
n2-tuples of elements of R by considering matrix entries. Equality of matrices is defined in terms of equality of their entries.
Matrix addition andmultiplication can be expressed entrywise in terms of the ring operations. Thus any first order statement
about Matn×n(R) is a first order statement about R.
Now let S be a finite semigroup. The statement that S has an effective representation of dimension n over the ring R is
clearly a first order statement about Matn×n(R). One is asking for the existence of |S| distinct elements of Matn×n(R) that
multiply according to the Cayley table of S. It follows that if the first order theory of R is decidable, then one can decide if S
has an effective representation of dimension n (and the algorithm is uniform in n and S, where S is given by its Cayley table).
In light of the above remarks, classical model theory implies the following collection of statements:
Theorem 5. Let S be a finite semigroup.
(a) If k and k′ are two algebraically closed fields of the same characteristic, then eff. dimk(S) = eff. dimk′(S).
(b) If eff. dimC(S) = n, then S has an effective representation of dimension n over some finite field.
(c) If S has (Krohn–Rhodes) complexity n ≥ 0, then eff. dimC(S) ≥ n.
(d) eff. dimk(S) is effectively computable for any algebraically closed field k.
(e) eff. dimk(S) is effectively computable for any real closed field k, e.g., the real numbers.
Proof. Claim (a) follows from the fact that the theory of an algebraically closed field of a given characteristic is complete
and hence all models are elementary equivalent, see the discussion following [26, Theorem 2.2.6]. Claim (b) follows from
the fact that a first order statement is true for algebraically closed fields of characteristic zero if and only if it is true for all
algebraically closed fields of sufficiently large characteristic (see [26, Corollary 2.2.10]) and the observation that in positive
characteristic a finite semigroup ofmatrices over the algebraic closure of the prime field is already defined over a finite field.
Claim (c) follows from (b) and the result that the complexity of Matn×n(Fq), for n ≥ 0, is n unless q = 2, in which case the
complexity is n − 1, see [34, Theorem 4.12.31]. Claim (d) follows from the fact the first order theory of any algebraically
closed field is decidable, see [26, Corollary 2.2.9]. Hence the existence of an effective representation of S of dimension n
is decidable and we have only finitely many dimensions to check, namely 0, 1, 2, . . . , |S| (as the regular representation of
dimension |S| + 1 is definitely effective). Finally, claim (e) follows as in the algebraically closed case because the first order
theory of a real closed field is decidable, see [26, Corollary 3.3.16]. 
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From model theory it follows that the effective dimension of a finite semigroup S over an algebraically closed field of
characteristic zero agrees with its effective dimension over all algebraically closed fields of sufficiently large characteristic.
It is natural then to ask the following question.
Question 6. Is it true that if S is a finite semigroup and k, k′ are algebraically closed fields whose characteristics do not divide the
order of any maximal subgroup of S, then eff. dimk(S) = eff. dimk′(S)?
Another issue is the complexity of computing the effective dimension. The algorithm for deciding the theory of
algebraically closed fields is via quantifier elimination. The sentence stating that S has an effective representation of
dimension n belongs to the existential theory. Our understanding from perusing the computer science literature is that
for an algebraically closed field of characteristic zero, the existential theory is known to be NP-hard and to be in PSPACE.
Since almost all semigroups are 3-nilpotent (see [22]), we conjecture the following:
Conjecture 7. Computing the effective dimension over C of a 3-nilpotent semigroup is NP-hard.
The first order theory of the field of rational numbers is undecidable. This is a consequence of the solution of Hilbert’s
10th problem and a result of Julia Robinson that the integers are first order definable in the field of rational numbers. To
the best of our knowledge the existential theory ofQ is open. We do not know if effective dimension is decidable overQ. Of
course effective dimension is computable over any given finite field.
In any event, it is not feasible in practice to compute the effective dimension of your favorite semigroup using the
decidability of the first order theory. Also an algorithm doesn’t help for computing the effective dimension of an infinite
family of semigroups, such as full transformationmonoids ormatrixmonoids. The rest of this paper focuses onmore practical
techniques for specific examples.
4. Effective dimension of commutative inverse monoids
In this section, we compute the effective dimension of a finite commutative inverse monoid M over sufficiently nice
fields. We shall see later that the situation is much more complicated for commutative semigroups in general.
LetM be a finite monoid. We shall say that a field k is a good splitting field forM if the following two conditions hold:
(a) The characteristic of k does not divide the order of any maximal subgroup ofM .
(b) The field k is a splitting field for every maximal subgroup ofM .
If k is a good splitting field for a commutative inverse monoidM , then kM ∼= kM and hence kM is a semisimple algebra
with one-dimensional simple modules, see [13, Chapter 5] or [41] for details. This leads us to the consideration of dual
monoids in this context.
Fix a field k. LetM be a finite monoid and setM = hom(M, k)
where we view k as a multiplicative monoid. Then M is a commutative inverse monoid under pointwise product called the
dual monoid of M . It is not hard to verify that the natural homomorphism η : M → M is the universal map from M to a
commutative inverse monoid in the case that k is a good splitting field forM , and hence is an isomorphism if and only ifM
is a commutative inverse monoid. This Pontryagin duality for finite inverse monoids follows immediately from the classical
representation theory of finite monoids; see [13, Chapter 5] or [35].
The dual monoid of a finite commutative inverse monoidM is easy to describe using the aforementioned representation
theoretic results. A classical result of Clifford says that commutative inverse semigroups are semilattices of abelian groups,
see [29, II.2]. More precisely, theH-relation on a commutative inverse semigroup is a congruence and the quotient by this
congruence is isomorphic to the semilattice of idempotents. In the case of our finiteM , the idempotents set E(M) is a lattice.
It is straightforward to check that theH-classes of M are the dual groups of theH-classes ofM and that the lattice E(M) is
the opposite lattice of E(M).
Proposition 8. Let M be a finite commutative inverse monoid and X ⊆ M. Suppose that k is a good splitting field for M. Then X
separates points of M if and only if X generates M as a monoid.
Proof. Since M separates points of M , so does any generating set. Conversely, suppose that X ⊆ M separates points. Then
the direct sum V of the representations in X is an effective module. Corollary 2(ii) implies that each element of M is a
composition factor of some tensor power of V . But the composition factors of V⊗n are the elements of the n-fold product Xn.
Thus X generates M . 
A representation of a commutative inverse monoidM over a good splitting field is effective if and only if it is a direct sum
of one-dimensional representations separating points. Thuswe have the following immediate consequence of Proposition 8.
Theorem 9. Let M be a finite commutative inverse monoid and k a good splitting field for M. Then eff. dimk(M) is the minimum
number of elements needed to generate M as a monoid.
2742 V. Mazorchuk, B. Steinberg / Journal of Pure and Applied Algebra 216 (2012) 2737–2753
Since a finite abelian group is isomorphic to its dual, we recover the following standard fact (see e.g. [20, Theorem 4]):
Corollary 10. If G is a finite abelian group and k is a splitting field whose characteristic does not divide |G|, then eff. dimk(G) is
its minimal number of generators.
Let L be a finite lattice, viewed as a monoid via its meet. ThenL can be identified with L equipped with its join operation
(the homomorphisms L → k are the characteristic functions of principal filters). A non-zero element e ∈ L is join irreducible
if e = f ∨ g implies e = f or e = g . For example, if
e0 < e1 < · · · < en
is a chain of idempotents of length n, then all elements except e0 are join irreducible. If X is a finite set, then the join
irreducible elements of the power set of X are the singletons. It is well known and easy to prove that the join irreducible
elements of a finite lattice form the unique minimal generating set under the join operation. Thus Theorem 9 admits the
following corollary.
Corollary 11. If L is a finite lattice viewed as a monoid via the meet operation, then the effective dimension of L over any field is
the number of join irreducible elements of L
In particular, we recover the following known (and easy) lower bound on effective dimension, where the length of a
chain is defined to be one less than the number of elements in the chain.
Corollary 12. If a finite semigroup S contains a chain of idempotents of length n, then eff. dimk(S) ≥ n for any field k.
There is a useful reformulation of Corollary 12. An old result of Rhodes [33] shows that the length of the longest chain of
idempotents in a finite semigroup is the same as the length of the longest chain of regular J-classes.
Corollary 13. Let S be a finite semigroup containing a chain of regularJ-classes of length n. Then eff. dimk(S) ≥ n for any field k.
Let PT n be the monoid of all partial transformations on an n-element set and ISn the submonoid of partial injective
maps. The natural representations of both these semigroups are of degree n. They also both have a chain of idempotents of
length n. Thus we have the folklore result that both these monoids have effective dimension n over any field.
Let Ln be the lattice consisting of a top, a bottom and n incomparable elements. Then it has n join irreducible elements
and so Ln has effective dimension n. Notice that both PT n and ISn contain a copy of Ln consisting of the identity, the zero
element (the nowhere defined map) and all the partial identity transformations with singleton domains.
5. Effective dimension of generalized group mapping semigroups
The important notion of a generalized group mapping semigroup was introduced by Krohn and Rhodes in [24]. A non-
trivial finite semigroup S is called a generalized group mapping (GGM) semigroup if it contains a (0-)minimal ideal I onwhich
it acts effectively on both the left and right. This ideal is necessarily unique and regular and is called the distinguished ideal
of S. See [3, Chapter 8] or [34, Chapter 4] for details.
If the distinguished ideal contains a non-trivial maximal subgroup, then the semigroup is called group mapping;
otherwise, it is called AGGM. The ‘‘A’’ stands for aperiodic (a common term for finite semigroups with trivial maximal
subgroups). An AGGM semigroup must contain a zero element and so the distinguished ideal is 0-minimal.
For example,PT n and ISn are AGGM semigroups, as is themonoidBn of all binary relations on an n-element set. Indeed,
for bothPT n and ISn, the non-zero elements of the unique 0-minimal ideal are the rank 1 elements. The action on the left
of the set of rank 1 partial identity maps is a copy of the original action in both cases, hence effective. (We assume partial
transformations act on the left here.) On the other hand the composition 1{a}f is the constant map from f −1(a) to a and so
the action on the right of the 0-minimal ideal is also effective in both cases. If we view Bn as the monoid of n × n boolean
matrices, then the non-zero elements of the unique 0-minimal ideal are the products vT ·w of a non-zero column vector and
with a non-zero row vector [21]. From this it is clear that Bn acts effectively on the left and right of this ideal. The monoid
Matn×n(Fq) is group mapping if q > 2 and is AGGM for q = 2 (the unique 0-minimal ideal consists of the rank 0 and rank 1
maps). The full transformation monoid Tn on an n-element set is not generalized group mapping.
It was shown by Rhodes that a non-trivial finite semigroup has an effective irreducible representation if and only if it is
generalized groupmapping and in the groupmapping case, the non-trivial maximal subgroup of the distinguished ideal has
an effective irreducible representation [32].
In this section, we compute the effective dimension of an arbitrary AGGM semigroup and of certain group mapping
semigroups. A key ingredient in the former case is the fact that an AGGM semigroup is subdirectly indecomposable, that is,
has a unique minimal non-trivial congruence. The following is [34, Theorem 4.20] (and its proof).
Theorem 14. An AGGM semigroup is subdirectly indecomposable. The unique minimal non-trivial congruence is the one
collapsing the distinguished ideal to zero.
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Let S be a finite AGGM semigroup with distinguished ideal I . Then by Rees’s theorem there is a (0, 1)-matrix P (say, of
dimensions m × n), called the structure matrix of I , with no zero rows or columns, such that I can be described as the
semigroup of all n×m-matrix units, together with the zero matrix, with multiplication given by A⊙ B = APB. The matrix P
is unique up to left and rightmultiplication by permutationmatrices. The fact that I is itself AGGM implies that P has distinct
rows and columns; see [34, Proposition 4.7.14]. Let z be the zero of S. It follows from the classical representation theory of
finite semigroups (see [35]) that there is a unique simple kS-moduleM such that zM = 0 and IM ≠ 0. Moreover, dimM is
the rank of P .
Theorem 15. Let S be a finite AGGM semigroup with distinguished ideal I and zero element z. Let M be the unique simple
kS-module with zM = 0 and IM ≠ 0. Then M is effective and is a composition factor of every effective module. Thus eff. dimk(S)
is the rank of the structure matrix of I.
Proof. The module M is effective by Theorem 14 since the associated representation does not collapse I to z. If V is an
effective module, then so is V/zV and so without loss of generality we may assume that z annihilates V . Let
0 = V0 ⊆ V1 ⊆ · · · ⊆ Vn = V
be a composition series. Let e ∈ I be an idempotent with e ≠ z. Then there is a smallest m such that eVm ≠ 0. Then
e(Vm/Vm−1) ∼= eVm/eVm−1 ∼= eVm ≠ 0 and hence Vm/Vm−1 ∼= M . This completes the proof. 
For instance the structure matrices for the distinguished ideals ofPT n and ISn have rank n. This shows that the natural
representations of these monoids are the unique minimal effective ones. The distinguished ideal of Matn×n(F2) has rank
2n − 1 by a result of Kovács [23] (see the discussion below where general q is considered). The unique minimal effective
representation is then the linearization of the action by partial maps on Fn2 \ {0}.
The results of Kim and Roush in [21] imply that the rank of the structurematrix for the distinguished ideal ofBn is 2n−1.
Thus our results slightly improve on their result by showing thatBn has a unique minimal effective module of this degree.
Let us now consider the case of a group mapping semigroup S with zero element z. The distinguished ideal I is then
isomorphic to a Rees matrix semigroupM0(G, n,m, P) where G is a maximal subgroup of I \ {z} and P is an m× n-matrix
with entries in G∪ {0}. Here n is the number ofR-classes andm is the number ofL-classes of the J-class I \ {z}. The matrix
P is unique up to left and right multiplication by monomial matrices over G. See [13] for more on Rees matrix semigroups
(but our notation follows [34, Appendix A]). Let k be a field. Then it is known that P is invertible over kG if and only if the
algebra kI/kz is unital, see [13, Chapter 5]. More generally, P has a left (resp. right) inverse if and only if kI/kz has a left
(resp. right) identity, again see [13, Chapter 5].
As an example, consider the monoid Matn×n(Fq) of n × n-matrices over the finite field Fq of q elements. Assume that
q > 2. Then Matn×n(Fq) is a group mapping monoid with distinguished ideal the matrices of rank at most 1. The non-trivial
maximal subgroup is isomorphic to F×q . A result of Kovács in [23] implies that the structure matrix is invertible whenever
the characteristic of k does not divide q. The case of the complex field was first proved by Okniński and Putcha in [28].
We shall need the following result, which is [34, Lemma 4.7.8].
Lemma 16. Let ϕ : S → T be a semigroup homomorphism with S a group mapping semigroup. Let G be a non-trivial maximal
subgroup of the distinguished ideal. Then ϕ is injective if and only if its restriction to G is injective.
We now compute the effective dimension of a groupmapping semigroupwhen the structurematrix of theminimal ideal
is left or right invertible.
Theorem 17. Let S be a group mapping semigroup with zero z and distinguished ideal I. Let G be the maximal subgroup at an
idempotent e ∈ I \ {z}. Suppose that k is a field such that kI/kz has a left (resp. right) identity (that is, the structure matrix of I is
left (resp. right) invertible over kG). Then
eff. dimk(S) = m · eff. dimk(G) (2)
where m is the number ofR- (resp.L)-classes of I \ {z}.
Proof. Replacing S by Sop if necessary, we may assume that kI/kz has a left identity. First we construct an effective
representation of dimension the right hand side of (2). Let A = kS/kz. Then eAe ∼= kG. Recall the well known fact (cf. [18])
that Ae is a free right kG-module of rankm. Suppose that V is a minimal effective module for G and putW = Ae⊗kG V . Then
because eW ∼= V and V is effective for G, it follows thatW is an effectivemodule for S by Lemma 16. But dimW = m ·dim V .
This proves that eff. dimk(S) ≤ m·eff. dimk(G). Notice that this part of the proof does not use left invertibility of the structure
matrix.
Conversely, suppose thatW is a minimal effective module for S. In particular, zW = 0 by Proposition 3(ii). ThusW is an
A-module. Then sinceW is effective, it follows that eW is effective for G. Let V = Ae⊗kG eW . Then by the usual adjunction,
one has homkG(eW , eW ) ∼= homA(V ,W ). The homomorphism ψ corresponding to 1eW is defined on elementary tensors
by ae⊗ ew → aew. Notice that if v ∈ V , then ev = e⊗ eψ(v) since this is true on elementary tensors. Thus e annihilates
kerψ and hence so does AeA ∼= kI/kz. But the left identity of kI/kz acts as the identity on Ae = kIe/kz and hence on V . It
follows that kerψ = 0 and so V is isomorphic to a submodule ofW . Thus dimW ≥ dim V = m · dim eW , which is at least
as large as the right hand side of (2). This completes the proof of the theorem. 
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Applying this result to the monoid of matrices over a finite field yields:
Corollary 18. Let q = pk with p prime and suppose that k is a field of characteristic different than p such that the polynomial
xq−1 − 1 has q− 1 distinct roots in k. Then
eff. dimk(Matn×n(Fq)) = q
n − 1
q− 1 .
Proof. We already proved this above for q = 2. Assume now that q > 2. The hypotheses of Theorem 17 hold by Kovács
theorem. The distinguished ideal has maximal subgroup F×q , which has effective dimension 1 over k. On the other hand the
R-class of a matrix is determined by its column space. So the number ofR-classes of rank 1 matrices is the number of lines
in Fnq . This completes the proof. 
It is easy to see that a group mapping inverse semigroup that is not a group has a zero. The structure matrix can
be chosen to be the identity in this case and so Theorem 17 applies. For instance, it is known that any transitive
subsemigroup of ISn is generalized groupmapping (this is due to Schein [39]with different terminology); see the discussion
after [42, Proposition 4.9] and use that an inverse semigroup acts effectively on the left of an ideal if and only if it acts
effectively on the right. Thus the results of this section apply to such semigroups to compute the effective dimension. Let us
give some examples.
If G is a non-trivial group, then the partial transformation wreath product G ≀ ISn (in the sense of Eilenberg’s book [15])
is a transitive inverse semigroup of partial bijections of G× {1, . . . , n}. It is then a group mapping semigroup with maximal
subgroup G in the distinguished ideal. One has
eff. dimk(G ≀ ISn) = n · eff. dimk(G).
For instance, the signed symmetric inverse monoid Z/2Z ≀ ISn has effective dimension n over any field that is not of
characteristic 2.
Another example is the inverse semigroup PAut(Fnq) of all partial linear bijections on F
n
q , studied in [40]. It is again a
transitive inverse semigroup of partial bijections. It is group mapping with distinguished ideal the maps of rank one and
corresponding maximal subgroup F×q . Therefore, from Theorem 17 (and Theorem 15 if q = 2) it follows that the effective
dimension of PAut(Fnq) over any splitting field for F
×
q whose characteristic does not divide q− 1 equals (qn − 1)/(q− 1).
If G is a non-trivial group, then the partial transformation wreath product G ≀ PT n is group mapping and the structure
matrix has the block form
In
∗

and hence is left invertible. Thus Theorem 17 implies that
eff. dimk(G ≀ PT n) = n · eff. dimk(G).
Remark 19. It is proved in [33] that a finite semigroup S has an effective completely reducible representation over a field
of characteristic zero if and only if it is a subdirect product of generalized group mapping semigroups. In this case it follows
from the results of [2] that if V is an effective module for S, then the direct sum of the composition factors of V is also
effective. Thus S has a minimal effective module that is semisimple.
6. Bergman’s lemma
The following lemmawas used by Kim and Roush in [21], where they attribute it to George Bergman. They used it (and a
variation) to compute the effective dimension of the semigroups of Hall matrices and reflexive binary relations. The authors
exploited this lemma in [27] to compute the effective dimension of the 0-Heckemonoid associated to a finite Coxeter group.
Lemma 20 (Bergman). Let S be semigroup and L a left ideal of kS with simple socle. Suppose that the socle of L contains a non-
zero element of the form s − t with s, t ∈ S. Then any kS-module V whose associated linear representation separates s and t
contains L as a submodule.
Proof. As s−t does not annihilate V , there is an element v ∈ V such that (s−t)v ≠ 0. Themodule homomorphism L → kSv
given by a → av must be injective because it does not annihilate the simple socle of L (which is generated by s− t). 
As a corollary we compute the effective dimension of a family of monoids including full transformation monoids.
Corollary 21. Let S ≤ Tn have a doubly transitive group of units G and contain a singular transformation. Then eff. dimk(S) = n
for any field k whose characteristic does not divide |G|. Moreover, the natural representation of S is a submodule of all effective
modules.
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Proof. It is well known that any submonoid of Tn with a doubly transitive group of units contains all the constant maps
provided that it contains a singular transformation. See for example [4]. Let C be the set of constant maps. It is a left ideal of
S and the action of S on kC can be identified with the natural representation. The subspace spanned by all differences x− y
with x, y ∈ C is a submodule and is simple by double transitivity of G on C and classical group representation theory, cf. [16].
Moreover, it is the unique proper submodule of kC since the only other composition factor of kC is the trivial module, which
is the top but not a submodule. An application of Lemma 20 completes the proof. 
The above corollary, in particular, applies to Tn itself and so Tn has effective dimension n over any field of characteristic
greater than n.
7. Effective dimension of nilpotent semigroups
In this sectionwe study the effective dimension of nilpotent semigroups. Recall that a semigroupN is called nilpotent if it
has a zero element z such that Nn = {z} for some n. The minimum such n is termed the nilpotency index of N . The following
lemma should be considered folklore.
Lemma 22. Every zero-preserving representation of a finite nilpotent semigroup S is equivalent to one by strictly upper triangular
matrices.
Proof. Let z be the zero of S. Any representation of S mapping z to 0 is naturally a kS1/kz-module V . As each simple kS1/kz-
module is annihilated by the codimension-one nilpotent ideal kS/kz, taking a basis for V adapted to a composition series
establishes the result. 
Write STn(k) for the semigroup of strictly upper triangular n×n-matrices over k. It is a nilpotent semigroup of nilpotency
index n. From Lemma 22 one can deduce the following easy but useful result:
Corollary 23. If a semigroup S has an element satisfying sn = sn+1 but sn−1 ≠ sn, then eff. dimk(S) ≥ n.
For example, Corollary 23 gives a lower bound n for the effective dimension of the Kiselman semigroup Kn studied in
[25]. That this lower bound is in fact the exact value of the effective dimension is proved in [25] by a subtle combinatorial
argument.
An alternative way to prove Corollary 23 is to observe that the minimal polynomial of s has degree n and note that the
minimal polynomial of any k× k-matrix has degree at most k.
7.1. Free nilpotent semigroups
We assume that k is algebraically closed for this subsection so that we may apply results from algebraic geometry. The
reader is referred to [19, Chapter 1] for basic notions from algebraic geometry. The semigroup STn(k) is a linear algebraic
semigroup, which moreover is an irreducible affine variety over k. In fact, it is isomorphic as a variety to affine
n
2

-space.
See the books of Putcha [30] and Renner [31] for the theory of algebraic semigroups.
Let Nm,n be the free m-generated nilpotent semigroup of nilpotency index (at most) n. It is the quotient of the free
semigroup by the ideal of words of length at least n and hence is finite. By Lemma 22, a representation of Nm,n amounts to
anm-tuple of elements of STn(k). The space of suchm-tuples is again an irreducible affine variety (called the representation
variety of Nm,n), this time isomorphic to affinem
n
2

-space. We will show that the set ofm-tuples corresponding to effective
representations of Nm,n is a non-empty Zariski open subset. Thus generic representations of dimension n are effective. Since
Nm,n cannot be effectively represented in smaller degree, this will yield that n is the effective dimension of Nm,n over any
algebraically closed field.
Theorem 24. Let k be an algebraically closed field. The subset of STn(k)m corresponding to effective representations of Nm,n is a
non-empty Zariski open subset and is hence Zariski dense.
Proof. If (A1, A2, . . . , Am) ∈ ST (k)m and u ∈ Nm,n, then the image of u under the representation corresponding to this
m-tuple will be denoted u(A1, A2, . . . , Am). For u ≠ v ∈ Nm,n, let Vu,v be the algebraic set defined by the polynomial
equations u(A1, A2, . . . , Am) = v(A1, A2, . . . , Am). Then the algebraic set of non-effective representations of Nm,n is
V =

u≠v∈Nm,n
Vu,v. (3)
Note that the union in (3) is finite as Nm,n is finite. Thus, since STn(k)m is irreducible, to prove our result it suffices to show
that each Vu,v with u ≠ v is proper.
Without loss of generality, we may assume that u is non-zero and that if v is a word, then |u| ≤ |v|. Let X be the free
generating set for Nm,n and assume that u = x1 · · · xk with the xi ∈ X and k < n. Define a representation ϕ : Nm,n → STn(k)
on x ∈ X by
ϕ(x)ij =

1, if x = xi, j = i+ 1;
0, else.
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Clearly, ϕ(x) ∈ STn(k). Observe that the only elements of Nm,n that are not mapped to zero under ϕ are the factors of u.
Indeed, ifw is a word of length less than n, then for i < j
ϕ(w)ij =

1, ifw = xi · · · xj−1
0, else.
In particular, v maps to 0 and u does not. Thus Vu,v is a proper subset. This completes the proof. 
For example, the elements of STn(C)m with strictly positive integer entries above the diagonal form a Zariski dense
subset. It follows from Theorem24 that there are effective n-dimensional representations ofNm,n by strictly upper triangular
matrices with positive integer entries above the diagonal.
Corollary 25. The effective dimension of the free nilpotent semigroup Nm,n of index n over an algebraically closed field is n.
7.2. Commutative nilpotent semigroups
Our next theorem is the analogue of Theorem 24 for free commutative nilpotent semigroups of index at most n.
Theorem 26. Let CNm,n be the free commutative nilpotent semigroup on m generators of nilpotency at most index n. Then the
effective dimension of CNm,n is n for any field k that is either of characteristic 0 or algebraically closed.
Proof. The lower bound is clear since CNm,n has nilpotent elements of index n. For the converse, let J be the n× n nilpotent
Jordan block. Assume first that k has characteristic 0. Let p1, . . . , pm be distinct prime positive integers. Since the primes
generate a free commutative semigroup, trivially the semigroup generated by p1J, . . . , pmJ is isomorphic to CNm,n.
Next assume that k is algebraically closed. Let x1, . . . , xm be the free generating set for CNm,n. To each element
(a1, . . . , am) of km we associate the representation of CNm,n sending the xi to aiJ , in this way making km a representation
variety. We claim that the set of m-tuples corresponding to effective representations of CNm,n is a non-empty Zariski open
subset of this affine space. Indeed, if u, v ∈ CNm,n are distinct, then the set Vu,v of representations from this representation
variety that do not separate u, v is an algebraic set. The set of non-effective representations is the union of the algebraic sets
Vu,v running over the finitely many pairs of distinct elements u, v ∈ CNm,n. Since km is irreducible, it suffices to show that
each Vu,v is proper. If one of u, v is 0, then the representation associated to (1, . . . , 1) does the job. If neither is zero, then
there is a generator xj that appears a different number of times in u than in v. Choose an element a ∈ k× of order at least n.
Then the representation corresponding to them-tuple with aj = a and all other ai = 1 separates u and v. 
In light of Theorems 24 and 26 one might think that any nilpotent semigroup of index n has an effective representation
of dimension n. If n ≤ 2, this is true since all nilpotent semigroups of these indices are free of their index. For n > 2, this is
false, as we proceed to show. Our main tool is the following technical lemma.
Lemma 27. Suppose that N is a finite nilpotent semigroup with zero element z such that:
(i) N acts by partial injective maps on the left of N \ {z};
(ii) there is a unique elementw ∈ N \ {z} with Nw = {z}.
Then every effective module contains kN1(1− z) ∼= kN1/kz as a submodule, whence eff. dimk(N) = |N|.
Proof. We claim that kN1(1 − z) has simple socle spanned by w − z. The result will then follow from Lemma 20 applied
to the monoid N1. Note that (ii) implies that w − z generates the simple kN1-module that is annihilated by N . Because
kN1 = kN1(1− z)⊕ kz, it suffices to show that the only simple submodules of kN1 are kz and k(w − z).
So suppose that
α =

s∈N1
css,
with the cs ∈ k, generates a simple submodule. If it generates the trivial module, then from zα = α, we see that α ∈ kz.
Otherwise, Nα = 0. Suppose that s /∈ {w, z}. Let k be the nilpotency index of N . Then since Nks = {z}, there exists u ∈ N
such that us = w by (ii). As N acts on N1 \ {z} by partial injective maps, it follows that the coefficient of w in 0 = uα is cs.
Thus cs = 0 for s /∈ {w, z}. On the other hand, 0 = zα = cwz + czz. Thus α ∈ k(w − z), as required. This completes the
claim. 
Let NCm be the free semigroup with zero onm generators satisfying the identities xy = yx and x2 = 0. It is not difficult to
see that if X is anm-element set, then NCm can be identified with the non-empty subsets of X together with a zero element
z. In particular, |NCm| = 2m. If A, B are non-empty subsets of X , then
AB =

A ∪ B, if A ∩ B = ∅;
z, else.
In particular,NCm is nilpotent of indexm+1. From this description, it is clear that NCm satisfies the hypotheses of Lemma 27
withw = X . Thus we have the following result.
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Proposition 28. The semigroup NCm has nilpotency index m+ 1 and effective dimension 2m (over any field).
This example can be bootstrapped as follows. LetA1, . . . , Ak be disjoint finite sets of cardinalitiesm1, . . . ,mk. Let S consist
of all proper non-empty subsets of the Ai, for 1 ≤ i ≤ k, together with elements z, w. Define a binary operation on S by
making z a zero element, by putting Sw = wS = {z} and setting, for ∅ ≠ X ( Ai and ∅ ≠ Y ( Aj,
XY =
X ∪ Y , if i = j, X ∩ Y = ∅ and X ∪ Y ( Ai;
w, if i = j, X ∩ Y = ∅ and X ∪ Y = Ai;
z, else.
Then S is a commutative nilpotent semigroup of nilpotency index max{mi : 1 ≤ i ≤ k} + 1 and size
2− 2k+
k
i=1
2mi (4)
satisfying the hypotheses of Lemma 27. Thus S has effective dimension given by (4). We therefore have the following result.
Proposition 29. For any positive integer n > 2, there are arbitrarily large commutative nilpotent semigroups of nilpotency index
n with effective dimension equal to cardinality.
Recall fromTheorem4 that for a semigroup that is not amonoid, the cardinality is an upper bound on effective dimension.
Thus the above result is the best possible.
8. Effective dimension of path semigroups
8.1. Acyclic path semigroups
Let Q be a quiver (equals directed graph). The path semigroup P(Q ) of Q is the semigroup consisting of all the (directed)
paths in Q , including an empty path εx at each vertex x, together with a zero element z. The product of two paths is given by
concatenation, when it makes sense, and by z, otherwise. The semigroup P(Q ) is finite if and only if Q is finite and acyclic,
which we assume in this subsection. The path algebra kQ of the quiver Q is the algebra kP(Q )/kz. This algebra is unital with
identity the sum of the empty paths. In this section, we compute the effective dimension of P(Q ), under the assumption
that k is algebraically closed, via the study of representation varieties.
Let us write Q0 and Q1 for the vertex and edge sets of Q , respectively. We shall write s(e) for the source of an edge and
t(e) for the target. We shall also use this notation for paths. We recall some basic notions from the representation theory of
quivers, see [6] for details. A representation ρ of a quiver Q is an assignment of a (finite dimensional) k-vector space Vx to
each vertex x ∈ Q0 and a linear transformation ρe : Vt(e) → Vs(e) to each e ∈ Q1. Let nx = dim Vx. Then nρ := (nx)x∈Q0 is
termed the dimension vector of ρ. If p = e1 · · · em is a path (perhaps empty), then let ρp : Vt(p) → Vs(p) be the composition
ρe1 · · · ρem .
The categories of representations of the quiver Q and of kQ -modules are equivalent. The kQ -module associated to a
representation ρ of Q has underlying vector space
Vρ :=

x∈Q0
Vx.
The action of a path p is obtained by extending ρp to be 0 on the summands other than Vt(p). It follows that Vρ is effective if
and only if, for any two coterminous paths p ≠ q, one has ρp ≠ ρq and also ρp ≠ 0 for all paths p. Note that
dim Vρ =

x∈Q0
nx.
Conversely, if V is a kQ -module, then a representation ρ of Q is obtained by setting Vx = εxV for x ∈ Q0 and ρe = ϕ(e)|Vt(e)
where ϕ : P(Q )→ Endk(V ) is the associated representation.
If n = (nx)x∈Q0 is a dimension vector, the corresponding representation variety is
V(n) :=

e∈Q1
Matns(e)×nt(e)(k)
which is an irreducible affine variety isomorphic to an affine space of dimension

e∈Q1 ns(e)nt(e). It is clear that elements of
V(n) are in bijection with quiver representations sending x ∈ Q0 to knx .
We are now ready to compute the effective dimension of the path semigroup of an acyclic quiver.
Theorem 30. Let Q be a finite acyclic quiver with n vertices. Then eff. dimk(P(Q )) = n for any algebraically closed field k. More
precisely, if 1 denotes the dimension vector with nx = 1 for all x ∈ Q0, then the effective representations in the representation
variety V(1) form a non-empty Zariski open subset.
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Proof. The subsemigroup S of P(Q ) consisting of the empty paths and the zero z is a meet semilattice in which the empty
paths form an anti-chain of size n. It follows that the join irreducible elements of the lattice S1 are the empty paths and so
eff. dimk(P(Q )) ≥ eff. dimk(S) = eff. dimk(S1) = n
by the results of Section 4. This yields the lower bound.
If p ≠ q are coterminous paths in Q , let Vp,q be the algebraic set consisting of those ρ ∈ V(1) such that ρp = ρq
(this subset is clearly polynomially defined). Let Vp be the algebraic set of representations ρ such that ρp = 0 for a path p.
Then the set of non-effective representations with dimension vector 1 is the Zariski closed subset which is the union of the
Vp,q running over the finite set of all distinct pairs p, q of coterminous paths and the Vp running over the finite set of paths
p. Thus, by irreducibility of V(1), to complete the proof of the theorem it suffices to show that each Vp,q and Vp is a proper
subset.
If p is a path, then the representation given by ρe = (1) for all edges e does not belong to Vp. Next assume that p, q are
distinct coterminous paths. Since Q is acyclic, a path is uniquely determined by its set of edges. We may assume without
loss of generality that there is an edge e that appears in p and not in q. Define a representation ρ ∈ V(1) by putting ρe = (0)
and ρf = (1) for all edges f ≠ e. Then ρp = (0) and ρq = (1). Therefore, ρ /∈ Vp,q, as required. 
8.2. Truncated path semigroups
Let Q be a finite quiver with n vertices. Let N ∈ N and J denote the ideal of P(Q ) generated by all paths of length one
(i.e., all arrows). The semigroup P(Q )/JN is called the truncated path semigroup. Let z denote the zero of this semigroup. The
following result generalizes Theorem 24.
Theorem 31. Let Q be a finite quiver. Assume that every vertex of Q appears as a vertex in some oriented cycle (or loop). Then
eff. dimk(P(Q )/JN) = Nn for any algebraically closed field k.
Proof. Set S := P(Q )/JN and let A denote the truncated path algebra kQ/kJN . Assume first that Q is an oriented cycle
(or loop). Then A is a self-injective algebra, moreover, for every vertex x the socle of the indecomposable projective–injective
module Aεx is generated by the unique longest path px starting at x. Identifying Awith the algebra kS(1− z) and using that
kS = kS(1− z)⊕kz, we see that the simple socle of Aϵx is generated by px− z in kS. Therefore Lemma 20 implies that every
indecomposable projective–injective A-module is a submodule (and hence a direct summand) of every effective S-module.
Thus the regular representation of A is a direct summand of every effective module, which yields eff. dimk(S) = Nn and,
further, the inequality
dim εxV ≥ N (5)
for any effective S-module V .
Assume now thatQ is a finite quiver such that every vertex ofQ appears as a vertex in some oriented cycle (or loop). Let V
be an effective S-module. For a vertex x let Q ′ be a shortest oriented cycle in which x appears and let T be the subsemigroup
of S generated by all arrows and empty paths of Q ′. Then (5) applied to T implies dim εxV ≥ N and hence eff. dimk(S) ≥ Nn.
On the other hand, if we set nx = N for all x ∈ Q0 and let N be the corresponding dimension vector, then
W :=

e∈Q1
STN(k)
is a closed subvariety of V(N). Note thatW is irreducible because it is isomorphic to an affine space of dimension |Q1| ·
N
2

.
Clearly the kQ -module associated to any representation inW is a kQ/kJN -module of dimension nN . The proof of Theorem24
then applies mutatis mutandis to show that the effective representations of S form a non-empty Zariski open subset ofW .
This proves the claim. 
The hypothesis that each vertex belongs to an oriented cycle (or loop) is equivalent to the assumption that each strongly
connected component of Q contains at least one edge. In the previous theorem, the proof of the upper bound does not
require that each vertex of Q appears in an oriented cycle, but the proof of the lower bound does. This leads to the following
question.
Question 32. Let Q be a finite quiver. What is eff. dimk(P(Q )/JN) for an algebraically closed field k?
Quite a bit is known about the geometry of representation varieties for truncated path algebras, see [5], and perhaps this
can be of use for solving Question 32.
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8.3. Incidence algebras
Another class of path semigroups which is easily covered by our methods is the class of incidence algebras. Let Q be
a finite acyclic quiver and ∼ the congruence on P(Q ) defined as follows: p ∼ q if and only if p and q are coterminous.
Vertices of the quiver Q form a poset defined as follows: x ≤ y if and only if there is a path in P(Q ) from x to y. The quotient
I(Q ) := P(Q )/∼ is called the incidence semigroup of this poset. Notice that all finite posets P arise in this way since we
can take Q to be the oriented Hasse diagram of P . Also, I(Q ) depends only on the poset structure and not Q . The algebra
kI(Q )/kz is usually called the incidence algebra of Q , or more precisely of the associated poset.
Theorem 33. Let Q be a finite acyclic quiver. Then eff. dimk(I(Q )) = n for any field k.
Proof. That eff. dimk(I(Q )) ≥ n is proved similarly to the first part of the proof of Theorem 30. On the other hand, the
natural n-dimensional representation of Q that assigns k to every vertex and the identity linear transformation to every
arrow obviously induces an effective module for I(Q ). The claim follows. 
9. Bands and other examples
In this section we consider a miscellany of other examples, starting with some bands.
9.1. Rectangular bands
Recall that a band is a semigroup in which each element is idempotent. Let us denote by Rm,n, for m, n ∈ N, the m × n-
rectangular band, which is the semigroupwith underlying set {1, . . . ,m}×{1, . . . , n} andmultiplication (i, j)·(i′, j′) = (i, j′).
The representation theory of 2× 2-rectangular bands is essentially worked out in [10].
Proposition 34. Let m, n ∈ N.
(a) If m = n = 1, then eff. dimk(Rm,n) = 0 for any field k.
(b) If m = 1 and n ≠ 1, or n = 1 and m ≠ 1, then eff. dimk(Rm,n) ≥ 2 for any field k, moreover, eff. dimk(Rm,n) = 2 for any
field k such that |k| ≥ max(m, n).
(c) If m ≠ 1 and n ≠ 1, then eff. dimk(Rm,n) ≥ 3 for any field k, moreover, eff. dimk(Rm,n) = 3 for any field k such that
|k| ≥ max(m, n).
Proof. Claim (a) is obvious. That eff. dimk(Rm,1) ≥ 2 if m > 1 and eff. dimk(R1,n) ≥ 2 if n > 1 are also obvious. If
|k| ≥ max(m, n), then an effective representation of Rm,1 by 2× 2-matrices over k can be obtained by sending elements of
Rm,1 to different matrices of the form
1 0
a 0

, a ∈ k.
For R1,n one just transposes the above matrices. Claim (b) follows.
Assume now that m, n ≠ 1. That eff. dimk(Rm,n) ≥ 2 is obvious. We claim that, in fact, eff. dimk(Rm,n) ≥ 3. It is enough
to prove this in the case m = n = 2. Assume that we have an effective representation ϕ of R2,2 by 2 × 2 matrices. Then
all these matrices must have the same rank, hence they all have rank one. For i, j = 1, 2, let V(i,j) denote the kernel of the
matrix representing (i, j). It is easy to see that V(1,i) = V(2,i) =: Vi for i = 1, 2 and that V1 ≠ V2. Hence k2 = V1 ⊕ V2. This
yields a contradiction because one must have
ϕ(1, 1) =

0 a
0 1

ϕ(2, 2) =

1 0
b 0

and so
ϕ(2, 1) = ϕ(2, 2)ϕ(1, 1) =

0 a
0 ab

.
Idempotence implies ab = 1 and so ϕ(2, 1) = ϕ(1, 1), a contradiction. This shows that in the casem, n > 1 the semigroup
Rm,n does not have any effective representation by 2× 2 matrices over any field.
Assume that |k| ≥ max(m, n), let ai, i = 1, 2, . . . ,m, be distinct elements in k; and let bj, j = 1, 2, . . . , n, be distinct
elements in k. Then the representation
(i, j) →
1 bj 0
0 0 0
ai aibj 0

is an effective representation of Rm,n by 3× 3-matrices over k. This completes the proof. 
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9.2. Left regular bands
Recently, the class of left regular bands, that is, bands satisfying the identity xyx = xy, has become of importance in
algebraic combinatorics and probability, see [1,8,11,12,9,37,38].
The setΛ(M) of principal left ideals of a left regular bandmonoidM form a lattice under inclusion, in fact,Ma∩Mb = Mab
for all a, b ∈ M . Thus σ : M → Λ(M) given by σ(a) = Ma is a homomorphism called the support map. It is the maximal
semilattice image homomorphism and also the quotient map ofM by its largest LI-congruence. We recall that a congruence
is an LI-congruence if whenever S is a congruence class which is a subsemigroup and e ∈ S is an idempotent, one has
eSe = {e}. In a left regular band one hasL = J.
For any field k, the induced mapping σ : kM → kΛ(M) is the semisimple quotient, cf. [11,12]. In particular, the
semisimple modules for M are exactly the modules for Λ(M). Thus the simple modules for k are one-dimensional and
are in bijection with theL-classes ofM . The character associated to anL-classLe sendsm to 1 if e ∈ Mm and 0, otherwise.
The following lemma will be used to obtain a lower bound on the effective dimension of a left regular band.
Lemma 35. Let M be a finite left regular band monoid and let k be a field. If V is an effective module for M, then the direct sum of
the composition factors of V is an effective module forΛ(M). Moreover, if M does not have a zero element, then the trivial module
is also a composition factor of V .
Proof. We prove the second statement first. Let I be the minimal ideal of M . Then all non-trivial simple modules are
annihilated by I . It follows that the images of the elements of I are nilpotent under any representation without the trivial
representation as a composition factor. But I consists of idempotents so I maps to 0 under any representation without the
trivial module as a composition factor.
Assumenow thatV is effective. Letϕ be the representation ofM associated toV and letρ be the representation associated
to the direct sum of its composition factors. Then ρ(M) is a semilattice. Thus ρ factors through σ . On the other hand,
[2, Lemma 3.1] implies that the congruence associated to ρ is an LI-congruence. Thus the congruences associated to ρ and
σ coincide. This establishes the lemma. 
Let {+,−, 0} be the semigroup where 0 is the identity and {+,−} is a left zero semigroup. To obtain upper bounds on
the effective dimension of left regular bands we need an effective representation of {+,−, 0}n.
Proposition 36. Let k be a field. Then {+,−, 0}n has an effective representation over k of dimension n+ 1.
Proof. Define an action of M := {+,−, 0}n on the right of the set {0, . . . , n} by partial functions by putting, for α =
(a1, . . . , an) and i ∈ {1, . . . , n},
iα =
i, if ai = 0;
0, if ai = +
undefined, if ai = −
and putting 0α = 0. This action is effective and so linearizes to an effective (n+ 1)-dimensional representation ofM . 
We shall prove shortly that the upper bound in Proposition 36 is tight. Let us now consider the case of hyperplane face
semigroups. Suppose thatH is a central hyperplane arrangement inRn. Each hyperplaneH ∈ H cutsRn into twohalf-spaces
H+ and H−. Letting H0 = H , a face is a non-empty intersection
F :=

H∈H
HεH
where εH ∈ {+,−, 0}. The sign sequence of F is theH-tuple (εH). In this way, the set F(H) of all faces ofH can be identified
with a subset of {+,−, 0}H , which in fact is a submonoid called the face semigroup of H . This makes F(H) a left regular
band. See [1,11,12,38] for details, as well as for a geometric description of the multiplication. The lattice Λ(F(H)) can be
identifiedwith the intersection lattice L(H). This is the lattice of subspaces ofRn consisting of finite intersections of elements
ofH ordered by reverse inclusion. The support map takes a face to its span.
For example, consider the Boolean arrangement in Rn whose hyperplanes are the coordinate hyperplanes (i.e., the
orthogonal complements of the coordinate axes). In this case all sign sequences yield a face of the arrangement and so the
corresponding hyperplane face semigroup is {+,−, 0}n. Thus the next result implies that n + 1 is the effective dimension
of {+,−, 0}n.
Theorem 37. LetH be a central hyperplane arrangement in Rn. Then for any field k one has eff. dimk(F(H)) = |H | + 1.
Proof. The lower bound follows from Lemma 35. Indeed, the hyperplanes are the join irreducible elements of the dual of
L(H) and the minimal left ideal consists of the chambers and so F(H) has no zero.
On the other hand, Proposition 36 shows that {+,−, 0}H , and hence F(H), has an effective representation of dimension
|H | + 1. This completes the proof. 
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For our next result we shall need to recall the description of the projective indecomposable modules for a left regular
band monoid M from [37]. Let Le be an L-class of M . Then the projective cover of the simple module associated to Le is
the left Schützenberger representation. That is, it has basis Le. If e /∈ Mm, then m is sent to zero under this representation.
If e ∈ Mm, thenm acts onLe by left multiplication.
We now compute the effective dimension of the free left regular band (monoid) Fn on n-generators. Let A be a free
generating set. Then Fn consists of all injective wordsw over A including the empty word. By an injective word, wemean one
with no repeated letters. The product is given by concatenation followed by removal of repetitions reading from left to right.
The lattice Λ(Fn) can be identified with the lattice of subsets of A ordered by reverse inclusion. The map σ takes a word to
its support, i.e., its set of letters.
Theorem 38. Let k be a field. Then
eff. dimk(Fn) =

n
2

+ n+ 1.
Proof. To obtain the lower bound, we first observe by Lemma 35 that any effective module V contains the trivial module as
a composition factor. Let A = {1, . . . , n} be the free generating set. The join irreducible elements of the dual of the power set
of A ordered by reverse inclusion are the (n− 1)-element subsets. So the simple modules corresponding to theseL-classes
must appear as composition factors in V by Lemma 35 and by Corollary 11 (and its proof).
Next we claim that each simple module associated to anL-class corresponding to an (n− 2)-element subset must be a
composition factor of V . There are
n
2

such simple modules. Let u ∈ Fn have length n− 2 and let a, b be the two letters not
belonging to u. Then it is straightforward to verify that x → xab− xba = xuab− xuba, for x ∈ Lu, provides an isomorphism
of the projective indecomposable module kLe with kFn(uab − uba). Since V is effective, there exists α ∈ V such that
(uab − uba)α ≠ 0. Then x → xα provides a non-zero homomorphism from kFn(uab − uba) to V . Since kFn(uab − uba) is
a projective cover of the simple module associated to Lu, this simple module is a composition factor of V . This yields the
lower bound.
For the upper bound, it suffices by Proposition 36 to show that Fn embeds in {+,−, 0}(n2)+n+1. It is classical that Fn embeds
in a product of copies of n, see [34, Proposition 7.3.2]; we are simply doing the bookkeeping. Let B be the set of 2-element
subsets of A. Then to each a ∈ Awe associate a function fa : A ∪ B → {+,−, 0} by defining, for j < k from A,
fa(j) =
+, if a = j;
0, if a ≠ j
fa({j, k}) =
0, if a /∈ {j, k};
+, if a = j;
−, if a = k.
Themap a → fa extends to a homomorphism ϕ : Fn → {+,−, 0}A∪B which we claim is injective. Clearly, ϕ separates words
with different support. If u, v have the same support, then there exist i < j such that i, j are in the support of u, v and appear
in a different order in u, v. Thus their images are different in the {i, j}-coordinate. This completes the proof. 
We do not know the effective dimension of the free band.
Question 39. What is the effective dimension of the free band?
9.3. The symmetric group Sn
As we have seen above, the classical transformation semigroups Tn, PT n and ISn all have effective dimension n. All
these semigroups are natural generalizations of the symmetric group Sn and for completeness we recall here the effective
dimension of the latter. The result in characteristic zero is due to Burnside (see [7, Chapter 19, Section 8, Theorem 22] for
a proof) and in positive characteristic to Dickson [14].
Theorem 40. Assume that the characteristic of k does not divide n. Then eff. dimk(Sn) = n− 1. If n ≥ 5 and the characteristic
of k divides n, then eff. dimk(Sn) = n− 2.
9.4. Cyclic semigroups
Form, n ∈ N,m ≤ n, denote by Cm,n the cyclic semigroup with presentation ⟨x : xn+1 = xm⟩.
Proposition 41. Let k be a field containing a primitive (n−m+ 1)st root of unity. Then:
eff. dimk(Cm,n) = min(m+ 1, n).
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Proof. The estimate eff. dimk(Cm,m) ≥ m follows from Corollary 23, while eff. dimk(Cm,m) ≤ m follows from Theorem 4.
If n > m, then Cm,n contains a unique idempotent e, which is of course central. Moreover, Cm,ne ∼= Z/(n− m+ 1)Z and
Cm,n/Cm,ne ∼= Cm,m. Let V be an effective module for Cm,n, which we can view as a module for C1m,n. Then V = eV ⊕ (1− e)V
and, moreover, eV and (1 − e)V are effective modules for Cm,ne and Cm,n/Cm,ne, respectively. Hence dim(1 − e)V ≥ m by
the previous paragraph and dim eV ≥ 1. Thus eff. dimk(Cm,n) ≥ m+ 1.
On the other hand, the representation by (m+ 1)× (m+ 1)matrices assigning x the direct sum of the nilpotent Jordan
block of sizemwith thematrix (ξ), where ξ is a primitive (n−m+1)st root of unity, is effective. The claim of the proposition
follows. 
10. The table of effective dimensions over C
We conclude the paper with a table providing the effective dimension over C of several classical families of semigroups.
Semigroup S eff. dimC(S)
Symmetric group Sn n− 1
Full transformation semigroup Tn n
Full semigroup PT n of partial transformations n
Symmetric inverse semigroup ISn n
Full matrix semigroup Matn×n(Fq) (qn − 1)/(q− 1)
Free nilpotent semigroup Nm,n of index n n
Nontrivial left- or right zero semigroup 2
Rectangular band Rm,n,m, n > 1 3
Semigroup Bn of binary relations 2n − 1
Path semigroup of an acyclic quiver on n vertices n
Nilpotent cyclic semigroup Cm,m m
Cyclic semigroup Cm,n, n > m m+ 1
Free left regular band Fn on n generators
n
2
+ n+ 1
Acknowledgments
An essential part of the paper was written during a visit of the second author to Uppsala University. The financial support
and hospitality of Uppsala University are gratefully acknowledged. The first author was partially supported by the Royal
Swedish Academy of Sciences and the Swedish Research Council. The second author was partially supported by NSERC. We
thank the referee for helpful comments. At the time this research was performed, the second author was a member of the
School of Mathematics and Statistics at Carleton University.
References
[1] M. Aguiar, S. Mahajan, Coxeter Groups and Hopf Algebras, in: Fields Institute Monographs, vol. 23, American Mathematical Society, Providence, RI,
2006.
[2] J. Almeida, S. Margolis, B. Steinberg, M. Volkov, Representation theory of finite semigroups, semigroup radicals and formal language theory, Trans.
Amer. Math. Soc. 361 (3) (2009) 1429–1461.
[3] M.A. ArbibWith amajor contribution by, K. Krohn, J.L. Rhodes (Eds.), Algebraic Theory of Machines, Languages, and Semigroups, Academic Press, New
York-London, 1968.
[4] F. Arnold, B. Steinberg, Synchronizing groups and automata, Theoret. Comput. Sci. 359 (2006) 101–110.
[5] E. Babson, B. Huisgen-Zimmermann, R. Thomas, Generic representation theory of quivers with relations, J. Algebra 322 (6) (2009) 1877–1918.
[6] D.J. Benson, Basic representation theory of finite groups and associative algebras, in: Cambridge University Press, second edn, in: Cambridge Studies
in Advanced Mathematics, vol. 30, Cambridge, 1998.
[7] Y.G. Berkovich, E.M. Zhmud, Characters of finite groups. Part 2. Translated from the Russian manuscript by P. Shumyatsky, V. Zobina and Berkovich,
in: Translations of Mathematical Monographs, 181, American Mathematical Society, Providence, RI, 1999.
[8] P. Bidigare, P. Hanlon, D. Rockmore, A combinatorial description of the spectrum for the Tsetlin library and its generalization to hyperplane
arrangements, Duke Math. J. 99 (1) (1999) 135–174.
[9] A. Björner, Random walks, arrangements, cell complexes, greedoids, and self-organizing libraries, in: Building Bridges, in: Bolyai Soc. Math. Stud.,
vol. 19, Springer, Berlin, 2008, pp. 165–203.
[10] M. Brittenham, S.W. Margolis, J. Meakin, Subgroups of free idempotent generated semigroups: full linear monoid. Preprint arXiv:1009.5683.
[11] K.S. Brown, Semigroups, rings, and Markov chains, J. Theoret. Probab. 13 (3) (2000) 871–938.
[12] K.S. Brown, Semigroup and ring theoreticalmethods in probability, in: Representations of Finite Dimensional Algebras and Related Topics in Lie Theory
and Geometry, in: Fields Inst. Commun., vol. 40, Amer. Math. Soc, Providence, RI, 2004, pp. 3–26.
[13] A. Clifford, G. Preston, The algebraic theory of semigroups, in: Vol. I. Mathematical Surveys, No. 7, American Mathematical Society, Providence, RI,
1961.
[14] L.E. Dickson, Representations of the general symmetric group as linear groups in finite and infinite fields, Trans. Amer.Math. Soc. 9 (2) (1908) 121–148.
[15] S. Eilenberg, Automata, Languages, and Machines. Vol. B, Academic Press, New York, 1976.
[16] D. Farkas, R. Snider, Simple augmentation modules, Quart. J. Math. Oxford Ser. (2) 45 (177) (1994) 29–42.
[17] O. Ganyushkin, V. Mazorchuk, Classical finite transformation semigroups. An introduction, in: Algebra and Applications, 9, Springer-Verlag London,
Ltd., London, 2009.
[18] O. Ganyushkin, V.Mazorchuk, B. Steinberg, On the irreducible representations of a finite semigroup, Proc. Amer.Math. Soc. 137 (11) (2009) 3585–3592.
V. Mazorchuk, B. Steinberg / Journal of Pure and Applied Algebra 216 (2012) 2737–2753 2753
[19] R. Hartshorne, Algebraic Geometry, in: Graduate Texts in Mathematics, No. 52, Springer-Verlag, New York-Heidelberg, 1977.
[20] G. Karpilovskii, The smallest degree of exact representation of abelian groups over certain fields of characteristic 0, Sibirsk.Mat. Zh. 11 (1970) 697–702.
[21] K.H. Kim, F. Roush, Linear representations of semigroups of Boolean matrices, Proc. Amer. Math. Soc. 63 (2) (1977) 203–207.
[22] D. Kleitman, B. Rothschild, J. Spencer, The number of semigroups of order n, Proc. Amer. Math. Soc. 55 (1) (1976) 227–232.
[23] L. Kovács, Semigroup algebras of the full matrix semigroup over a finite field, Proc. Amer. Math. Soc. 116 (4) (1992) 911–919.
[24] K. Krohn, J. Rhodes, Complexity of finite semigroups, Ann. of Math. (2) 88 (1968) 128–160.
[25] G. Kudryavtseva, V. Mazorchuk, On Kiselman’s semigroup, Yokohama Math. J. 55 (1) (2009) 21–46.
[26] D. Marker, Model Theory. An Introduction, in: Graduate Texts in Mathematics, vol. 217, Springer-Verlag, New York, 2002, p. viii+342.
[27] V. Mazorchuk, B. Steinberg, Double Catalan monoids, J. Alg. Combin. Preprint arXiv:1105.5313 (in press).
[28] J. Okniński, M. Putcha, Complex representations of matrix semigroups, Trans. Amer. Math. Soc. 323 (2) (1991) 563–581.
[29] M. Petrich, Inverse Semigroups. Pure and AppliedMathematics (New York), AWiley-Interscience Publication. JohnWiley & Sons, Inc., New York, 1984.
[30] M. Putcha, Linear Algebraic Monoids, in: London Mathematical Society Lecture Note Series, vol. 133, Cambridge University Press, Cambridge, 1988.
[31] L. Renner, Linear algebraic monoids, in: Encyclopaedia of Mathematical Sciences, in: Invariant Theory and Algebraic Transformation Groups, V,
vol. 134, Springer-Verlag, Berlin, 2005.
[32] J. Rhodes, Some results on finite semigroups, J. Algebra 4 (1966) 471–504.
[33] J. Rhodes, Characters and complexity of finite semigroups, J. Combin. Theory 6 (1969) 67–85.
[34] J. Rhodes, B. Steinberg, The q-Theory of Finite Semigroups, in: Springer Monographs in Mathematics, Springer, New York, 2009.
[35] J. Rhodes, Y. Zalcstein, Elementary representation and character theory of finite semigroups and its application, in: Monoids and Semigroups with
Applications (Berkeley, CA, 1989), World Sci. Publ, River Edge, NJ, 1991, pp. 334–367.
[36] M. Rieffel, Burnside’s theorem for representations of Hopf algebras, J. Algebra 6 (1967) 123–130.
[37] F.V. Saliola, The quiver of the semigroup algebra of a left regular band, Internat. J. Algebra Comput. 17 (8) (2007) 1593–1610.
[38] F.V. Saliola, The face semigroup algebra of a hyperplane arrangement, Canad. J. Math. 61 (4) (2009) 904–929.
[39] B.M. Schein, Representations of generalized groups, Izv. Vyssh. Uchebn. Zaved. Mat. 3 (1962) 164–176.
[40] G. Shafranova, Nilpotent subsemigroups of transformation semigroups, Ph.D. Thesis, Kyiv University, Kyiv, Ukraine, 2000.
[41] B. Steinberg, Möbius functions and semigroup representation theory, J. Combin. Theory Ser. A 113 (5) (2006) 866–881.
[42] B. Steinberg, A theory of transformation monoids: combinatorics and representation theory, Electron. J. Combin. 17 (1) (2010), Research Paper 164,
56 pp. (electronic).
[43] R. Steinberg, Complete sets of representations of algebras, Proc. Amer. Math. Soc. 13 (1962) 746–747.
