This paper tackles the general single machine scheduling problem, where jobs have di erent release and due dates and the objective is to minimize the weighted number of late jobs. The notion of master sequence is rst introduced, i.e., a sequence that contains at least an optimal sequence of jobs on time. This master sequence is used to derive an original mixed-integer linear programming formulation. By relaxing some constraints, it is possible to design a Lagrangean relaxation algorithm which gives both lower and upper bounds. The special case where jobs have equal weights is analyzed. Computational results are presented and, although the duality gap becomes larger with the number of jobs, it is possible to solve problems of more than 100 jobs.
Introduction
A set of n jobs fJ 1 ; ::; J n g, subject to release dates r i and due dates d i , h a ve t o b e s c heduled on a single machine. The processing time of jobs on the machine is denoted by p i , and on leave from IRCyN Ecole des Mines de Nantes a w eight w i is associated to each job. The machine can only process one job at a time. A s c heduled job completed before its due date is said to be early or on time, and late otherwise. The objective is to minimize the weighted number of late jobs, or equivalently to maximize the weighted number of early jobs. A well-known and important remark is that there is always an optimal schedule in which late jobs are sequenced after all the early jobs.
This single-machine scheduling problem, noted 1jr j j P w j U j in the standard classi cation, is strongly NP -Hard 8 . When all weights are equal 1jr j j P U j , the problem remains NP -Hard, but becomes polynomially solvable if all release dates are equal 1jj P U j 9 On log n, or if release and due dates are similarly ordered r i r j d i d j 8J i ; J j 6 On 2 , 7 On log n. However, some exact approaches have recently been proposed for this problem 1 5 . Lawler 7 showed that the Moore's algorithm 9 could be applied when processing times and weights are aggeeable, i.e., p i p j w i w j 8J i ; J j . Finally, branch-and-bound procedures have been developed to solve the case where all release dates are equal 1jj P w j U j in 12 and 11 . To our knowledge, no algorithm has been proposed to solve the general problem 1jr j j P w j U j . In this paper, based on the notion of master sequence i.e., a sequence from which an optimal sequence can be extracted, a new mixed-integer linear programming formulation is introduced. Using this formulation, a Lagrangean relaxation algorithm is derived. Lagrangean relaxation is a powerful optimization tool from which heuristic iterative algorithms can be designed, where both upper and lower bounds are determined at every iteration. It is thus possible to always know the maximum gap between the best solution found and the optimal solution, and stop the algorithm when this gap is small enough. One condition that is often associated to the e ciency of Lagrangean relaxation approaches is to relax as few constraints as possible, in order to obtain good bounds when solving the relaxed problem. This is why our formulation compares very favorably to other known ones see 4 for a study of classical formulations for this problem. Only one constraint t ype, coupling variables of di erent jobs, needs to be relaxed to obtain an easily solvable problem, that can be solved independently for each job.
The master sequence is introduced in Section 2, and the resulting mixed-integer linear programming formulation is given and discussed in Section 3. Section 4 shows how the size of the master sequence, and thus the size of the model, can be reduced. Section 5 presents the Lagrangean relaxation algorithm, and Section 6 improves the algorithm. The non-weighted case is studied in more details in Section 7. Numerical results on a large set of test instances are given and discussed in Section 8. Finally, some conclusions and perspectives are drawn in Section 9.
2 The master sequence
In the remainder of this paper, because we are only interested in sequencing jobs on time late jobs can be set after the jobs on time, the sequence of jobs will mean the sequence of early jobs. Many results in this paper are based on the following theorem.
Theorem 1 There is always an optimal sequence of jobs on time that solves the problem 1jr j j P w j U j , in which every job J j is sequenced just after a job J i such that either condition 1 d i d j , or 2 d i d j and r k r j 8 J k sequenced b efore J j , holds, or equivalently condition 3 d i d j and 9 J k sequenced b efore J j such that r k r j is not satis ed.
Proof: The proof goes by showing that, by construction, it is possible to change any optimal sequence into an optimal sequence that satis es the conditions 1 or 2.
Suppose that we h a ve a sequence in which some or all ready jobs do not satisfy one of the conditions. Starting from the beginning of the sequence, nd the rst pair of jobs J i ; J j in the sequence that does not satisfy the two conditions, i.e., for which condition 3 holds. If t i and t j denote the start times of the two jobs, the latter condition ensures that, after interchanging the two jobs, J j can start at t i since 9 J k sequenced before J j such that r j r k t i . Hence, J i will end at the same time than J j before the interchange t i + p i + p j , and thus will still be on time since t i + p i + p j d j d i .
The interchange should be repeated if J j and the new job just before it do not satisfy conditions 1 or 2, until one of these conditions is satis ed for J j and the job just before it, or J j is sequenced rst. The procedure is repeated for all jobs until the conditions are satis ed for all jobs. Because once a job has been moved, it will never go back again, one knows that the procedure will not be repeated more than n times, i.e., takes a nite amount of time.
2
We will denote by S the subset of sequences in which jobs satisfy the conditions in Theorem 1. In the sequel, we will only be interested in sequences in S, since we know that it always contains an optimal sequence. Proposition 1 If, in a sequence o f S, job J j is after jobs J i such that r j r i , then there is at least a job J i such that d i d j .
Proof: By contradiction, if all jobs J i before J j such that r j r i verify d i d j , then none of the conditions 1 and 2 is satis ed. Thus, the sequence is not in S. Hence, in the master sequence , job J 1 will be set rst and job J 5 last.
The master sequence has the following form: Corollary 3 shows that, when release and due dates are similarly ordered as in Kise et al. 6 , the master sequence will be the sequence of jobs in increasing order of their release dates or due dates if some jobs have equal release dates. In the non-weighted case w i = 1 , 8J i , the problem is then polynomially solvable using the algorithm proposed in 6 in On 2 or in 7 in On log n. An interesting and important property of the master sequence is a kind of transitivity property. If job J i is set before and after J j in the master sequence because either Condition 1 or 2 of Theorem 1 holds, and if J j is set before and after J k in the master sequence because either Condition 1 or 2 holds, then either Condition 1 or 2 of Theorem 1 holds and J i is set before and after J k in the master sequence.
The algorithm to create the master sequence is sketched below. We suppose that the jobs are pre-ordered in non-decreasing order of their release dates, and J denotes the set of jobs already sequenced. Moreover, to speed up the algorithm, jobs added in J are ordered on non-decreasing order of their due dates. The job set at position k in is denoted k. The number of positions in the master sequence is denoted by P . Recall that P nn+1 2 . Actually, P will only be equal to its upper bound if the job with the smallest release date has also the largest due date, the job with the second smallest release date has the second largest due date, and so on see Proposition 2. This is clearly a very special case and, in practical experiments, P will be much smaller than nn+1 By Constraint 2 we ensure that, if the job at the k th position in the master sequence is set on time u k = 1, then the job at position k + 1 cannot start before the completion of the job at position k. I f u k = 0, the constraint only ensures that t k+1 t k . Constraint 3 speci es that, if the job is scheduled on time, it cannot start before its release date. By Constraint 4, if the job at position k is set on time u k = 1, then it has to be completed before its due date. If u k = 0, the constraint is redundant. Finally, Constraint 5 ensures that at most one position is used for each job, or the job is late U i = 1.
In the previous model, it is possible to replace Constraint 3 by t k , r k 0 or equivalently to remove u k from Constraint 3. The new constraint i s n umbered 3'. Theorem 2 will proove the validity of the resulting model.
In the non-weighted case w j = 1 , 8J j , if Constraint 4 is replaced by t k + p k u k , d k 0 or equivalently D k = 0 in Constraint 4, then the resulting formulation still provides an optimal solution to the problem. The new constraint i s n umbered 4'. Although the non-weighted case will be studied in more details in Section 7, the following theorem is introduced here because its also useful for the weighted case.
Theorem 2 In the non-weighted c ase, there is always an optimal sequence o f S that satis es Constraints 2, 3', 4', and 5-7.
Proof: The proof goes by showing that the only case where there is a problem is when J j can be sequenced before and after J i in the master sequence, and r j r i and d j d i , and J i is not sequenced in the optimal sequence. It can be shown that Constraints 2, 
Reducing the master sequence
Because the size of the model is directly linked to the length of the master sequence, it is interesting to remove as many positions as possible from . Not only solution procedures will be more e cient, but the model will be tighter and will give better lower bounds by Lagrangean relaxation.
Because of Constraints 2 and 3, t k max r=1;::;k,1 r r . Hence, the rst reduction will be done by removing positions k such that max r=1;::;k,1 r r + p k d k .
Several dominance rules are proposed in 5 for the non-weighted case. However, if parameter D k is changed according to Theorem 2, all of them do not apply. This is because, in the resulting formulation, when job J j is before and after J i in the master sequence and J i is late, the position of J j after J i might need to be occupied in an optimal solution. One could show that this is not the case with the initial formulation. Our preliminary numerical experiments showed that reducing parameter D k was more important than using the lost dominance rules.
We will describe here the dominance rules that still apply to our formulation, and which h a ve been modi ed for the weighted case see 5 for details. In an optimal solution, either both jobs are late, or it is always possible to nd a solution in which job J j is on time and the total weight of late jobs is as small than a solution with job J i on time.
Another dominance rule is based on the fact that, if there is a position l and a job J j J j 6 = l such that Conditions 1 r l + p l r j + p j , 2 p l p j , 3 r l +
are satis ed, then J j dominates position l, and thus the latter can be removed. This is because, if there is an optimal solution in which position l is occupied i.e., job J l is on time, then, by Condition 3, J j is late. The solution can be changed to another optimal solution in which J l is replaced by J j .
A Lagrangean relaxation algorithm
Following Theorem 2 and remarks from Section 3, the mixed-integer linear programming formulation is now: The solution would be the same, i.e., i n tegral, if Constraints 13 and 14 were to be deleted. Hence, the Lagrangean relaxation bound is identical to the bound obtained by linear relaxation see Parker and Rardin 10 . However, this bound can be determined faster, because every subproblem can be trivially solved. Actually, before implementing our Lagrangean relaxation algorithm, we performed some preliminary testing using linear relaxation with a standard and e cient LP package. The quality of the bound was better than all other formulations we had tested before see 4 .
It is relatively easy to interpret the impact of the values of k , p i , o r w i . Increasing k will force the associated Constraint 9 to be satis ed, i.e., t k to be chosen as large as possible and equal to d k + D k , p k + D k u k u k to 0, and t k,1 as small as possible and equal to r k,1 . I n tuitively, a job with a large processing time that is set on time might force more jobs to be late than a job with a smaller processing time. Hence, it is natural to favor jobs with small processing times. This is consistent with 17, where the coe cient o f u k will increase with p k , and has then more chances to become positive, thus inducing u k = 0 , i.e., job J k is not set in position k. The exact opposite can be said about the weight, since the larger its weight, the more you want to sequence a job. Again, this is in accordance with 17, where the coe cient o f u k will decrease with w k , and has then more chances to become negative, thus inducing u k = 1 , i.e., job J k is set in position k.
The following algorithm is proposed to solve our problem using Lagrangean relaxation and subgradient optimization see Parker and Rardin 10 .
Step 1 -Initialization of the Lagrangean variables k :
npmaxwmaxw k 8k, where p max resp. w max is the largest processing time resp. weight among all jobs, and f a parameter, and r = 0 .
Step 2 -Initialize the various parameters: U i = 1 , coefi = 1 and posi = ,1 8i, u k = 0 8k, r = r + 1, and r 1 = r P+1 = 0 .
Step 3 -Solve the relaxed problem:
Step 3 Step 5 -Compute an upper bound by sequencing as many jobs as possible among the jobs J i that are set on time in the solution associated to the lower bound, i.e., such that U i = 0 .
Step Step 7 -If no stopping conditions are met, go to Step 2.
We use a simple and fast greedy algorithm to determine the upper bound in Step 5. From k = 1 t o k = P , job J k is added to the sequence of early jobs if u k = 1 and J k is on time. The nishing time of the current sequence is updated each time a new job is added.
Various parameters have to be initialized and adjusted to ensure the best convergence of the algorithm for di erent t ypes of instances. After sd iterations without improvement, the parameter r is decreased by a factor of 1001,red . Various stopping conditions are checked: maximum number of iterations IterMax, step smaller than or equal to min , and of course if the optimum is found, i.e., the lower and upper bounds are equal. The parameters chosen here could be adjusted to improve the results on some instances, but we decide to use generic parameters instead. After some preliminary testing, we chose the following values: f = 0 :4, 1 = 1 :6, sd = 40, and red = 0 :9. For the stopping conditions, we used IterMax = 100 000 and min = 1 0 ,5 . Actually, in our numerical experiments, the number of iterations is never larger than 20 000.
As already shown, every relaxed problem in Step 3 are solved very quickly, i n OP time where P is not larger than nn+1 2 . Hence, many iterations can be performed, even for large instances.
6 Improving the algorithm Several improvements are proposed. The rst one is based on a rewriting of the formulation. In the model, because of Constraint 9, Constraint 10 can be rewritten where dd k = min r=k;::;P d r are due dates per position.
Although they do not improve the lower bound obtained by linear relaxation, and thus by Lagrangean relaxation, these changes often considerably speed up the algorithm by better updating the Lagrangean multipliers in Step 6. This is because the positions for a job are better di erentiated whereas, in the original formulation, they all have similar Constraints 10. Hence, the algorithm will more quickly choose the best positions for a job, and will require less iterations to converge to the lower bound.
Another improvement uses the following property to tighten Constraint 9 in the model. Proposition 4 If, in the master sequence, J i is before and after J j , then there i s a n optimal schedule in which either the position k of J i after and generated by J j is not occupied o r i s o ccupied and such that t k d j , p i .
Proof: We w ant to prove that if, in an optimal schedule S, the position k of J i after J j is occupied and t k d j , p i then this schedule can be transformed into an equivalent optimal schedule S 0 in which J i is sequenced before J j i.e., position k is not occupied.
Since J i is before and after J j , w e know that r i r j and d i d j . Hence, moving J i before J j will just translate J j and the jobs between J j and J i in S by p i and, because In the Lagrangean relaxation algorithm described in Section 5, the following steps are modi ed:
Step 3.1 -For k = 1 ; ::; P , i f r k+1 , r k 0 then coef = r k+1 p i ,1, else coef = r k p i ,1. Moreover, the Kise et al.'s algorithm 6 can be used to compute the upper bound associated to the current v alue of the multipliers r in Step 6. This is because, when the sequence in which jobs can be sequenced is xed, i.e., for a given permutation of the jobs, the optimal sequence of early jobs can be found using the Kise et al.'s algorithm. In our case, the set of jobs from which jobs have to be sequenced is the set of jobs J i such that U i = 1, and the xed sequence is given by the positions k such that u k = 1 .
It is better to adjust the parameters for the algorithm when w i = 1 , 8i. After multiple trials, we decided to use the following for all tested instances: f = 0 :4, 1 = 0 :05, sd = 60, and red = 0 :92. The same parameters are kept for the stopping conditions IterMax = 100 000 and Mi n = 1 0 ,5 .
Computational Results
Many test problems have been generated to evaluate our algorithm. For each v alue of n, the number of jobs, 160 instances have been randomly generated. The test program, written in C, is running on a SUN UltraSparc workstation.
Random generator For each job J i , a processing time p i is randomly generated in the interval 1; 100 and a weight w i is generated in the interval 1; 10 . As in 3 , two parameters K 1 and K 2 are used, and taken in the set f1; 5; 10; 20g. Because we w ant data to depend on the number of jobs n, the release date r i is randomly generated in the interval 0; K 1 n , and the due date in the interval r i + p i ; r i + p i + K 2 n . The algorithm was tested for n 2 f 20; 40; 60; 80; 100; 120; 140g. F or each combination of n, K 1 , and K 2 , 10 instances are generated, i.e., 160 instances for each v alue of n.
Results on the non-weighted case The Lagrangean relaxation algorithm was rst ran on the 1jr j j P U j problem. In Table 2 , results are reported for each v alue of n. The optimum is considered to be found when lower and upper bounds are equal. For n = 60, 66 out of 160 instances are optimally solved, i.e., 41.3. The CPU time necessary to nd the best bounds is also reported. For n = 80, the mean CPU time is about 1 minute. To evaluate the e ciency of both bounds, the gap between the upper and lower bounds is also measured and reported in the last three columns of the table. This gap is expressed in number of jobs. For n = 100, the average gap is close to 2 jobs. The standard deviation and maximum gap are also given in the table.
The results are good, although the average duality gap increases quickly when n is larger than 100. This is mostly because it is large for speci c sets of instances, as attested by the large standard deviation. Remember that we decided to use the same parameters for our algorithm for every test instance, independently of n, K 1 , o r K 2 . The algorithm does not perform so well when the master sequence is long. Looking at Proposition 2, this happens when there are many pairs of jobs J i ; J j such that r i r j and d i d j . This is the case when K 2 is large, and even more when K 1 is also small. The same analysis holds for the CPU time, since the time to solve the relaxed problem at every iteration directly Table 2 : Results on the non-weighted case.
depends on the length of the master sequence P . This is why the CPU time average and standard deviation increase with the number of jobs. Table 3 reports the results and the length of the master sequence for n 2 f 100; 120; 140g and K 2 2 f 1; 5; 10; 20g. Note that, for K 2 = 20, the mean CPU time and the mean gap are approximatively two times larger than in Table 2 .
Nb In 5 , we propose a branch-and-bound procedure which is only valid for the nonweighted problem. This exact method also uses the notion of master sequence, and has been tested on the same set of instances. In a maximum running time of one hour, more than 95 of 140-job instances are solved to optimality. Hence, it is possible to compare the bounds given by our Lagrangean relaxation algorithm to the optimal solution for test instances that are optimally solved by our exact procedure. In Table 4 , we compare the two bounds for instances of more than 80 jobs with the optimal solution. For both the lower and upper bounds, the results are reported as follows: the rst column gives the percentage of cases where the bound and the optimal solution are equal, and the next three columns give the mean, the standard deviation and the maximum of the gap between the bound and the optimal solution. These gures are expressed in number of jobs. Even for the largest instances n = 140, the upper bound is very good on average, about 4 jobs more than the optimal solution which corresponds to an error of less than 3. However, the standard deviation becomes rather large, which emphasizes again the large variance observed on the CPU time and the duality gap.
Better results could be obtained, when the gap is very large, by adjusting the parameters of the Lagrangean algorithm. We did it for n = 140, K 1 = 1 and K 2 = 20, where the largest gaps are observed. Using the generic parameters f = 0 :4, 1 = 0 :05, sd = 60, and red = 0 :92, the average di erence between the lower and upper bounds for the 10 instances is 38.4. By modifying only 1 1 = 0 :5, the mean gap is reduced to 3.4 more than 10 times smaller!.
Results on the weighted case Weights are randomly generated in the interval 1; 10 .
Results are reported in Table 5 . The Lagrangean relaxation algorithm seems to be more e cient than in the non-weighted case. When n is large, the bounds are obtained faster 184.66 seconds on average vs 359.49 for n = 140, and the average gap between the two bounds is also reduced. The last column of Table 5 give the gap between the two bounds expressed in . This gap can be compared to the one given in Table 2 .
Results on instances of small size are better in the non-weighted case than in the weighted case. However, it becomes the opposite when the number of jobs increases n = 120 and n = 140. For n = 140, the gap in the weighted case is less than 4, whereas it is more than 8 in the non-weighted case. Moreover, in nearly all the cases, the CPU time is smaller in the weighted case, and the di erence ampli es when n increases. We do not give a table equivalent t o T able 3 for the weighted case, since it would be very similar and would not bring much. Table 5 : Results on the weighted case.
Let us give a tentative explanation of the better e ciency of the algorithm in the weighted case. Weights help to di erentiate between two jobs that could be both sequenced, but not together, in an optimal solution in the non-weighted case. Hence, the objective function will be less " at", i.e., there will be less identical solutions associated to the same value of the objective function. The Lagrangean relaxation algorithm reaches more quickly its lower bound, whose quality is improved.
As in the non-weighted case, better results could be obtained by adjusting the parameters of the Lagrangean algorithm. We did it again for n = 140, K 1 = 1 and K 2 = 20. The average duality gap for the 10 instances reduces from 66.4, when using the generic parameters f = 0 :4, 1 = 1 :6, sd = 40, and red = 0 :9, to 15.8 by modifying only 1 and sd 1 = 2 :6 and sd = 80.
Conclusion
This paper considers a single-machine scheduling problem in which the objective i s t o minimize the weighted number of late jobs. Based on the de nition of the master sequence, a new and e cient mixed-integer linear programming formulation is derived. By relaxing some coupling constraints using Lagrangean multipliers, the resulting problem becomes easily solvable. A Lagrangean relaxation algorithm is proposed and improved. Numerical experiments have been performed on an extended set of test instances for the non-weighted case, and for the weighted case, and the algorithm performs well for problems with more than 100 jobs.
To our knowledge, our Lagrangean relaxation algorithm is the rst method proposed to solve the problem 1jr j j P w j U j . W e w ould like to improve the algorithm, in particular the number of iterations required to obtain the lower bound, by for instance using dual ascent instead of subgradient optimization when updating the Lagrangean multipliers.
The master sequence has also been used in a branch-and-bound method to solve the 1jr j j P U j problem i.e., the non-weighted case 5 . It would be interesting to investigate other problems where the notion of master sequence could be applied. For instance, we believe it can be used to tackle the case where jobs can be processed in batches although not with families, see Crauwels et al. 2 .
