This paper deals with the asymptotic distribution of Wishart matrix and its application to the estimation of the population matrix parameter when the population eigenvalues are block-wise infinitely dispersed. We show that the appropriately normalized eigenvectors and eigenvalues asymptotically generate two Wishart matrices and one normally distributed random matrix, which are mutually independent. For a family of orthogonally equivariant estimators, we calculate the asymptotic risks with respect to the entropy or the quadratic loss function and derive the asymptotically best estimator among the family. We numerically show 1) the convergence in both the distributions and the risks are quick enough for a practical use, 2) the asymptotically best estimator is robust against the deviation of the population eigenvalues from the block-wise infinite dispersion.
Introduction
Suppose that a p-dimensional random vector y has the covariance matrix Σ. The inference for Σ has been studied in enormous amount of literature and is still an important topic from both theoretical and practical points of view. Often we assume some structure of Σ, i.e., restriction on its parameter space {Σ | Σ > 0}. A structure, in some cases, arises from a theoretical reason behind the data. In other cases, it appears as a result of exploratory analysis such as principle component analysis or exploratory factor analysis.
For example suppose that y is generated in the following multivariate linear model;
where B is a p×m coefficient (factor loading) matrix with rank B = m, x is a latent m×1 random vector (common factor) and p × 1 vector e is an error term (unique factor) which is independently distributed from x. If we further assume that e has σ 2 I p (I p : p-dimensional identity matrix) as its covariance matrix, Σ is written as
where Σ x is the nonsingular covariance matrix of x. In this case Σ has the eigenvalues λ 1 ≥ · · · ≥ λ p given by
where τ i > 0, i = 1, . . . , m, are the eigenvalues of BΣ x B . It is often observed that σ 2 is quite small compared to τ i 's, which means that the first group of eigenvalues (λ 1 , . . . , λ m ) is very large compared to the second group (λ m+1 , . . . , λ p ). In this paper we call this state as "(two-)block-wise dispersion" of the population eigenvalues. What would happen to the sample covariance matrix, when the eigenvalues of population covariance matrix are "infinitely" dispersed? This is an interesting question from a theoretical standpoint. Takemura and Sheena (2005) and Sheena and Takemura (2006) deal with this problem under "total dispersion" of population eigenvalues, namely (λ 2 /λ 1 , λ 3 /λ 2 , . . . , λ p /λ p−1 ) → 0.
This paper is a generalization of Takemura and Sheena (2005) from a theoretical point of view, while the practical motivation is as follows; as we saw above, we often come across a practical situation where the population eigenvalues are block-wise dispersed. It is helpful for the inference on Σ in practical situations to understand the behavior of the sample covariance matrix, when the population eigenvalues are block-wise "infinitely" dispersed. The state of the population eigenvalues being infinitely dispersed is a theoretical approximation, but understanding the limiting behavior leads to a better insight on its neighborhood where the eigenvalues are "largely" dispersed. Now we formally state the framework of this paper. Let S = (s ij ) be distributed according to Wishart distribution W p (n, Σ), where p is the dimension, n is the degrees of freedom, and Σ is the covariance matrix. The spectral decompositions of Σ and S are given by
where G, Γ ∈ O(p), the group of p × p orthogonal matrices, and Λ = diag(λ 1 , . . . , λ p ), L = diag(l 1 , . . . , l p ), are diagonal matrices with the eigenvalues λ 1 ≥ . . . ≥ λ p > 0, l 1 ≥ . . . ≥ l p > 0 of Σ and S, respectively. We use the notations λ = (λ 1 , . . . , λ p ) and l = (l 1 , . . . , l p ) hereafter. By the requirement that G = ( g ij ) = Γ G has positive diagonal elements, the spectral decomposition S = GLG is almost surely uniquely determined. Then almost surely there exists a one-to-one correspondence between the set {S | S > 0} and L × O + (p), where
Let m (m i in Subsection 2.3) denote the dividing point of the first block and the second block of the eigenvalues. Now we parameterize λ,l as follows;
In this paper we always consider ξ's are given and fixed. We also use the notations, Ξ = diag(ξ 1 , . . . , ξ p ), ξ = (ξ 1 , . . . , ξ p ), D = diag(d 1 , . . . , d p ), d = (d 1 , . . . , d p ).
We will investigating the asymptotic distribution of S as β/α goes to 0 while Ξ is fixed and its application to the estimation of Σ. The state β/α ≈ 0 means that the eigenvalues of Σ are twoblock-wise "largely" dispersed. In the following, the notation β/α → 0 means a limiting operation n → ∞ with arbitrary sequences α n , β n , n = 1, 2, . . ., such that β n /α n → 0. We briefly describe the content of the following sections. In Subsection 2.1 we prepare a local coordinate system of O + (p) around I p . In Subsection 2.2 we present our main results on asymptotic distributions and we further discuss the case of multi-block-wise infinite dispersion in Subsection 2.3. Section 3 deals with the estimation of Σ from decision-theoretic framework. In Subsection 3.1 we introduce orthogonally equivariant estimators and two loss functions and in Subsection 3.2 we calculate the asymptotic risks. We concentrate on the special case of block-wise identity covariance matrices in Subsection 3.3, which is practically important, and we propose the best estimator for the case with respect to each loss function. In Subsection 3.4 the convergence speed of both distributions and risks are numerically evaluated. Together with the application to discriminant analysis, the numerical comparisons show the superiority of the new estimators. In Appendix we present the proofs of two lemmas and discuss analytical calculation of the asymptotic risks.
Before concluding this subsection, we introduce some notational conventions in this paper. In the sections other than Subsection 2.3, we always consider a same two-block partition of matrices. For A = (a ij ), a p × p matrix, A ij (1 ≤ i, j ≤ 2) denotes the (i, j)-block in the partition
If A is block diagonal, i.e. A 12 = A 21 = 0, we write
For the particular case of diagonal matrix A = diag(a 1 , . . . , a p ), we simply write A 1 , A 2 instead of A 11 , A 22 , i.e. A 1 = diag(a 1 , . . . , a m ), A 2 = diag(a m+1 , . . . , a p ). Let a = (a ij ) 1≤j<i≤p denote the vector of the elements in the lower triangular part of A, which is correspondingly partitioned as a = (a 11 , a 22 , a 21 ), where
If a is a p-dimensional row vector, i.e., a = (a 1 , . . . , a p ), then we make a partition of a as a = (a 1 , a 2 ), a 1 = (a 1 , . . . , a m ), a 2 = (a m+1 , . . . , a p ).
We write etr X = exp(tr X) for a square matrix X.
Asymptotic Distribution

Local Coordinates
We consider a local coordinate of O + (p), u = (u ij ) 1≤j<i≤p , around the identity matrix I p . For the proof of the existence of such coordinate, see Appendix B of Takemura and Sheena (2005) . We have the following open sets C , U, V and functions φ ij , 1 ≤ i ≤ j ≤ p;
is a one-to-one function from U onto V . Using V we can construct a finite open covering of O + (p) as follows. For
denote the open neighborhood of diag(H 1 ,
We denote the partition of unity subordinate to 
As we will see later, we do not need a local coordinate for O (0) , since the measure of this area asymptotically vanishes. Now we have (l, u) as a local coordinate on each L × O (τ ) , τ = 1, . . . , T . We need another local coordinate to investigate the asymptotic behavior of S. Let q = (q ij ) 1≤j<i≤p be defined as follows as another coordinate on O (τ ) for a fixed τ , τ = 1, . . . , T ; if 1 ≤ j ≤ m < i ≤ p,
and q ij = u ij otherwise. If we use matrices Q = (q ij ), U = (u ij ) and their partitions, (7) is the same as
Conversely
or
Pairing
with
The Jacobian of the transformation J((l, u) → (d, q)) is given by
Main Results
The following theorem says that G asymptotically separates into two orthogonal matrices G 11 , G 22 on the diagonal blocks.
Proof. Since 2 is easily proved from 1, we only prove 1 here. Let
Sinces ii is distributed independently of Σ, for any > 0, there exists M such that
Besides, from the result of Lemma 1 of Takemura & Sheena (2005) , for any > 0, there exists C such that
From (14) and (15) we haves
From this fact and (13) we have
Next we state a rather technical lemma, which will be used in the proofs of some theorems. Consider a random variable x(G, l, λ, α, β). We are often interested in the asymptotic expectation of x(G, l, λ, α, β) as β/α → 0 while Γ is fixed. For fixed Γ and H (τ ) 
, somewhat abusing the notation, let and suppose that for each τ, τ = 1, . . . , T , lim β/α→0 x(d, q, ξ, α, β; Γ, H (τ ) ) exists and equals to a functionx
Then
where the expectation on the right side of (21) is taken with respect to the following mutually independent distributions
and G ss (W ss ), d s (W ss ), s = 1, 2, are the components in the unique spectral decomposition of W ss for s = 1, 2;
The proof is given in Appendix.
The following theorem on the asymptotic distributions is actually a corollary of Lemma 1. Let
where all the elements on the right-hand side are defined in Section 1.
and W 11 tr W ss Θ ss + tr Z 21 Θ 21 ).
For
This leads to tr(H (τ ) G(q 11 , q 22 , 0)) ss D s (H (τ ) G(q 11 , q 22 , 0)) ss Θ ss + tr Q 21 Θ 21 . 
Multi-block Partition
In this section, we extend Theorem 2 into multi-block cases. We partition (1, . . . , p) into k blocks;
1st block (m 0 + 1, · · · , m 1 ), 2nd block (m 1 + 1, . . . , m 2 ), . . .
Let [i], i = 1, . . . , p, denote the block containing i, i.e.,
We also use the notationsm s = m s − m s−1 , s = 1, . . . , k, for the block sizes. Correspondingly to the above partition, we make the following partition of a p × p matrix A = (a ij );
For a diagonal matrix A = diag(a 1 , . . . , a p ), we use the notation
Consider the following parametrization of l, λ
In this subsection we again consider that ξ i 's are fixed. Now we define W ss , Z st , 1 ≤ t < s ≤ k;
where notations of the right-hand side are defined in Section 1. The following theorem is the extension of Theorem 2.
Proof. Though we can prove the theorem in the same manner as the proof of Theorem 2, it is notationally too cumbersome. Instead we will prove the theorem by using Theorem 2 recursively. Let r 1 = α 1 and r t = α t /α t−1 , t = 2, . . . k, then s t=1 r t = α s , s = 1, . . . , k. Note for 1 ≤ i ≤ p,
We consider the moment generating function
are respectively am s ×m s symmetric matrix and am t ×m s matrix. We have
We omit technical arguments on uniform convergences, which guarantees the decomposition of lim (r 2 ,...,r k )→0 in the second line into step by step limiting operations lim r 2 →0 · · · lim r k →0 in the third line. Consider the partitions;
Define D * , Ξ * as partitioned matrices;
Since as r k → 0, β/α → 0, from Theorem 2, we have
and the asymptotic distributions are mutually independent. Therefore
where the expectations on the right-hand side is taken with respect to the above asymptotic distributions. If we apply Theorem 2 again to S (k−1) and recursively to the upper-left block Wishart distribution which asymptotically arises, we gain the result. 
Application to Estimation of Σ
Loss Functions and Orthogonally Equivariant Estimators
In this section, we apply the asymptotic result on the distribution of S to the estimation of Σ when β/α vanishes. We take a decision-theoretic approach to evaluate the performance of the estimators. We deal with the two loss functions; one is Stein's loss (entropy loss) function
and the other is a scale-invariant quadratic loss function
The associated risk functions are denoted as
The classical estimator of Σ is the unbiased estimator
which has been widely used for many statistical analysis, especially with statistical software packages. However, as James and Stein (1961) showed, this estimator is neither minimax nor admissible with Stein's loss function (24). The same drawback with respect to the quadratic loss function (25) was reported by Olkin and Selliah (1977) . Following these initiative papers, much literature has been written seeking for a superior estimator to Σ U . See Pal (1993) for the review on the estimation of Σ. In this paper we only refer to orthogonally equivariant estimators proposed by Stein (1977) , Dey and Srinivasan (1985) and Krishnamoorthy and Gupta (1989) . An estimator of the form Stein (1977) and Dey and Srinivasan (1985) proposed the orthogonally equivariant estimator,
Σ SDS is of simple form but dominates Σ U with substantially better risk w.r.t the loss function (24). It is also a minimax estimator. See Dey and Srinivasan (1985) and Sugiura and Ishibayashi (1997) for more details. Order preservation among ψ i (l), i = 1, . . . , p, is discussed in Sheena and Takemura (1992) .
The orthogonally equivariant estimator Σ KG is defined by
Σ KG is conjectured to be a minimax estimator which dominates Σ U w.r.t. the loss function (25). This was proved by Sheena (2002) for the case p = 2.
In this section we only consider orthogonally equivariant estimators given by
with some constant c i (1 ≤ i ≤ p), or in the matrix expression,
It is interesting that Σ SDS and Σ KG are also the minimum risk estimators among the estimators of the form (26) respectively for L 1 (·, ·) and L 2 (·, ·) when all the population eigenvalues are dispersed. See Takemura and Sheena (2005) for more details.
Asymptotic Risk
This subsection is devoted to the calculation of the asymptotic risks R d ( Σ, Σ)
for an orthogonally equivariant estimator defined by (26). Note that
For the evaluation E[log |Σ −1/2 SΣ −1/2 |], see e.g. (10) in p.132 of Muirhead (1982) . We start with the following lemma, the proof of which is given in Appendix.
where the expectations on the right-hand side in (29) and (30) are taken with respect to the distributions in (22) and the decompositions in (23).
Now suppose that under the distribution of W ss , s = 1, 2, in (22) and their spectral decomposition in (23), we estimate Ξ s , s = 1, 2, by the following orthogonally equivariant estimators
then the risks w.r.t. each loss function (24), (25) are given by
The following theorem gives the decomposition of the asymptotic risk, R d ( Σ, Σ), into the risks R 1d , R 2d and the residuals R 3d for d = 1, 2.
All the expectations are taken with respect to the distributions (22) and the decompositions (23).
Proof. From (27),
Using (29) together with the above result, we have the result for R 1 ( Σ, Σ). From (28),
Using (30) and (29) together with the above result, we have the result for R 2 ( Σ, Σ).
Minimum Asymptotic Risk Estimator
Consider the model (1) and suppose τ 1 = · · · = τ m (= τ ) in (2) . Then α = τ + σ 2 and β = σ 2 and
This assumption may not be very realistic. However note that it is trivially satisfied in the onefactor model m = 1, which is frequently used in practice. In this subsection we focus on the estimation of Σ under the condition (31). In this case, since we have no unknown parameters anymore, the asymptotic risk is uniquely determined, hence we can derive the "best" i.e., minimum asymptotic risk estimator among the orthogonally equivariant estimators of the form (26). The following theorem gives the asymptotic risk for the case (31). 
and p × p symmetric matrix A = (a ij ) is given by
All the expectations are taken with respect to the distribution (22) and the decompositions (23) with
we have the following results.
Next we calculate R 32 in Theorem 4 when
Combining above results, we see that (32) and (33) hold.
Corollary 1
The minimum asymptotic risk with respect to the loss function L 1 (·, ·) is given by
It is attained by Σ
The minimum asymptotic risk with respect to the loss function L 2 (·, ·) is given by
Proof. The results are easily obtained by the minimization
The calculation of the asymptotic risks in Theorem 5 and the c i 's of
. . , p, that is, the first and the second moment of the eigenvalues of the Wishart distribution with the identity covariance matrix. Generally we need to make use of Monte Carlo simulation or numerical integration for the evaluation of the moments of the eigenvalues. However when p is small and n is appropriately even or odd depending on p, the analytic evaluation is feasible. See Section A.3 in Appendix for this evaluation. Tables 1-5 give c i 's for Σ U , Σ SDS , Σ KG , Σ M A 1 , Σ M A 2 when p = 3, 4 with several values of n. The value of c i 's for the minimum asymptotic risk estimators Σ M A 1 , Σ M A 2 is calculated by the aforementioned analytic method. Note that for the case p = 2, the minimum asymptotic risk estimator naturally coincides with Σ SDS ( Σ KG ) which is the minimum asymptotic risk estimator for L 1 (L 2 ) when we see the total dispersion of population eigenvalues (see Takemura ans Sheena (2005) ). As it is well known, n −1 l i (i = 1, . . . , p) tends to overestimate the corresponding eigenvalue of Σ when i is small, while it tends to underestimate the corresponding eigenvalue of Σ when i is large. The estimators Σ SDS , Σ KG modify this tendency by increasing weight c 1 < · · · < c p . It is seen from the tables that Σ M A 1 , Σ M A 2 enlarge the weight difference within each block in most cases; for example when p = 4, m = 2, the relation between
The tables also give asymptotic risk comparison w.r.t. L 1 among the estimators Σ U , Σ SDS , Σ M A 1 (see "Asy.Risk1") and that w.r.t. L 2 among the estimators Σ U , Σ KG , Σ M A 2 (see "Asy.Risk2"). The risks are analytically calculated except for evaluating p i=1 E[log χ 2 n−i+1 ] by Monte Carlo simulation method using 10 5 random numbers. "R.R.R." under "Asy.Risk1" or "Asy.Risk2" shows the risk reduction rate defined by
It has been observed that Σ SDS and Σ KG drastically reduce the risk of Σ U when the population eigenvalues are close to each other. Lin and Perlman (1985) reports that when Σ = I p , R.R.R. of Σ SDS often reaches 70%. See also Sugiura and Ishibayashi (1997) for a risk comparison by elabarate simulation. In the situation of the block-wise dispersion, the risk reduction rate of these estimators rarely approaches 50%. Especially when n is as large as 50, the rate is always under 20%. On the other hand, the risk reduction rates of Σ M A 1 and Σ M A 2 are constantly over 30% and often reach 50% irrespective of the values of n. It is interesting that Σ M A 2 always outperforms Σ M A 1 in view of R.R.R.
Simulation studies
In this subsection, we evaluate the performance of Σ M A 1 , Σ M A 2 by Monte Carlo simulation under the situation (31). As we saw in the previous subsection, in view of the asymptotic risks, Σ M A 1 , Σ M A 2 provide better risk reduction compared to Σ SDS , Σ KG . In practical point view, however, it is important to see how largely the population eigenvalues must be dispersed so that the use of Σ M A d , d = 1, 2, is recommended. The convergence speed of the distributions given in Theorem 2, which is an interesting topic by itself, is closely related to this problem. To see the convergence speed in both distributions and risks, we carried out Monte Carlo Simulation for the two cases p = 3, m = 1 and p = 4, m = 1. In each case, we took 11 values 1.0, 0.8, 0.6, 0.4, 0.2, 10 −i (i = 1, . . . , 6) in the convergence parameter β, while α is fixed at 1. We took three different values of n in each case and generated 10 6 random Wishart matrices under given p, n, β. The result is given in Table 6 (p = 3, m = 1) and Table 7 (p = 4, m = 1). The upper part of each table shows the speed of the distributional convergence in Theorem 2. Note that when Ξ 1 = I m , Ξ 2 = I p−m , the asymptotic distribution of a diagonal element of W ss , s = 1, 2, is a χ 2 distribution. The labels in the tables are given as follows with χ 2 n (α), z(α) denoting the lower α percentage points of χ 2 distribution with n degrees of freedom and the standard normal distribution, respectively ; Table 6 Prob 1a = P ( W 11 
Prob 5b = P (( Z 21 ) 21 ≤ z(0.95)), Table 7 Prob 1a = P ( W 11 ≤ χ 2 n (0.05)), Prob 1b = P ( W 11 ≤ χ 2 n (0.95)), Prob 2a = P (( W 22 ) 11 ≤ χ 2 n−1 (0.05)), Prob 2b = P (( W 22 ) 11 ≤ χ 2 n−1 (0.95)), Prob 3a = P (( W 22 ) 33 ≤ χ 2 n−1 (0.05)), Prob 3b = P (( W 22 ) 33 ≤ χ 2 n−1 (0.95)), Prob 4a = P (( Z 21 ) 11 ≤ z(0.05)), Prob 4b = P (( Z 21 ) 11 ≤ z(0.95)), Prob 5a = P (( Z 21 ) 31 ≤ z(0.05)), Prob 5b = P (( Z 21 ) 31 ≤ z(0.95)).
In the lower part of each table, "Risk 1 *" and "Risk 2 *" show the risks of the corresponding estimator Σ * respectively for L 1 and L 2 . The tables show that 1. The convergence of the diagonal elements of W ss , s = 1, 2, is so rapid that when β = 0.1, the asymptotic distribution already gives a good approximation for the exact distribution. When β = 0.1, every probability of the diagonal elements is within 0.01 deviation from the exact asymptotic probability.
2. The convergence speed of Z is quite slow compared to that of the diagonal elements of W ss , s = 1, 2. For a good approximation as above, β must be as small as 10 −5 or 10 −6 .
3. The risks also rapidly converge to the asymptotic risks so that β = 0.1 is small enough to give a good approximation. Actually all the risks in the tables when β = 0.1 are within the ±5% interval centered at the exact asymptotic risk.
4. The risk of Σ M A d , d = 1, 2, is always lower than that of the competing estimators. Most notably their superiority in risk is kept even when the population eigenvalues are all equal. It seems that Σ M A d , d = 1, 2, has robustness to the deviation from the dispersion of the population eigenvalues. Because of the robustness, Σ M A d , d = 1, 2, seem to be useful for various applications. Now as the last topic in this section, apart from a decision-theoretic approach, we evaluate these new estimators' performance in discriminant analysis. We use a well-known example of Fisher's iris data. The data consists of 50 samples from each of the three groups(species) with 4-dimensional variable (x 1 :sepal length(cm), x 2 :sepal width(cm), x 3 :petal length(cm), x 4 :petal width(cm)). We 
As a discriminant function, we use a Mahalanobis distance based on each estimates (34)
We observe that 1) in each group, the largest eigenvalue are about 6 times as large as the second largest eigenvalue, 2) the second largest eigenvalue is about 3-7 times as large as the smallest eigenvalue. We are interested in the performance of Σ M A d , d = 1, 2, with the population eigenvalues in (34) which are considered as a deviation from (∞, c, c, c) , the ideal eigenvalues for Σ M A i , i = 1, 2.
We made three types of cross validations.
1. Leave-one-out: For a chosen (i, j), i = 1, 2, 3, j = 1, . . . , 50, leave x (i) j out from the whole data to be a test data, and use the rest as a learning data set. We repeat this trial for every possible (i, j). Consequently 150 trials were carried out. We summarize the result on the correct classification percentage ("C.C.P." for abbreviation) of each discriminant function.
1. Leave-one-out: All the discriminant functions returned the same classification for every test data and scored 96.67% of C.C.P. The misclassification occurred at the sample x (2) 19 , x (2) 21 , x (2) 23 , x (2) 34 , x (3) 32 . With as much as 49 learning data, all the discrininant functions work quite correctly and make no differences among the functions. Table 8 for the C.C.P. in each learning data set and the average. Depending on the learning data set, different discriminant functions records the best C.C.P, but the margins are small and negligible. It seems that even 10-sample-learning set is too large to differentiate the functions. Table 9 for the C.C.P. in each learning data set and the average. In every learning data set, the functions based on Σ M A d , d = 1, 2, outperform the other functions. Especially Σ M A 1 always keeps the highest C.C.P. In total, Σ M A 1 and Σ M A 2 record better C.C.P. than Σ U by 8.89% and 6.52% respectively, while the margins of Σ SDS and Σ KG over Σ U are respectively 2.60% and 1.26%.
10-sample-set: See
5-sample-set: See
where u is actually the abbreviation for u(d, q, ξ, α, β) defined by (10) . For notational simplicity we use the same abbreviation u = u(d, q, ξ, α, β) for the rest of this proof. From (12) 
From (35), (37) and (47), we have
Under the distribution (22) and the spectral decompositions (23), the joint density function of (d 1 , G 11 ) ((d 2 , G 22 )) with respect to the product measure of Lebesgue measure on R m + (R p−m + ) and the invariant probability measure µ 1 (µ 2 ) on O + (m) (O + (p − m)) is given by the following functions, F 1 (d 1 , G 11 ) (F 2 (d 2 , G 22 ));
with K 1 , K 2 as normalizing constants. The density function of Z 21 is given by
where K 3 is a normalizing constant. Using F 1 (G 11 , d 1 ) , F 2 (G 22 , d 2 ), F 3 (z 21 ), we can rewrite the right-hand side of (48) as (d 1 , d 2 ) , Z 21 , ξ) ×F 1 (G 11 , d 1 )F 2 (G 22 , d 2 )F 3 (z 21 )dµ 1 (G 11 ) dµ 2 (G 22 ) dd 1 dd 2 dz 21 .
If we consider the special case x(G, l, λ, α, β) = 1, we notice that c 7 = 1.
Substitute u(d, q, ξ, α, β) with u in the last matrix and denote it by B(d, q, ξ, α, β) . Then Consequently we have the following results; all the asymptotic expectations below are taken with respect to the distributions in (22) and the spectral decompositions (23 
Substituting (54),(55) into (53), we have
Consequently from (52) and (56),
Substituting (51) and (57) into (49), (50), we have the result.
Note that for the case p = 4, m = 1, the distributions of d i , i = 1, . . . , 4, in Theorem 5 is given as follows; d 1 = W 11 ∼ χ 2 n and d 2 > d 3 > d 4 are the ordered eigenvalues of W 22 ∼ W 3 (n − 1, I 3 ). Using ∆ 1 = d 2 − d 3 , ∆ 2 = d 3 − d 4 , ∆ 3 = d 4 and F 3 (x 1 , x 2 , x 3 ; n) as above, we can calculate b = (b 1 , . . . , b 4 ) and A = (a ij ) 1≤i,j≤4 in Theorem 5 as follows; 
= F 3 (2, 0, 0; n − 1) + F 3 (0, 2, 0; n − 1) + F 3 (0, 0, 2; n − 1) +2F 3 (1, 1, 0; n − 1) + 2F 3 (1, 0, 1; n − 1) + 2F 3 (0, 1, 1; n − 1), a 33 = E[d 2 3 ] = E[∆ 2 2 + ∆ 2 3 + 2∆ 2 ∆ 3 ] = F 3 (0, 2, 0; n − 1) + F 3 (0, 0, 2; n − 1) + 2F 3 (0, 1, 1; n − 1), a 44 = E[d 2 4 ] = E[∆ 2 3 ] = F (0, 0, 2; n − 1), a 12 = a 21 = E[d 2 ] = F 3 (1, 0, 0; n − 1) + F 3 (0, 1, 0; n − 1) + F 3 (0, 0, 1; n − 1), a 13 = a 31 = E[d 3 ] = F 3 (0, 1, 0; n − 1) + F 3 (0, 0, 1; n − 1), a 14 = a 41 = E[d 4 ] = F 3 (0, 0, 1; n − 1), a 23 = a 32 = a 24 = a 42 = a 34 = a 43 = 0.
