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Abstract
The incorporation of trace elements into biogenic carbonates, particularly foraminifera, forms
a substantial portion of our knowledge of Cenozoic ocean temperatures. However, analo-
gously to isotopic systems, trace element partioning into carbonates is also dependent on
the composition of the solution from which biomineralisation takes place. Seawater chem-
istry, in particular the concentration of the alkali earth metals, is known to have undergone
significant secular variation during the Phanerozoic. In order to form the basis of more ac-
curate ocean temperature and seawater chemistry reconstructions throughout the Cenozoic,
detailed laboratory calibrations of the relationship between temperature, seawater chemistry
and test chemistry for two very different foraminifera were conducted. The long-lived large
benthic foraminifer Operculina ammonoides was targeted for its potential as a seasonal proxy
archive, whilst an improvedunderstanding of these relationships in thewidely utilised planktic
foraminifer Globigerinoides ruber have the potential to improve Plio-Pleistocene palaeoceanic
reconstructions. These data constrain the complexity of the controls on trace element incor-
poration into foraminifera. In particular, seawater-test Mg/Ca were found to vary nonlinearly,
demonstrating that such coupled calibrations are a prerequisite for quantitative palaeoceanic
reconstruction before the Pleistocene, when seawater chemistry cannot be assumed to be
the same as at present. Based on highly spatially-resolved laser-ablation trace element depth
profiles, tracks and 2D mapping, these calibrations are applied to the abundant Eocene num-
mulitids, which are shown to have excellent potential as an archive of seawater chemistry and
palaeoseasonality. These data indicate a 1.5-2 increase in surface ocean temperature season-
ality compared to present, and provide new constraints on secular seawater chemistry varia-
tion. The observed seasonality increase in a greenhouse world is interpreted to be related to
the frequency and/or intensity of tropical storms. Finally, applying these G. ruber calibrations
to the offset between Mg/Ca and biomarker-derived palaeotemperatures for published Plio-
Pleistocene datasets spanning the last 5 million years enables Pliocene seawater Mg/Ca to be
more accurately constrained. This seawater chemistry reconstruction indicates that the ocean
calciumconcentrationwas 20-25%higher in thePliocene,with thedirect implication that deep
ocean temperatures and ice volumemay have been previously underestimated.
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Introduction
1.1 Rationale
Anthropogenic CO2 is currently being released at a rate of 9.5 Pg C year-1 (petagrams = gigatons),
with a total of 515 PgC releaseddirectly to the atmosphere since the industrial revolution [e.g. Keel-
ing, 1960; IPCC, 2013]. Our current understanding of the carbon cycle from the geological record
indicates that a sustained carbon release of this magnitude is unprecedented since at least the
Palaeocene-Eocene Thermal Maximum 56 million years (Ma) ago [e.g. Bowen et al., 2014]. Present
day atmospheric CO2 is 400 ppm, at least 120 ppm higher than any point in the last 800 ka [Lüthi
et al., 2008], and is likely higher than at any point during the last 2.8 Ma [Fedorov et al., 2013; Seki
et al., 2010]. The greenhouse effect is evident in the Recent instrumental record [e.g. Hegerl et al.,
2006], and there is abundant geochemical and palaeontological evidence that geological periods
characterised by higher than present-day CO2 (such as the Paleogene, 66-23Ma) were indeed sub-
stantially warmer. For example, early-mid Eocene Antarctica is thought to have been ice-free [Lear
et al., 2000] and populated by temperate fauna and flora [Greenwood andWing, 1995], despite be-
ing at a similar latitude to present-day. Extensive evidence exists that even amoderate increase in
greenhouse gas concentration, for example during the Pliocene Warm Period (PWP, 3.26-3.03 Ma,
mean pCO2 = 400 ppm), exerts a substantial control on global temperature, atmospheric circu-
lation, precipitation patterns and the acidity of the ocean [LaRiviere et al., 2012; Brierley et al., 2009;
Seki et al., 2010]. As a result, a substantial amount of effort has been focused on creating and inter-
preting increasingly complex General Circulation Models (GCMs) in order to predict and mitigate
against the effects of climate change. However, suchmodels are typically tuned to the instrumen-
tal record, andmaynot accurately capture all aspects of greenhousewarming [Dowsett et al., 2012].
Therefore, quantitative proxy-based reconstructions of past climates are desirable for two princi-
pal reasons. Firstly, such data have the potential to inform the community of possible model bias,
which may be linked to missing or poorly understood physical mechanisms, or unrepresentative
parameterisation of complex oceanic and/or atmospheric phenomenon [Randall et al., 2003]. Sec-
ondly, coeval reconstructions of pCO2, sea level and temperature enable Earth system sensitivity
(the pCO2-globalmean temperature slope) or the relationship between sea level and other param-
eters to be constrained [Pagani et al., 2009; Foster and Rohling, 2013]. Although it is important to
remember that there are fundamental differences between the present day and intensively stud-
ied time intervals such as the PETM and PWP [Haywood et al., 2011], improved reconstructions of
1
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critical Earth system parameters are of clear and direct societal relevance.
For a number of intervals, model and proxy data are broadly in good agreement [e.g. Lunt et al.,
2012; Haywood et al., 2013] although important discrepancies exist. Amongst the most contro-
versial of these are the differences between model and proxy data-derived latitudinal and zonal
temperature gradients during past warm periods. The former is intimately linked to the ability of
models to produce reduced latitudinal temperature gradients whilst maintaining tropical sea sur-
face temperatures (SST) within the range indicated by the proxy data [Huber and Sloan, 2001], see
figure 1.1. For example, proxy reconstructions of the Eocene subtropics indicate SST only a few C
higher than present-day [Keating-Bitonti et al., 2011; Pearson et al., 2007], whilst some GCMs indi-
cate the tropics may have been 8-10C warmer [Heinemann et al., 2009; Hollis et al., 2012]. How-
ever, for intervals deeper in geological time it should be borne in mind that reconstructions of
Eocene tropical ocean temperatures are sparse, and that the oxygen isotope (18O) data of some
studies [e.g. Pearson et al., 2007, 2001] should be considered to be transient summer maxima, and
not directly comparable to the mean annual model representations. Zonal temperature gradients
have received much attention; in particular, the magnitude and inter-annual variability of the E-W
Pacific SST gradient is of particular relevance given the large impact the El Niño Southern Oscilla-
tion exerts on the temperature and aridity of the western Americas [Piechota and Dracup, 1996].
Pliocene to Recent proxy data indicate that this gradient may have been absent before the Pleis-
tocene [Waraet al., 2005], althoughmore recent TEX86-derived reconstructions [Zhanget al., 2014],
whilst in broad agreement, suggest that themeangradientmaynot havebeen as lowas previously
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Figure 1.1: North Atlantic sea surface temperature model-data comaprison, redrawn from
Dowsett et al. [2012]. Whilst the data are in overall agreement, themodels reconstruct steeper
latitudinal gradients. Modern SST data from Locarnini et al. [2010].
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thought. In contrast, many models are characterised by an equatorial Pacific gradient similar to
present-day [Fedorov et al., 2013; Haywood et al., 2013], although tropical cyclones or cloud albedo
havebeen suggestedaspotentialmechanismsbywhich this discrepancymaybe resolved [Fedorov
et al., 2010; Burls and Fedorov, 2014].
At least some of these issues may be related to seasonality. Seasonal proxy bias and the time-
averaged nature of some proxy datasets have been justifiably invoked in order to explain data-
model offsets [e.g. Lunt et al., 2012; Haywood et al., 2013; Prescott et al., 2014]. This issue is con-
founded by the sparse nature of accurate seasonality reconstructions at any point in the geologi-
cal past, particularly in the Paleogene [Hollis et al., 2012]. Many published values are derived from
micro-sampled mollusc 18O [Ivany et al., 2000; Tripati and Zachos, 2002], incorporating informa-
tion regarding changes in both seasonal temperature and freshwater flux to shallow marine sites,
which are challenging to disentangle (but see Keating-Bitonti et al. [2011]). Seasonal temperature
reconstruction has also been attempted using the distribution of multiple individual planktic for-
aminifera 18O, yieldingmixed results [Witetal., 2010]. The relatively lownumberofpalaeo-tropical
SSTmeans that improved spatial coverage of proxy datawith improved accuracy is a priority. Com-
bining such data with seasonal reconstructions for the surface ocean not only offers the possibility
of better constraining a relative unknown in the geological record, butwould enable potential bias
on other proxies to be systematically investigated, facilitating improved data-model comparison.
1.2 Trace element palaeothermometry: The state of the art
Past changes in sea surface temperature were historically known only from the oxygen isotope
ratio of carbonate shells (18O) [Emiliani, 1954, 1966; Shackleton and Opdyke, 1973; Erez and Luz,
1983], which gained wide popularity as a technique because of the abundance of foraminifera in
ocean sediment cores. Since its conception, this proxy was known to depend on the oxygen iso-
topic composition of the fluid from which biomineralisation takes place, which seriously hampers
the accuracy of 18Opalaeothermometry in the past. This is a particular problem after the firstma-
jor Antarctic glaciation over the Eocene-Oligocene transition [Zachos et al., 2008], following which
geologically rapid changes in Antarctic ice volumemean that it is challenging to accurately assess
the likely seawater composition for the time of interest.
More recently, the exponential relationship between foraminiferal Mg/Ca and temperature
[Nürnberg et al., 1996] has been suggested as a promising alternative [Klein et al., 1996], requir-
ing no knowledge of the isotopic composition of the ocean. Furthermore, Mg/Ca coupled with
3
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18O temperature equations facilitates amethod of simultaneously calculating 18Osw, whichmay
relate to salinity once corrected for changes in global ice volume [Shackleton and Opdyke, 1973].
The ratio of Mg to Ca in the ocean is known to have undergone large secular variation [Stan-
ley and Hardie, 1998; Dickson, 2004; Horita et al., 2002], which is unsurprising given the relatively
short 1 Ma oceanic residence time of Ca [Li, 1982]. Most studies utilising calcite Mg/Ca as a
temperature proxy acknowledge that, analogously to isotopic systems, seawater Mg/Ca also ex-
erts a control on Mg incorporation [e.g. Lear et al., 2002; Dutton et al., 2005; Creech et al., 2010].
Specifically, with one notable exception [Medina-Elizalde et al., 2008], all previous work assumes
that seawater-test Mg/Ca vary linearly and pass through the origin. There is evidence that this
is not the case for inorganic calcite [Mucci and Morse, 1983; De Choudens-Sánchez and González,
2009] as well as the majority of marine calcifiers for which this relationship has been examined
[Ries, 2004]. Together, these studies indicate that variation of the Mg distribution coefficient (DMg
= [Mg/Catest]/[Mg/Casw]) with Mg/Casw is best described by a power relationship. Two studies
have examined the seawater-test Mg/Ca relationship in laboratory cultured foraminifera. Segev
and Erez [2006] studied two species of the high-Mg large benthic foraminifera Amphistegina, and
data for the planktic species Globigerinoides sacculifer are given by Delaney et al. [1985]. Whilst
pioneering, this latter study requires revision as several factors co-varied in these cultures. Conse-
quently there is no detailed study of the control exerted by Mg/Casw on Mg/Catest for a planktic
species. A detailed understanding of the relationship between Mg/Casw and Mg/Catest is clearly
required. Furthermore, two other widely held assumptions regarding the incorporation ofMg into
foraminiferal calcite remain. Firstly, the sensitivity of the Mg/Ca thermometer, i.e. the increase
in Mg/Ca associated with a 1C rise in temperature, is unknown at non-modern Mg/Casw. All
published work implicitly assumes that this sensitivity does not change, an assumption which un-
derpins the basis of the use of Mg/Ca for relative temperature reconstruction during times when
Mg/Casw is not well known [e.g. Zachos et al., 2003]. Secondly, it is always assumed that it is the
seawater Mg/Ca ratio that exerts a control on Mg/Catest, and not seawater [Mg] or [Ca]. Segev and
Erez [2006] demonstrate that this is the case for Amphistegina, although it remains untested for a
low-Mg calcite species such as those commonly utilised for SST reconstruction.
Aside fromcomplications regarding the lack of detailed calibration of the relationship between
Mg/Catest, seawater chemistry and temperature, foraminifera Mg/Ca also suffers from other sec-
ondary controls. Themost widely known of these are the so-called vital effects; poorly constrained
biological processes by which test chemistry (especially Mg/Ca) is mediated. The most obvious
4
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of these is exemplified by the sensitivity of the Mg/Ca thermometer; inorganic calcite is charac-
terised by a 3%C-1 increase in Mg/Ca, whilst most planktic foraminifera have a sensitivity 3
greater [Bentov and Erez, 2006]. Further complications include the control exerted by salinity [Ar-
buszewski et al., 2010] and pH or carbonate ion concentration [Russell et al., 2004]. Finally, fossil
foraminiferaMg/Ca is susceptible to bias fromboth dissoution [Dekens et al., 2002; Regenberg et al.,
2014] and Mg-rich diagenetic overgrowths such as kutnahorite [Pena et al., 2005], precluding the
use of poorly-preserved specimens for palaeothermometry and requiring all material to undergo
rigorous preservational assessment. These factors may significantly complicate the application
of this palaeothermometer, particularly deeper in geological time when there are few or no ex-
tant species on which to base measurements. Despite these issues, foraminifera Mg/Ca has been
shown to produce more reliable estimates of SST change compared to other proxies for at least
one location during the last glacial maximum [Tripati et al., 2014], and more detailed investigation
in order to improve the reliability of this proxy during climate-relevant time intervals (in particular
the Pliocene and Paleogene) is therefore justified and required.
To this end, this thesis presents data from laboratory cultures of the relationship between
Mg/Catest, Mg/Casw and temperature for the widely utilised planktic foraminifera Globigerinoides
ruber and the shallow-dwelling large benthic species Operculina ammonoides. These calibrations
are designed not only to improve the accuracy of past ocean temperature reconstruction, but also
to provide newmethods of seawater chemistry reconstruction, and in the case of O. ammonoides,
to examine the potential of long-lived foraminifera for palaeoseasonality reconstruction indepen-
dent of mollusc 18O.
1.3 Secular variation in seawater Mg/Ca and Sr/Ca
Seawater Mg/Ca is known to have varied over geological time [Sandberg, 1983], with a broad rise
over theCenozoic, as a result of a combinationof changes in: theMg/Ca ratio andfluxof freshwater
runoff, the rate of seafloor spreading, dolomitization rates, and the amountofMgandCaburial [see
Broecker and Yu, 2011, for a recent review]. The latter principally occurs through the deposition of
calcifying organisms which precipitate shells or tests that are characterised by a range of Mg/Ca
ratios, although the majority of the major calcifiers produce low-Mg calcite. The modern ocean is
characterised by [Mg] = 53 mM and [Ca] = 10.2 mM (Mg/Ca = 5.2 mol mol-1).
Seafloor spreading rates have likely not changed substantially over the Cenozoic [Seton et al.,
2009], which means that this process can be ruled out as a possible control on Paleogene-Recent
5
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Mg/Casw. In contrast, dolomitization rates may have changed following the onset of major ice
build-up on Antarctica, as sea level fell and the area of the shallow seas in which this process may
take place decreased. Dolomitization replaces one mole of buried Ca with one mole of Mg from
solution, and an increase in seawater Mg/Ca over the Cenozoic is therefore consistent with a de-
crease in dolomitization rates. FreshwaterMg/Ca depends on the lithologies weathered by a given
catchment area, but is generally characterised byMg/Ca closer to 1 and [Mg] and [Ca]1mM [e.g.
De Villiers et al., 2005]. An increase in CaCO3 burial to the point where Ca removal outstripped sup-
ply from dolomitization and weathering would also increase Mg/Casw.
Reconstructions of broad shifts in seawater Mg/Ca, derived by a number of methods, are in
reasonable agreement over both the Cenozoic and Phanerozoic [Dickson, 2004;Wilkinson and Al-
geo, 1989; Lowenstein et al., 2001; Coggon et al., 2010]. These indicate thatMg/Casw has undergone
quasi-periodic fluctuation between 1-2molmol-1 and5molmol-1 with a period of approximately
250 Ma (figure 1.2). However, further data are clearly required; whilst most studies agree on the
broad trends on 50-100 Ma timescales, the magnitude of the disagreement between models and
different proxy-derived reconstructions mean that useful data for correcting foraminifera Mg/Ca
measurements are currently not available. The 1 Ma residence time of Ca means that Mg/Casw
ratios cannotbeassumed further than0.5-1Ma froma reliableproxydatapoint. Furthermore, accu-
rate reconstructionof the oceanic concentrationof the alkali earthmetalsmay informusof the sec-
ular dynamics of the processes controlling these concentrations [Wilkinson and Algeo, 1989]. Re-
cent proxy data indicate that a significant rise in Mg/Casw may have occurred since the Oligocene
[Rausch et al., 2013], with one study suggesting that a large change has occurred since the Pliocene
[Fantle and DePaolo, 2006]. There has been considerable recent debate regarding the plausibility
of a change of this magnitude over a relatively short interval of geological time [Broecker and Yu,
2011; Coggon et al., 2011]. Whilst at least some of this debate results from a misunderstanding
of the accuracy of previous foraminifera-derived proxy Mg/Casw reconstructions [Broecker and Yu,
2011; Broecker, 2013; Lear et al., 2002], further constraints on the exact magnitude and timing of
this rise would greatly benefit our understanding of weathering rates, dolomitisation, carbonate
burial and sea floor spreading, as these processes exert a control on seawater [Mg] and [Ca].
Strontium arrives to seawater principally through weathering and is removed through calcite
and aragonite precipitation, and has a residence time of 4 Ma [Li, 1982]. In contrast to Mg/Ca,
seawater Sr/Ca reconstructions are in poor agreement. Those from ridge flank vein carbonates
[Coggon et al., 2010] indicate a large rise in Sr/Casw over the Cenozoic, whilst benthic foraminifera
6
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Figure 1.2: The secular variation of seawater Mg/Ca during the Phanerozoic, as indicated by
thedominantphaseof oolitemineralogy [Sandberg, 1983] and themodel of StanleyandHardie
[1998], showing the oscillation between calcite (lowMg/Ca) and aragonite (highMg/Ca) seas.
The precise y-axis location of the switch between the dominant CaCO3 polymorph also de-
pends on seawater [SO2 4 ] [Bots et al., 2011].
andmollusc-derived data suggest little change or a slight decrease [Lear et al., 2003; Sosdian et al.,
2012]. It may be that it is difficult to correct for trace element changes during carbonate vein alter-
ation using the methods employed by Coggon et al. [2010].
1.4 Foraminifera biology and ecology
Foraminifera are a diverse group of unicellular marine protists, distributed globally and found in
most environments from the surface plankton to the deep ocean benthos [e.g. Fraile et al., 2008].
Many species biomineralise a shell composed of calcite which may either be hyaline, wherein the
test has a glassy appearance because the calcite crystals are aligned, or porcelaneous, which ap-
pears opaque as a result of the randomly orientated calcite needles [Haynes, 1981]. This section
briefly outlineswhat is known about the foraminifera utilised in this study, including previous geo-
chemical investigation.
1.4.1 Operculina ammonoides
The largebenthic foraminifera (LBF)O.ammonoides (family: Nummulitidae) haveapeakabundance-
depth distribution of 20-40 m [Renema et al., 2001; Renema, 2006], equivalent to that of planktic
foraminifera considered to be surface dwelling. The nummulitids have diatom symbionts and are
7
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oligotrophic specialists [Hallock, 1985], thus restricting them to the upper euphotic zone. Many
species of LBF, including thenummulitids, are sexually dimorphic. Reproductionmaybeeither sex-
ual or asexual, producing microspheric and megalospheric generations respectively, where micro
and megalo refers to the diameter of the initial chamber [see Beavington-Penney and Racey, 2004,
and references therein]. The microspheric generation is multinucleate and generally has a smaller
test diameter, themacrospheric form is uninucleatewith a larger diameter [Dettmering et al., 1998].
The nummulitids are defined by the presence of themarginal chord (figure 1.3), the thickened test
margin which has an integral role in inter-chamber transport, reproduction and feeding [Röttger
et al., 1984]. Little direct data is available on the longevity of the nummulitids, and LBF in general.
Spatially-resolved 18O and 13C data of modern Marginopora vertebralis and Cyclorbiculina com-
pressa show periodic variation, interpreted as relating to seasonal changes in water temperature
[Wefer and Berger, 1980], which thus imply growth over more than one year [see also Briguglio and
Hohenegger, 2014].
Relatively little geochemical study has been conducted on LBF for the purposes of palaeo-
ceanic reconstruction, presumably because exceptionally-preserved shallow marine sections are
relatively rare. Purton and Brasier [1999] demonstrated that 18O in Eocene Nummulites laeviga-
tus may be used as an indicator of palaeoseasonality, as also demonstrated in Recent specimens
[Wefer and Berger, 1980; Luz and Reiss, 1983]. The incorporation of the alkali earth elements have
been studied in cultured LBF, particularly Amphistegina, on which much of the work from the lab-
oratory of Jonathan Erez (The Hebrew University of Jerusalem) is based [see e.g. Erez, 2003, and
A Operculina ammonoides B Globigerinoides ruber
marginal
cord
septa
spines
dinoflagellate
photosymbionts
Artemia
Figure 1.3: Microscope photographs of the foraminifera utilised in this study. (A) Fluorescent
confocal image of the large benthic foraminifera O. ammonoides labelled with calcein. Scale
bar 500m. (B) Transmitted lightmicroscope imageofG. ruber during feedingona1day-old
brine shrimp. Scale bar 100 m.
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references therein]. Whilst such experiments have yielded invaluable information regarding the
biomineralisation process, relatively little systematic study of how the incorporation of trace ele-
ments relates to environmental parameters has been carried out. Toyofuku et al. [2000] and Raja
et al. [2005, 2007] investigated the response of Mg/Ca to temperature and salinity in several ex-
tant hyaline and porcelaneous species, demonstrating the viability of Mg/Ca palaeothermometry
in LBF. However, there are no previous studies which use trace elements in large shallow-dwelling
foraminifera for palaeoceanic reconstruction in the fossil record.
1.4.2 Globigerinoides ruber
The spinose foraminifera G. ruber is found in oligotrophic (sub)tropical oceans. It is carnivorous
and has dinoflagellate photosymbionts [Bé and Hutson, 1977], see figure 1.3, inhabiting the upper
mixed layer at depths of<50m [Anand et al., 2003], producing a hyaline calcite test. Reproduction
follows a bi-lunar cycle [Bijma et al., 1990]. A layer of gametogenic calcite is added as reproduction
takes place. The observation that there is no 18O relationship with size fraction [Elderfield et al.,
2002] indicates that this species does not significantly migrate through the water column. There-
fore, it is unlikely that data may be biased by measuring specimens from a certain size fraction in
this respect.
Thegeochemistry ofG. ruber hasbeenextensively studieddue to the abundanceof this species
in ocean sediment cores throughout the Plio-Pleistocene, and the relationship between Mg/Ca
and temperature is well-known in modern seawater. The majority of calibrations agree that the
response ofMg incorporation is best described by an exponential relationshipwith an exponential
coefficient of 0.09, based on a calibration of the form Mg/Ca = B expAT [e.g. Anand et al., 2003].
As for other species, salinity and pH/[CO2 3 ] is known to exert a control on Mg/Ca [Kisakürek et al.,
2008]. Along with site-specific secular variation in preservation due to dissolution, these are likely
to be the biggest complicating factors in temperature and 18Osw reconstruction using G. ruber
Mg/Ca.
1.5 Laser-ablation inductively coupled plasma mass spectrometry
1.5.1 The requirement for spatially resolved analysis
Traditionally, both fossil and modern foraminifera trace element data are derived from solution
ICP-MS/AES analyses of multiple (>10) dissolved individual tests. This is advantageous in that
9
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individual-specific variation is averaged over [cf. Sadekov et al., 2008], however non-spatially re-
solved analysis does not enable inter- and intra-chamber heterogeneity to be assessed. This in-
ternal variability in trace element incorporation relates on a single chamber scale to biological
processes [Allison et al., 2011; Eggins et al., 2004], and on an inter-chamber scale to vertical migra-
tion through the water column during the life of an individual [Ravelo and Fairbanks, 1992]. Inter-
specimen variability may relate to seasonal changes in temperature [Wit et al., 2010], which have
been used to reconstruct palaeoseasonality variation in the recent geological record [Goudeau
et al., 2014]. Furthermore, solution analysis of multiple dissolved fossil specimens that are vari-
ably diagenetically compromised may be biased as a result. Spatially-resolved LA-ICPMS analysis
enables simultaneousmonitoring of both proxies and elements indicative of diagenesis, such as Al
or Mn. This enables data from poorly-preserved specimens to be excluded. Moreover, useful data
may be obtained from specimens that are partiallywell-preserved, for example the inner and outer
walls of the test, which typically suffer from recrystallisation to a greater extent, may be discounted
before the calculation of mean chamber values [e.g. Creech et al., 2010].
Solution analysis continues to offer some benefits, namely that crushed foraminifera are easier
to clean, and that it may be difficult to compare spatially resolved data when different sampling
techniques are used [Dawber and Tripati, 2012]. Laser-ablation and SIMS measurements are de-
rived from a small fraction of the foraminifera, whereas solution work obviously produces an aver-
age whole-test value. If chamber wall thickness-weighted averages of all chambers are not calcu-
lated, laser-ablation data will be biased to the thickest chambers analysed, for example. Despite
these issues, careful microanalytical work demonstrably produces useful palaeoceanic data [e.g.
Reichart et al., 2003; Sadekov et al., 2009; Creech et al., 2010], and the benefits of spatially-resolved
data outweigh these disadvantages in the majority of cases.
1.5.2 Analytical technique fundamentals
LA-ICPMS is the fastest and cheapest analytical technique capable of determining low-ppb con-
centration trace elements at a spatial resolution of<100 mwhen tracking (line scanning) across
the surfaceof a sample and sub-mvertical resolutionwhendepthprofiling. Many comprehensive
overviews of the technique have been published [e.g. Russo et al., 2002; Koch and Günther, 2011].
Briefly, a ns-long high energy-density pulsed laser beam (GWm-2) is focused onto the sample sur-
face, usually within a He atmosphere, causing particles, atoms and ions to become entrained into
the sample gas stream, whereupon they are transported to the ICPMS for (ideally) complete atom-
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isation, ionisation and analysis. The laser source is usually an excited dimer (excimer) such as ArF
(as in the 193 nm LA-ICPMS setup at Royal Holloway University of London [Müller et al., 2009]) or a
frequency-quadrupoled or quintupoled 1024 nm Neodymium-doped Yttrium-Aluminium Garnet
(Nd:YAG), producing 266 nm and 213 nm laser beams, respectively. There is extensive evidence
that laser-induced fractionation, i.e. the depth-dependent offset between measured and actual
element/internal standard (X/ISTD) ratios is less problematic for 193 nm systems in comparison to
213/266 nm lasers for a variety of sample matricies [e.g. Hathorne et al., 2008]. This is principally
due to the lower andmore consistent particle-size distribution of 193 nm lasers [Guillong andGün-
ther, 2002]. A limiting factor for achievable spatial resolution is the gas washout time of the laser
ablation cell. Large cells are desirable in order that multiple samples and standards can be accom-
modated simultaneously, yet larger cell volumes mean greater spatial heterogeneity of intra-cell
gasmixing and longerwashout times. This issue has been resolvedwith the advent of two-volume
ablation cells [Eggins et al., 1998; Eggins and Shelley, 2002], wherein laser-sample interaction takes
place inside a small inner cell (1-2 cm3).
Improvements in LA-ICPMS data quality have focused on the addition of a diatomic gas down-
stream of the ablation cell [Durrant, 1994]. This is usually N2, which is thought to improve sensi-
tivity by raising plasma temperature, or H2 which reduces the background on masses for which a
plasma/LA gas is significant (such as the 31P interference by 1⁵N1⁶O) by shifting the gas interference
by one mass unit (e.g. to 1⁵N1⁶O1H). This is broadly less readily achieved for sample analytes, and
the sensitivity reductionwhen using H2 compared to N2 may be outweighed by the ability tomea-
sure m/z = 31 (P), 32 (S) or 55 (Mn) with far lower limits of detection. More recently, a reduction in
laser pulse duration has been shown to further reduce fractionation [Pisonero and Günther, 2008;
Jochum et al., 2014], as a result of reduced thermal effects of laser-sample interaction [Fernández
et al., 2007]. Further improvement in LA-ICPMS data quality since the late 1990s aremainly a result
of the development of increasingly more sensitive ICPMS systems with collision/reaction cells for
isolating analytes from larger or more readily reactable interference molecules.
The most significant source of inaccuracy in LA-ICPMS analysis of carbonates is that no car-
bonate standard exists that meets all of the requirements for laser-ablation, namely (1) m-scale
homogeneity, and (2) well characterised for all analytes of interest by a range of techniques. As
a result, laser-ablation carbonate data are almost ubiquitously standardised to synthetic glasses,
of which NIST612 and 610 (NaO-SiO2-CaO-Al2O3 glasses doped with400 and 40 ppm trace ele-
ments respectively [EgginsandShelley, 2002]) are themost commonlyutilisedbecause theyare rea-
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sonably homogeneous [Ibid] and were produced in substantial quantity. This presents the prob-
lem of mismatched matrix-derived inaccuracies which are difficult to assess. Such inaccuracies
are undoubtedly significant in cases where percent-level accuracy are required (e.g. Mg for pal-
aeothermometry, [see Hathorne et al., 2008]) or where large matrix-specific fractionation factors
are likely, such as for the volatile elements Zn, Rb and Pb [Jochum et al., 2014]. Available data, de-
rived primarily through analysis of theUSGSpressed-powder carbonate standardMACS-3 [Jochum
et al., 2012], indicate that accuracy is better than 10% for most proxy elements of interest. How-
ever, accuracy corrections are not routinely applied because the relative contributions of matrix-
dependent fractionation, standard heterogeneity and inaccuracies in the information values to
reported-measured concentration offsets is often unclear. Therefore, whilst laser-ablation data are
comparable to each other (especially between systemswith the same laser wavelength), offsets of
10% are possible when comparing to data derived from other techniques [Jochum et al., 2011].
1.6 Thesis overview
Methodology
Chapter 2 examines, in detail, the long term quality of 193 nm ArF laser-ablation ICPMS trace
element data.
Chapter 3 develops 2D laser-ablation trace element mapping, with specific reference to complex
discontinuous samples such as chambered large benthic foraminifera.
Chapters 5-7 contain details (often in the supplementary material) pertaining to the development
of laser-ablation methodology specifically for the sample types utilised in those publications.
Mg/Ca palaeothermometry theory
Chapter 4 examines the fundamental assumptions that are frequently made when applying this
proxy, especially before the Pleistocene (2.6 Ma) when seawater chemistry may have been
substantially different from present-day.
Results and discussion
Chapter 5 demonstrates the potential of the nummulitid large benthic foraminifera for
palaeoceanic reconstruction, focusing on seawater chemistry and thermal seasonality.
Chapter 6 presents laboratory calibrations of seawater-test chemistry and test
chemistry-temperature relationships for the nummulitid Operculina ammonoides. The
implications for detailed palaeoceanic reconstruction and the biomineralisation of this group
12
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of foraminifera are discussed.
Chapter 7 presents equivalent laboratory calibrations for the widely utilised planktic foraminifera
Globigerinoides ruber, and examines the implications of these calibrations for Pliocene ocean
temperature and sea level reconstructions.
Critical evaluation
Chapter 8 presents data not published or forming part of the earlier chapters, and provides an
overview discussion
Chapter 9: Conclusions
1.6.1 Principal hypotheses
• Foraminifera are characterised by a nonlinear seawater-test Mg/Ca relationship.
• Trace elements in LBF are viable palaeoceanic archives.
• Paleogene seawater Mg/Ca was lower than many previous studies have argued.
• Tropical ocean seasonality in a high-CO2 world is similar to present-day.
• Tropical ocean temperatures are positively correlated with pCO2 on long timescales, but to
a lesser extent than climate models indicate. The slope of this relationship decreases with
increasing pCO2.
• Pliocene seawater Mg/Ca was significantly lower than at present.
13
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Chapter 2
Evans, D. & Müller, W. Automated extraction of a five year 193 nm ArF laser-ablation trace
element dataset: Long-term errors, trends, data optimisation and cell homogeneity based on
ten commonly analysed glass and carbonate standards. Planned submission to Geostandards
and Geoanalytical Research.
This manuscript is in preparation. Together with chapter 3 it forms the methodology part of this
thesis. Note that application-specific methodology can also be found in the methodology
sections of chapters 5-7. See appendix A for an extended version of figure 4.
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Automated extraction of a five year 193 nm ArF laser-ablation trace element dataset: 1 
Long-term errors, trends, data optimisation and cell homogeneity based on ten commonly 2 
analysed glass and carbonate standards 3 
David Evans* & Wolfgang Müller 4 
Department of Earth Sciences, Royal Holloway University of London, TW20 0EX, UK 5 
* david.evans.2007@rhul.ac.uk 6 
Abstract 7 
The capability of laser-ablation inductively-coupled-plasma mass spectrometry (LA-ICPMS) for 8 
producing quantitative data of a multi-element suite for many different sample matrices has 9 
resulted in a large increase in the popularity of this technique for a wide range of applications. 10 
Sample data are usually normalised to an external standard, in order to correct for element/element 11 
fractionation during ablation, sample transport or ionisation and analysis in the ICPMS. Whilst this is 12 
demonstrably capable of producing precise and accurate data for a wide range of elements, little is 13 
known about the long-term quality of such data. For example, a small amount of standard analyses 14 
conducted over a brief period are likely to overestimate reproducibility, as this does not account for 15 
long-term variation in (e.g.) ICPMS tuning optimisation. Furthermore, it is known that some 16 
ubiquitously used standards, such as the synthetic NIST glasses, suffer from reported value 17 
uncertainties, yet no long-term dataset with analyses conducted over a range of ablation and tuning 18 
conditions exists. This means there has been little rigorously examination of the extent to which 19 
offsets observed in LA-ICPMS data are the combined result of real error in these values compared to 20 
the ablation parameter-specific fractionations that may bias data. Finally, few sufficiently large 21 
datasets exist with which to test the homogeneity of ablation cells. In order to overcome these 22 
issues, we present a Matlab program capable of automatically extracting all the standard data 23 
produced by a system over a specified time period. Crucially, no user-input is required to analyse the 24 
LA log files and ICPMS data files, which means that very large amounts of data can be evaluated 25 
quickly. Based on a dataset generated in this way, using the last 5 years of analyses produced by our 26 
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LA-ICPMS system (RESOlution M-50 coupled to an Agilent 7500ce), we present ~5000 individual 27 
analyses of 10 of the most commonly utilised standards (NIST, MPI-DING, STDP, MACS). This dataset 28 
possibly constitutes the largest LA standard analysis database, allowing us to (1) examine the relative 29 
effects of standard-specific accuracy offsets compared to possible error in previously reported 30 
values. For this purpose we give a mass-specific breakdown of 20 of the most commonly analysed 31 
elements, including a discussion of long-term data quality, temporal trends and standard 32 
homogeneity. (2) Give a broad discussion of how analyte data quality may be improved using specific 33 
ablation conditions and/or diatomic gas type. (3) Assess spatial homogeneity in measured 34 
element/Ca ratios in our two-volume cell. We find no significant long-term trends, demonstrating 35 
that appropriately standardised data are comparable over long time periods. However, precision is 36 
likely to have been underestimated. As expected, LA parameters exert a substantial effect on data 37 
quality, enabling us to give specific recommendations. Finally, these data show that the two-volume 38 
ablation cell of our system is characterised no discernible heterogeneity in measured trace element 39 
ratios.  40 
1. Introduction 41 
Laser-ablation inductively coupled plasma mass spectrometry (LA-ICPMS) is the fastest and cheapest 42 
quantitative tool capable of measuring ppm-ppb concentration trace elements at (sub)μm spatial 43 
resolution in a wide variety of geological, environmental, biological and material science substrates 44 
[Jackson et al. 2004; Heinrich et al. 2003; Russo et al. 2002; Srinivasan 2015; Becker 2002]. The 45 
growing popularity of LA-ICPMS is a result of the capability of this technique for fast, quantifiable 46 
analysis of a multi-element suite at %-level accuracy and precision. Accurate quantification is 47 
possible at a lateral and vertical spatial resolution of up to 5 µm and <0.5 µm respectively [Eggins et 48 
al. 2003; Lazartigues et al. 2014], ideal for applications for which µm-scale resolution is required, for 49 
example when targeting individual mineral grains or characterising compositional variability in 50 
growth-banded carbonates. The principle alternative technology is secondary ion mass spectrometry 51 
(SIMS), the only comparable quantitative analytical technique in terms of spatial resolution and 52 
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detection limits. SIMS offers greater spatial resolution [e.g. Vigier & Rollion-Bard 2007], and allows 53 
isotopic measurement of the light non-metals [Eiler et al. 1997; Rollion-Bard et al. 2007] which is not 54 
possible using gas-sourced plasma mass spectrometers. Electron microprobe analysis (EPMA) also 55 
offers superior spatial resolution and is capable of analysing almost any element (boron and above), 56 
but detection limits are typically 3-4 order of magnitude higher compared to LA-ICPMS. LA sampling 57 
coupled to a multicollector plasma mass spectrometer (LA-MC-ICPMS) offers similar data quality to 58 
SIMS for light isotope ratios such as 11B/10B [Blamart et al. 2007; Kaczmarek et al. 2014; Fietzke et al. 59 
2010], whereas single collector quadrupole instruments are capable of resolving only permille-scale 60 
isotopic variation [Moens et al. 2001]. NanoSIMS instruments extend the capability of SIMS for 61 
highly spatially-resolved analysis beyond that which is possible by laser-ablation (down to 50 nm) 62 
and offer low-mid-precision isotopic data at a spatial resolution higher than that achievable by LA-63 
multicollector-ICPMS [Hoppe et al. 2013]. Whilst there are clearly applications for which other 64 
techniques are more suitable, there are many significant advantages to LA compared to SIMS: (1) 65 
Little or no sample preparation is required and analysis takes place at atmospheric pressure. Whilst 66 
line-scans benefit from a polished sample surface, depth profiling can be carried out on samples with 67 
an irregular morphology such as foraminifera [Reichart 2003; Hathorne 2003; Evans et al. 2014]. In 68 
contrast, SIMS requires a flat sample surface and samples must be coated for most geological 69 
applications, and analysis takes place in a vacuum. (2) Sample throughput is much higher with LA-70 
ICPMS (~1 analysis/1-2 minutes) and consequently the technique is cheaper. Furthermore, the far 71 
lower capital cost of LA-ICPMS systems means there are more available. (3) The pulse/analogue 72 
switching electron multiplying detectors of quadrupole ICPMS instruments offer a linear response 73 
over a dynamic range of 9 orders of magnitude, which means that spatial heterogeneity in 74 
concentration from ppb to % may be accurately determined. (4) LA-ICPMS offers simultaneous 75 
detection of most of the periodic table, although a compromise is usually struck between total 76 
ICPMS sweep time and the number of monitored masses. In contrast, NanoSIMS offers simultaneous 77 
detection of up to seven masses. These features make laser-ablation a flexible and versatile method 78 
4 
 
ideally suited to the determination of major and trace elements in geological materials, especially 79 
where a multi-element analysis spanning much of the periodic table is required. 80 
 Despite the increasing popularity of laser-ablation, little is known about the long-term 81 
quality of the large volumes of data that are produced. Quoted uncertainties are frequently derived 82 
from short periods of analysis and are therefore likely to underestimate error (particularly precision), 83 
especially when comparing temporally-separated data. Whilst it is common to quote long-term 84 
reproducibility for single element isotope analysis in (radiogenic) isotope geochemistry [Thirlwall 85 
1991], the same is not true for LA-ICPMS because of the versatility of sample types and range of 86 
potential analytes. The use of external standards means that matrix-matched data may be accurate, 87 
provided the external standard is well characterised, yet it is not certain if such corrections are 88 
applicable to samples which typically have a different (and possibly variable) matrix. Temporally-89 
variable accuracy corrections may introduce or exacerbate sample errors where these are matrix-90 
dependent. Ubiquitously used standards such as the doped NIST glasses are characterised by spatial 91 
heterogeneity [Eggins & Shelley 2002], whilst others may be poorly characterised for some 92 
elements. Furthermore, there has been little systematic study of the effect of ablation parameters, 93 
including spot size, repetition rate and gas type on long-term data quality. Because other factors 94 
may influence the reliability of data collected over short time periods (e.g. ICPMS tuning and 95 
sensitivity), a long-term view is required in order to accurately gauge how such parameters may be 96 
optimised for certain elements and sample types. Furthermore, there has been a recent trend 97 
towards ablation cells with increasing volume in order to improve routine-analysis throughput 98 
between sample exchanges [Fricker et al. 2011]. Whilst these large cells typically contain a low-99 
volume, partially-isolated space within which ablation takes place [Eggins & Shelley 2002; Müller et 100 
al. 2009], thus minimising spatial variability in transport gas flow dynamics, there is little data 101 
regarding the extent to which ablation cells are homogeneous in terms of elemental fractionation. In 102 
order to address these concerns, and to provide a comprehensive long-term overview of both matrix 103 
and non-matrix matched standardisation using a 193 nm excimer (ArF) laser-ablation system, we 104 
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present a Matlab program capable of mining all the data from a system over any specified period. 105 
Crucially, it runs automatically without user input which means that, depending on computing 106 
power, years of data acquisition can be reduced in a period of a few hours. 107 
 We apply this program to all of the data produced by our laser-ablation laboratory at Royal 108 
Holloway University of London [Müller et al. 2009] since January 2010, thus presenting a significant 109 
dataset of 5000 standard analyses of routinely utilised NIST, silicate (MPI-DING) and phosphate 110 
(STDP) glasses as well as a pressed-powder carbonate (MACS-3) [Eggins & Shelley 2002; Jochum et 111 
al. 2011; Jochum et al. 2006; Klemme et al. 2008]. Whilst a wide range of materials were analysed 112 
over this period, our laboratory is particularly focuses on the determination of trace elements in 113 
carbonates and phosphates. Consequently our dataset is biased towards elements and standards 114 
that are commonly associated with such analyses, although a significant amount of time has been 115 
dedicated to other applications, for example tephra [Tomlinson et al. 2010] and ice cores [Müller et 116 
al. 2011; Della Lunga et al. 2014]. Many of the analyses carried out over this period were line-scans 117 
(tracks) across relatively large growth-banded carbonate samples. Thus there are fewer analyses 118 
than may be expected, as sample analysis lengths are frequently on the order of several tens of 119 
minutes to hours. However, this does mean that – to our knowledge – we present the first extensive 120 
dataset of laser-ablation line-scan data of standards. Whilst some analysis of this type of data has 121 
been reported [Jochum et al. 2014], virtually all previous studies examining LA data quality focus on 122 
(vertical) spot analysis. Furthermore, we present a significant new dataset of the STDP phosphate 123 
glasses, for which little inter-laboratory comparative data are available compared to many other 124 
standards (only 1-2 previous datasets are available on the GeoReM database). Finally, as well as a 125 
detailed investigation of long-term data quality and the implications of observed offsets for LA or 126 
ICPMS-induced fractionation compared to potential error in the reported value of these standards, 127 
this dataset uniquely enables us to examine the effect of ablation parameter, including additional 128 
diatomic gas type, on long-term accuracy and precision. Thus the conclusions that we draw from this 129 
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are not biased by session-specific tuning or sensitivity. Because stage coordinates are available from 130 
the LA log files, we also discuss the homogeneity of the Laurin-Technic two volume ablation cell. 131 
2. Experimental 132 
2.1 LA-ICPMS 133 
The LA-ICPMS system is described in detail in [Müller et al. 2009]. Briefly, it features a RESOlution 134 
M50 prototype laser-ablation system (193 nm ArF) connected to an Agilent 7500ce/cs ICPMS. ICPMS 135 
tuning conditions vary widely according to application, for example tephra analyses require 136 
sensitivity optimisation across the mass range [Tomlinson et al. 2010] whereas analysis of biogenic 137 
carbonates are typically characterised by optimised low-mass sensitivity in order to improve Li-B/Ca 138 
counting statistics in small, fragile samples [Evans et al. 2013]. The principal change to the system 139 
since it was described is the installation of an H2 gas line, which means either N2 or H2 can  now be 140 
selected as the additional diatomic gas added downstream of the ablation cell. The gas type is not 141 
written into the Geostar log file and therefore this information is not directly available, however the 142 
optimal tuning conditions differ between these diatomic gases which means the gas type for each 143 
analysis can be identified using the flow rate of this mass flow controller; N2 flow rates are routinely 144 
6 ml min-1 whereas H2 is optimised around 8.5 ml min1. Scan speed, repetition rate and spot size 145 
varied between 0-50 µm s-1, 2-20 Hz and 15-96 µm respectively across the entire five year period. A 146 
small subset of data using the rotatable rectangular spot with variable dimensions for growth-147 
banded samples is also present. Fluence was typically 3-5 J cm-2. He flow rate was set to 850 ml min-1 148 
irrespective of other variables without exception. Whilst Geostar records almost all of the critical 149 
ablation condition parameters required to assess this dataset, the presence of absence of the ‘squid’ 150 
signal smoothing device and the ICPMS dwell times of the analysed masses are not available. 151 
Therefore, it is not possible to assess the benefits of in-line signal smoothing or sweep time-152 
repetition rate optimisation using the dataset that we present here, although the squid is used the 153 
majority of the time. 154 
  155 
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2.2 Matlab program 156 
The Matlab program that was developed is designed to analyse all Agilent and Geostar csv files 157 
created by the LA-ICPMS system at RHUL since the 1st January 2010, (~104 of each). A key advantage 158 
of this software over data reduction programs already available for laser-ablation trace element 159 
analysis [Paton et al. 2011; Rittner & Müller 2011; Guillong et al. 2008] is that it was designed to 160 
require no user input in order to mine large quantities of LA data spanning a long period of time 161 
(although it is not intended as a replacement for these programs), as the large amount of files 162 
involved means that it was impractical to individually assess each manually. Previously available 163 
software is not designed to achieve this for two principal reasons: (1) it is difficult to define criteria in 164 
the data alone which unambiguously identify a specific standard rather than samples, and (2) the 165 
laser-ablation and ICPMS hardware are often controlled by different programs running on separate 166 
computers which are typically isolated from the internet (and intranet), and therefore have an 167 
associated non-constant offset in machine time. This is particularly an issue for LA-ICPMS data where 168 
an analysis may be initiated manually by the user on both systems, with a resultant analysis-specific 169 
recorded time offset between the output generated by the laser-ablation and ICPMS software. 170 
Whilst it may be prohibitively time consuming to produce a program that is capable of dealing with 171 
any data, we simplify this problem in several ways in order to produce a program that is capable of 172 
differentiating samples and standards, with subsequent data manipulation, in a sufficient proportion 173 
of cases to be useful. Before detailing these simplifications we briefly outline the characteristics of 174 
the data produced by our system. Users typically program a set of analyses using the laser-ablation 175 
software (Geostar) which produces a csv log file containing information regarding timing (start and 176 
end of each analysis), coordinates within the ablation cell, laser repetition rate, spot size, scan speed 177 
(zero in the case of spot analysis/depth profiling) and the flow rate through the mass flow 178 
controllers – that of helium through the ablation cell and an additional diatomic gas added 179 
downstream [Müller et al. 2009]. After selecting all or part of the sequence for analysis, ICPMS data 180 
acquisition is initiated manually by the user. Whilst the laser-ablation system may be interrupted 181 
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during this process, for example if re-analysis of a sample is required, in virtually all cases each 182 
Agilent csv file contains all standards and samples that the user intends to form part of the same 183 
run. Thus, the program assumes that each Agilent csv also contains every standard analysis that the 184 
user wishes to use to manipulate the sample data (the calibration standards(s), typically NIST61x) 185 
and the secondary standards, treated as unknowns, used to assess data quality. A small modification 186 
to the program would remove this constraint and thus allow data to be read from laboratories that 187 
routinely place every single analysis in a different ICPMS file, and could alternatively decide which 188 
secondary-primary standard pairs should be considered together based on a stated maximum time 189 
separation between them. In our laboratory, ICPMS data are almost always exported as a 190 
counts/second (cps) time series for each analysed m/z; at present the program cannot read data 191 
exported as raw counts because it relies on intensity ratios to identify NIST glasses. Before data 192 
processing, all sequences were split into sub-sequences wherein every analysis was carried out 193 
under identical ablation conditions (spot size, repetition rate, scan speed). User-free data reduction 194 
is achieved in five basic steps: 195 
(1) The program reads in all Agilent csv data files from a specific day and then finds all 196 
Geostar csv log files that fall within the time (within tolerances) given by the first and last line of the 197 
data file.  198 
(2) The start and end of each analysis within the data file is located using the times derived 199 
from the Geostar logs. Before this can be done, the computer time offset between the start of the 200 
analysis on the laser-ablation and ICPMS computers must be calculated, which is non-constant as the 201 
computers are not synchronised and because each set of analyses are initiated manually by the user 202 
on each computer; the start time recorded in the data and log csv file can never be the same even if 203 
machine time was identical for this reason. Attempts to achieve this by (e.g.) assuming that gas 204 
blank analysis between samples is characterised by a total ion beam intensity below a certain 205 
threshold (such as Iolite’s ‘detect from beam intensity’ option) are not accurate in many cases, for 206 
example when a track is placed across a discontinuous sample filled with clean resin [Evans & Müller 207 
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2013] or when depth profiling breaks through the base of the sample to the resin below. In order to 208 
overcome this, our program assumes that the machine time offset between the start of the first 209 
analysis in the log files created by the two computers is no greater than ±1000 ICPMS sweep times. 210 
For each of these 2001 assumptions all gas blank data are removed (the portions not between the 211 
start and end times of each analysis given in the Geostar log files), and the sum of the total ion beam 212 
of the remaining data is calculated. The actual sequence-specific offset is then given by the time 213 
difference that results in the greatest sum of the total ion beam for the remaining segments, as this 214 
will be the offset that results in the best match between the analysis times given by the Geostar logs 215 
and the data peaks in the Agilent data file (figure 1). Whilst the accuracy of this technique is limited 216 
to ±0.5 ICPMS sweep times, this is usually <0.5 s and always <1 s, which is sufficient resolution given 217 
that the initial and final portions of each analysis are cut as these represent times of signal intensity 218 
increase and decrease respectively. 219 
(3) NIST glasses are identified based on raw Sr/Ca and U/Sr intensity ratios (NIST612: 220 
2>88Sr/43Ca>0.55; 2>238U/88Sr>0.4. NIST610: 8>88Sr/43Ca>4;; 6>238U/88Sr>0.8). Ratios derived from Ca, 221 
Sr and U were chosen because at least one isotope of all three of these elements was analysed in 222 
>82% of cases and these elements show low-negligible ICP mass load effects [Kroslakova & Günther 223 
2007], which means that raw intensity ratios based on these elements are likely to show relatively 224 
little ablation-condition dependent variation [see also Jochum et al. 2012]. Furthermore, Sr and U 225 
are known to show little fractionation relative to Ca during laser-ablation depth-profiling [Fryer et al. 226 
1995; Jochum et al. 2014]. Whilst more complex algorithms could use a variety of ratios to increase 227 
the percentage of files analysable in this way, we targeted 80% as an acceptable point at which 228 
sufficient standard analyses were being retrieved whilst minimising the time taken to produce this 229 
code. Figure 2 shows the range of raw (background corrected only) 88Sr/43Ca and 238U/88Sr intensity 230 
ratios for all commonly analysed standards. Despite a wide range of ICPMS tuning conditions, 231 
ablation conditions and gas flow parameters, these show relatively narrow spread. Crucially, all 232 
standards occupy Sr/Ca-U/Sr space which is distinct from most other standards as well as virtually all 233 
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samples analysed on our system (which are broadly characterised by Sr/Ca ratios intermediate 234 
between NIST610 and NIST612 at the U/Sr ratio of the NIST glasses). The STDP-3 phosphate glasses 235 
[Klemme et al. 2008] are an exception; STDP3-150 overlaps NIST612 and STDP5/1500 overlap 236 
NIST610 (figure 2). In order to overcome this, NIST-STDP analyses were differentiated using two 237 
mechanisms. If more than one NIST analysis was identified within a specific sequence then the U 238 
signal intensity was used to check whether all analyses were of the same material (the STDP glasses 239 
have significantly higher Sr and U concentrations than NIST610/2). If the intensities were different by 240 
>5× then the analysis with a lower U intensity was identified as the NIST glass. If both analyses had 241 
similar U intensities, or there was only one analysis, then the user analysis labels from the laser-242 
ablation software were used to identify the standard(s). Whilst user analysis labels were avoided as 243 
far as possible because of potential errors, the design of the code beyond this point (see below) 244 
means that if a standard is misidentified, or a sample is identified as a standard, it is not practically 245 
possible for data reduced to that analysis to form part of the dataset that we present here. Finally, 246 
some volcanic glasses have similar Sr/Ca and U/Sr ratios to NIST610/2. This problem was overcome 247 
using U/Th ratios (Th is routinely analysed in volcanic glass in our laboratory), which are always ~1 in 248 
the NIST glasses but not in tephra. Very long analyses (>1000 ICPMS sweep times) were also 249 
assumed to represent samples. The code that we present here may not be directly relevant to other 250 
laboratories, if for example other materials are routinely analysed which are characterised by similar 251 
Sr/Ca-U/Sr ratios to the NIST glasses, or if Ca, Sr and U are not routinely analysed. Given the need to 252 
avoid user labels which potentially contain errors, especially when there are frequent external users, 253 
element/element ratios provide a robust alternative which may easily be tailored to suit the needs 254 
of a specific laboratory, for example by choosing alternative ratios that are reasonably infrequently 255 
encountered in samples, or by defining additional criteria for samples which are similarly 256 
characterised compared to NIST61x with respect to these chosen ratios. The code is designed so that 257 
such sub-criteria may be easily inserted, and we again stress that standard misidentification does not 258 
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propagate through to the final dataset but instead results in data for the entire analysis session 259 
being excluded. 260 
(4) Once the location of all NIST glasses has been ascertained, data reduction is performed 261 
following standard procedures [Longerich et al. 1996; Heinrich et al. 2003] using Ca as an internal 262 
standard. Drift correction was not applied where more than one NIST glass was used to standardise 263 
the other analyses within a sequence because unknowns are never routinely separated from NIST 264 
analyses by more than ~1 hour. Drift over this time frame is rarely significant in our system and we 265 
do not apply a correction because it is likely to add noise to the reduced data, for example taking the 266 
mean intensity values from two NIST analyses provides a better indication of the intensity-267 
concentration relationship at that time, whilst a drift correction would add scatter to the data given 268 
that scatter in the NIST analyses is likely to result from other causes (e.g. NIST heterogeneity or drift 269 
that is present and directionally variable on a timescale shorter than the time separating the 270 
bracketing NIST analyses). For track analyses, i.e. those with non-constant stage coordinates during 271 
analysis, all equivalent NIST analyses were combined and mean values used for data reduction. For 272 
spot analyses down-hole (element/Ca) fractionation was assumed to be linear. Intensity-depth 273 
regressions are calculated for each analysed m/z, and these noise-free regressions are then used to 274 
provide laser pulse (depth) specific intensity-concentration values for standardisation. Outliers are 275 
removed from all background and signal analyses (3SD). 276 
(5) Non-NIST standards are identified by initially assuming that all analyses could be any 277 
secondary standard. The measured X/Ca ratios are then ratioed to the literature values for each of 278 
the 10 secondary standards that we routinely analyse. Analyses are correlated to specific standards 279 
when the mean offset between the measured and reported values is no more than 30% for all m/z, 280 
with no more than 20% of the analysed masses differing by >30% from the reported values. These 281 
conditions are never met if non-NIST analyses are accidentally identified as NIST glasses because 282 
although such analyses have similar Sr/Ca and U/Sr intensity ratios, this is never the case for all the 283 
other element/Ca ratios analysed within a particular sequence. As an additional check, user analysis 284 
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labels were also monitored in order to evaluate how many standard analyses were never identified. 285 
Assuming that these labels are mostly not erroneous and really do represent missed standards, the 286 
program is 95.4% effective. In order to ensure that unidentified standards were not excluded from 287 
the final dataset, these analyses were included but were of sufficiently small number (~200) to be 288 
manually checked to ensure that the dataset only contained standards. We semi-manually 289 
incorporated these missed standards because they are likely to represent the worst data, as analyses 290 
were not recognised as standards only if the measured values deviated from the reported values by 291 
>30% on average. Excluding these would artificially improve the quality of the dataset. Our program 292 
does not enable constraints to be placed on the relationship between data quality and variables that 293 
are not recorded by the LA system, such as ICPMS tuning parameters, although it should be noted 294 
that this is also the case for virtually all previous work. 295 
3. Results and discussion 296 
3.1 Dataset statistics 297 
In total, 4938 standard analyses were identified from the period 01/01/2010 to 27/10/2014 of which 298 
4775 were identified without resorting to user analysis labels. A breakdown of this total between the 299 
12 most commonly analysed standards in our laboratory is shown in table 1, including the ratio of 300 
spot to track analysis and the ratio of analyses conducted using N2 and H2 as the additional diatomic 301 
gas. The NIST glasses are by far the most commonly analysed standard because both NIST610/2 are 302 
used as bracketing standards for almost every sequence of analyses that are performed. The STDP-3 303 
phosphate glasses [Klemme et al. 2008] are almost entirely represented by track analyses, as these 304 
standards are almost always used to assess data quality for bioapatite. The MPI-DING glasses ATHO-305 
G and StHs are predominantly represented by spot analyses associated with tephra data [Tomlinson 306 
et al. 2010], whereas MACS-3 and the remaining MPI-DING standards are often analysed with 307 
carbonates which may be either tracks for larger, growth-banded material  [Warter et al. 2014; 308 
Evans et al. 2013; Stoll et al. 2012] or spots for small fragile specimens such as planktic and deep 309 
benthic foraminifera. 310 
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Within the NIST612-standardised dataset, a total of 83 m/z were monitored at some point 311 
within the ~5 year period, with 46 m/z measured over 100 times and 36 m/z measured over 1000 312 
times, from 7Li to 238U (figure 3). The alkali earth metals and U were by far the most commonly 313 
measured m/z (>3100 standards include these masses), followed by 89Y (2945) and 140Ce (2630). 314 
55Mn, 208Pb and 25Mg were measured over 2000 times. We focus the results and discussion of our 315 
dataset on a subset of the 37 masses shown in figure 3, for which a sufficient number of analyses are 316 
available with which to make an assessment of long term data quality over a range of ablation 317 
conditions. Within this set of 37 analytes, 19 are distributed approximately equally between the 318 
standards whilst the remaining 18 were frequently associated with the analysis of volcanic glasses 319 
for which the MPI-DING glasses ATHO-G and StHs were primarily used as secondary standards. 320 
Because these m/z (29Si, 45Sc, 47Ti, 60Ni, 90Zr, 93Nb and the REE with the exception of La, Ce and Nd) 321 
are not routinely analysed other than in relation to tephra, we omit these from our discussion 322 
because Tomlinson et al. [2010] discuss the quality of these data in detail. 323 
3.2 Accuracy and precision 324 
Where this dataset is discussed in relation to the GeoReM database (http://georem.mpch-325 
mainz.gwdg.de/), version 17 of this database was used. Accuracy and precision for all standards for 326 
which more than 20 analyses were available for a given set of ablation conditions are shown for 327 
NIST612 standardised analyses in table 2 and NIST610 standardised analyses in table 3. Similar spot 328 
sizes were pooled; data are shown for both spot and track analyses in bins containing 20-25 µm, 44-329 
57 µm and 74-96 µm diameter spots. These bins represent 23.9, 54.5 and 8.0% of all analyses 330 
respectively; most available data are shown in tables 2 and 3, with the only significant omission 331 
being analyses that utilised a 34 µm spot (6.4%). Whilst these data average analyses derived from a 332 
range of repetition rates and/or scan speeds, these were broadly invariant through time. Specifically, 333 
almost all spot analyses were performed at either 2 or 5 Hz whilst the majority of the track data 334 
were acquired at 15-20 Hz and a scan speed of 1 mm min-1 (59.4%), with 19.2% acquired at 2 mm 335 
min-1. Therefore, whilst spot and track accuracy and precision are not comparable in terms of 336 
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ablation conditions, spot and track data of different standards were obtained using broadly 337 
equivalent ablation parameters. The MPI-DING glasses ATHO-G and StHs [Jochum et al. 2006] 338 
contained insufficient analyses within a given set of ablation conditions for us to report data quality, 339 
although broad trends may still be recognisable. Accuracy data are shown relative to the reported 340 
values (accuracy = measured/reported and precision = 2SD measured/reported). Detailed examples 341 
of this dataset including all individual analyses are displayed with respect to time in figure 4, for 342 
three selected analytes, in order to give an example of how long-term accuracy, precision and 343 
temporal trends may be assessed. Each m/z for which there are sufficient data will now be described 344 
in the context of previously published analyses in turn. We make the fundamental assumption that 345 
Ca is well characterised and homogeneously distributed in all of these standards, which is likely to be 346 
the case given that it is a major constituent of all of them.  347 
 7Li: As expected given the similar matrix, standardising NIST612 to NIST610 and vice versa 348 
produces, on average, excellent LA-ICPMS Li data. Taking the mean of all data, track and spot 349 
accuracy is better than 2% and 1% respectively and there is no significant offset between the two 350 
techniques (n = >250 and ~180). Long-term precision is better than 3% for spots and 4% for tracks, 351 
which is less than the combined reported precision for the two standards from Jochum et al. [2011]. 352 
GOR128 and GOR132, the only MPI glasses for which a significant amount of data are available, are 353 
consistently offset to accuracies of 6-12% and 17-19% respectively when calibrating to NIST612; 354 
NIST610 standardisation produces values ~2% worse (tables 2 and 3). This is consistent with the 355 
original MPI-DING dataset [Jochum et al. 2006], wherein LA-derived values are offset from the 356 
reported overall mean by 17% and 8% for GOR128 and GOR132 respectively and are positively offset 357 
compared to both solution ICPMS and other microanalytical techniques. Averaged over all ablation 358 
parameters, spot analyses results in accuracies ~4% worse for GOR128 and ~8% worse for GOR132. 359 
For standards with low-ppm Li concentrations such as these, the accuracy offset might conceivably 360 
be an artefact of spot analyses more frequently being carried out using H2 rather than N2 as the 361 
additional diatomic gas, as N2+ interferes with 7Li. However, averaging all ablation conditions 362 
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together, GOR132 (which shows the largest spot-track accuracy offset) analysed with H2 has an 363 
accuracy of 15.3%, compared to 14.3% with N2, therefore this cannot explain the difference that we 364 
observe. Similarly, surface contamination of standards with lower Li concentrations cannot explain 365 
why spots are further offset from the reported value than tracks. The MACS-3 pressed powder 366 
carbonate does not show this difference. Within a given set of ablation conditions, long-term 367 
precision is always better than 3% (tables 2 and 3), except for GOR128 with the smallest spot sizes 368 
for which sufficient data were available (4.1%). MACS-3 is more heterogeneous than the glasses, 369 
although not substantially so (precision is 4.3-5.3%). Accuracy of this carbonate compared to the 370 
information value of 62.2 ppm is 4.5% and ~11% for tracks with spot sizes between 40-57 and 20-25 371 
µm respectively, irrespective of the NIST glass used for standardisation. This is within error of 372 
Jochum et al. [2014], who report 58-61 ppm for both 200 nm fs and 213 nm Nd:YAG LA systems. 373 
There are insufficient data from the STDP glasses to discuss Li data quality. In summary: NIST-374 
komatiite standardisation exhibits excellent long term precision (<4%), even for small (20-25 µm) 375 
spot sizes within a given set of ablation conditions. Averaged over all analyses over five years, 376 
accuracy is 6-7% for spot and 12-14% for track analyses. We recommend that an error of this 377 
magnitude is appropriate when comparing data from different systems acquired under different 378 
conditions, when Li is present at low-mid ppm concentration in the sample. Consistent, significant 379 
positive accuracy for the MPI glasses in both this and published datasets may indicate that LA 380 
overestimates Li concentration in these standards compared to SIMS and solution ICPMS and 381 
therefore that an accuracy correction may be appropriate when calibrating volcanic glasses to NIST 382 
standards. MACS-3 may be sufficiently homogeneous (precision 11-15%) for most purposes. There is 383 
insufficient data here to recommend a carbonate Li accuracy correction when standardising using 384 
NIST glasses. 385 
 11B: Boron data quality shows significant trends through time, directly related to boron 386 
background intensity and signal/background ratios. A significant drop in typical B background 387 
intensity from ~6000 cps in early 2011 to ~250 cps by mid-2013 (figure 5) was associated with the 388 
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replacement of the major tubing components within the laser-ablation system, including the squid 389 
gas smoothing device, with Nylon-6. This tubing material was originally installed in order to improve 390 
sulphur data quality, as Nylon-6 is produced without the use of sulphur in the manufacturing 391 
process, whilst this is not the case for Nylon-11 or Nylon-12. However, we find that another 392 
significant advantage of this material is that it also results in improved B data, either as a result of a 393 
lower propensity for boron memory due to particles sticking to the transport tubes, or lower boron 394 
degassing directly from the Nylon. The timing of this change is associated with an improvement in 395 
NIST612 B accuracy and precision from 19.1±22.9% prior to June 2011 to 4.8±9.7% after May 2012, 396 
and demonstrates how tubing may have a significant effect on data quality. Taking into account only 397 
data collected after mid-2012, NIST610-standardised accuracy±precision is 12.8±6.1%, 3.6±6.8% and 398 
4.1±4.5% for GOR132, GOR128 and NIST612 respectively, for spot analyses averaged over all 399 
ablation conditions, within error of the equivalent track data. Given that NIST612 & GOR128 400 
standardised to NIST610 produce accurate and precise long-term data despite significant observed B 401 
heterogeneity in the NIST glasses [Eggins & Shelley 2002], this indicates that the reported B value for 402 
GOR132 may be too low. There are insufficient data from alternative techniques in the GeoReM 403 
database to test whether this is the result of laser-induced fractionation, although the mean of all LA 404 
values is offset from the reported by 8.6% (following removal of one outlier), similar to the long-405 
term accuracy of our system for this standard. MACS-3 is significantly heterogeneous (2RSD of all 406 
analyses is 42.0%; n = 111), which is similar to that calculated from all data in the GeoReM database 407 
(48.8%, or 33.2% minus one outlier). Based on the mean of all analyses on our system after mid-408 
2012, we measured a MACS-3 B concentration of 9.1±3.8 ppm standardised to NIST610, broadly 409 
higher but within the range of previously reported LA values [Chen et al. 2011; Jochum et al. 2012]. 410 
Hathorne et al. [2008] also report LA B/Ca data higher than solution ICPMS for the JCp-1 coral 411 
powder. Absolute carbonate B concentrations calibrated using glasses should therefore be treated 412 
with caution, particularly if a 213 nm system is used. In summary: B data may be both accurate and 413 
precise, provided careful attention is paid to factors such as variable gas blanks from sample tubing. 414 
17 
 
Nylon-6 is recommended for all applications for which high quality B data are desirable. Long-term 415 
accuracy and precision of 4% and 5-7% is possible for closely-matched standards; an accuracy 416 
correction is unwarranted based on our dataset. There is no improvement in data quality if ablation 417 
parameters are constrained to spots or tracks with a narrow range of spot sizes. We observe no 418 
significant offset between track and spot analyses of the same material. MACS-3 exhibits significant 419 
heterogeneity (±42%) to the point where this carbonate standard is not likely to be useful for 420 
calibration or assessing B data quality. 421 
 23Na: NIST610 standardised NIST612 Na data are both highly accurate (<1%) and precise 422 
(<2.5%), even averaged over all ablation conditions and analysis type (spot/track). The MPI glasses 423 
GOR132, GOR128 and KL2-G are all characterised by a significant accuracy offset between spot and 424 
track analyses, irrespective of spot size (tables 2 and 3). On average, spots are offset to values 7-10% 425 
greater than reported whilst tracks are offset to -7% to -10%. It is not possible to distinguish 426 
between the potential effects of analysis type and repetition rate in our dataset, as almost all track 427 
data acquisition is carried out at much higher repetition rates. However, we observe no such offset 428 
for MACS-3 which is characterised by similar spot and track accuracy and precision. The offset we 429 
observe for the MPI glasses is consistent irrespective of which diatomic gas is used. Jenner & O’Neill 430 
[2012] also observe a similar positive accuracy offset (6.4%) for laser-ablation depth profiling 431 
(standardised using the USGS basaltic glass BCR-2G) compared to EPMA analysis. Together, these 432 
observations imply that Na fractionation is not constant for glasses with significantly different 433 
matrices and/or is dependent on repetition rate. Therefore, we suggest that this commonly 434 
observed offset is more likely to be a result of differential Na fractionation during LA depth profiling 435 
than a problem with EPMA data of the MPI glasses or BCR-2G [Melson et al. 2002], especially given 436 
that our track data at high repetition rates is characterised by a consistent negative accuracy. The 437 
fact that these offsets are not observed for MACS-3 may imply that this is not an issue for NIST-438 
standardised carbonates. Based on these data, long-term Na accuracy and precision are <5% and 10-439 
13% averaged over all ablation conditions. 440 
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 Mg: Long-term Mg precision is excellent, particularly given that both NIST glasses exhibit 441 
significant Mg heterogeneity (7.5% and 6.7% for NIST612/610 respectively [Jochum et al. 2011]). For 442 
specific ablation parameters (tables 2 and 3), NIST610-standardised precision is 4-8% for spot and 443 
track analyses, broadly better than expected based on reported heterogeneity in the calibration 444 
standard alone. Averaged over all ablation conditions, 5-year Mg accuracy for 25Mg is remarkable; 445 
<4% for spot analysis of NIST612 and MPI glasses for which data are available, and <3% for track 446 
analyses of the phosphate glasses STDP3-150/1500 (figure 4). The fact that NIST-standardised 447 
GOR128 and GOR132 accuracy from the same analysis sequence are highly correlated [Evans et al. 448 
2014, supplementary material] demonstrates that even more precise Mg data are possible if the 449 
NIST glasses are not used as the external calibration standard. The 2 Hz depth-profiling MPI analyses 450 
of Evans et al. [2014] show that closely-matched standardisation (e.g. GOR132 to GOR128) can result 451 
in Mg data with a precision of <2%. For this reason, we recommend GOR132/128 as a preferred 452 
alternative to NIST610/612 when accurate Mg data are required (e.g. the analysis of carbonates for 453 
palaeoclimatic data), although it would not be appropriate to standardise samples with sub-% Mg to 454 
komatiite glasses. NIST-standardised accuracy is consistently poor for all standards (figure 4). The 455 
MPI glasses GOR132/128 and KL2-G, MACS-3 and STDP3-150/1500 are all offset to values ~7-10% 456 
lower than reported using NIST610 for calibration, which is inconsistent with the NIST610-457 
standardised NIST612 accuracy in this dataset (-12% to -17%). Together, this implies that both 458 
NIST610 and NIST612 Mg values require revision, in particular because the consistent offset 459 
between six other standards with very different matrices demonstrates that this discrepancy does 460 
not have its origin in matrix-matching. Taking the average of all 24Mg and 25Mg data standardised 461 
using NIST610 (excluding NIST612) gives a mean NIST610-standardised Mg offset of 0.9249 (i.e. 462 
mean accuracy = -7.5%), therefore based on our data NIST610 Mg is 467±0.9 ppm (2SE, n = 933). 463 
Using a similar approach (except without 24Mg, see below), NIST612 Mg is 62.4±0.19 ppm (2SE, n = 464 
2245). Note that these errors relate to the accuracy of the mean value of multiple wafers and are 465 
not an indication of heterogeneity. Our NIST610 value is indistinguishable from that widely used 466 
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before Jochum et al. [2011] updated these values (i.e. that of Pearce et al. [1997], 465 ppm). Whilst 467 
the compiled values of Jochum et al. [2011] undoubtedly resulted in overall improved NIST data, 468 
both the analyses we report here, as well as the mean of all LA-ICPMS data in the GeoReM database 469 
suggest that the value given by Pearce et al. [1997] is more accurate. The offset between LA-ICPMS 470 
and other techniques for NIST610 is not observed for GOR128, for which EPMA and LA are in 471 
excellent agreement. Using our recommended NIST values, accuracy is better than 5% for most 472 
ablation conditions. 473 
24Mg and 25Mg show a significant offset when standardised using NIST612, 25Mg data are 474 
consistently offset to values ~5% higher. This is most easily explained by the 48Ca2+ interference on 475 
24Mg, as shown previously [Jochum et al. 2012], given that we observe no such difference for 476 
NIST610-standardised data (with the exception of NIST612 data which are characterised by 477 
accuracies 3% lower on 24Mg, as expected). Assuming that this offset is explicable by some 478 
combination of mass bias and 48Ca2+, mean doubly charged Ca production under typical ablation 479 
conditions on our system can be calculated to be ≤1.6% (1.6% if no significant mass bias). We see no 480 
evidence for Mg heterogeneity resulting from the possible presence of micro-olivines in our 481 
GOR128/132 chips [Jochum & Enzweiler 2014]. MACS-3 precision is 12-16% which makes this 482 
standard more heterogeneous than any of the glasses we routinely analyse for Mg. Using our Mg 483 
value for NIST610 (or that of Pearce et al. [1997]), mean MACS-3 accuracy is 0.8% and 2.5% for spot 484 
and track analyses respectively. Therefore, we do not observe the same accuracy issue when 485 
standardising carbonates to glasses as reported by Hathorne et al. [2008]; our dataset indicates that 486 
accurate carbonate data are possible using the NIST glasses for calibration. Whilst Hathorne et al. 487 
[2008] utilised the NIST612 Mg concentration of Pearce et al. [1997], this cannot explain the 488 
observed offset between NIST and COCAL carbonate-standardised data. In summary: Mg analysis by 489 
LA is both precise and accurate. Long-term 2% precision is possible when using well characterised 490 
homogeneous standards such as the MPI glasses. Accurate data are possible, although both this and 491 
previous LA studies imply that currently preferred NIST Mg values require revision [e.g. Gagnon et al. 492 
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2008]. Until the cause of this discrepancy is identified, we recommend that the NIST612 should not 493 
be used for external calibration of Mg, and that the NIST610 value of this study or Pearce et al. 494 
[1997] should be used over that of Jochum et al. [2011]. For samples with >1% Mg, standardisation 495 
using the MPI glasses is likely to result in less standard-induced data scatter. GOR128 is the most 496 
homogeneous standard based on our dataset. MACS-3 may be sufficiently homogeneous for some 497 
applications (where >±10% precision is acceptable), although this is not the case for trace element-498 
based palaeothermometry wherein MACS-3 standardisation is likely to result in errors in the order of 499 
several °C. 24Mg should be avoided for carbonate analysis with <100 ppm Mg, as previously shown 500 
[Jochum et al. 2012]. 501 
 27Al: Standardisation of Al in phosphate and volcanic glasses (at %-concentration) to 502 
NIST610/2 is both accurate (broadly better than 3-4%) and precise (sub-3%, some ablation 503 
conditions characterised by long term accuracy of ~1%, tables 2 and 3). There is no significant 504 
benefit of preferentially using either NIST610/612 for standardisation. We find MACS-3 to be 505 
considerably more heterogeneous (precision 32-38%) than previously reported by Chen et al. [2011] 506 
(<10%), although it is agreement with studies that use an internal standard rather than bulk 507 
component normalisation [Lazartigues et al. 2014; Jochum et al. 2012]. Given that both latter studies 508 
and this work utilises Ca as an internal standard, this discrepancy may simply result from the 509 
relatively small amount of analyses performed by Chen et al. [2011]. The majority of studies show 510 
that MACS-3 is characterised by Al heterogeneity on a scale that means it is unlikely to be useful for 511 
standardisation or as an indicator of accuracy. 512 
 31P: Phosphorus analysis by LA-ICPMS is challenging because of the interference of 15N16O on 513 
m/z = 31. Our data demonstrates the importance of using H2 instead of N2 as an additional diatomic 514 
gas for the purposes of precise P determination. Averaged over all standards and ablation conditions 515 
for which diatomic gas-type data are available, we observe an improvement in precision from 109% 516 
using N2 to 12% with H2. NIST612-standardised P data for NIST610, GOR132/128 and KL2 have 517 
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accuracies of <10%, demonstrating that reasonably accurate and precise P data at ~100 ppm is 518 
possible. Jenner & O’Neill [2012] report P data of similar quality using H2. 519 
 55Mn: At concentrations above 10 ppm, Mn is one of the easiest elements to measure by 520 
laser ablation. Long-term accuracy and precision for all glasses is generally better than 5% and 3% 521 
respectively (tables 2 and 3). Optimising laser parameters may enable precision of ~1% (e.g. 522 
NIST612-standardised KL2-G track analysis using a 44 µm spot). The MPI glasses are consistently 523 
offset to values 1-4% above reported, however this is more likely to be matrix-induced than a 524 
systematic error in these values, given that this offset is independent of which NIST glass is used for 525 
calibration and that standardising the NIST glasses to each other gives an accuracy of 0.4-1.0%. It 526 
would be highly coincidental for both NIST (or all MPI) Mn values to be inaccurate by the same 527 
amount. A small accuracy correction when calibrating volcanic glass data to NIST610/612 may 528 
therefore be justified. Similarly, the -5 to -6% accuracy we observe for MACS-3 (identical to that of 529 
Jochum et al. [2012] using a 193 nm laser coupled to an ICPMS in low mass resolution mode) may be 530 
matrix-related, given that Chen et al. [2011] observe no offset between MACS-3 Mn data acquired 531 
by LA and solution ICPMS. Because m/z 55 suffers from a large gas blank correction as a result of 532 
40Ar15N, it is more challenging to accurately quantify Mn concentrations in samples at low/sub ppm 533 
concentration. Using H2 as an additional diatomic gas reduces the m/z = 55 gas blank by almost two 534 
orders of magnitude (18×) from 4×105-3×106 to <1×104 on average. This improvement is a necessity 535 
for Mn determination when low repetition rates or small spot sizes are desirable [Evans et al. 2014; 536 
Evans & Müller 2013]. For example, the detection limit for slow depth-profiling (44 µm, 2 Hz) is 537 
improved from 87 to 6 ppm on average, comparable to that of Chen et al. [2011] derived from a LA 538 
system with no diatomic gas but at a higher repetition rate (8 Hz). 539 
 57Fe: Fe determination by standardisation to NIST612 is not possible because of the 540 
interference of 40Ca16O1H. NIST610-standardisation of the MPI glasses produces data in the broad 541 
region of reported values (i.e. within ±50%), but with significant offsets that means accurate or 542 
precise Fe concentrations are not feasible on our system using NIST for calibration. Previous studies 543 
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have reported accurate Fe data and good LA-EPMA agreement when calibrating to high-544 
concentration reference materials such as BCR-2G, or by using a multi-standard calibration line [Liu 545 
et al. 2008; Arevalo Jr et al. 2011; Jenner & O’Neill 2012]. Accurate and precise LA-derived Fe data 546 
are possible at high concentrations. 547 
 66Zn: Track data are severely compromised by Zn contamination, the most likely cause of 548 
which is zinc stearate powder from disposable gloves [Friel et al. 1996; Evans & Müller 2013]. Whilst 549 
samples are routinely pre-ablated, it may be that not all users pre-ablate standards in the same way, 550 
which means that there is some remnant surface contamination. NIST610-standardised track data 551 
are offset to accuracies between 1-1.5, whilst NIST612-standardised data is reasonably accurate but 552 
very imprecise (randomly varying greater/less contamination than the calibration standard) because 553 
it has a more similar [Zn] to MACS-3 and the MPI glasses. This precludes further discussion of data 554 
obtained by LA tracks. However, depth profiling obviously does not suffer from surface 555 
contamination which allows some assessment of Zn data quality on our system. Standardising the 556 
NIST glasses to each other produces data that is both accurate (<4%) and precise (<6%). NIST-557 
standardised GOR132/128 data are also excellent (precision <6% and accuracy ~10%). On average, 558 
GOR132 and GOR128 data are offset to values -5% and +5% from reported, respectively. This may be 559 
a result of differential NIST-MPI fractionation factors at smaller spot sizes [Jochum et al. 2012; 560 
Kroslakova & Günther 2007] and the magnitude of the offset that we observe is not large enough to 561 
warrant recommendation of an accuracy correction. The limited data available for MACS-3 indicate 562 
an accuracy comparable to the MPI glasses, albeit with a higher precision (20%) in common with 563 
most other elements in this standard. 564 
 85Rb: Long-term Rb accuracy is better than 3% for all sets of ablation conditions (tables 2 and 565 
3), with the exception of small spots and track data of the MPI and STDP glasses (7-14%). Spot size-566 
dependent variation in fractionation indices, a known feature of our system and for LA in general for 567 
the volatile elements [e.g. Tomlinson et al. 2010], is the most likely explanation. Rb accuracy in these 568 
standards is principally dependent on concentration. The higher concentration MPI glasses ATHO-G 569 
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and StHs have accuracies of 13% and 7% respectively, whilst GOR128 (406 ppt) is substantially worse 570 
(tables 2 and 3). The STDP3-150/5 phosphate glasses are consistently offset (accuracy = -10%), 571 
however there is little data with which to place this in context. The compiled value of Klemme et al. 572 
[2008] is the average of solution and LA ICPMS data which do not show this same relative difference 573 
(i.e. the LA data is not lower but vice versa). The offset that we observe may be a result of the higher 574 
repetition rate of these laser track data compared to the 5 Hz spot analysis of the original study. The 575 
low Rb concentration of MACS-3 (along with likely heterogeneity) means that it is difficult to assess 576 
accurately by LA-ICPMS, however as a preliminary working value, the mean of all spot and track 577 
analyses from two different MACS-3 pellets is 58±8 ppb (n = 64, 2SE, range of individual analyses = 578 
40-200 ppb). This is within error of that reported by Jochum et al. [2014] using a 200 nm fs LA 579 
system (70±8 ppb). 580 
  88Sr: NIST612-standardised accuracy for both NIST610 and all the regularly analysed MPI 581 
glasses in our lab are generally characterised by accuracies of <1% and precision of <4% (table 2). 582 
Standardisation using NIST610 produces data of equivalent quality. Spot analyses of ATHO-G and 583 
StHs are equally accurate but considerably less precise (11% and 5% respectively), indicating that 584 
these standards are less homogeneous than both NIST610/612 and the more basic MPI glasses. 585 
These precisions are higher than those associated with most data in the GeoReM database, although 586 
the SIMS data of Jochum et al. [2006] indicates µm-scale heterogeneity of a similar magnitude. Aside 587 
from those derived from this study, all of the analyses in this database are LA-derived and have an 588 
overall 2RSD of 18%, indicating that inter-grain heterogeneity may be even greater than suggested 589 
by our data. Whilst there are insufficient analyses to break STDP phosphate glass data quality down 590 
by ablation parameter, mean long-term accuracies are 2-4%. This represents a significant offset 591 
given that these standards are homogeneous (precision 1.9-4.5%). The inconsistent offset (STDP3-592 
1500 has a negative accuracy whilst the others are positive) indicates that this is unlikely to be a 593 
result of NIST-phosphate fractionation that requires an accuracy correction. There is little data with 594 
which to test this, although the 4.3% offset we observe for STDP3-5 (i.e. a Sr concentration of 1496 595 
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ppm) is in much better agreement with the 200 nm fs-LA data of Jocum et al. [2014] than the 596 
recommended value [Klemme et al. 2008]. Further data from more laboratories is required to verify 597 
this, however our analyses indicate that these offsets should not be applied as an accuracy 598 
correction to samples. Rather, the recommended values may require minor revision in the future. 599 
MACS-3 is considerably more heterogeneous than the other standards (precision = 8-13%) and 600 
consistently offset to an accuracy of -5%. This is in poor agreement with previous 193 nm LA studies 601 
using both normalisation of bulk components and internal standardisation strategies [Chen et al. 602 
2011; Tabersky et al. 2013; Jochum et al. 2012], which broadly agree with the information value of 603 
6760 ppm. The 200 nm fs-LA data of Jochum et al. [2014] further support these existing datasets, 604 
which may suffer to a lesser extent from bias resulting from the use of a calibration standard with a 605 
different matrix. The reason for this offset is not clear and cannot be an artefact of our data 606 
processing given that we demonstrate excellent Sr data for other standards. It may be that the 607 
relatively low fluence that we frequently use (3-5 J cm-2) compared to other studies reporting MACS-608 
3 Sr data is an important factor, as has been shown for Cu [Jackson & Günther 2003]. Irrespective, 609 
the high MACS precision prevents us from recommending an accuracy correction when analysing Sr 610 
in carbonates. In summary: Accurate and precise Sr data are possible, even with non-matrix matched 611 
standardisation. However, a new carbonate standard is required for applications where precision of 612 
<15% is desirable. Minor adjustments to the Sr concentrations of the STDP phosphate glasses may 613 
be appropriate, although further data are required to confirm the small accuracy offsets we observe. 614 
 89Y: Y accuracy is generally better than 2-3% for track analyses and ~4% for spots. The fact 615 
that all NIST612-standardised Y accuracies are negative (except the STDP phosphates), irrespective 616 
of matrix, indicates that the NIST612 Y value may be too low by 2.9%. This is well within the range of 617 
previously reported and compiled values, which are 38.5±3.9 ppm and 38.3±2.5 ppm for solution 618 
and LA-ICPMS respectively based on data in the GeoReM database. However, our NIST612 Y value is 619 
derived from at least 10 NIST slithers calibrated to seven other well-characterised standards, 620 
whereas a large portion of the LA Y data for this standard in the GeoReM database is based on 621 
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calibration to NIST610. The accuracy of the other standards is better than we can reasonably assess 622 
given possibly errors of this magnitude (~3%) in the preferred value of the NIST glasses. Ablation 623 
parameter-specific precision is better than 5% for all standards with the exception of MACS-3 (6-16% 624 
depending principally on spot size). There is a hint of a long-term trend in the accuracy of our Y data 625 
for the MPI glasses GOR132/128, discussed in section 4.1. Diatomic gas type exerts no discernible 626 
control on accuracy for most standards, which is unsurprising for standards with Sr/Y ratios of ~1. 627 
However, MACS-3 (Sr/Y = 302) accuracy is offset by 8.0% when H2 instead of N2 is used as the 628 
diatomic gas (n = 138 and 62 respectively, figure 6). Given that these data represent the average of a 629 
range of spot sizes, mostly at 15 Hz repetition rate, it is unlikely that other factors could lead to this 630 
bias. An 8% increase in MACS-3 Y is equivalent to 1.8 ppm, which equates to an average 631 
88Sr1H+production rate of 0.027% for carbonate ablation using H2. This may be a significant Y bias for 632 
carbonates or phosphates (e.g. the shells of marine organisms or tooth enamel) which often have Sr 633 
concentrations >1000 ppm. Given that Y/Ca (and other REE/Ca) ratios have been used as an 634 
indicator of diagenesis in such material [Müller et al. 2009], this is something that should be taken 635 
into account when adding H2 to the carrier gas stream. 636 
 138Ba: Ba data quality in standards with >10 ppm is both accurate and precise. NIST, STDP 637 
and the MPI glasses with relatively high [Ba] have long-term accuracies of <6%, and <2% is possible 638 
for certain ablation conditions. Precision is routinely <5%. The consistent negative offset of NIST612-639 
standardised data may indicate that NIST612 [Ba] should be ~2% higher, or at least that the ID-TIMS 640 
data published in Jochum et al. [2005] (1% higher than the compiled value) should be adopted. The 641 
only other notable offset within these standards is for the phosphate glass STDP3-5, for which all 642 
data are offset to positive values (accuracy = 6%). This is in broad agreement with the 200 nm fs-LA 643 
data of Jochum et al. [2014] which are also offset from the recommended value of Klemme et al. 644 
[2008] (by +3%). Together these analyses suggest that the LA data used to define this recommended 645 
value may be inaccurate, as the original solution data are in good agreement with this study and that 646 
of Jochum et al. [2014]. In contrast to the higher concentration standards, GOR132/128 accuracy are 647 
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significantly dependent on analysis type (spot/track). This offset is more pronounced for GOR132 648 
(0.82 ppm Ba; 15% difference) than GOR128 (1.1 ppm; 7%), where track analyses are characterised 649 
by worse accuracies and higher measured values than spots (figure 4). The reason for this offset may 650 
either be surface contamination, to which ablation tracks are obviously more susceptible than spots, 651 
or a problem with the extrapolation of the NIST concentration-Ba/Ca intensity ratio to glasses with 652 
much lower [Ba]. The high repetition rate (15-20 Hz) of the majority of the track data may 653 
exacerbate possibly different fractionations between the standards. This feature makes these data 654 
difficult to interpret. Assuming the lower repetition rate spot data are more likely to be reliable (the 655 
small size of these glass chips makes long line scans impractical), Ba accuracy and precision at 1 ppm 656 
are ~7% and 8-10% respectively. 657 
 The REE: Spot analysis of the REE in many of the MPI glasses on our system is discussed in 658 
detail by Tomlinson et al. [2010]. Track data of KL2-G and GOR132/128 indicate data quality 659 
equivalent to spot analyses, with principal differences due to the low concentration of the REE in 660 
GOR132/128. Nonetheless, GOR132 139La data are both accurate and precise (2% and 32% 661 
respectively), given the 84 ppb concentration. We observe a track-spot offset of 5% in the low 662 
concentration MPI glasses for 140Ce (and possibly for 146Nd, although there are few track analyses for 663 
this m/z), but otherwise sub-5% accuracy and precision is easily possible. Both GOR132/128 are 664 
consistently offset to -10% accuracies for 146Nd, although this is within the range of the LA data of 665 
Jochum et al. [2006] and subsequent studies [e.g. Jenner & O’Neill 2012]. This offset may be most 666 
easily explained by inter-grain heterogeneity, given that our MPI data are derived from one set of 667 
these standards. The STDP glasses are characterised by excellent homogeneity for 140Ce (precision 2-668 
4% when standardised using NIST610), although our data do indicate that the STDP3-1500 Ce 669 
information value is too high by 8%. Similarly, our data indicate that the STDP3-150 Nd information 670 
value should be decreased to 0.17 ppm (the original analysis is reported to 1SF [Klemme et al. 671 
2008]). We find all of these phosphate glasses to be considerably more homogeneous for Nd than 672 
original reported, STDP3-150/1500 are characterised by 2RSD Nd of 14% and 9% respectively (n = 30 673 
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in both cases). Finally, the lanthanides are one part of the periodic table to which the MACS-3 674 
carbonates may have particular application. NIST-standardised MACS-3 data are both accurate (all 675 
data <10% and most <5%) and reasonably precise in comparison to most other elements in this 676 
pressed powder. La, Ce and Nd have 2RSD of ~10% which is probably sufficient for most applications. 677 
These data demonstrate that accurate carbonate REE data are possible when standardising using the 678 
NIST glasses. Tanaka et al. [2007] report data of similar quality (when ablation takes place in a He 679 
atmosphere), with the exception of La, for which our analyses are far more accurate (~-2% in this 680 
study cf. -6 to -11%). Whilst this may extol the benefits of using a 193 nm laser, a similar offset 681 
between 213 nm and 193 nm LA data was not observed by Jochum et al. [2012] when analysing 682 
MACS-3.  683 
 208Pb: The volatility of Pb is a well-known issue for LA [Jackson 2001], with larger 684 
fractionation factors unsurprisingly further from unity on average for spot analyses [Jochum et al. 685 
2014] because of the crater depth-dependent particle size distribution [Jackson & Günther 2003]. 686 
Nonetheless, at >10 ppm (GOR132, StHs and the STDP glasses) reasonably precise (<10%) Pb data 687 
are easily possible with a 193 nm ArF laser. Precision may be further improved by using an external 688 
standard with greater Pb homogeneity than the NIST glasses [see Eggins & Shelley 2002]. We do not 689 
attempt to assess the accuracy of the MPI glasses, as the offsets we observe are likely smaller than 690 
what may be expected from differential NIST-MPI fractionation factors (GOR132 and StHs accuracy is 691 
<5%). In contrast, our data suggest the Pb information values of both STDP3-150/1500 requires 692 
downwards revision, which have overall mean accuracies of -8% and -13% respectively. The 693 
agreement of our data for STDP3-5 with the recommended value indicates that these offsets may 694 
not be matrix-induced. In the case of STDP3-150, our measured value (139 ppm) is in excellent 695 
agreement with the original solution ICPMS data (145 ppm) [Klemme et al. 2008]. Spot analyses of 696 
MACS-3 indicate heterogeneity of 8% (collected from the first 1.5 years only) whilst track data are 697 
considerably worse. 698 
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 232Th: ATHO-G and StHs Th data are discussed in Tomlinson et al. [2010]. Approximately 50 699 
analyses of KL2-G indicate that accurate and precise (<2% and <10% respectively) are possible even 700 
at 1 ppm. However, our GOR128 data show that at low-ppb concentrations precision is ~400% even 701 
though these analyses were above LOD. MACS-3 precision is 13%, although our data indicate that 702 
the Th concentration in this standard requires revision; the mean value based on our dataset is 46 703 
ppm. This is in agreement with the 213 nm data of Jochum et al. [2014], whereas the 200 nm fs LA 704 
data of that study, along with most other data in the GeoReM database [Tabersky et al. 2013; Chen 705 
et al. 2011; Jochum et al. 2012] agrees with the information value. This may be related to the 706 
relatively high repetition rates and low fluence of our analyses. 707 
 238U: The higher concentration MPI standards (1-2 ppm, ATHO-G and StHs) have a long-term 708 
precision of 14-15% (figure 4). Reasonable (~20%) precision is still possible for GOR132 (48 ppb), 709 
however at lower concentrations (GOR128 = 12 ppb) only analytical conditions associated with 710 
relatively high ion beam intensities (high repetition rate, large diameter beam) produce useful data 711 
(track and spot precision are 40% and 80% respectively). MPI glass accuracy is excellent given the 712 
low concentrations, the long term average is <5% except for GOR132/128 (<10%). The higher 713 
concentration STDP glasses are all characterised by precisions of 4-7%. Our measured values for 714 
STDP3-150 is in excellent agreement with the reported/information, whereas our STDP3-150/5 data 715 
have accuracies of -2% to -4% and +5-9% depending on which NIST glass is used for standardisation. 716 
This is broadly in agreement with the data of Jochum et al. [2014], which is offset by +2.3% 717 
compared to the information value. Ablation parameter-specific MACS-3 data are characterised by 718 
long-term precision of ~30% which is reasonable given the 1.5 ppm U concentration of this 719 
carbonate (figure 4).   720 
4. Further discussion 721 
4.1 Long-term trends  722 
We observe few significant long term trends in the dataset, demonstrating that appropriately 723 
standardised, blank-corrected 193 nm laser ablation measurements do not suffer from long term 724 
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biases. The only exceptions to this are our B data, which show a marked improvement in accuracy 725 
related to the installation of Nylon-6 tubing (discussed in section 3.2), and possibly 89Y (figure 7). This 726 
latter trend is evident in both GOR132/128, irrespective of which NIST glass is used for 727 
standardisation (i.e. the trend would not be evident if one GOR were standardised to the other, or in 728 
the NIST-standardised NIST data). There are insufficient data covering this period for the other glass 729 
standards to assess whether this is a broader feature of Y data quality over this time. This would 730 
either imply that the cause is a shift in the matrix-dependent Y/Ca fractionation over this time, or 731 
that the trend is an artefact of the change in dominant analysis style from line-scans using N2 as the 732 
diatomic gas to a mixture of lines and spots with H2. The 88Sr1H+ production rate that we calculate in 733 
section 3.2 cannot account for this offset, given that both the NIST and GOR glasses have low Sr/Y 734 
ratios (~1-2). Therefore, it is not clear why such a difference should be associated with the additional 735 
diatomic gas type. The change in transport tubing (figure 6) roughly coincides with this shift, which 736 
may provide an explanation. It is possible that tubing-induced element/element fractionation may 737 
have a minor effect on data quality of even the less volatile elements, given that this fractionation 738 
could be matrix-dependent (as a result of LA yield or analyte concentration). 739 
4.2 Diatomic gas type 740 
 Whilst geberal instances of data quality significantly influenced by diatomic gas type were given in 741 
section 3.2, the dataset also allows broader trends to be recognised. Of these, the most obvious is 742 
the difference in long term accuracy and precision when using H2 rather than N2 for spot analyses, 743 
shown in figure 8. Whilst there are more subtle differences in accuracy, with notable examples such 744 
as 31P and 57Fe discussed earlier, there is a significant difference in long-term precision (i.e. 2SD of all 745 
analyses for a particular standard). NIST610 and GOR132 shown as examples in figure 8, 746 
standardised using NIST612. In both cases the masses associated with significant improvements are 747 
those with a major N2-derived gas interference (m/z = 29, 31, 55), or volatile elements (GOR132 Pb) 748 
which indicates that the use of H2 may reduce volatile-element fractionation downstream of the 749 
ablation cell, for at least some standards (in all cases the ablation process took place in a pure He 750 
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atmosphere). However, figure 8 indicates that such processes affecting volatile elements do not 751 
behave predictably, given that there is no statistically significant difference in 66Zn or 85Rb precision. 752 
In order to maximise the amount of data available, all data for a specific analysis type (spot/track) 753 
and diatomic gas type were used. Although this means that the data are potentially biased by 754 
different spot sizes or repetition rates being commonly associated with certain analytical conditions, 755 
these were reasonably invariant between spots and tracks (see above). 756 
Because diatomic gas type can only influence transport and ionisation processes in the 757 
plasma, it is difficult to explain why an overall similar phenomena is not observed for track data. This 758 
may perhaps be related to the more limited fractionation processes occurring at the ablation site for 759 
this style of analysis, i.e. that post-ablation fractionation is related to element/element ratios and is 760 
therefore more constant when these ratios are more stable in the sample gas stream. The benefit of 761 
H2 for track data is limited to masses with a gas interference (27, 29, 55 for NIST610), whilst the 762 
worse precision for track analyses observed for some m/z may simply be related to the broadly 763 
lower sensitivity and therefore lower signal/background ratios when using H2, especially for low 764 
concentration trace elements. The use of H2 clearly does not always offer this benefit, although the 765 
improvement in data quality for some elements may outweigh the associated negative aspects, such 766 
as the precision of NIST610 25Mg data. Some features are difficult to explain, such as the greatly 767 
improved 140Ce data with H2. 768 
4.3 Spatial variability/Cell homogeneity 769 
Because stage coordinates are available for each analysis, potential spatial variation in data quality, 770 
fractionation factors or sensitivity can be investigated. The location of all of the analyses described in 771 
this study are shown in figure 9. In order to maximise the amount of data available for the 772 
assessment of possible heterogeneity in element/element fractionation, all analyses were 773 
normalised to the mean measured value for that standard (i.e. accuracy was forced to equal 1). This 774 
ensures that the unavoidable preferential placement of some standards due to sample holder 775 
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constraints into certain positions (e.g. NIST612, figure 9), does not produce apparent spatial 776 
variation as a result of error in the reported value of these standards. 777 
 Figure 10 shows three different ways of representing spatial variability in measured 778 
element/Ca ratios, normalised in this way. Mg/Ca offsets are shown as a function of analysis position 779 
using the locations given in figure 9. This provides a visual indication that there is no significant bias 780 
in Mg data depending on the location of the standard, for example close to the corners of the 781 
ablation cell where He gas flow might be expected to be impacted by the proximity of the cell wall. 782 
The obvious outliers in figure 10A are likely to be a result of occasional more extreme ablation 783 
conditions, such as very small spot sizes or high repetition rates. Even this subset shows no obvious 784 
spatial trend. Figure 10B shows normalised U/Ca ratios as a function of distance from the cell centre, 785 
again showing a slope within error of zero (all pooled U/Ca data are characterised by a centre-edge 786 
gradient of 0.11% mm-1). Examining gradients produced in this way, for all 38 m/z considered in this 787 
study, moreover demonstrates that no significant trend exists in any of the data and therefore that 788 
the two volume cell of our system can be considered homogeneous. This should of course be viewed 789 
in the context of the long-term precision of these analyses, clearly data derived from a number of 790 
standards over a long time period are not capable of resolving sub-% differences in accuracy when 791 
analytical parameters and/or limitations induce overall precision around an order of magnitude 792 
higher than this. Nonetheless, the largest gradients apparent in our data are in the order of 0.5% 793 
mm-1. Furthermore, gradients this high are only observed for some m/z between 50-60 which are 794 
either associated with a gas interference (55, 57) or are volatile (66Zn). 795 
5. Conclusions 796 
The LA-ICPMS trace element data mining program that we present highlights the need to consider 797 
large datasets in order to representatively report accuracy and precision. However, whilst we show 798 
that precision may be larger than typically reported based on a limited number of analyses 799 
conducted under a specific set of ablation conditions, this long term (5 year) dataset of 5000 800 
standard analyses also highlights that excellent trace element data is available with sub-5% precision 801 
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and accuracy easily possible for some analytes. Our mass-specific breakdown of data quality in 10 802 
commonly analysed standards, including the NIST glasses, highlights where care must be taken in 803 
order to produce good data (for example boron), and enables us to assess the relative effects of LA-804 
ICPMS-induced fractionation and error in the reported value of some elements in certain standards 805 
(for example NIST magnesium). With one or two exceptions, we observe no temporal trends in 806 
accuracy and precision for any analyte in any of the standards we routinely ablate, demonstrating 807 
that data acquired over long time periods are comparable, provided that long-term accuracy and 808 
precision are appropriately characterised. However, we do observe significant differences in both 809 
accuracy and precision depending on ablation conditions, particularly relating to the addition of 810 
either H2 or N2 as the additional diatomic gas. Finally, because our dataset is spatially resolved, i.e. 811 
stage coordinates are available for each analysis, we are able to assess long-term ablation cell 812 
homogeneity for the first time. We find no significant gradient in any element/Ca ratio, providing 813 
good evidence that the two-volume Laurin Technic cell of our system does not suffer from spatially 814 
varying fractionation at a level likely to significantly bias trace element data. The Matlab program 815 
may be especially useful for inter-laboratory comparison, as similar datasets from other LA-ICPMS 816 
systems could be produced in a short period of time. Because the data we present are derived from 817 
commonly analysed standards, pursuing this line of enquiry would give a comprehensive overview of 818 
the comparability of trace element data between LA-ICPMS systems. 819 
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 960 
Figure 1. Automatic calculation of the time offset between laser-ablation and ICPMS 961 
computers. (A) An example ICPMS file, showing summed ion beam against time. (B) The TIB 962 
is shifted incrementally in steps of one ICPMS dwell time, assuming that the time offset 963 
between the computers lies within ±1000 dwell times. Lightly shaded areas are deleted 964 
portions of the matrix according to the start and end times of each analysis given by the 965 
laser log file. (C) Summing the TIB for each dwell time shift gives the time offset as this is 966 
maximised only when the deleted portions of data match the location of the background 967 
segments of the TIB. 968 
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 970 
Figure 2. All raw Sr/Ca and U/Sr ratios for the most commonly analysed standards in our 971 
laboratory over the last five years. All other standards and the majority of non-standards are 972 
distinct from the NIST glasses in Sr/Ca-U/Sr space, with the exception of the phosphate 973 
glasses STDP3-150 and STP3-5/1500 which overlap with NIST610 and NIST612 respectively 974 
(see text for details of the resolution to this problem and resolution of minor overlap with 975 
some sample types). These ratios therefore provide a robust means of identifying NIST 976 
analyses without user confirmation. 977 
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 979 
Figure 3. The number of times each m/z was analysed within the NIST612-standardised dataset, 980 
summed across all secondary standards. Only the 37 m/z with >800 analyses are shown. 981 
 982 
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 984 
985 
986 
Figure 4. All NIST612-standardised data for three selected m/z (25, 138, 238). Open and closed 987 
symbols represent spot and track analysis respectively. Marker size is shown as a function of spot 988 
size and colour is shown as a function of repetition rate. Fraction offset (= accuracy) is given as the 989 
ratio of the measured X/Ca ratio to that reported (values >1 imply measured>reported), 990 
standardised using the NIST concentration values of [Jochum et al. 2011]. Analyte concentration in 991 
40 
 
each standard is shown in the top left, average accuracy±precision (n) is shown in the bottom left. 992 
See the supporting material for similar graphs for all isotopes with >800 analyses. 993 
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 995 
Figure 5. The effect of installing Nylon-6 tubing on the 11B background intensity. Following an initial 996 
sharp rise during 2010, attempts were made to reduce the B background by replacing the tubing, 997 
torch and thorough cleaning of the ablation cell, resulting in a modest reduction. On replacement of 998 
the entire tubing (including the squid gas signal smoothing device) with Nylon-6, the gas blank on 999 
m/z = 11 reduced by more than an order of magnitude over a period of ~1 year. The GOR128 1000 
signal/background ratio when slow depth profiling (2 Hz, 44 µm) increased by an order of magnitude 1001 
as a result. 1002 
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 1004 
Figure 6. 89Y accuracy in the pressed powder carbonate standard MACS-3, using both N2 and H2 as an 1005 
additional diatomic gas. The use of H2 when analysing this standard results in a positive accuracy 1006 
shift of 8±0.02%, which is most easily explained by the formation of 88Sr1H+ (MACS-3 Sr/Y = 302). 1007 
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 1009 
Figure 7. Long-term trend in GOR132 89Y accuracy, standardised using NIST612. Open and closed 1010 
symbols show spot and track analyses respectively. Gas type is determined by flow rate from the 1011 
mass flow controller, possible because our system is almost always tuned to use 6.5 ml min-1 N2 but 1012 
8 ml min-1 H2. Because it was not always possible to read the mass flow controller rates from the 1013 
Geostar log file, diatomic gas type for some analyses is unknown. A ~0.05 accuracy shift is observed 1014 
between February 2011 and April 2013. 1015 
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 1017 
Figure 8. The effect of diatomic gas type on precision for NIST610 and GOR132 standardised using 1018 
NIST612. Precision is defined as 2SD of all analyses. Both spot (depth profiling) and track data are 1019 
shown. For both standard matrices, using H2 as the additional diatomic gas instead of N2 results in 1020 
significantly improved long-term precision for some masses. Only masses for which more than 10 1021 
datapoints for both diatomic gas types were available are shown. 1022 
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 1024 
Figure 9. The location within the ablation cell of all the standard analyses presented here. These are 1025 
biased towards the right-hand side of the LA cell as the slide sample holder only allows standards to 1026 
be placed on this side. 1027 
  1028 
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 1029 
Figure 10. Examples of long-term ablation cell heterogeneity. All data are shown, normalised to the 1030 
mean measured value for each standard in order to remove the accuracy offset associated with 1031 
reported value error or analytical conditions. (A) Mg/Ca offsets as a function of analysis position, 1032 
shown as a function of colour. Circles indicate spot analyses whilst squares show the start location of 1033 
tracks. (B) U/Ca offset shown as a function of distance from the cell centre. (C) Centre-edge 1034 
gradients for all m/z with >1000 total analyses, derived as for U/Ca in panel B. The gradient is shown 1035 
in %/mm, i.e. accuracy shift with distance.  1036 
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 NIST610 
standardised 
NIST612 
standardised 
n S/T H2/N2 n S/T H2/N2 
NIST610    898 0.39 0.20 
NIST612 846 0.40 0.23    
NIST614 22 0.00 0.00 25 0.12 0.00 
MACS-3 150 0.17 0.04 260 0.36 0.04 
GOR132-G 275 0.61 0.08 346 0.62 0.07 
GOR128-G 270 0.59 0.06 418 0.69 0.05 
KL2-G 76 0.22 0.03 89 0.20 0.03 
ATHO-G 16 0.81 0.00 365 0.98 0.00 
StHs 13 0.75 0.00 532 0.99 0.00 
STDP3-150 35 0.00 0.00 68 0.00 0.00 
STDP3-1500 39 0.05 0.00 70 0.03 0.00 
STDP3-5 39 0.05 0.00 75 0.03 0.00 
Table 1. The number of analyses of each standard treated as an unknown, using both 1037 
NIST610 and NIST612 as a primary standard. Analysis type spot/track (S/T) ratios show that 1038 
almost all STDP3-x analyses were tracks, whereas most ATHO-G and StHS analyses were 1039 
spots. The additional diatomic gas ratios do not necessarily reflect usage on our system 1040 
because data from this mass flow controller is sometimes missing from the Geostar log files. 1041 
  1042 
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 1043 
  1044 
Table 2. Ablation parameter and standard-specific accuracy and precision, based on primary standardisation to NIST612. 43Ca was used as an 1045 
internal standard in all cases. Data are only shown where more than 20 analyses were available for a given standard and specific set of 1046 
analytical conditions.  1047 
  1048 
spots accuracy precision
spot size standard 7 11 23 24 25 27 55 57 66 85 88 89 138 139 140 146 208 232 238 7 11 23 24 25 27 55 57 66 85 88 89 138 139 140 146 208 232 238
74-96 NIST610 1.028 1.055 1.032 1.241 1.318 1.016 1.104 - 1.021 - 1.002 0.973 1.008 - - 1.002 - - 0.999 0.008 0.024 0.010 0.023 0.016 0.011 0.052 - 0.023 - 0.009 0.015 0.011 - - 0.013 - - 0.018
MACS-3 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
GOR132-G - - - 1.113 1.211 - 1.083 - - - 0.931 0.957 1.055 - 0.762 0.753 - - 0.821 - - - 0.089 0.161 - 0.050 - - - 0.018 0.018 0.044 - 0.073 0.061 - - 0.078
GOR128-G - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
44-57 NIST610 0.986 0.957 0.989 1.167 1.209 0.987 1.006 0.412 0.988 0.976 0.983 0.976 0.979 0.982 0.982 0.992 0.977 0.971 0.982 0.014 0.046 0.010 0.024 0.024 0.009 0.017 0.094 0.028 0.020 0.012 0.016 0.013 0.012 0.015 0.015 0.018 0.014 0.019
MACS-3 - - - - 1.078 0.949 0.943 0.356 - - 0.930 0.873 0.965 0.939 0.918 0.906 1.014 - 0.812 - - - - 0.048 0.062 0.030 0.144 - - 0.049 0.032 0.048 0.029 0.028 0.034 0.041 - 0.102
GOR132-G 1.172 1.091 1.070 1.086 1.131 1.031 1.022 0.350 0.947 - 0.975 0.966 1.059 - 1.009 0.870 1.030 - 0.767 0.034 0.041 0.036 0.027 0.032 0.013 0.028 0.113 0.033 - 0.015 0.025 0.052 - 0.056 0.080 0.029 - 0.120
GOR128-G 1.104 0.993 1.089 1.095 1.141 1.031 1.039 0.365 1.047 - 0.998 0.969 0.936 - 0.860 0.851 - - 0.420 0.026 0.036 0.035 0.027 0.026 0.013 0.030 0.118 0.037 - 0.015 0.021 0.041 - 0.064 0.059 - - 0.381
20-25 GOR128-G - - - - - - - 0.338 - 0.928 1.002 0.987 0.939 0.822 0.864 0.811 0.818 - 0.295 - - - - - - - 0.111 - 0.287 0.026 0.028 0.093 0.222 0.106 0.162 0.252 2.301 1.504
tracks
74-96 NIST610 - - - - 1.175 0.980 1.007 0.393 - 0.983 0.987 0.985 0.990 0.991 0.992 - 0.987 0.989 0.986 - - - - 0.030 0.009 0.020 0.071 - 0.019 0.010 0.021 0.018 0.016 0.019 - 0.029 0.021 0.035
MACS-3 - - - - 1.088 0.935 0.998 - - - 0.943 - 0.982 - 0.942 - 1.142 - 0.762 - - - - 0.129 0.162 0.062 - - - 0.057 - 0.091 - 0.093 - 0.144 - 0.329
44-57 NIST610 0.995 0.854 0.989 1.145 1.187 0.986 1.013 0.411 0.872 0.983 0.995 0.990 0.989 0.992 0.999 0.986 0.982 1.016 1.000 0.019 0.098 0.008 0.046 0.021 0.011 0.014 0.106 0.117 0.016 0.016 0.017 0.019 0.013 0.020 0.017 0.025 0.037 0.021
MACS-3 1.043 - - 0.963 1.013 1.026 0.952 - 1.017 - 0.912 0.909 0.932 0.974 0.961 0.923 1.132 - 0.840 0.053 - - 0.076 0.076 0.165 0.028 - 0.199 - 0.042 0.056 0.040 0.045 0.059 0.049 0.155 - 0.124
GOR132-G - 1.115 0.904 1.035 1.099 1.039 1.012 - 1.033 0.884 0.990 0.975 1.215 0.981 1.094 - 1.022 - 0.887 - 0.116 0.047 0.040 0.051 0.026 0.031 - 0.362 0.058 0.020 0.045 0.136 0.059 0.048 - 0.061 - 0.058
GOR128-G - 0.990 0.932 1.047 1.103 1.035 1.029 - 1.116 - 1.008 0.976 1.032 0.920 0.916 - 2.276 - 0.917 - 0.093 0.059 0.049 0.055 0.028 0.045 - 0.282 - 0.027 0.039 0.080 0.051 0.041 - 1.396 - 0.226
KL2-G - - - 1.046 1.032 1.024 1.018 - 0.897 0.862 0.989 0.911 0.949 0.961 0.975 - 1.147 - 0.934 - - - 0.022 0.107 0.013 0.015 - 0.095 0.029 0.015 0.025 0.012 0.015 0.024 - 0.221 - 0.055
STDP3-150 0.942 - - - 1.066 1.011 - - - 0.899 1.037 1.051 0.963 - 0.982 0.833 0.916 - 0.988 0.036 - - - 0.022 0.014 - - - 0.039 0.010 0.022 0.017 - 0.014 0.068 0.041 - 0.027
STDP3-1500 - - - - 1.013 0.975 - - - - 0.971 1.003 0.950 - 0.915 0.958 0.873 - 0.963 - - - - 0.041 0.014 - - - - 0.021 0.023 0.024 - 0.022 0.056 0.035 - 0.025
STDP3-5 1.054 - - - - - - - - 0.950 1.025 0.999 1.041 - 0.982 - 1.051 - 1.068 0.033 - - - - - - - - 0.028 0.022 0.021 0.030 - 0.028 - 0.042 - 0.036
20-25 NIST610 0.980 0.933 - 1.131 1.178 0.987 1.001 - 0.876 0.983 0.989 0.980 0.987 0.982 - - - 0.982 0.016 0.046 - 0.025 0.021 0.018 0.012 - 0.128 - 0.011 0.019 0.013 0.012 0.011 - - - 0.026
MACS-3 1.101 - - 1.120 1.155 0.760 0.982 - 1.130 - 1.021 0.866 0.962 0.950 0.892 - - - 0.610 0.052 - - 0.079 0.077 0.194 0.040 - 0.076 - 0.064 0.075 0.051 0.059 0.062 - - - 0.129
GOR132-G - 1.120 - 1.050 1.106 1.042 1.059 - 1.177 - 0.983 0.945 1.218 - 1.072 - - - - - 0.064 - 0.038 0.030 0.016 0.112 - 0.307 - 0.024 0.040 0.108 - 0.051 - - - -
GOR128-G 1.081 - - 1.083 1.133 1.056 1.038 - 1.057 - 1.003 0.939 0.996 0.864 0.901 - - - - 0.041 - - 0.044 0.031 0.022 0.019 - 0.132 - 0.011 0.024 0.125 0.094 0.030 - - - -
m/z m/z
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 1050 
 1051 
Table 3. Ablation parameter and standard-specific accuracy and precision, based on primary standardisation to NIST610. See table 2 caption. 1052 
spots accuracy precision
spot size standard 7 11 23 24 25 27 55 57 66 85 88 89 138 139 140 146 208 232 238 7 11 23 24 25 27 55 57 66 85 88 89 138 139 140 146 208 232 238
74-96 NIST612 - - 1.004 - 0.828 1.012 - - 1.013 - 1.021 1.026 1.028 - - 1.023 - - 1.019 - - 0.010 - 0.012 0.012 - - 0.026 - 0.010 0.016 0.010 - - 0.014 - - 0.018
GOR128 - - - - 0.946 1.070 1.022 - - - - - - - - - - - - - - - - 0.017 0.022 0.018 - - - - - - - - - - - -
44-57 NIST612 1.015 1.050 1.012 0.859 0.830 1.015 0.996 - 1.016 1.032 1.019 1.027 1.023 1.019 1.021 1.010 1.026 1.031 1.020 0.015 0.054 0.010 0.018 0.018 0.009 0.011 - 0.028 0.016 0.013 0.017 0.012 0.014 0.014 0.016 0.019 0.013 0.021
GOR132 1.189 1.137 1.081 0.931 0.936 1.045 1.019 0.866 0.956 - 0.991 0.985 1.081 - 1.018 0.879 1.049 - 0.781 0.033 0.066 0.036 0.018 0.022 0.013 0.019 0.074 0.027 - 0.017 0.029 0.055 - 0.054 0.077 0.022 - 0.121
GOR128 1.122 1.037 1.100 0.937 0.945 1.046 1.034 0.876 1.061 - 1.016 0.991 0.955 - 0.872 0.860 - - 0.429 0.024 0.053 0.039 0.019 0.018 0.012 0.020 0.082 0.030 - 0.016 0.024 0.043 - 0.070 0.062 - - 0.391
tracks
74-96 NIST612 - - - - 0.854 1.020 0.994 2.652 - 1.017 1.014 1.016 1.011 1.010 1.009 - 1.016 1.011 1.016 - - - - 0.023 0.009 0.020 0.375 - 0.020 0.011 0.020 0.018 0.015 0.019 - 0.028 0.024 0.039
44-57 NIST612 1.005 1.187 1.010 0.876 0.844 1.015 0.987 2.524 1.175 1.018 1.006 1.010 1.013 1.008 1.003 1.016 1.020 0.987 1.002 0.018 0.156 0.007 0.037 0.015 0.011 0.012 0.677 0.188 0.015 0.015 0.016 0.015 0.012 0.017 0.015 0.025 0.038 0.022
MACS-3 1.045 - - 0.842 0.854 1.037 0.944 - 1.184 - 0.919 0.925 0.943 - 0.963 - 1.165 - 0.832 0.043 - - 0.051 0.056 0.132 0.022 - 0.110 - 0.037 0.045 0.032 - 0.048 - 0.131 - 0.106
GOR132-G - 1.232 0.928 0.910 0.935 1.062 1.005 - 1.263 0.903 1.002 0.983 1.252 0.994 1.099 - 1.048 - 0.891 - 0.172 0.050 0.029 0.039 0.032 0.038 - 0.432 0.054 0.027 0.049 0.163 0.070 0.050 - 0.084 - 0.059
GOR128-G - 1.107 - 0.916 0.940 1.060 1.016 - 1.350 - 1.018 0.983 1.054 0.930 0.919 - 1.987 - 0.920 - 0.133 - 0.028 0.035 0.034 0.036 - 0.323 - 0.024 0.044 0.095 0.058 0.033 - 0.964 - 0.264
KL2-G - - - 0.886 0.887 1.035 1.008 - 1.052 0.876 0.991 0.914 0.958 0.968 0.981 - 1.157 - 0.942 - - - 0.021 0.069 0.011 0.016 - 0.053 0.031 0.011 0.035 0.015 0.020 0.026 - 0.234 - 0.058
STDP3-150 - - - - 0.891 1.024 - - - 0.928 1.048 1.072 0.977 - 0.987 0.855 0.951 - 0.995 - - - - 0.012 0.015 - - - 0.040 0.016 0.017 0.023 - 0.020 0.068 0.049 - 0.038
STDP3-1500 - - - - 0.856 0.991 - - - - 0.984 1.026 0.970 - 0.927 0.956 0.903 - 0.971 - - - - 0.006 0.009 - - - - 0.011 0.017 0.015 - 0.012 0.047 0.028 - 0.024
STDP3-5 - - - - - - - - - 0.975 1.041 1.022 1.062 - 0.996 - 1.093 - 1.086 - - - - - - - - - 0.022 0.011 0.010 0.013 - 0.012 - 0.027 - 0.026
20-25 NIST612 1.022 1.080 - 0.887 0.848 1.013 0.999 - 1.192 - 1.017 1.012 1.021 1.013 1.018 - - - 1.017 0.019 0.054 - 0.019 0.018 0.019 0.014 - 0.341 - 0.011 0.020 0.013 0.012 0.011 - - - 0.026
MACS-3 1.116 - - 0.972 0.975 0.739 0.975 - 1.190 - 1.041 0.861 0.974 0.961 0.895 - - - 0.606 0.047 - - 0.067 0.066 0.191 0.032 - 0.066 - 0.066 0.079 0.026 0.061 0.056 - - - 0.120
GOR132-G - - - 0.931 0.944 1.058 1.020 - 1.430 - 1.009 0.948 1.258 - - - - - - - - - 0.020 0.022 0.012 0.023 - 0.277 - 0.016 0.047 0.116 - - - - - -
GOR128-G 1.116 - - 0.957 0.970 1.062 1.047 - 1.227 - 1.023 0.943 1.022 0.876 0.921 - - - - 0.030 - - 0.025 0.021 0.015 0.018 - 0.165 - 0.013 0.033 0.132 0.099 0.032 - - - -
m/z m/z
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LA-ICPMS elemental imaging of complex discontinuous
carbonates: An example using large benthic
foraminifera†
David Evans* and Wolfgang Mu¨ller
Trace element concentrations in biogenic and inorganic carbonates are a valuable source of
palaeoenvironmental information. Because laser-ablation spot or 1D track analyses do not fully capture
the complex (bio)mineralisation processes, 2D maps are required to arrive at a better understanding of
the controls on minor/trace element incorporation. Foraminifera (marine protists) have a complex
internal geometry and yield discontinuous sections characterised by calcite–resin–calcite transitions over
distances as small as 10 mm. Order of magnitude diﬀerences in the total ion beam intensity over such
transitions enables eﬀective data exclusion. Inline signal smoothing devices, despite slightly increasing
washout time and thus reducing spatial resolution, prevent excessive artiﬁcial noise in analyses, of
particular concern when utilising small laser spot sizes (<30 mm) in order to maximise spatial resolution.
We ﬁnd surface Al/Ca and Zn/Ca ratios elevated by two and 5–10 times respectively, highlighting the
need for pre-acquisition ablation cleaning. Through these analytical considerations we show how the
quality of images acquired from discontinuous samples can be maximised, enabling – in this case –
seasonality reconstruction in the fossil record from large benthic foraminifera.
1 Introduction
Laser-ablation imaging is a key tool for high-resolution in situ
elemental and isotopic analysis of materials which exhibit at
least two-dimensional heterogeneity. LA-derived 2D elemental
images are frequently used within the biological sciences, to
identify spatial uptake of trace metals to tissues (e.g. Becker
et al.1), but are only relatively recently gaining popularity in
the earth sciences2 despite the abundance of potential appli-
cations.3–6 Some attention has been focused on imaging bio-
logically and inorganically precipitated carbonates,2,7–10
predominantly because certain trace element and isotopic
systems within these materials are valuable palaeoclimatic and
palaeoenvironmental proxies.11 However, much of this work is
based on electron microprobe mapping, which – whilst poten-
tially oﬀering higher spatial resolution – is slower, has far
higher limits of detection and may suﬀer from data quanti-
cation diﬃculties.7,12
Foraminifera are unicellular marine protists which biologi-
cally precipitate a calcite test. These organisms are widely
utilised as a source of palaeoenvironmental proxy information
because the incorporation of many trace elements (as well as
trace and major element isotopic systems) has been demon-
strated to relate to environmental parameters in a systematic
manner (e.g. Nu¨rnberg et al.13). These include, but are not
limited to,11 Mg and d18O (temperature), B and U (CO3
2) as well
as a number of non-conservative/productivity-limiting trace
elements which correlate with regional seawater concentrations
and therefore enable environmental reconstruction of the
sample site. Planktic foraminifera generally live for days or
weeks and grow up to a few hundred mm in diameter, therefore
individually providing a snapshot of conditions during the
lifetime of that organism. However, given the critical role of
seasonality in the climate system,14 it is clearly a priority to nd
palaeoenvironmental archives that enable seasonal changes in
important climate parameters to be reconstructed.
In order to provide a new method of seasonality recon-
struction, we have produced trace element maps of large
benthic foraminifera (LBF). LBF are an informal group that are
shallow-dwelling and symbiont-bearing, which mineralise over
a period of months or years, growing up to several cm in
diameter.15 They are abundant in geological epochs which are
important in further constraining the extent to which atmo-
spheric CO2 controls global temperature (such as the Eocene;
56–34 million years ago). We compare fossil and recent samples
from the family Nummulitidae in order to assess the potential
of these organisms for the reconstruction of seasonal variations
in trace element incorporation in the fossil record. These fora-
minifera add chambers sequentially and therefore provide a
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method of temporal proxy reconstruction throughout the min-
eralisation period.16 Unlike carbonates previously mapped
using LA-ICPMS,2,10,17 these samples have a complex internal
geometry aer the necessary embedding and sectioning for
analysis (Fig. 1), characterised by relatively thin calcite chamber
walls of irregular shape surrounded by epoxy or Crystalbond
resin. Because there is great potential for similarly complex
sample geometries within many areas of the earth, physical and
archaeological sciences, we show how ablation conditions and
data reduction procedures can be optimised for resin–sample
mixes and highlight considerations that are applicable to any
sample or imaged area which has a substantially variable
matrix.
2 Materials and methods
Fossil Nummulites djokdjokartae and live Operculina ammonoides
(the nearest living relative of Eocene Nummulites) were
collected from the Djokdjokartae Beds of Central Java and the
northernmost Gulf of Eilat (Red Sea) respectively. Foraminifera
were embedded in resin (smaller recent samples in Epox
(Struers) epoxy resin; fossil samples in Crystalbond (Agar
Scientic), a thermo-soening, acetone–soluble resin) and then
ground down to expose the marginal chord, the thickened
margin of the shell. Samples were polished using 3 mm dia-
mond suspension and ultrasonicated in methanol and deion-
ised H2O.
All analyses were carried out using the LA-ICPMS set-up at
Royal Holloway,18 featuring the prototype RESOlution M-50
laser-ablation system connected to an Agilent 7500ce ICPMS.
Analytical parameters are the same as those given previously18
with the exception of the additional diatomic gas added
downstream of the ablation cell, which was changed to 8.5 ml
min1 H2 in order to reduce the background on m/z ¼ 55.
Monitored masses were 11B, 24Mg, 25Mg, 27Al, 43Ca, 55Mn, 66Zn
and 238U. Spot size, laser repetition rate and scan speed were
20–25 mm, 10–15 Hz and 16. ̇6–25 mm s1 respectively. Acquisi-
tion time under these conditions is 50 min mm2, excluding
pre-ablation and standard analysis. In order to avoid analysing
the minimal ablation blanket of the previous track (a low u-
ence of 3 J cm2 was used), spacing was set at $60% track
width. Smaller samples were analysed twice in order to double
y-axis spatial resolution (tracks were always horizontal), with the
second set of tracks oﬀset by half of the centre to centre track
distance and subsequent combination of the datasets. As in all
cases, the shied tracks were pre-ablated to avoid analysing
condensate from the previous set.† Comparative maps of the
pressed-powder carbonate standard MACS-3† demonstrate that
there are no resolvable artefacts associated with analysing
either the slightly irregular sample surface or the minimal
ablation blanket that result from overlap with the rst pre-
ablation and acquisition run respectively. In order to investigate
the eﬀect of signal smoothing, maps were created both with and
without the ‘squid’ smoothing manifold,18 which results in
greater signal stability but doubles cell washout time (99%
washout time is 1–2 s without the ‘squid’ tubing). The impact of
pre-ablation cleaning was investigated by analysing part of
one specimen both with and without a pre-data acquisition
cleaning run.
Image pixel dimensions are dened by the centre-to-centre
track spacing ( y-axis) and scan speed multiplied by ICPMS
sweep time plus spot size (x-axis). For small samples (<1 mm
diameter) which were analysed twice with oﬀset tracks as
described above, x  y pixel dimensions were 27  22.5 mm. For
larger samples, resolution was decreased to 35 40 mm in order
to lower the total acquisition time, by using a faster scan speed
and larger spot size. The x-axis spatial resolution is unavoidably
lower than this because cell washout is not instantaneous. With
the squid connected, order-of-magnitude washout time is
1.5 s and therefore each pixel potentially represents material
derived from 40 and 62.5 mm of carbonate for smaller and larger
samples respectively.
Blank-corrected raw intensity ratios were converted to molar
ratios by external standardisation to NIST612/610 and the MPI-
DING komatiite glass GOR132.19 Recently revised NIST
concentration values were used.20 The calibration standard for
each m/z was chosen by comparing GOR132 and GOR128
accuracy derived from both NIST610 and NIST612; the NIST
glass which gave the lowest accuracy was picked as this implies
a more representative reported value for that NIST glass, where
the diﬀerence between the NIST610 and NIST612 accuracy was
consistent for both NIST61X-GOR128/132 combinations. Accu-
racy for all isotopes was better or equivalent using NIST612 with
the exception of Mg/Ca which was calibrated to GOR132
because both NIST glasses are characterised by relatively large
Mg heterogeneity (7% cf. 0.9% (ref. 19 and 20)). Accuracy was
better than 5% in all cases with the exception of Zn/Ca and U/Ca
(15% and 22% respectively). Mg/Ca accuracy was 1% when
comparing GOR132 to GOR128 and 7% when comparing
GOR132 to NIST610, essentially identical to the quoted 1 SD
Fig. 1 An Eocene large benthic foraminifera (N. djokdjokartae) sectioned for
analysis. Elemental images were created by analysing a series of paths spaced at
1.6  track width (overlain in blue). Features referred to in the text are labelled.
Spaces between the chamber walls and marginal chord are ﬁlled with resin as a
consequence of the sample preparation procedure.
1040 | J. Anal. At. Spectrom., 2013, 28, 1039–1044 This journal is ª The Royal Society of Chemistry 2013
JAAS Technical Note
heterogeneities for these glasses. The pressed-powder
carbonate standard MACS-3 was not used as a calibration
standard because it is signicantly more heterogeneous than
standard glasses and only preliminary values are available. It
has previously been shown that there are minimal matrix eﬀects
when standardising carbonates using glasses ablated with a
193 nm laser,21 with the exception of Li and Mg. Unpublished
data from the system described here show that MACS-3 accu-
racy standardised to GOR132 is 10%, with a precision of 13%.
It is not possible to assess whether this relatively worse accuracy
is the result of matrix eﬀects or an inaccurate MACS-3 Mg
information value. Therefore, whilst it is possible that Mg/Ca
accuracy in carbonates when sampled by laser ablation is
greater than generally reported, it is unlikely that any potential
error is larger than 10%.
Data-reduction followed standard procedures22 and was
performed using an in-house Matlab program which automat-
ically selects standard, sample and background intervals from
the Agilent csv data le using the laser log le produced by
Geostar, the Resonetics laser-control soware.† Outliers are
dened as being values >3 and >2 SD from the mean for back-
ground and analyses respectively. We use this program over
those previously available (e.g. Paul et al.23) because it (1) allows
diﬀerent elements to be standardised using diﬀerent glasses
without the need to rerun the program and (2) crucially, it
enables the easy exclusion of data based on the total ion beam
intensity (see below). The images shown here were created by
distributing X/Ca ratios into a 2D matrix, re-sampled to 8 times
the original x and y dimensions with linear interpolation in
order to avoid pixelation.
Ablation paths across small-scale calcite–resin transitions
produce complex signals requiring data exclusion (resin areas
are not of analytical interest). This was performed on the basis
of the total ion beam intensity which is several orders of
magnitude smaller when ablating resin compared to calcite.†
The cut-oﬀ point was optimised for each individual sample.
This is an eﬀective technique for samples mounted in Crys-
talbond which has a low viscosity when heated, but results in
errors for samples mounted in epoxy which did not always ll
every chamber. In the latter case, further exclusion was per-
formed by matching the LA-derived image to that produced
using a binocular microscope, which is especially important for
the centre of the foraminifera.
3 Results and discussion
Comparative X/Ca images of both recent and Eocene large
benthic foraminifera are shown in Fig. 2. The recent O. ammo-
noides specimen demonstrates the potential for these organ-
isms, coupled with laser-ablation imaging, as archives of
seasonal trace element incorporation. Given an average growth
rate of 2–3 chambers per week, this specimen mineralised from
late summer to spring (sampled in May), consistent with the
Mg/Ca prole which shows a clear decrease from high values in
the centre (the earliest formed chambers) towards the outside of
the test (Mg/Ca increases with temperature in all foraminifera
species studied11). This decrease is broadly anti-correlated with
B/Ca which is likely to be the combined result of seasonal
changes in CO3
2 and temperature, which exerts a secondary
control on B/Ca in planktic foraminifera.24 Al/Ca and Mn/Ca
(commonly used to assess preservation of fossil samples) are
shown to demonstrate typical values in material that cannot be
aﬀected by post-burial diagenesis. The fossil N. djokdjokartae
images (Fig. 2) demonstrate how these alteration indicators can
be used to evaluate the reliability of trace elements which are
interesting in terms of palaeonvironment reconstruction. Areas
of very high B/Ca are broadly associated with higher Mn/Ca,
implying that this may not be a primary signal. Mg/Ca does not
show the same pattern and these data therefore appear more
reliable; the relatively high Mg concentration of these forami-
nifera means that this ratio is more resilient to alternation from
later (non-biogenic) secondary calcite mineralisation. Although
the magnitude of long-period Mg/Ca variability is smaller in
the fossil material there are subtle changes on the order of
5–10 mmol mol1 which may be interpreted as seasonal palaeo-
temperature change.
This application demonstrates the benet of images over
spot analyses or track rastering. The ne scale distribution of
some trace elements is clearly complex in biogenic carbonates;
alternative analytical approaches could be easily biased by the
precise positioning of tracks or spots. The use of clean resins
enables analysis of parts of the foraminifera that are smaller
than the laser spot size, provided analyte counts on the resin are
indistinguishable from the gas blank and X/Ca ratios remain
constant during washout. Elements present at very high
concentrations in the sample may be measured in this way
irrespective of the resin contribution as this becomes insignif-
icant (e.g. 24Mg counts are 500–1000 and 2000–5000 cps for
blank and resin respectively, but typically greater than 106 cps in
these foraminifera).
3.1 Signal smoothing
Uniformly fast cell washout is essential for highly spatially
resolved analysis.2,18 Although washout times are 2 longer with
the signal smoothing device (referred to as the squid18), simple
mass-balance calculations show that the error in the recon-
structed X/Ca prole (i.e. the diﬀerence between the observed
and actual sample variability along the track) is on the order of a
few percent for concentration changes of up to 1% mm1, typical
of proxy trace elements in foraminifera. Signicant signal
dampening would result from the twofold increase in washout
time with the squid if the sample contained heterogeneity as
great as concentration doubling per ICPMS sweep time, under
these circumstances in-line signal smoothing devices should
not be used. This is because with the squid connected the
ICPMS sweep time is always shorter than the cell washout time,
therefore signicant sample heterogeneity on a scale smaller
than a distance equal to the scan speed multiplied by the cell
washout time is not accurately resolvable. Reducing the scan
speed would alleviate this problem at the expense of minimis-
ing ablation track depth and acquisition time. There is no
evidence for changes of this magnitude in these foraminifera,
as far as is possible to tell given that each ICPMS sweep time
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represents an average of 27–35 mm of adjacent carbonate. Fig. 3
shows in detail the diﬀerences between a single track from the
middle of an image acquired both with and without the squid. A
running SD of the respective Mg/Ca data clearly shows
substantially more variability when the squid is not used. A
histogram of mean RSD for each individual analysis segment,
dened as the calcite part of a resin–calcite–resin sequence (an
individual path within the overall image acquisition contains
several segments as the laser tracks across the various chamber
walls of the foraminifera), shows this quantitatively (Fig. 3C).
The mean and mode Mg/Ca RSD from the complete image
sequence are 19 and 4% higher respectively when the squid is
not used. This phenomena is not the result of potential ne-
scale heterogeneity in the sample masked by the use of the
squid, as standard glass RSDs are also typically 20% higher
without signal smoothing when using this spot size.
It has previously been noted2 that achieving the fastest
possible cell washout time is of great importance when
producing elemental images; ablation cells with a complete
washout time in the order of tens of seconds are clearly not
suitable for producing good-quality elemental images. However,
we demonstrate that the benets oﬀered by enhanced signal
stability are worth the minor sacrice in resolution provided (1)
99% washout time is no more than 2–3 s and (2) the sample to
be mapped does not contain order of magnitude concentration
changes over distances equivalent to the product of this
washout time and the laser scan speed. A larger laser spot size
would help in minimising this problem, although this is not
Fig. 2 Comparative trace element maps of a recent O. ammonoides (upper panel) and Eocene N. djokdjokartae (lower panel). Resin areas and those below the focal
plane of the laser are primarily excluded from the ﬁnal images using the total ion beam intensity. The O. ammonoides image demonstrates seasonal B/Ca and Mg/Ca
incorporation (see text for details), whilst that of a fossil N. djokdjokartae highlights the necessity of diagenesis Al/Ca and Mn/Ca maps when interpreting proxy data –
note the similarity between the spatial distribution of B/Ca and Mn/Ca.
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suitable for discontinuous samples such as these where it is
important to maximise resolution.
3.2 Pre-ablation cleaning
Part of an Eocene N. djokdjokartae specimen analysed before
and aer pre-ablation surface cleaning is shown in Fig. 4. Pre-
ablation cleaning is important as a step to remove both
potential surface contamination and the deposited aerosol from
the previous ablation track. Here, we ensure that the parallel
ablation tracks were suﬃciently widely spaced (1.6  track
width) to avoid any deposition of condensate on subsequent
tracks. Comparative images show that this surface removal
results in signicantly lower Zn/Ca and Al/Ca ratios (3–4 times
and a factor of two lower respectively). Given the potential
importance of Zn/Ca in foraminifera as a seawater [Zn] or CO3
2
proxy25 and the use of Al/Ca as a residual clay mineral indi-
cator,26 this extra surface cleaning step is an obvious require-
ment if these data are of importance. Both the mean and
spatial relationships of all other ratios are virtually unaﬀected
Fig. 3 A typical proﬁle across the width of a sample (A) with and (B) without pre-analysis signal smoothing (Mg/Ca ratios shown as an example). Sample areas are
distinguished from resin by a total ion beam cut-oﬀ point (dashed lines). Mg/Cameasurements (grey circles and line) and smoothedMg/Ca proﬁles (thick coloured line)
1 SD (thin black lines) are shown to highlight the much higher (artiﬁcial) variability without signal smoothing (B). Colour is shown as a function of a 5-point running
Mg/Ca SD. (C) Smoothed and non-smoothed Mg/Ca RSD frequency distributions for all discrete calcite segments encountered whilst collecting data for the entire map
(for example there are 10 individual segments in (A) and six in (B)). Smoothed analyses clearly result in substantially less noisy data.
Fig. 4 The eﬀect of pre-ablation cleaning on measured X/Ca ratios in a fossil large benthic foraminifera. For each displayed ratio the upper image was analysed with
no pre-ablation whereas tracks in the lower image were pre-ablated. Most images are virtually identical, with the exception of Zn/Ca and Al/Ca which are markedly
lower when pre-ablation is carried out. Note 1.9  vertical exaggeration, image height is 0.5 mm.
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by pre-ablation cleaning. Both Mn/Ca and U/Ca images have
equivalent ranges and distributions despite being present at
substantially lower levels than Al-Zn/Ca, suggesting a Zn-rich
contaminant introduced aer ultrasonication (potentially from
latex gloves27). Because there is no detectable B, Mg and U
contamination, these plots provide a repeatability test. Given
the relatively high analysis RSD when using small spot sizes
(Fig. 3) the similarity between these images is remarkable; the
majority of the ne structure is identical, showcasing laser-
ablation as a powerful tool capable of replicable images of
complex geometries on a 20 mm scale.
4 Conclusions
We show how analytical parameters can be optimised for the
analysis of carbonates with complex internal geometries. Using
the total ion beam intensity as a method of distinguishing
sample from resin or areas that are not in the focal plane of the
laser is an eﬀective way of excluding data from discontinuous
samples. The technical considerations highlighted here
demonstrate that samples with complex and discontinuous
geometries can be imaged, yielding good quality, repeatable
data with x and y-axis image pixel dimensions of better than 30
and 25 mm respectively. Whilst a laser-ablation cell design with
a uniformly fast washout time is a basic requirement in the
production of high-resolution elemental images, the use of a
gas signal-smoothing device results in considerably more stable
signals and less articial noise in the data; an increase in the
99% cell washout time of 1–2 s is an acceptable compromise.
Pre-ablation is shown to be a necessity in the accurate analysis
of certain trace elements, particularly Al and Zn which may be
liable to contamination even aer careful sample preparation
and cleaning. We demonstrate this using both recent and fossil
large benthic foraminifera, which show good potential as
archives of seasonally varying ambient conditions.
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1 Data reduction
A full description of the principles of the Matlab code used to produce the images is given below.
1. Read in all csv files
(a) Read laser log files (which always contain the word log in the file name) in as text
(b) Read Agilent data files (which never contain the word log in the file name) as matrices
(c) Read the date and time from the first data line of the Agilent csv files
2. Find analyses using the laser-log files
(a) Read the date and time from the first data line of the Geostar log file
(b) Compare the start time of all csv files and match them into log file-data file pairs
3. Produce an analysis sequence
(a) Identify standards based on analyses labelled in Geostar as containing all or part of their
name (e.g. ‘610’, ‘NIST612’ etc.)
(b) Samples are identified using a sample identifier (requires user input)
4. Split data into standards, samples and background
(a) Read stage coordinates from the Geostar log files
(b) Find the start time of each path from the Geostar log files
(c) Convert all dates to serial date number
(d) Define the LA-ICPMS computer time difference
i. The first analysis is defined as being the first point in the ICPMS data file which is
greater than 1.5× the mean of the first background segment, provided this is also the
case for the subsequent 20 data points (in order to avoid errors due to outliers)
ii. The difference between the time stamp of this data point and the time given in the
Geostar log defines the time offset between the two computers
iii. Correct all data points for this offset
(e) Each analysis track is separated into an individual matrix based on the start and end times
of the Geostar log files
5. Data manipulation
(a) Background segments are identified as being all lines of data more than 5 seconds away
from analyses start and end points
(b) Outliers are removed from each background segment (±3 SD from the mean)
(c) Background intensities are subtracted from each analysis, based on the mean of the two
adjacent background segments; in this way background drift is accounted for
(d) Sample intensities are summed for each ICPMS sweep to calculate the total ion beam
intensity
(e) element/Ca ratios are calculated for all analyses
1
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(f) Outliers are removed from the standards (±2 SD from the mean)
(g) Mean standard X/Ca ratios are calculated
(h) Every datapoint is assigned coordinates based on the Geostar log file
(i) Where images were collected twice to improve resolution, the datasets are combined
(j) Analysed isotopes are read from the header of the Agilent csv and molar ratios for each
element are calculated for each standard used
(k) User input is required to define which available standard should be used to standardise each
analysed isotope
(l) Raw sample element/Ca ratios are standardised using the relationship defined by Longerich
et al. [1996]:
iSTDmeasured
cSTDreported
=
iSAMPmeasured
cSAMPactual
Where i denotes the background-corrected raw intensity ratio and c denotes the X/Ca
molar ratio
(m) All sample data is output to an m× n matrix where m is the total number of data points
and n is the number of isotopes analysed, plus the total ion beam and stage coordinates
(n) Standards not used for sample standardisation are treated as samples and output in the
same way
6. Image production
(a) The length of the image in the x-axis direction is defined based on the maximum and
minimum Geostar x-coordinates
(b) x-axis coordinates are replaced with integers in order to produce consistent values between
rows
(c) The dataset is re-distributed into an m × n × p matrix where m is the number of laser
tracks, n is approximately equal to the number of data points in the longest track (analysis
time/dwell time) and p is the number of isotopes analysed plus the total ion beam
(d) A user-defined cut-off point removes all data associated with a total ion beam intensity less
than a specified value (e.g. 5× 106 cps)
(e) The matrix is re-sampled to double the original dimensions; each new component is filled
with the mean of all components with which it shares an edge or corner
(f) The above step is repeated three times in order to create an image eight times the raw
pixel dimensions, large enough for pixels to be smaller than visible (typically around 16
megapixel)
2 Rationale for data exclusion
Although the resins used were clean (all analysed isotopes were below the limit of detection with
the exception of 11B, m/z=24 (24Mg, ?12C2) and
66Zn), chambers not filled with resin were analysable.
Furthermore, subtracting the mean background intensity from all analyses inevitably leaves 50% of
gas-blank data points and therefore ∼25% (0.5×0.5) of gas-blank data points may be given an X/Ca
ratio (Figure 1a), assuming independence of X and Ca.
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An image with no total ion beam data exclusion is shown in Figure 1b. Whilst the shape of the
foraminifera is evident, it is confusing and contains much data which are of no interest.
Because it is not possible to standardise data from chambers that were not filled with resin (because
the calcite in these locations is far below the focal point of the laser) and because data points that
only relate to resin contain no useful information, we exclude these areas of the analysis using the
total ion beam intensity.
3 Comparative standard maps
In order to demonstrate that (1) condensate from the previous ablation track (minimised by using
a low fluence of ∼3 J cm-2) does not affect data acquired from the adjacent track, and (2) that
overlapping previous tracks (where samples were analysed twice to improve resolution) does not affect
the data, the same techniques were applied to the pressed powder carbonate standard MACS-3 (figure
2).
The standard was analysed in the same way as a small foraminifera, i.e. the image was acquired
twice with the second set of tracks offset by half the track spacing in order to double y-axis resolution.
The evolution of the sample/standard surface topography is shown in the upper left corner of figure
2. Crater depth is not exaggerated and is based on the assumption that each laser pulse removes a
∼0.1 µm-thick layer of material from the surface. A third set of images (right side of figure 2) were
produced by subtracting the first and second maps, shown as a percentage of the USGS information
values for this standard. The fact that these images all average within 3% of 0 simultaneously demon-
strates that (1) standardisation of carbonates using NIST and GOR glasses produces accurate data,
(2) there is no significant offset as a result of the irregular sample surface following the acquisition
of the first image (figure 2) and (3) the ablation blanket of the adjacent track does not contribute
significantly to subsequent analyses. The random distribution of non-zero values in these images
strongly implies that this noise is the result of heterogeneity in the standard, which has raw intensity
RSDs ∼5% higher than NIST610 at an equivalent spot size, and the relatively small spot size itself
(20 µm). Furthermore, note that these images are not repeat analyses of the same tracks. Although
we subtract the two acquisitions in figure 2 (in order to demonstrate no significant offset from zero)
they are derived from different (adjacent) material which is likely to explain much of the fine-scale
difference.
4 References
Longerich, H., S. Jackson, and D. Gu¨nther (1996), Laser ablation inductively coupled plasma mass
spectrometric transient signal data acquisition and analyte concentration calculation, Journal of
Analytical Atomic Spectrometry, 11 (9), 899–904.
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(a) Gas-blank, resin and sample analyses showing wash-in/out times for data collected with and
without the squid signal smoothing device. Note that it is possible to produce Mg/Ca ratios for
the gas-blank and resin, despite Mg and Ca intensity lower than the LOD, as a consequence of
mean background subtraction removing only 50% of the gas-blank values.
(b) An image with no data exclusion based on the total ion beam intensity, Mg/Ca shown as an
example. The shaded area shows the approximate position of the excluded data.
Figure 1: Rationale for data-exclusion based on the total ion beam intensity. Element/Ca ratios
exist for resin and gas blank producing distracting and meaningless data.
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Figure 2: Trace element maps of the carbonate standard MACS-3. The maps were collected
twice to mimick the analytical imaging procedure for small samples (left and center panels; see
text). A cross-section view through five ablation tracks is shown to illustrate topographic changes
during analysis. The set of images on the right shows the difference between these two acquisitions,
expressed as a percentage of the MACS-3 information value. Arrows on these scale bars show the
position of ±1SD. There is no discernable difference between the images related to the ablation
procedure. Mg data derived from both 24Mg (above) and 25Mg (below) are shown.
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Overlap with previously examined research
Part of this paper appear in an earlier form in the unpublished MSc thesis of Evans [2011].
• Section 2.1 of this paper appears in a similar form in section 2.3 of Evans [2011]. However,
this thesis erroneously describes the control on test Mg/Ca as applied as a correction for
secular seawater Mg/Ca change as being the Mg/Ca distribution coefficient, which was
corrected in the paper.
• An earlier version of figure 5 occurs in Evans [2011] (figure 2.7)
• The conclusion that Paleogene seawater Mg/Ca was lower than previously thought is also a
conclusion (based on similar grounds) of Evans [2011].
The remainder of the paper is not previously presented elsewhere. The detailed implications for
Mg/Ca palaeotehermometry and the specific constraint of Paleogene Mg/Casw using coupled
deep-benthic foraminifera Mg/Ca-18O represent new work.
Corrigendum: The second line of section 2.2 should read ‘referred to in Figure 1’.
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[1] The Mg/Ca ratio of foraminifera tests is increasingly being utilized as a
paleotemperature proxy. Deep time (pre-Pleistocene) Mg/Ca paleothermometry is
complicated by the fact that the Mg/Ca ratio of seawater (Mg/Casw) has undergone
considerable secular variation over the Cenozoic. Previous studies have corrected for this
by assuming an invariant Mg distribution coefficient (DMg) with Mg/Casw. More recent
laboratory culturing has shown that this is not the case, demonstrating that a power
relationship best describes the variation in test Mg/Ca (Mg/Catest) with Mg/Casw.
Therefore, previous corrections are likely to have led to inaccurate temperature
reconstructions. Here, we show how the systematics of such a correction should be applied
and demonstrate why this provides good evidence that the Mg/Ca ratio of Paleogene
seawater was lower than previously implied by foraminiferal constraints, in agreement with
the majority of the proxy Mg/Casw evidence. We also demonstrate how it is indirectly
possible to constrain the value of H, the power component of a Mg/Catest–Mg/Casw
calibration, potentially enabling the appropriate correction of results derived from species
where this relationship has not been calibrated. However, this technique should not be
treated as a substitute for culturing. The previous erroneous assumptions regarding both
(1) the relationship between Mg/Catest and Mg/Casw and (2) the Mg/Ca ratio of seawater
at a given time in the past may counteract each other to differing extents. As a result,
previous absolute pre-Pleistocene paleotemperature estimates derived from Mg/Ca ratios
in foraminifera should be treated with caution, although relative temperature changes over
short (<1 Ma timescales) are likely to be reliable.
Citation: Evans, D., and W. Müller (2012), Deep time foraminifera Mg/Ca paleothermometry: Nonlinear correction for secular
change in seawater Mg/Ca, Paleoceanography, 27, PA4205, doi:10.1029/2012PA002315.
1. Introduction
[2] The Mg/Ca ratio of foraminifera tests is increasingly
being utilized as a paleotemperature proxy. Since the first
detailed laboratory culture studies demonstrated a systematic
relationship between Mg/Ca and temperature [Nürnberg
et al., 1996], the potential of this technique for paleoclimate
reconstruction has been reflected by its growing popularity.
Although most work has so far focused on the Quater-
nary, examining oceanic temperature changes over glacial-
interglacial cycles, the most relevant periods of Earth’s
history with respect to the oceanic response to anthropogenic
greenhouse gas emissions are thought to lie deeper in geo-
logical time. Because d18O-derived temperatures suffer from
uncertainties due to assumptions made regarding the past
d
18O of seawater [e.g., Norris et al., 2002; Tripati and
Zachos, 2002], it was initially thought that the Mg/Ca ratio
of foraminifera tests may be a more promising paleotherm-
ometer [Klein et al., 1996]. However, more recent work
has identified several potential complications in the Mg/Ca
paleothermometer, including salinity [e.g., Arbuszewski et al.,
2010] and test size [Elderfield et al., 2002]. It also appears
that the Mg/Ca ratio of at least some benthic foraminifera
are largely controlled by the carbonate ion saturation state
(DCO3
2) at temperatures below5C [e.g.,Yu and Elderfield,
2008], potentially rendering the bottom water temperature
proxy unreliable in some species during cooler intervals.
There is currently limited evidence for the effect of DCO3
2
on test Mg/Ca (Mg/Catest) at higher temperatures.
[3] A significant advantage of theMg/Ca-paleothermometer
over d18O-derived results is that trace element data may be
obtained by plasma-based analytical techniques which,
particularly when sampling by laser ablation, are faster
and offer intraspecimen spatial resolution [Evans et al.,
2011; Eggins et al., 2003]. For these reasons, the Mg/Ca
paleothermometer represents the best possibility of simulta-
neously extracting detailed temperature information while
also rigorously assessing sample preservation. Continued
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refinement of this proxy is therefore of great importance to
our knowledge of paleo-ocean temperatures.
[4] When comparing data over timescales greater than
several million years, the most significant source of inaccu-
racy inherent in this technique is that the Mg/Ca ratio of
seawater (hereafter Mg/Casw) has not remained constant. Mg/
Casw may be modified by changes in the rate of dolomite/
carbonate precipitation and oceanic crust formation, as well
as theMg/Ca ratio and flux of riverine input (Mg and Ca have
ocean residence times of 14 Ma and 1 Ma, respectively).
All or some of these parameters have varied over geological
time, resulting in a broad increase in Mg/Casw over the
Cenozoic [e.g., Sandberg, 1983; Coggon et al., 2010]. The
majority of studies utilizing foraminiferal Mg/Ca as a pre-
Pleistocene paleotemperature proxy [e.g., Billups and Schrag,
2003; Creech et al., 2010; Dutton et al., 2005; Lear et al.,
2000, 2002; Tripati and Elderfield, 2004; Tripati et al.,
2003] have applied or considered a correction for secular
Mg/Casw variation. However, it is increasingly becoming
apparent that the method employed by previous foraminifera-
based reconstructions is inaccurate, demonstrated in detail
below. This is because the basic assumption made by
these studies is that the Mg distribution coefficient (DMg =
[Mg/Catest]/[Mg/Casw]) remains constant irrespective of vary-
ing Mg/Casw. Recent work has shown that this assumption
is incorrect [Raitzsch et al., 2010; Segev and Erez, 2006],
demonstrating that a power law describes the relationship
between DMg and Mg/Casw more appropriately [Hasiuk and
Lohmann, 2010]. The implications of this are that (1) previous
Paleogene temperature reconstructions are likely to be inac-
curate to varying degrees dependent on the specific assump-
tions made and (2) the discrimination against certain Mg/Casw
model and proxy data in the literature for the correction of
Mg/Ca-derived temperatures is a consequence of assuming
DMg to be invariant. Therefore, suggested foraminiferal con-
straints on the Mg/Ca ratio of early mid-Cenozoic oceans
require reconsideration. We stress that these comments are not
intended as criticism of previous work, which were largely
published before this aspect of Mg/Ca paleothermometry was
under investigation. As a result of recent culturing experi-
ments, leading to a significant advance in our understanding
of this topic, this issue can now be properly addressed in all
future studies attempting accurate temperature reconstruction
via this technique.
[5] Based on a synthesis of existing data from both
foraminifera culturing studies and applied foraminifera tem-
perature reconstructions, we demonstrate that previous
assumptions regarding the relationship between DMg andMg/
Casw have produced inaccurate results. We then show how
such corrections should be applied in future. While all pre-
viously published Mg/Ca-derived temperatures are poten-
tially unreliable because of previous erroneous assumptions,
relative reconstructed temperature variations over timescales
shorter than 1 Ma are not necessarily subject to change
following this new method. This is because the maximum
potential rate of Mg/Casw variability is dominantly controlled
by the shortest elemental residence time. Furthermore, pre-
vious assumptions (a relatively high paleo-Mg/Casw and an
invariant DMg with Mg/Casw) may cancel out, and it is
therefore possible that some estimated paleotemperatures will
undergo limited change when adjusted properly. We demon-
strate that reliable paleo-oceanic temperature information can
only be obtained when an accurate correction for temporal
change in the Mg/Casw ratio have been applied.
2. Results and Discussion
2.1. Theory
[6] The majority of foraminifera Mg/Ca-temperature cali-
brations are presented in the formMg/Ca = BeAT, where B and
A are constants to be defined for a species, genera or group of
foraminifera (referred to as the preexponent and exponent
component of the calibration, respectively), and T is temper-
ature. The majority of studies that apply such calibrations to
fossil material to reconstruct paleo-ocean temperatures have
recognized that Mg/Casw exerts a control on Mg/Catest and
therefore a correction is required, even though until the study
of Segev and Erez [2006] only preliminary information was
available regarding the relationship between test and seawater
Mg/Ca in foraminifera [Delaney et al., 1985]. Virtually all
studies so far have assumed that the relationship between Mg/
Casw and Mg/Catest is linear, equivalent to a horizontal
straight line on a DMg–Mg/Casw plot. Expressed as an
equation, this requires DMg to be constant irrespective of
Mg/Casw:
Dt¼0Mg ¼ D
t¼t
Mg ¼
Mg=Cat¼0test
Mg=Cat¼0sw
¼
Mg=Cat¼ttest
Mg=Cat¼tsw
ð1Þ
where t = 0 is the present and t = t is some point in the past.
It then follows that for a fossil sample
Mg=Cat¼ttest ¼
Mg=Cat¼tsw
Mg=Cat¼0sw
Mg=Cat¼0test ð2Þ
[7] Therefore, because the fossil foraminifera Mg/Ca ratio
is a function of both temperature and the Mg/Ca ratio of
seawater at some point in the past, equation (2) can be
combined with the preexponent component of a temperature
calibration derived from recent foraminifera to give
Mg=Cat¼ttest ¼
Mg=Cat¼tsw
Mg=Cat¼0sw
 B expAT ð3Þ
This is the method that has been used by virtually all deep
time foraminifera Mg/Ca paleotemperature reconstructions
so far to correct for the secular variation in Mg/Casw over the
Cenozoic (see introduction for references).
[8] More recent work attempting to quantify the relationship
between Mg/Casw and Mg/Catest has demonstrated that
equation (1) is not applicable to virtually all marine organ-
isms studied so far. Hasiuk and Lohmann [2010] provide a
synthesis of data from abiogenic calcite, echinoids, crabs,
shrimps and coccoliths (amongst others) and show that DMg
is not invariant with Mg/Casw; in almost all cases the least
squares regression results from a power function curve fit.
There are currently only three studies that have investigated
this relationship in foraminifera, that ofDelaney et al. [1985],
who cultured the planktic foraminifera Globigerinoides
sacculifer, Segev and Erez [2006], who cultured two symbiont-
bearing benthic species; Amphistegina lobifera and A. lessonii,
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and most recently Raitzsch et al. [2010], who cultured
Heterostegina depressa. All of these studies demonstrate
that a power best fit between Mg/Catest and Mg/Casw gives
the least squares regression (Figure 1), with the implication
that this is also the case for the relationship between DMg
and Mg/Casw. Therefore, in the general form, the relation-
ship can be described as
Mg=Catest ¼ F Mg=Casw
H ð4Þ
where F and H are constants to be calibrated for a specific
group or species. H is hereafter referred to as the power
component of such a calibration. Equation (4) can be
alternatively expressed in terms of the Mg distribution
coefficient (cf. equation (1)):
DMg ¼ F Mg=Casw
H1ð Þ ð5Þ
[9] Segev and Erez [2006] not only calibrated this rela-
tionship in two benthic foraminifera species but also examined
the effect of absolute Mg and Ca concentrations on test Mg/
Ca. This study demonstrated that Mg/Catest is dependent only
on the Mg/Casw ratio; foraminifera grown in seawaters with
the same ratio but different Mg and Ca concentrations pro-
duced equivalent test Mg/Ca ratios. This experiment therefore
appears to preclude the absolute concentrations of ions in
seawater as a further source of Mg/Ca-temperature recon-
struction inaccuracy.
[10] Based on these culture studies, a more appropriate
correction that should be applied to future pre-Pleistocene
Mg/Ca-derived temperature reconstructions is to combine
equation (4) with an exponential temperature calibration to
give
Mg=Catest ¼
F Mg=Cat¼tsw
H
F Mg=Cat¼0sw
H
 B expAT ð6Þ
This can then be simplified [after Ries, 2004; Hasiuk and
Lohmann, 2010] to the form
Mg=Catest ¼ E Mg=Ca
t¼t
sw
H
expAT ð7Þ
where
E ¼
F
F Mg=Cat¼0sw
H
 B ¼
B
Mg=Cat¼0sw
H
ð8Þ
An obvious implication of this is that the nonpower compo-
nent of the Mg/Catest–Mg/Casw calibration (the constant F)
cancels out and is therefore irrelevant when correcting for
secular variation in Mg/Casw. Thus the magnitude of such
a correction depends entirely upon the age of the samples
and on the value of the constant H (the power component
of a Mg/Catest–Mg/Casw calibration).
2.2. Implication
[11] Figure 2 shows the Mg/Catest–Mg/Casw calibration
data for the four species previously referred to Figure 1 along
with two hypothetical data sets with H = 0 and H = 1, with
the constant F removed. As previously discussed, almost all
Mg/Ca-based paleotemperature studies have assumed DMg
to be invariant with Mg/Casw, i.e., H = 1. The consequence
Figure 1. Currently available calibrations of (left) foraminifera Mg/Catest and (right) DMg plotted against
Mg/Casw (see text for details). Data from Delaney et al. [1985], Segev and Erez [2006], Raitzsch et al.
[2010] (foraminifera) andMucci and Morse [1983] (inorganic calcite). Note that for all current calibrations
the constant H ≠ 1 (no calibration is a horizontal straight line on a DMg–Mg/Casw plot). Calibration best fit
lines are plotted for all Mg/Casw, irrespective of the range of values covered by the original study. Scatter
in the data of Delaney et al. [1985] is likely the result of several covarying controlling factors in the
experiments.
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of this is that any correction applied to Mg/Ca data in this
way is more extreme than necessary, because the magnitude
of difference between Mg=Cat¼0sw
H
and Mg=Cat¼tsw
H
increases
as H increases (Figure 2). Therefore the correction applied
to the preexponent component (the constant B) of a tem-
perature calibration will necessarily be larger if H is
assumed to be 1 compared to H < 1, which is the case in all
Mg/Catest–Mg/Casw calibrations so far. There is one pub-
lished foraminifera-based study which has not made the
same assumption (that H = 1), namely Medina-Elizalde
et al. [2008], who for the first time applied a nonlinear
correction to their Mg/Ca results based on the Mg/Casw
curve of Fantle and DePaolo [2006] and the Mg/Cacalcite–
Mg/Casw calibration for inorganic calcite given by Mucci
and Morse [1983]. While this study represents a signifi-
cant advance because it is the first to recognize that a linear
correction is not appropriate when adjusting results for
paleo-Mg/Casw, Figure 2 shows that the power component
of such a calibration is highly group or species specific.
Therefore, utilizing the inorganic calcite calibration when
correcting foraminifera-derived results is also likely to result
in inaccuracies.
[12] Figure 3 compares the effect of using a power
correction (H < 1) and a linear correction (H = 1) on the
preexponent component (the constant B) of a Mg/Ca-
temperature calibration. Here, the correction applied is
expressed as the fraction reduction (Fr) of this component
(i.e., B  Fr is the modification that would be applied to a
Mg/Ca-temperature calibration), while the error in the linear
correction (Figure 3b) previously applied is expressed as the
absolute difference between the dashed line H = 1 and the
species specific calibrations shown above it in Figure 3a:
DFr ¼
Mg=Cat¼tsw
H≠1
5:17H≠1

Mg=Cat¼tsw
1
5:171
ð9Þ
where DFr denotes the fraction difference in the correction
applied between a linear and power law Mg/Catest–Mg/Casw
calibration to the preexponent component of a Mg/Ca-
temperature calibration.
[13] For a givenMg/Casw value the linear correction greatly
overestimates the necessary adjustment, or alternatively,
a linear calibration requires a higher Mg/Casw value in order
for an equivalent correction to be applied (Figure 3a), and
therefore an equivalent paleotemperature estimate to be
derived. The lower the H value of the Mg/Catest–Mg/Casw
calibration for a given species, the greater the error in the
method previously utilized by most studies. This is of
particular concern as the single (albeit preliminary) data set
Figure 2. (a) All current calibrations ofMg/Catest variation withMg/Casw (i.e., those shown in Figure 1), with
the nonpower component of the calibration removed. This enables easy visual and conceptual understanding
of the effect of the constant H on the correction applied to fossil Mg/Ca data, (b) shown schematically.
Because the constant F cancels out when applying a correction for secular variation in Mg/Casw
(see text), the magnitude of the difference in the y value of these curves between a paleo-Mg/Casw
and the present-day value of 5.17 mol mol1 defines the correction to be applied to the preexponent
constant of a temperature calibration. The correction applied by almost all deep time foraminifera-based
Mg/Ca studies so far is defined by the lineH = 1, which assumes no change in DMgwith Mg/Casw. The term
“correction” on Figure 2b refers to the fraction reduction in the preexponent component of a Mg/Ca-
temperature calibration given by yt = t/yt = 0. From this it is clear that previous studies have overcompensated
for Cenozoic variation in Mg/Casw, as all calibrations so far have defined H < 1. An H value of 0 would
imply no correction need be applied. Data are derived from the same sources as Figure 1. Only values lower
than present-day Mg/Casw are shown as there is no evidence for higher values during the Cenozoic.
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available for a planktic foraminifera (G. sacculifer [Delaney
et al., 1985]) suggests a relatively low value of H (0.41).
If this is common to many, or most, planktic foraminifera
species then previous absolute temperature estimates derived
from these are likely to be particularly unreliable. For com-
parison, Figure 3b also shows the total range in reconstructed
Paleogene Mg/Casw reconstructions, including all model
and proxy data. This shows that previous corrections to the
constant B may be a factor of up to 40% too great (e.g., at
Mg/Casw = 2, FrH = 1 = 0.39 whereas FrH = 0.4 = 0.68).
[14] The difference between assuming a linear Mg/Catest–
Mg/Casw relationship and the method outlined here will be
illustrated using theMg/Ca-temperature calibration ofDekens
et al. [2002], along with a range of assumptions regarding the
value of the constant H for this species. Dekens et al. [2002]
determined the constants B and A to be 0.38 and 0.09 for
the planktic species Globigerinoides ruber (white), respec-
tively. Figure 4 explores the effect of hypothetically changing
the value of H, while also varying Mg/Casw to cover the total
range of values reconstructed for the Paleogene.
[15] Increasing H shifts the calibration downward, while
increasing Mg/Casw shifts the calibration relatively upward.
Therefore, an incorrect assumption regarding the value of
H in species where this parameter remains unknown (i.e.,
assuming H = 1) could be largely counteracted by assuming
a Mg/Casw value that is too high. Because H < 1 in all
Mg/Catest–Mg/Casw calibrations so far, it seems likely that
constraints placed on Mg/Casw by results derived from
foraminifera, particularly in the Paleogene, tend toward
values that are high, because such values are required to
produce sensible temperature estimates. This is because
assuming H = 1 shifts the original calibration so far
downward that a high Mg/Casw value is needed to coun-
teract this. Compare, for example, on Figure 4 the solid
blue line (assuming H = 0.5, Mg/Casw = 2.5 mol mol
1)
with the red dashed line (assumingH = 1, Mg/Casw = 3.5 mol
mol1, i.e., the correction applied by previous studies). These
two different sets of combined Mg/Casw and H values
produce corrected calibration lines to be applied to fossil
measurements that are almost identical, because the higher
H value of the red dashed line is almost exactly counteracted by
the lower Mg/Casw value of the solid blue line. Thus, appar-
ently sensible paleotemperature reconstructions were derived
from these two (counteracting) incorrect assumptions.
[16] One major assumption of this correction technique,
even if the power relationship between Mg/Catest and Mg/
Casw is taken into account, is that the exponential component
of a Mg/Ca-temperature calibration remains constant,
irrespective of Mg/Casw (i.e., that the constant A does not
change whatever value of H or Mg/Casw is used). For this
reason, relative temperature changes (over periods <1 Ma)
derived in this way are not at all affected by any conjec-
ture regarding either Mg/Casw or any inaccuracies in the
determination of the value ofH for a specific species or group
Figure 3. (a) The difference in applying a linear and power correction to the preexponent component of a
Mg/Ca-temperature calibration. The line H = 1 defines the correction that almost all previous studies have
applied. This line lies below those experimentally derived, which implies that previous results have been
overcorrected, i.e., that the preexponent component of a Mg/Ca-temperature calibration has been reduced
by too much. Alternatively, it demonstrates that when a linear correction is applied a higher Mg/Casw
value is necessary to arrive at the same paleotemperature estimate (example value selected for illustrative
purposes only). (b) The magnitude of the difference between the correction previously applied (H = 1) and
the correction that should be applied based on the Mg/Catest–Mg/Casw calibrations currently available
(expressed as the absolute difference in the fraction reduction of the preexponent component (the constant B)
between a linear and power correction). A lower H value results in a greater error when applying a linear
correction.
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of organisms. The validity of this assumption remains to be
proven and would require comparative Mg/Catest–Mg/Casw
calibrations to be carried out over a number of temperatures.
2.3. Application: Paleogene Seawater Mg/Ca
2.3.1. Proxy and Model Data
[17] For the reasons outlined above it is now clear that
both a Mg/Ca-temperature calibration and a Mg/Catest–Mg/
Casw calibration are required in order for the Mg/Ca paleo-
temperature proxy to produce accurate results. However, a
further requirement is a well-constrained Mg/Casw value for
the age of the fossil samples under study. Several proxy and
model reconstructions for Cenozoic Mg/Casw are available
and while most of these agree on the broad trend of Mg/Casw
variation over the Phanerozoic, there is disagreement in the
detail of these estimates within the Cenozoic, where accurate
data at million year resolution is required. Paleogene proxy
reconstructions are available using fluid inclusions in halite
[Horita et al., 2002; Lowenstein et al., 2001], from the
analysis of ridge flank vein carbonates [Coggon et al., 2010]
and by comparing the Mg/Ca ratio of fossil and modern
echinoderms [Dickson, 2004] (Figure 5). All of these
techniques are associated with (in some cases large) uncer-
tainties but are generally in good agreement with each other,
suggesting early mid-Cenozoic values of 1.5–2 mol mol1
followed by a rise over the last 20 Ma to the present-day
value of 5.2 mol mol1. In the Paleogene, these proxy data
are in agreement with the models of Stanley and Hardie
[1998], Demicco et al. [2005] and Berner [2004] (Figure 5)
but contrast the overall much higher Cenozoic Mg/Casw
values suggested by the model of Wilkinson and Algeo
[1989]. If an error of 0.5 mol mol1 is added to the model
of Stanley and Hardie [1998] then almost all of the proxy
data fall within this range suggesting that it is much more
likely to be representative of Cenozoic Mg/Casw than the
models suggesting relatively higher Paleogene Mg/Casw
values (>3 mol mol1).
2.3.2. Constraints on Paleogene Mg/Casw: Coupled
d
18O-Mg/Ca Data
[18] Some previous studies [e.g., Broecker and Yu, 2011;
Creech et al., 2010; Lear et al., 2000, 2002] have argued
that higher Cenozoic Mg/Casw values are more realistic,
specifically in some cases that the model of Wilkinson and
Algeo [1989] is more likely to be correct than all other
Figure 4. The calibration of Dekens et al. [2002] used as an example to illustrate the effects on a
foraminifera Mg/Ca-temperature curve of hypothetically varying the H value of this species for a number
of assumptions regarding Mg/Casw. Solid blue lines demonstrate the effect of varying Mg/Casw (darker
blues represent lower values). Dashed lines show the effect of increasing H. A larger value of the constant
H shifts the calibration downward (to lower Mg/Catest values) for a given temperature and Mg/Casw, while
increasing Mg/Casw shifts the calibration upward for a given temperature and H value. Because the two
variables act to move the original calibration in opposite directions, incorrect assumptions regarding both
of these parameters may lead to apparently sensible (but potentially erroneous) temperature estimates.
The solid red line demonstrates this point, assuming H = 1 produces essentially the same modified
calibration line as H = 0.5 but requires a higher Mg/Casw value. The dashed red line demonstrates why it
was previously thought that low Mg/Casw values could be precluded based on foraminiferal Mg/Ca;
combined with the assumption that H = 1, this produced paleotemperature estimates unrealistically high.
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model and proxy data arguing for lower values, particularly
in the Paleogene. As discussed above, this conclusion results
from an incorrect assumption regarding the value of H in a
Mg/Catest–Mg/Casw calibration.
[19] In principle, coupled d18O-Mg/Ca measurements
from foraminifera allow both temperature and d18Ot¼tsw to be
evaluated: an approach taken by many previous studies to
calculate changes in global ice volume over both the Cenozoic
and the Quaternary [Elderfield and Ganssen, 2000; Lear et al.,
2000; Billups and Schrag, 2002, 2003]. It is now apparent that
there are in fact six variables to be constrained: d18Ot¼tsw ,
Mg=Cat¼tsw , temperature and the value of the constantH, as well
as d18Otest and Mg/Catest which can be analyzed in well-pre-
served samples. In an ice-free world, the assumption that deep
water d18O was 1.2 or 0.9% (Lear et al. [2002] and
Cramer et al. [2011], respectively), allows either Mg=Cat¼tsw
or H to be calculated if the other is known. Because H is
known for only a few species of foraminifera, while almost all
of the proxy and model Mg/Casw evidence for the Paleogene
suggests low (<2.5 mol mol1) values (Figure 5), we show
how the value of H can be calculated for a species where a
calibration is not yet available, thereby fully reconciling
Cenozoic Mg/Casw values lower than that of Wilkinson
and Algeo [1989] with d18O-derived temperatures from
foraminifera.
[20] Oridorsalis umbonatus is an extant benthic foraminifera
which is also present throughout the Cenozoic, enabling
direct comparison of recent and fossil material without the
need for species-specific corrections. There are several Mg/
Ca-temperature calibrations available for this species, which
are not all in agreement. It is also unclear whether a linear or
exponential fit more appropriately describes the data. Lear
et al. [2000] used an exponential calibration, whereas the
data of Lear et al. [2010] and Bryan and Marchitto [2008]
suggest a linear fit is more appropriate. In particular, cali-
brations focusing on low temperatures show that a linear fit is
equally or more suitable. A linear or exponential best fit
appear to represent the data of Rathmann et al. [2004] equally
well.
[21] Lear et al. [2002] suggest that early Paleogene Mg/
Casw values are likely to be in the region suggested by
Wilkinson and Algeo [1989], around 3.6 mol mol1. This is
because when H is assumed to be 1, lower Mg/Casw values
shift the calibration to much higher temperatures for a given
Mg/Catest value (or rather Mg/Catest values are shifted
downward for a given temperature) and therefore produce
Figure 5. Cenozoic Mg/Casw reconstructions based on both proxy [Fantle and DePaolo, 2006; Horita
et al., 2002; Coggon et al., 2010; Dickson, 2004; Lowenstein et al., 2001] and model [Stanley and
Hardie, 1998; Demicco et al., 2005; Wilkinson and Algeo, 1989; Berner, 2004; Farkas et al., 2007] data.
The majority of the proxy data agree well with Stanley and Hardie [1998] if an error of 0.5 mol mol1 is
applied to this model (gray band). The proxy evidence also agree with the models of Demicco et al. [2005]
and Berner [2004] in the Paleogene. None of the proxy data are in agreement with the model ofWilkinson
and Algeo [1989]. Error bars are shown where they are reported in the original study and are larger than
symbols.
EVANS AND MÜLLER: DEEP-TIME MG/CA THERMOMETRY PA4205PA4205
7 of 11
reconstructed paleotemperature estimates in very poor
agreement with comparative d18O-derived results.
[22] At 49 Ma the Earth is assumed to be ice free, which,
along with the aforementioned assumption of ocean bottom
water d18O on an ice-free planet and depending on which
d
18O-temperature calibration is used, has led to a range in
reported temperatures for this time of 12.4–13.4C [Lear
et al., 2002; Cramer et al., 2011]. An uncertainty in the
value of d18Osw of 0.1% results in a temperature error of
0.4C. By using the measured d18O and Mg/Ca ratio of O.
umbonatus at 49 Ma (2.9 mmol mol1), the constant H can
be calculated by combining both these data and respective
temperature calibrations; at one specific value the Mg/Ca
temperature will match precisely the d18O-derived tempera-
ture. Because the model of Stanley and Hardie [1998] is
within error of the majority of the Mg/Casw data currently
available (Figure 5), and an independent temperature esti-
mate is available from d18O measurement, the value of H
for this species can be calculated. Specifically, we derive H
by iteratively solving equation (6) so that T = 13.4C when
Mg/Casw = 1.6 mol mol
1 (the value given by Stanley and
Hardie [1998] at 49 Ma). This gives a value of H for this
foraminifera species of 0.52 or 0.54 based on the Mg/Ca-
temperature data of Rathmann et al. [2004] and Lear et al.
[2002], respectively (Figure 6). This value of H is for
d
18Osw =  0.9%, a value of 1.2% would result in
H = 0.44 or 0.48, respectively. Following Cramer et al.
[2011] a correction has been applied to those lines in
Figure 6 relating to paleo-Mg/Casw values for changes in the
calcite compensation depth (CCD), using a CCD depth at
49 Ma of 3.25 km [Van Andel, 1975]. Such a correction is
necessary as a relatively higher CCD lowers DCO3
2 for a
given depth.
[23] In the absence of any calibration study this result
should be treated as preliminary, particularly as Mg/Casw is
not very well constrained throughout much of the Cenozoic.
In section 2.3.1 we noted that with one exception all of
the Mg/Casw proxy evidence lies within 0.5 mol mol
1 of
Figure 6. Reconciling the low proxy and model estimates of Paleogene Mg/Casw with data from forami-
nifera. Three calibrations that have been applied to fossilO. umbonatus are shown, that of Lear et al. [2002,
2010] and the data of Rathmann et al. [2004] with the linear fit applied by Cramer et al. [2011]. Because
d
18O in an ice-free world can be calculated and O. umbonatus Mg/Ca can be measured at a time when
the world was ice free (49 Ma), this information can be used to calculate the value of H in this species,
by solving equation (7). Doing so results in a range in H from 0.52 to 0.54 depending on which calibration
is used (Lear et al. [2002] and Cramer et al. [2011], respectively), assuming a Paleogene Mg/Casw value of
1.6 mol mol1 [Stanley and Hardie, 1998]. In the case of the calibration of Lear et al. [2002], exactly the
same result can be produced by using the far higher Mg/Casw value of Wilkinson and Algeo [1989] at this
time with the assumption that H = 1. We therefore show how two previously held incorrect assumptions
(namely, that Paleogene Mg/Casw was <3 mol mol
1 and that the value of H = 1) can result in a sensible
Mg/Ca-temperature estimate, leading to erroneous foraminiferal constraints on Mg/Casw. It is not possible
to recreate the d18O-derived temperature using the calibration of Cramer et al. [2011] coupled to the Mg/
Casw of Wilkinson and Algeo [1989], adding support to this argument. The calibration of Lear et al.
[2010], with a significantly lower slope, would appear to suggest H ≈ 0.
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the model of Stanley and Hardie [1998]. However, propa-
gating this error through to our calculation of H results in an
uncertainty of 0.14, therefore until early mid-Paleogene
Mg/Casw is better constrained, this methodology can be used
as a guide only. Furthermore, an uncertainty in d18Ot¼49sw of
0.1% results in an error in H of approximately 0.04.
[24] Despite considerable uncertainties in the calculation
of H, we demonstrate how it is possible to reconcile low Mg/
Casw values with d
18O-derived temperatures from forami-
nifera. Given that for all species studied so far H < 1, the
possibility of high (>2.5 mol mol1) Paleogene Mg/Casw
values are precluded. Previously, constraints have been
placed on Paleogene Mg/Casw by assuming H = 1. This
resulted in the exclusion of estimates from the lower range of
Mg/Casw values, as a Paleogene ratio of 3.6 mol mol
1 was
required to match the d18O with the Mg/Ca-derived tem-
peratures, despite the available proxy evidence suggesting
that such higher values were unlikely. The reasons for this
result are discussed above, however it should again be noted
that this aspect of Mg/Ca paleothermometry was only
understood after the publication of the majority of studies
that assume H = 1. Because virtually all of the paleo-Mg/
Casw direct proxy evidence lies reasonably close to the
model of Stanley and Hardie [1998] and H < 1 for all
foraminifera species studied so far, it is not possible that the
model of Wilkinson and Algeo [1989] is representative of
the magnitude of increase in Cenozoic Mg/Casw.
[25] Recently, Cramer et al. [2011] calculated a Cenozoic
Mg/Casw record by combining the Cenozoic benthic fora-
minifera Mg/Ca and d18O records with a sea level record
(used as a proxy for ice volume). We outline in this contri-
bution the inaccuracy in previous Mg/Casw corrections and
the associated assumptions and constraints placed on
Paleogene Mg/Casw. The recent reconstruction of Cramer
et al. [2011] is therefore not assessed in detail here, as
such a discussion is outside the intended remit of this paper.
Briefly, however, the Cramer et al. [2011] Mg/Casw recon-
struction is not included in Figure 5 because it is not entirely
independently derived. The record was produced by match-
ing the Cenozoic Mg/Ca and d18O temperature curves by
varying Mg/Casw at each time interval and therefore requires
some assumption of the value of H or Mg/Casw at one or
several tie points. Given that H is not known from culturing
for any deep benthic foraminifera species, the assumption is
of Mg/Casw and it is therefore not independent of the
reconstructions shown in Figure 5. This is important because
the relatively high Mg/Casw values that Cramer et al. [2011]
reconstruct (broadly >3 mol mol1) are a result of their
assumption regarding Mg/Casw at some point in the past.
Assuming a lower Mg/Casw value at this time would shift the
entire reconstruction downward and it therefore does not
provide independent evidence that lower Mg/Casw estimates
are incorrect.
[26] Although the discussion has so far focused on the
Paleogene, because seawater Mg/Ca ratios were signifi-
cantly different before 20 Ma in comparison to the present
day, it is also important to appropriately adjust Mg/Ca data
from fossil material younger than this. The model of Fantle
and DePaolo [2006] (Figure 5), based directly on high-
resolution proxy evidence, suggests that the Mg/Ca ratio of
seawater may have undergone fluctuation on submillion
year timescales significant enough to greatly increase the
inaccuracy in Mg/Ca-derived temperatures. If Mg/Casw
has indeed undergone far more short-term fluctuation than
previously accounted for, then any study based on samples
older than 0.5 Ma reporting absolute temperatures should
take the correction outlined here into account [see Medina-
Elizalde et al., 2008]. Furthermore, any high-resolution
study spanning more than 0.5–1 Ma should consider the
effect of potential changes in Mg/Casw. While the majority
of the Mg/Casw proxy data agree well with the model of
Stanley and Hardie [1998], further high-resolution model
and proxy reconstructions of secular variation in Cenozoic
Mg/Casw are clearly a priority.
3. Conclusion
[27] We demonstrate here that previous assumptions
regarding the correction of Mg/Ca analyses of fossil forami-
nifera for secular change in Mg/Casw are incorrect. Studies
have hitherto assumed that the Mg distribution coefficient is
invariant with Mg/Casw, which is equivalent to H = 1 on a
Mg/Catest–Mg/Casw calibration in the formMg=Catest ¼ F 
Mg=Casw
H: Recent calibration studies that have quantified
this relationship have shown that this is not the case. The
implication is that previous studies have overcorrected their
Mg/Ca-derived results, leading to the conclusion that the Mg/
Ca ratio of (in particular) Paleogene seawater was much
higher than suggested by proxy or model evidence. We detail
how future corrections should be applied, highlighting the
need for further culturing studies that calibrate this relation-
ship (specifically the value of H) in species that are more
routinely used for paleotemperature reconstruction. How-
ever, given that temperature information is independently
available from d18Otest analyses, the value of H for a given
species can also be calculated because Mg/Catest can be
measured and Mg/Casw is known from proxy evidence.
Caution should be exercised when indirectly assessing H in
this manner because there are uncertainties associated with
both the oxygen isotopic composition of paleoseawater and
the exact value of Mg/Casw for any given time. By applying
this technique to the benthic species O. umbonatus we cal-
culate a range ofH based on certain clear assumptions, which
are compatible with previous culture experiments demon-
strating that H < 1 for all foraminifera species studied so far.
Using the same species, we demonstrate that Paleogene Mg/
Casw > 2.5 mol mol
1 are not possible, in line with almost
all independent proxy evidence.
[28] For this approach to be valid, a reasonable assumption
of d18Osw is required. It is more difficult to reasonably assess
a likely d18Osw value for ocean surface waters, particularly
away from the tropics, as evaporation and freshwater input
broadly increase and decrease d18Osw, respectively. An
indirect assessment of the value of the constant H in planktic
foraminifera species using this technique is therefore likely
to be inherently less accurate, but may still provide some
constraint. The use of well-preserved samples from or before
the early Paleogene (>48 Ma), when the world is considered
to have been ice free [Lear et al., 2000; Zachos et al., 2008],
may lessen the error in whatever assumption regarding
d
18Osw is made.
EVANS AND MÜLLER: DEEP-TIME MG/CA THERMOMETRY PA4205PA4205
9 of 11
[29] There are two potential approaches to solving this
problem via culturing. The first is based on the assumption
made here, that the exponential component of a temperature
calibration (A) is not dependent on Mg/Casw, in which case
only a temperature calibration and a Mg/Catest–Mg/Casw
calibration are required. However, this hypothesis requires
confirmation, which could be implemented by calibrating
the Mg/Catest–Mg/Casw relationship at several different
temperatures. The second approach is to choose a relevant
value of Mg/Casw and to calibrate the Mg/Catest-temperature
relationship at this value. While this approach is advanta-
geous in that it makes no assumption regarding the behavior
of the exponent component of the calibration, it is disad-
vantageous because it is inflexible and therefore time con-
suming, as a large number of such calibrations would be
necessary in order to be useful for correcting long-term data
sets that cover a wide range of Mg/Casw values. It also
would not allow data to be updated if new information of the
Mg/Casw ratio at a particular time became available.
[30] Acknowledgments. D.B.J.E. acknowledges a NERC postgraduate
research studentship at Royal Holloway University of London. We thank
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describe the intra-test changes in Mg/Ca in Eocene N. djokdjokartae. This term is meant in
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its general qualitative sense (i.e. having meaning, being indicative or suggestive of
something), and is not meant to imply that these changes have been statistically tested.
• Figure 4 on page 108 shows a Mg/Ca-temperature regression for Operculina based on the
mean Mg/Ca measurements of all specimens analysed from each sample site. For
reference, figure 5.1 is an equivalent plot showing each individual analysis. Performing the
Mg/Ca-temperature regression in this way results in the linear relationship
Mg/Ca = 2:75 0:63T+ 74:3 16:9 (errors are 99% confidence intervals). Note that the
slope is (1) significantly different from 0 (p<0.01) despite the scatter in the data, and (2)
within error of that shown in figure 4 of this paper based on the mean of all data from each
location; the regression produced in this way is characterised by m = 2.83 at 25 C.
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Intra-test variability in Mg/Ca and other (trace) elements within large benthic foraminifera (LBF) of
the family Nummulitidae have been investigated using laser-ablation inductively-coupled plasma mass
spectrometry (LA-ICPMS). These foraminifera have a longevity and size facilitating seasonal proxy retrieval
and a depth distribution similar to ‘surface-dwelling’ planktic foraminifera. Coupled with their abundance
in climatically important periods such as the Paleogene, this means that this family of foraminifera are
an important but under-utilised source of palaeoclimatic information. We have calibrated the relationship
between Mg/Ca and temperature in modern Operculina ammonoides and observe a ∼ 2% increase in
Mg/Ca ◦C−1. O. ammonoides is the nearest living relative of the abundant Eocene genus Nummulites,
enabling us to reconstruct mid-Eocene tropical sea surface temperature seasonality by applying our
calibration to fossil Nummulites djokdjokartae from Java. Our results indicate a 5–6 ◦C annual temperature
range, implying greater than modern seasonality in the mid-Eocene (Bartonian). This is consistent with
seasonal surface ocean cooling facilitated by enhanced Eocene tropical cyclone-induced upper ocean
mixing, as suggested by recent modelling results. Analyses of fossil N. djokdjokartae and Operculina sp.
from the same stratigraphic interval demonstrate that environmental controls on proxy distribution
coeﬃcients are the same for these two genera, within error. Using previously published test–seawater
alkaline earth metal distribution coeﬃcients derived from an LBF of the same family (Raitzsch et al.,
2010) and inorganic calcite, with appropriate correction systematics for secular Mg/Casw variation (Evans
and Müller, 2012), we use our fossil data to produce a more accurate foraminifera-based Mg/Casw
reconstruction and an estimate of seawater Sr/Ca. We demonstrate that mid-Eocene Mg/Casw was
 2 molmol−1, which is in contrast to the model most commonly used to correct deep-time Mg/Ca data
from foraminifera, but in agreement with most other Paleogene proxy and model data. This indicates that
Mg/Casw has undergone a substantial (3–4×) rise over the last ∼ 40 Ma.
 2013 Elsevier B.V. All rights reserved.
1. Introduction
The trace element chemistry of foraminifera tests is increasingly
being used as a palaeoceanic reconstruction tool. Many potential
proxies linking test chemistry to palaeoenvironmental information
have been developed (see e.g. Katz et al., 2010), which are most
commonly applied in the fossil record to either planktic or deep
benthic foraminifera (where deep is used here to distinguish these
foraminifera from the shallow-dwelling large benthic species un-
der consideration in this study) (e.g. Tripati et al., 2011; Bohaty
et al., 2012; Lear et al., 2000). The abundance of foraminifera in
sediment cores, along with the widespread distribution of some
species (Fraile et al., 2008) has resulted in this group of organisms
* Corresponding author.
E-mail address: david.evans.2007@rhul.ac.uk (D. Evans).
becoming one of the key sources of palaeoceanic proxy informa-
tion available (Pearson, 2012).
A disadvantage with the use of planktic foraminifera for palaeo-
ceanic reconstruction is that they are relatively short lived, min-
eralising over days or weeks (Anderson and Faber, 1984), thus
providing a short temporal record of changes in (e.g.) sea surface
temperature (SST) (but see Wit et al., 2010). This may be further
complicated by migration through the water column during the
lifespan of some foraminifera (Eggins et al., 2003) or seasonal bias
in biomineralisation (e.g. Jonkers et al., 2010). Seasonality is in-
creasingly being recognised as a key component of climate change
(Hollis et al., 2012; Denton et al., 2005; Crowley et al., 1986), al-
though there are a limited amount of studies that have attempted
to reconstruct seasonality from periods such as the Paleogene, po-
tentially one of the most important time intervals with respect to
similarity to predicted future pCO2 (Zachos et al., 2008). Much of
0012-821X/$ – see front matter  2013 Elsevier B.V. All rights reserved.
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what is currently known is derived from δ18O measurements in
bivalves (e.g. Ivany et al., 2004; Andreasson and Schmitz, 2000;
Dutton et al., 2002; Kobashi et al., 2004), which – whilst being an
almost unique source of Paleogene ocean seasonality reconstruc-
tion – may suffer from biases resulting from freshwater-modiﬁed
seawater δ18O in near-coastal environments. Clumped isotope data
may offer a solution to this problem (Keating-Bitonti et al., 2011),
particularly with improved precision of such measurements.
Reconstructing seawater Mg/Ca (Mg/Casw) is of great impor-
tance as fossil Mg/Ca data must be corrected for secular changes
in this ratio when applying Mg/Ca–temperature calibrations de-
rived from samples grown in or collected from modern seawater.
The Cenozoic evolution of Mg/Casw has been the subject of con-
siderable debate (e.g. Coggon et al., 2011; Broecker and Yu, 2011;
Lear et al., 2002), some of which is the result of uncertain-
ties regarding the appropriate methodology for the correction of
foraminiferal Mg/Ca data (summarised in Evans and Müller, 2012).
It is clear that in order for the Mg/Ca palaeothermometer to pro-
duce accurate pre-Pleistocene palaeotemperatures, further recon-
structions of palaeo-Mg/Casw are required.
In order to (1) provide a method of seasonality reconstruction
other than mollusc δ18O and (2) produce an accurate foraminifera-
derived Mg/Casw reconstruction, we have investigated trace ele-
ment heterogeneity in the tests of large benthic foraminifera (LBF).
We utilise laser-ablation inductively-coupled-plasma mass spec-
trometry (LA-ICPMS) as a highly spatially-resolved technique ca-
pable of identifying µm-scale heterogeneity whilst simultaneously
assessing sample preservation. LBF are an informal group that
typically exceed 3 mm3 in volume (Ross, 1974) and have photo-
symbiotic algae (Hallock, 1984), inhabiting the photic zone. We
present data from LBF of the family Nummulitidae, with focus on
the Eocene genus Nummulites, as well as its nearest living relative
Operculina, which was also present in the Eocene. Our data are pri-
marily derived from Nummulites because they are more abundant
than Operculina and form far larger tests, implying growth over a
longer time period, therefore Nummulites have greater potential as
tools for seasonal palaeoenvironment reconstruction. By compar-
ing Recent O. ammonoides and O. complanata from seven modern
locations to fossil samples of both Operculina sp. and N. djokd-
jokartae from the Eocene Nanggulan Formation of Central Java,
we demonstrate how these foraminifera can be used as a palaeo-
ceanic reconstruction tool. The size, abundance and (sub)tropical
distribution of LBF such as the nummulitids make them a hith-
erto under-utilised source of proxy information from a climatically
critical region of the oceans – the low latitudes – of which our
knowledge of palaeocean temperatures is currently limited.
1.1. Ecology and biology of the nummulitids
The main morphological features of the nummulitids (order:
Rotaliida) referred to in the text are shown in Fig. 1. The num-
mulitids are deﬁned by the presence of a marginal cord (Fig. 1),
the thickened margin of the shell exposed in an equatorial section
(Loeblich and Tappan, 1987). This serves as a method of commu-
nication and transport between chambers, as well as playing an
important role during sexual reproduction (Röttger et al., 1984).
These foraminifera initially construct their chambers with walls
consisting of two layers of calcite formed on either side of a pri-
mary organic membrane (Reiss, 1958). The test is hyaline, giving
well-preserved calcite a glassy appearance.
LBF have a complex reproductive cycle resulting in morpho-
logically distinct generations. Those with a large proloculus and a
small number of chambers are known as the macrospheric gener-
ation, or A-forms. These reproduce sexually to form a microspheric
generation (B-form) with a small proloculus and a large number
of chambers (Dettmering et al., 1998; Kuile and Erez, 1991). This
Fig. 1. Cutaway diagram of O. ammonoides with features referred to in the text la-
belled. Re-drawn from Carpenter et al. (1862). Although there are morphological
differences between Recent O. ammonoides and Eocene N. djokdjokartae, all features
labelled are present in both genera.
generation undergoes multiple ﬁssion, producing A-forms. Through
this reproductive cycle at least two morphologically distinct gener-
ations of the same species are produced.
O. ammonoides are epifaunal, prefer sandy substrates and have
a peak abundance range of 10–35 m water depth (Renema, 2008,
2006; Renema and Troelstra, 2001) but may live as deep as 130 m
in the northernmost Red Sea (Reiss and Hottinger, 1984). This
depth range may be related to the less turbid waters of the
Gulf of Eilat; the nummulitids are sensitive to high light inten-
sity and live at shallower depths if suspended sediment reduces
the extent of the photic zone (Reiss and Hottinger, 1984). O. com-
planata prefers lower light intensities and occurs slightly deeper
than O. ammonoides (Renema, 2003). Although temperature at the
peak abundance depth of O. ammonoides may be 1–2 ◦C below SST,
planktic foraminifera such as Globigerinoides ruber that are rou-
tinely considered to be surface dwelling inhabit a similar range
(Anand et al., 2003). Hence, results derived from these LBF can be
considered comparable to surface-dwelling planktic foraminifera,
with respect to the extent to which these results relate to surface
ocean conditions. O. ammonoides are limited to areas with mini-
mum SST> 18 ◦C and are currently found in the Indian and west
Paciﬁc Oceans (Langer and Hottinger, 2000).
1.2. Previous LBF proxy development and application
Given the abundance of LBF in geologically and palaeoclima-
tologically important periods such as the Paleogene it is surpris-
ing that there has been relatively little work investigating their
use as palaeoenvironmental archives. Wefer and Berger (1980) in-
vestigated intra-test stable isotope variability in the Recent LBF
Marginopora vertebralis and Cyclorbiculina compressa. δ18O micro-
sampled from these foraminifera showed seasonal variation match-
ing instrumental records in both species, demonstrating that these
organisms record seasonality along their test growth axis. Re-
cent O. ammonoides from the Red Sea precipitate calcite slightly
lighter than expected for inorganic calcite (Fermont et al., 1983),
although using the Cibicidoides δ18O–temperature calibration of
Lynch-Stieglitz et al. (1999) and the local δ18Osw value (1.9❤)
yields mean reconstructed temperature virtually identical to mea-
sured sea surface temperature (SST). Brasier and Green (1993) and
Purton and Brasier (1999) were the ﬁrst to apply mean δ18O and
stable isotope heterogeneity data from fossil LBF to reconstruct
palaeoseasonality and temperature respectively. This work, based
on well-preserved Eocene Nummulites revealed what the authors
interpreted to be seasonal cycles, demonstrating the potential of
these organisms for palaeoseasonality reconstruction.
106 D. Evans et al. / Earth and Planetary Science Letters 381 (2013) 104–115
Table 1
Sample site details. MAT is the mean annual sample site temperature with half of the seasonal range in temperature given as an error, with the exception of the Gulf of Eilat
for which the November–April mean was used (specimens were collected in early May and have a test size implying growth over ∼ 6 months). The number of specimens
analysed from each sample site is also given.
Location Sample
preﬁx
n Co-ordinates Water depth
(m)
MAT
(◦C)
Mean Mg/Ca
(mmolmol−1)
Notes
Recent
Great Barrier Reef SS07613 5 19.73◦S, 150.22◦E 74 24.7± 0.8 141.5± 7.0
Spermonde Shelf,
SW Sulawesi
BTE27 5 5.053◦S, 119.332◦E 27 28.0± 0.8 153.1± 6.2 See Renema and Troelstra (2001)
KKE30 5 5.106◦S, 119.290◦E 30 28.0± 0.4 151.7± 6.3
Celebes Sea,
NE Kalimantan
BBx25C 2 2.057◦N, 118.441◦E 53 27.4± 0.4 150.3± 2.5 See Renema (2006)
BBx49A 4 1.388◦N, 118.819◦E 48 27.5± 0.5 147.9± 3.7
Kepulauan Seribu,
Jakarta
SER 6 5.51–6.00◦S, 14–24 29.0± 0.5; 155.4± 7.9; See Renema (2008)
106.56–106.83◦E 28.9± 0.5 153.5± 7.3
Gulf of Eilat, Red Sea Eil12 8 29.543◦N, 34.972◦E 10–15 21.9± 0.8 136.7± 9.3
Eocene
Nanggulan, Central Java KW 26 – – – – See Lelono (2000)
Even less is known about trace element variation in LBF. Us-
ing electron microprobe analysis, Raja et al. (2005) produced the
ﬁrst (and only previous) Mg/Ca–temperature calibration for an LBF
species, namely Marginopora kudakajimaensis. A Mg/Ca increase of
∼ 3% ◦C−1 was observed, validating the Mg/Ca palaeothermometer
in LBF. Raja et al. (2007) demonstrated the need for spatially-
resolved analytical techniques when studying LBF; whole test
Mg/Ca showed no relationship with temperature.
These studies demonstrate the potential of LBF as palaeoceanic
archives and provide a basis for more detailed investigations into
intra-test geochemical variability in the nummulitids, with the par-
ticular goal of assessing the use of such material in palaeoclimate
reconstruction. With this aim we present highly spatially-resolved
LA-ICPMS-derived element/Ca maps and proﬁles of both Eocene
and Recent Nummulites and Operculina.
2. Materials and methods
Recent O. ammonoides were hand sampled live from reefs from
ﬁve locations in Indonesia, the Great Barrier Reef (GBR) and the
Gulf of Eilat (see Table 1 for details). In order to assess possible
geochemical differences between different nummulitids, O. com-
planata was also collected from one of the sample sites (sample
BBx49A from offshore northeast Kalimantan). Temperature data for
the purposes of calibration were taken from the nearest available
location in the World Ocean Atlas 2009 (Locarnini et al., 2010),
with the exception of those from the Gulf of Eilat for which daily
SST monitoring was available from the Interuniversity Institute for
Marine Sciences in Eilat (http://www.iui-eilat.ac.il). The depth that
matched the sampling depth most closely was used. With the ex-
ception of the Gulf of Eilat, sample site seasonality is small (max-
imum 1.6 ◦C) and therefore the mean annual temperature for each
location was used to assess trace element–temperature relation-
ships. For the Gulf of Eilat, the November–April mean was used
(see Section 3.2.3).
Eocene N. djokdjokartae and Operculina sp. were collected from
four stratigraphic levels within the Nanggulan Formation, Central
Java. The Nanggulan Formation is a sequence of overall deepening
upwards marine mudstones, sandstones and conglomeratic sand-
stones. At the top of the sampled interval the presence of abundant
large Discocyclina indicates that this stratigraphic level correlates
with the middle Bartonian Ta–Tb boundary (see Renema, 2007).
Based on this, the samples are considered to be early Bartonian
(38–40 Ma). During the mid-Eocene, the palaeolatitude of Central
Java was 6◦S (Hall, 2002). N. djokdjokartae were recovered from
sandy beds from all four intervals, Operculina from only the lowest
of these levels.
N. djokdjokartae were sectioned along the equatorial plane,
mounted in epoxy resin and polished to expose the marginal cord.
Operculina specimens were smaller and were embedded into epoxy
without prior sectioning. All samples were cleaned prior to laser-
ablation analysis (see the supplementary material for details). The
LA-ICPMS system at RHUL features the RESOlution M-50 prototype
laser-ablation system (193 nm ArF) coupled to an Agilent 7500ce
ICPMS (Müller et al., 2009). Methodology and LA-ICPMS parame-
ters different from those described in Müller et al. (2009) are given
in Table S1. Monitored masses were 11B, 24Mg, 25Mg, 27Al, 43Ca,
55Mn, 66Zn, 88Sr, 89Y, 138Ba, 139La, 140Ce and 238U. Eocene marginal
cord proﬁles and mean marginal cord measurements of the Recent
samples were obtained by proﬁling along the exposed marginal
cord using a 44 µm laser spot (effective resolution was 120 µm be-
cause the 99% cell washout time is ∼ 1.5 s). In order to investigate
intra-test trace element variability in greater detail, element maps
were created for three Recent O. ammonoides from the Gulf of Eilat.
The methodology for the production of LA-ICPMS elemental images
of these foraminifera is detailed in Evans and Müller (2013).
Eocene seasonal temperature change was reconstructed using
the magnitude of long-period Mg/Ca variability along the marginal
cord proﬁles. Because there is considerable ﬁne-scale Mg/Ca het-
erogeneity in both Eocene and Recent material, the magnitude of
Mg/Ca variability was measured from a 20-point running mean,
equivalent to an average of 430 µm of marginal cord calcite at a
laser scan speed of 50 µms−1 and an ICPMS total dwell time of
0.43 s.
3. Results
3.1. Visual preservation
The tests of Eocene N. djokdjokartae appear glassy under op-
tical microscopy. Comparative SEM images of Recent and Eocene
material show that the fossil material is not recrystallised, has no
secondary calcite overgrowths and that the pores are not inﬁlled
(Fig. 2). Features such as the spiral canal system (Figs. 1, 2) are
clearly visible in the fossil material, demonstrating that signiﬁcant
recrystallisation of the tests cannot have taken place.
3.2. Geochemistry
Analytical data are available in Tables S3 and S4. Representative
comparative Recent O. ammonoides and Eocene N. djokdjokartae ex-
ample LA-ICPMS proﬁles are shown in Fig. 3. Measured element/Ca
ratios not plotted are typically homogeneous within the marginal
cord, where they are not modiﬁed by µm-scale diagenetic alter-
ation.
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Fig. 2. Comparative SEM images of broken chamber walls of Recent O. ammonoides (A, B) and N. djokdjokartae (C, D). There is no evidence of secondary calcite overgrowths
or recrystallisation of the fossil material. (E) Optical image of part of the marginal chord of an Eocene N. djokdjokartae specimen, with the spiral canal system (SCS) clearly
visible (overlain with black lines on the right of the image). This demonstrates that signiﬁcant recrystallisation cannot have taken place. Scale bars 20 µm (A, C), 5 µm (B, D),
500 µm (E).
3.2.1. Geochemical preservation
Certain element/Ca ratios were analysed speciﬁcally in order
to identify poorly preserved samples, or less well-preserved areas
of the tests of visually exceptionally-preserved samples. Al/Ca was
used to assess the presence of clay minerals, Mn/Ca, Y/Ca and two
rare earth element/Ca (REE/Ca) ratios – La/Ca and Ce/Ca – were
used to identify areas affected by secondary calcite mineralisation;
secondary calcite is generally expected to have higher Mn/Ca and
REE/Ca ratios than the primary foraminiferal calcite (Scherer and
Seitz, 1980; Pena et al., 2005). Mean Mn/Ca ratios in the fossil
material are 220 µmolmol−1, compared to 4–100 µmolmol−1 in
Recent O. ammonoides, depending on sample site (Fig. S3). Y/Ca and
REE/Ca ratios are also 5–10× higher in the fossil material. Al/Ca
ratios are comparable in Recent and fossil material, suggesting no
clay-mineral contamination.
Occasional portions of approximately half the Recent and
Eocene proﬁles have elevated Al/Ca and Mn/Ca (e.g. Fig. 3, top).
These areas (Al–Mn/Ca >1 mmolmol−1) were excluded for the
purposes of mean specimen X/Ca calculation and error propaga-
tion. Exclusion of small amounts of data in this way does not affect
our results which are based on numerous specimens.
3.2.2. Nummulitid Mg/Ca–temperature relationship
Our data demonstrate that, like other foraminifera, Mg/Ca re-
sponds systematically to temperature in O. ammonoides (Fig. 4).
Sample site temperature ranges between 22 ◦C during winter/spring
in the northernmost Gulf of Eilat to 29 ◦C north of Jakarta Bay.
The resulting Mg/Ca–temperature relationship with 95% conﬁ-
dence intervals is (n= 32):
ln(Mg/Ca)= 0.0198± 0.0012T + 4.47± 0.03 (1)
or in linear form:
Mg/Ca= 2.86± 0.44T + 71.4± 11.8 (2)
This calibration is based on the mean of all analyses for each of the
seven sample sites (see the supplementary information), each anal-
ysis itself representing the mean of all data collected from a laser-
ablation track following the entirety of the marginal cord of an
individual specimen. There are eight data points in Fig. 4 because
samples were collected from more than one depth from Kepulauan
Seribu, Jakarta. Mg/Ca error bars are ±2SD of the mean of all anal-
yses from each sample site. These error bars are relatively larger
than those typical of measurements produced by the bulk analy-
sis (typically ICP-AES) of multiple individuals, because the analysis
of whole dissolved tests masks natural sample variability. We re-
port 2SD errors in order to show the degree of individual sample
variability but highlight that the error in the slope of our calibra-
tion is smaller as it assumes that the mean of each sample set
is well known. It is necessary to analyse at least ﬁve individual
foraminifera using the technique outlined here in order to obtain
a representative mean. There is no difference between a linear and
exponential approximation of the Mg/Ca data in terms of goodness
of ﬁt (R2 = 0.977 and 0.980 respectively), both regressions have
gradients amounting to a ∼ 1.9% increase in Mg/Ca ◦C−1.
3.2.3. Recent material intra-test and inter-site variability
Of the sampled locations, the Gulf of Eilat has the largest sea-
sonal temperature variation and therefore these samples are ex-
pected to show the greatest potential for seasonally varying trace
element concentrations. Corresponding element/Ca maps (Fig. 5)
show intra-test Mg/Ca variation of ∼ 25 mmolmol−1 . There is
no co-variation between the distribution of this Mg/Ca variation
and heterogeneity in any other element/Ca ratio (with the ex-
ception of Ba/Ca), negating differential cleaning as the product
of the observed Mg/Ca variability. These samples were collected
in early May and have higher Mg/Ca ratios in the centre, de-
creasing towards the outer whorls. In the Gulf of Eilat, maximum
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Fig. 3. Representative Mg/Ca (linear scale) and trace element proﬁles (log scale) of Recent O. ammonoides (top) and Eocene N. djokdjokartae (bottom). Specimens sectioned
for analysis are shown alongside, with ablation paths overlain in blue. Eocene N. djokdjokartae show signiﬁcant long term changes in Mg/Ca (solid black lines) interpreted
as being the result of seasonal temperature variation. Trace element ratios used to identify artefacts from the preparation procedure (Al/Ca) or areas affected by diagenesis
(Mn–Y–Ce/Ca) are shown.
Fig. 4. Mg/Ca–temperature ﬁeld calibration for O. ammonoides. Mg/Ca data are the
mean ±2SD of all analyses from each sample location. These errors provide an es-
timate of uncertainty if only one single specimen were to be analysed. Temperature
errors are 2SD of all mean monthly data from the World Ocean Atlas.
summer temperature (∼ 27 ◦C) occurs during late August, decreas-
ing steadily until the end of the year where temperature remains
within 1 ◦C of 21 ◦C until May. Assuming a mean growth rate
of one chamber per 3–4 days, these specimens lived for up to
six months and therefore exhibit intra-test Mg/Ca variability that
matches the observed temperature variation remarkably well, pro-
viding evidence that seasonal temperature change is recorded via
the Mg/Ca ratio of modern LBF tests.
Excluding the Gulf of Eilat, maximum sample site seasonality is
1.6 ◦C on the Spermonde Shelf (WOA 2009, Locarnini et al., 2010);
seasonal Mg/Ca shifts are not expected to be resolvable within
these samples. Mg/Ca fluctuation is observed (Fig. 3), although on a
scale too ﬁne for temperature to be a viable control of this hetero-
geneity. The mean Mg/Ca RSD of a single specimen is 5.6%, similar
to that reported elsewhere for LBF (Raitzsch et al., 2010). Given the
magnitude of this variability, statistically signiﬁcant long-period
Mg/Ca shifts of <5 mmolmol−1 are not identiﬁable and therefore
it is not possible to accurately reconstruct seasonal temperature
changes of less than 3 ◦C. With the exception of trace element
ratios used to identify diagenesis or contamination, there is lit-
tle coherent variation within the tests from all locations in any of
the other ‘proxy’ element/Ca ratios. An exception to this is Ba/Ca,
which is elevated in samples from the Gulf of Eilat compared to
the other Recent sample sites, and appears to be anti-correlated
with Mg/Ca (Fig. 5).
3.2.4. Eocene intra- and inter-test variability
Fine-scale trace element heterogeneity, assessed by single spec-
imen standard deviations, are similar in Eocene and Recent mate-
rial. N. djokdjokartae ﬁne-scale Mg/Ca heterogeneity is within the
range observed in Recent O. ammonoides precluding this being a
diagenetic feature. A plot of the mean of all proxy element/Ca mea-
surements from coexisting Eocene N. djokdjokartae and Operculina
sp. shows no signiﬁcant deviation from a 1:1 line for B, Mg, Zn
and Sr (Fig. S4), suggesting that the distribution coeﬃcients for
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Fig. 5. LA-ICPMS maps for three modern O. ammonoides specimens from the Gulf of Eilat (top). All specimens show consistent and coherent Mg/Ca variability, implying ﬁrst
chamber growth beginning during a warmer period with subsequent chambers mineralised as temperature decreased, consistent with the date of collection (see text for
details). Ba/Ca is anti-correlated with Mg/Ca, possibly as a result of winter upwelling. Scale bars 1 mm.
the trace elements under discussion here are the same or similar
in both foraminifera.
Eocene samples have substantially lower Mg/Ca than Recent
LBF. N. djokdjokartae and Operculina sp. have mean ±2SD Mg/Ca
ratios of 86.4± 13.2 (n = 20) and 82.3± 4.8 (n = 6) respectively.
Given the excellent preservation of these samples, the lower ra-
tios are most parsimoniously explained as being a function of
lower Eocene seawater Mg/Ca (Mg/Casw), which exerts a control
on foraminifera Mg/Ca at least as great as temperature (Evans
and Müller, 2012; Segev and Erez, 2006), see Section 4.2. Eocene
N. djokdjokartae specimens are characterised by the presence of sig-
niﬁcant long-period changes in Mg/Ca, manifest as 10 mmolmol−1
shifts in marginal cord laser-ablation proﬁles and present in the
majority of the specimens analysed. Typical proﬁles are shown
in Fig. 6. The period of these approximately sinusoidal curves is
consistent between specimens and is the same for both A- and B-
forms.
N. djokdjokartae are not perfectly flat in the equatorial plane;
the shape of these foraminifera is more appropriately described as
a parabolic hyperboloid. Consequently it is very diﬃcult to pro-
duce an equatorial section that exposes only the marginal cord.
The example Eocene proﬁle of Fig. 3 shows rapid fluctuations in
Mn–Y–Ce/Ca (and to a lesser extent Al/Ca) by an order of magni-
tude, particularly between 30–40 mm. Such areas are those where
the marginal cord is not exposed, the rapid changes represent the
difference between the non-porous septal calcite and the perforate
chamber wall, which have higher and lower Mn/Ca and Y–Ce/Ca
ratios respectively. This is not observed in Mg, B or Sr, which
demonstrates that our mean marginal cord measurements are not
biased by this unavoidable sample preparation problem. However,
it is possible that switching between the marginal cord, septa and
chamber wall may explain some of the minor irregularities in the
Mg/Ca proﬁles, as these three parts of the test are likely to have
calciﬁed at slightly different times and therefore at potentially dif-
ferent temperatures.
Sr/Ca and Ba/Ca are similar between Eocene N. djokdjokartae
and Recent O. ammonoides. Comparative means of all analyses are
2.39±0.39 and 2.44±0.27 mmolmol−1 respectively for Sr/Ca and
2.90± 0.37 and 3.06± 1.1 for Ba/Ca.
4. Discussion
The 1.9% increase in Mg/Ca per degree temperature change
found here is comparable to the 3.1% observed by Raja et al.
(2005) for the LBF Marginopora kudakajimaensis insofar as both
species are characterised by a far smaller gradient than planktic
species (typically ∼ 10%). The exponential component of this cal-
ibration is almost identical to that for inorganic calcite (Mucci,
1987; Burton and Walter, 1991) and the slope is similar to the
Mg/Ca–temperature calibration of Burton and Walter (1991) at
modern (late 20th century) pCO2 (1.7%
◦C−1). Whilst both lin-
ear and exponential regressions are equally applicable over the
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Fig. 6. Representative Eocene N. djokdjokartae Mg/Ca marginal cord proﬁles showing signiﬁcant quasi-periodic shifts. Thick black lines are 40-point running means. Un-
smoothed data colour is shown as a function of Mn/Ca, demonstrating that anomalous or noisy portions of the Mg/Ca proﬁles are explicable by minor diagenesis, highlighted
with arrows.
sampled temperature range, we base our further discussions on
the exponential best-ﬁt only because it is not possible to cal-
culate palaeoseasonality using a linear calibration without prior
knowledge of Mg/Casw. This is because, unlike an exponential
relationship between temperature and Mg/Ca, the difference be-
tween two Mg/Ca-derived temperature reconstructions (i.e. those
derived from maximum and minimum Mg/Catest) is not constant
as Mg/Casw varies (see the supplementary material).
The relationship between Mg/Ca and temperature reported here
is biased towards sample sites with mean annual SST in the
range 27–29 ◦C. However, four geographically distinct sample sites
(BTE27, KKE30, BBx25C, BBx49A – see Table 1) exhibit a tempera-
ture range of just 0.6 ◦C but are otherwise hydrographically differ-
ent (e.g. in terms of seasonal salinity variation). Therefore these
samples provide a good test of Mg/Ca repeatability when envi-
ronmental factors other than temperature are not the same. The
mean of all measurements of samples from these locations ex-
hibit a Mg/Ca range of 3.5%, of which one third is explicable as
a result of temperature, leaving a residual variation of just 2.3%,
which is similar to the achievable precision of these measurements
(1.6%). This consistency of results implies that our data accurately
represent the shape of the Mg/Ca–temperature curve and demon-
strates that the addition of further temperature points is unlikely
to signiﬁcantly alter the shape of the curve over the studied tem-
perature range, because the mean of all measurements from these
four samples are essentially identical even though they are from
waters with different physical (and possibly chemical) properties.
Furthermore, because the nummulitids have a lower temperature
tolerance of ∼ 18 ◦C, and are therefore applicable as environmental
indicators to the palaeo low-mid latitudes, the temperature range
covered here provides a basis for palaeoenvironment reconstruc-
tion in the (sub)tropics.
4.1. Eocene seasonality
Palaeoseasonality can be estimated using the fraction difference
between the minimum and maximum Mg/Ca ratios in the Eocene
N. djokdjokartae, coupled with the gradient of Eq. (1). The Mg/Ca
curves are consistent in that virtually all show amplitudes of
∼ 10 mmolmol−1 , which is equivalent to a seasonality of 5–6 ◦C.
Present day seasonality on the southeast Java coast is 4 ◦C due to
August to October upwelling associated with a temperature drop to
26.5 ◦C from a summer maximum of 30.5 ◦C when the Indonesian
throughflow dominates SST (Hendiarti et al., 2004). Reconstructed
Eocene palaeoseasonality is greater than any open ocean tropical
seasonality at the present day and 50% greater than upwelling-
induced seasonal temperature change on the modern Java coast, ei-
ther implying enhanced middle-Eocene temperature seasonality or
a greater degree of seasonal upwelling at this location. The lower
Ba/Ca of the Eocene samples compared to Recent O. ammonoides
from the Gulf of Eilat may imply that enhanced upwelling cannot
explain the greater than modern seasonality reconstruction, given
that elevated seawater Ba/Ca is associated with upwelling (e.g. Lea
et al., 1989) and seawater Ba/Ca is recorded in foraminiferal calcite
(Hönisch et al., 2011), which is also suggested by our laser-ablation
Ba/Ca maps (Fig. 5).
The amplitude of reconstructed seasonality from these Mg/Ca
proﬁles is (to an extent) dependent upon the degree of smooth-
ing applied (Fig. S6). We use a 40-point running mean (Fig. 6)
as this was found to remove outliers and artiﬁcial variation from
the ﬁne-scale Mg/Ca variability present in both Recent and Eocene
nummulitids (±5 mmolmol−1), without dampening temperature-
controlled Mg/Ca variation.
Seasonal temperature variation decreases with water depth,
therefore it is possible that our reconstruction is an under-estimate
of seasonality if the habitat of N. djokdjokartae is towards the lower
extreme of that of Recent O. ammonoides. In the modern Gulf of
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Eilat, seasonal temperature range decreases approximately linearly
at the rate of 1 ◦C 40 m−1 over the top 100 m of the water-
column. However, the relatively coarse grain size of the sampled
stratigraphic horizons (see the supplementary information) sug-
gests high palaeo-turbidity, implying (by analogy to their nearest
living relative) a shallow peak abundance depth for these fossil
samples and therefore a representative estimate of the surface an-
nual amplitude of temperature variation.
Some of the proﬁles in Fig. 6 show (occasional) sharp jumps
in Mg/Ca (e.g. proﬁle B at ∼ 35 mm; proﬁle D at ∼ 7 mm) that
may suggest discontinuous growth in some specimens. Whilst this
potentially accounts for the deviation of some of these proﬁles
from a sinusoidal Mg/Ca curve, it seems improbable that season-
ality reconstructions are biased by growth cessation as there is no
coherent pattern in the position of these features; they do not all
occur at Mg/Ca minima. Instead, it is more likely that these shifts
are the combined result of minor µm-scale diagenesis (e.g. proﬁle
A at ∼ 23 mm) and the precise positioning of the laser-ablation
tracks. The trace element images of Recent O. ammonoides (Fig. 5)
also show occasional sharp changes in Mg/Ca, despite overall co-
herence in Mg incorporation.
The elevated Mn–REE/Ca ratios of the fossil material is un-
likely to bias our seasonality reconstruction or any of the fossil
proxy trace element data. There is no correlation between any of
the diagenesis indicators and proxy trace element ratios with the
exception of U/Ca–Y/Ca (Fig. S3), both within and between spec-
imens. Furthermore, there is no correlation between any of the
diagenesis indicators and proxy trace element ratios and all ratios
measured for purposes other than to assess diagenesis are within
the range of those in Recent O. ammonoides, with the exception of
Zn/Ca. If all of the excess Mn in the fossil samples is attributed to
kutnahorite (Ca(Mn,Mg,Fe)(CO3)2, an identiﬁed secondary carbon-
ate contaminant phase in foraminifera, see Pena et al., 2005), then
simple mass-balance calculations would indicate that the result-
ing worst case Mg/Ca bias would be 0.9%, which is non-resolvable
given that analytical accuracy is ∼ 2%.
A further feature of these proﬁles is that there is a relatively
large range in mean test Mg/Ca. For example, proﬁles A and B
(Fig. 6) have mean Mg/Ca ≈ 90 mmolmol−1 whereas C and E
have mean Mg/Ca ≈ 80 mmolmol−1 . Similar natural variation is
observed within the Recent O. ammonoides populations (e.g. sam-
ples from the Gulf of Eilat have a range in mean marginal cord
Mg/Ca values of 129–142 mmolmol−1), therefore this feature of
the fossil data is not unexpected and analysis of several individ-
uals ( 5) is necessary in order to produce a representative mean
(see also Sadekov et al., 2008). However, the magnitude of long pe-
riod intra-test Mg/Ca variability is consistent between all samples.
Our seasonality estimate is similar to previous Eocene recon-
structions from both the Gulf of Guinea (Andreasson and Schmitz,
1998) and Panama (Tripati and Zachos, 2002), to our knowledge
the only other estimates of early-mid Cenozoic tropical palaeosea-
sonality. Andreasson and Schmitz (1998) invoked upwelling as the
reason for large δ18O shifts in molluscan aragonite, whereas the
87Sr/86Sr data of Tripati and Zachos (2002) (also micro-sampled
mollusc-derived) suggest some bias by freshwater input. It is im-
portant to understand the extent to which our seasonality estimate
is controlled by other factors, given that there is no current esti-
mate of Eocene palaeoseasonality unequivocally from an area un-
affected by coastal processes. The concentration of Mg and Ca in
seawater is substantially higher than average global river water;
consequently it is not possible to modify seawater Mg/Ca by mix-
ing with freshwater within the salinity tolerance of foraminifera
(mixing 60% freshwater with 40% seawater results in a < 5% de-
crease in solution Mg/Ca but a ∼ 20❤ salinity reduction, depend-
ing on exact freshwater composition). This is in contrast to seawa-
ter δ18O which can be easily modiﬁed in coastal proximal environ-
ments. Therefore, our estimate does not suffer from this potential
bias. Whilst it has been shown that high salinity environments
can modify foraminifera Mg/Ca (e.g. Arbuszewski et al., 2010;
Hoogakker et al., 2009), there is no palaeogeographic evidence that
this should be the case for our fossil samples which lived in an
open shallow sea to the south of a landmass comprising present
day west Borneo, northwest Java and Sumatra (Hall, 2009).
Our seasonality reconstruction implies that at least one sur-
face ocean location was characterised by higher magnitude sea-
sonal temperature changes during the mid-Eocene compared to
the present. Whilst recent clumped isotope measurements of
palaeosols and molluscs suggest that Eocene continental interi-
ors were not as equable as previously thought (Snell et al., 2013),
there is limited proxy evidence that would imply a greater than
present day surface ocean seasonality. Interpretation of our data is
dependent upon the cause of the greater reconstructed seasonal-
ity; more vigorous Eocene upwelling on the southernmost Sunda
Shelf would require a different mechanism to increased seasonal-
ity related to (for example) seasonal shifts in the position of ocean
currents. We therefore discuss our results both with and without
increased upwelling as the fundamental cause of the greater than
present reconstructed annual temperature shift.
Whilst our Eocene Ba/Ca analyses do not provide evidence
for upwelling at this fossil site, it is possible that it is not ev-
ident in our data. Analysis of coeval bivalves could provide a
method of testing this, as Ba/Ca in some bivalve shells has been
shown to be a sensitive indicator of chlorophyll concentration
which may in turn relate to seasonal upwelling (Elliot et al.,
2009). Reduced Eocene equator to pole SST temperature gradi-
ents may have resulted in broadly weaker Hadley Cell circulation
and lower zonal wind speed (Sloan and Rea, 1995; Vecchi and
Soden, 2007), which may result in a decrease in the vigour and fre-
quency of tropical upwelling. However, there is strong proxy and
model evidence for a link between increased atmospheric CO2 and
the intensity of tropical cyclones (e.g. Schmitz and Pujalte, 2007;
Oouchi et al., 2006) which also has the effect of reducing SST
through thermocline mixing (Price, 1981; Sriver and Huber, 2007).
Furthermore, slow-moving hurricanes may directly cause coastal
upwelling (Shi and Wang, 2007). Both of these closely related
mechanisms can explain our greater than present day seasonal-
ity estimate, particularly because the depth over which modelled
hurricane-forced upper ocean mixing occurs signiﬁcantly increases
at higher atmospheric CO2 (Korty et al., 2008), which in turn leads
to greater surface ocean cooling during any given event. If this was
the case for southeast Asia during the mid-Eocene, these relatively
sudden events may also explain the deviation of our Mg/Ca proﬁles
from smooth curves.
Alternative explanations for increased Eocene seasonality that
do not invoke upwelling may come from seasonal shifts in ocean
currents. There is recent model evidence for anticyclonic gyres in
the Eocene Indian Ocean during the northern hemisphere win-
ter, which would result in seaward directed ocean mass trans-
port on the southern Asian shelf (Huber and Goldner, 2012;
Winguth et al., 2010). This was not observed during the north-
ern hemisphere summer and may provide a mechanism for greater
Eocene seasonal temperature change in this region if this current
carried cooler water, or itself induced upwelling in the region. Fi-
nally, a smaller mid-Eocene obliquity compared to the present day
would result in greater seasonally variable incoming shortwave ra-
diation (Heinemann et al., 2009), however this cannot account for
seasonal temperature shifts of the magnitude which we recon-
struct.
Deep-time surface ocean seasonality reconstructions are of in-
suﬃcient spatial coverage to place accurate constraints on Eocene
climate dynamics. However, given that there is evidence for in-
creased seasonality during periods of global cooling (e.g. Ivany
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et al., 2000), it seems more likely that the explanation for our
reconstructed seasonality lies in dynamic events such as cyclone-
induced thermocline mixing rather than resulting from an implied
link between higher temperature (and/or pCO2), and tropical ocean
seasonality. Whilst our Eocene Ba/Ca data do not prove that up-
welling was an important process at this time, mixing of the upper
∼ 200 m of the water column (as implied by Winguth et al., 2010)
may not necessarily result in greatly increased surface seawater
Ba/Ca.
4.2. Implications for palaeoseawater Mg/Ca and Sr/Ca
Previous studies attempting to reconstruct Mg/Casw using
foraminifera have produced results that are in poor agreement
with virtually all other proxy evidence and model-derived results
(Coggon et al., 2011). This is a consequence of assuming a linear
relationship between test and seawater Mg/Ca; laboratory cul-
ture calibrations have demonstrated that Mg/Catest variation with
Mg/Casw is best described by a power regression (summarised in
Evans and Müller, 2012). An appropriate equation to use when re-
constructing palaeo-Mg/Casw is:
Mg/Cat=tsw =
H
√
Mg/Cat=ttest ×Mg/Ca
t=0
sw
H
B expAT
(3)
where t = 0 is the present day and t = t is some point in the past.
H is the power component of a seawater-test Mg/Ca calibration
(Ries, 2004; Hasiuk and Lohmann, 2010; Evans and Müller, 2012)
and B and A are constants to be deﬁned for a speciﬁc species or
group of species.
In order to reconstruct seawater Mg/Ca from fossil data, the
power relationship between test and seawater Mg/Ca (H) must be
known. We provide a reconstruction based on (1) the inorganic
calibration of Mucci and Morse (1983) and (2) the relationship
between test and seawater Mg/Ca which has been calibrated in
Heterostegina depressa, a closely related nummulitid (Raitzsch et al.,
2010). Because our fossil N. djokdjokartae and Operculina sp. have,
within error, identical proxy X/Ca ratios the Mg/Ca–temperature
and test–seawater Mg–Sr/Ca relationships of the two genera must
be similar, as it would be highly coincidental if the hypotheti-
cally different Mg/Ca–temperature responses of the two species
crossed at the palaeotemperature of the fossil sample site. The
application of calibrations based on Recent O. ammonoides to mea-
surements of fossil N. djokdjokartae is therefore justiﬁed. The value
of H that Raitzsch et al. (2010) derive for H. depressa may be more
applicable, given that we demonstrate above that trace element
distribution coeﬃcients are the same within error for all num-
mulitids analysed, however this calibration was carried out over
a narrow range of Mg/Casw values and is not well constrained be-
tween 1–3 molmol−1. The inorganic value of H may be appropri-
ate when reconstructing Mg/Casw utilising these samples because
of the similarity between our Mg/Ca–temperature calibration and
those of inorganic calcite. Whichever value of H is used, we use
an appropriate correction technique with deﬁned test–seawater
chemistry relationships and our data therefore yield a more reli-
able estimate of alkaline earth palaeoseawater chemistry based on
foraminifera.
In order to reconstruct Mg/Casw using Eq. (3) some constraint
of palaeotemperature is required (or vice versa). In order to
demonstrate the extent to which foraminifera-derived Mg/Casw
has previously been over-estimated, we plot a range of poten-
tial values based on a temperature range of 25–35 ◦C, equivalent
to assuming the palaeotemperature of the sample site is simi-
lar to or greater than present day tropical ocean temperatures,
with an upper bound deﬁned by the addition of a realistic er-
ror to the maximum reconstructed Eocene δ18O-derived tempera-
ture (Pearson et al., 2007). Reconstructed Mg/Casw (Fig. 7) ranges
Fig. 7. Mg/Casw reconstruction based on the calibrated relationship between Mg/Ca
and temperature given in this study and the Mg/Casw–Mg/Catest calibrations of
Raitzsch et al. (2010) and Mucci and Morse (1983), for a range of palaeotemper-
ature assumptions for Java at 39 Ma. The present range of modern tropical mean
annual sea surface temperature (MASST) (shaded region) and the current MASST off
the south Java coast are shown for comparison. The exponential and linear series
relate to the format of the Mg/Ca–temperature regression.
from 1.0–1.8 molmol−1 based on the value of H for H. depressa
(Raitzsch et al., 2010) or 1.6–2.2 molmol−1 based on that of
inorganic calcite (Mucci and Morse, 1983). This range includes un-
certainty in the mean N. djokdjokartae Mg/Catest value over the
entire temperature range. We thereby demonstrate that Mg/Casw
at ∼ 39 Ma was below or close to 2 molmol−1, in good agree-
ment with the majority of model and proxy evidence suggesting
relatively low Paleogene values (e.g. Stanley and Hardie, 1998;
Coggon et al., 2010). This contrasts previous foraminifera-based
constraints of palaeo-Mg/Casw (Broecker and Yu, 2011; Lear et al.,
2002), which are inaccurate because they are based on the as-
sumption that Mg/Catest varies linearly with Mg/Casw (Evans and
Müller, 2012). Based on this, it seems probable that Mg/Casw has
undergone a 2.5–4× increase over the last 40 Ma, although the
question regarding the mechanisms for such a relatively large
change remains.
Reconstruction of Sr/Casw is in some respects less complicated
than Mg/Casw because the Sr distribution coeﬃcient (DSr) does not
vary with Sr/Casw (Raitzsch et al., 2010). However, a Mg/Cacalcite
control on Sr/Cacalcite has been demonstrated by Mucci and Morse
(1983), which must be taken into account when reconstructing
Sr/Casw using LBF as these foraminifera exhibit a large range in
test Mg/Ca. Mucci and Morse (1983) ﬁnd a linear relationship be-
tween Sr/Ca and Mg/Ca (at constant solution [Sr]), amounting to a
0.010 mmolmol−1 increase in Sr/Ca per 1 mmolmol−1 increase in
Mg/Ca. We apply this correction to our fossil data (characterised
by Mg/Catest ∼ 60 mmolmol
−1 lower than our Recent samples),
which amounts to an upwards shift of our measured Eocene Sr/Ca
ratios by 0.67 mmolmol−1. This method assumes that the inor-
ganic calcite calibration of Mucci and Morse (1983) is applicable
to the nummulitids, which may be reasonable given similar Mg in-
corporation in nummulitid and inorganic calcite.
The DSr of O. ammonoides is 0.26 derived from our data, which
is in close agreement with that of H. depressa, (DSr = 0.28, Raitzsch
et al., 2010). Using our value for DSr results in reconstructed
Sr/Casw at 39 Ma of 10.4 and 10.9 mmolmol
−1 derived from
Eocene N. djokdjokartae and O. ammonoides respectively, compared
to a modern day ratio of 8.5 mmolmol−1. This estimate would be
1.5 mmolmol−1 lower if no correction is applied for the difference
between Eocene and Recent Mg/Catest.
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There is signiﬁcant disagreement between previous Sr/Casw
reconstructions. Data from ridge-flank vein carbonates suggests
Cenozoic values as low as ∼ 2 mmolmol−1 (Coggon et al., 2010)
whereas analyses of deep benthic foraminifera broadly suggest a
slight (1–2 mmolmol−1) increase over the last 50 Ma (Lear et al.,
2003). Tripati et al. (2009) and Sosdian et al. (2012) reconstructed
Sr/Casw in the range 11–18 mmolmol
−1 and 10–14 mmolmol−1
for the period 38–64 and 0–40 Ma respectively, based on gastropod
aragonite. An in-depth discussion of the reasons for the differences
between these studies is beyond the scope of this contribution (see
Sosdian et al., 2012 for a recent synthesis). However our recon-
struction is in broad agreement with the studies of Sosdian et
al. (2012), Lear et al. (2003) and Tripati et al. (2009) for sam-
ples of an equivalent age. Support for a middle Eocene value in
this range (7.2–7.9 mmolmol−1 for 47–51 Ma) is also provided by
Balter et al. (2011), who analysed the Sr/Ca ratio of shark and
ray tooth enamel. Coupled with the data presented here, these
independent Sr/Casw reconstructions based on a variety of organ-
isms converge on a mid-Eocene value within ∼ ±20% of present
day.
5. Conclusion
Large benthic foraminifera are an important and widespread
component of shallow marine ecosystems. The abundance of large
genera in climatically important periods such as the early-mid Pa-
leogene means that this group of foraminifera have excellent po-
tential for palaeoceanic reconstruction. Mean Mg/Ca measurements
of sectioned Recent foraminifera of the genus Operculina demon-
strate a systematic relationship with temperature. Laser-ablation-
derived element/Ca maps show that intra-test variation in Mg/Ca
responds as expected to seasonal sample site temperature varia-
tion, demonstrating that this group of organisms can be used as
an alternative to molluscs for palaeoseasonality reconstruction. We
apply this technique to fossil N. djokdjokartae from a mid-Eocene
succession in Java and show that this site was characterised by
5–6 ◦C seasonal temperature shifts, > 2 ◦C higher than the equiv-
alent present day location. The fossil sample site contains coeval
Operculina sp., enabling us to demonstrate that different nummuli-
tids have equivalent alkaline earth/Ca ratios, validating the appli-
cation of O. ammonoides-derived calibrations to Paleogene Num-
mulites.
Furthermore, because a calibration between seawater Mg/Ca
and test Mg/Ca has already been carried out for a foraminifer from
the same family (Raitzsch et al., 2010), coupled with an improved
understanding of foraminiferal Mg/Ca systematics (Evans and
Müller, 2012) our fossil Mg/Ca data enable us to produce a more
accurate estimate of palaeoseawater Mg/Ca using foraminifera. We
demonstrate that Mg/Casw at ∼ 39 Ma was close to or below
2 molmol−1, in agreement with most other proxy and model es-
timates for the Paleogene but in contrast to the relatively high
values implied by the model of Wilkinson and Algeo (1989). This
is important because this model has most commonly been ap-
plied to fossil samples when correcting for secular change in
Mg/Casw. The reconciliation of foraminiferal Mg/Ca with other lines
of Mg/Casw proxy evidence should mark a shift in the debate re-
garding the chemical evolution of the oceans and the use of proxy
Mg/Casw data in the production of more accurate Mg/Ca-derived
pre-Pleistocene palaeotemperatures.
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1 Sample localities
A location map showing both Recent and fossil sample localities is shown in figure S1.
All four fossil samples from the Kali Watupuru river section, Nanggulan were sampled
from between the 39 Ma and 37 Ma sequence boundaries of Lelono [2000]. Nummulites
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Figure S1: Recent sample sites and the location of the sampled Nanggulan Beds.
Sample identifiers refer to those given in tables S3 and S4, and table 1 of the main
text.
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are present at discrete intervals within the section, typically in well sorted, coarse grained
sandstones implying relatively shallow intervals within the sucession. The sedimentology
and fauna suggest deepening upwards from around 10-20 m water depth at the lowermost
marine bed to 50-60 m water depth for the beds stratigraphically above the Djokdjokartae
Beds, from which all samples were collected.
2 Sample preparation
N. djokdjokartae were sectioned along the equatorial plane with a 150 µm-thick dia-
mond impregnated saw. Deionised water was used as a coolant/lubricant. Samples were
then embedded in resin (Struers EpoFix) and ground down to expose the marginal chord
using wet sand paper (Operculina were mounted directly in resin without prior section-
ing). The resin blocks were polished using diamond suspension to avoid contamination
from Al-based polishing agents. In order to assess any potential effect of the preparation
process on the data, some Eocene samples were mounted directly into the ablation cell.
Prior to analysis, all samples (mounted and unmounted) were ultrasonicated in methanol
twice and deionised water three times, for 20 minutes each. Acetone was not used as it
was found to degrade the epoxy resin.
3 Analytical technique
3.1 SEM imaging
All SEM images were taken using a Philips XL30 at the Natural History Museum,
London using the secondary electron detector. Accelerating voltage was 5 kV and working
distance ∼10 mm.
3.2 Laser-ablation
LA-ICPMS parameters for the analyses reported here are shown in table S1 where
they are significantly different from those given by Mu¨ller et al. [2009]. The RESOlution
M-50 laser-ablation system is particularly well-suited to highly spatially-resolved analysis
because it features a two-volume Laurin Technic (Canberra) cell, resulting in uniform
signal response across the ablation cell, superior signal stability (standard glass RSD
<2%) and facilitating 99% washout of ablated material (the time taken for the raw signal
intensity to decrease by two orders of magnitude) within ∼1.5 s. Fast signal washout times
enable superior spatial resolution and avoid peak dampening.
For typical ablation parameters used to produce marginal-chord raster profiles (spot
size 44 µm; scan speed 3 mm min-1) the effective spatial resolution (with 99 % washout
of the previously analysed material) is 120 µm. Before data acquisition the surface of the
sample was further cleaned by pre-ablating the sample surface using a larger spot size,
fast scan speed and higher repetition rate.
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Table S1: Typical laser-ablation and ICPMS parameters, where they differ signifi-
cantly from Mu¨ller et al. [2009]. Typical values are shown, trace element maps were
created using a smaller spot size, lower repetition rate and slower scan speed (see text
for details). PAC denotes pre-ablation cleaning.
Laser-ablation system (RESOlution M-50 prototype)
N2 gas flow 6 ml min
-1
Laser repetition rate 25 Hz (acquisition), 40 Hz (PAC)
Laser spot size 44 µm (acquisition), 75 µm (PAC)
Scan speed 3 mm min-1 (acquisition), 6 mm min-1
(PAC)
ICPMS (Agilent 7500ce)
Carrier gas flow ∼0.45 l min-1 (optimised daily)
Isotopes analysed 11B, 24Mg, 25Mg, 27Al, 43Ca, 55Mn, 66Zn,
88Sr, 89Y, 138Ba, 139La, 140Ce, 238U
Total sweep time 0.4282 s
Trace element maps were made by covering the specimens in evenly spaced, horizontal
profiles. In order to maximise y-axis resolution a smaller laser spot size was used (20 µm),
along with a slower scan speed and lower repetition rate (1 mm min-1 and 10 Hz respec-
tively). Track spacing, the distance between the centre of adjacent tracks, was either 40
or 32 µm. This was checked to ensure that subsequent tracks were not affected by the
ablation blanket of those already analysed. The methodology used to create these maps
is described in detail in Evans and Mu¨ller [2013].
Prior to the calculation of element/Ca ratios, mean background intensities for each m/z
were subtracted from all standard and sample data. Outliers were removed from all data,
defined as being anything >4 SD from the mean for background data and >3 SD from
the mean for standard and sample data. Conversion of raw intensities into concentration
data then followed standard published procedures [Heinrich et al., 2003; Longerich et al.,
1996]. Sample data were calibrated using either NIST610 or NIST612, with the exception
of Mg which was calibrated to GOR132. This is because the GOR132 standard matches
the foraminifera Mg concentration much more closely, and is considerably less heteroge-
neous than either of the NIST glasses for this element. Accuracy was assessed over a two
year period using the MPI-DING komatiite glasses GOR132 and GOR128 [Jochum et al.,
2006]. With the exception of Zn/Ca, accuracy was below 10% in all cases, and was often
substantially lower than 5%. Accuracy data are shown in table S2. Two NIST glasses
were used (with an order of magnitude difference in trace element concentration) as it was
found that considerably better accuracies could be achieved for certain elements using
certain NIST glasses. For example, GOR128 B/Ca accuracy was found to be 8.8% when
calibrated to NIST612, but 12.2% when calibrated with NIST610 (table S2), presumably
as a result of greater B/Ca heterogeneity in NIST610. The pressed carbonate standard
MACS-3 was also analysed, however accuracies are not reported relative to this material
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because (1) it was found to be considerably more heterogeneous on a µm-scale, and (2)
because only preliminary concentration data are available, and no B data is published. In
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all cases NIST concentration values were taken from Jochum et al. [2011], with the excep-
tion of NIST610 Mg, for which the value used was that previously given as ‘preferred’ on
the GeoReM website (http://georem.mpch-mainz.gwdg.de/), 432 ppm. This is because
our data show that this value produces significantly more accurate data, 24Mg accuracy
on GOR132 is 9.0% and 2.7%; on GOR128 8.3% and 2.2%; on MACS-3 20.9% and 14.8%
for the value of Jochum et al. [2011] and 432 ppm respectively. In all cases the previous
value gives 6% better accuracy.
Precision was assessed by the triplicate analysis of four Eocene N. djokdjokartae sam-
ples, see table S2. Precision is very poor for Al/Ca and Zn/Ca data because marginal
chord profiles of these element/Ca ratios are highly heterogeneous. The errors associated
with these measurements are consequently large.
4 Supplementary observations
Whilst we cite a peak abundance range of 10-35 m for O. ammonoides, this species
has been found at depths of up to 130 m in the Gulf of Eilat [Reiss and Hottinger , 1984].
Water temperatures at this depth may (seasonally) be up to 2◦ C cooler than sea surface
temperature. Samples for this study were collected at a depth of up to 74 m (Great Barrier
Reef). Data from the 2009 World Ocean Atlas [Locarnini et al., 2010] show that at this
depth the mean annual temperature is 1.4◦ C below the surface mean annual temperature
and it is possible that our fossil data are also biased to lower temperatures by the same
amount. This potential bias equally applies to planktic foraminifera considered to be
surface-dwelling.
No geochemical differences were observed between samples mounted in resin and those
mounted directly into the laser-ablation chamber.
4.1 Recent O. ammonoides X/Ca correlations
Within the Recent O. ammonoides specimens, there is no correlation between Mg/Ca
and any other X/Ca ratio, with the exception of intratest Ba/Ca in samples from the
Gulf of Eilat and mean marginal cord REE/Ca for all samples, which are negatively and
positively correlated with Mg/Ca respectively. This precludes temperature as a dominant
control for most element/Ca ratios given that we demonstrate above that LBF Mg/Ca
is temperature dependent. Furthermore, because the samples from southeast Asia have
different trace element ratios and grew in three distinct locations at similar temperatures,
these data demonstrate that trace element/Ca ratios in LBF can be used to identify
chemically distinct areas of the modern ocean.
There are significant location-specific differences in the mean marginal cord trace ele-
ment profiles. Specimens from the GBR have Al-Mn-Zn/Ca ratios an order of magnitude
lower than those from the Spermonde Shelf or the Celebes Sea (figure S2). All of these
three locations have distinctive B/Ca, Sr/Ca, Ba/Ca and REE/Ca ratios. Furthermore,
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Figure S2: Recent O. ammonoides trace element correlations. Sr/Ca-Ba/Ca
and Ce/Ca-Y/Ca show strong positive correlation, Ce-Y appears to be site specific
whereas Sr-Ba may not be (the solid regression line R2 value shown relates to a best fit
line placed through samples from the Celebes Sea, GBR and Spermonde Archipelago
only). Note the break in the x-axis. Al/Ca-Mn/Ca is shown to highlight the large
natural variation in these ‘diagenesis’ trace element ratios. Each datapoint represents
the mean of all data from one individual specimen.
Sr/Ca-Ba/Ca (figure S2A) and Y-La-Ce/Ca (figure S2B) show a clear linear relationship
(Sr-Ba/Ca R2 = 0.73), implying a common control. Samples from Kepulauan Seribu,
Jakarta Bay are offset to higher Ba/Ca for a given Sr/Ca as are those from the Gulf of
Eilat (mean Ba/Ca = 9.0 µmol mol-1). Specimens from these two locations also have
significantly higher Zn/Ca ratios (24-25 µmol mol-1, compared to 1-9 µmol mol-1). This
implies that the local seawater chemistry of these regions is fundamentally different, po-
tentially as a result of upwelling at the time of sample collection, or the proximity of these
sample sites to highly populated areas. The anticorrelated intratest Mg-Ba/Ca data of
samples from the Gulf of Eilat (figure 5, main text) strongly support the hypothesis that
winter upwelling in the Gulf is the cause of the overall much higher Ba/Ca values of these
samples.
There is a large range in test B/Ca between sample sites although individual measure-
ments from a single site show good repeatability. B/Ca does not correlate with Mn/Ca
(figure S2D), precluding early-stage diagenesis or sample contamination as a control of
these ratios. In the absence of detailed records of sample site pH and ∆CO2−3 it is not
6
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possible to relate our B/Ca measurements to ocean carbonate chemistry. The relationship
between B/Ca and U/Ca in samples from the five Recent locations is also difficult to assess
given a lack of detailed site-specific carbonate chemistry data. There is no relationship
between either B-U/Ca and Al-Mn/Ca suggesting that there is no bias resulting from
incomplete sample cleaning or alteration.
B/Ca is ∼30% lower in the Eocene material, consistent with a more acidic than present
ocean given that (1) test B/Ca decreases as [CO2−3 ] decreases (provided pH also decreases)
in at least some planktic foraminifera [e.g. Allen et al., 2012] and (2) that existing pH proxy
evidence suggests a more acidic ocean than at the present day [e.g. Pearson and Palmer ,
2000]. Mean±2SD N. djokdjokartae B/Ca is 0.24±0.06 mmol mol-1, indistinguishable
from the fossil Operculina sp. which have mean B/Ca of 0.23±0.02 mmol mol-1. With the
exception of samples from the Gulf of Eilat, B/Ca and Mg/Ca are weakly correlated (R2
= 0.23), although B/Ca appears to decrease with increasing Mg/Ca which is in agreement
with the DB-temperature relationship reported by Foster [2008] but not with that of
Yu et al. [2007]. The lower (as expected) B/Ca ratio of the Eocene specimens suggests
that more detailed modern calibration studies using LBF may produce useful boron-based
pH/[CO2−3 ] proxies.
Factors other than temperature clearly exert a significant control on B/Ca, Sr/Ca,
Ba/Ca and Y-REE/Ca ratios, suggesting that these ratios may be useful as non-temperature
proxies in these foraminifera. There is a good correlation between Sr/Ca and Ba/Ca for
samples from the Celebes Sea, Great Barrier Reef and Spermonde Archipelago (figure
S2A), implying a common control. Mean Ba/Ca is correlated with salinity, although
Sr/Ca is not. Seawater Sr/Ca may exert a primary control on test Sr/Ca [e.g. Lear et al.,
2003] although it is not obvious why this should correlate with Ba/Ca as Sr/Ca cannot be
modified by freshwater without a large (∼ 20h) reduction in salinity, which foraminifera
will not tolerate. Samples from the Gulf of Eilat are offset to high Ba/Ca ratios. This is
likely to be a result of calcification during a period of intense upwelling, known to occur
at this site [Al-Rousan et al., 2003].
Al/Ca and Mn/Ca, typically used to assess diagenesis, show more than an order of
magnitude of natural variation. Samples from the Great Barrier Reef are characterised by
much lower Mn/Ca than any other sample site.
4.2 Geochemical preservation
4.2.1 Recent-Eocene X/Ca comparability
Figure S3 shows the relationship between X/Ca ratios frequently used to assess diage-
nesis in foraminifera (Al/Ca, Mn/Ca and Y/Ca) and Mg/Ca and U/Ca, which are present
at a concentration of ∼2% and 50 ppb in well preserved large benthic foraminiferal cal-
cite respectively. Each datapoint represents the mean value of all measurements from one
individual specimen. For simplicity of comparison to Recent samples, fossil Mg/Ca ratios
have been corrected for secular changes in the Mg/Ca ratio of seawater, based on the
7
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Figure S3: Mean Mg-Al-Mn-Y-U/Ca marginal cord crossplots demonstrating no co-
variation in contamination/diagenetic indicators and proxy element/Ca ratios. Error
bars are the sum of 2SE of all measurements for that sample, accuracy and precision.
Al/Ca errors are large because of the poor Al/Ca reproducibility.
Mg/Casw-Mg/Catest relationship of Raitzsch et al. [2010] and assuming equivalent present
day and Eocene Java coast SST. Mn/Ca is elevated in the fossil material although there
is no relationship between Mg/Ca and Mn/Ca, implying that any minor diagenesis has
not affected the Mg/Ca ratios of the fossil samples. However, U/Ca and Y/Ca show a
weak correlation, suggesting that this data may be compromised. Mg/Ca does not cor-
relate with Al/Ca, demonstrating that the cleaning procedure removed any remaining
sedimentary clay particles and that no contamination was introduced during the polishing
process. Fossil Al/Ca ratios are within the range of the Recent samples, with the excep-
tion of the fossil Operculina sp. which have higher Al/Ca. The fossil Operculina sp. have
B-Mg-Sr/Ca ratios identical to the fossil N. djokdjokartae (see section 4.2.2), therefore the
elevated Al/Ca of the fossil Operculina has not affected these proxy trace element ratios.
4.2.2 Fossil Operculina-Nummulites X/Ca comparability
A comparison of mean marginal chord element/Ca ratios for Eocene N. djokdjokartae
and Operculina sp. is shown in figure S4. The most important proxy elements (B, Mg,
Sr) lie on a 1:1 line demonstrating that the distribution coefficients of these elements are
almost certainly the same in both species. ‘Residual difference’ provides an indication of
the extent to which the difference in a given element/Ca ratio between the two species
may be explained by the accuracy and precision of the measurement. This demonstrates
that the Zn distribution coefficient is also the same, within error. Other deviations from
a 1:1 are either elements that are very low in concentration and therefore highly suscep-
tible to diagenetic alteration (e.g. U), or those which are used as alteration indicators
(Al, Mn, Y). The Ba/Ca offset (∼20 % higher in Operculina sp.) cannot be explained in
this way and may be due to real differences between the species or a product of differen-
tial (e.g.) upwelling intensity which may have been variable on timescales that are not
stratigraphically resolvable.
8
Evans et al. supplementary material
0.01
0.1
1
10
100
O
pe
rc
ul
in
a 
e
le
m
en
t/C
a
0.01 0.1 1 10 100
Nummulites element/Ca
Mg
Sr
B
U
Al
Zn
Mn
La
Y
Ce
Ba
Figure S4: (A) A comparison of the mean of all measurements of Eocene Numulites
and Operculina. (B) Percentage difference between the two species compared to the
same difference with the total percentage error (accuracy + precision) removed.
4.3 Individual specimen-derived Mg/Ca-temperature
In order to assess the applicability of our field calibration to intratest Mg/Ca-derived
seasonality reconstruction, Mg/Ca variability within the imaged specimens collected from
the Gulf of Eilat was compared to the instrumental temperature record available from The
Interuniversity Institute for Marine Sciences in Eilat (The Israel National Monitoring Pro-
gram at the Gulf of Eilat; see http://www.iui-eilat.ac.il/NMP/database/database.aspx).
Mg/Ca-temperature relationships for individual specimens are compared to the cali-
bration presented in the main text in figure S5. These trends were created by assuming
a growth rate of 10 chambers per month (Evans, D., Erez, J., Oron, S. & Mu¨ller, W.,
unpublished data), in order to assign a date and hence an instrumental temperature to
each chamber. Mean Mg/Ca was calculated for each chamber and plotted against recorded
temperature. Temperature variation in the Gulf of Eilat is non-sinusoidal, being charac-
terised by rapid (2 month) shifts between seasonal maximum and minimum values, where
it remains constant within ±0.5◦ C for approximately four months. Therefore, the growth
rate of O. ammonoides would have to be significantly faster than expected in order to bias
these individual specimen calibrations. Very high growth rates would not be consistent
with the total amount of chambers per specimen given that our own observations and the
data shown in figure S5 imply essentially linear growth throughout the majority of the
biomineralisation period.
The three slopes are in excellent agreement with each other and with the field calibra-
tion derived from the mean Mg/Ca measurements of samples from locations with different
mean annual temperatures. These data therefore demonstrate that intratest Mg/Ca vari-
ability resulting from seasonal temperature variation has an equivalent sensitivity to mean
test Mg/Ca resulting from differences in annual sample site temperature. Therefore, the
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Figure S5: Mg/Ca-temperature slope calibration derived from individual imaged
specimens. The consistency of the slopes between specimens and the comparability
of these slopes to the Mg/Ca-temperature calibration presented in the main text
demonstrates that this calibration is applicable to palaeoseasonality reconstruction.
calibration we report is applicable to palaeoseasonality reconstruction.
The scatter in these individual specimen calibrations is likely to be the result of the
growth rate assumption which is unlikely to be completely linear over month timescales as
the foraminifera respond to seasonally varying light and nutrient availability. The scatter
in y-intercept between the three intratest Mg/Ca-temperature plots is unsurprising given
the ∼10 mmol mol-1 range in mean test Mg/Ca within a sample site (table S3) and does
not represent a repeatability test of the calibration presented in the main text, which is
derived from the mean of multiple individuals.
4.4 Nanggulan inter-stratigraphic level variation
There are no significant differences between any of the four sampled stratigraphic
intervals in the Nanggulan Formation, when comparing the mean value for all samples
of each interval, for any X/Ca ratio. Significance is defined as being achieved when the
magnitude difference between two values exceeds the summation of their respective 2SE
values.
5 Systematics of seasonality reconstruction
5.1 Dependency on calibration type
As stated in the main text, it is not possible to reconstruct seaosnality using a linear
Mg/Ca-temperature relationship without prior knowledge of Mg/Casw. This is shown
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below.
5.1.1 Exponential Mg/Ca-temperature relationship
Re-arranging equation 6 of Evans and Mu¨ller [2012] gives:
T = ln
(
M
5.2H/sH ×B
)
/A (5.1)
Where M is the measured Mg/Ca ratio, s is seawater Mg/Ca at some point in the past,
and T, B and A have their usual meanings.
Seasonality is defined as being the difference between two measured Mg/Ca ratios:
∆T = ln
(
M1
5.2H/sH ×B
)
/A− ln
(
M2
5.2H/sH ×B
)
/A (5.2)
Seasonality is not dependent on seawater Mg/Ca (s) if the right hand side of this equation
does not change when s varies:
ln
(
M1
5.2H/sH1 ×B
)
/A− ln
(
M2
5.2H/sH1 ×B
)
/A =
ln
(
M1
5.2H/sH2 ×B
)
/A− ln
(
M2
5.2H/sH2 ×B
)
/A (5.3)
Which simplifies to:
ln
(
M1 × 5.2H/sH1 ×B
M2 × 5.2H/sH1 ×B
)
= ln
(
M1 × 5.2H/sH2 ×B
M2 × 5.2H/sH2 ×B
)
(5.4)
The two sides of the equation are equivalent, proving non-dependence of seasonality re-
construction on seawater Mg/Ca.
5.1.2 Linear Mg/Ca-temperature relationship
Re-arranging a linear Mg/Ca-temperature relationship for T gives:
T = (M × 5.2H/sH −A)/B (5.5)
Analogously for equation 5.3, seasonality is not dependent on seawater Mg/Ca if:
(M1 × 5.2H/sH1 −A)/B − (M2 × 5.2H/sH1 −A)/B =
(M1 × 5.2H/sH2 −A)/B − (M2 × 5.2H/sH2 −A)/B (5.6)
Simplifying:
(M1 −M2)× 5.2H/sH1 = (M1 −M2)× 5.2H/sH2 (5.7)
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Implying:
sH2
sH1
= 1 (5.8)
Which is false. Therefore linear Mg/Ca-temperature calibrations cannot be used for
palaeoseasonality reconstruction if the seawater Mg/Ca ratio is not known.
5.2 Mg/Ca smoothing
Both Recent and Eocene laser-ablation Mg/Ca profiles are characterised by significant
fine-scale heterogeneity (see main text for details). Seasonality was reconstructed using the
minimum and maximum Mg/Ca values from running-mean smoothed profiles. Therefore
the degree of smoothing to some extent exerts a control on the seasonality reconstruction,
tending towards lower magnitude reconstructions with a greater degree of smoothing.
Figure S6 demonstrates this by applying a progressively coarser running mean to several
specimens. There is a sharp initial decrease in reconstructed seasonality as the length of
the running mean increases up to 20 points, which represents the removal of the effect
of outliers and µm-scale Mg/Ca variability. This point is not specimen dependent as
the magnitude of µm-scale Mg/Ca variability is consistent between all Recent and Eocene
specimens. Running means of >50 points results in the dampening of longer-period Mg/Ca
variability which is likely to be temperature controlled. We therefore use a 40 point running
mean, in order to make the most conservative estimate of reconstructed seasonality without
reducing the amplitude of long-period Mg/Ca shifts. There is a difference of ±0.6◦C in
reconstructed seasonality over the range of 20 to 50 point running means, therefore this
artefact of the necessary treatment of LBF Mg/Ca data in this way does not affect our
reconstructed seasonality to a significant degree.
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Figure S6: The control that the degree of smoothing applied to the fossil Mg/Ca
laser-ablation profiles exerts on reconstructed seasonality.
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6 Sample data
All mean marginal chord data with associated uncertainties are given in tables S3
and S4 for recent Operculina and Eocene samples respectively. Error bars are 2SE of the
individual measurement, plus the sum of accuracy and precision given in table S2.
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Abstract
The foraminifera Mg/Ca palaeothermometer contributes signiﬁcantly to our understanding of palaeoceanic temperature
variation. However, since seawater Mg/Ca has undergone large secular variation and the relationship between seawater
and test Mg/Ca has not been calibrated in detail for any species with a substantial fossil record, it is only possible to assess
relative temperature changes in pre-Pleistocene fossil samples. In order to establish the basis of accurate quantitative
Mg/Ca-derived deep-time temperature reconstructions, we have calibrated the relationship between test Mg/Ca, seawater
chemistry and temperature in laboratory cultures of the shallow-dwelling large benthic species Operculina ammonoides.
Operculina has a fossil range extending back to the early Paleogene and is the nearest living relative of the abundant genus
Nummulites. We ﬁnd a temperature sensitivity of 1.7% C1 and a linear relationship between the Mg distribution coeﬃcient
and seawater Mg/Ca (Mg=Casw) with m = 1.9  10
3, within error of the equivalent slope for inorganic calcite. The higher
test Mg/Ca of O. ammonoides compared to inorganic calcite may be explained by an elevated pH of the calcifying ﬂuid, imply-
ing that these foraminifera do not modify the Mg/Ca ratio of the seawater from which they calcify, diﬀerentiating them in this
respect from most other perforate foraminifera. Applying these calibrations to previously published fossil data results in
palaeo-Mg=Casw reconstruction consistent with independent proxy evidence. Furthermore, our data enable accurate absolute
palaeotemperature reconstructions if Mg=Casw is constrained by another technique (e.g. ridge ﬂank vein carbonate; ﬂuid
inclusions). Finally, we examine Li, Na, Sr and Ba incorporation into the test of O. ammonoides and discuss the control
exerted by temperature, seawater chemistry, saturation state and growth rate on these emerging proxies.
 2014 Elsevier Ltd. All rights reserved.
1. INTRODUCTION
The Mg/Ca thermometer is an established palaeoclimat-
ic tool and provides one of the most accurate quantitative
techniques in Pleistocene-Holocene ocean temperature
reconstruction. Notwithstanding the wealth of information
on the climate system gained from the such studies, many of
the most interesting intervals with respect to understanding
the controls on Earth system sensitivity lie further back in
time (Haywood et al., 2011). Since the initial development
of the foraminifera Mg/Ca temperature proxy (Nu¨rnberg
et al., 1996; Rosenthal et al., 1997), many more species have
been investigated and it is now well known that modern
foraminifera exhibit a wide range of Mg/Ca ratios that
are controlled by calciﬁcation physiology as well as temper-
ature (summarised in Bentov and Erez, 2006).
http://dx.doi.org/10.1016/j.gca.2014.09.039
0016-7037/ 2014 Elsevier Ltd. All rights reserved.
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The Mg/Ca palaeothermometer has been applied
throughout the Cenozoic (e.g. Lear et al., 2000), although
it is now clear that there are fundamental complications
with the use of this proxy deeper in geological time, on
top of the so-called ‘vital eﬀects’ which introduce unknown
error when applying calibrations to extinct foraminifera.
This is principally because the dependence of test Mg/Ca
(Mg/Catest) on seawater Mg/Ca (Mg/Casw) is both non-lin-
ear and poorly known for all species abundant in the fossil
record (see Evans and Mu¨ller, 2012, for an overview). Fur-
thermore, the highest resolution Mg/Casw data available
(Fantle and DePaolo, 2006) suggest a signiﬁcant rise
(2) over the last 4 Ma, implying that even poorly-
corrected or uncorrected Mg/Ca data from the Pliocene may
result in inaccurate palaeotemperature estimates. In order
for fossil foraminifera Mg/Ca data to yield accurate abso-
lute temperature reconstructions, both a Mg/Ca-tempera-
ture and a Mg/Catest–Mg/Casw calibration is required,
along with knowledge of Mg/Casw for the time of interest.
As far as we are aware, this has not yet been achieved for
any species. Here, we focus on Operculina ammonoides
(Family: Nummulitidae), a species closely related to both
Heterostegina depressa, for which a trace element study
has been performed (Raitzsch et al., 2010), and the genus
Nummulites (within the same sub-family) which were wide-
spread throughout the Paleogene (sub)tropics to the extent
that they are the principal component of some shallow
water carbonates (e.g. Guido et al., 2011). Because of the
abundance of the nummulitids in the fossil record they rep-
resent an under-utilised early-mid Cenozoic palaeoclimate
archive.
Operculina are symbiont-bearing, shallow-dwelling ben-
thic foraminifera with a peak abundance-depth range com-
parable to surface-dwelling planktic foraminifera (Evans
et al., 2013, and references therein). The hyaline (glassy)
appearance of the test is the result of the non-random ori-
entation of the calcite crystals. Chambers are perforate
and lamellar; calcite is mineralised each side of an organic
matrix with the addition of a new layer to the entire outer
test every time a new chamber is deposited (Reiss, 1958).
Previous analyses of a number of fossil and recent non-cul-
tured nummulitids have shown that the alkali earth metal
distribution coeﬃcients and their response to temperature
and seawater chemistry variation are within error, therefore
calibrations based on extant species can be applied to other
species within this family in the fossil record (Evans et al.,
2013). In order to facilitate comparison to previous work
(Raitzsch et al., 2010; Evans and Mu¨ller, 2013; Evans
et al., 2013) and because diﬀerent parts of the test have sub-
tly diﬀerent X/Ca ratios, we focus our geochemical mea-
surements on the marginal cord, the thickened test
margin which plays an important reproductive and
inter-chamber cytoplasm transport role.
In order to (1) investigate the controls on trace element
incorporation in these LBF, (2) provide the basis of more
accurate Mg/Ca-based deep-time (pre-Pleistocene) temper-
ature reconstruction and (3) place constraints on the
nummulitid biomineralisation mechanism, we present
the ﬁrst coupled temperature-seawater chemistry-test
chemistry calibration for a foraminifera. Whilst we present
spatially-resolved data for a suite of commonly analysed
elements measured by laser-ablation ICPMS, we focus on
the Mg/Ca ratio because of its potential for palaeoclimate
reconstruction and the importance of understanding
Mg incorporation for the assessment of biomineralisation
models.
2. MATERIALS AND METHODS
2.1. Culture
All culturing work was carried out at the Institute of
Earth Sciences, The Hebrew University of Jerusalem.
O. ammonoides were collected from the sediment surface
from the northernmost Gulf of Eilat (north beach, Eilat)
in May 2012 at a depth of 10–15 m. Water temperature at
the time of collection was 22 C. O. ammonoides were by far
the most abundant organism in the sediment and were sam-
pled from the 1.0–1.3 mm size fraction. Live foraminifera
were identiﬁed as being those which climbed container walls.
Twelve groups of 50 foraminifera were isolated and placed
into 130 ml glass-stoppered conical ﬂasks. Seawater col-
lected from the Gulf of Eilat was used as the basis for all cul-
ture reservoirs. Seawater was sampled upon preparation of
every new reservoir and cumulative samples of water from
the ﬂasks were collected at a rate of 1 ml day1 in order to
assess potential water chemistry modiﬁcation by the foram-
inifera. The water in each ﬂask was completely replaced
every second day, after which the cultures were sealed with
Paraﬁlm to prevent salinity modiﬁcation through evapora-
tion. The diﬀerent cultures were distributed into water baths
according to the requirements of each experiment. Water
baths were simultaneously cooled and heated to maintain
a temperature within 0:3 C of the desired value. Temper-
ature and light measurements were performed twice per day
for each water bath. Foraminifera were fed every 1–2 weeks
with the diatom Phaeodactylum tricornutum. Occasional
algal growth on some foraminifera, associated with a sharp
decrease in calciﬁcation rate, was removed by cleaning indi-
vidual specimens with a ﬁne paint brush.
Growth rate was monitored by measuring the alkalinity
of the individual ﬂasks every second day using a Metrohm
716 DMS titrino. All measurements were duplicated and a
third replicate sample was analysed if the diﬀerence between
them was greater than 8 lEq l1. Accuracy was assessed by
weekly analysis of the Scripps Institute of Oceanography
reference seawater (batch 109). Long term reproducibility
assessed over a two month period was 11 lEq l1.
All reservoirs were spiked with 0.15 lM BaCl2 to pro-
vide a compositional marker of calcite grown in culture. Ba
was chosen because foraminifera Ba/Ca relates linearly to
seawater Ba/Ca in planktic species with minor secondary
controls (e.g. Lea and Spero, 1992; Ho¨nisch et al., 2011),
enabling cultured material to be unambiguously identiﬁed
via LA-ICPMS whilst simultaneously analysing proxy
(trace) elements. The 0.15 lM spike used here results in sea-
water with a Ba/Ca ratio of 17.6 lmol mol1, 3 times
greater than Gulf of Eilat seawater at the time of foraminif-
era collection (6.0 lmol mol1). Cultures at 22.5 and
25.5 C and all those in variable Mg/Casw ratios were also
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labelled with calcein at a concentration of 40 lM during the
ﬁrst 48 h of the experimental period.
All cultures were located in the same place and therefore
had similar lighting conditions with the exception of those
grown at 25.5 C, which were located near a window and
were exposed to light intensities 10% lower than that pro-
vided by the artiﬁcial laboratory lights. Cultures grown at
27 C were moved to this location (with a greater propor-
tion of natural light) on day 40 of the experiment in order
to make room for the 22.5 C water bath.
2.1.1. Experiment DE1: variable temperature, constant
seawater chemistry
To investigate the control of temperature on trace ele-
ment incorporation, six water baths were prepared in the
range 19–27 C. Foraminifera cultured at 19, 21, 24 and
27 C were grown for two months in duplicate cultures,
those at 22.5 and 25.5 C were started one month later.
There were insuﬃcient remaining foraminifera to duplicate
these latter experiments. An attempt to culture O. ammono-
ides at 18 C was unsuccessful, resulting in net dissolution.
Reservoir water for all of these cultures was unmodiﬁed
Gulf of Eilat seawater (Table 1).
2.1.2. Experiment DE2: variable seawater Mg/Ca, constant
temperature
The eﬀect of varying Mg/Casw on Mg/Catest in O.
ammonoides was investigated by culturing foraminifera at
ﬁve diﬀerent Mg/Casw ratios in the range 2–7 mol mol
1
(present-day seawater has Mg/Casw = 5.2 mol mol
1). We
found that this species ceases to calcify in response to sud-
den changes in seawater chemistry and therefore had to be
gradually acclimatised in order to precipitate CaCO3 in sea-
water with Mg/Ca < 4. A rate of Mg/Casw decrease of
0.5 mol mol1 day1 ensured the survival and growth of
most foraminifera at 2 mol mol1. Attempts to culture
these foraminifera at both 1 and 1.5 mol mol1 were not
successful, resulting in growth cessation and the retraction
of pseudopods. Modiﬁed seawater was prepared by mixing
Gulf of Eilat seawater with artiﬁcial seawater prepared
without Mg following the recipe of Millero (1996), with
the exception of the seawater with Mg/Ca = 7 mol mol1
which was made by spiking natural seawater with 20 mM
MgCl2. Seawater [Ca] was invariant between all
experiments. Salinity was adjusted to 37& using a
combination of distilled water and NaCl. Alkalinity was
increased to that in the Gulf of Eilat at collection via
addition of NaHCO3. Individual reservoir characteristics
are summarised in Table 1.
2.2. Analytical chemistry
2.2.1. Laser ablation
Prior to LA-ICPMS analysis, organic material was
removed from the foraminifera by oxidisation in 10% NaOCl
for eight hours. Following this, the foraminifera were
ultrasonicated for two minutes, rinsed twice with deionised
water, ultrasonicated for one minute in deionised water,
rinsed and then left to dry in a class 100 laminar ﬂow air
hood overnight. All foraminifera were analysed using the
RESOlution M-50 prototype 193 nm ArF laser-ablation
system at Royal Holloway, coupled to an Agilent 7500ce
ICPMS (Mu¨ller et al., 2009). In order to analyse the mar-
ginal cord without sectioning (which risks destroying the
ﬁnal chambers), foraminifera were mounted vertically in
the ablation cell by pressing individual foraminifera into a
pressure-sensitive adhesive such that the marginal cord of
the ﬁnal chambers was perpendicular to and coincides pre-
cisely with the laser focal plane, facilitating analysis by slow
depth-proﬁling (drilling). Given the curved outer surface of
the foraminifera we analysed only the ﬁnal 3–5 chambers in
order to remain within the laser focal plane. Because 55Mn is
an isotope of interest, but suﬀers from 40Ar15N interference,
H2 was used instead of N2 as the additional diatomic gas,
added downstream of the ablation cell. Depth-proﬁling
analyses were carried out using a 44 lm spot and a repeti-
tion rate of 2 Hz at a ﬂuence of3 J cm1. Because it is nec-
essary to use a signal-smoothing device to avoid ‘beating’ at
low repetition rates (Mu¨ller et al., 2009), 99% signal washout
time was 3 s, giving an eﬀective spatial depth resolution of
0.5 lm. ICPMS setup and data reduction was performed
as previously described (Mu¨ller et al., 2009; Evans et al.,
2013) with the exception of the Ar carrier gas ﬂow rate,
increased to 600 ml min1 as H2 instead of N2 was used
as the additional diatomic gas. Isotopes analysed were 7Li,
11B, 24Mg, 25Mg, 27Al, 43Ca, 55Mn, 66Zn, 88Sr, 89Y, 137Ba,
138Ba, 146Nd and 238U. NIST612 was used as an external
(calibration) standard, with the exception of B and Ba which
Table 1
Summary of experimental temperature and seawater characteristics for all foraminifera cultures. ESW and ASW denote natural Gulf of Eilat
seawater and artiﬁcial seawater prepared with no Mg respectively. The increased alkalinity uncertainty for groups DE2-17(6) and 16(5) is the
result of the preparation of new reservoirs with higher alkalinity midway through the experiment.
Sample preﬁx Temp.
(C)
Mg/Casw
(mol mol1)
[Ca]
(mM)
Ratio
ESW:ASW
Salinity
(&)
pH Alkalinity
(mEq l1)
Experiment 1: variable temperature
(DE1-) 1–8; 24; 25 19–27 5.42 12.3 1:0 40.7 8.05 2.487–2.503
Experiment 2: variable Mg/Casw
DE2-17(6) 24 6.82 10.7 1:0 38.0 8.09 2.175 ± 0.143
DE2-16(5) 24 5.33 10.6 1:0 37.0 8.05 2.243 ± 0.086
DE2-20(7) 24 4.28 11.3 4:1 37.0 7.98 2.318 ± 0.018
DE2-21(8) 24 3.34 11.7 3:2 37.0 8.04 2.505 ± 0.021
DE2-22(9) 24 2.27 11.4 2:3 37.0 8.14 2.502 ± 0.022
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were calibrated to NIST610 andMg which was calibrated to
the MPI-DING komatiite glass GOR132 (Jochum et al.,
2006). With the exception of Mg/Ca, the calibration stan-
dard was chosen by assessing GOR128 and GOR132 accu-
racy using both NIST glasses. GOR132 was used to
calibrate Mg data as both NIST glasses exhibit Mg hetero-
geneity (both NIST glasses have Mg 2SD of 7% compared
to 0.9% for GOR132) which is large enough to enlarge
errors and bias data if too few NIST analyses are performed
to obtain a representative mean Mg intensity-concentration
relationship.
Accuracy was assessed by calibrating 36 analyses of the
MPI-DING glasses GOR132 and GOR128 to both
NIST610 and NIST612. In all cases accuracy for X/Ca
ratios discussed hereafter is better than 5%, with the excep-
tion of Li/Ca (12.4%) and Ba/Ca (7.4%). These values are
based on the standard combination that resulted in the
smallest accuracy (with the constraint that the calibration
standard must be the same as that used for the foraminif-
era), as larger oﬀsets were assumed to be the result of a
combination of error in the reported value of the NIST
or MPI glass, or heterogeneity in either the calibration stan-
dard or that treated as an unknown. A detailed assessment
of the data quality is given in the Supplementary material.
It was not possible to assess precision by repeat analysis of
the foraminifera, as they are heterogeneous on a scale smal-
ler than the diameter of the laser beam. Instead we report
2SD of the komatiite glasses GOR132 and GOR128. As
before, the smallest precision value based on all possible
NIST-MPI combinations was chosen as larger spreads
likely indicate standard heterogeneity. Precision for all
X/Ca ratios was better than 10% with the exception of
Al/Ca and Sr/Ca (<5%) and Ba/Ca (13.7%); see the Supple-
mentary material for a more comprehensive analysis.
Whilst these precision data give an indication of the error
that should be applied to an individual analysis, we do
not propagate precision into error bars where the mean of
a large number of analyses is under consideration.
2.2.2. Solution ICPMS
Seawater samples were analysed using an Agilent 7500cx
ICPMS at the NERC Isotope Geosciences Laboratory
(Keyworth, UK). Samples were acidiﬁed to 1% HNO3
and 0.5% HCl and analysed at 25 dilution with the excep-
tion of Mg and Ca which were analysed at 50 dilution.
Intensity/internal standard ratios were calibrated against
three trace element (1, 10, 100 ppb) and three major element
solutions. A pre-run calibration blank was used to deﬁne
the y-intercept of the calibration lines. All samples were
analysed twice, both with and without He (5.5 ml min1)
in the collision/reaction cell; each reported m/z was moni-
tored only in the most appropriate gas mode (see the Sup-
plementary material).
Accuracy and precision were assessed either by triplicate
analysis of the seawater standard NASS-4 and the riverine
water standard SLRS-2, or using the analyses of the experi-
ment seawater reservoirs in the case of Mg/Ca, Na/Ca and
Sr/Ca (where these ratios were not modiﬁed through exper-
imental design) as (1) these elements behave conservatively
in the ocean and (2) there is no signiﬁcant freshwater input
to the Gulf of Eilat, therefore we expect to ﬁnd ratios equiv-
alent to the bulk ocean. It was not possible to assess accuracy
for Li or B as no standards were analysed with certiﬁed val-
ues for these elements, in these cases errors are based only on
NASS-4 precision. Similarly, accuracy derived from fresh-
water standards (Na, Ba, U) should be applied to seawater
analyses with caution, although we nevertheless do so in
the absence of a certiﬁed seawater standard and note that
these data are likely to overestimate error because the
ICPMS was conﬁgured to optimise data for high-Na sam-
ples with a very diﬀerent matrix to riverine water. NASS-4
was diluted in the same way as the seawater samples,
SLRS-2 was not diluted prior to analysis. All seawater Al,
Mn, Zn, Y and REE data are below the LOD. Mg/Ca and
Sr/Ca accuracy (%) ± precision (RSD) derived from all anal-
yses of Gulf of Eilat seawater (reservoir and cumulative
water samples, n = 14) compared to the Mg/Ca value of
Lebel and Poisson (1976) and the mean Sr/Ca value of de
Villiers (1999) are 3.5 ± 1.5 and 2.5 ± 4.8% respectively.
Na/Ca, Ba/Ca and U/Ca accuracy ± precision are
3.6 ± 9.6, 10.2 ± 4.6 and 2.9 ± 6.5% respectively, based on
triplicate SLRS-2 analyses (see the Supplementary material).
The major and trace element concentrations of the
cumulative water samples are within error of the equivalent
reservoir. Given that the reservoir samples have less poten-
tial for contamination (cumulative samples were opened
every second day) we base our calculation of distribution
coeﬃcients on the reservoir seawater analyses.
2.3. Carbonate chemistry
Carbonate chemistry parameters not directly measured
(Xcalcite, [CO
2
3 ]) were calculated from alkalinity and pH
using the co2sys Matlab function (Lewis and Wallace,
2006) and the same set of constants as Raitzsch et al.
(2010). For the purpose of assessing the relationship
between carbonate chemistry and trace element distribution
coeﬃcients we use the mean diﬀerence between the cumula-
tive water samples (2 ml from the cultures was collected
every second day when the water in the ﬂasks was replen-
ished) and the reservoir. It was necessary to replace the
water every two days in this way as the foraminifera were
cultured in a closed system and were present in suﬃcient
number to modify the chemistry of seawater from which
they calciﬁed. For example, within the variable temperature
experiment the pH of the cumulative water samples was 0.08
lower on average than that of the reservoir water, translat-
ing to a carbonate ion concentration reduction of 40 lM.
3. RESULTS
Compositional data along with calculated physiological
and carbonate chemistry parameters are shown in Tables 2
and 3.
3.1. Calcification
3.1.1. Calcification rate
Cumulative average growth curves derived from alkalin-
ity measurements for each of the individual cultures are
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shown in Fig. 1. Cultures kept at 24 C grew consistently
faster than all others, with the exception of culture DE1-7
(27 C) which underwent an increase in growth rate after
it was moved on day 40 to an area with 10% lower mean
light intensity and a greater proportion of natural light. No
geochemical diﬀerences were observed between calcite pre-
cipitated prior to and after this time, including elements
such as Sr which are known to be growth rate dependent
in at least some planktic foraminifera (Kisaku¨rek et al.,
2008); see the Supplementary material. A probable explana-
tion is that individual specimen growth rate did not change,
but rather individuals that were not previously calcifying
began to form new chambers when moved to an area of
lower light intensity, given that calciﬁcation rates represent
an average of 50 individuals. A change in the number of
calcifying individuals rather than the overall calciﬁcation
rate can also explain why no increase in growth rate was
observed in the repeat culture at this temperature (Fig. 1).
There is no evidence that moving this culture resulted in
identiﬁable geochemical bias.
Light intensity for all cultures was virtually identical
(aside from the previously mentioned exceptions), therefore
this cannot explain the remainder of the inter-culture
growth rate variation. For cultures of equivalent lighting
conditions, those at 19 C (DE1-1 and -2) and 27 C
(DE1-7 and -8) grew at 50% of the rate of those at 24 C.
It is unsurprising that the cultures characterised by the
highest growth rates were those grown under conditions
most similar to that of the mean annual Gulf of Eilat tem-
perature at the foraminifera collection depth, although
some of the observed variation may be a result of acclima-
tisation to the new conditions. Therefore, it is possible that
culture growth rates do not translate in any meaningful way
to natural changes in response to long-term environmental
change. Duplicate cultures grown at the same temperature
exhibit large diﬀerences in calciﬁcation rate despite all other
conditions being equal. Repeat cultures show a diﬀerence in
cumulative calciﬁcation of up to 360%, although those at
24 C are within error of each other. Because each experi-
ment consisted of 50 foraminifera, these substantial diﬀer-
ences are unlikely to result from random variation in the
initial population and may suggest that these foraminifera
are capable of inﬂuencing overall group calciﬁcation rates.
All cultures in the variable seawater chemistry experiment,
including that with modern Mg/Casw, grew at a rate 50%
of those at the same temperature (24 C) in the Mg/Ca-tem-
perature experiment. Given the variation in growth rate
between repeat cultures in unmodiﬁed seawater, it is not
possible to assess whether this was because of the modiﬁed
seawater chemistry.
Fig. 1C shows the relationship between mean Xcalcite (the
average between the reservoir and cumulative water X for
each culture) and growth rate, normalised by multiplying
by the ratio of the number of foraminifera analysed to
the number of foraminifera that precipitated at least one
chamber during the culture period (see Table 2). Calcifying
foraminifera were identiﬁed as those that precipitated at
least one chamber with elevated Ba/Ca (see Section 3.1.2).
Normalised growth rate is positively correlated with mean
culture X for the variable temperature experiment, although
cultures that calciﬁed very slowly (DE1-4 and all DE2) do
not ﬁt this trend.
3.1.2. Identifying cultured calcite
Calcein labelling and modifying seawater [Ba] are both
eﬀective methods of identifying new chambers in cultured
foraminifera. Newly formed chambers in specimens from
cultures that were labelled with calcein (Table 1) are easily
identiﬁable (Fig. 2). The majority of foraminifera precipi-
tated at least one new chamber during the labelling period
Table 2
Reservoir and cumulative water sample carbonate chemistry and indicators of growth rate. Column n1 gives the number of foraminifera that
added at least one new chamber (the number of foraminifera analysed is shown in brackets) based on specimens with at least one analysis
characterised by elevated Ba/Ca. Column n2 gives the number of laser ablation depth-proﬁles positioned on calcite precipitated during the
experimental period (the total number of analyses are shown in brackets). Normalised growth rate = growth rate  (total foraminifera
analysed)/(foraminifera that precipitated at least one chamber in culture).
Reservoir Cumulative samples Growth rate
Culture Temp. X [CO23 ] alkalinity pH X [CO
2
3 ] n1 n2 mean normalised
(C) (lM) (lEq l1) (lM) (lg CaCO3 ind.
1 d1)
DE1-1 18.9 5.11 224 2443 7.99 4.31 189 7(8) 23(37) 2.9 3.3
DE1-2 18.9 5.11 224 2474 7.97 4.25 187 2(8) 8(42) 1.2 4.8
DE1-3 20.9 5.42 238 2432 7.98 4.45 195 8(8) 27(35) 3.5 3.5
DE1-4 20.9 5.42 238 2482 8.01 4.88 214 3(4) 8(19) 0.8 1.0
DE1-24 22.5 5.67 249 2460 7.96 4.58 201 5(8) 14(37) 2.3 3.8
DE1-5 24.0 5.93 260 2411 7.97 4.77 209 8(8) 30(37) 4.8 4.8
DE1-6 24.0 5.93 260 2404 7.94 4.47 196 4(4) 14(16) 5.0 5.0
DE1-25 25.6 6.20 272 2436 7.98 5.16 226 9(14) 25(73) 3.4 5.3
DE1-7 27.0 6.48 284 2404 7.98 5.39 236 5(7) 23(36) 5.1 7.2
DE1-8 27.0 6.48 284 2443 8.02 5.74 251 6(8) 26(51) 2.9 3.8
DE2-17(6) 24.0 5.31 227 2067 7.84 3.10 132 4(7) 9(30) 1.5 2.7
DE2-16(5) 24.0 5.09 215 2317 7.67 2.49 105 7(8) 27(36) 2.3 2.6
DE2-20(7) 24.0 4.65 197 2517 7.56 2.14 91 7(8) 27(35) 2.3 2.6
DE2-21(8) 24.0 5.61 237 2451 7.71 2.86 121 7(8) 26(32) 2.1 2.3
DE2-22(9) 24.0 6.66 282 2456 7.67 2.64 112 6(8) 20(34) 1.5 1.9
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from calcein-spiked vacuolised seawater (Fig. 2A, C and D),
producing highly ﬂuorescent calcite. Preceding chambers
are weekly ﬂuorescent because these foraminifera add a
layer of calcite to their entire outer surface when a new
chamber is formed (e.g. Erez, 2003), enabling newly formed
calcite to be identiﬁed in foraminifera which did not calcify
during the labelling period because new chambers are
non-ﬂuorescent (Fig. 2B).
Examples of laser-ablation proﬁles of calcifying and
non-calcifying specimens are shown in Fig. 3C and D,
respectively. These analyses demonstrate that O. ammono-
ides adds a new layer of calcite to the existing marginal cord
during chamber formation, as some depth proﬁles show a
decrease in both Mg/Ca and Ba/Ca representing the transi-
tion from calcite precipitated in culture to pre-existing cal-
cite. The Ba/Ca–Mg/Ca pattern of the specimen shown in
Fig. 3C is a result of the lower temperature of the Gulf of
Eilat in which these foraminifera originally calciﬁed (lower
test Mg/Ca) compared to the culture temperature (27 C),
unambiguously identiﬁable using Ba/Ca. The specimen
shown in Fig. 3D is characterised by lower Mg/Ca and
Ba/Ca because it precipitated the analysed calcite prior to
collection at 22 C, and in seawater that was not spiked
with BaCl2. Based on such proﬁles, all laser-ablation
Table 3
Seawater and foraminifera trace element data measured by solution and laser-ablation ICPMS respectively. Seawater analyses shown are of
the reservoir water samples. Laser ablation data represent the mean of all analyses of newly precipitated calcite. Errors are precision (±2SD)
for seawater analyses as the number of analyses was relatively small (n = <10), and ±2SE for laser-ablation data where n was typically greater
than 30 (see Table 2).
Culture value error
Seawater Li/Ca Na/Ca Mg/Ca Sr/Ca Ba/Ca Li/Ca Na/Ca Mg/Ca Sr/Ca Ba/Ca
mmol
mol1
mol
mol1
mol
mol1
mmol
mol1
lmol
mol1
mmol
mol-1
mol
mol1
mol
mol1
mmol
mol1
lmol
mol1
(1) Gulf of Eilat at the time of collection
1.80 41.1 5.23 7.89 6.01 0.07 3.9 0.08 0.38 0.28
(2) Experiment reservoirs
DE1-x 2.10 45.3 5.23 8.59 17.59 0.09 4.3 0.08 0.42 0.81
DE2-17(6) 2.01 42.6 6.82 8.66 18.98 0.08 4.1 0.10 0.42 0.87
DE2-16(5) 1.93 41.6 5.33 8.42 18.65 0.08 4.0 0.08 0.41 0.86
DE2-20(7) 1.60 42.3 4.28 9.27 19.13 0.07 4.0 0.06 0.45 0.88
DE2-21(8) 1.28 42.7 3.34 9.95 16.18 0.05 4.1 0.05 0.48 0.74
DE2-22(9) 0.79 47.1 2.27 10.87 15.63 0.03 4.5 0.03 0.53 0.72
Foraminifera Li/Ca Na/Ca Mg/Ca Sr/Ca Ba/Ca Li/Ca Na/Ca Mg/Ca Sr/Ca Ba/Ca
lmol mmol mmol mmol lmol lmol mmol mmol mmol lmol
mol1 mol1 mol1 mol1 mol1 mol-1 mol1 mol1 mol1 mol1
(1) Non-calcifying individuals
55.7 25.1 137.3 2.61 4.6 1.1 0.5 1.0 0.03 0.2
(2) Individual cultures
DE1-1 58.2 23.0 129.9 2.65 13.0 2.4 0.4 1.6 0.04 0.7
DE1-2 61.8 23.3 131.2 2.63 12.2 2.4 0.4 1.6 0.04 0.7
DE1-3 58.0 23.2 135.5 2.60 12.9 1.8 0.7 2.0 0.05 0.6
DE1-4 60.1 23.2 131.4 2.56 11.5 2.6 0.3 1.7 0.04 0.6
DE1-24 61.4 25.0 140.0 2.60 12.3 1.4 0.9 2.4 0.07 0.5
DE1-5 55.1 24.9 143.4 2.58 11.8 2.2 0.9 1.7 0.05 0.6
DE1-6 54.1 26.2 144.2 2.54 11.2 3.6 1.3 2.0 0.04 0.4
DE1-25 55.6 26.3 149.1 2.58 11.4 4.6 1.8 2.2 0.04 0.3
DE1-7 53.0 25.4 151.0 2.53 11.4 2.3 0.7 1.0 0.02 0.4
DE1-8 57.5 25.0 152.5 2.63 11.8 1.5 0.8 2.5 0.04 0.5
DE2-17(6) 53.3 24.2 162.0 2.71 12.0 2.9 0.6 5.7 0.05 1.7
DE2-16(5) 49.9 24.1 141.4 2.56 12.4 2.6 1.0 2.0 0.03 0.4
DE2-20(7) 36.0 22.7 122.2 2.65 13.5 1.6 1.0 2.2 0.05 0.6
DE2-21(8) 30.7 22.1 106.7 2.72 10.2 2.7 0.7 4.0 0.04 0.4
DE2-22(9) 17.2 20.6 72.3 2.66 8.3 1.6 0.7 2.0 0.06 0.4
(3) Pooled duplicates
19.0 C 59.1 23.1 130.2 2.65 12.8 2.0 0.3 0.7 0.03 0.5
21.0 C 58.5 24.1 134.6 2.59 12.6 1.6 1.5 1.7 0.04 0.6
22.5 C 61.4 25.0 140.0 2.60 12.3 1.4 0.9 2.4 0.07 0.5
24.0 C 54.8 25.5 143.6 2.56 11.6 1.9 0.8 1.3 0.03 0.4
25.5 C 55.6 26.3 145.3 2.58 11.4 4.6 1.8 2.2 0.04 0.3
27.0 C 55.4 25.2 151.8 2.58 11.6 1.5 0.6 1.4 0.03 0.3
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ICPMS data were categorised into representing new or
existing calcite by setting a test Ba/Ca cut-oﬀ point at
9 lmol mol-1 below which it was judged that the analysed
material was entirely or partially composed of calcite pre-
cipitated prior to culture. Furthermore, analyses character-
ised by Mg/Ca and Ba/Ca 2RSD >20% were also excluded
on the basis that these were likely to partly consist of calcite
grown at a temperature other than that of the culture
(chamber f-4, Fig. 3C Mg/Ca RSD = 21.4% compared to
13.8% for the ﬁnal chamber which also has consistently
high Ba/Ca). These data therefore enable the non-qualita-
tive exclusion of analyses which represent a mix of calcite
precipitated before and after the start of the experiment.
All analyses from the two extremes of the variable tem-
perature experiment are shown in Fig. 3E and F in order to
further demonstrate the eﬀectiveness of this technique.
Each data point in these plots does not necessarily represent
a single chamber, as it is possible to ﬁt more than one abla-
tion spot on the marginal cord within a single chamber
(Fig. 3B). Analyses characterised by relatively low Ba/Ca
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Fig. 1. Cumulative growth rates for each culture within (A) the variable temperature, constant seawater chemistry experiment (DE1) and (B)
the variable seawater chemistry, constant temperature experiment (DE2). (C) The relationship between growth rate and mean calcite
saturation state. With the exception of culture DE1-4 (highlighted), normalised growth rate is broadly positively correlated with Xcalcite (see
text for details).
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Fig. 2. Fluorescent confocal microscope images of calcein labelled O. ammonoides. Chambers that were grown during the calcein labelling
period (48 h) are highlighted with arrows, marking the point from which calcite was ﬁrst grown under controlled culture conditions (see text
for details). Note that the specimen shown in B did not form any chambers during the labelling period but formed three chambers
subsequently, brackets show chambers precipitated during the experimental period. In addition, all four specimens added secondary laminae
to the existing chambers, which is the reason that the majority of the foraminifera are weakly ﬂuorescent.
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ratios (4–6 lmol mol1) have Mg/Ca ratios within the
range of control specimens that were collected at the same
time as cultured individuals but immediately washed and
dried (Evans et al., 2013), implying that this calcite was
formed prior to the start of the experiment. These data
points are distinct in Mg–Ba space (i.e. there is no contin-
uum) from those with high Ba/Ca ratios and Mg/Ca oﬀset
from that of non-cultured specimens. Within this subset,
analyses derived from individuals cultured at 19 C have
lower Mg/Ca than the control group, whereas the opposite
is the case for those cultured at 27 C. This is consistent
with the estimated growth temperature of these foraminif-
era prior to collection (early May), which remains at
22 ± 1 C from November to April. Therefore calcite pre-
cipitated prior to culture (with low Ba/Ca) should have an
intermediate Mg/Ca ratio between the two extremes of the
temperature experiment, as observed.
3.2. Trace element chemistry
3.2.1. Mg/Ca-temperature calibration
The results of our temperature calibration experiment
deﬁne a Mg/Ca sensitivity within error of the gradient given
by a comparative ﬁeld calibration of the same species
(Evans et al., 2013), see Fig. 4. Linear and exponential
regressions describe the data equally well. We present both
here to facilitate comparison to previous work and because
the reconstruction of relative temperature shifts in fossil
samples is more complex with linear Mg/Ca-temperature
regressions (see Evans et al., 2013 and Supplementary
material). Based on the culture data presented here,
the relationship between Mg/Ca and temperature for
O. ammonoides is:
lnðMg=CaÞ ¼ 0:0183 0:0025 T þ 4:52 0:06 ð1Þ
Or in linear form:
Mg=Ca ¼ 2:57 0:37 T þ 81:3 8:6 ð2Þ
Combining these laboratory culture data with the O.
ammonoides ﬁeld samples of Evans et al. (2013) results in
the following exponential and linear relationships:
lnðMg=CaÞ ¼ 0:0169 0:0016 T þ 4:55 0:04 ð3Þ
Mg=Ca ¼ 2:42 0:24 T þ 84:2 6:1 ð4Þ
All regression errors are ±2SD. Mg/Ca error bars in Fig. 4
are ±2SE of the mean of all analyses for a given culture,
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Fig. 3. (A) Live O. ammonoides under cross-polarised light. Arrows show orientation of laser-ablation depth proﬁles. (B) Post-analysis view of
a specimen mounted sub-vertically in the ablation chamber. Laser craters are 44 lm in diameter. (C–F) Using a seawater Ba-spike (0.15 lM)
in order to identify material precipitated during the culture period. (C) Two analyses of an individual specimen cultured at 27 C that
precipitated new chambers during the culture period (elevated test Ba/Ca) and (D) a specimen that stopped calcifying when placed in culture.
Ba/Ca ratios are shown as a function of colour. 11-point Mg/Ca running means are plotted. Time was converted to depth assuming that each
laser pulse removes 80 nm of calcite. (E and F) All analyses for the 19 C and the 27 C Mg/Ca-temperature calibration experiments
respectively, demonstrating the eﬀectiveness of this technique at discriminating newly formed and pre-existing calcite. Mg/Ca is relatively
lower and higher in experiments conducted at 19 and 27 C respectively, compared to pre-culture calcite, as expected given that these
foraminifera were taken from seawater with a winter-spring average temperature of 22 C. (For interpretation of the references to colour in
this ﬁgure legend, the reader is referred to the web version of this article.)
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eﬀectively comparable to calibrations based on analyses of
multiple dissolved foraminifera analysed by solution
ICP-MS/AES. Mg/Ca data from duplicate cultures were
pooled as no signiﬁcant oﬀset was observed (Table 3).
For comparison, data from the small, shallow-dwelling,
hyaline benthic foraminifera Planoglabratella opercularis
(Toyofuku et al., 2000) are also shown in Fig. 4. This
species has a slope and intercept (2.23, 89.6) within error
of our O. ammonoides calibration, although the species
are not closely related.
The Gulf of Eilat seawater used for the culture calibra-
tion has a salinity of 40.65&, up to 8& higher than the
sample sites of Evans et al. (2013) which were predomi-
nantly within SE Asia and characterised by salinities of
33–36&, yet the individual calibrations in Fig. 4 deﬁne
Mg/Ca-temperature relationships that are virtually identi-
cal. Data from two other species within the Nummulitidae
family, O. complanata (Evans et al., 2013) and H. depressa
(Raitzsch et al., 2010), the latter cultured at a salinity of
36&, fall on the same line. Therefore, there is no evidence
that this large salinity diﬀerence between sample
sites/cultures has any control on O. ammonoides Mg/Ca;
the oﬀset between foraminifera living at the same tempera-
ture but diﬀerent salinity is always smaller than the error in
the laser-ablation measurements.
3.2.2. Test-seawater Mg/Ca relationship
The relationship between Mg=Catest;DMg ([Mg/Catest]/
[Mg/Casw]) and Mg/Casw is shown in Fig. 5. DMg varies
linearly with Mg/Casw:
160
150
140
130
120
110
M
g
/C
a
 (
m
m
o
l/
m
o
l)
3025201510
temperature (°C)
O. ammonoides field
y = 2.58x + 79.3
R
2
 = 0.97
Culture
O. ammonoides [this study]
H. depressa [Raitzsch et al., 2010]
P. opercularis [Toyofuku et al., 2000]
Field
O. ammonoides [Evans et al., 2013] 
O. complanata [Evans et al., 2013]
O. ammonoides culture
y = 2.57x + 81.3
R
2
 = 0.98
Combined
O. ammonoides
y = 2.42x + 84.2
R
2
 = 0.97
Fig. 4. The relationship between Mg/Catest and temperature in laboratory cultured O. ammonoides in the context of a comparative ﬁeld-based
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Fig. 5. The relationship between (A) test Mg/Ca and (B) the Mg/Ca distribution coeﬃcient with seawater Mg/Ca. The linear relationship
between DMg and Mg/Casw implies a 2nd order polynomial relationship between Mg/Casw–Mg/Catest, passing through the origin. Power-law
regressions are shown for comparison. Error bars are ±2SE. (C) A coupled Mg/Catest–Mg/Casw-temperature calibration showing the surface
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(z-axis height). Regressions derived from O. ammonoides data only.
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DMg ¼ 0:00190 0:00034Mg=Casw þ 0:0366
0:0016 ð5Þ
Manipulating this calibration by multiplying through by
Mg/Casw results in a 2
nd order polynomial relationship
between Mg/Casw and Mg/Catest which passes through
the origin, because [DMg = aMg/Casw + b]  Mg/Casw
is equivalent to Mg/Catest = aðMg=CaswÞ
2
+ bMg/Casw.
Therefore, at 24 C:
Mg=Catest ¼ 1:98 0:39 ðMg=CaswÞ
2 þ 37:02
 2:16Mg=Casw ð6Þ
Where Mg/Catest is expressed in mmol mol
1.
Previous studies that have examined the shape of the rela-
tionship between ﬂuid and calcite Mg/Ca in both foraminif-
eral and inorganic calcite have argued that this relationship
is best described by a power regression (Ries, 2004; De
Choudens-Sa´nchez and Gonza´lez, 2009; Hasiuk and
Lohmann, 2010; Evans and Mu¨ller, 2012). The linear rela-
tionship between DMg and Mg/Casw reported here, which
implies a polynomial relationship between Mg/Casw–Mg/
Catest, is comparable to that derived from inorganic precip-
itation experiments (Mucci and Morse, 1983) when only
data over an equivalent range ofMg/Casw values are consid-
ered. Whilst all inorganic data (includingMg/Casw ratios >8
and <1) are best described by a power relationship between
DMg and Mg/Casw (De Choudens-Sa´nchez and Gonza´lez,
2009; Mucci and Morse, 1983), there is no evidence that
Cenozoic seawater was characterised at any point by such
ratios and we therefore limit our discussion to calcite precip-
itated from seawater with Mg/Ca between 1 and
8 mol mol1, for which a linear DMg–Mg/Casw regression
(and therefore a polynomialMg/Casw–Mg/Catest regression)
best describes our data. The regressions deﬁned in Eqs. 5 and
6 should not be extrapolated above Mg/Casw = 8
mol mol1, as the vertex of the quadratic Mg/Casw–Mg/
Catest regression is approached.
To facilitate comparison to previous studies (e.g. Hasiuk
and Lohmann, 2010) we also give the equivalent power
regressions (these are shown in relation to previous foram-
inifera calibrations in the Supplementary material):
Mg=Catest ¼ 41:4Mg=Ca
0:72
sw ð7Þ
DMg ¼ 0:041Mg=Ca
0:28
sw ð8Þ
Which have R2 values of 0.99 and 0.92, the later of which is
substantially lower than that for a linear DMg-Mg/Casw
regression (0.99, Fig. 5).
3.2.3. Controls on other proxy trace element incorporation in
nummulitid calcite
Both calcite and seawater were also analysed for Li, Na,
Sr and Ba, as these are either established or emerging proxy
systems in other species and important for biomineralisa-
tion models. The cultures grown at diﬀerent temperatures
enable this potential control on other trace element distri-
bution coeﬃcients to be investigated, whilst the artiﬁcial-
natural seawater mixes of the variable Mg/Casw
experiments are characterised by variable seawater
Li–Na–Sr–Ba/Ca ratios. Speciﬁcally, the artiﬁcial seawater
has 3 lower Li/Ca and 15% higher Sr/Ca than Gulf of
Eilat seawater. The relationships described in this section
should be viewed with caution given that some variables,
namely growth rate and foraminifera-mediated saturation
state changes, were beyond our control and may simulta-
neously aﬀect proxy incorporation. This complication is
not unique to our dataset, although our monitoring of
growth rate and carbonate chemistry do enable preliminary
interpretations to be drawn.
Test Li/Ca shows a weak negative correlation with tem-
perature (R2 = 0.48, Fig. 6A) with a gradient similar to
Cibicidoides pachyderma corrected for saturation state
(Lear et al. 2010; Bryan and Marchitto 2008). There is a
strong positive relationship between seawater and test Li/
Ca (R2 = 0.98) with a slope 30 times steeper than both
the Li/Ca-temperature relationship observed here and the
Li/Ca–DCO23 relationship observed by Bryan and
Marchitto (2008). Saturation state and Li/Ca are weakly
negatively correlated in the variable seawater chemistry
experiment (R2 = 0.22) whereas the weak negative relation-
ship between Li/Ca and X in the variable temperature
experiment (Fig. 6C) is not signiﬁcant because it is an arte-
fact of the Li/Ca-temperature relationship, given that tem-
perature exerts a control on X. Growth rate is strongly
correlated with Li/Ca and X in experiment DE2 which is
not supported by data from experiment DE1, this is likely
to be an artefact of lower growth rates in the cultures with
seawater chemistry most diﬀerent from natural.
Na/Ca is weakly positively correlated with culture tem-
perature (R2 = 0.72) and uncorrelated with seawater Na/
Ca in these experiments (Fig. 6E). The curved relationship
with Na=Camax at 25 C is similar in appearance to the
shape of the temperature-growth rate curve for these cultures
suggesting that growth rate may be the principal reason for
Na=Catest variation in our experiments. If the culture with
the lowest growth rate is considered to be an outlier then
growth rate and Na/Ca are moderately well correlated
(R2 = 0.63, Fig. 6H), based on the combination of both
experiments. Moreover, the data from the variable seawater
chemistry experiment show a very strong correlation with
growth rate, despite constant temperature and broadly
equivalent Na=Casw. The salient point is that there are signif-
icant controls on Na/Ca incorporation in O. ammonoides
other than salinity, which varies by only 1& between the cul-
tures in experiment DE2 and yet these are characterised by a
4 mmol mol1 (±10%) shift in Na/Ca. An extended discus-
sion of our O. ammonoides Na/Ca data in the context of
other foraminifera is given in Section 4.3 and the Supplemen-
tary material, with particular regard to our analytical and
cleaning protocols. We demonstrate that the Na/Ca ratios
of O. ammonoides, 2 higher than some other foraminif-
era, are not artefacts of the sample preparation process.
There is no evidence for a relationship between Sr=Catest
and temperature, Sr=Casw (Fig. 6N) or growth rate based
on our experiments in this foraminifera. See below and Sec-
tion 4.3 for an explanation of the lack of a test-seawater Sr/
Ca relationship. Similarly, there is no statistically signiﬁ-
cant correlation between X and Sr=Catest (Fig. 6O).
Ba/Ca is negatively correlated with temperature
(R2 = 0.87, Fig. 6Q), characterised by a shift of
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0.18 lmol mol1 C1. Similarly to the Na/Ca data, the
cultures at 27 C are oﬀset from the trend deﬁned by the
rest of the experiments, although to a lesser extent. Our
Ba=Catest-Ba=Casw data conﬁrm the linear relationship
observed in planktic foraminifera (Ho¨nisch et al., 2011)
although the gradient for this species is more than four
times steeper than that of Orbulina universa. The culture
data presented here, along with Ba/Ca measurements of
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non-cultured O. ammonoides from both the Gulf of Eilat
and several samples from southeast Asia (Evans et al.,
2013), deﬁne the following test-seawater Ba/Ca relationship
(R2 = 0.95):
Ba=Catest ¼ 0:62 0:003 Ba=Casw ð9Þ
The Ba/Ca data from the variable seawater chemistry
experiment alone deﬁne a steeper slope (m = 1.16) com-
pared to Eq. 9. Furthermore, the cultures with the highest
and lowest Ba=Casw are oﬀset from the line deﬁned by
Eq. 9 to an extent greater than that which may be reason-
ably expected based on the combined analytical errors for
the seawater and calcite data. This implies that, in these
foraminifera, Ba/Ca has a secondary control other than
temperature, and/or that the test-seawater relationship is
more appropriately described by an exponential relation-
ship (R2 = 0.97 based on all of the data shown in
Fig. 6R). The data derived from experiment DE2 are very
strongly correlated with X (Fig. 6S) although this is an arte-
fact of the Ba=Casw correlation with mean culture X. There
is unlikely to be a causal relationship between these param-
eters, although it may not be coincidental that the extent to
which the foraminifera modiﬁed the saturation state of the
seawater is well correlated with the proportion of Eilat sea-
water in these artiﬁcial:natural seawater mixtures. The cor-
relation between Ba=Catest and growth rate for experiment
DE2 is likely an artefact for similar reasons, the variable
temperature experiment does not support this relationship.
As well as the multiple dependent variables that compli-
cate the interpretation of the X=Catest-growth rate-X rela-
tionships (Fig. 6), these data should also be viewed with
the caveat that trace element distribution coeﬃcients may
inﬂuence each other. For example Sr/Ca incorporation in
inorganic calcite is dependent to some extent on calcite
Mg/Ca (Mucci and Morse, 1983). Fig. 6 implies that there
is no signiﬁcant temperature, growth rate or saturation
state control on Sr-incorporation in O. ammonoides. In par-
ticular, the lack of correlation between seawater-test Sr/Ca
is superﬁcially surprising given that previous work on H.
depressa have shown that these parameters are highly
dependant. Following Mucci and Morse (1983), Fig. 7A
shows the relationship between test Mg/Ca and DSr. The
O. ammonoides DSr–Mg/Catest relationship is within error
of that for inorganic calcite (see Fig. 7A for regression coef-
ﬁcients), demonstrating that Mg/Catest is the dominant con-
trol on DSr in our experiments. This is because the Mg/
Catest ratio is far more variable between cultures than
Sr=Casw, which is why we observe no test-seawater Sr/Ca
relationship. The data of Raitzsch et al. (2010) for H.
depressa also broadly conform to both those presented here
and to inorganic calcite, although the Mg/Catest-DSr slope
is far steeper for H. depressa alone (m = 5.13 cf. 0.91 for
inorganic calcite). A similar plot of DNa–Mg=Cacalcite
(Fig. 7B) shows that for a wide range of foraminiferal
and inorganic calcites (Ishikawa and Ichikuni, 1984;
Okumura and Kitano, 1986; Wit et al., 2013, this study
and our unpublished laser-ablation data for Amphistegina
lobifera), Na-incorporation is also controlled by the Mg/
Ca ratio, with a gradient of 2.94  106 per 1 mmol mol1
increase in Mg/Ca.
4. DISCUSSION
4.1. Mg/Ca-derived palaeoreconstruction
Accurate pre-Pleistocene Mg/Ca palaeothermometry
requires a good understanding of the relationship between
Mg=Casw;Mg=Catest and temperature, as well as an inde-
pendent estimate of seawater Mg/Ca for the time interval
of interest (Evans and Mu¨ller, 2012). Given that the major-
ity of proxy and model data show that seawater was char-
acterised by lower Mg/Ca throughout almost all of the
Cenozoic compared to the present day (e.g. Stanley and
Hardie, 1998; Coggon et al., 2010), Mg/Ca data from fossil
material older than a few million years may at best only be
used to reconstruct relative changes in temperature.
Although previous calibrations between seawater and test
Mg/Ca have been carried out at lower than present-day
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Mg/Casw values for Globigerinoides sacculifer (Delaney
et al., 1985) and two species of Amphistegina (Segev and
Erez, 2006), these currently have limited applicability
because Delaney et al. (1985) simultaneously varied several
experimental parameters and there is no published Mg/Ca-
temperature calibration for Amphistegina. Here, we show
how our data may be used to accurately reconstruct abso-
lute temperature derived from Mg/Ca measurements of
pre-Pleistocene foraminifera, when seawater Mg/Ca cannot
be assumed to be the same as present day.
The consistency of the Mg/Ca-temperature relationship
between the ﬁeld and laboratory, at diﬀerent salinities, in
seawater with diﬀerent trace element chemistry, and
between species in this family (Fig. 4) strongly suggests that
secondary controls do not exert an inﬂuence on Mg/Catest
greater than the magnitude of analytical error. Therefore,
Eqs. (3)–(6) can be applied to fossil nummulitids with con-
ﬁdence, based on the combined data from ﬁeld and labora-
tory cultured foraminifera. The data of Toyofuku et al.
(2000) show that for a diﬀerent shallow benthic foraminif-
era with a similar Mg/Ca-temperature sensitivity and Mg/
Ca ratios to O. ammonoides (Fig. 4) salinity also does not
signiﬁcantly aﬀect Mg incorporation, further demonstrat-
ing the robustness of Mg/Ca palaeothermometry based
on these high-Mg foraminifera in the fossil record.
Following Evans and Mu¨ller (2012), coupling Eqs. 4 and
6 deﬁnes a surface in temperature-Mg/Catest–Mg/Casw
space that, given a fossil Mg/Ca measurement, can be used
to reconstruct either temperature or Mg/Casw if the other
parameter is constrained independently (Fig. 5C):
Mg=Catest ¼
1:98 ðMg=Cat¼tsw Þ
2
þ 37:0Mg=Cat¼tsw
1:98 ðMg=Cat¼0sw Þ
2
þ 37:0Mg=Cat¼0sw
 94:8exp0:0168T
ð10Þ
Where t=0 is the present and t=t is some point in the past.
Coupling the calibrations in this way assumes that solution
Mg/Ca does not alter the exponential constant of the Mg/
Ca-temperature calibration. Whilst the mathematical form
of this relationship diﬀers slightly from the methodology
described in Evans and Mu¨ller (2012) in that it is based
on a polynomial rather than a power relationship between
Mg/Casw and Mg/Catest, using such a relationship does
not alter the conclusions of Evans and Mu¨ller (2012)
because both types of regression produce a convex-up curve
that predicts a higher Mg/Catest at a given Mg/Casw com-
pared to the widely held assumption that there is a linear
relationship between these two parameters. Therefore, the
data we report here support the conclusions of Evans and
Mu¨ller (2012), and it may be the case that planktic foram-
inifera and other marine organisms do mediate the calciﬁca-
tion process such that a power relationship between
test-seawater Mg/Ca most appropriately describes the data.
We also stress that the calibrations presented here are
consistent with those previously established for inorganic
calcite, which indicate that over a very wide range of
Mg/Casw values (0.25–10 mol mol
1) a power relationship
best describes the change in DMg with Mg/Casw (De
Choudens-Sa´nchez and Gonza´lez, 2009). However, we ﬁt
a linear regression between these parameters as this most
parsimoniously describes our data as well as the subset of
inorganic calcite data over the range Mg/Casw =
1–8 mol mol1.
Eq. 10 deﬁnes a surface in Mg/Casw–Mg/Catest-temper-
ature space (Fig. 5C). Given that it appears that secondary
controls on Mg/Ca are within analytical error for this
group of foraminifera, the point of intersection of this sur-
face with any two of the three planes deﬁned by a fossil Mg/
Ca measurement and a palaeotemperature or Mg/Casw
reconstruction deﬁnes the position of the third. It is not
possible to produce an absolute paleotemperature or Mg/
Casw reconstruction if the shape of this surface is not cali-
brated in these three dimensions. Applying this coupled cal-
ibration to the Eocene (Bartonian) fossil data reported in
Evans et al. (2013) yields a reconstructed Mg/Casw of
2.38 ± 0.23 mol mol1.
Whilst we provide the basis for the ﬁrst accurate deep-
time Mg/Ca-derived palaeotemperatures, considerable fur-
ther work is required before this palaeothermometer can
be accurately applied to samples older than 1–2 Ma.
Aside from complications resulting from secondary con-
trols on Mg incorporation into foraminiferal calcite (with
the exception of the nummulitids), three signiﬁcant
advances are required before this proxy can be widely
applied with conﬁdence: (1) the validity of assuming the
constancy of the exponential component of a Mg/Ca-tem-
perature calibration must be tested (see the Supplementary
material for further discussion), (2) an accurate, Ma-resolu-
tion Cenozoic Mg/Casw record is required and (3) coupled
calibrations such as the one presented here are needed for
planktic foraminifera widely utilised in ocean sediment
cores.
4.2. Implications for biomineralisation
These foraminifera are characterised by test Mg/Ca
ratios 10–100 times higher than planktic or deep-benthic
foraminifera which typically have Mg/Ca <10 mmol mol-1
(e.g. Nu¨rnberg et al., 1996; Lear et al., 2002). Furthermore,
the gradient of the relationship between Mg/Ca and tem-
perature for O. ammonoides (Eqs. (1)–(4); 1.7% C1) is
much shallower than that for almost all other foraminifera
species for which this relationship has been calibrated;
planktic foraminifera are typically characterised by Mg/
Ca-temperature calibration slopes which increase by more
than 7% C1 (e.g. Kisaku¨rek et al., 2008). Several features
of our laboratory culture data suggest that the biomineral-
isation mechanism of O. ammonoides resembles inorganic
precipitation from seawater with unmodiﬁed elemental
chemistry. The gradient of the DMg–Mg/Casw calibration
is within error of the respective slope for inorganic calcite
precipitation (Mucci and Morse, 1983), and the relationship
between DMg and temperature is much closer to that of
inorganic calcite than to any other foraminifera (Oomori
et al., 1987), see Fig. 8. This may suggest that, with the
exception of the carbonate chemistry, these foraminifera
do not signiﬁcantly biologically mediate the major and
trace element chemistry of the solution in the calcifying
space from that of seawater.
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Given that foraminifera are known to elevate the pH of
the internal seawater vacuoles that arrive to the site of cal-
ciﬁcation (Bentov et al., 2009), the DMg oﬀset we observe
between O. ammonoides and inorganic calcite for a given
Mg/Casw and temperature may be entirely explained by
the biologically-mediated pH elevation during calcite pre-
cipitation (Fig. 8). This is because there is good evidence
that pH exerts a control on the DMg of inorganic calcite
(Burton and Walter, 1991) which likely accounts for the oﬀ-
set of our calibration to higher Mg/Catest ratios at a given
seawater Mg/Ca ratio; these authors observed DMg
0.006 higher at pH 8.9 compared to precipitates at normal
seawater pH. If this hypothesis is correct, it provides fur-
ther evidence that the calciﬁcation mechanism in
O. ammonoides is not fundamentally diﬀerent from inorganic
precipitation from high-pH seawater. The y-intercept oﬀset
between our calibration and that for inorganic calcite pro-
vides a rudimentary way of calculating the pH of the calci-
ﬁcation site, assuming that this relationship is indeed the
case for this foraminifer, given that Burton and Walter
(1991) demonstrate that DMg dependence on pH is linear,
and that there is no signiﬁcant temperature eﬀect on the
slope of this relationship. Inorganic calcite DMg-pH gradi-
ents vary inconsistently between 6.2 and 7.7  103 over
the range 25–45 C but are all within error of each other.
Applying these slopes to the O. ammonoides-inorganic oﬀset
between DMg and Mg/Casw or temperature shown in Fig. 8
would imply pH at the calciﬁcation site elevated 1.1–1.4
units above normal seawater, which is in broad agreement
with Bentov et al. (2009) and de Nooijer et al. (2009).
The similarity between the Mg/Ca-temperature and sea-
water-test Mg/Ca relationships in this family and inorganic
calcite may suggest a diﬀerent biomineralisation mechanism
to other foraminifera (with the exception of P. opercularis
which has a similar or identical Mg/Ca-temperature slope
to O. ammonoides (Toyofuku et al., 2000; Fig. 4), or at least
a greatly reduced or absent role of calcite Mg/Ca manipu-
lation by mitochondrial sequestration or binding with
enzymes such as ATP, as suggested for other foraminifera
(Bentov and Erez, 2006). It therefore seems possible that
these foraminifera calcify by forcing inorganic precipitation
from vacuolised seawater with an elevated pH but unmod-
iﬁed Mg–Sr/Ca. In order to precipitate 7 lg CaCO3 day
1
(the maximum observed growth rate) these foraminifera
would need to cycle 14 their own volume in seawater
which seems possible given the size and abundance of large
vesicles observed in other large benthic species (e.g. Bentov
et al., 2009). Elevating the pH of internal seawater vacuoles
is consistent with a carbon concentrating mechanism such
as that demonstrated by ter Kuile and Erez (1987) and ter
Kuile et al. (1989) using the mechanism suggested by
Bentov et al. (2009), whereby the foraminifer elevates the
pH of the vacuole enabling diﬀusion of respiratory CO2
from the surrounding cytoplasm and acidic seawater vesi-
cles, which is necessary because modern seawater has
[Ca2+] = 10.2 mM but [CO23 ] = 200 lM. In contrast, it
is diﬃcult to explain the high Mg/Ca ratio of the calcite
produced by these foraminifera through modiﬁcation of
the concentration of the alkali earth metals in the seawater
vacuoles as it would imply that Mg is being added rather
than removed. Inorganic precipitation experiments investi-
gating trace element distribution coeﬃcients other than
DMg conducted at elevated pH would test the validity of
this model, as would Mg isotope measurements (Pogge
von Strandmann, 2008).
The higher Na/Ca ratios of O. ammonoides compared to
planktic foraminifera (Delaney et al., 1985), a low-Mg ben-
thic foraminifera (Wit et al., 2013) and inorganic precipi-
tates (Ishikawa and Ichikuni, 1984; Okumura and Kitano,
1986) is a direct result of the higher Mg/Ca ratios of this
species (Fig. 7B). The inorganic precipitates described by
Ishikawa and Ichikuni (1984) and Okumura and Kitano
(1986) are characterised by DNa similar to low-Mg forami-
nifera because they were precipitated from solutions with
very low [Mg]. The relatively high Sr/Ca ratios of these
foraminifera compared to other species is a consequence
of lattice distortion as a result of their higher Mg concentra-
tion, as previously suggested for inorganic calcite (Mucci
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Fig. 8. A comparison of the relationship between (A) DMg and Mg/Casw and (B) DMg and temperature in O. ammonoides and inorganic calcite
(Mucci and Morse, 1983; Oomori et al., 1987). The DMg–Mg/Casw slopes are within error of each other. The pH-DMg calibrations of Burton
and Walter (1991) may provide an explanation for the oﬀset in y-intercept of these foraminifera compared to inorganic calcite, as inorganic
precipitation experiments at elevated pH are oﬀset to higher DMg values, and foraminifera are known to elevate the pH of internal seawater
vacuoles.
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and Morse, 1983), see Fig. 7. The data compilation shown
in Fig. 7B suggests that DNa may also be similarly con-
trolled, even though Na occupies an interstitial site
(Ishikawa and Ichikuni, 1984). This accounts for DNa in
O. ammonoides 2–3 that of previously studied foraminif-
era, as test Mg/Ca is two orders of magnitude higher than
the species utilised by Wit et al. (2013). Whilst this explains
the broad inter-species diﬀerences in Na/Ca, it does not
negate our discussion of other controls on Na incorpora-
tion as a signiﬁcant complication for this proxy (Section
4.3) because the DNa–Mg=Cacalcite slope is low; other factors
dominantly control Na incorporation within a narrower
range of test Mg/Ca ratios.
The nummulitids originated in the late Cretaceous or
early Paleocene (Hottinger, 1977) when seawater Mg/Ca
was much lower than at present (e.g. Dickson, 2004). Early
Cenozoic seawater [Ca] may have been 2 present day
(Horita et al., 2002) and Mg discrimination during calciﬁca-
tion was less important because this biomineralisation
mechanism would have produced calcite with an acceptably
low Mg/Ca ratio (Fig. 5) without the requirement for ener-
getically expensive biological processes to modify the chem-
istry of seawater vacuoles.
The consistency of our data with that of Raitzsch et al.
(2010) provides further evidence that this biomineralisation
mechanism is common to all nummulitid foraminifera (see
also Evans et al., 2013 for data regarding proxy incorpora-
tion in O. complanata and Nummulites). Because Raitzsch
et al. (2010) varied seawater [Ca] and [Mg], whereas we
modiﬁed only seawater [Mg] in our variable chemistry
experiment, these datasets furthermore demonstrate that
it is the seawater Mg/Ca ratio that is the dominant control
on test chemistry, as also shown by Segev and Erez (2006).
This means that the application of these calibrations to fos-
sil foraminifera do not suﬀer from uncertainty regarding
the absolute secular variation in seawater Mg or Ca
concentration.
4.3. Implications for other proxy systems
Since Cd/Ca was initially identiﬁed as a proxy in forami-
niferal calcite (Hester and Boyle, 1982), many other trace ele-
ment systems have been developed which relate to a number
of environmental or physiological parameters (reviewed by
Katz et al. (2010)). Here, we focus on Li, Na and Ba incorpo-
ration because these proxies are actively undergoing reﬁne-
ment and we ﬁnd multiple controlling factors for each.
Li incorporation into O. ammonoides is strongly con-
trolled by both Li=Casw and temperature. Whilst we cannot
eliminate further complicating factors in the application of
foraminifera Li/Ca data based on our cultures, the inconsis-
tent relationship between Li/Ca and X or growth rate
between the two experiments strongly suggest that these
variables exert at most a relatively minor control on test
Li/Ca. The strong correlation observed between seawater
and test Li/Ca (Fig. 6B) has signiﬁcant implications for
the use of Li/Ca or coupled Li–Mg/Ca data for simulta-
neous DCO23 -temperature reconstructions (e.g. Bryan and
Marchitto, 2008; Lear et al., 2010). Although it is likely that
the slope of this relationship (m = 29.0) is steeper than that
for planktic or deep benthic foraminifera (cf. Delaney et al.,
1985) – our seawater-test Ba/Ca slope is much higher than
that of planktic foraminifera – it is clear that relatively
small shifts in Li=Casw may result in Li=Catest variation
equally as great as that resulting from temperature or
DCO23 . Whilst the relatively long residence time of Li
and Ca in the ocean (2.5–4 Ma and 1–1.5 Ma respectively
(Li, 1982)) eliminates secular variation in Li=Casw as a com-
plication on glacial-interglacial timescales, such changes
may be signiﬁcant in relation to records spanning several
Ma, particularly across geological events such as the early
Oligocene glaciation (Lear and Rosenthal, 2006) that might
reasonably be expected to be associated with large changes
in weathering rates.
Na/Ca in O. ammonoides is sensitive to temperature and
growth rate across the range that these parameters varied in
our experiments, which were at constant salinity within
each experiment (variable temperature; variable seawater
chemistry). Our data are consistent with that of Delaney
et al. (1985), who also found a broad (inter-species) rela-
tionship between Na=Catest and temperature. Our data
broadly support those of Wit et al. (2013) in that
Na=Catest is higher in experiments conducted at a salinity
of 41& compared to those at 37&, although this may be
a result of the higher growth rates in cultures at higher
salinity. It is clear that the overprint from growth rate
and/or temperature is signiﬁcant to the point that it is dif-
ﬁcult to see how this potential proxy would be applied in
the fossil record without some independent constraint of
these parameters. Utilising foraminiferal Na/Ca ratios as
a palaeosalinity proxy may also be complicated by the loca-
tion of Na+ ions within the calcite lattice. Because it is
likely that a predominant proportion of calcite and arago-
nite Na+ is located in interstitial sites (Ishikawa and
Ichikuni, 1984; Mitsuguchi et al., 2001), this may make fos-
sil Na/Ca especially susceptible to diagenesis.
We ﬁnd no signiﬁcant relationship between foraminifera
Sr/Ca and any of the investigated variables with the excep-
tion of the Mg/Ca ratio of calcite (Fig. 7). This is because
Mg/Ca exerts a greater control on DSr in these experiments
than other factors such as growth rate and Sr=Casw
(Fig. 6N), as these other factors varied to a less signiﬁcant
extent. Whilst this can explain the variation in measured Sr/
Ca ratios in these foraminifera, it does not imply that these
other factors do not play an important role within a more
speciﬁc mineralogy (e.g. low-Mg calcite). The much steeper
DSr–Mg=Cacalcite slope of H. depressa (Raitzsch et al., 2010)
suggests that DSr may deviate from this trend when satura-
tion state and/or seawater [Ca] and [Mg] is substantially
diﬀerent from modern. However, applying a correction to
the data of (Raitzsch et al., 2010) for the variable test
Mg/Ca in their experiments suggests that the slope of their
X-DSr regression should be reduced from 8:7 10
3 to
7:1 103. Finally, low-Mg planktic and benthic foraminif-
era such as O. universa (Russell et al., 2004) and Ammonia
tepida (Raitzsch et al., 2010) fall broadly on the same
DSr–Mg=Cacalcite line (Fig. 7), strongly suggesting that the
lower Mg/Ca ratio of planktic and low-Mg benthic foram-
inifera directly results in the lower DSr of these
foraminifera.
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Evans et al. (2013) used the inorganic DSr-Mg=Cacalcite
relationship to correct Eocene fossil Sr/Ca data before
using the calculated DSr to reconstruct Eocene Sr=Casw.
At the time it was not certain that the data should be cor-
rected in this way but these reconstructions can now be
viewed with increased conﬁdence.
The steep test-seawater Ba/Ca slope relative to planktic
foraminifera potentially make the nummulitids a more sen-
sitive archive of Ba=Casw. The shallow depth-distribution of
these foraminifera give them the potential to be good indi-
cators of upwelling or freshwater ﬂux to the surface ocean
in the fossil record. Whilst there is no growth rate or satu-
ration state control on Ba incorporation based on our data,
we observe a signiﬁcant temperature dependency, although
a 6 C temperature shift is required to produce the same
variation in Ba=Catest as a 1 lmol mol
1 change in
Ba=Casw. Previous studies (e.g. Ho¨nisch et al., 2011) inves-
tigating this relationship in planktic foraminifera ﬁnd no
signiﬁcant temperature dependence on Ba=Catest, implying
that it is observable in O. ammonoides because unlike
planktic foraminifera, the Ba/Ca-temperature sensitivity is
greater than analytical uncertainty.
5. CONCLUSION
We have performed laboratory calibrations on the shal-
low-dwelling large benthic foraminifera species O. ammono-
ides, principally in order to investigate the control exerted
by temperature and seawater Mg/Ca on Mg incorporation
in the calcite test. Based on laser-ablation ICPMS measure-
ments at sub-chamber resolution facilitating unequivocal
discrimination of calcite precipitated during culture, we ﬁnd
a Mg/Ca-temperature sensitivity of 1.7% C1, in good
agreement with the ﬁeld calibration of Evans et al. (2013),
and a DMg–Mg/Casw gradient of 1.9  10
3. To our
knowledge, this is the ﬁrst time that these relationships have
been investigated in detail in three-dimensional Mg/Catest–
Mg/Casw-temperature space. This coupled calibration pro-
vides a way forward in the reconstruction of accurate Mg/
Ca-derived palaeotemperatures from time periods with
non-modern Mg/Casw (pre-Pleistocene), or conversely a
method of accurate Mg/Casw reconstruction if palaeotem-
perature can be independently constrained. The similarity
between these calibrations and those of inorganic calcite
precipitation experiments imply that the biomineralisation
mechanism of O. ammonoides is fundamentally diﬀerent
to other planktic and benthic species, in that this foraminif-
era appears to lack a mechanism capable of reducing the
Mg/Ca ratio of the calcifying ﬂuid. From a proxy develop-
ment perspective this may be advantageous as the wealth of
information regarding inorganic calcite precipitation is
likely to be applicable to the nummulitid foraminifera.
Finally, we show data providing preliminary assessment
of other proxy trace element systems (Li, Na, Sr, Ba) in O.
ammonoides. We ﬁnd signiﬁcant multiple controls on Li, Na
and Ba incorporation, highlighting the need for a good
understanding of the control that all variables exert on such
systems, particularly those such as growth rate which are
challenging to constrain independently in the fossil record.
The abundance of fossil Operculina and closely related
genera in climatically relevant periods of geological time
such as the Eocene, and the longevity of these large benthic
foraminifera, facilitating palaeo-seasonal proxy retrieval
(Evans et al., 2013; Evans and Mu¨ller, 2013), make this spe-
cies, and large benthic species in general, deserving of more
detailed investigation.
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1 Data quality
1.1 Laser ablation
Accuracy was assessed by treating the MPI-DING komatiite glasses as unknowns, calibrated
using NIST610 and NIST612 under equivalent ablation conditions, given as a percentage offset
between the reported value [Jochum et al., 2006] and the mean measured value. In total 36
analyses of all four glasses was performed between December 2012 and April 2013. Precision
is given as two standard deviations of these analyses and can be considered to be the result
of combined heterogeneity in both glasses. Accuracy and precision were assessed four times
by comparison of both GOR132 and GOR128 to NIST610 and NIST612. All data are shown
in table S1. All NIST concentration values are the preferred value reported by Jochum et al.
[2011]. Whilst these values result in worse NIST610 Mg accuracy compared to those that were
previously given (i.e. using the Jochum et al. [2011] NIST610 value of 432 ppm instead of
465 ppm), it is not directly relevant to our Mg/Ca data which is standardised using GOR132
because it has a Mg concentration much closer to that of the samples and a much smaller Mg/Ca
uncertainty.
It may be desirable to compare our Mg/Ca data to studies that use NIST610 for calibration,
or to apply offsets to reported data as new NIST Mg concentration values become available. For
such purposes, our GOR132-calibrated sample data can be converted to NIST610-calibrated
data (based on a NIST610 Mg concentration value of 465 ppm) using the relationship:
Mg/CaNIST610 = 0.9817×Mg/CaGOR132 + 2.180 (1.1)
Therefore, GOR132 and NIST610-calibrated analyses should be within 2 mmol mol-1 of each
other over the range reported here, provided that the previously available NIST610 Mg concen-
tration is used. In reality individual (i.e. single analysis) data-points cannot be easily converted
between calibration standards because the relationship defined by equation 1.1 varies daily (fig-
ure S1A). This minor variation is likely to be the combined result of (1) the use of different
slithers of NIST610 on different days in this study, (2) the daily ICPMS PA-factor calibration,
as all Ca and NIST Mg intensities are measured in pulse mode, whereas GOR and sample Mg
intensities are above the threshold at which the detector switches to analogue mode, and (3)
minor shifts in the signal/background ratios for m/z 24, 25 and 43. Similar daily-specific offsets
are also observed between NIST610 and NIST612 calibration (figure S1B), therefore these can-
not purely be a function of PA factor calibration and must to a large extent be controlled by
NIST heterogeneity. In any case a Mg/Ca uncertainty of ±4% should be added to any individual
analysis (figure S1C) when comparing to Mg/Ca data standardised using NIST610. However,
if the mean of many analyses is under consideration, such as the data reported here which are
derived from many foraminifera and analysed over a period of several months, then a direct
conversion may be made when comparing to NIST610-standardised data using equation 1.1.
Finally, both the revised and previous NIST612 Mg concentration values [Jochum et al., 2011]
produce Mg/Ca data in poor agreement with any other standard (NIST610, GOR132, MACS-3,
e.g. figure S1B); this glass should never be used for calibration when accurate Mg/Ca data are
required.
1
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Figure S1: The relationship between all calcite Mg/Ca analyses used in this study (n=580)
when calibrated using different standards. (A) All data calibrated using GOR132 compared
to all data calibrated using NIST610 using a Mg concentration value of 465 ppm. (B) All
data calibrated using NIST610 compared to all data calibrated using NIST612. Calibration
using NIST612 results in offset to significantly higher Mg/Ca ratios. (C) The percentage
difference for each analysis when using NIST610 compared to GOR132 as a calibration
standard. If only one analysis is under consideration this scatter represents the uncertainty
when comparing data calibrated using these two standards following a correction applied
using the relationship shown in (A). Each colour represents all analyses carried out on the
same day.
Because there is, to our knowledge, currently no homogeneous calcite standard suitable for
laser-ablation use, it is not clear how our laser-ablation accuracy values relate to carbonate
analyses. For this reason we do not use the accuracy values reported here for the purposes of
laser-ablation data error propagation; errors are shown as ±2SE for individual analyses or ±2SD
of all data where the mean of multiple analyses are shown. However, these values do allow our
data to be corrected in future if it is shown that laser-ablation analyses of calcite are consistently
offset from those of volcanic or synthetic glasses. Evans et al. [2013] report data in their supple-
mentary material of the pressed powder carbonate standard MACS-3, also standardised using
NIST610 and NIST612. These data demonstrate that it is likely that standardising calcite using
synthetic glasses results in a bias of less than ∼10% for the isotopes (m/z) under consideration
here [see also Hathorne et al., 2008; Strnad et al., 2009; Jochum et al., 2012]. However, we do not
use these data to assess accuracy because only information values for MACS-3 are available and
our own analyses demonstrate that this standard is considerably more heterogeneous than the
glass data presented here. Similarly, these precision values are not used for error propagation
because they are largely considered to be a direct result of glass heterogeneity. For example,
plotting 24Mg/Ca accuracy for GOR128 against GOR132 calibrated using NIST610 (figure S2)
results in a maximum difference between the two of 8%, identical to the combined uncertainty
in the reported Mg concentration value for GOR132 and NIST610 (7.9%). Furthermore, the
residual difference between the best fit line through GOR128-GOR132 accuracy is similar in
magnitude to the combined percentage error of the Mg concentration in these komatiite glasses,
suggesting that most of the scatter in the data can be explained in this way.
We observe no difference when calibrating sample Mg/Ca data using either m/z 24 or 25
(25Mg = 1.0018 × 24Mg - 0.3574 over the Mg/Ca range 60-170 mmol mol-1), as the high Mg
concentration of these samples means that the 48Ca++ interference on 24Mg is negligible [Jochum
3
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Figure S2: Mg/Ca GOR132-GOR128 accuracy for all standard analyses performed during
the period during which sample data were collected. The range in the difference between
these individual analysis accuracies is almost exactly equivalent to the combined percentage
Mg concentration uncertainty for the calibration standard and GOR132. Similarly, the
residual offset from the best fit line may be largely explained by the smaller Mg heterogeneity
in the GOR glasses.
et al., 2012]. All Mg/Ca data reported in the main text are based on the average of values derived
from both 24Mg/Ca and 25Mg/Ca.
1.2 Solution ICPMS
Seawater accuracy and precision data are shown in table S2, derived from analysis of the
seawater and freshwater standards NASS-4 and SLRS-2 or, for conservative elements, all data
derived from seawater which was not modified with respect to its chemistry. Li, B, Ba and U
were analysed with no gas in the collision/reaction cell whereas Na, Mg, Ca, Mn and Sr were
analysed with 5.5 ml min-1 He. Where accuracy data was available and derived from matrix
matched analyses (i.e. Na, Mg and Sr/Ca), the sample data were corrected by multiplying each
analysis by (100–accuracy)/100. An accuracy correction was not applied in this way to the Ba
or U data because it is not clear how these values – derived from freshwater analyses – relate to
Table S2: Accuracy and precision of the solution ICPMS seawater analyses. Accuracy
is the mean percentage deviation from the expected value. No accuracy data for Li or B
is available as the concentration of these elements is naturally variable and no data are
available for SLRS-2. A positive accuracy denotes a mean measured value positively offset
from the known value.
X/Ca Accuracy Method Precision Method LOD
(%) (1SD %) µg l-1
Li − - 4.1 triplicate NASS 59
B − - 5.9 triplicate NASS 156
Na −3·6 all nat. sw 9.6 all nat. sw 24×103
Mg 3·5 all nat. sw 1.5 all nat. sw 1000
Sr −2·5 all nat. sw 4.8 all nat. sw 7
Ba −10·2 triplicate SLRS 4.6 triplicate NASS 3
U −2·9 triplicate SLRS 6.5 triplicate NASS 0.04
4
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seawater samples. Reported errors are ±precision and do not include accuracy as the data are
corrected for this offset where possible.
2 Alkalinity-mass change growth rate estimation comparison
To alleviate concerns that our growth rate data may be biased by inorganic precipitation in
the culture flasks, we compared the cumulative alkalinity-derived mass gain for each culture to
that calculated by measuring the difference between the final dry sample weight of each culture
and a control group (figure S3). The control group consisted of 50 specimens from the same size
fraction and was killed at the onset of the experiments. Overall, the agreement between these
techniques is very good; the slope of a linear fit between the two methods is within error of 1, and
a large portion of the cultures lie within error when compared using the two techniques. A plot of
the percentage difference between methods of assessing cumulative growth rate against the mass
increase by comparison to a control group (figure S3B) shows that alkalinity is only an inaccurate
method of assessing growth when cultured foraminifera consistently precipitate low amounts of
CaCO3. This is because alkalinity-derived calcium carbonate precipitation is calculated by
measuring the difference between culture and reservoir alkalinity; this difference measurement
becomes more inaccurate when the alkalinity difference between the two is smaller. These
data suggest that for cultures characterised by low mean mass gain, alkalinity measurements
overestimate growth and growth rates from experiments characterised by control-corrected mass
gains of less than 50 µg (∼25 µg month-1 individual-1) should be treated with caution. However,
there is also error in the estimates derived from comparison to a control group weight as there
are small differences in the initial populations and therefore the comparison shown here may
slightly underestimate the accuracy of alkalinity-derived growth. Overall there is no consistent
offset between the two mass gain estimates, demonstrating that the majority of the alkalinity
data must overall be reliable to within ∼ ±25% and that significant inorganic precipitation
cannot have taken place within the culture flasks.
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Figure S3: (A) Comparison of cumulative growth estimates (per specimen) using alkalinity
depletion and by comparing final sample mass to a control group killed at the beginning of the
experiments. (B) The percentage offset between the techniques. Only cultures characterised
by consistently low growth rates and cumulative mass gain differ significantly.
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3 27◦C culture light-intensity shift
The two cultures at 27◦C were moved to an area with a greater proportion of natural light
and a slightly lower light intensity on day 40 of the experiment because of the addition of two
cultures at 22.5◦C and 25.5◦C, given that cultures had to be arranged in increasing temperature
order in order to maintain an efficient cooling system. Light intensity-time profiles for this
new location are shown in figure S4. Although these data were collected subsequent to the
experimental period during a different season, the photon fluxes are similar to measurements
made during the experiment. For example, mean light intensity at 10 am for this location during
the culture period (May-July 2012) was ∼8 µmol photons m-2 s-1. Mean growth rate increased
in both cultures at 27◦C following this change, and mean growth rate in culture DE1-7 doubled
(see the main text).
Figure S5 shows trace element variation with distance around the marginal chord for both
cultures at 27◦C. ‘Analysis position’ refers to the relative location of laser-ablation analyses
within one individual and does not necessarily indicate consistent spacing or consistent distance
from the final chamber, therefore these data should be used as a guide only. A more accurate
indication of how the changing spectrum and intensity of light may have affected calcite-seawater
distribution coefficients is not possible given that there is no independent method of identifying
calcite precipitated at a certain time during the experimental period. Nonetheless, assuming
that calcifying foraminifera grew at an approximately constant rate, positions 1-3 are likely to
broadly represent analyses of calcite precipitated after these cultures were moved. There is no
significant trend between analysis position and any X/Ca ratio, demonstrating that shifts in
light intensity of this magnitude are unlikely to affect the incorporation of any element into
O. ammonoides calcite. The lack of any correlation between analysis position and Na/Ca or
Sr/Ca, despite some evidence that these ratios are at least partially growth-rate dependent
(see the main text), adds support to the hypothesis that the number of foraminifera actively
calcifying within the culture increased, rather than an increase in individual specimen growth
rate. Without individually monitoring foraminifera, which was not practically possible during
this experiment, disentangling growth rate from the proportion of non-calcifying individuals is
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Figure S4: A representative light intensity-time curve for the location of cultures DE1-7/8.
The 22nd-24th November 2013 were partially cloudy days in Jerusalem, whereas the 20th-21st
and the 25th were sunny.
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Figure S5: X/Ca variation with analysis position (an indication of distance from the final
chamber, where 1 is on the final chamber and 7 is usually on f-3/f-4). (A) culture DE1-7, (B)
culture DE1-8. Analysis position refers to the order of adjacent laser-ablation spots on the
marginal chord on each individual foraminifera and does not represent consistent separation
within or between specimens, although this was very broadly the case. All analyses with
Ba/Ca<9 µmol mol-1 were excluded in order to avoid bias from pre-culture calcite.
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not possible. The reason for the Mg/Ca shift in culture DE1-8 (figure S5B) is not clear, it is
unlikely to be related to the shift in light intensity/spectrum that these cultures experienced as
we do not observe it in DE1-7 (at the same temperature), which was characterised by a larger
shift in net calcification rate (see the main text).
4 Na/Ca data quality
Our data show the O. ammonoides has Na/Ca ratios ∼2× higher than inorganic precipitates
and other foraminifera [Ishikawa and Ichikuni , 1984; Wit et al., 2013]. Before comparing this
result to previous calcite Na data, we first demonstrate that the high Na/Ca ratios that we
report are not an artefact of our cleaning procedure or remnant seawater inclusions or NaCl
precipitates with the tube space of the marginal cord.
4.1 Oxidative cleaning procedure
Although the data we report are derived from specimens cleaned with reagent-grade NaOCl,
we also initially tested H2O2 but found it to be less effective. However, this does mean that
we have laser-ablation data from specimens that were never cleaned with NaOCl, and we can
therefore demonstrate that the Na/Ca data we report are not biased by our cleaning procedure.
Figure S6 shows a comparison of Na/Ca data of comparative specimens from three different
cultures, cleaned in both H2O2 and NaOCl. All Na/Ca analyses fall within the range 25-35
mmol mol-1 which precludes contamination from NaOCl as a cause of these relatively high
values. Moreover, those cleaned in H2O2 are offset to higher measured Na/Ca ratios than those
cleaned in NaOCl indicating that in fact this reagent more thoroughly cleans the specimens; it
is for this reason that we switched to NaOCl before conducting the majority of the analyses.
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Figure S6: A comparison of measured test Na/Ca values using H2O2 and NaOCl as cleaning
reagents for three cultures on which both were trialled. The grey shaded area shows the
range of data that would be expected based on the Na/Ca precision reported in table S1.
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4.2 Laser-ablation profiles of non-porous test areas
After eliminating our cleaning procedure as a potential cause of the relatively high Na/Ca
ratios that we report, we also analysed a non-porous area of the foraminifera test (the knob area
[Segev and Erez , 2006]) to demonstrate that these ratios cannot be the result of seawater micro-
inclusions or NaCl precipitation from seawater that was not removed during ultrasonication in
deionised water. We also compared a laser-ablation profile through this part of the test to the
equivalent area on a different benthic foraminifera (Amphistegina lobifera), treated in exactly
the same way (figure S7). There are three important points to note from these laser-ablation
profiles:
• Non-porous test areas of O. ammonoides have Na/Ca ratios between 20-25 mmol mol-1.
• If seawater micro-inclusions or NaCl precipitated were present, the profiles should show
overall low values with a mean biased by occasional high Na/Ca values. This is not
observed.
• A comparative profile of A. lobifera (another hyaline, perforate, shallow-dwelling large
benthic foraminifera), prepared in exactly the same way has Na/Ca ratios around 10
mmol mol-1. This demonstrates that the cleaning and analytical procedure that we utilise
can reliably reproduce the lower Na/Ca ratios characteristic of inorganic calcite and other
foraminifera [Delaney et al., 1985; Wit et al., 2013], and adds confidence to the higher
Na/Ca ratios that we report for O. ammonoides, as it would seem highly unlikely that
potential seawater inclusions or NaCl precipitation would affect only this specific species.
4.3 EPMA analysis
In order to conclusively demonstrate that our O. ammonoides Na/Ca data are not biased by
NaCl precipitation we analysed the knob area of a single specimen by EPMA (Jeol JXA 8230
Electron Probe at the Hebrew University, Jerusalem). Four parts of three knobs were analysed
in EDS mode (figure S8) with a beam diameter of 1-5 µm. The data are shown in table S3.
Despite the large inter-analysis variability, showing the heterogeneity of O. ammonoides calcite,
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Figure S7: Example laser-ablation profiles through the knob area of two different benthic
foraminifera, O. ammonoides and Amphistegina lobifera.
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Table S3: EPMA analysis of the knob area of a single O. ammonoides specimen, acquired
in EDS mode.
analysis Na/Ca Mg/Ca Sr/Ca Na/Cl
central knob 26.5 162.5 2.92 10.2
knob 2 line 34.9 165.4 2.10 7.0
knob 3 line 19.5 148.2 2.58 6.3
mean 27.0 158.7 2.53 7.9
knob 2
central knob
knob 3
Figure S8: O. ammonoides specimen showing the location of the EPMA measurements
listed in table S3.
the mean of these data are in excellent agreement with the laser-ablation analyses that we report
in the main text. Furthermore, these Na/Cl ratios clearly show that the Na/Ca data are not
biased by NaCl precipitation. Even if half of the Na was derived from contamination (assuming
primary Na/Ca ratios ∼10 mmol mol-1) this would imply the contaminant phase had Na/Cl =
4. Conversely, assuming all of the measured Cl is the result of contamination would only result
in a Na/Ca bias of +2-3 mmol mol-1. We stress that there is no evidence that either of these
scenarios are the case (i.e. the EPMA Cl data represents Cl incorporated into calcite during
biomineralisation – these analyses are from non-porous test portions), and together all of the
data in this section conclusively demonstrate that O. ammonoides calcite is characterised by
Na/Ca ratios of ∼25 mmol mol-1.
4.4 O. ammonoides Na/Ca comparison to inorganic calcite
Although there are several studies examining alkali metal incorporation into inorganic calcite
[Kitano et al., 1975; Ishikawa and Ichikuni , 1984; Okumura and Kitano, 1986], unlike inorganic
precipitation experiments such as that of Mucci and Morse [1983], none of these calcites were
precipitated from seawater. The initial solutions were often very different in composition from
seawater, for example the experiments of Ishikawa and Ichikuni [1984] contained no Mg, which
is known to play an important role in Sr incorporation into calcite (for example). Furthermore,
solution chemistry was not kept constant as precipitation progressed, with the implication that
it is difficult to calculate distribution coefficients accurately from these data. In the experiments
10
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Figure S9: The variation of Na/Cacalcite and DNa with Na/Casolution for inorganic calcite
precipitates from non-seawater solutions [Ishikawa and Ichikuni , 1984; Okumura and Kitano,
1986]. The grey shaded areas show the present day seawater Na/Ca ratio and the Na/Ca
ratio and distribution coefficient of O. ammonoides.
of Okumura and Kitano [1986] the initial and final [Ca] differed by a factor of 8 and therefore
the X/Ca ratio of the solution varied as precipitation occurred. With the caveat that these
data may not be directly comparable to calcites precipitated from more complex solutions (i.e.
seawater) or to experiments where solution composition was carefully maintained [e.g. Mucci
and Morse, 1983], Na/Cacalcite-Na/Casw-DNa relationships are shown in figure S9.
These data show that calcite Na/Ca ratios peak at 10-12 mmol mol-1, with no increase in
Na/Ca above Na/Casolution ratios of ∼200 mol mol-1 (present-day seawater has Na/Ca = ∼40),
implying that a mechanism other than (for example) modification of the Na/Ca ratio of the
calcifying fluid is necessary to explain the higher Na concentration of O. ammonoides compared
to planktic foraminifera [Delaney et al., 1985] and the low-Mg benthic foraminifera Ammonia
tepida [Wit et al., 2013]. The inorganic precipitates of Okumura and Kitano [1986] show wide
variation which appears to be dominantly controlled by whether or not MgCl2 was added to the
initial solutions; calcites precipitated from experiments with MgCl2 are characterised by DNa
∼2× that of those precipitated from Mg-free solutions. As we argue in the main text (figure
7), the higher Na/Ca ratios of O. ammonoides is a result of the high Mg concentration of the
calcite which these foraminifera produce.
5 Seawater-test Mg/Ca calibration extrapolation in tempera-
ture space
The application of the surface defined by equation 10 (main text) in the fossil record requires
that our Mg/Catest-Mg/Casw calibration can be extrapolated to temperatures other than that
at which this relationship was calibrated (24◦C).
Fu¨chtbauer and Hardie [1980] calibrated calcite-seawater Mg/Ca for inorganic calcite at
three different temperatures, therefore providing an indication of how this relationship may be
expected to shift in temperature space (figure S10A, curves given by slices through the surface
defined by equation 10 at three different temperature are overlain). All regressions are quadratic
equations forced through the origin. The higher Mg/Cacalcite ratios at a given Mg/Casw of the
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inorganic precipitates compared to our data is probably a result of the inorganic precipita-
tion taking place in non-seawater solutions (MgCl2-CaCl2-Na2CO3 mixtures). Figure S10B and
C show the shift in the regression coefficients with temperature with a comparison to that
calculated based on our coupled calibration, demonstrating that the slope of the regression co-
efficients with temperature calculated by extrapolating our surface is in good agreement with
the experimental data over the range 15-35◦C. The effect of precipitation from a non-seawater
solution is manifest in the first regression term (which is offset to higher values in the data
of Fu¨chtbauer and Hardie [1980]), but the slopes of the variation of the regression coefficients
with temperature are very similar. Therefore, these data indicate that our coupled Mg/Casw-
Mg/Catest-temperature calibration can be extrapolated with confidence assuming that the data
of Fu¨chtbauer and Hardie [1980] can be robustly applied to inorganic calcites (or calcite very
similar to inorganic calcite such as that produced by O. ammonoides). The error in the extrap-
olation of our calibrations over the range that we show in figure 5C (main text) is a maximum
of ∼3◦C by comparison to these inorganic precipitates. The small difference in the slopes shown
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Figure S10: (A) Comparison of the inorganic seawater-calcite Mg/Ca calibrations of Fu¨cht-
bauer and Hardie [1980] at three different temperatures to the predicted calibrations based
on the extrapolation of our coupled Mg/Casw-Mg/Catest-temperature calibration (main text
equation 10). (B) and (C) Temperature response of the coefficients of a quadratic best fit
(y = ax2 + bx) through the Mg/Casw-Mg/Cacalcite of Fu¨chtbauer and Hardie [1980] and
comparison to that predicted by our calibration. Extrapolating our Mg/Casw-Mg/Catest-
temperature surface between 15-35◦C produces quadratic seawater-calcite Mg/Ca curves in
excellent agreement with the experimental data.
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in figure S10B and C implies that the slope of a calcite Mg/Ca-temperature calibration does not
change exactly as predicted by coupling a Mg/Cacalcite-temperature and Mg/Casw-Mg/Cacalcite
equation in the way that we show. However, for inorganic calcites and foraminifera that produce
a test composed of something similar to or the same as inorganic calcite, these data indicate
that this complication results in small inaccuracies.
6 Comparison to previous DMg-Mg/Casw calibrations
Our Mg/Casw-Mg/Catest calibration is shown in comparison to previous studies [after Hasiuk
and Lohmann, 2010] in figure S11.
Although we recommend the application of a quadratic regression between test-seawater
Mg/Ca (see the main text) we plot the power regression here (main text equations 7-8) because
it is not as easily possible to normalise quadratic regressions to each other. All foraminifera
studies so far are characterised by 0<H<1, and as previously demonstrated [Evans and Mu¨ller ,
2012], no foraminifera have H close to 1; this relationship should never be assumed to be linear.
The power regression for O. ammonoides falls closer to that for inorganic calcite than to any
other foraminifera.
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ABSTRACT 11 
Foraminifera Mg/Ca paleothermometery forms the basis of a substantial portion of ocean 12 
temperature reconstruction over the last 5 Ma. Furthermore, coupled Mg/Ca-oxygen isotope 13 
(δ18O) measurements of benthic foraminifera can constrain eustatic sea level (ESL) 14 
independent of paleo-shoreline derived approaches. However, these techniques suffer from 15 
uncertainty regarding the secular variation of the Mg/Ca seawater ratio (Mg/Casw) on 16 
timescales of millions of years. Here we present coupled seawater-test Mg/Ca-temperature 17 
laboratory calibrations of Globigerinoides ruber in order to test the widely held assumptions 18 
that 1) seawater-test Mg/Ca co-vary linearly, and 2) the Mg/Ca-temperature sensitivity 19 
remains constant with changing Mg/Casw. We find a nonlinear Mg/Catest-Mg/Casw 20 
relationship and a substantial lowering of Mg/Ca-temperature sensitivity at lower than 21 
modern Mg/Casw (from 9.0%°C
-1 at Mg/Casw = 5.2 mol mol
-1 to 7.5%°C-1 at 3.4 mol mol-1). 22 
Using our calibrations to more accurately calculate the offset between Mg/Ca and biomarker 23 
derived paleotemperatures for four sites, we derive a Pliocene Mg/Casw ratio of 4.0±0.9 mol 24 
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mol-1.  This Mg/Casw implies Piacenzian deep ocean temperature estimates 1.4-2.4 C higher 25 
than previously reported and, by extension, ESL >28 m lower compared to when one 26 
assumes that Pliocene Mg/Casw is the same as at present. However, Pliocene ESL estimates 27 
similar to present day are difficult to reconcile with inferred deep ocean temperatures >6°C, 28 
implying that additional factors may influence benthic foraminifera-derived ESL. 29 
INTRODUCTION 30 
The temperature-dependant incorporation of Mg/Ca into the calcite test of marine organisms, 31 
principally foraminifera, is widely used to reconstruct the Pliocene-Pleistocene temperature 32 
evolution of the oceans [e.g. Wara et al. 2005; Tian et al. 2006; O’Brien et al. 2014]. In 33 
benthic foraminifera, such reconstructions may be coupled with δ18O data enabling ice 34 
volume and sea level to be estimated [e.g. Sosdian & Rosenthal 2009]. In the tropics, 35 
Pliocene Warm Period (PWP) Mg/Ca-derived sea surface temperature (SST) reconstruction 36 
suggests the West Pacific Warm Pool was slightly warmer [O’Brien et al. 2014] with a 37 
reduced or absent equatorial Pacific temperature gradient [Wara et al. 2005; Fedorov et al. 38 
2010; Zhang et al. 2014]. These observations are only in partial agreement with climate 39 
models which do not exhibit a similar magnitude of change in these gradients [Haywood et 40 
al. 2013]. Potential mechanisms of reconciling this proxy-model discrepancy include 41 
enhanced tropical cyclones [Fedorov et al. 2010] and altered cloud radiative properties [Burls 42 
& Fedorov 2014]. Accurate knowledge of SST and temperature gradients is required to assess 43 
which mechanism, if any, is the most appropriate. 44 
A confounding factor for Mg/Ca paleothermometry is the dependence of test Mg/Ca 45 
(Mg/Catest) on the Mg/Ca ratio of seawater (Mg/Casw) [Evans & Müller 2012]. Most studies 46 
utilizing this proxy assume that Mg/Casw has remained constant since the Pliocene [e.g. Wara 47 
et al. 2005], although with a notable exception [Medina-Elizalde et al., 2008]. However, 48 
multiple lines of evidence suggest that this may not be the case [e.g. Horita et al., 2002; 49 
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Fantle & DePaolo 2006]. The data from these studies suggest a rise in Mg/Casw from 3-4 mol 50 
mol-1 in the mid/late Pliocene to 5.2 mol mol-1 at present, with the direct implication that 51 
uncorrected Mg/Ca data would underestimate Pliocene warmth. O’Brien et al. [2014] found 52 
an offset between Mg/Ca and TEX86
H temperature reconstructions during the Pliocene for 53 
ODP site 1143 (South China Sea) which they argued is most likely caused by secular change 54 
in Mg/Casw. Whilst this multi-proxy record provides important evidence for a possible change 55 
in ocean chemistry since the Pliocene, Mg/Casw reconstruction by this technique should be 56 
further evaluated for two reasons: (1) The relationship between Mg/Catest, Mg/Casw and 57 
temperature has not been rigorously determined for any species of planktic foraminifera, 58 
leaving the widely-held assumption of invariant Mg/Ca-temperature sensitivity at below-59 
modern Mg/Casw untested. (2) Geochemical records may be biased by other factors, such as a 60 
shift in the seasonality of a given proxy or the intensity of carbonate dissolution through time. 61 
This is evidenced by the differential magnitude of biomarker and Mg/Ca SST discrepancies 62 
between the east and west Pacific [Dekens et al. 2008; O’Brien et al. 2014]. 63 
Here, we address both these issues. In order to more accurately reconstruct Mg/Casw 64 
variation over the last 5 Ma, we have calibrated the relationship between Mg/Catest, Mg/Casw 65 
and temperature for the planktic foraminifera, Globigerinoides ruber (white, sensu stricto). 66 
Using these relationships, we then calculate Mg/Casw from coupled Mg/Ca-biomarker proxy 67 
data, for the four sites spanning the last ~5 Ma from which both proxies are available. 68 
Finally, we assess the implications of our results for coupled Mg/Ca-δ18O-derived ice volume 69 
and eustatic sea level (ESL) estimates for the Pliocene. 70 
METHODS 71 
Mg/Catest-Mg/Casw-temperature calibration 72 
Experimental setup 73 
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Foraminifera were collected from the northernmost Red Sea (Gulf of Eilat) by plankton drift 74 
tows at 20 m. Specimens were handpicked into individual sealed 120 ml culture jars and fed 75 
daily (Artemia). Two principal calibrations were carried out: (1) Mg/Catest-Mg/Casw between 76 
Mg/Casw = 2.2-6.2 mol mol
-1 at 26 C and (2) Mg/Ca-temperature between 20-30°C at 77 
Mg/Casw = 3.4 mol mol
-1. Each calibration consisted of five data points with 10-20 individual 78 
specimens cultured at each unique set of conditions. Seawater was isotopically labelled with 79 
74 nM 135BaCO3 in order to enable subsequent unambiguous identification of chambers 80 
precipitated in culture. The Mg/Ca ratio of seawater was modified by mixing natural Gulf of 81 
Eilat seawater with artificial Mg-free seawater (i.e seawater [Ca] was constant). 82 
Laser-ablation ICPMS analysis 83 
Specimens were ultrasonicated in ~10% NaOCl and rinsed in deionized water, mounted on 84 
carbon tape and analysed for X/Ca ratios using the 193 nm ArF laser-ablation ICPMS setup 85 
with two-volume cell at Royal Holloway [Müller et al. 2009]. The analytical procedures for 86 
foraminifera are described in Evans et al. [2014]. Only chambers characterized by elevated 87 
135Ba/138Ba (within error of the culture seawater) were used to define calibration equations. 88 
See the data repository1 for further details. 89 
Dataset treatment 90 
In order to examine secular variation in Mg/Casw over the last 5 Ma, we utilize published 91 
Mg/Ca and TEX86 data from ODP site 806 [Wara et al. 2005; Zhang et al. 2014], Mg/Ca and 92 
UK’37 data from ODP847 [Liu & Herbert 2004; Lawrence et al. 2006; Wara et al. 2005], 93 
Mg/Ca, UK’37 and TEX86 data from ODP1143 [Li et al. 2011; Tian et al. 2006; O’Brien et al. 94 
2014; Zhang et al. 2014] and Mg/Ca and UK’37 data from ODP999 [Seki et al. 2010; Schmidt 95 
et al. 2006; Badger et al. 2013; O’Brien et al. 2014]. Only UK’37 data below saturation was 96 
used; therefore no temperature record before 3.6 Ma is available from ODP999. G. sacculifer 97 
Mg/Ca was adjusted to G. ruber assuming that both species have the same Mg/Ca-98 
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temperature sensitivity in the modern ocean [e.g. Anand 2003] and that a constant 99 
multiplicative offset is appropriate. Applying this adjustment to ODP999 for the interval 2.2-100 
3.4 Ma (when high resolution records for both species are available) demonstrates that the G. 101 
sacculifer-G. ruber offset is likely to be constant through time (figure DR6). Therefore, our 102 
G. ruber-derived calibrations can be applied with confidence to G. sacculifer data. Mg/Ca 103 
dissolution was corrected by matching the Mg/Ca data to the biomarker temperatures for the 104 
last 400 ka. This approach is advantageous as no knowledge of the style of dissolution at the 105 
core site is required. See the data repository for a more detailed discussion of both these 106 
adjustments. 107 
Mg/Ca and biomarker datasets for each site were LOESS-smoothed and re-sampled at 108 
100 ka resolution with the exception of ODP999 (250 ka). These data were then used to 109 
iteratively back-calculate Mg/Casw for each site based on our coupled calibration. Finally, 110 
calculated Mg/Casw values from each site were combined and LOESS-smoothed to produce 111 
an average Mg/Casw curve for the last 5 Ma. 112 
RESULTS 113 
Mg/Catest response to variable Mg/Casw and temperature 114 
Our calibrations are shown in figure 1 in comparison to a previous G. ruber Mg/Ca-115 
temperature calibration at modern day Mg/Casw (5.2 mol mol
-1) carried out in the same 116 
laboratory [Kisakürek et al. 2008]. The Mg/Ca-temperature relationship at Mg/Casw = 3.4 mol 117 
mol-1 (figure 1C) is described by the exponential curve: 118 
Mg/Catest = 0.48×exp
0.075T  (1) 119 
R2 = 0.99, n = 44. Equation 1 defines a Mg/Ca-temperature sensitivity of 7.5%°C-1. This is a 120 
significant reduction compared to calibrations in modern seawater for this species, where the 121 
exponential coefficient is routinely taken to be 0.09 [e.g. Anand et al. 2003], i.e. 9%°C-1. 122 
Thus, the sensitivity of this thermometer is not constant at below-modern Mg/Casw ratios. 123 
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Our Mg/Casw-Mg/Catest calibration (figure 1B) confirms the nonlinear response to 124 
Mg/Casw observed in other foraminifera [Segev & Erez 2006; Evans et al., 2014]: 125 
 Mg/Catest = -0.0591×Mg/Casw
2 + 1.15×Mg/Casw   (2) 126 
R2 = 0.99, n = 76. 127 
The coupled calibration surface shown in figure 1A was produced by assuming that 128 
the shape of the Mg/Ca-temperature relationship is always of the form Mg/Ca = BexpAT, 129 
where the two coefficients vary as a function of Mg/Casw. Five different assumptions were 130 
made regarding how these coefficients might be controlled by Mg/Casw: invariant, linear, 131 
power, exponential or quadratic, producing a total of 25 different equations. These surfaces 132 
were then least-squares modeled to fit all the G. ruber laboratory cultures. The red and grey 133 
lines in figure 1B-E (mean model-data offset less and greater than 0.1 mmol mol-1 134 
respectively) show the results of this modeling, including variation in the coefficients of a 135 
Mg/Ca-temperature calibration with changing Mg/Casw (figure 1D,E). We find that it is only 136 
possible to produce a surface that matches all the observed features of the data (e.g. convex 137 
upwards Mg/Catest-Mg/Casw relationship, reduced Mg/Ca-temperature sensitivity at lower 138 
Mg/Casw) if both coefficients vary quadratically with Mg/Casw. Although several of the 139 
models deviate from the data by less than 0.1 mmol mol-1 on average, only this one matches 140 
the observed Mg/Ca-temperature sensitivity reduction at below-modern Mg/Casw. The 141 
equation of the coupled calibration surface (figure 1) is therefore modeled with the general 142 
form Mg/Catest = Bexp
AT, where: 143 
 B = 0.019×Mg/Casw
2+0.16×Mg/Casw+0.804   (3) 144 
And: 145 
  A = -0.0029×Mg/Casw
2+0.032×Mg/Casw   (4) 146 
The surface is well-constrained over the range that temperature and Mg/Casw varied in the 147 
laboratory experiments (only quadratic regressions between these coefficients and Mg/Casw 148 
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can reproduce the three calibrations, figure DR4). Therefore, variation in the sensitivity of the 149 
Mg-temperature relationship (figure 1E) is well-defined by a limited number of Mg/Ca-150 
temperature calibrations at different Mg/Casw (provided Mg/Catest-Mg/Casw is also 151 
calibrated), which means that our coupled calibration should also be applicable to earlier 152 
Cenozoic reconstructions. 153 
Pliocene-Recent Mg/Casw reconstruction 154 
Foraminifera Mg/Ca data from all four sites are shown in figure 2A. At face value, these 155 
records imply that the Pliocene tropics were the same temperature or cooler than present, 156 
with the exception of ODP847. Mg/Ca-derived paleotemperatures are offset to values 5-15% 157 
lower compared to those derived from biomarkers from the same site during the Pliocene 158 
(figure 2B). Back-calculated Mg/Casw, derived from these offsets and our calibration surface, 159 
is shown in figure 2C in comparison to other proxy data. By averaging several records from 160 
different depths spanning a large portion of the tropics (where potential seasonality bias is 161 
limited), our Mg/Casw record minimizes temporally variable proxy complications at any one 162 
location. Nonetheless, we present two back-calculated Mg/Casw records, both with and 163 
without data from ODP847, a site that shows little biomarker-Mg/Ca temperature offset 164 
through the last 5 Ma. Producing a back-calculated Mg/Casw record that excludes data from 165 
ODP847 may be justified as this site experiences the largest interannual SST variability of all 166 
those utilized here and thus may be the most susceptible to changes in seasonal proxy bias 167 
(see the data repository). Our preferred record (including all sites) suggests a Mg/Casw value 168 
of 4.0 mol mol-1 for the mid-Pliocene and, therefore, a minor reduction in the Mg/Ca-169 
temperature sensitivity for G. ruber to 8.2% C-1. 170 
DISCUSSION 171 
Mg/Casw control on Mg/Ca-paleothermometry 172 
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Our reconstructed Pliocene Mg/Casw (23% lower than at present; figure 2C) is in line with 173 
what is known about the timescales of processes controlling the oceanic cycling of these 174 
elements. Our record is in agreement with the fluid inclusion data of Horita et al. [2002] and 175 
implies a broadly similar magnitude of Mg/Casw change over the last 3 Ma compared to the 176 
pore fluid modeling of Fantle & DePaolo [2006]. In the mid Pliocene, the planktic 177 
foraminiferal Mg/Ca-derived palaeotemperature underestimation (i.e. the difference between 178 
assuming no seawater chemistry change and using our Mg/Casw record) ranges from ~1°C 179 
when Mg/Catest values are ~1 mmol mol
-1 (SST = ~9°C) to ~2.6°C when Mg/Catest values are 180 
>5 mmol mol-1 (SST >30°C). Thus, tropical temperatures during the PWP are likely 181 
underestimated by 2.3-2.7°C. Because the magnitude of this correction is dependent on 182 
Mg/Catest, one would also expect an impact on estimated Pliocene SST gradients, although 183 
this effect is minor (figure DR9). 184 
Ultimately, if Mg/Casw was lower as these data suggest, then foraminifera Mg/Ca-185 
derived deep ocean temperatures have also been underestimated. Figure 3 shows the extent to 186 
which benthic foraminifera Mg/Ca-derived temperature may have been underestimated, 187 
based on our Mg/Casw record and a calculated relationship between seawater-test Mg/Ca for 188 
benthic foraminifera [Evans & Müller 2012]. At DSDP607 [Sosdian & Rosenthal 2009], the 189 
implied underestimation of deep ocean temperatures is 1.2-2.1°C during the Pliocene, giving 190 
a mean PWP bottom water temperature of 6.1°C. The possibility remains that diagenesis or 191 
non-thermal Mg/Ca effects also exert an influence on these records, for instance as shown for 192 
Eocene planktic foraminifera [Kozdon et al. 2013]. Therefore, the exact degree to which 193 
benthic foraminfera Mg/Ca-derived temperatures have been underestimated at any site should 194 
be viewed with caution, although assuming no Pliocene-Recent change in Mg/Casw would 195 
lead to a systematic inaccuracy in temperature irrespective of the importance of secondary 196 
and diagenetic Mg/Ca controls. 197 
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Implications for PWP sea level reconstruction 198 
Ice volume and sea level estimates based on coupled benthic foraminifera Mg/Ca-199 
δ18O data are highly sensitive to the accuracy of the temperature reconstruction. Using a 200 
δ18O-sea level relationship of 0.01‰ m-1 [Adkins et al. 2002] and the Cibicidoides δ18O-201 
temperature calibration of Marchitto et al. [2014], a 1°C systematic bias in bottom water 202 
temperature translates to ~23.5 m error in inferred eustatic sea level (ESL). Therefore, a 203 
direct implication of our Mg/Casw reconstruction is that assuming no seawater chemistry 204 
change since the Pliocene would result in an overestimation of ESL during the PWP. 205 
Assuming no diagenetic or other source of temperature bias, applying this correction to the 206 
DSDP607 data [Sosdian & Rosenthal 2009] implies that ESL has been overestimated by 28-207 
47 m during the PWP in that study. Taken at face value, this further implies that maximum 208 
reconstructed ESL would be about the same as present day, with a mean Pliocene ESL less 209 
than at present. Thus, the impact of secular variation in Mg/Casw on benthic foraminifera 210 
Mg/Ca has important implications for the conclusions of any study that partly or entirely base 211 
ESL reconstructions on these data [e.g. Miller et al. 2012]. 212 
However, it is intuitively difficult to reconcile PWP deep ocean temperatures >6°C 213 
with a maximum ESL equivalent to present day, especially given that more direct evidence 214 
exists for East Antarctic Ice Sheet instability at this time [Cook et al. 2013; Patterson et al. 215 
2014], and other factors may require more careful consideration when interpreting benthic 216 
foraminifer geochemistry. Given that benthic foraminifera δ18O appears resistant to 217 
diagenesis [Edgar et al. 2013], resolutions to this discrepancy may lie in a combination of 218 
secular shifts in inter-basin δ18Ow offsets and/or diagenetic and non-thermal (e.g. [CO32-]) 219 
bias on Mg/Ca [Woodard et al. 2014]. For example, a 1°C bias resulting from Mg-rich 220 
overgrowths (equivalent to 0.11 mmol mol-1 Mg/Ca) equates to ~24 m of sea level, 221 
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highlighting the need for accurate determination of Mg/Ca ratios free from diagenetic 222 
contaminants. 223 
CONCLUSION 224 
Here, we present the first calibration of the response of planktic foraminifera Mg/Ca (G. 225 
ruber) to variation in both temperature and Mg/Casw, a prerequisite for any paleoceanic study 226 
utilizing foraminifera Mg/Ca in sediments older than ~2 Ma, beyond which Mg/Casw cannot 227 
be assumed to be the same as at present. We use these calibrations to more accurately 228 
estimate secular variation in Mg/Casw over the last 5 Ma, assuming that the offset between 229 
Mg/Ca and biomarker proxies from tropical sites for this time period is best explained by a 230 
shift in this ratio [e.g. O’Brien et al., 2014]. We find that Mg/Casw during the Pliocene was 231 
4.0±0.9 mol mol-1 (2SD of all data), higher than previously proposed [O’Brien et al 2014] but 232 
23% lower than at present. This implies both surface and deep ocean Mg/Ca-derived 233 
temperatures have been underestimated by 1.0-2.7°C. Coupled Mg/Ca-δ18O-derived ESL 234 
reconstructions are sensitive to an inaccuracy of this magnitude.  The possibility that Pliocene 235 
benthic Mg/Ca data is biased by additional factors cannot be ruled out and indeed may even 236 
be suggested by our results. 237 
 Finally, our G. ruber calibrations in 3D temperature-Mg/Catest-Mg/Casw space 238 
enables us to tightly constrain how the sensitivity of the Mg/Ca thermometer changes with 239 
Mg/Casw. This change is significant: the Mg/Ca increase per °C is reduced to ~8% for the 240 
Pliocene and ~6% for the Eocene, assuming that seawater [Mg] and [Ca] exert an equal 241 
control on this sensitivity. Thus, our findings also have important implications for the use of 242 
this tool for relative temperature reconstruction over climatic events throughout the Cenozoic, 243 
such as the Paleocene-Eocene hyperthermals and the Eocene-Oligocene Transition. 244 
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 325 
FIGURE CAPTIONS 326 
Figure 1. Coupled Mg/Catest-Mg/Casw-temperature calibration for G. ruber. (A) Calibration 327 
surface showing the location of the calibrations performed in this study and at modern 328 
Mg/Casw [Kisakürek et al. 2008]. (B) Mg/Casw-Mg/Catest calibration, (C) comparative Mg/Ca-329 
temperature calibrations with varying Mg/Casw. Error bars are 2SE. (D) Mg/Ca-sensitivity 330 
variation with Mg/Casw, (E) pre-exponential coefficient variation with Mg/Casw. Datapoints 331 
are taken from the calibrations shown in B and C. Red lines show modeled response by least-332 
squares regression fitting the surface shown in A to the calibration datapoints, for a variety of 333 
initial assumptions regarding the form of the equation describing this surface (see data 334 
repository). Because the calibration surface is well defined by three planes, the modeled 335 
surface and therefore the coefficients of a Mg/Ca-temperature calibration are tightly 336 
constrained over this range of Mg/Casw, despite the small number of datapoints in D, E. Red 337 
model lines are those that deviate from the three calibrations by no more than 0.1 mmol mol-1 338 
on average. Note that only the bold red line (quadratic model) captures the Mg/Ca-sensitivity 339 
change with Mg/Casw. 340 
 341 
Figure 2. (A) Mg/Ca data from all sites for which at least one other palaeotemperature proxy 342 
(TEX86, U
K’
37) is available for the last 5 Ma. With the exception of ODP847, at face value all 343 
records imply Pliocene tropical sea surface temperature equivalent or cooler than at present. 344 
(B) Fraction Mg/Ca-biomarker proxy offsets (smoothed, see methods); the majority of 345 
records indicate that Mg/Ca underestimates temperature by 5-15% in the Pliocene. (C) Back-346 
calculated Mg/Casw record, compared to previous reconstructions. Two scenarios are shown: 347 
our preferred reconstruction based on all sites (thick red line) and that excluding ODP847 348 
14 
 
(thin red line), see text. Other proxy data is shown for comparison [Fantle & DePaolo 2006; 349 
Horita et al. 2002]. 350 
 351 
Figure 3. Underestimate in benthic foraminifera Mg/Ca-derived temperatures resulting from 352 
the assumption that Mg/Casw has remained constant over the past 5 Ma, shown as a function 353 
of color. Contour line units are temperature underestimate in °C. DSDP607 data [Sosdian & 354 
Rosenthal 2009] overlain for comparison. 355 
 356 
1GSA Data Repository item 2009xxx, [detailed analytical methodology, foraminifera Mg/Ca 357 
calibration modeling, calculations] is available online at 358 
www.geosociety.org/pubs/ft2009.htm, or on request from editing@geosociety.org or 359 
Documents Secretary, GSA, P.O. Box 9140, Boulder, CO 80301, USA. 360 
361 
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1 Further experiment details
Plankton drift tows (using only the wind to drag the net) were always carried out at a
location with a bathymetry of >300 m. Foraminifera were immediately picked from plankton
concentrates to recovery dishes, whereupon they were measured, photographed and transferred
to individual culture jars if they accepted a juvenile Artemia (brine shrimp). The culture
jars were sealed with parafilm and placed into water baths that were simultaneously cooled
and heated to maintain a long-term temperature variability of less than ±0.3◦C. Individual
foraminifera were measured and fed daily, although feeding was never forced by killing the
Artemia. All individual foraminifera were cultured until they underwent gametogenesis (usually
no more than 7 days, see also Kisaku¨rek et al. [2008]) and were transferred to new jars if algal
growth was detected.
All culture seawater was isotopically labelled to facilitate unambiguous identification of cham-
bers precipitated exclusively in culture. 135Ba was chosen as a seawater spike because highly
enriched (93.5%) 135BaCO3 is relatively inexpensive and the low seawater [Ba] (<10 ppb) means
little spike is required to greatly modify the isotopic composition of large volumes of seawater.
Furthermore, planktic foraminifera Ba/Ca is known to respond linearly to seawater Ba/Ca [e.g.
Ho¨nisch et al., 2011]. Culture seawater 135Ba/138Ba was dependent on the seawater [Ba] before
the spike was added, which was in turn dependent on the proportion of Mg-free artificial seawa-
ter used to create seawater with variable Mg/Ca ratios from artificial-natural seawater mixes.
Artificial seawater was characterised by a higher [Ba] than Gulf of Eilat seawater at the time
the experiment was carried out; therefore culture seawater 135Ba/138Ba ratios varied between
0.52 at Mg/Casw = 2.2 to 1.82 at Mg/Casw = 5.2. These ratios are easily distinguishable from
natural by LA-ICPMS.
2 Data quality and processing
2.1 Laser ablation
Foraminifera trace element data quality and procedures are discussed in detail in the sup-
plementary material of Evans et al. [2014] and we focus here only on the isotope ratio data used
to discriminate chambers precipitated in culture from those present at the time of collection.
Briefly, we utilise the slow depth profiling procedure previously outlined [Evans et al., 2014]
in order to maximise vertical spatial resolution through the chamber walls. Ablation parameters
were: 44-57 µm spot size, 2 Hz laser repetition rate, and a ‘squid’ inline gas smoothing device
was used to avoid beating (spectral skew) at low repetition rates. Ba isotope data quality
was optimised by increasing the m/z = 135 dwell time to 100 ms (∼1/3 total dwell time), the
maximum practically possible given the simultaneous requirements to monitor 10 other m/z
and to keep the total ICPMS sweep time below 0.35 s. Whilst unnecessary for samples grown
in cultured seawater with 135Ba/138Ba >0.5, the relatively low natural abundance of 135Ba
(135Ba/138Ba = 0.09194) means that this is necessary to optimise data at lower 135Ba/138Ba
ratios, given the low (1-2 ppm) Ba concentration in foraminiferal calcite.
135Ba/138Ba data of Globigerinoides ruber chambers of plankton tow specimens that were
1
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Figure DR1: 135Ba/138Ba ratio measurements of non-cultured G. ruber. Marker size is
shown as a function of analysis length (number of ICPMS sweep times) which is proportional
to chamber wall thickness.
not cultured (and never exposed to seawater with isotopically modified 135Ba/138Ba) are shown
in figure DR1. These analyses have mean measured 135Ba/138Ba = 0.0922±0.0245, equivalent
to an accuracy of 0.26% and precision of 26.5%. The mean 2SE of an individual measurement
is 18.1%. Better accuracy and precision are not necessary when identifying very large shifts
in isotopic composition, such as the 5-20× increase here. Therefore, we do not apply a mass
bias correction and the low accuracy is simply fortuitous. Precision derived from these data
may slightly overestimate the uncertainty in analyses of material with elevated 135Ba/138Ba,
as the m/z = 135 counting statistics improve, although this is difficult to assess, as the error
on individual analyses is also governed by other factors such as intra-chamber compositional
variability and shell thickness (i.e. analysis length).
An example of the use of this technique to identify in-culture growth is shown in figure
DR2. These analyses represent chambers from foraminifera cultured in seawater at 26◦C and
Mg/Casw = 2.17 mol mol
-1 and are therefore expected to have lower Mg/Catest values than
those grown in natural Gulf of Eilat seawater. Aside from some outliers this is the case. Only
analyses characterised by 135Ba/138Ba within error of that of the relevant seawater analysis
were used to define the calibrations that we present here. In order to avoid potential bias by
integrating data from partial chamber wall profiles with variable 135Ba/138Ba (as gametogenic
calcite was more likely to be precipitated in culture), only chambers with consistently elevated
Ba-isotope ratios were used to define the calibrations. Mean values were integrated from the
entire chamber wall in order that our laser-ablation measurements are directly comparable to
solution analysis of dissolved tests. Unlike calibrations based on bulk (solution) analysis of
multiple individuals, this method eliminates the need for mass-balance corrections. These may
add uncertainty into calibrations if the proportion of calcite precipitated prior to foraminifera
collection is poorly/unconstrained.
135Ba isotope spikes are therefore an effective tool capable of unambiguously identifying
foraminifera calcite precipitated in culture, given the ease with which seawater 135Ba/138Ba
may be modified; a ∼74 nM spike was used here, equivalent to ∼2 ml 174.5 µM 135BaCO3
solution in 5 l of seawater.
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Figure DR2: Ba isotope data from experiment DE3-2-26 (temperature = 26◦C, Mg/Casw
= 2.17 mol mol-1). Cultured foraminifera Mg/Ca is lower than pre-culture calcite because
these foraminifera were grown in seawater with a lower Mg/Ca ratio. Marker size is shown as
a function of analysis length. Black symbols are those which lie within error of the measured
seawater 135Ba/138Ba. These analyses were used to define the calibrations we present. Other
analyses represent a mixture of culture and pre-culture growth and were discarded. Note
one high-Mg outlier from a very short analysis that is within error of the seawater ratio.
2.2 Seawater ICPMS analysis
Trace element data quality as measured by ICPMS at the NERC Isotope Geosciences Lab-
oratory (British Geological Survey, UK) is described in the supporting material of Evans et al.
[2014]. The procedure was not modified except to include 135Ba. Measured 135Ba/138Ba was
normalised to a BGS QC seawater with natural 135Ba/138Ba ([Ba] = ∼300 ppm). The mag-
nitude of this accuracy correction is 2.8%, following which data quality (accuracy ± precision)
based on triplicate analysis of the seawater standard NASS-4 ([Ba] = ∼7 ppm) was 2.0±3.9 %.
3 Detailed results
Pertinent trace element chemistry, 135Ba/138Ba ratios, carbonate chemistry details and cul-
ture conditions for all experiments are given in table DR1. Seawater Mg/Ca was modified by
mixing natural Gulf of Eilat seawater (ESW) with artificial seawater prepared with no Mg, as
previously described [Evans et al., 2014; Segev and Erez , 2006]. Salinity was modified to 37h
(Gulf of Eilat = 40.65h) for all experiments using NaCl and distilled water. Experiment DE3
(variable Mg/Casw) was carried out a lower pH (mean 8.0) than experiment DE4 (mean pH =
8.2).
4 Mg/Ca data and calibration form
4.1 pH adjustment
Foraminifera Mg/Ca is known to be controlled by pH and/or [CO2−3 ], which is also evident
in these cultures. The point at which the two calibrations approximately intersect (Mg/Casw =
3
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Table DR1: Culture details. n is the number of chamber analyses that went into producing
the mean foraminifera Mg/Ca values shown in the final two columns. Saturation state and
[CO2−3 ] were calculated from alkalinity and pH using co2sys [Lewis and Wallace, 2006] using
the same parameters as Evans et al. [2014]. Both measured and adjusted Mg/Ca used for
the coupled-calibration (see text) are shown.
seawater foraminifera
Experiment n Temp. Mg/Ca alkalinity [CO2−3 ] Ω pH
135Ba/138Ba Mg/Ca Mg/Ca adj.
Variable Mg/Casw, constant temperature
DE3-6-26 12 26.3 6.25 2211.0 240.5 5.70 8.0 1.60±0.02 6.80±0.20 4.77
DE3-5-26 8 26.3 5.19 2263.6 207.5 4.92 8.0 1.83±0.02 6.37±1.05 4.47
DE3-4-26 22 26.3 4.15 2298.6 210.9 5.00 8.0 0.98±0.04 5.38±0.32 3.77
DE3-3-26 15 26.3 3.25 2352.3 216.0 5.12 8.0 0.63±0.07 4.38±0.25 3.07
DE3-2-26 19 26.3 2.17 2477.0 228.0 5.41 8.0 0.52±0.06 3.03±0.14 2.12
Variable temperature, constant Mg/Casw
DE4-3-30 2 30.3 3.40 2532.4 307.0 7.33 8.2 1.72±0.07 4.55±1.00 -
DE4-3-27.5 4 27.8 3.40 2532.4 288.5 6.86 8.2 1.72±0.07 3.84±0.35 -
DE4-3-25 27 25.3 3.40 2412.7 352.6 8.35 8.2 1.71±0.07 3.12±0.18 -
DE4-3-22.5 6 22.8 3.40 2412.7 332.5 7.85 8.2 1.71± 0.06 2.53±0.08 -
DE4-3-20 5 20.3 3.40 2412.7 312.6 7.36 8.2 1.71±0.06 2.23±0.14 -
3.4, temperature = 26◦C) is offset; experiment DE3-3-26 has mean Mg/Ca = 4.45±0.25 mmol
mol-1, whereas the Mg/Ca-temperature calibration at Mg/Casw = 3.4 has predicted Mg/Ca at
26◦C of 3.35 mmol mol-1. This offset is most easily explained by the 0.2 pH unit difference
between the cultures, given that all other conditions were equal and both experiments were
made up of a large number of foraminifera. This offset (32.6%) is remarkably similar to the
pH-Mg/Ca variation observed by [Kisaku¨rek et al., 2008]. The linear best fit of their pH-Mg/Ca
calibration has m = -7.62 which is equivalent to Mg/Ca 33.4% higher at pH = 8 compared to 8.2.
Furthermore, our Mg/Ca datapoint from the experiment with modern Mg/Casw (DE3-5-26) is
offset by approximately the same magnitude (42.6% per 0.2 pH) compared to the datapoint of
Kisaku¨rek et al. [2008] at pH = 8.3. The consistency of this offset between these experiments,
conducted in seawater with different chemistry, means that we can apply this as a constant
offset to our data with a high degree of confidence. Therefore, in order to produce a coupled
calibration at modern pH, we multiply all data from experiment DE3 by 1/1.426, shown in the
final column of table DR1.
4.2 Mg/Catest-Mg/Casw regression form
Previous studies have argued that a power regression most appropriately describes the vari-
ation of Mg/Catest with Mg/Casw [Ries, 2004; Hasiuk and Lohmann, 2010; Evans and Mu¨ller ,
2012]. However, we present this relationship as a quadratic regression forced through the origin,
because the linear DMg-Mg/Casw relationship (main text figure 1B) implies this [see also Evans
et al., 2014]. This does not affect the conclusions of [Evans and Mu¨ller , 2012], as the shape of
this relationship is similar to a power curve (with 0>H>1) in that it is offset to higher Mg/Catest
at a given Mg/Casw over the range 0-5.2 mol mol
-1.
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4.3 Defining the calibration surface
Defining the surface that describes how Mg/Catest, Mg/Casw and temperature covary in 3D
requires some assumption about the form that this relationship should take. Traditionally it
has been assumed that the sensitivity of the Mg/Ca-temperature relationship does not change
with Mg/Casw. However, our calibrations demonstrate that this is not the case (see the main
text), and we immediately discount the possibility that only the pre-exponential constant of
a Mg/Ca-temperature calibration varies with Mg/Casw. Before further discussion of the most
appropriate general form for a coupled calibration, we first discount the other most obvious
possibility; that the pre-exponential constant remains invariant and the exponential constant
varies in some way with changing Mg/Casw.
The modelled variation of Mg/Catest-Mg/Casw and Mg/Catest-temperature at two different
Mg/Casw ratios (the three calibrations for G. ruber now available) are shown in figure DR3
in comparison to the respective empirical calibrations, for a range of possible regression forms
between the exponential coefficient and Mg/Casw (linear, power, exponential, quadratic). For
example, the constant pre-exponential coefficient, linearly variable exponential coefficient model
was constructed as such:
Mg/Catest = B × exp(a1×Mg/Casw+b1)×T (4.1)
Where A = a1 ×Mg/Casw + b1.
A B
C D
Figure DR3: Modelled Mg/Catest-Mg/Casw-temperature relationships (grey lines) com-
pared to those empirically determined (coloured lines represent the empirical calibration
regressions from the main text). The pre-exponential coefficient was held constant with
Mg/Casw.
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No relationship between the exponential coefficient (A) and Mg/Casw is capable of accurately
reproducing all of the empirical calibration features. In particular, it is not possible to reproduce
the nonlinear Mg/Casw-Mg/Catest relationship (figure DR3) with a linear, power, exponential or
quadratic regression between A and Mg/Casw if the pre-exponential constant is held constant.
A model of this form generally produces convex-downwards Mg/Casw-Mg/Catest relationships.
Although more complex functions may be written that would allow better calibration-model
matching with a constant pre-exponential coefficient, it is more parsimonious to assume some
variation in both coefficients. Figure DR4 shows 25 different models encompassing all possi-
ble combinations of linear, power, exponential and quadratic relationship for both coefficients.
Red lines designate models which do not deviate from the empirical calibrations by more than
0.1 mmol mol-1 on average, whereas grey lines are those that do. In order to produce a 3D
relationship between Mg/Catest-Mg/Casw-temperature (main text figure 1), we chose the only
model that most accurately fits all three calibrations, as well maintaining the observed Mg/Ca-
temperature sensitivity decrease and the minimal variation in the pre-exponential coefficient
that we observe (figure DR4C). This model assumes quadratic variation in both coefficients
with Mg/Casw such that:
B = 0.019×Mg/Casw2 − 0.16×Mg/Casw + 0.804 (4.2)
And:
A = −0.0029×Mg/Casw2 + 0.032×Mg/Casw (4.3)
A
DC
B
Figure DR4: Modelled Mg/Catest-Mg/Casw-temperature relationships (red and grey lines)
compared to those empirically determined (coloured lines represent the empirical calibration
regressions from the main text). Both coefficients were allowed to vary with Mg/Casw.
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Figure DR5: Residuals between the modelled relationship between Mg/Catest-Mg/Casw-
temperature and the empirical calibrations. Residual model-calibration offset for (A) the
Mg/Casw-Mg/Catest calibration, (B) the Mg/Catest-temperature calibration in modern sea-
water [Kisaku¨rek et al., 2008], and (C) the Mg/Catest-temperature calibration at Mg/Casw
= 3.4. Red and grey lines are defined as in figure DR4, blue lines show the chosen ‘double-
quadratic’ model.
As before, more complex models could be used that would describe that data equally well over
the range that the dependent variables were investigated. However, our chosen ‘double quadratic’
model is the simplest way of producing a good model-data fit. It exactly matches the observed
Mg/Ca-temperature sensitivity decrease at lower Mg/Casw, and maintains the pre-exponential
constant between 0.45-0.5 over the range Mg/Casw = 2-6 mol mol
-1, as observed.
The residuals between our double quadratic model (equations 4.2 and 4.3) and the empirical
calibrations are shown in figure DR5. The model chosen to represent the calibration surface
presented in the main text (blue line) is that which shows the least trend in residuals from
the temperature calibration, and the only model to show no significant trend in residuals from
our Mg/Casw-Mg/Catest calibration. Outside of the range that this latter relationship was
calibrated the model becomes substantially worse (as do all others). However, over the range
that Mg/Casw is thought to have varied over the Cenozoic [e.g. Coggon et al., 2010; Horita et al.,
2002] the model is accurate to within ±0.2 mmol mol-1, smaller than the error in our Mg/Ca
measurements.
5 Fossil data treatment
The following dissolution and foraminifera Mg/Ca species-offset corrections were applied
prior to dataset smoothing and Mg/Casw calculation.
5.1 Species offset correction
In order to apply our coupled calibration based on G. ruber laboratory cultures to fossil
G. sacculifer data, we used the offset between a laboratory Mg/Ca-temperature calibration of
the two species; Nu¨rnberg et al. [1996] and Kisaku¨rek et al. [2008]. We use laboratory cultures
to calculate this offset because unlike sediment trap or core top calibrations, these studies are
unambiguously unbiased by dissolution or diagenesis. In line with previous studies [e.g. Anand
7
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et al., 2003], we use an exponential coefficient of 0.09 for both species in modern seawater.
Based on this assumption G. ruber and G. sacculifer have pre-exponential constants of 0.43 and
0.39 respectively which equates to a temperature-independent offset of 10.3%, in line with that
suggested by previous work [Dekens et al., 2002].
Data from both species exists for ODP site 999 (Caribbean Sea) at high resolution between
∼3.4-2.2 Ma, enabling the accuracy of this correction through time and for foraminifera growing
in seawater with potentially variable Mg/Ca to be assessed (figure DR6). LOESS-smoothed
curves of this portion of the dataset show high coherence, demonstrating that this correction
appropriately deals with secular Mg/Ca trends through time. Because our Mg/Casw record
indicates that this ratio was lower than present over this time interval, this also demonstrates
that this correction is independent of both temperature and Mg/Casw.
5.2 Dissolution correction
A dissolution correction is necessary to counter the effects of the preferential loss of relatively
high-Mg portions of the foraminifera test when exposed to seawater with ∆[CO2−3 ] <21 µmol
kg-1. See Dekens et al. [2002]; Regenberg et al. [2014]; Fehrenbacher and Martin [2014] for further
details.
We considered two options for dissolution correction of the Mg/Ca data. Correcting the
data in these different ways before back-calculating Mg/Casw as we describe produces subtly
different reconstructions, although the specific correction applied does not signficantly affect the
reconstructed magnitude or timing of Pliocene-Recent Mg/Casw shifts.
Method 1: Proxy matching over the last 400 ka. The Mg/Casw reconstruction we
present in the main text is produced by matching the Mg/Ca data to the biomarker temperatures
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Figure DR6: Comparison of Mg/Ca data from ODP site 999 following species offset correc-
tion. Both uncorrected (top) and corrected (bottom) data are shown. The highly coherent
LOESS-smoothed Mg/Ca trends strongly imply that the magnitude of this correction is
constant through time and at non-modern seawater chemistry.
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over the past 400 ka (i.e. without a dissolution correction per se). This method implicitly assumes
that the offset between Mg/Ca and biomarker derived temperatures over the last four glacial
cycles (when invariant Mg/Casw can be assumed) is the combined result of seasonal differences
in the proxies and Mg/Ca dissolution, where the latter is likely to exert a far larger effect given
minimal seasonality at most of the sites included in this study. The advantage of this approach
is that it requires no assumption regarding the relationship between core depth or core site
carbonate chemistry and dissolution, as opposed to previously suggested dissolution corrections
[Dekens et al., 2002; Regenberg et al., 2006] which may be inaccurate outside of the region in
which they were defined. The global dissolution assessment of Regenberg et al. [2014] provides an
alternate method of addressing this issue. However we do not apply this correction here because
it is not clear how fossil Mg/Ca is most appropriately transformed using a Mg/Ca-∆[CO2−3 ]
slope and a ∆[CO2−3 ] value for the core site depth in the region of interest.
Method 2: Depth-specific Mg/Ca-temperature calibrations. Here, a dissolution
correction was applied using the ocean and depth-specific equations of Dekens et al. [2002].
These take the form:
Mg/Ca = B exp0.09(T−a1d−a2) (5.1)
Where B is species specific, a1 and a2 are constants and d is core depth in km. In order to apply
a dissolution correction to the raw fossil Mg/Ca data from these equations we separate out a
correction factor by multiplying out the exponential component:
Mg/Ca = B exp0.09T exp−0.09(a1d+a2) (5.2)
So that:
Mg/Cacorr. =
Mg/Cameas.
exp−0.09(a1d+a2)
(5.3)
Fehrenbacher and Martin [2014] show preferential loss of Mg from high-Mg bands in G.
ruber which implies that any dissolution correction should be multiplicative and not additive.
Both of the two corrections we tested conform to this. A comparison of the two correction
techniques is shown in figure DR7, demonstrating that our Mg/Casw is insensitive to the exact
correction applied. The similarity of the two methods essentially demonstrates that correcting
the raw Mg/Ca data to the mean biomarker temperature for the last 400 ka (method 1) is a
good site-specific approximation method for the degree of Mg/Ca dissolution. We prefer the first
method because it does not require us to apply the Pacific calibrations of Dekens et al. [2002]
to the South China Sea, given that Regenberg et al. [2014] show that dissolution is controlled
by regional variation in bottom water ∆[CO2−3 ]. Rosenthal and Lohmann [2002] describe an
alternative approach to Mg/Ca dissolution correction using shell weight. However, we do not
utilise this method because shell weight data are not available for all published Mg/Ca records,
and Marshall et al. [2013] show that shell density is also controlled by surface water [CO2−3 ].
We cannot rule out a systematic error that may result from a bias in all records. For example,
a globally lower deep ocean ∆[CO2−3 ] during the Pliocene would impact the robustness of the
dissolution correction that we apply. This correction is essentially based on the assumption
that bottom water ∆[CO2−3 ] has not changed significantly at any individual site over the last 5
Ma. All other studies reporting dissolution-corrected Mg/Ca data also make this assumption.
9
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Figure DR7: The sensitivity of our Mg/Casw reconstruction to the Mg/Ca-dissolution
correction applied. Red line (method one) is based on correcting the Mg/Ca data at each
site so that the mean Mg/Ca and biomarker temperatures are equivalent over the past
400 ka. Blue line (method two) is derived from Mg/Ca data corrected according to the
basin-specific equations of Dekens et al. [2002].
However, on a global scale, variable Pliocene-Recent deep ocean [CO2−3 ] may not be a significant
complication, as the principal control on dissolution (∆[CO2−3 ]; Regenberg et al. [2014]) could
have remained broadly constant over this time. A lower Pliocene Mg/Casw essentially implies a
higher [Ca], given the long (∼14 Ma) residence time of Mg in the ocean [Li , 1982]. Therefore, a
given saturation state is associated with a lower [CO2−3 ], so that ∆[CO
2−
3 ] may be approximately
maintained despite potentially lower Pliocene deep ocean DIC.
6 Site-specific Mg/Casw calculation
The Mg/Casw curves presented in the main text are derived by combining reconstructions
from the individual sites. Site-specific reconstructions, i.e. Mg/Casw calculated by comparing
Mg/Ca and biomarker temperatures at any given site, are shown in figure DR8.
Those derived from ODP1143 and ODP806 are in excellent agreement throughout the last
5 Ma, both in terms of the finer detail in these records as well as the absolute magnitude
of Pliocene-Recent Mg/Casw rise. The ODP999 record is broadly in good agreement with
these. The most likely explanation for the apparent offset between this and the other records
between ∼0.5-1.5 Ma is the poor temporal resolution of both the alkenone and Mg/Ca datasets
at ODP999 between 0-2 Ma. The agreement between the Mg/Casw record from these three sites
in distinct basins strongly supports the hypothesis that the offset between the biomarker and
Mg/Ca proxies over this interval is primarily the result of seawater chemistry change.
In contrast to these three sites, the biomarker and Mg/Ca data from ODP847 show little
proxy disagreement over the past 5 Ma [Dekens et al., 2008, see the main text], and conse-
quently the Mg/Casw record calculated from these datasets is in poor agreement with that from
other sites (figure DR8), although there is still an overall trend to lower Mg/Casw ratios in the
Pliocene. Our preferred Mg/Casw reconstruction does not exclude this dataset because there is
10
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Figure DR8: Site-specific back-calculated Mg/Casw.
no clear reason for doing so. However, we also present a Mg/Casw record that excludes ODP847
as reconstructions derived from the other sites are in agreement to within ±0.5 mol mol-1, and
because it may be the case that other factors in the Eastern Equatorial Pacific bias this recon-
struction. Specifically, it is this site which exhibits the highest present-day inter-annual SST
variability and it may therefore be the case that this Mg/Casw reconstruction is affected by
changes in the seasonal and inter-annual bias of these proxies through time.
7 Variable Mg/Ca-temperature sensitivity implications
Our finding that the sensitivity of the Mg/Ca-temperature relationship varies with Mg/Casw
has implications for the reconstruction of the magnitude of relative temperature changes though
time, as well as latitudinal and zonal gradients within a given timeslice. We specifically examine
the implications that this has for the equatorial Pacific zonal gradient, which has been the
subject of much recent debate [e.g. Zhang et al., 2014; O’Brien et al., 2014; Wara et al., 2005].
Based on our coupled calibration, a Pliocene Mg/Casw ratio of 4.1 mol mol
-1 would result in
a minor reduction of the exponential constant of the Mg/Ca-temperature calibration to 0.0825
(see main text). The generic implications of this for temperature gradient reconstruction during
the Pliocene is shown in figure DR9.
Because the reduction in Mg/Ca-sensitivity compared to present day is small during the
Pliocene, this complication is only moderately important when comparing tropical Mg/Ca data
with that from mid-high latitudes. Specifically, the inter-site temperature gradient error that
would result from assuming modern day Mg/Ca-temperature sensitivity in the Pliocene is only
greater than 0.3◦C if there is a >1 mmol mol-1 difference in measured Mg/Catest between the
two sites. Therefore this factor cannot resolve discrepancies in model-data zonal temperature
gradients.
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Figure DR9: Error in Pliocene Mg/Ca-derived zonal and latitudinal temperature gra-
dients resulting from the assumption that the sensitivity of this thermometer is invariant
with Mg/Casw. There is only a minor reduction in sensitivity in the Pliocene with the
implication that this potential complication cannot resolve model-data discrepancies in the
tropics. However, not accounting for this may lead to a minor to moderate underestimate
in latitudinal gradients (0.2-0.6◦C) when comparing the tropics and high latitudes.
8 Further considerations
8.1 pH
There is evidence that pH exerts a control on Mg/Ca [Russell et al., 2004; Kisaku¨rek et al.,
2008], which we also observe in our cultures (section 4.1). Because there is evidence that pCO2
during the Pliocene Warm Period was higher than pre-industrial [e.g. Pagani et al., 2009],
resulting in a lower surface ocean pH, Mg/Ca derived temperatures may be systematically
biased. Specifically, a lower late-Pliocene pH would result in higher Mg/Ca ratios and therefore
the Mg/Ca-biomarker discrepancy would be underestimated. Seki et al. [2010] report late-
Pliocene G. ruber δ11B-derived pH estimates 0.05-0.1 units lower than today. Assuming that the
Mg/Ca-pH relationship is essentially linear over this range, then a pH change of this magnitude
would bias Mg/Ca ratios by 11-21%. Using the Mg/Ca-pH sensitivity derived in section 4.1,
this equates to a potential 1.4-2.7◦C temperature underestimate. We do not apply a correction
here because a G. ruber -derived pH record is lacking before 3.5 Ma. However, our Mg/Casw
record should be viewed with the caveat that the Mg/Ca data are not corrected for potential
pH changes. It is therefore possible that we overestimate Pliocene Mg/Casw, although this
overestimate would be on the order of ∼0.5 mol mol-1.
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8.2 Mg/Ca bias from high-Mg overgrowths
It has been shown that Mn-Mg-rich overgrowths such as kutnahorite may bias fossil Mg/Ca
measurements [Pena et al., 2005]. Whilst this is an important consideration for some samples, it
is demonstrably not the case that foraminifera Mg/Ca is substantially biased by such overgrowths
at any of the sites that we utilise. Potential diagenesis of this nature at ODP site 847 and 806
is discussed in detail by Wara et al. [2005], and sites 1143 and 999 are discussed in a similar
fashion by O’Brien et al. [2014]. As alluded to by Wara et al. [2005], the fact that dissolution
corrected Mg/Ca-derived temperatures (i.e. using the calibrations of Dekens et al. [2002]) agree
well with TEX86 and alkenones during the Pleistocene at these sites indicates that significant
bias resulting from Mn-Mg-carbonate overgrowths is unlikely.
8.3 Mg/Catest-Mg/Casw relationship calculation in benthic foraminifera
Evans and Mu¨ller [2012] describe in detail how the relationship between Mg/Catest and
Mg/Casw may be indirectly calculated in deep benthic foraminifera that are difficult to culture.
We update this calculation to reflect new information regarding Eocene Mg/Casw [Evans et al.,
2013], and without the ‘CCD-correction’ suggested by Cramer et al. [2011]. We assume a
power relationship between Mg/Catest-Mg/Casw which gives H = 0.51, where Mg/Catest =
F ×Mg/CaswH .
The error in previously reported Pliocene-Recent benthic Mg/Ca-derived temperatures (main
text figure 3) is based on coupling this O. umbonatus Mg/Casw-Mg/Catest relationship to the
temperature calibration of Sosdian and Rosenthal [2009]. We use the Mg/Ca-temperature sen-
sitivity of this study (0.15 mmol mol-1 ◦C-1) despite criticism that it is a two-point calibration
[Yu and Broecker , 2010]. This is because the site to which this calibration was originally applied
(DSDP607), and to which the authors argue that it is applicable [Sosdian and Rosenthal , 2010],
is the only location for which a continuous deep ocean coupled Mg/Ca-δ18O record is available as
far back as the PWP. The magnitude of this systematic temperature bias for a given measured
Mg/Catest ratio is similar if other benthic foraminifera Mg/Ca-temperature calibrations were to
be used [Bryan and Marchitto, 2008; Curry and Marchitto, 2008]. We implicitly make the as-
sumption that all deep benthic foraminifera are characterised by the same Mg/Catest-Mg/Casw
relationship.
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Critical evaluation
8.1 Research synthesis
Along with chapter 2 which examines the broad state of 193 nm laser ablation data quality, Evans
andMüller [2013] and themethodology sectionsof Evansetal. [2013, 2015, Submitted] develop this
technique for foraminiera. Whilst the benefits of performing LA-ICPMS analysis of these organisms
have been realised for more than a decade [Reichart et al., 2003; Eggins et al., 2003; Creech et al.,
2010], these new contributions represent an advance in (1) trace element mapping of complex,
discontinuous samples, and (2) unambiguous identification of calcite precipitated in culture using
both Ba concentration and isotopic labelling. This issue has previously been overcomeusingmass-
balance corrections for the existing material, when samples were analysed by solution ICPMS [e.g.
Kisakürek et al., 2008;Henehan et al., 2013], or by assuming that the calcite of the last few chambers
was precipitated in culture [e.g.Wit et al., 2013]. As demonstrated in Evans et al. [Submitted], a 13⁵Ba
spike is a relatively inexpensive way of labelling large volumes of seawater. This technique may
have particular utility for planktic foraminifera cultures which are typically short term due to the
longevity of most planktic species. The linear test-seawater Ba/Ca relationship for planktic species
[Hönisch et al., 2011] means that both seawater [Ba] and 13⁵Ba/13⁸Ba are easily implemented.
At the time of publication, the (mainly) theoretical assertions of Evans and Müller [2012] were
based on the likelihood that foraminifera were characterised by strongly nonlinear test-seawater
Mg/Ca relationships by analogy to other marine calcifiers [Ries, 2004] and the limited data that
was available at the time [Delaney et al., 1985; Segev and Erez, 2006; Raitzsch et al., 2010]. The pa-
pers and manuscripts presented here confirm that this is the case for both planktic and shallow-
dwelling large benthic foraminifera, immediately lending confidence to the implications laid out in
Evans andMüller [2012] for Paleogene Mg/Casw. By extension, the indirectly calculated seawater-
test Mg/Ca relationship for the deep benthic foraminifera Oridorsalis umbonatus can be viewed
with increased confidence, which has implications for the accuracy of deep ocean Mg/Ca-derived
temperature reconstruction and coupledMg/Ca-18Oderived sea level reconstruction [Evans et al.,
Submitted].
Taking an independent approach, Evans et al. [2013, 2015] provide new evidence that Paleo-
gene Mg/Casw was indeed in the region of 2.0-2.5 mol mol-1. Although previously indicated by
other proxies [Horita et al., 2002; Dickson, 2004; Coggon et al., 2010], this finding was disputed by
some workers on grounds of feasibility [Broecker and Yu, 2011], or the impossibility of producing
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realistic Paleogene foraminifera Mg/Ca-derived SST using Mg/Casw ratios this low [Dutton et al.,
2005]. As argued, this is now known to be a result of an incorrect assumption regarding test-
seawaterMg/Ca [Evans andMüller, 2012]. Furthermore, theG. ruber cultures of Evans et al. [Submit-
ted] provide additional evidence for a large recent change inMg/Casw, adding to previous records
implying or arguing for a rapid Miocene-Recent rise in this ratio [Fantle and DePaolo, 2006; Rausch
et al., 2013]. Analogously to the Paleogene, this accurate new record has implications for both
surface and deep ocean Mg/Ca-derived Pliocene palaeotemperatures.
The remaining detailed implications of the fossil and cultured LBF trace element data for Pale-
ogene palaeoceanography and the biomineralisation mechanism of the nummulitid foraminifera
are discussed in detail in Evans et al. [2013, 2015] and do not directly relate to, or have implication
for, the data presented in the remainder of the thesis with the exception of the discussion below,
although both studies serve to highlight how LBF are an underutilised source of palaeoceanic in-
formation.
Given that a sufficiently accurate and precise Mg/Casw record does not exist, precluding direct
palaeocean temperature reconstruction using the nummulitids at present, the following discus-
sion is based on the requirement for an independent temperature proxy. In order to overcome
this a preliminary clumped isotope dataset and trace element analysis of several exceptionally pre-
served Nummulites samples was produced, in collaboration with Dr. Martin Ziegler (ETH, Zürich).
This dataset enables a more confident discussion of tropical SST in a high-CO2 world. Moreover,
it facilitates more accurate Mg/Casw reconstruction using LBF, as it removes the need to assume a
range of palaeotemperatures [cf. Evans et al., 2013].
8.2 Extending the Nummulites trace element record
The papers and chapters presented here confirm that trace elements in large benthic foraminifera
are valuablepalaeoceanic tools, withutility as seasonal andmeanannual temperature archives and
recorders of seawater chemistry [Evans et al., 2013, 2015]. In order to extend the reconstructions
of Evans et al. [2013], a low-resolution record of seawater chemistry and tropical sea surface tem-
peratures (SST) for the Paleogene was produced using exceptionally preserved specimens from a
number of fossil sites. Fossil localities not alreadymentioned in Evans et al. [2013] are shown in fig-
ure 8.1. These localities span the early Eocene to the early Oligocene and are globally distributed:
• Two samples were collected from the UK Hampshire Basin. N. prestwichianus from the Bar-
tonian Barton Beds at Alum Bay on the Isle of Wight, and N. laevigatus from the Lutetian
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Figure 8.1: Location of the additional fossil sites. See table 1 for details. Samples with prefix
KW (Nanggulan) are discussed in Evans et al. [2013].
Bracklesham Formation exposed at Whitecliff Bay, Isle of Wight, UK.
• One sample (Nummulites sp.) from the Ypresian of the Paris Basin (collected by Dr. Jonathan
Todd, Natural History Museum, UK).
• One sample (Nummulites sp.) from Kutch, India. Biostratigraphically dated to 56 Ma and
may be of PETM age (collected by Dr. Pratul Saraswati, Indian Institue of Technology, Bom-
bay).
• One sample (Nummulites sp.) from the early Oligocene strata of Mississippi (collected by Dr.
Willem Renema, Naturalis, The Netherlands).
Table 1: Sample details and selected laser-ablation trace element data of further exceptionally
preserved Nummulites. See Evans et al. [2013, 2015] for details of analytical methodology.
Sample details Geochemistry (mmol/mol)
Sample location Stratigraphic
unit
Sample
prefix
Age
(Ma)
n Mg/Ca Al/Ca Mn/Ca Sr/Ca
Whitecliff Bay, Isle
of Wight, UK
Bracklesham
Group
W10 43.5 3 78.56.4 0.02NaN 0.390.16 2.140.11
Alum Bay, Isle of
Wight, UK
Barton Clay
Fm.
A10 40 1 61.5 - 0.13 1.85
Paris Basin, France - Aizy1 52.5 3 74.29.0 0.100.12 0.170.12 1.950.01
Kutch, India - B/3/4 56 6 99.23.9 0.150.31 1.680.63 1.960.18
Mississippi, US - BF8d 30.3 7 74.27.5 0.090.50 0.320.31 2.010.12
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All specimens were analysed by LA-ICPMS for trace elements as previously described [Evans
et al., 2013], geochemistry and sample ages are given in table 1. All samples are characterised
by low Al/Ca, demonstrating that cleaning (ultrasonication in acetone, methanol and deionised
water) removed any significant clay mineral contamination; these ratios are within the range ob-
served in live-collected Operculina [Evans et al., 2013]. Mn/Ca ratios are comparable to specimens
from Nanggulan, and whilst elevated above that of modern specimens, these values do not sug-
gest Mn-Mg overgrowths pervasive enough to significantly bias Mg/Ca data. Of all the samples,
those from Kutch are the least well preserved, although these do appear glassy under optical mi-
croscopy. It is difficult to assess to what extent such overgrowths may bias Mg-derived palaeo-
ceanic recontruction without knowing the Mg/Mn ratio of the contaminant phase. Assuming a
worst case scenario (Mg/Mn = 1, far higher than observed by Pena et al. [2005]), even the Mn/Ca
ratios of the Kutch specimens would result in a<5%Mg/Ca bias.
Similarly to N. djokdjokartae from Nanggulan, all samples are characterised by Mg/Ca50% of
Recent-collectedOperculina. To afirst-order approximation, this indicates lowerMg/Casw through-
out the Paleogene, given that tropical temperatures are unlikely to have been substantially lower
thanpresentduring this epoch. Sr/Ca ratiosofNummulites fromthe sites listed in table 1 are slightly
lower but similar to those from Nanggulan. Using a DSr-Mg/Catest slope for O. ammonoides of
7:8 10 4 [Evans et al., 2015], 0.07-0.20 mmol mol-1 of this offset can be explained by the broadly
lower Mg/Ca ratios of these specimens.
Because trace element incorporation in this family of LBF is far more sensitive to seawater
chemistry than temperature, these simple observations indicate that both the Mg/Ca and Sr/Ca
ratio of seawater was relatively invariant throughout the Paleogene. It follows that the concen-
tration of these alkali earth metals was also approximately invariant, given that they have widely
different residence times and concentrations [Li, 1982]. The implications of this are discussed fur-
ther in section 8.4, following the introduction and presentation of the clumped isotope dataset.
8.3 Clumped isotope analysis of fossil Nummulites
8.3.1 Introduction to clumped isotopes
The clumped isotope thermometer is based on the propensity for heavy isotopes to preferentially
bond to each other, in order to form multiply-substituted isotopologues (molecules containing
more than one heavy isotope, such as 13C1⁸O1⁶O) [Eiler, 2007; Ghosh et al., 2006; Eiler, 2011]. A sub-
stitution of heavy isotopes intomolecules containing one other heavy isotope occurs because the
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bonding energy is reduced, i.e. there is a lower zero point (vibrational) energy for bonds between
two heavy isotopes than between a heavy and light isotope or two light isotopes [Eiler, 2007]. Be-
cause there is an enthalpy change associated with the substitution of one or more heavy isotopes,
there is a temperature-dependentdistribution coefficient associatedwithexchange reactions such
as 13C1⁶O1⁶O
 13C1⁸O1⁶O [Tripati et al., 2010; Eiler, 2007].
The fundamental advance offered by this technique is that it is the deviation of the distribu-
tion of doubly-substituted heavy isotopes from random, and not the absolute abundance of any
isotopologue that relates to the distribution coefficient of this substitution. Therefore, clumped
isotope palaeothermometry offers the possibility of temperature reconstruction from (e.g.) car-
bonate geochemistry independent of the isotopic composition of the solution fromwhich precipi-
tation took place [e.g.Ghosh et al., 2006]. Furthermore, there is little or no biological control on the
degree of clumping [Tripati et al., 2010], which means that for many organisms species or group-
specific calibrations are unnecessary (figure 8.2). Furthermore, inorganic calibrations, or those de-
rived from broadly similar organisms may be applicable to extinct fossil groups (for example, in
the case of belemnites [Bernasconi et al., 2011]). However, not all carbonate precipitates lie on the
same calibration line, therefore the style of calcite precipitation must be considered when inter-
preting clumped isotope data of carbonates for which a calibration is not available or cannot be
produced. Specifically,47 data of calcite precipitated under disequilibrium conditions – such as
many speleothems –whereby precipitationmay be associatedwith rapid CO2 degassing fromdrip
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Figure 8.2: Calibration of the clumped isotope thermometer in marine calcifiers. Data from
Tripati et al. [2010]. Eight species of planktic foraminifera, five species of benthic foraminifera
and two coccolithophores lie on the same calibration line. The relatively large scatter in the
planktic foraminifera data is most easily explained by the uncertainty in the calcification tem-
perature of these samples. See Eiler [2007] for the definition of47.
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water, cannot be easily interpreted in terms of temperature [Daëron et al., 2011; Affek and Zaarur,
2014]. Similarly, bivalves may modify the chemistry of their internal seawater pool too quickly for
equilibrium tobeestablishedbetweendissolved carbonate species, andareoffset from the calibra-
tion line defined by other marine calcifiers and inorganic calcite [Henkes et al., 2013]. Irrespective
of this, foraminifera do not deviate significantly from the line defined by inorganic calcite [Tripati
et al., 2010; Eiler, 2011], implying that they precipitate calcite in equilibrium with the vacuolised
seawater. Growth rates for planktic foraminifera are not significantly different from that of the LBF
O. ammonoides. This large benthic species is characterised by a rate of2-6 g day-1 in laboratory
cultures [Evans et al., 2015], whereas planktic foraminifera growth rate calculated from the cultures
of Evans et al. [Submitted], assuming the cross sectional area can be related to shell weight [fol-
lowing Henehan et al., 2013], is 0.3-3.2 g day-1. Therefore, there is no reason to suspect that large
benthic foraminifera precipitate calcite in disequilibriumwith the calcifying fluid, and data derived
from these organisms should not deviate from the calibration line defined by planktic foraminifera
and inorganic calcite, although this currently remains untested.
8.3.2 Eocene tropical palaeotemperatures
Clumped isotope temperatures of themajority of the samples listed in table 1 are shown in table 2.
With the exception of the sample from Kutch, India, which is possibly of Paleocene-Eocene Ther-
mal Maximum (PETM) age, the (sub)tropical localities are characterised by temperatures similar to
present day. The extent to which these palaeotemperatures are representative of SST depends on
thehabitat andmixed layer depthduring the life of the foraminifera. Evansetal. [2013] showed that
O. ammonoidesmineralise throughout winter in the Red Sea, with a seasonal minimum tempera-
ture of 20-21C. Therefore by analogy, it seems unlikely that the Paleogene low-mid latitudes were
seasonally cool enough for discontinuous calcification of these Nummulites. If this assumption is
correct, data are likely not substantially biased away from being representative of mean annual
Table 2: Preliminary clumped isotope temperatures of Paleogene Nummulites. Analysis per-
formed by Dr. Martin Ziegler, ETH Zürich [seeMeckler et al., 2014].
Sample location Sample prefix Age
(Ma)
47 temp.
(C)
1SE replicates
Nanggulan, Java KW 39 26.0 1.6 24
Whitecliff Bay, Isle
of Wight, UK
W10 43.5 21.6 2.3 12
Paris Basin, France Aizy1 53.5 21.5 1.5 29
Kutch, India B/3/4 56 38.5 2.2 13
Mississippi, US BF8d 30.3 26.0 2.6 9
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averages, even if low-latitude seasonality was greater in a high-CO2 world compared to present
[Evans et al., 2013]. Nontheless, RecentOperculina have a peak abundance at 20-40m andmay live
at depths of up to 100 m [Renema, 2008; Reiss and Hottinger, 1984]. Shallow benthic tempera-
tures may be 1-2C lower than surface temperatures over this depth range, although it should be
considered that a similar offsetmay also apply to ‘surface-dwelling’ planktic foraminiferawhich are
also found at depths of up to 50m (in the case ofG. ruber). Conversely, deriving sea surface temper-
atures from the planktic foraminifera test with the most negative 18O [Pearson et al., 2001, 2007;
Aze et al., 2014], results in SST that relate to transient seasonal maxima (i.e. the warmest season in
the102-104 years presumably covered by a single core interval).
Because the relationship between test-seawater Mg/Ca and temperature is now known in de-
tail for the one group of LBF [Evans et al., 2015], nummulitid Mg/Ca data may be used as a tem-
perature proxy if an independent Mg/Casw reconstruction is available from a different technique
[Evans andMüller, 2012]. However, there is no proxy dataset spanning the Paleogene at sufficient
resolution; geochemical models are the only source of continuousMg/Casw data. Palaeotempera-
tures derived from the Mg/Ca data shown in table 1 using the geochemical model of [Stanley and
Hardie, 1998] are in the range of 32-52C, with the exception of samples from Kutch, which are
unrealistically high (>70C). Because the nummulitids suffer from little secondary bias on Mg/Ca
(e.g. from salinity [Evans et al., 2013]), unlike planktic foraminifera [Kisakürek et al., 2008], this result
implicitly suggests that Paleogene Mg/Casw was higher than this model indicates. However, the
data also show that themodel of Stanley andHardie [1998] is substantiallymore accurate than that
ofWilkinson and Algeo [1989] over this time period, which would imply temperatures<5, as pre-
viously argued based on deep benthic foraminifera data [Evans andMüller, 2012]. A more detailed
analysis of the implications of this dataset for seawater chemistry are given in section 8.4.
Given that inaccuracies or gaps in currentMg/Casw records currently preclude theuseofMg/Ca
in thenummulitids for palaeotemperature reconstruction, the followingdiscussionof Eocene (sub)
tropical SSTs arebasedonlyon the clumped isotope temperatures fromtable 2 andpreviouslypub-
lished datasets (see figure 8.3 caption for references). This compilation of Paleogene SST is given in
figure 8.3, in the context of bothmodernmean annual temperature (MAT) and seasonal range, and
data from two GCMmodels of Eocene climate. The models suggest latitudinal temperature gradi-
ents similar to present day, and are essentially characterised by a global warming of the oceans of
theorder of 5-10C. In contrast, themajority of theproxydata indicate tropical SSTwithin the range
of present, albeit with a mean shift to values 1-2C above present day (figure 8.3) potentially im-
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Figure 8.3: Compilation of Paleogene SST reconstruction, grouped by proxy and shown with
colour as a function of age. The output from two GCMs [Tindall et al., 2010; Heinemann et al.,
2009] are shown for comparison. LBF clumped isotope data (this study) are labelled. LBF error
bars show 1 and 2C above the datapoint to illustrate possible temperature underestimate
due to calcification at 20-100 m water depth, with the exception of that from Nanggulan,
which shows the seasonality estimate of Evans et al. [2013]. All mollusc 18O data are shown
with estimates of seasonality. All 18O data are associated with large and variable errors re-
sulting from assumptions regarding 18Osw. TEX86 data have not been updated according to
the Bayesian calibration of Tierney and Tingley [2014]. Data frommultiple sources [Andreasson
and Schmitz, 1996, 1998, 2000; Bijl et al., 2009; Burgess et al., 2008; Creech et al., 2010; Douglas
et al., 2014;Dutton et al., 2002; Ivany et al., 2004; Keating-Bitonti et al., 2011; Kobashi et al., 2004;
Liu et al., 2009; Pearson et al., 2001, 2007; Purton and Brasier, 1997; Sangiorgi et al., 2008; Tripati
and Zachos, 2002;Weller and Stein, 2008, and references therein].
plying the warmest part of the Paleogene oceans have not been sampled. It has been argued that
this broadmodel-datamismatch is a result of inaccurate proxy data [Huber, 2008], given that there
is possible evidence that Eocene continental interiors were far higher than modern [Head et al.,
2009]. Exceptionally preserved planktic foraminifera 18O data and tropical TEX86 measurements
of bulk sediment have been invoked as examples of more robust SST reconstruction [Huber and
Caballero, 2011; Huber, 2008]. However, accurate calibration of GDGT-derived indices to tempera-
ture is non-trivial [Kim et al., 2008, 2010; Liu et al., 2009], for example the extent to which it makes
sense to apply a spatially-varying calibrationmodel [Tierney and Tingley, 2014] to a world substan-
tially different from that in which the calibration is defined may be questioned. The relationship
between single specimen foraminifera 18O andMAT has already been discussed. Considering the
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Tanzania data to be seasonal maxima brings these SST into agreement with the rest of the tropi-
cal data and moreover, the tropical and sub-tropical clumped isotope data presented here and of
Keating-Bitonti et al. [2011] support the hypothesis that the Eocene tropics were no more than a
few degrees warmer than present.
At least some of the apparent data-model discrepancy shown in figure 8.3 may result from the
comparison of globally-distributed proxy datasets with central Pacificmodel output. Nonetheless,
the difference in model-data latitudinal temperature gradient is clear, and although the models
and data agree that themid-high latitudes were substantially warmer than at present, there is also
a large discrepancy in the reconstructed magnitude of this warming, particularly in the southern
hemisphere. ImprovedEoceneboundary conditions, such asmoreprecise atmospheric CO2 recon-
structions, will undoubtedly produce more comparable model output [Lunt et al., 2012], although
(e.g) increased pCO2 broadly acts in the models to raise SST globally [e.g. Huber and Caballero,
2011]. The reason for this fundamental disagreement continues to evade explanation, although
proxy data showing cooler tropics and warmer high latitudes in comparison to model output im-
mediately points to the efficiency of surface heat transfer away from the tropics as a source of
model inaccuracy. Given that changes in ocean circulation are not thought to be able to transfer
this heat to the high latitudes fast enough, other processes such as the quantity and intensity of
tropical storms, both of which are thought to increase at higher pCO2, may provide an explana-
tion [Korty et al., 2008]. Both model and independent sedimentological evidence indicates that
this was the case [Schmitz and Pujalte, 2007], and the increasing evidence for higher SST season-
ality in the Eocene [Brassell, 2014] has also been suggested to result from tropical storms [Evans
et al., 2013]. However, it may be that tropical hurricane parameterisation in models underesti-
mates either of these two factors, or that the models do not capture the efficiency with which
parameterised storms transfer heat to the mid-high latitude surface ocean.
The clumped isotope data point from Kutch, whichmay be of PETM age, indicates that tropical
ocean temperatures at this timemay have been substantially warmer than at any other point dur-
ing theearly-midEocene. Whilst it is conceivable that this sample suffers fromdiagenesis, given the
elevated Al/Ca and Mn/Ca ratios (see table 1), the higher clumped isotope temperature is in good
agreementwith thehigherMg/Ca ratio. This further suggests that significantdiagenetic recrystalli-
sation is unlikely, whereby the clumped isotope data could represent burial temperature, as in the
diagenetic cements analysed by Douglas et al. [2014], as high-Mg calcite undergoes rapid Mg loss
during recrystallisation [e.g. Budd and Hiatt, 1993]. Assuming no significant seawater chemistry
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change between 56-54Ma, i.e. that the samples from Kutch and the Paris Basinmineralised in sea-
water with the same [Mg] and [Ca], the 25 mmol mol-1 difference in Mg/Catest equates to a 17.3C
temperature offset between the two samples. This is identical to the difference in clumped isotope
temperature (table 2), suggesting that both datasets are robust. Sub-tropical PETM temperatures
of this magnitude have also been reported based on planktic foraminifera 18O [Aze et al., 2014].
Whilst tropical temperatures may remain within a few degrees of present at substantially elevated
pCO2 (figure 8.3), the clumped isotope data presented here may add to the growing evidence for
significant warming of tropical SST associated with rapid, transient carbon release [Zachos et al.,
2003; Aze et al., 2014]. Such warming appears to occur even in the context of a background cli-
mate state characterised by mean global temperatures far higher than at present.
8.3.3 Sensitivity of tropical SST to pCO2
The asymmetrical distribution of tropical SST at present (peak cumulative frequency at29C and
no MAT >31C) has been used as evidence for the existence of a tropical thermostat, defined as
one or more mechanisms that limit tropical SST below a certain threshold [Pierrehumbert, 1995;
Ramanathan and Collins, 1991]. It was originally suggested that such a mechanism may be a neg-
ative feedback between incoming radiation and evaporation/cloud feedbacks [Ramanathan and
Collins, 1991]. However, it is now thought that the entire asymmetric curve shifts to higher temper-
atures with increased pCO2 [Williams et al., 2009]; it appears that a thermostat mechanism of this
nature cannot explain the ‘warm, not hot’ [Keating-Bitonti et al., 2011] proxy Paleogene tropical SST
reconstructions (figure 8.3). The extent of the rise of modelled tropical SST with increasing pCO2
is shown in figure 8.4, with both Pliocene and Eocene data overlain. Pliocene data are taken from
the four tropical sites for which both a biomarker andMg/Ca dataset are available [see Evans et al.,
Submitted, and references therein], Eocene data are those from figure 8.3. The warmest Pliocene
data are within error of the model SST-pCO2 line; there is fairly good agreement that during the
warmest part of the Pliocene, the tropical oceans were up to 1-2Cwarmer than at present. As dis-
cussed above, there is a larger discrepancy in the Eocene which may be interpreted in two ways:
(1) The model SST-pCO2 slope is too high, particularly given that some models are characterised
by even higher slopes (for example, at 6 pre-industrial CO2, Tindall et al. [2010] reconstruct west-
ern Pacific warm pool tropical SST of 36-38C). (2) Alternatively, pCO2 reconstructions are broad
overestimates in the Paleogene. If actual values were towards the lower end of the reconstruc-
tions, the data would imply an equally high tropical SST-CO2 slope as themodels. It should also be
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Figure 8.4: A comparison of model and proxy data examining the relationship between trop-
ical SST and pCO2. Pliocene error bars are not plotted for clarity, however these data are asso-
ciated with pCO2 errors of 100 ppm. Model tropical SST fromWilliams et al. [2009]. pCO2
data are from Pagani et al. [2005] and Pagani et al. [2009]. No alkenone CO2 record is available
before 43 Ma, therefore mid-Eocene values are assumed for samples older than 43 Ma. PETM
data were excluded as there are a large range of pCO2 reconstructions for this brief interval.
considered that discontinuous spatial coverage of the proxy data means that the warmest part of
the Eocene oceans have not necessarily been sampled. Conversely, the majority of the proxy data
indicate tropical SST 1-2C lower than the warmest reconstructions, especially for the Paleogene
(figure 8.4). The mid-Eocene clumped isotope data point presented here (table 2) – including the
first robust estimate of Eocene west Pacific Warm Pool (wPWP) temperature fromNanggulan, Java
– indicates that unlike today, this region may not have been the warmest region of the Paleogene
tropics.
In conclusion, bothproxy andmodel data agree that increasedatmospheric CO2 results in trop-
ical SST warming, as well as the widely accepted rise in mid-high latitude surface ocean tempera-
tures [see also Zhang et al., 2014]. A rise in tropical SST can therefore be expected through the next
century as anthropogenic activity continues to raise atmospheric CO2. Proxy data likely indicate
tropical SST-pCO2 slopes lower thanmodels, although the two are within error of each other if the
lower bounds of pCO2 reconstructions are thought to bemost representative of the Paleogene at-
mosphere. More precise pCO2 reconstructions are clearly a prerequisite of solving this incongruity.
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8.4 Cenozoic seawater chemistry: Synthesis
8.4.1 Mg/Ca
Precise and accurate reconstruction of seawater Mg/Ca is critical for quantitative trace element
palaeothermometry and to constrain the processes controlling the cycling of these elements on
geological timescales. Based on detailed calibrations of the relationship between temperature,
Mg/Catest andMg/Casw, Evans et al. [Submitted] present a newhigh-resolution record for the last 5
Ma, whilst Evans et al. [2013] showhow LBFmay be used to reconstruct seawater chemistry deeper
in geological time. The accuracy of this latter reconstruction can be improved using clumped iso-
tope temperaturedata, because thepreviously assumedcalcification temperature covered abroad
range. Using the trace element and clumped isotope data presented here (tables 1, 2), this tech-
nique can be extended to samples spanning much of the Paleogene (figure 8.5). These new data
are in excellent agreement with those derived from fluid inclusions [Coggon et al., 2010; Rausch
et al., 2013] for the Paleogene, suggesting that Mg/Casw remained between 2.0-2.5 mol mol-1 from
the mid-Paleocene to at least the latest Oligocene.
The implications for the planktic foraminifera-derivedMg/Casw record for Pliocene-Recent pal-
aeothermometry and ice volume reconstruction are discussed in detail in Evans et al. [Submitted].
However, given thesenewMg/Casw reconstructions, the coupledMg/Catest-Mg/Casw-temperature
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calibration for G. ruber from the same study may now be used to define a Mg/Catest-temperature
sensitivity for the Paleogene for the first time. Equations 3 and 4 of Evans et al. [Submitted] define
the calibration:
Mg/Catest = 0:54 exp0:057T
For an average Paleogene Mg/Casw of 2.25 mol mol-1. This implies a significant reduction in the
sensitivity of this palaeothermometer during this period, and directly suggests that themagnitude
of relative temperature shiftsmay have been underestimated. Assuming that planktic foraminifera
Mg/Catest is equally sensitive to ocean [Mg] and [Ca], i.e. that it is only the Mg/Casw ratio and not
the absolute concentration of these elements that exerts a control on test chemistry [Segev and
Erez, 2006], the reconstructed temperature difference between two samples is 54% smaller using
a exponential coefficient of 0.09 compared to 0.057. If planktic foraminifera Mg/Ca is unaffected
by secularly-differential secondary controls on Mg incorporation (e.g. salinity, [CO2 3 ] [Kisakürek
et al., 2008]) over such events, this would indicate that surface ocean warming during the PETM
hyperthermal [e.g. Zachos et al., 2003] has been previously underestimated.
Whilst large gaps remain in the record (figure 8.5), the small secular variation in Mg/Casw dur-
ing the Paleogene means that a ratio of 2.0-2.5 mol mol-1 appears applicable throughout, i.e. that
largeMg/Casw excursions are unlikely in the 3-4Ma gaps that exist. Finally, the fact that LBF are far
more sensitive to Mg/Casw than temperature [Evans et al., 2015] means that the clumped isotope
temperature-derived error associatedwith these reconstructions translates into small errors when
utilising planktic foraminifera. This is because planktic foraminifera are approximately equally sen-
sitive to bothMg/Casw and temperature [Evans et al., Submitted], so that a 0.25molmol-1 Mg/Casw
error (froma 3C LBF47 error), translates to a planktic foraminifera temperature of just 1.3C at an
absolute calcification temperature of26C (Mg/Catest =2.5 mmol mol-1), and 0.7C at18C.
It has been recently argued that the ridge flank vein carbonate Mg/Casw reconstructions of
Coggon et al. [2010] require revision [Broecker and Yu, 2011]. The revised reconstructions were sug-
gested tobeat oddswith the timescales of theprocesses that control the cyclingof these elements,
i.e. Broecker andYu [2011] argued that it is difficult to imagine themechanism(s) that could result in
a 3-5 rise inMg/Casw over theCenozoic. AMg/Casw rise is likely tobe the combined result of a rise
in [Mg] and a fall in [Ca] [Horita et al., 2002; Brennan et al., 2013]. Calcium input sources are weath-
ering, hydrothermal activity and dolomitisation, whilst the dominant sink is CaCO3 precipitation.
The predominant Mg source is from weathering, whilst hydrothermal activity and dolomitisation
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are sinks. More recently it has been argued that the most significant part of this rise occurred over
the last 30 Ma [Rausch et al., 2013], which is in agreement with the reconstructions presented here
(figure 8.5). The planktic foraminifera-derived reconstructions of Evans et al. [Submitted] and the
pore fluidmodelling of Fantle andDePaolo [2006] both suggest that a significant portion of this rise
took place as recently as the last 5Ma. Together, these data indicate that secularMg/Casw variation
may be dominated by relatively rapid shifts on<10Ma timescales, as well as the well-known long-
period Phanerozoic oscillations [Stanley and Hardie, 1998]. Over the last 5 Ma, the long residence
time of Mg (14Ma [Li, 1982]) means thatmost of this changemust have been accommodated by
a 20-25% lowering of ocean [Ca].
8.4.2 Sr/Ca
LBF-derived Sr/Casw reconstructions, derived from thedata in table 1 using the technique outlined
in Evans et al. [2013] are given in figure 8.6. These new reconstructions are in broad agreementwith
those previously derived from deep benthic foraminifera [Lear et al., 2003] and fall within the er-
ror estimates of the gastropod data of Sosdian et al. [2012]. Whilst the LBF data also suggest that
Sr/Casw was slightly higher in the Eocene [Tripati et al., 2009], the data indicate that this was no
more than 10% above modern, with late Paleocene values identical to present day. The data
presented here, as well as published values based on well-preserved foraminifera and molluscs,
provide strong evidence for Paleogene Sr/Casw 0-20% higher than at present. Given that these
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Figure 8.6: Compiled Cenozoic seawater Sr/Ca data, including data from this study. Previously
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come from multiple, globally-distributed independent proxies, this indicates a problem with the
ridge flank vein carbonate data of Coggon et al. [2010]. It is likely that these data are inaccurate as a
result of uncertainties derived from theway in which the [Sr]-temperature slope should be extrap-
olated back to deep ocean values [see Coggon et al., 2010, supplementary figure 2]. Leaving this
reconstruction aside, all the datasets indicate that the Paleogene was a period of approximately
constant Sr/Casw, which is also the case for Mg/Ca.
The large difference between the residence times of Mg, Ca and Sr in the ocean means that
this directly implies little change in the concentration of any of these elements between the early
Paleocene and the latest Oligocene. For example, a hypothetical 2 shift in [Mg]would necessarily
have to be associated with an identical change in ocean [Ca] (in order to maintain a constant ratio
as observed), and therefore [Sr]would also have to changeby the sameamount. This is implausible
given the large differences in concentration and residence times of these elements. The broadly
constant Paleocene-Eocene ⁸⁷Sr/⁸⁶Sr composition of marine carbonates supports this [McArthur
et al., 2001], implying no significant shift in global weathering over this interval.
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Conclusion
• Foraminifera, like other marine organisms, are characterised by nonlinear seawater-test Mg/
Ca relationships. The laboratory cultures presented here demonstrate that this is the case
for both high-Mg benthic (O. ammonoides) and low-Mg planktic (G. ruber) species.
• Previous constraints on Paleogene Mg/Casw derived from foraminifera are inaccurate as a
result of the previously held assumption that this relationship is linear.
• Shallow-dwelling large benthic foraminifera are an under-utilised source of palaeoceanic
proxy information. Sea surface temperature, seasonality and seawater chemistry may be
derived from coupled clumped isotope-trace element measurements of these organisms.
• Mid-Eocene seasonality was likely greater than present day, which may be most easily ex-
plained by an increase in the frequency and/or intensity of tropical hurricanes.
• Paleogene Mg/Casw was around 50% of modern. Both Mg/Casw and Sr/Casw are likely to
have been relatively invariant throughout the first half of the Cenozoic.
• Clumped isotopemeasurementsof EoceneNummulites indicateonly a small increase in (sub)
tropical sea surface temperatures with increased atmospheric CO2. Based on a compilation
of Paleogene surface ocean palaeotemperature reconstructions, climate models appear to
overestimate tropical warming.
• Coupled Mg/Catest-Mg/Casw-temperature calibrations such as those presented here are a
prerequisite of pre-Pleistocene trace element palaeothermometry.
• Seawater Mg/Ca was 20% lower during the Pliocene. As a direct consequence, Mg/Ca-
derived ocean temperatures probably underestimate Pliocene warmth by 1-2C.
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Appendix
All LA-ICPMS standard data
The followinggraphs detail analyses of 20-21 of themost commonlymonitoredmasses on 10 stan-
dards using the LA-ICPMS system at Royal Holloway University of London. Primary standardisation
using both NIST612 (the first 20) and NIST610 are shown. See the caption of figure 4, chapter 2 for
an explanation of the formatting of these figures.
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