Caching at base stations (BSs) is a promising way to offload traffic and eliminate backhaul bottleneck in heterogeneous networks (HetNets). In this paper, we investigate the optimal content placement maximizing the successful offloading probability in a cache-enabled HetNet where a tier of multiantenna macro BSs (MBSs) is overlaid with a tier of helpers with caches. Based on probabilistic caching framework, we resort to stochastic geometry theory to derive the closed-form successful offloading probability and formulate the caching probability optimization problem, which is not concave in general. In two extreme cases with high and low user-to-helper density ratios, we obtain the optimal caching probability and analyze the impacts of BS density and transmit power of the two tiers and the signal-tointerference-plus-noise ratio (SINR) threshold. In general case, we obtain the optimal caching probability that maximizes the lower bound of successful offloading probability and analyze the impact of user density. Simulation and numerical results show that when the ratios of MBS-to-helper density, MBS-tohelper transmit power and user-to-helper density, and the SINR threshold are large, the optimal caching policy tends to cache the most popular files everywhere.
I. INTRODUCTION
Caching popular contents at the base stations (BSs) without backhaul connectivity, namely helpers, has been proposed as a promising way of alleviating the backhaul bottleneck and offloading the traffic in heterogeneous networks (HetNets) [1] .
Content placement is critical in reaping the benefit brought by caching. In wireless networks, when the coverage of several BSs overlaps, a user is able to fetch contents from multiple helpers and hence cache-hit probability can be increased by caching different files among helpers. However, owing to interference and path loss, such a file diversity may lead to low signal-to-interference-plus-noise ratio (SINR), since a user may associate with a relative further BS to "hit the cache" when the nearest BS does not cache the requested file [2] .
In [1] , content placement was optimized to minimize the file download time where the interference among helpers are not considered. In [3] , the optimal caching policy was proposed to minimize the average bit error rate over fading channels. Both [1] and [3] assume a priori known BS-user topology, which is not practical in mobile networks. To reflect the uncertain connectivity between BS and user, more realistic network models based on stochastic geometry were considered recently. In [4] , a probabilistic caching policy was proposed where each BS caches files independently according to an optimized caching probability that maximizes the cache-hit probability. However, the optimal caching probability is not obtained with closed-form, which makes it hard to gain useful insights into the impacts of various system parameters. In [5] , the optimal caching probability maximizing the successful transmission probability in a homogeneous network was obtained in closedform when user density approaches infinity. In [6] , content placement was optimized to maximize the traffic offloaded to helpers and cache-enabled users, but the links among helpers and users are assumed interference-free. In real-world HetNets, the interferences are complicated and have large impact on the system design and network performance. While deploying helpers is a cost-effective way for offloading, how to place the contents is still not well understood.
In this paper, we consider a cache-enabled HetNet where a tier of macro BSs (MBSs) is overlaid with a tier of denser helpers with caches. We obtain the optimal probabilistic caching policy to maximize the successful offloading probability, and analyze the impact of critical system parameters. The major differences from existing works are as follows.
• Existing works rarely consider caching policy optimization in HetNets and the basic features of cache-enabled HetNets are not well captured and analyzed, such as BS and user densities, SINR threshold and association bias. • Existing literatures never consider helper idling, which affects the optimization for the caching policy. Since the cost-effective helpers make dense deployment possible, helper idling is more appealing. Our analysis shows that by turning the helpers with no user to serve into idle mode, the files should be cached more uniformly.
II. SYSTEM MODEL
We consider a cache-enabled HetNet, where a tier of MBSs is overlaid with a tier of denser helper nodes. The MBSs are connected to the core network with high-capacity backhaul links, e.g., optical fibers, and the helper nodes are deployed without backhaul but equipped with caches.
The distribution of MBSs, helper nodes and users are modeled as three independent homogeneous PPPs with density of 1 , 2 and , denoted as Φ 1 , Φ 2 and Φ , respectively. Each MBS is equipped with 1 ≥ 1 antennas and each helper node is with 2 = 1 antenna. Denote ∈ {1, 2} as the index of the tier that a randomly chosen user in the network (called the typical user) is associated with. In the following, if not specified, BS refers to both MBS and helper. The transmit power at each BS in each tier is denoted by .
We assume that each user requests a file from a content catalog that contains files randomly, whose probability distribution is known a priori. The files are indexed according to their popularity, ranking from the most popular (the 1st file) to the least popular (the th file). The probability of requesting the th popular file follows Zipf distribution as
where the skew parameter is with typical value of 0.5 ∼ 1.0 [7] . For simplicity, we assume that the files are with equal size 1 and the cache capacity of each helper node is . We consider probabilistic caching policy where each helper independently selects files to cache according to a specific probability distribution. To unify the analysis, denote 0 ≤ , ≤ 1 as the probability that the BS of the th tier caches the th file. When q ≜ [ , ] =1,⋅⋅⋅ , is given, each BS can determine which files should be cached by the method in [4] . For the MBS tier, q 1 = 1, since the MBS can be regarded as caching all the files due to the high-capacity backhaul.
Since every helper caches files independently, the distribution of the BSs in the th tier that cache the th file can be regarded as a thinning of the PPP Φ with probability , , which follows a PPP with density , (denoted by Φ , ). Similarly, the distribution of the BSs in the th tier that do not cache the th file follows PPP with density (1 − , ) (denoted by Φ ′ , ).
We consider user association based on both channel condition and content placement. Specifically, when the typical user requests the th file, it associates with the BS from {Φ , } =1,2 that has the strongest average biased-receivedpower (BRP). The BRP for the th tier is r, = − , where ≥ 0 is the association bias factor, is the BS-user distance, and is the path-loss exponent.
We assume that ≫ 1 such that each MBS has at least 1 users to serve. Considering that the helpers without backhaul can be densely deployed at low cost and the traffic may fluctuate among peak during off-peak times, the density of helper nodes may become comparable with the density of users and hence some helpers may have no users to serve. These inactive helpers will be turned into idle mode to avoid generating interference. Each MBS randomly selects 1 users to serve at each time slot by zero-forcing beamforming with equal power allocation, while each helper randomly selects one user (if there is one) to serve at each time slot with full power. These assumptions define a typical scenario, which can capture the fundamental features of cache-enabled HetNets.
The downlink SINR at the typical user that requests the th file and associates with the th tier is
Files with different size can be divided into equal-size content chunks.
where ℎ 0 is the equivalent channel (including small-scale fading and beamforming) from the associated BS 0 to the typical user, is the corresponding distance,Φ , andΦ ′ , are respectively the sets of active BSs in the th tier that caching and not caching the th file, ℎ is the equivalent interference channel from the th active BS in the th tier to the typical user, is the corresponding distance, and 2 is the noise power. We consider Rayleigh fading channels. Therefore, ℎ 0 follows exponential distribution with unit mean (i.e., ℎ ∼ exp(1)), and ℎ follows gamma distribution with shape parameter and unit mean (i.e., ℎ ∼ ( , 1/ )) [8] . The total interference consists of the interference from the BSs that caching the th file (denoted by , ) and the interference from the BSs that do not cache the th file (denoted by ′ , ).
To reflect how many users in the network on average can be offloaded to the helper tier, we define the successful offloading probability as the probability that the typical user is associated with the helper tier and its downlink SINR is larger than a threshold 0 , which is expressed as
III. OPTIMAL CACHING POLICY
In this section, we find the optimal caching probability that maximizes the successful offloading probability, and analyze the impact of system settings on the optimal caching policy.
Since HetNets are usually interference-limited [9] , it is reasonable to neglect the thermal noise, i.e., 2 = 0. For notational simplicity, we define the relative BS density, number of antennas, transmit power, and bias factor as ≜ / , ≜ / , ≜ / , and ≜ / . Note that = = = = 1. Proposition 1: The successful offloading probability of the typical user is
is the probability that a randomly chosen helper is active (i.e., has user associated with). 2 1 [⋅] and Γ(⋅) denote the Gauss hypergeometric function and Gamma function, respectively.
Then, the optimal caching probability that maximizes the successful offloading probability can be found from
where (6a) is equivalent to the cache capacity constraint (i.e., the number of cached file cannot exceed the cache capacity) as proved in [4] , and (6b) is the probability constraint. This problem is not concave in general, because the active probability of helper a,2 in the objective function is a complicated function of ,2 as shown in (5), which makes the global optimal solution hard to obtain.
To gain useful insights into the property of the optimal caching probability and the impact of various system settings, we first study two extreme cases where / 2 → ∞ and / 2 → 0, and then solve Problem 1 in general case.
1)
/ 2 → ∞: In this case, a,2 → 1, i.e., all the helpers are active. The successful offloading probability becomes
It can be easily proved that the Hessian matrix of ∞ off (q 2 ) is negative definite. Further considering that constraints (6a) and (6b) are linear, Problem 1 is concave when / 2 → ∞. Then, from the Karush-Kuhn-Tucker (KKT) condition, we obtain the following proposition.
Proposition 2: When / 2 → ∞, the optimal caching probability is *
where [ ] 1 0 = max{min{ , 1}, 0} denoting that is truncated by 0 and 1, and the Lagrange multiplier satisfying ∑ =1 * ,2 = can be found by bisection searching. As shown in (8) , the optimal caching probability * ,2 is non-increasing with since decreases with , which coincides with the intuition that the file with higher popularity should be cached with higher probability. For * ,2 ∈ (0, 1), considering (1), the relation between caching probability and file popularity rank in (8) obeys a shifted power law with exponent − /2, which is very different from the noise-limited scenario considered in [6] .
To show how BS density, transmit power of different tiers and SINR threshold affect the optimal caching policy, we derive the following corollaries based on Proposition 2.
Corollary 1: For any * ,2 , * +1,2 ∈ (0, 1), * ,2 − * +1,2 increases with 12 and 12 . Proof 2: See Appendix B. Corollary 1 indicates that when 1 / 2 or 1 / 2 increases, the files with higher popularity have more chances to be cached while the files with lower popularity have less chances to be cached, leading to a trend towards caching the most popular files everywhere. By contrast, when 1 / 2 or 1 / 2 decreases, the files with higher popularity have less chances to be cached while the files with lower popularity have more chances to be cached, i.e., the diversity of cached files increases.
Corollary 2: When 0 → ∞, the optimal caching probability is * 1,2 , ⋅ ⋅ ⋅ , * ,2 = 1 and * +1,2 , ⋅ ⋅ ⋅ , * ,2 = 0. Proof 3: See Appendix C. Corollary 2 indicates that when the SINR requirement 0 is high, the optimal caching policy is simply caching the most popular files everywhere.
2) / 2 → 0: In this case, we have a,2 → 0. Similar to deriving (8), we can obtain the optimal caching probability as *
,2 = can be found by bisection searching. We can further prove that the conclusions in Corollary 1 and Corollary 2 also hold for / 2 → 0, which are omitted due to space limitation.
3) General Case: When is comparable with 2 , Problem 1 is not concave. Only a local optimal solution can be found, say by using inter-point method [10] , which is of high complexity when the dimension of optimization variable q 2 , i.e.,
, is large. Recall that it is the complicated expression of a,2 as function of ,2 that makes the problem hard to solve. In the following, we first introduce a ,2 -independent upper bound for a,2 (denoted by¯a ,2 ), which yields a lower bound of off (denoted by¯o ff ) because off decreases with a,2 as shown in (4) . Then, we solve the problem maximizinḡ off .
To obtain an upper bound of a,2 that does not depend on ,2 , we first find the optimal caching probability that maximizes a,2 , denoted as ,2 . Then, for any ,2 satisfying (6a) and (6b), a,2 ≤¯a ,2 .
From (5), we can see that maximizing a,2 is equivalent to maximizing ∑ =1 ,2 ( 12 ( 12 12 ) 2/ + ,2 ) −1 , which has the same function structure as (7) . Then, by using similar way to derive (8), we can obtain ,2 = [ √ 12 ( 12 12 ) 2/ √ − 12 ( 12 12 ) 2 ] 1 0 , where satisfying ∑ =1 ,2 = can be found by bisection searching. By substituting ,2 into (5), we can obtain¯a ,2 . Then, by substituting¯a ,2 into (4), we can obtain¯o ff as
Since¯a ,2 does not depend on ,2 , (9) has the same function structure as (7) . Again, similar to deriving (8), the optimal probability that maximizes the lower bound¯o ff under the constraints (6a) and (6b) can be obtained as *
where satisfying ∑ =1¯ * ,2 = can be found by bisection searching. In the next section, we show that the caching prob-ability¯ * ,2 can achieve almost the same successful offloading probability as * ,2 found by inter-point method. Since the computation of¯ * ,2 only requires twice bisection searches on two scalars, i.e., and , it can be obtained with much lower complexity than the inter-point method when is large. With the explicit structure of¯ * ,2 , we can analyze the impact of user density on the optimal caching policy.
Corollary 3: For any¯ * ,2 ,¯ * +1,2 ∈ (0, 1),¯ * ,2 −¯ * +1,2 increases with / 2 . Proof 4: See Appendix D. Corollary 3 indicates that when the ratio of user-to-helper density increases, the files with higher popularity have more chances to be cached and vice versa, which reflects a trend towards caching the most popular files everywhere. On the contrary, when the ratio reduces, say from / 2 → ∞ (implies no BS idling) to finite values (implies with BS idling), * ,2 −¯ * +1,2 decreases. This indicates that BS idling makes caching files more uniformly among the helpers optimal.
IV. SIMULATION AND NUMERICAL RESULTS
In this section, we validate our analysis via simulation and illustrate how different factors affect the optimal caching policy and corresponding successful offloading probability via numerical results. The following caching policies are considered for comparison, Unless otherwise specified, the following setting is used. The MBS, helper, and user densities are 1 = 1/(250 2 ) m −2 , 2 = = 25/(250 2 ) m −2 , respectively. The path-loss exponent is = 3.7 [11] . The transmit power of each MBS (with 1 = 4 antennas) and helper are 1 = 46 dBm and 2 = 21 dBm, respectively [11] . The bias factors for the MBS and helper tiers are 1 = 1 and 2 = 10 dB, respectively. The file catalog size is = 1000 files and each helper can cache = 100 files. The SINR threshold is 0 = −10 dB. In Fig. 1, we show the simulation and numerical results of successful offloading probability versus the SINR threshold. The simulation result is obtained based on * ,2 from the interpoint method and then by computing off (q * 2 ) via Monte Carlo method considering −95 dBm noise power. The numerical results are computed from Proposition 1. We can see that the numerical results (with legend "Opt. (Inter-point)") is very close to the simulation results (with legend "Sim. Opt. (Interpoint)") although Proposition 1 is derived in interferencelimited scenario. 2 Hence, in the sequel we only provided the numerical results. Comparing "Opt. lower-bound" with "Opt. Inter-point", we can observe that the caching policy maximizing the lower bound of successful offloading probability performs almost the same as the local optimal solution. When the SINR threshold is high, e.g., 0 > −5 dB (i.e., 4 Mbps rate for 10 MHz bandwidth) for = 0.5, caching the most popular files everywhere can achieve almost the same performance as the optimized caching policies, which validates Corollary 2 although it is derived when 0 → ∞ and / 2 → ∞. Moreover, when increases, the gap between caching the most popular files everywhere and optimized caching policies shrinks. These results indicate that for highly skewed demand with high rate requirement, e.g., video on demand service, simply caching the most popular files everywhere can achieve maximal successful offloading probability. In Fig. 2 , we show the impact of helper density with given MBS and user densities. We can see that the gain of optimal caching over caching popular files everywhere shrinks when the 2 / decreases ( 2 / 1 decreases as well), which agrees with Corollary 1 and Corollary 3. When the helper density is high, the gain of optimal caching over uniform caching approaches to zero. This can be explained as follows. When 2 / is high, the SINR at the user associated with the helper tier is high since the helper is closer to the user meanwhile more helpers can be turned into idle mode leading to lower interference. As a result, increasing file diversity can improve successful offloading probability.
In Fig. 3 , we show the impact of transmit power on the optimal caching policy. When 1 / 2 increases, the files with higher popularity have more chances to be cached while the files with lower popularity have less chances to be cached, which agrees with Corollary 2. This is because the interference from the MBS increases with 1 / 2 and caching the most popular file everywhere can increase the user's SINR, which leads to the increase of successful offloading probability. Fig. 4 . Impact of bias factor on successful offloading probability, = 0.5.
In Fig. 4 , we show the impact of the bias factor. We can see that the optimized caching policies outperform the other two policies. When 2 increases, the successful offloading probability first increases and then decreases (though slightly for "Popular"). This is because the users are more likely to be offloaded to the helper tier when 2 increases, and hence increases the successful offloading probability. Meanwhile, the distance between the user and its interfering MBS increases since the user prefers a far helper node to associate with than a near MBS, which reduces the SINR of user and may decrease the successful probability.
V. CONCLUSION
In this paper, we investigated optimal content placement in cache-enabled HetNets. We derived the closed-form expression of the successful offloading probability and obtained the optimal caching probability maximizing the successful offloading probability. We then analyzed the impact of BS density, user density, transmit power, and SINR threshold on the optimal caching policy. Simulation and numerical results validated our analysis and showed that when the ratios of MBS-to-helper density, MBS-to-helper transmit power, and user-to-helper density and the SINR threshold are large, the optimal caching policy tends to cache the most popular files everywhere. Besides, there exists optimal bias factor to maximize the successful offloading probability.
APPENDIX A: PROOF OF PROPOSITION 1
Based on the formula of total probability, the successful offloading probability defined in (3) can be derived as
is the successful offloading probability conditioned on that the typical user requests the th file, [9] is the probability that the typical user is associated with the th tier when requesting the th file, and ℙ( , > 0 ) is the successful transmission probability when the typical user requests the th file and associates with the th tier.
Based on the formula of total probability, we have
where
is the probability density function of the distance between user and its serving BS when requesting the th file and associated with the th tier, and ℙ( , > 0 | ) is the conditional successful transmission probability, which can be derived as,
where step ( ) is from (2) by neglecting the thermal noise and using the law of total probability, step ( ) is from ℎ 0 ∼ exp(1), step ( ) follows because ℒ ∑ , ( ) = ∏ ℒ , ( ), and ℒ(⋅) denotes the Laplace transform.
The Laplace transform of , can be derived as
(
where step ( ) follows from ℎ ∼ ( , 1/ ), step ( ) comes from approximating the distribution of active BSs caching the th fileΦ , as PPP with density , , [12] and then using the probability generating function of the PPP, a,1 = 1 and a,2 ≈ 1 −
2
) −3.5 is the probability that a randomly chosen helper in the th tier is active [13] ,
is the probability that the typical user is associated with the th tier, and 0 = ( ) 1 is the closest possible distance of the interfering BS inΦ , . Substituting 0 and = −1 0 into (14), we obtain
Since the BSs not caching the th file, i.e.Φ ′ , , can be arbitrarily close to the user, i.e., 0 → 0, from lim
, similar to the derivation of (14), we can obtain
By substituting (15) and (16) into (13) and then (13) into (12), we obtain
Substituting = 2, ,1 = 1, a,1 = 1 (since ≫ 1 ) into (17) and then into (11), Proposition 1 can be proved.
APPENDIX B: PROOF OF COROLLARY 1
Without loss of generality, we assume * 1,2 , . . . , * 1 ,2 = 1 and * − 0 +1,2 , . . . , * ,2 = 0. From ∑ =1 * ,2 = and by defining 1 ≜ 1, 0 + 2, 0 and 2 ≜ 3, 0 + 1, we have
, from which we can obtain
We can see that 1 2 √ 1 increases with 1 since 2 ≥ 0. 3 Considering that 1 increases with 12 and 12 but 2 does not depend on 12 and 12 , 1 2 √ 1 increases with 12 and 12 . For any * ,2 , * +1,2 ∈ (0, 1), from (8), we have *
Since > +1 , * ,2 − * +1,2 increases with 1 2 √ 1 and hence increases with 12 and 12 . where ( ) ≜ ( + 1) ⋅ ⋅ ⋅ ( + − 1)denotes the rising Pochhammer symbol, we can obtain the asymptotic result of 2 1 [ − 2 , 2 ; 1− 2 ; − 0 ] 3 It can be proved that −1 ≤ 3, 0 ≤ 0 for 0 ∈ [0, ∞), and hence 0 ≤ 2 ≤ 1.
for 0 → ∞ as Γ(1 − 2 )Γ( 2 + 2 2 )Γ( 2 ) −1 0 2 which equals 2, 0 . Then, considering the definition of 3, 0 , we have 3, 0 ≜ 2 1 [ − 2 , 2 ; 1− 2 ; − 0 ] − 2, 0 −1 = −1 for 0 → ∞. Upon substituting 3, 0 = −1 into (7), we obtain ∞ off = 1 1, 0 ∑ =1 ,2 for 0 → ∞. Since decreases with and further considering constraint (6a) and (6b), it is easy to see that the optimal values of ,2 maximizing ∑ =1 ,2 are * 1,2 , ⋅ ⋅ ⋅ , * ,2 = 1 and * +1,2 , ⋅ ⋅ ⋅ , * ,2 = 0, and hence Corollary 2 is proved.
APPENDIX D: PROOF OF COROLLARY 3
Since (10) has the same structure as (8) , similar to the proof in Appendix B, we can assume¯ * 1,2 , . . . ,¯ * 1 ,2 = 1 and * − 0 +1,2 , . . . ,¯ * ,2 = 0 without loss of generality. By defining¯1 ≜ 1, 0 +¯a ,2 2, 0 and¯2 ≜¯a ,2 3, 0 + 1, similar to the derivation of (18), we can obtain 1
. Since 2, 0 ≥ 0 and 3, 0 ≤ 0,¯1/¯2 increases with¯a ,2 and hence 1 2 (¯1 ) 1 2 increases with¯a ,2 . Further considering that a,2 increases with / 2 , we know that 1 2 (¯1 ) 1 2 increases with / 2 . Then, with the similar way to derive (19), Corollary 3 can be proved.
