Abstract. We show that a rst order problem can approximate solutions of a robust optimization problem when the uncertainty set is scaled, and explore further properties of this rst order problem.
Introduction
Robust optimization is the methodology of handling optimization problems with uncertain data. In practice, the presence of uncertainties in optimization problems can make nominal solutions meaningless. Such uncertainties can come from data uncertainty in measurement and estimation, or from uncertainty in implementation.
We refer to the recent text [3] for more details.
Consider the linear program:
min xc T x +d s.t.Āx ≤b.
To account for the uncertainties in the data (Ā,b), one instead considers a point x to be feasible if it satises
Ax ≤ b for all (A, b) ∈ U.
Here, U is a set containing the nominal data (Ā,b). We can consider the translation ∆U = U − (Ā,b) and ask: What is the behavior of optimal solutions to the robust optimization problem if the set ∆U were to be scaled by some factor ? A large value of corresponds to a more robust solution, and a small value of places more importance in the objective function. Understanding the dependence of allows one to nd a balance between optimization and robustness. The rst order dependence on is addressed in Corollary 2.4 for linear programs and Theorem 5.3
for nonlinear programs.
The outline of this paper is as follows. We introduce robust linear programming in Section 2. Before we introduce robust nonlinear programming in Section 4, we recall some topics in variational analysis (or nonsmooth analysis) as presented in the texts [9, 5, 4] in Section 3. In Section 4, we also dene the tangential problem, which will be important in Theorem 5.3, our main result. We present rst order properties of the tangential problem in Section 6, and study the eects of sums of uncertainty sets in the tangential problem in Section 7.
Robust linear programming
We keep our presentation compatible with [3] , and begin with the denition of the robust counterpart of a linear program. In a typical linear program, the variable d does not aect the minimizer, but one has to take perturbations in d into account in a robust optimization problem.
The second formulation in the RC shows that we can rewrite the linear program so that c stays constant atc and d = 0. This is the approach we will take for the rest of this section, and we dene U to be a set containing elements of the form (A, b), where (A, b) are close enough to (Ā,b). For more details, we refer to [3] .
We dene ∆A, ∆b and the set ∆U by the relations ∆A := A −Ā,
and ∆U := U − (Ā,b).
The vector x can be chosen so that it stays feasible under these rst order perturbations. We write x =x + ∆x. The RC is therefore simplied to 
where ∆U i is the uncertainty in the ith row.
When ∆U is a small set , we seek to use a rst order approximation to determine a robustly feasible x. Letting x =x + ∆x, and removing the second order term (∆A i )(∆x) in (2. In the case where the optimal solutionx is nondegenerate, i.e., when B = {i | A ix =b i } is of size n andĀ B is invertible, the optimal solutionγ of the rst order problem is justγ =Ā −1 B w, where w is the vector (2.5)
where i 1 , . . . i n are the n elements in B. Whenx is a degenerate solution, the rst order problem is still easy to solve. We illustrate with a particular example that the tangential constraints are easily obtained for rectangular uncertainty sets. 
for all j ∈ {1, . . . , m}, k ∈ {1, . . . , n} .
Then for each i ∈ B,
In Theorem 5.3, we will discuss how an adapted rst order problem gives a rst order approximation of the solution to a robust optimization problem in a general setting of nonlinear programs. For now, we shall present the corollary in the simpler setting of linear programming. 6) and the rst order problem
for all i s.t.Ā ix =b i .
LetΓ be the set of optimal solutions to (2.7). Suppose (1) ∆U i are compact convex sets.
(2)Γ is bounded. (3) There is some γ such thatĀ i γ < 0 wheneverĀ ix =b i . (4) x is the unique minimizer of the nominal problem min{c
Then the set of cluster points of any sequence { 1 (x −x)}, wherex is an optimal solution to (2.6) and → 0, is a subset ofΓ. The objective value of (2.6) , sayv , has an approximationv =v + ṽ + o( ), whereṽ is the objective value of (2.7).
In particular, ifΓ contains only one element, sayγ, then lim →0
Proof. The condition that Q is Clarke regular atĀx −b holds in this case because R m − is Clarke regular everywhere. The condition thatx is the unique minimizer in (4) suces because the domain is convex. The ane function x → c T x + d is locally Lipschitz and subdierentially regular everywhere.
Preliminaries in variational analysis
In this section, we recall the denitions of some nonsmooth objects in variational analysis that will be necessary for the rest of the paper. We recall the denition of normal cones and Clarke regularity. x ∈ C, a vector v is normal to C atx in the regular sense, or a regular normal,
It is normal to C in the general sense, or simply a normal vector, written v ∈ N C (x), if there are sequences x i →x and
We refer the reader to [9, Corollary 6 .29] for equivalent denitions of Clarke regularity. The sets we will encounter in this paper are all Clarke regular, so this does not cause diculties.
We recall the denition of the tangent cone, which will be important in our main result.
Denition 3.2. (Tangent cones)
The tangent cone of a set C ⊂ R m at somex ∈ C is dened by T C (x) := w | x i −x t i → w for some x i ∈ C, t i 0 and x i →x .
Next, we recall sublinearity and equivalent denitions of subdierential regularity that will also be useful for our main result. We take the denitions of subdierential regularity from [9 
It is clear that sublinear functions are convex. (a) We say that the function f is (subdierentially) regular atx if the epigraph
and the regular subderivativedf(
In general, the regular subderivative is sublinear. The function f is (subdierentially) regular atx if and only if df (x) =df (x). Under subdierential regularity, it is clear that the liminf in (3.1) can be taken to be a full limit. Also,
Since the tangent cone will play a major role in our main result, we now recall some calculus rules for tangent cones, highlighting a constraint qualication condition similar to that of condition (4) in Theorem 5.3. The rest of this section will not be essential to the development of the paper, so one may skip to the next section in a rst reading. We now recall a formula for tangent cones under intersections.
Proposition 3.5. (Tangent cones to intersections) Let
, and letx ∈ C. Supposex is Clarke regular at C j for all j. Assume either m j=1 λ j v j = 0, v j ∈ N Cj (x) and λ j ≥ 0 for all j ∈ {1, . . . , m} (3.2) implies λ j = 0 for all j ∈ J , or equivalently: (a) there are no vectors {y j } m j=1 such that y j ⊥ T Cj (x) and y 1 + · · · + y m = 0 other than y j = 0 for all j ∈ {1, . . . , m}, and there is a vector w such that w ∈ R n \{0} such that w ∈ rint(T Cj (x)) for all j ∈ {1, . . . , m}.
Then one has
and C is Clarke regular atx. Proof. Other than the equivalence of (3.2) and (a), this result is stated in a more general case in [9, Theorem 6.42 ]. This result is obtained by consider the set These conditions are equivalent to that in (a).
We recall the Mangasarian-Fromovitz constraint qualication. f j : R n → R and j ∈ {1, . . . , m}, let
Another equivalent denition of the MFCQ is the following positive linear independence condition j∈J λ j ∇f j (x) = 0 and λ j ≥ 0 for all j ∈ J implies λ j = 0 for all j ∈ J .
The classical denition of the MFCQ also takes into account equality constraints in the set Q, which we omit since they are not of immediate interest.
To handle sets dened by nonsmooth constraints, we need to recall the subdifferential.
Denition 3.7. (Subdierentials) Consider a function f : R n → R such that f is locally Lipschitz atx. For a vector v ∈ R n , one says that (a) v is a regular subgradient (also known as a Fréchet subgradient) of f atx,
, if there are sequences
(c) The set∂f (x) is the regular subdierential, and the set ∂f (x) is the (general) subdierential. This characterization of subdierentially regular functions is slightly dierent from the earlier denitions, but is equivalent in the case of locally Lipschitz functions in view of [9, Corollary 8 .11, Theorem 9.13 and Theorem 8.6]. We shall only be concerned with subdierentially regular functions throughout this paper, so there is no need to distinguish between ∂f (x) and∂f (x). We conclude with results on the intersections of tangent cones described by constraints. Proposition 3.8. (Tangent cone under constraints) Suppose C = {x | f j (x) ≤ 0, j ∈ J}, and J is a nite set. At the pointx ∈ C, let J ⊂ J be the set of all j's such that f j (x) = 0. If f j are continuous atx for all j ∈ J, f j are continuously dierentiable atx for all j ∈ J and the MFCQ is satised atx ∈ C, then
In the nonsmooth case, if f j were locally Lipschitz and subdierentially regular at x for all j ∈ J and j∈J λ j v j = 0, v j ∈ ∂f j (x) and λ j ≥ 0 for all j ∈ J (3.3) implies λ j = 0 for all j ∈ J , thenx is Clarke regular at C, and
Proof. We prove the general nonsmooth case for this theorem, which implies the smooth case. There is a neighborhood U ofx such that (tangent-normal relations in regular sets), C j is Clarke regular atx, and the tangent cones T Cj (x) and normal cones N Cj (x) are given by N Cj (x) = {λv | λ ≥ 0, and v ∈ ∂f j (x)},
By Proposition 3.5, the tangent cone
which gives the formula for the tangent cone in the statement.
It is well known that for the sets ∈ ∂f j (x) for all j ∈ J , then the condition (3.3) is equivalent to the existence of a vector w such that w ∈ int(T Cj (x)) (or equivalently w T v < 0 for all v ∈ ∂f j (x)) for all j ∈ J .
∈ ∂f (x), then the tangent cone T Cj (x) is equal to {z | z T v ≤ 0 for all v ∈ ∂f j (x)}, and the interior int(T Cj (x)) is {z | z T v < 0 for all v ∈ ∂f j (x)}, which gives the equivalence on the conditions on w. Next, the equivalence of (3.3) and the condition in this result follow from Proposition 3.5.
Robust nonlinear programming
We look at nonlinear programs of the form
where Q ⊂ R k is a closed set. Specically, we consider problems of the form
ki . We may writeĀ as a concatenation of the matricesĀ i andb as a concatenation of the vectorsb i , and this would make (4.1) equivalent to (4.
ki → R and the set J is nite. Another case of interest is conic programs, which arise when all Q i 's are closed convex pointed cones with nonempty interior.
We now recall the denition of robust feasibility from [3] . 
Remark 4.2. (Decomposing uncertainty sets)
In the case where ∆U is not a direct product of uncertainty sets, the uncertainty sets ∆U i can be dened as
where Π i is the relevant projection from
The denition for robust nonlinear programs encompasses nonlinear objective functions. 
We can rewrite this robust problem as
The function f is convex if and only if the epigraph epi(f ) = {(x, t) | f (x) ≤ t} is convex. Similarly, for a function f locally Lipschitz atx, the function f is subdierentially regular atx if and only if epi(f ) is Clarke regular atx. To prove our results for nonlinear functions, we can prove the result for linear objective functions and then appeal to the second formulation to obtain the result we need.
The formula in the robust optimization constraint can be rewritten as
As in linear programming, we eliminate the second order term (∆A)(∆x) to obtain a rst order approximation. For nonlinear programs, we also need to approximate 
which is also equivalent to
the corresponding constraints to the tangential problem the tangential constraints. 
(see [9, Proposition 6.41] .) This property makes the tangential problem independent of how we decompose the set Q as a direct product of sets.
We give some examples of tangential constraints. is a closed convex cone, then T Qi (0) = Q i . In this case, the corresponding tangential constraint is obtained by just removing the second order term (∆A i )(∆x).
ki and the corresponding tangential constraint vanishes.
In view of Example 4.6, we see that for linear programming, the tangential constraints and rst order constraints are equivalent. WhenĀ ix −b i ∈ ∂Q i \{0}, we may still be able to calculate the tangential constraints using the material recalled in Section 3.
We illustrate the tangential problem with the example on second order cone programming (SOCP). 
d is the second order cone
Given an optimal solutionx, we show how to obtain the tangential constraint. If
ki by Example 4.6, and so the tangential
We now consider the caseĀ ix −b i ∈ ∂Q ki \{0}. Letz =Ā ix −b i . In this case,z 0 = (z 1 , . . . ,z ki−1 ) 2 . The gradient of the map (w 0 , w 1 , . . . , w ki−1 ) → (w 1 , . . . , w ki−1 ) 2 − w 0 atz is (−1,
i.e., R multiplies the 0th coordinate by −1. The gradient atz can also be written as 1 z0 Rz. Therefore, by Proposition 3.8,
Therefore, the tangential constraint is
This can be written equivalently as
5. Main result: Approximation using the tangential problem
In Theorem 5.3 we prove that if the uncertainty set in a robust optimization problem is dilated or expanded, then the robust optimal solution can be predicted from the exact solution of the nonrobust problem and the tangential problem.
We now prove a lemma needed for the proof of our main result. (0) ). Then for all suciently small δ > 0, there exists¯ > 0 such that 0) ) for all suciently small δ > 0, and therefore C + δv + δ 2 B ⊂ int(T D (0)). For every point w ∈ C + δv + δ 2 B, we can nd a convex polyhedral set P w such that int(P w ) = ∅ and P w ⊂ int(T D (0)). A compactness argument shows that the set C + δv + δ 2 B is contained in the interior of nitely many of these convex polyhedral sets, so there is a convex polyhedral set
By the recession properties of tangent cones and the Clarke regularity of D, there is an¯ > 0 such that conv({0} ∪ P ) ⊂ D for all ∈ [0,¯ ] (see [9, Exercise 6 .34(a)]. The roots of this result on local recession vectors can be traced back to [7] .).
We also need material in set-valued analysis as presented in s.t. u is the limit of a subsequence of {u i } .
If S maps to compact sets, continuity as dened by inner and outer limits above is equivalent to continuity in the Pompieu-Hausdor distance, which is a metric in the subset of compact sets. We refer to [9] for more details. We also need to recall the denition of epi-convergence. A sequence of functions h i : R n → R is said to epi-converge to a function h :
The history of epi-convergence can be traced back to the 1960's, and the result we need for our proof ([9, Theorem 7.33]) can be traced back to Salinetti (unpublished, but reported in [8] ) and [2] . See [9, Chapter 7] .
Here is our theorem on the approximation properties of the tangential problem. 1) and the tangential problem
for all (∆A i , ∆b i ) ∈ ∆U i for all i.
LetΓ be the set of optimal solutions to (5.2), Φ = {x |Āx −b ∈ Q}, andx be a solution of the nominal problem min{f (x) |Āx −b ∈ Q}. Suppose (1) Q i are closed sets that are Clarke regular atĀ ix −b i , (2) ∆U i are compact convex sets (3)Γ is bounded. (4) There is some γ such thatĀ
, then x i →x. (6) f is locally Lipschitz and subdierentially regular atx. Then the set of cluster points of any sequence { 1 (x −x)}, wherex is an optimal solution to (5.1) and 0, is a subset ofΓ. The objective value of (5.1) , sayv , has an approximationv =v + ṽ + o( ), whereṽ is the objective value of (5.2).
In particular, ifΓ contains only one element, sayγ, then lim 0
Proof. The proof of this result is broken up into four steps. In steps 1 to 3, we prove this result for the ane function f (x) = c T x + d, and df (x)(γ) = c T x. In step 4, we use the observation in Example 4.3 to treat the case where f is locally Lipschitz and subdierentially regular atx.
Step 1: Rewriting the robust optimization problem (5.1).
We rewrite the constraint in the robust optimization problem.
Hence,
The next step is to scale the variables ∆A i and ∆b i so that the vanishes from the expression ∆U i . This gives
where γ := 1 (x −x) in the nal expression. We see that as 0, the expressions in (5.3) converge to the corresponding expressions for the tangential constraints.
Let Γ denote the set of all feasible γ for the robust problem with parameter , and Γ denote the set of all feasible γ for the tangential problem. Similarly, let Γ andΓ denote the set of optimal solutions to the corresponding problems. It is elementary to check that the sets Γ , Γ,Γ andΓ are all closed.
Step 2: lim 0 Γ = Γ.
Suppose that {γ j } is a sequence of feasible solutions to the robust problem with parameter j , that is γ j ∈ Γ j . Then each γ j satises the formula in (5.3) with parameter j . It is clear that any limit of {γ j } is a feasible solution of the tangential problem (5.2), so lim sup 0 Γ ⊂ Γ.
Next, we show that lim inf 0 Γ ⊃ Γ. Supposeγ ∈ Γ. We need to show that for any choice of j 0, we can nd γ j ∈ Γ j such thatγ = lim j→∞ γ j . Recall thatγ
, we can apply Lemma 5.1 to tell us that for all suciently small δ > 0, there is some¯ > 0 such that
With this observation, we can choose a sequence δ j 0 such that (γ + δ j γ ) ∈ Γ j , which gives lim inf 0 Γ ⊃ Γ as needed.
Step 3: lim sup 0Γ ⊂Γ.
Recall that for a closed set D ⊂ R n , the indicator function have h e − → h. We seek to apply [9, Theorem 7 .33], which gives us the result we need. Before we can do so, we have to check that {h } is eventually level bounded, that is, for any α ∈ R, we have ∪ [0, ] {γ | h (γ) ≤ α} being bounded for some > 0.
Recall Φ = {x |Āx −b ∈ Q}. By Proposition 6.6, the boundedness ofΓ is equivalent to {c} ⊥ ∩ T Φ (x) = {0}. Suppose on the contrary that {h } is not eventually level bounded. Then there is some α and sequences { i } and {γ i } such that i 0, {γ i } is unbounded, and h i (γ i ) ≤ α (or equivalently, γ i ∈ Γ i and c T γ i ≤ α). Let us write x i =x + i γ i . Since x i ∈ Φ and 
We can thus apply [9, Theorem 7 .33] to conclude that min{c T γ | γ ∈ Γ } converges to min{c T γ | γ ∈ Γ} and lim sup 0Γ ⊂Γ, ending the proof of the theorem for the linear case.
Step 4: Locally Lipschitz subdierentially regular f atx.
Consider the problem 5) and (x, t)
and the tangential problem
and (γ, s) ∈ T epi(f) (x, f (x)).
The robust and tangential problems are equivalent to the respective problems For condition (1), we need only to check that epi(f ) is Clarke regular at (x, f (x)), which is immediate from the subdierential regularity of f atx. Condition (2) is straightforward. For condition (3), we note that the set of minimizers of (5.6) is justΓ × {df (x)(γ)}, whereγ is any element inγ. The setΓ × {df (x)(γ)} is bounded if and only ifΓ is bounded.
We further assume that f is locally Lipschitz atx with Lipschitz modulus κ. For condition (4), suppose γ is a vector such thatĀ i γ ∈ int(T Qi (Ā ix −b i )) for all i.
which veries condition (4).
We also need to check that given f (x i ) → f (x) and {x i } ⊂ Φ implies x i →x, we have the compactness condition that
, which gives x i →x, and thus (x i , t i ) → (x, f (x)) as needed.
We now take a closer look at step 4 of the proof of Theorem 5.3. Consider the general case whereΓ = arg min{c T γ | γ ∈ Γ },Γ = arg min{c T γ | γ ∈ Γ} and Γ = lim 0 Γ . It may turn out that lim sup 0Γ Γ , as the example in Figure   5 .1 shows. Example 7.5 shows that it is possible forΓ to be bounded but not be a singleton set. In such cases, it is possible thatΓ is a singleton set, which occurs when the function f is strictly convex for example. 
can be written equivalently as 
while the tangential approximation for the second problem is
Clearly, the solutions for the two problems are dierent. This example shows that depending on how the optimization problem is written, the tangential problems may not be equivalent and may have dierent solutions. But note that in this case,
, which implies that the MFCQ does not hold, which in turn implies that there is no vector γ such thatĀ shows that the variables that we should estimate or measure more accurately are those which make the set L(∆U) = {(∆A)x − ∆b | (∆A, ∆b) ∈ ∆U} small. For example, ifx = 0, then more eort should be spent on determiningb accurately rather than entries inĀ. Likewise,x determines which variables inĀ should be measured more accurately than others.
Besides these analytical properties, Theorem 5.3 shows that solving the tangential problem can help to obtain a good approximate of the robust solution. The robust optimization problem is known to be more computationally expensive than the original problem, so it will take more eort to obtain a desired level of accuracy. With the tangential problem, we can make use of the previously calculated optimization problem to obtain an approximate of the robust solution. Such an approximation is likely to be simpler than the robust optimization problem (for example, for LP in (2.5) and for SOCP in Example 4.7, though it still may be computationally dicult), and need not be computed to very high accuracy to obtain a good approximate of the robust optimization problem.
Remark 5.5. (Relaxing the constraint qualication in Theorem 5.
3) The existence of γ such thatĀγ ∈ int(T Q (Āx −b)) can be relaxed slightly if more structure is known about the set Q. All we need is for the chain of inclusions (5.4) to hold. For example, if Q i is polyhedral and there is some vector γ such that 
First order optimality conditions of the tangential problem
In this section, we discuss rst order optimality conditions of the tangential problem, which can be useful for designing specialized numerical methods for the tangential problem. In view of Theorem 5.3, we also give sucient conditions for Γ to be bounded and forΓ to be a singleton.
As explained in [3, , the robust optimization problem is computationally tractable if either Q is polyhedral or ∆U is polyhedral, while most other problems encountered in practice are not computationally tractable. Recall that a typical constraint in a robust optimization problem whose nominal solution isx is
If there were no uncertainty in the matrixĀ, then the constraint can be written as
Recall that the tangential constraint is of the form
If the variable ∆x in (6.1) were replaced by γ, then we see that (6.1) is similar to the tangential constraint. In other words, the uncertainty inĀ is transferred tob in the tangential constraint through (∆A)x. Tangential problems are still often hard to compute eciently, but the additional structure may be exploited for designing specialized methods. The case where T Q (Āx −b) is polyhedral is just robust linear programming and is easy, while the tangential problem for L(∆U) being polyhedral reduces to optimizing over the cone T Q (Āx −b), as illustrated below.
where h is sublinear, is equivalent to min γ h(γ)
For this section, we dene the sets Φ and Ψ by Φ := {x :Āx −b ∈ Q}.
(6.2)
Hence Γ can be written similarly as
Recall also that
Proposition 6.2. (Tangent space of feasible set) Suppose Q is Clarke regular at 
where Γ and Ψ are dened in (6.2) and (6.3) . Proof. Note that Γ can be written in terms of Ψ as Γ = {γ :Āγ ∈ Ψ}. The result follows directly from [9, Theorem 6.14], though we still have to check the constraint qualication condition there. Through [9, Exercise 6.39(b)], the constraint qualication condition required is that there is a vector γ such thatĀγ ∈ int(T Ψ (Āγ)). Note that the recession cone of Ψ is T Q (Āx −b). This means that T Q (Āx −b) ⊂ T Ψ (Āγ), which shows thatĀγ ∈ int(T Q (Āx−b)) implies the constraint qualication condition. The conclusion is straightforward.
One notices that if there is a vector γ such thatĀγ ∈ int(T Q (Āx −b)) and 0 ∈ int(L(∆U )) (which holds when 0 ∈ int(∆U )), then the tangential problem is feasible.
If a vectorx is a solution of the problem min{f (x) | x ∈ D}, where f is locally Lipschitz and subdierentially regular atx then it is well known that there is a c ∈ ∂f (x) such that −c ∈ N D (x) (see [9, Theorem 8.15 ] for example). We prove the following lemmas, whose proofs do not seem easy to nd. (Āx −b) ). Let f be locally Lipschitz and subdierentially regular atx, andx be a minimizer of the tangential problem (5.2) . Recall also Φ, Ψ, Γ andΓ as dened in (6. 2), (6.3) and (6.4) .
(a) The setΓ is bounded if there is some c ∈ ∂f (x) such that −c ∈ int(N Φ (x)).
atx and ∇f (x) = 0, thenΓ is bounded if and only if −∇f (x) ∈ int(N Φ (x)), which is also equivalent to {∇f (x)} ⊥ ∩ T Φ (x) = {0}.
(c) A feasibleγ ∈ Γ is inΓ if we can nd c ∈ ∂f (x) such that −c ∈ N TΦ(x) (γ).
The condition −c ∈ N TΦ(x) (γ) holds when we can nd
The setΓ is a singleton if we can nd some c ∈ ∂f (x) such that −c ∈ int(N TΦ(x) (γ)) for someγ ∈Γ. The condition −c ∈ int(N TΦ(x) (γ)) holds when we can nd
is linearly independent, and
Proof. Part (a): Seeking a contradiction, suppose that Γ is unbounded, so there is a sequence {γ i } of solutions of minimizers of (5.2) such that |γ i | → ∞, with
On the other hand, since df (x)(·) is continuous and positively homogeneous, we have
The well known characterization of the subderivative in terms of support functions (see for example [4, 6, 9] ) gives
This contradiction tells us that the setΓ is bounded as needed.
Part (b): In view of part (a) and Lemma 6.5, we just need to prove that ifΓ is bounded, then {∇f (x)} ⊥ ∩ T Φ (x) = {0}. We prove the contrapositive.
T w = 0, and w ∈ T Φ (x), that isĀw ∈ T Q (Āx −b) by Proposition 6.2. Letγ be some element inΓ. Then
Thereforeγ + λw ∈Γ for all λ ≥ 0, which shows thatΓ is unbounded, concluding our proof.
Parts (c), (d): Note that
(by [9, Theorem 6.42 
Therefore, by Proposition 6.3,
For part (c), the condition stated is equivalent to the existence of c ∈ ∂f (x) such that −c ∈ { Letx ∈ Ξ.
(
(2) For any nite set {(∆A i , ∆b i )} i∈I ⊂ ∆U such thatx is Clarke regular at Ω(∆A i , ∆b i ) for all i ∈ I, the normal cone
7. Addition of uncertainty sets in the tangential problem
For much of this section we focus on the tangential robust problem on addition of uncertainty sets. More specically, we ask what we can say about the tangential problem with uncertainty set λ 1 ∆S 1 + λ 2 ∆S 2 given knowledge of the optimal solutions of the tangential problem for the uncertainty sets ∆S 1 and ∆S 2 . Such a problem can arise from having to considering robust optimization problems with errors which are a sum of two or more unknown sources.
We begin with some elementary properties. 
We have the following result to study how set addition aects the solution to the tangential problem. 
Proof. In view of Proposition 7.1, we only need to prove the case for λ 1 = λ 2 = 1.
Soγ 1 +γ 2 is a feasible, though not necessarily optimal, solution to the tangential problem where the uncertainty set is ∆S 1 + ∆S 2 , which shows that v(∆S)
In a nondegenerate linear programming problem, we do have equality in Propo- 
Proof. Recall that feasibility can be rewritten as The rst two rows are the active constraints, which gives a solution ofγ(∆S 1 ) = (−2 , 2 ) and v(∆S 1 ) = 2 . To nd v(∆S 2 ), a similar set of calculations shows that the rst and third constraints are the active constraints, which givesγ(∆S 2 ) = (−2 , 2 ) and v(∆S 2 ) = 2 . Similarly, v(∆S 1 + ∆S 2 ) = 2 , and all constraints are active. We have v(∆S 1 + ∆S 2 ) < v(∆S 1 ) + v(∆S 2 ) as needed.
Here is a second example for the case when the cone Q is slightly more compli- Here, the matrixĀ = I is the 3 × 3 identity matrix,b ∈ R 3 is the zero vector, and the convex cone Q is dened by Q := {x ∈ R 3 : x 3 ≥ max(|x 1 |, |x 2 |)}. instead, then we also get the conclusion v(∆S 1 + ∆S 2 ) < v(∆S 1 ) + v(∆S 2 ).
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