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Abstract
Density functional theory is used to calculate the core excitation spectra of titanium
structures. Specifically, the core-hole approximation is used. In this scenario, the excitation
energies of core electrons are calculated using the approximation that the core energy level
be frozen throughout the relaxation process of the orbitals. This allows a more acurate
determination of the resulting X-ray spectra. The method described has been implemented
in an NWChem module.
iii
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Chapter 1
Methods in Quantum Chemistry
This chapter provides a brief overview of the theory of computational methods used in this
dissertation.
1.1 The Hamiltonian and the Schrödinger Equation
The quantum mechanical operators that represent physical observables are Hermitian oper-
ators such that 〈Â〉 = 〈Â〉∗ for all well-behaved functions. The eigenvalues of a Hermitian
operator are real numbers, eigenvalues corresponding to different eigenfunctions are or-
thogonal; eigenfunctions that belong to a degenerate eigenvalue can always be chosen to
be orthogonal.
The Hamiltonian operator corresponds to the energy of the system. The Hamiltonian


































Here α and β refer to nuclei, i and j refer to electrons. Z is the atomic number of
the nucleus, and e is the charge of an electron. The terms correspond, in order, to the
kinetic energy of the nuclei, the kinetic of the electrons, the potential energy of repulsion
between the nuclei, the potential energy of attraction between the electrons and nuclei,
and the potential energy of repulsion between the electrons. Using atomic units, with
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The electrons in a physical system move much faster than the nuclei, therefore the
nuclei may be regarded as fixed in space on the time scale of electronic interactions. This
is the Born-Oppenheimer approximation. Under this approximation the purely electronic





















In the remainder of this work, I adopt the Born-Oppenheimer approximation.
The Schrödinger equation is written as an eigenvalue problem,
ĤΨ = EΨ. (1.2)
The total wavefuntion is denoted by Ψ with E being the total energy. The wavefunction
ψ in the electronic Schrödinger equation specifies the electronic state of the system,
Ĥelψ = Eψ.
Here, the energy, E is the electronic energy of the system including the nuclear-nuclear
repulsion.
1.1.1 Variational Theorem
The average total energy of a system specified by a normalized wavefunction Ψ, not nec-




The wavefunction written inside square brackets, [Ψ], emphasizes that the energy is a
functional of the wavefuntion. A functional is similar to a function, which associates a
2
number to each value of a variable in an interval, except that a functional associates a
number with each function in an interval.
The variational theorem states that the ground state energy corresponding to a partic-
ular wavefunction is higher than that of the true ground state energy unless Ψ corresponds
to the exact ground state wavefunction Ψ0.
E[Ψ] ≥ E0
Thus, the ground state wavefunction and energy may be found by searching for a
wavefunction which minimizes total energy; or in electronic structure calculations, the
electronic energy.
1.2 LCAO
A basis is a space of functions that may be used to form an expansion of a function as






The finite expansion is often a linear combination of atomic orbitals to form the molec-
ular orbitals. There are two features of importance. The first feature is that a smaller
error ε(m) may be obtained by including more terms in the expansion. The second feature
is that as the length of the expansion is increased, the expansion converges systematically
toward the exact result.
1.2.1 Basis Sets
The two types of basis functions, or atomic orbitals, commonly used in electronic structure
calculations are Slater-type orbitals (STO) and Gaussian-type orbitals (GTO).[] Slater-type
orbitals have the functional form
χζ,n,l,m(r, θ, φ) = NYl,m(θ, φ)rn−1e−ζr.
3
Gaussian-type orbitals can be written in terms of polar or Cartesian coordinates
χζ,n,l,m(r, θ, φ) = NYl,m(θ, φ)r(2n−2−1)e−ζr
2




where the sum of lx, ly, and lz determines the type of orbital when written in Cartesian
coordinates.
A difference between GTOs written in terms of spherical functions and those written
in terms of Cartesian coordinates is that when written in terms of Cartesian coordinates,
the GTO for a particular orbital type will have extra functions whose number equals the
number of orbitals for the lower angular momenta. For example, a d-type GTO written in
terms of the sperical functions has five components (Y2,2, Y2,1, Y2,0, Y2,−1, Y2,−2), but there
are six components in the Cartesian coordinates (x2, y2, zz, xy, xz, yz). These six functions
may be transformed into five spherical d-functions and one spherical s-function. Likewise,
the ten Cartesian f-functions may be transformed into seven spherical f-functions and one
set of three spherical p-functions.
Which form does the wave function have in reality? Consider the one-electron hydro-







The Slater type orbital is an eigenfunction of the Hamiltonian and the correct form of
the wave function will take this form. A problem with GTOs is the r2 dependence in the
exponential. At the nucleus the GTO has zero slope, where the STO has a cusp. There is
a cusp in the wave function near the nucleus in all atoms. GTOs therefore do not represent
the proper behavior near the nucleus whereas STOs do include this necessary cusp near
the nucleus.
Another aspect of the problem with the r2 dependence of GTOs is that the GTO falls off
too rapidly at a large distance from the nucleus. Consequently, the tail of the wave function
is poorly represented. A counterpoint when using STOs is how do we include the correct






Where I is the ionization potential, and we therefore do not know the correct exponent.
Slater functions are a good approximation to atomic wavefunctions, but they are usually
not computationally feasible to use. The two-electron integrals which must be evaluated
take excessive computer time when the basis functions are STOs. The GTOs are, however,
much easier to work with. This is because the product of two Gaussian functions on two
centers is another Gaussian on a third center. Consider the real s-type Gaussians centered
on atoms A and B,
gA = aAe−αA|r−rA|
2
gB = aBe−αB |r−rB |
2
The product of these two gaussian functions is a gaussian centered on atom C.








2 · e−αy2 · e−αz2
Therefore, a linear combination of Gaussian functions is commonly used to represent the
wave function. The following figure, 1.1, shows how one might choose a suitable combina-
tion.
In this figure, a total of four Gaussians are added together with a weighting to each
GTO in an attempt to reproduce the shape of the wave function. The second graph in
Figure 1.1 was made with 0.2e−0.25r2 + 0.4∗e−0.5r2 + 0.3∗e−0.4r2 + 0.1∗e−10.0r2 . This looks
very much like the actual 1s wave function. So, just by adding together four gaussian
functions with weighting factors it is possible to get reasonable accuracy in the basis set,
although most basis sets will combine more functions than this.
5
Figure 1.1: Sum of Weighted Gaussian Functions
6
1.3 Hartree-Fock Theory
1.3.1 The Slater Determinant
The wave function describing the electronic structure of atoms and molecules that takes
on the simplest form is the antisymmetrized product of spin orbitals.
Ψe(1, 2, 3, . . . , N) = Âφ̄a(1)φ̄b(2)φ̄c(3) · · · φ̄n(N) (1.3)
Due to the property of determinants that interchanging a row or column of a determi-
nant changes the sign of the determinant, and also that if two columns of a determinant are
equal the determinant is identically zero (corresponding to two electrons being placed in
exactly the same orbital), this product of orbitals can be written as a Slater determinant.




φ1(1) φ1(2) · · · φ1(N)





φN (1) φN (2) · · · φN (N)
∣∣∣∣∣∣∣∣∣∣∣∣
(1.4)
An overbar is sometimes written to show that the orbitals are spin orbitals, but the overbar
is also sometimes used to distinguish a spin up orbital, φ(1)α, from a spin down orbital,
φ(1)β. Therefore, the overbar is not used in the remaining discussion of spin orbitals.
1.3.2 The Hartree-Fock Energy
The expectation value of the one-electron Hamiltonian for each spin orbital is




















where dr implies integration over all space and spin components. This is the bare nucleus
Hamiltonian, with n equal to the number of atoms. It is the Hamiltonian without the
effects of nuclear shielding from any core electrons. The two electron coulomb integral
7







This integral is the classical Coulomb energy, or Coulomb potential, written in terms of



















The factor of 12 is present so that there is no double counting of the electron repulsion.
A two-electron system (with a and b indices representing the two electrons) will therefore
result in an energy for Ψ
E = haa + hbb + Jab −Kab.
1.3.3 The Hartree-Fock Equations
The Hartree-Fock equations are derived from minimizing the energy with respect to a
change in the orbitals subject to the contraint that the orbitals are orthonormal.
L = EHF − 12
∑
ij
εij (〈φi | φj〉 − δij) .
In this equation, L is the Lagrangian to be made stationary, with εij a Lagrange multiplier.
A unitary transformation may be chosen which diagonalizes the Lagrange multiplier matrix,









φi = εiiφi (1.8)
The Hartree-Fock equations are often written in terms of of the Coulomb and exchange








































The Hartree-Fock Hamiltonian, or Fock operator, is f̂HF . φi are the canonical HF
spin orbitals, and the diagonal Lagrange multipliers, εii, are the canonical HF spin orbital
energies. The canonical HF spin orbitals, φi, are eigenfunctions of the HF Hamiltonian,
f̂HF , so the spin orbitals may be interpreted as the wave functions for one electron moving
in the potential field of the nuclei and the average potential field due to the other (N − 1)






, is not arbitratry, it is
the potential that leads to the eigenfunctions of f̂HF being the best possible spin orbitals
to use in constucting a single determinant wave function for the N -electron system.
1.3.4 Koopmans’ Theorem
Koopmans’ theorem states that using canonical orbitals and neglecting relaxation effects
of the orbitals, the negative of the orbital energy will give an estimate of the ionization
potential associated with removing an electron from the orbital. To show this, remove an
electron in orbital φk from the wave funtion and assume that the other orbitals do not












φi = EN − εkk
Hence, IP k = EN−1HF − ENHF = −εkk
1.3.5 Correlation Energy
The correlation energy of a system defined in chemistry is the difference between the exact
nonrelativistic energy Eexact and the nonrelativistic Hartree-Fock energy EHF .
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Ecorr ≡ Eexact − EHF
This energy will always be negative because EHF is an upper bound to the exact energy
as guaranteed by the variational theorem 1.1.1.
Post-Hartree-Fock theories are developed to recover the correlation energy. Electron
correlation may be divided into dynamical and non-dynamical, or static, correlation. Dy-
namical correlation is associated with the movement of electrons and is described by con-
figuration interaction (CI). Non-dynamical correlation energy reflects the inadequacy of
a single reference in describing a given state [Sha77], thus static correlation is important
when the ground state can be described only by nearly degenerate determinants or when
there are rearrangements of electrons within partially filled shells. These cases arise in the
description of chemical reaction where bonds are broken and formed and for most excited
states [Sie83].The multi-configurational self-consistent field (MCSCF) method takes into
account static correlation but not dynamical correlation.
1.4 Coupled-Cluster Theory
Coupled-cluster (CC) theory is an ab initio approach for treating higher excitations in
electronic structure theory for the purpose of recovering the electronic correlation energy
of a system.[BM07][CI98]. The coupled-cluster wave function provides an accurate exten-
sion of the Hartree-Fock wave function, with the CC method being both size-consistent
and size-extensive. One shortcoming of CC theory is that it requires the existence of an
accurate single-determinant reference. Therefore, it cannot be reliably applied to systems
with degenerate or nearly degenerate electronic configurations without first contructing an
appropriate multireference state. Nearly degenerate states in electronic structure theory
give rise to static, or non-dynamical, correlation. In comparison, CI is capable of han-
dling either dynamic or static correlation. However, the advantages of using CC theory are
numerous. First, the CI method is not size-consistent unless all relevant excitations are
included.
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1.4.1 The Exponential Ansatz
The difficulties faced by the linear CI method in representing noninteracting fragments
suggests the use of an exponential wave funtion, where the separability of the wave function
is built into the wave function itself, ensuring size consistency of the method for any level
of truncation of the excitation operator. This is the exponential ansatz:
ΨCC = eT̂ Φ0. (1.10)
The fundamental idea behind the exponential ansatz is the generation of a wave function
containing cluster operators that correlate the motions of a specific number of electrons.
The cluster operator, T̂ , creates excitations from the reference determinant and may be
expanded into the constituent levels of excitation. Thus, T̂1 represents single excitations,
T̂2 double excitations, and so on.
The one-electron eigenstates φ are molecular spin orbitals arising from a canonical
Hartree-Fock calculation. Numbers 1, 2, 3, . . . , N are labels for the orbitals, and numbers
in parentheses are labels for the electrons placed into the orbitals. When a multi-reference
method is needed, for example to recover non-dynamical correlation effects, Φ0 can be a
linear combination of determinants. If the cluster operator acting on the reference state
includes all possible electron groupings, or including terms up to T̂N in the cluster operator,
where N is the number of electrons, the exact wave function within the given one-electron
basis, or full CI wave function, results. Without truncation, however, the FCI and full
coupled-cluster operators provide linear and nonlinear, exponential parametrizations of
the same state, there being no advantage in using the more complicated exponential pa-
rameterization.
1.4.2 Size-Consistency
Coupled-cluster theory has the advantange of size-consistency over truncated CI. Size-
consistency is defined as the case when the energy of a non-interacting system E(AB)
is equal to the sum of the energies of two isolated subsystems E(A) and E(B). The
demonstration of the size-consistency of the CC wave function is straightforward. Because
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the subsystems A and B are non-interacting, there are no cross terms in the Hamiltonian
ĤAB for the whole systems, which may therefore be written as
ĤAB = ĤA + ĤB.
ĤA acts only on that part of the wave function representing fragment A, and ĤB similarly
represents only fragment B. For the total energy to be additively separable, the total wave
function must be multiplicatively separable. Therefore, the total excitation operator in the
exponential must have one component for each fragment: T̂ = T̂A + T̂B. This separation
of the excitation operator is possible because the molecular orbitals used to define the





= 0. Substituting Ĥ and ΨCC the Schrödinger equation becomes
(ĤA + ĤB)e(T̂A+T̂B)Φ0 = ECCΦ0
(ĤA + ĤB)eT̂AeT̂BΦ0 = ECCΦ0
ĤAe
T̂AΨ0 + ĤBeT̂BΦ0 = EACC + E
B
CC (1.11)
The last equation shows that the coupled cluster wave function is size-consistent if Φ0 is
size-consistent, due to the use of the exponential ansatz for the CC wave function.
1.4.3 Size-Extensivity
The size-extensivity of the CC wave function is another major advantage over CI. Size-
extensivity is defined as the linear scaling of the energy with the number of electrons
involved in the property which is being measured. An illustration of size-extensivity is
made by considering the energy of the infinite, uniform electron gas. If one more electron
is added, the density of the gas changes does not change, while the energy of the gas
increases by an amount that depends only on the density. The energy of the system thus
scales in a manner which is directly proportional to the number of electrons present. If a
CI expansion is truncated to achieve a more compact description of electron correlation,
the method is then not size-extensive. This is because a variational condition is not size
extensive until the full CI result is reached. The coupled-cluster wave function is size-
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extensive, this being true even when T̂ is truncated at a chosen excitation level. i A
coupled-cluster wave function truncated at double excitations contains double excitations,
termed connected, but also contains combination of double excitations to give disconnected
quadruple excitations. On the other hand, a CI wave function truncated at the same level
has only the double excitations. The disconnected contributions are significant, and become
dominant for extended systems.
1.4.4 The Coupled-Cluster Energy Equation
Starting with the Schrödinger equation, Ĥ | ψ〉, and the exponential, eT̂ | Φ〉, the CC
energy equation may be derived by inserting the exponential ansatz into the Schrödinger
equation and projecting by the reference.
ĤeT̂ | Φ0〉 = EeT̂ | Φ0〉,
and left projecting by the reference,
〈Φ0 | ĤeT̂ | Ψ0〉 = E〈Φ0 | eT̂ | Φ0〉 = E〈Ψ0 | Ψ〉 = E.
The overlap of the reference wave function with the coupled-cluster wave function, 〈Φ0 | Ψ〉,
is set to unity. The amplitude equations are
〈Ψab...ij... | ĤeT̂ |〉Ψ0 = E〈Ψab...ij... | eT̂ | Ψ0〉
The effective Hamitonian, e−T̂ ĤeT̂ , is obtained by multiplying ĤeT̂ on the left by the
operator e−T̂ . The resulting equations are
〈Φ0 | e−T̂ ĤeT̂ | Φ0〉 = E (1.12)
〈Ψab...ij... | e−T̂ ĤeT̂ | Φ0〉 = 0 (1.13)
These equations, using the similarity transformed Hamiltonian, are referred to as the linked
coupled-cluster equations and are equivalent to the unlinked coupled-cluster equations,
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which use ĤeT̂ instead of e−T̂ ĤeT̂ ; but, in the linked equations the amplitude equations
do not depend on the energy. The similarity transformed Hamiltonian is not Hermitian,
therefore this energy equation does not satisfy any variational conditions. However, the
operator e−T̂ ĤeT̂ can be expanded according to the Baker-Campbell-Hausdorff (BCH)
formula



































This equation is often referred to as the Hausdorff expansion.
Applying the BCH expansion to the projected energy expression,












In computational chemistry, there is always a decision to make between the accuracy
of a method and how fast the method is. A brief discussion of costs of coupled-cluster
theory based on the highest level included in the cluster operator provides insight into the
compromise of accuracy and feasibily. CCSDT has a computational scaling of O(o3v5),
where o represents the number of occupied orbitals, and v the number of virtual orbitals.
This notation is sometimes more compactly given as O(N8), where N is the total number
of basis functions.[HHK06] Here, however, the choice of using o and v in the notation
will be retained in order to understand more clearly the following discussion. CCSDT
requires a computational storage of O(o3v3). It is clear that the cost of storing computed
amplitudes, rather than the time to compute them, is the computational bottleneck. This
means that including higher connected excitations than triples is impractical for all but
the simplest systems. When the effect of triples is approximated by perturbation theory,
with the method written CCSD(T), there is a non- iterative O(o3v4) scaling and a storage
of O(o2v2), the same as for CCD. The lower cost of CCSD(T) and the fact that CCSD(T)
gives an additional five to ten-fold reduction in the error in the correlation energy vs.
CCSD and makes it one of the most attractive methods for treating larger systems.[Bar95]
14
1.4.6 Excited States in CC Theory
Many quantum chemical treatments of electron correlation involve the choice of a single
reference configuration, which often limits applications to molecular ground states or to
lowest excited states of a given symmetry and spin multiplicity. This limitation results
from a variational collapse of the orbital optimization procedure. Coupled-cluster theory
possessing a complete treatment of single excitation effects is invariant to rotations between
occupied orbitals. Variationally optimal reference states are not as important in CC theory
and may be constructed for specific excited states, but are restricted to describing the
cases of high-spin, open-shell excited states. However, most excited states with optically
allowed transitions from a closed-shell molecule are open-shell singlet states. Therefore, an
alternative method is needed to calculate the excited states. Direct methods can reveal a
spectrum of excited states in a single calculation. The equation-of-motion (EOM) method
is one such direct method. In EOM-CC, the excited-state wave function is generated from
the reference state by the action of a wave operator. A few advantages of using the EOM
method are that it produces a spin-adapted excited-state wave function and that a common
set of molecular orbitals is used to describe all excited states. Once more, the calculation
of the excited states can be size-extensive. The equation-of-motion coupled-cluster method
produces a set of excited states that are orthogonal, making the identification of the excited
states unambiguous.
Instead of finding an approximate eigenfunction of the exact Hamiltonian, which is
the technique used in conventional coupled-cluster theory for the ground state, the ap-
proach of constructing the exact eigenvectors of an effective Hamiltonian is used in EOM-
CC.[HJO00][Bar95] This effective Hamitonian, now denoted H̄ is not hermitian, and its
matrix representation is non-symmetric. As a result of the asymmetry of H̄, the right hand
eigenvalue problem e−T̂ ĤeT̂ | Φ0〉 = E | Φ0〉 → H̄ | R〉 = E | R〉 becomes different from
the left hand eigenvalue problem, 〈L | H̄ = 〈L | E, but the energy is the same for both
cases. The left eigenvector, 〈L |, is called the bra state and the right eigenvector, | R〉, the
ket state. The bra state cluster operator, L̃, is defined similarly to the cluster operator, T̂ ,
to represent the mth excited state as
15
〈L(m) |= 〈Φ0 | L̃(m), L̃(m) = L̃0(m) + L̃1(m) + L̃2(m) + · · ·
This operator is sometimes called a de-excitation operator or a bra-state excitation operator
becuase it acts on the reference wave function to the right. The ket state excitation operator
is defined similarly as
R̃(m) | Φ0〉 =| R(m)〉, R̃(m) = R̃0(m) + R̃1(m) + R̃2(m) + · · ·
with L̃0(m) and R̃0(m) = 1 for the ground state. The problem of non-orthogonality of
the excited states is solved by enforcing the biorthogonality of these states, with the two
configurations forming a biorthonormal set.
〈Φ0 | L̃(m)R̃(n) | Φ0〉 = δmn
The EOM-CC energies are obtained by applying the variation principle to the expecta-
tion value. But, H̄ is non-Hermitian, so the eigenvalues of this Hamiltonian are not upper
bounds to the exact energy and may become complex.
1.5 Perturbation Theory
Perturbation Theory (PT) is a method of obtaining the response of the system to a change
in the Hamiltonian. PT is size consistent. In perturbation theory, the total electronic
Hamiltonian is divided into a zeroth-order part, Ĥ0, which has known eigenfunctions and
eigenvalues, and a perturbation, V [SO96]. Consider the eigenvalue problem
ĤΨ = (Ĥ0 + V )Ψ = EΨ






If the perturbation, V is small, Φ0i and E
0
i can be expected to be close to the true wave
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function and energy, Ψ and E. A parameter λ is introduced,
Ĥ = Ĥ0 + λV.








i + · · · | Ψ〉
| Ψ〉 (1.14)
= | Φ(0)i 〉+ λΦ(1)i + λ2Φ(2)i + · · · .
Multiplying on the left of the equation for Ψ with | Φ(0)i 〉 and assuming the eigenfunctions
are normalized, 〈Φ(0)i | Φ(0)i 〉 = 1, and that 〈Φ(0)i | Ψi〉 = 1,
〈Φ(0)i | Ψ〉 = 〈Φ | Φ(0)i 〉+ λ〈Φ(0)i | Φ(1)i 〉+ λ2〈Φ(0)i | Φ(2)i 〉+ · · · = 1.
This equation holds for all values of λ, so 〈Φ(0)i | Ψ(n)i 〉 = 0 for n = 1, 2, 3, . . .. Substituting
the Taylor expansion of E and Ψi into the equation for the exact Hamiltonian, Ĥ, expressed
in terms of the zeroth order Hamiltonian, Ĥ0 and V , gives
(Ĥ0+λV )(| Φ(0)i 〉+λ | Φ(1)i 〉+λ2 | Φ(2)i 〉+· · · )(E(0)i +λE(1)i +λ2E(2)i +· · · )(| Φ(0)i 〉+λ | Φ(1)i 〉+· · · ).
and equating coefficients of n leads to
Ĥ0 | Φ(0)i 〉 = E(0)i | Φ(0)i 〉
Ĥ0 | Φ(1)i 〉+ V | Φ(0)i 〉 = E(0)i | Φ(1)i 〉+ E(1)i | Φ(0)i 〉
Ĥ0 | Φ(2)i 〉+ V | Φ(1)i 〉 = E(0)i | Φ(2)i +E(1)i | Φ(1)i 〉+E(2)i | Φ(0)i 〉.
The n-th order energy expressions are obtained by projecting with 〈i |
E
(0)
i = 〈Φ(0)i | Ĥ0 | Φ(0)i 〉
E
(1)
i = 〈Φ(0)i | V | Φ(0)i 〉
E
(2)
0 = 〈Φ(0)i | V | Φ(1)i 〉.
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1.6 DFT
Density functional theory (DFT) is the most broadly applicable computational method we
have and is the basis of the calculations in this dissertation.
1.6.1 The First Hohenberg-Kohn Theorem
The first Hohenberg-Kohn theorem may be summarized by saying that the ground state
energy is a functional of the density, i.e. E[ρ]. In 1964, Hohenberg and Kohn proved that
for systems with a nondegenerate ground state, the ground-state energy, wavefunction,
and in fact all molecular electronic properties are uniquely determined by the ground-state
electron density ρ0(x, y, z).[HK64] The electron density is the number of electrons per unit
volume and is a function of only three variables,
ρ(r1) = N
∫
| ψ(r1, r2, . . . , rN |2 dr2 . . . rN ,
where ψ is the ground state wavefunction.













2, . . . , r
′
N )ψ(r1, r2, . . . , rN )dr3dr4 . . .drN .
The diagonal elements of P2, called the two-particle density matrix or pair density, are
P2(r1, r2; r1, r2).
This two electron probability function determines all two particle operators. The first order









1, r2; r1, r2)dr2.
with
ρ(r) = P1(r, r).
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The exact total energy is determined as the trace of the Hamiltonian with the density
matrix,




















|r1 − r2|P2(r1, r2)dr1dr2.
The first term is the trace of the one-electron part of the Hamiltonian with the one particle
density matrix, P1(r
′
1, r1); and the second term is the trace of the two-electron Coulomb
potential with the two particle density matrix, P2(r1, r2). The ground state energy is,
however, determined by only the diagonal elements of the first order density matrix, the
charge density. [Har03]
It has been shown that the ground state energy is a functional of the density.
E0 = E0[ρ0]
Consider a plot of the electron density of an atom. Two things are immediately apparent,
a tail and a cusp. The electron density cusps are shown in Figure 1.2
The tail falls off as e−
√
2I·r, where I is the ionization potential of the atom. This means
one can look at the electron density and say something about I.
E. Bright Wilson saw this and stated that there must be a one-to-one correspondence
between the density and the potential. The electron density uniquely determines the
positions of the nuclei and thus the Hamiltonian. The first Hohenberg-Kohn theorem
states this: The ground-state electron probability density ρ0(r) determines the external
potential and the number of electrons.
The external potential v(ri) in molecular DFT is the Coulomb attraction between the
Figure 1.2: Electron Density Cusps
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electrons and the nuclei. This is considered an external potential because the electronic
Schrödinger equation is solved for fixed positions of the nuclei. The electronic Hamiltonian
























Some important questions to ask about a function representing the density are: Given a
function, can that function be viewed as a density? What contraints must be placed on a
function for it to accurately represent the density? One constraint is that if the function
represents a probability, that function must be greater than zero.
ρ(r) ≥ 0
A second constraint is that the integral over the entire system of the electron density is
the total number of electrons.
∫
ρ(r)dr = N
N-representability means that the density is derivable from a suitable wavefunction rep-
resentation of a real system, and these two conditions are necessary and sufficient conditions
for that to be true.
1.6.3 The Second Hohenberg-Kohn Theorem
The second Hohenberg-Kohn theorem states that there exists a universal function of the
density from which the energy can be computed, and that the true ground-state energy
minimizes the energy functional E(ρ). Thus, there is the variational property
E(ρ) ≥ E(ρ0)
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The proof of this theorem relies on the the first theorem, which showed that the trial
density determines a unique trial Hamiltonian, Ht, and wavefunction, ψt. This variational
condition express that the energy of some approximate density is greater than or equal to
the energy found from the exact density. Therefore,
E[ρt] = 〈ψt | H | ψt〉 ≥ E0
This follows from the variational theorem of the Schrödinger equation 1.1.1. Given an
exact wavefunction, the exact energy and also the exact density may be calculated. This
gives the exact ground state energy. So, if the energy were calculated with another density
resulting in a lower energy than the ground state energy, the first statement could not be
true.
The first and second Hohenberg-Kohn theorems can be written together in the funda-








The ground state energy and density correspond to the minimum of the functional E[ρ]
subject to the constraint that the density contains the correct number of electrons. The
Lagrange multiplier in this equation is the electronic chemical potential.
1.6.4 The Energy Functional
The form of the Hamiltonian (1.15) shows that the energy functional, E[ρ], contains three
terms: the kinetic energy, the interaction with the external potential, and the electron-
electron interaction
E[ρ] = T [ρ] + Vext[ρ] + Vee[ρ].




The kinetic and electron-electron functionals are unknown, but the subject of much current
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research is finding good approximations to these functionals. The electron-electron inter-







|r − r′ | drdr
′
+ exchange+ correlation.
The Coulomb potential is the Hartree energy, which is (1.6) written in terms of the density,






|r − r′ | drdr
′
.
1.6.5 The Kohn-Sham Equations
Kohn and Sham proposed a method for approximating the kinetic and electron-electron
functionals [KS56]. A fictitious system of N non-interacting electrons described by a single
determinant wavefunction with N orbitals, φi, is introduced. The orbitals are introduced
as parameters and may not be assigned physical meaning for a real system. The kinetic
energy is now known exactly from the Kohn-Sham orbitals. This is not the true kinetic




〈φi | 52 | φi〉.





The energy functional may now be broken into four main pieces
E[ρ] = Ts[ρ] + VH [ρ] + Vext[ρ] + Exc[ρ].
Exc is the exchange-correlation functional
Exc[ρ] = (T [ρ]− Ts[ρ]) + (Vee[ρ]− VH [ρ]).
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The first term in Exc is the difference in the exact kinetic energy and the non-interacting
kinetic energy. The second term is the difference in the exact electron-electron interaction
and the classical Coulomb form of the electron-electron interaction. Applying the varia-













φi(r) = εiφi(r). (1.16)
The quantity vxc(r) is the exchange-correlation potential. It is equal to the functional





The Kohn-Sham equations are non-linear and have the same structure as the Hartree-
Fock equations (1.8) (1.9), with the non-local exchange potential of Hartree-Fock replaced
by the exchange-correlation potential vxc.
1.6.6 Janak’s Theorem
Janak’s Theorem states that the derivative of the energy with respect to the occupation




Define the occupation number of orbital i as n and the occupation number of orbital j as
1 − n. Exciting an electron from orbital i into orbital j, the occupation number of i will
slowly be reduced, and the occupation number of j will slowly increase.
ni = 1 → 0
nj = 0 → 1
The total occupation number is always equal to one. Taking the first derivative of the























[εj − ε] dn
If ε is independent of n, the quantity εj − εi is a constant, and the value of the integral is
just εj − εi = 4E
εj − εi = 4E iff εj − εi is independent of n.
Unfortunately, this is not true for most functionals. So a more sophisticated evaluation of
the integral is undertaken. There are two basic ways to do this, the trapeziodal rule and
the midpoint rule for the approximation of integrals. The trapezoidal rule says to draw a
line between the endpoints and approximate the integral as the area under the line. 4E
using the trapezoidal rule is
4E ' [(εj(1)− εi(1)) + (εj(0)− εi(0))] 12
An alternative approximation is the midpoint rule. The midpoint rule says to take the
point half way between the endpoints and to draw two straight lines from the midpoint to











The size of the error is roughly the same in these two approximations. The nice thing
about using the midpoint rule is that now the difference in energy may be written in terms
of the difference in eigenvalues of the orbitals. However, the orbitals and energies must be




X-ray absorption spectroscopy (XAS) studies the absorption of X-rays by matter. The
energy range of X-ray absorption by elements is 200 to 100,000 eV. XAS spectra show
the modulation of the X-ray absorption probability of a material versus the energy of the
X-ray probe. XAS is a valuable tool for determining the the physical and chemical state of
a sample. There are several spectroscopic techniques that are currently used for analyzing
a sample, such as X-ray photoemission spectroscopy (XPS), Auger-electron spectroscopy
(AES), and X-ray crystallography (XRC). The technique of XAS does not require the use
of high vacua conditions like XPS and AES, which makes XAS suitable for in situ studies
of a sample. Also, XAS does not require a crystal or any long range order of the sample
to be effective as does XRC. These features make XAS a suitable choice for the study of
amorphous material such as heterogeneous catalysts. The description of the XAS spectra
of Ti containing catalysts is the subject of this dissertation.
Of particular interest in this research is the part of the XAS spectrum near the absorp-
tion edge. The absorption edge is the energy at which an electron is fully removed from
the excited system, ionizing the system in the process. This means the photon energy is
greater than the ionization energy of the core level of the atom which initially held the
electron. XAS experiments on Ti-containing silicate building block solids have shown pre-
edge features for which theory and simulation can provide explanation and the ability to
extract more chemical and structural information.
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2.1 X-Ray Spectroscopies
There are numerous types of X-ray spectroscopy available for the study of materials using
X-rays. A brief description of some of these spectroscopies is now given. X-ray photoemis-
sion (XPS) describes a similar process to X-ray absorption, except that XPS measures the
variation of the kinetic energy of the photoelectron rather than the aborption probability
of the X-ray photon. X-ray emission spectroscopy measures an emitted X-ray created upon
the filling of the core hole state by a higher lying core electron, thus creating a higher lying
hole in the process.[dG04] In Auger electron spectroscopy, the core hole created by the
excited electron is filled by another core electron with the excitation of another core elec-
tron. Other types of X-ray spectroscopy are optical absorption, XRS and NRIXS [Ruz05],
photoelectron shake-up spectra [AJ87], and LEEDS [DMJ75].
Some of the types of X-ray spectroscopies are shown in Figure 2.1. These figures were
redrawn from a dissertation by de Groot [dG91].
2.2 Discussion of the Theory of XAS
The physical process of interference of the outgoing photoelectron waves with scattered
waves from the surrounding atoms in the system causes oscillations observed in the spectra.
This modulation in the spectra can reveal the chemical and physical state of the atom.
Constructive and destructive interference is depicted in Figure 2.2.
Experimentally, one determines µc, the contribution to the X-ray absorption coefficient
due to the excitation of the core level c,
µc = ncσc (2.1)
where nc is the density of atoms within the core level c of concern and σc is the absorption
atomic cross section from this level. Examining the absorption of X-rays as a function
of X-ray energy for various atoms, it is seen that there is an overall decrease in X-ray
absorption with increasing energy. The presence of a sharp rise at absorption edges can
also be seen. In Figure 2.3, the boxed region is expanded in the higher resolution graph,
and another boxed region from this is expanded to show the features examined in the
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(a) Photo-emission (b) X-ray absorption
(c) X-ray emission (d) Auger electron
Figure 2.1: Types of X-Ray Spectroscopies
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Figure 2.2: Constructive and Destructive Interference
EXAFS and XANES regions.
In the left graph, the K and L edges are shown.[New04] The L-edge corresponds to
absorption from 2s and 2p orbitals. The K edge shows excitations from the 1s level of the
atom. The methods presented in this research are applicable to the K edge as well as all
other edges.
The XAS spectrum is divided into several energy ranges, the extented X-ray absorp-
tion fine structure region (EXAFS), and the X-ray absorption near edge structure region
(XANES). XANES is the region starting about five electron volts below the absorption
edge. Viewed in terms of an electron scattering process, the XANES energy range corre-
sponds to low kinetic energy, therefore photoelectron backscattering by neighboring atoms
in the system is large and multiple scattering events are dominant. The XANES near-edge
region can be extended back to pre-edge features that result from an excitation from a core
state, e.g., a 1s state to a low lying virtual orbital, such as the lowest unoccupied molecular
orbital (LUMO). This energy scale of excitation gives information about the unoccupied
valence orbitals of the atom containing the excited electron and the symmetry of the local
structure, and is the focus of the research presented here. The EXAFS region of the ab-
sorption spectrum extends about 1000eV above the absorption edge. This region is at a
higher energy dominated by only single scattering events and gives information about the
physical state of the system. The EXAFS and XANES regions are shown in Figure 2.4.
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Figure 2.3: XAS Spectra and Absorption Edges
The theory of using multiple scattering(MS) calculations for an X-ray absorption edge
and EXAFS has been developed extensively by Rehr,[RdLZA91] and molecular orbital(MO)
approachs are also used to calculate XAS spectra. Descriptions of the multiple scattering
approach and the molecular orbital approach are given in the following sections.
2.3 Multiple Scattering Theory
Single scattering theory [MS83] accounts for a single scattering of the photoelectron from
a neighboring atom of the absorbing atom. Multiple scattering theory is the same theory
but including multiple scatterings of the photoelectron from neighboring atoms.[THNB92]
A brief derivation of the equations relevant to single and multiple scattering theory is
given in this section.
2.3.1 Derivation of MS Equations
The derviation of the multiple scattering equation follows that of Fonda [Fon92]


















Figure 2.4: EXAFS and XANES
where pj is the momentum operator of the jth electron and m is its mass. A(rj) is the
radiation field at the position of the jth electron. The initial state vector is the product of
the incoming photon state vector |1i〉 times the initial Z-electron atomic normalized bound
state vector. This expression is a many-body amplitude. However, it is possible to explain
the main features of X-ray absorption through through the effects of a single electron. Use
of the ”sudden approximation” allows factorization of the states describing the initial and
final atoms. This reduces the amplitude to a single particle amplitude.
Tf←i = F0〈ψ(−)f |〈0 | HI | 1i〉|ψc〉 (2.3)
To understand this factorization, consider the wavefunction for the N particle system
for the initial and final states,
ψ
(N)





final (r2, · · · , rN )
〈ψ(N)final | r1 | ψ(N)init〉 = 〈φa | r1 | φ1s〉〈ψ(N−1)final | ψ(N−1)init 〉
F0 is the overlap integral of the (Z − 1) passive electrons 〈ψ(Z−1)f | ψ(Z−1)i 〉. This single-
30
particle approach works well in the EXAFS region, where the active electron does not
interact very much with the other electrons of the system.











where pi labels the angular momentum degeneracy of the core level c and the factor 2
represents the two electrons occupying on the core level (Ec, pi, pi). For a single α or β
electron being excited, the factor of two is omitted. dΩf in this equation is a solid angle.
Writing the final energy as Ef =
~2k2f











the integral may now be written in the form
∫




)δ(y − y′) dy′dx,
with x corresponding here to Ωf , y to E, and y
′
to Ef .















kf term present in d3kf . |F0|2 comes from the equation for |Tf←i|2. The










with (HI)10 = 〈0 | HI | 1i〉.
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Since 〈ψ(−)f | is an eigenfunction of the HamiltonianHf , with eigenvalueEf , i.e. Hf |ψf 〉 =




〈ψc | (HI)δ(E −Hf )
(∫
d3kf | ψ(−)f 〉〈ψ(−)f |
)
(HI)10 | ψc〉
The quantity on the RHS is almost a resolution of the identity
∫














However, application of the operator δ(E −Hf ) eliminates the contribution of the bound
states:




〈ψc | (HI)10δ(E −Hf )(HI)10 | ψc〉 (2.6)




(E + iε−Hf ) ≡
P
E −Hf − iπδ(E −Hf )
with ε→ 0+ and with P the Cauchy principal value.
G+ =
P
E −Hf + iπδ(E −Hf )
G− =
P
E −Hf − iπδ(E −Hf )
G† (G−) is the Hermitian conjugate of the propagator G (G+).
One may write
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δ(E −Hf ) = i2π (G−G
†)











Im〈ψc | (HI)10G(HI)10 | ψc〉. (2.7)





















e2(ε · r)2 | F0 |2 .
Defining α = e
2
~c and combining with the the other constant of σc, − 1π , this gives
σc = −2~ωα | F0 |2
∑
pi
Im〈ψc | ε · rGε · r | ψc〉 (2.8)
This is the equation for the cross-section for absorption used in MS theory.
2.3.2 Muffin-Tin Potential
MS calculations are often performed on atoms embedded in an interstitial space of constant
potential. [Lie74][Lie76] This potential is the muffin-tin potential and determines the zero of
energy. The muffin-tin potential model consists of non-overlapping spherically symmetric
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potentials Un. The muffin tin potential has a much stronger influence on the XANES
portion of the spectrum than it does on the EXAFS. [MBRA03] The muffin tin potential
may be omitted and the full potential calculated, giving full potential methods.
2.3.3 Scattering Path Operators
The photoelectron first experiences the potential Ua of the ionized atom A as it is emitted
from atom A. This contribution may separated from the complete Green’s function G.
The Hamiltonian Hf may be written as




where K is the kinetic energy of the photoelectron.







where Ga is the Green’s function belonging to Ua:
Ga =
1
(E + iε−K − Ua) . . .
Substituting the specular reflection of G







into the right hand side of (2.9),













































G = Ga +GaTaaGa.
Using this form for G, the photo emission cross section is
σc = −2~ωα | F0 |2
∑
pi
Im〈ψc | ε · r [Ga +GaTaaGa] ε · r | ψc〉 (2.10)
The first term on the RHS is the cross section corresponding to the isolated atom A. The
second term corresponds to all contributions to σc due to single and multiple scattering of
the photoelectron.
2.3.4 The Multiple-Scattering Function χL,L′
The Fourier transform χ(k) of µ(E) is related to the radial distribution function of the
atoms around an absorbing atom. [Rav01] This formula is used in the calculation of










This is the EXAFS equation ususally referred to in the context of multiple scattering
theory.
2.4 State of the Art in XAS Software
There are several computational tools available for the calculation of XAS spectra. The
FEFF program [Reh10] is the most commonly used and is designed to calculate EXAFS
spectra and to fit the resulting spectra using MS theory. A quantitative analysis of atomic
structure using a multidimensional interpolation of XANES spectra and a non-muffin tin
scheme was introduced in the code FitIt [SS07]. A set of programs which calculate the core
spectra using a variety of methods including XAS, Dichroism, Photoemission, and XES is
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provided by TT-MULTIPLETS [dG04]. Some codes that use the muffin-tin potential with
real space multiple scattering theory are CONTINUUM [NMDK79], G4XANES [LSPB95],
ICXAS [VSP86], GNXAS [FCN95], and ASFMS [Ruz05]. The EXCURVE [BCGS] program
takes advantage of the fast spherical wave method. The current version, EXCURV98,
uses this method with single scattering and with options for using different forms for the
implimentation of multiple scattering. A code that uses linearized augmented plane waves
as a basis in computing excited states is WEIN98 [BSST90]. This code is used for a variety
of crystalline space groups.
MS gives a more physical rather than chemical description of electronic systems which
is most appropriate to the EXAFS regime where the atom under investigation has been
ionized. Also, empirical fitting of the MST parameters to reproduce experimental data may
not always give unambiguous or correct parameters. In the near-edge regime molecular
orbital and other methods from computational chemistry may be more appropriate and
provide more chemical insight. This is in part because of the large initial perturbation of
removing the electron from the core being not treatable unless non-linear or higher order
perturbation theory is used.
2.5 Physical Process of X-ray Absorption
A discussion of the physical process of X-ray absorption in terms of molecular orbitals is
given in this section.
The energies of X-ray photons compare to the binding energies of core electrons in
atoms. Therefore, when an X-ray beam interacts with the core orbitals of a system, the
electrons in those orbitals are excited into higher energy states. The excited electron
may either move to an available higher energy unoccupied valence state, e.g. the lowest
unoccupied molecular orbital (LUMO), or it may be completely ejected from the system.
Both of these cases of excitation to the LUMO and ionization are used in this research to
calculate XAS spectra arising from excited electrons filling various states above the LUMO.
There are several factors that contribute to the broadening of the X-ray spectrum.
Broadening arises from the lifetime of the excited state, sample inhomogeneities or impuri-
ties, and temperature of the sample. The broading due to the lifetime of the excited state
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and sample inhomogeneities is treated by convolution with a Gaussian or a Lorentzian
curve. Another source of broadening arises from thermal motion that samples the different
configurations the molecules of the system may assume. This is treated by averaging over
a sample of geometries obtained by molecular dynamics simulations of the system where
the system is allowed to reach equilibrium. Also, the beam contains a range of frequencies.
This too is treated with convolution with a Gaussian.
37
Chapter 3
Theoretical Treatment of the Core
Hole State
3.1 Goals and Methods
The aim of this research study is to obtain a set of tools within NWChem to give a semi-
quantitative description of the X-ray absorption spectrum. The spectra are calculated
using molecular orbitals within density functional theory (DFT). The molecular orbital
framework is appropriate for chemical investigations of transitions between bound states.
The MO approach is relevant because it provides a complimentary description not readily
available from the multiple scattering approach. The method used to achieve results using
an MO treatment is to start with a general premise, then give ways to systematically
improve on the results to approach a more exact and accurateresultt. The inclusion of
the core hole state in the calculation of the XAS spectrum has been shown to increase the
accuracy of the calculation.[TJL04] In this research, the core-hole approach is used in all
variations of methods used to obtain X-ray absorption spectra.[PG06]
The presence of the core hole influences all states. Essentially, the core hole is a positive
charge, since an electron has been removed. This charge pulls the other electrons closer
to it, lowering the energy of the states. [MBRA03]. In larger systems, core-hole effects
may be suppressed by screening from other electrons as well as by an increasing number
of binding MO’s becoming occupied across a row of the periodic table for transition metal
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oxides. [MBRA03]
The procedure used to calculate the spectra is to excite an electron from a core state
of the system, specified by the user, relax the system in the presence of the unoccupied
core hole state, then calculate the spectrum corresponding to excitation into higher energy
unoccupied states using a one-electron transition matrix element approach in the excited
state basis obtained from relaxing the system in the presence of the core hole. The use of
the excited state basis for calculating the transitions into unoccupied excited states allows
a first-order perturbation treatment of the final x-ray absorption spectrum.
The premise comprises several approximations, allowing for systematic improvement
through the use of higher levels of theory/larger basis sets, a more complete theoretical
treatment in terms of the physical processes involved, and exploitation of NWChem’s abil-
ity to run large calculations in parallel to achieve more accurate results. Higher levels of
theory were investigated in this research, using time-dependent density functional theory
(TDDFT) to calculate excitation energies, as opposed to the first-order perturbation the-
ory approach used with the DFT code. Calculations using the first-order methodology
implemented in this research are much faster, so a comparison with results from higher
levels of theory is appropriate to understand what is needed to achieve accurate results
with less computational cost.
The initial excitation of core electron into a higher lying energy state may be accom-
plished using two different approaches, excitation or ionization. In the excitation approach,
the core electron is excited into the lowest unoccupied molecular orbital of the system. The
core hole state is then relaxed, and the excitation spectrum of this electron, now in the
LUMO, into higher unoccupied states is accomplised using the energy difference of the final
state and LUMO orbital energies, i.e. this orbital energy difference is used in the calcu-
lation of the cross-section of absorption, σ(ω). In contrast, the ionization approach first
removes an electron entirely from the system, calculates the core hole state, then places
the electron into the final state excited orbital using the energy of this orbital in the calcu-
lation of σ(ω). In both cases of ionization and excitation, the approach used to calculate
the initial excitation energy of the system is a 4 SCF technique. 4 SCF calculates the
excitation energies as the difference in energies of the ground state and the core hole state.
This is a commonly used technique to calculate excitation energies. [BGG09] However, in
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this research the 4 SCF technique is used only to calculate the initial excitation energy
into the LUMO or the ionization energy of the electron entirely. This energy is used along
with the energies of the unoccupied excited state orbitals to calculate the final spectrum
as explained further in Section 3.4.2.
A few of the options available to the user in calculating XAS spectra are: Select a
specific target atom to investigate; select an orbital to excite (e.g. 1s, 2s); select which
approximation to use in the first step of create the core hole state (i.e. ionization or
excitation); choose a type of convolution function, which is one part of the method used to
treat line broadening of the spectra; and plot the results easily to analyze the data. This
last feature allows the specific identification of each peak produced in the spectra in terms
of the molecular orbital it corresponds to, which is especially useful to identify pre-edge
features.
3.2 The Core Hole State
Removing an electron from a core state of a system during the excitation, a hole is created
in the state the electron was previously, effectively increasing the nuclear charge by one.
The electrons around this core hole experience a large perturbation, too large to be treated
by first order perturbation theory. Thus, the act of removing an electron from the core
requires that the excitation be treated with other means. [ATR05] This is an advantage of
using the basis of the relaxed core hole state in calculating the excitation spectrum. The
presence of the core hole is such a big perturbation that this is a motivation for picking a
bigger expansion basis, allowing for more relaxation to occur.
The excitation energy or ionization energy may be calculated by removing an electron
from either the alpha or beta spin set of orbitals and converging the energy subject to
the core orbital, the orbital the electron was in, remaining unoccupied throughout the
calculation. Once, this energy is found, the energy difference between this excited state and
the ground state energy is used to calculate the excitation spectrum to various unoccupied
states of the system. An effective one particle Hamiltonian is obtained after allowing the
system to relax with the presence of the core hole.
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3.2.1 Limiting Cases of Ionization and Excitation
Two methods are implemented to treat the excitation from the core state: first ionize
the electron from the system entirely, allow the valence orbitals to relax around the core
orbital, and finally place the ionized electron back into an unoccupied valence state, with
the intensities calculated for each state; or, first excite the electron to a valence state, allow
the system to relax about this configuration, then calculate the intensities for excitations to
higher, unoccupied orbitals. In the case of ionization, the total electron count of the system
will decrease by one for each electron excited into the continuum during the calculation of
the relaxation energy. In both cases, the general procedure for constraining the core hole
to be unoccupied, explained in section 4.2, is the same. In the case of the initial excitation
into an unoccupied valence state, the excitation energies of the successive unoccupied levels
may be approximated within DFT as the difference of the eigenvalues of the levels. This is
a commonly used approximation. The same may not be said, within the DFT framework,
about the approach of ionizing the core electron from the system entirely, when placing
the electron back into an unoccupied state, then taking the energy of that state as the
excitation energy of the system. However, in Hartree-Fock theory this approach works
well as explained by Koopmans’ Theorem. This theorem says that a approximation to the
ionization energy of the system is the energy of the orbital corresponding to the electron
to be ionized.
3.3 Core Level Constraint
A discussion will now be given of how the core orbital is contrained to remain unoccupied
during the calculation of the relaxed state with the core hole. The ground state orbitals





The Cµ,i in this equation are the molecular orbital coefficients that take the atomic
orbitals into the molecular orbitals. The reason for working in the molecular orbital basis
is to impose the restriction that all orbitals of the same spin as the electron removed from
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the core are orthogonal to the core orbital that has been ionized, i.e. if a beta electron
was removed, all beta orbitals are to be orthogonal to the core orbital. The excited state










where Uji is the transformation matrix taking the ground state into the excited state.
By constraining the core orbital to be unoccupied during the relaxation of the other
orbitals, two things are accomplished that are of benefit to the calculation. The first is
that the large perturbation of removing an electron from a core level is treated, and the
second is the forcing of the orthogonality of this orbital with all others.
Consider the overap of the excited state determinant in the relaxed orbital basis with
the ground state determinant in the original orbitals. Due to the core-hole constraint, this
overlap is zero, which is the necessary constraint for a true excited state.
3.4 The Cross-Section for Absorption
The cross-section for absorption of an X-ray by an atom determines the intensity of the
peak in an X-ray absorption spectrum. The Fermi’s golden rule in the dipole approximation
of the cross-section for absorption of an X-ray as a function of the angular frequency ω




| 〈fλ | ε̂ · R̂ | i〉 |2 δ(E − ~ω) (3.1)
where α = 1137.0359 is the fine structure constant.
The components of this equation are described in this section by considering the excitation









| 〈ψf | T1 | ψi〉 |2 δ(Ef −Ei − ~ω) (3.2)
The presence of the delta function means that a transition takes place if the energy of the
final state is equal to the energy of the initial state plus the energy of ~ω of the X-ray.
The transition operator T1 contains the exponential eikr. Using a Taylor expansion,
eikr = 1 + ikr + . . .
For most frequencies of interest, k·r is much less than 1, and since the transition probability
is equal to the matrix element squared, the electric quadrupole transition is very small
compared to the dipole transition and can be neglected.
3.4.2 The Excitation Energy
The procedure for calculating the energy of the ionized or excited state with the core hole
included is now discussed. The method used in NWChem of imposing the constraint that
all orbitals of a given spin are orthogonal to the core hole state of the same spin during the
energy calcuataion is to zero out the off diagonal elements corresponding to the orbital being
excited. A 1s−α electron is the electron ionized from the core hole state in the following, a
1s−β electron could just as easily have been removed, and an NWChem directive has been
added to allow ionization of either an alpha or beta electron. The procedure for solving
the SCF equations are now outlined.
1) The new orbitals after removing a 1s alpha electron will be called Cguess for the first
step in the iterative energy calcualtion. The next step is very similar to that for solving
the Hartree-Fock equations; make new alpha and beta density matrices and construct a
new Fock operator with these density matrices. To make the new Fock operator in the
molecular orbital basis requires the computation of CTguessF
AOCguess.
2) If the calculation is on an excited system with a core hole present, the core-hole
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constraint of zeroing the off-diagonal elements of the excited orbital must be applied at
this step in the iteration.
3) Next, solve the real symmetric eigenvalue problem FMOC = εC. The resulting
diagonal matrix is the transformation matrix U, and it will be the matrix that transforms
the old orbitals Cguess into the new set Cnew by Cnew = Cguess ∗ U . From now on in the
iterative process Cguess will be referred to as Cold and the equation taking Cold into Cnew
is Cnew = Cold ∗ U . The matrix U contains the eigenvectors of the Fock matrix in the old
MO basis. The Cnew are the new molecular orbitals expanded in the atomic orbital basis.
4) The next step in the procedure is to construct the density matrices and the new
Fock operator for both the alpha and beta orbitals, so now there is a new Fbeta in the
atomic orbital basis. But, we want to solve the equations in the MO basis, so Fbeta is taken
into the molecular orbital basis as previously described to get FMObeta . Solve the eigenvalue
equation for the alpha orbitals, FalphaC = SCε; and solve the eigenvalue equation for the
beta orbitals FMObeta C = εC, which will give the transformation matrix U. Now set Cnew
equal to Cold and construct another Cnew from Cnew = Cold ∗ U .
5) Define convergence criteria and iterate the entire process starting with construction
of the density matrix, until convergence is reached.
The energy difference between the initial and final states used in the calculation of the
cross-section is the difference in the eigenvalues of the eigenvector corresponding to the
initial and final states. In (3.1), the quantity ~ω is this energy, due to the presence of the
δ(E−~ω), which is the energy required to excite the core electron. The quantity E in (3.1)
for either the exciation and ionization approximations may be thought of in terms of the
inital and final energies of the electron Eexcitation/ionization = Ef − Eground. The quantity
Eground is the energy of the system corresponding to the core electron in the ground state.
The initial excitation energy is the energy difference between the core-hole state and
the ground state:
Eexcite = Ecore hole −Eground
Ecore hole is either the energy of the totally ionized system (ionization) or the energy of the
system calculated with the core electron placed into the LUMO of the ground state energy
levels (excitation), where both are calculated including the presence of the core hole. Thus,
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the initial excitation energies are found by subtracting the energies of the respective ground
states from the energies of the system in the presence of the core hole.
The energy of excitation of the core level electron into an unoccupied orbital,
Eexcitation/ionization, may be decomposed into two parts: the first part is the energy of the
ionized system or excited system relative to the ground state, Eexcite; the second part being
the energy of the orbital into which the electron which has been excited. This quantity is
different for the cases of excitation and ionization.
In the case of initial excitation, energy difference between the final MO into which the
electron is placed and the LUMO must be added to the initial excitation energy, Eexcite.
Eexcitation = Eexcite + Eorbital −ELUMO
Thus, Ef for the excitation case is
Ef = Ecore hole + Eorbital −ELUMO.
In the case of initial ionization, the electron has been fully removed from the system
during the calculation of the core hole state, therefore the energy of the orbital into which
the electron is placed to produce the XAS spectrum must be added to the initial excitation
energy
Eionization = Eexcite +Eorbital.
Ef for the ionization case is
Ef = Ecore hole +Eorbital.
3.4.3 Transition Moments
The quantity 〈f | ε̂ · R̂ | i〉 in cross-section is approximated in this work using the dipole
approximation. The transition matrix element of the dipole operator between the initial
and final states is
〈f | µ̂ | i〉
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The total transition moment, µ, must be used. This is
µ =
√
µ2x + µ2y + µ2z
with
µx = 〈ψf | µ̂x | φ1〉
µy and µz being similarly defined.
The dipole moment integrals were transformed from the AO basis into the basis of
mixed states. In this formula the α and β are atomic orbital indices.
∑
αβ
Cαf 〈α | µx | β〉Cβ1s
This equation is easily derived from the expansion of molecular orbitals by a linear com-
bination of atomic orbitals. If 〈φf | µ̂ | φi〉 is the matrix element of the dipole moment
operator in the MO basis, then with φi =
∑
α χα(r)Cα1s being the representation of the
initial state in the AO basis, and φf =
∑
β χβ(r)Cβf the final state in the AO basis, the



















CβfCα1s〈β | µ̂ | α〉
The dipole moment integrals were obtained from NWChem calculation of the excited
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state. The dipole moment is just the trace of the density matrix with the dipole moment
integrals.
The MO coefficients used here only represent the set of spin orbitals corresponding to
the spin of the electron being excited. The above equations could refer to an α electron
being excited, then the spin orbitals corresponding to β are treated as usual. The default
option for exciting either an α or β electron is to excite α. If a β electron were excited,
the directive set dft: beta_remove t would be added to the input file.
3.5 Approximations
The method for calculating excited states resulting from absorption of an X-ray photon
in this research will not give exact results. Presented here is a method built on multiple
approximations; the next logical step is to compare results obtained with these approxima-
tions to experimental results. These results are presented in chapters 5 and 6. There are
several approximations used that must be improved upon to obtain more accurate results.
The biggest approximations are using a single-electron approach for an intrinsically many-
electron problem. This single-electron approximation allows the initial state wavefunction
to be written as the wavefunction of the core state, here labeled 1s and the final state
wavefunction as a free electron wavefunction, a.
| 〈ψf | µ̂ | ψi〉 |2=| 〈a | µ̂ | 1s〉 |2
Freezing the core orbital in the same form as in the neutral system is another ap-
proximation made. The finite size effects of the systems studied in this research presents
another approximation. Other approximations are the use of Koopmans’ theorem for or-
bital energies, and the use of orbital energy differences in the case of initial excitation of the
core electron, and limitations based on the level of theory and basis set used. Koopman’s
theorem 1.3.4 was used to give the energy differences between the excited states, which is
not well-justified unless using Hartree-Fock theory. The use of orbital energies within the
framework of DFT is also an approximation; only the HOMO may be accurately associ-
ated with an ionization energy in DFT. Janak’s theorem 1.6.6 however, justifies the use of
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orbital energy differences in DFT. These approximations and available improvements upon
them are given more discussion in the following subsection.
3.5.1 Systematic Improvement Toward Exact Result
In the MO treatment, there are ways to go about formulating a near exact result. A full
configuration interaction calculation (Full CI) on the d-orbials of an absorbing Ti atom
treats all possible excitations into these orbitals. CC linear response theory and TDDFT
may also be used to improve upon the accuracy. Once the excited state orbitals are found,
then TDDFT does well in calculating excitations into higher lying excited states. Whereas
TDDFT would not work well using the ground state orbitals to calculate the excited states.
Using TDDFT also takes away a major approximation used within the Fermi’s golden rule




Methods used in NWChem
The method of calculating excited states using either the excitation or ionization of the
core electron including the effects of the core hole was implemented in NWChem. In this
chapter, a description of how the physical constants are mapped into the MO methodology
is given.
4.1 The XAS Directive in NWChem
The overall procedure used by the NWChem source code to generate the spectra is now
described. An input file for an X-ray absorption spectrum calculation on the system
Ti(OH)2Cl2 including core-hole effects is shown below. A density functional theory cal-
culation is first performed on the starting geometry, without the core hole. The direc-
tive set dft:ocorehole t tells NWChem to do a core-hole calulation using the output
vectors of the initial DFT calculation. Additional directives are set dft:ionize t and
set dft:beta_remove t. The first directive specifies to use the ionization approximation
to calculate the XAS spectrum, the default here is to use the excitation approximation.
The second additional directive allows the user to remove a beta electron from a core state,
if this directive is not included, the default alpha electron is removed.
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scratch_dir /tmp




Ti 0.083098 -0.324410 0.096033
O 1.814004 -0.389232 -0.105148
O -0.519378 -1.859880 0.652417
Cl 0.065243 1.372780 1.496920
Cl -0.813750 0.181957 -1.885226
H -1.001917 -2.694096 0.843677























4.2 Enforcing Core-Hole Orthogonality
The method to enforce orthogonality of the core-hole state during the calculation of X-ray
absorption spectra is to zero out the off diagonal elements of the MO matrix corresponding
to the core orbital from which the electron was removed. This forbids any mixing of other
orbitals with the core-hole orbital. The energy of the core orbital is given an extremely
high energy for easy identification of this orbital. This contraint of the core orbital is done
in the file dft_diagn.F.
if (ocorehole)then
if(beta_remove.and.ispin.eq.2)then
do j = 1, nmo
fjj=0.0
call ga_put(g_fockt, j, j, nmo, nmo, fjj, 1)
call ga_put(g_fockt, nmo, nmo, j, j, fjj, 1)
enddo
fjj=5551212
call ga_put(g_fockt, nmo, nmo, nmo, nmo, fjj, 1)
elseif(.not.beta_remove.and.ispin.eq.1)then
do j = 1, nmo
fjj=0.0
call ga_put(g_fockt, j, j, nmo, nmo, fjj, 1)
call ga_put(g_fockt, nmo, nmo, j, j, fjj, 1)
enddo
fjj=5551212
call ga_put(g_fockt, nmo, nmo, nmo, nmo, fjj, 1)
endif
endif
Before setting the energy to a high value, this was a low energy orbital, meaning that
it will be represented by coefficients in the far left in the MO matrix, often the first column
when dealing with a 1s orbital. In the calculation of the new density matrix, Calpha,
NWChem requires that each orbital be normalized, therefore the lowest molecular orbital
can not contain only zeros. To correct this, the orbital to be excited is moved to the end
of the list of MO’s during each iteration. The shifting is done copying the matrix of MO
coefficients for the relevant case of either alpha or beta electrons into a matrix of dimension
nbf x nmo, creating a matrix of dimension nbf x nmo+1 and copying the entire matrix here
while the column representing the excited orbital is moved to the last in the list , then finally
shifting the orbitals back down to the correct dimension of nbf x nmo. The following code
accomplishes this for the case of excitation of a beta electron and is located in the subroutine





















The conditional statement if (.not. rstart) must be included to ensure that the orbitals
are not re-ordered in the case of a restarted calculation.
4.3 Calculating the Cross-Section
The two subroutines located in the file dft_scf.F that perform the majority of X-ray
absorption calculation are print_info and Intensity. The subroutine print_info is
called before the SCF cycle and is executed when the XAS directive is specified. The
subroutine intensity is called after the calculation of the core hole state has finished. Both
routines use a conditional at their beginning to determine if a core hole XAS calculation
has been specified.
if (.not. rtdb_get(rtdb, ’dft:ocorehole’, mt_log, 1,
$ ocorehole)) ocorehole = .false.
if (.not. ocorehole) return
In addition, the intensity routine is called for either an alpha or beta electron excitation,
with the default being an alpha electron excitation.
if (beta_remove)then
call intensity(rtdb, geom, ao_bas_han, nbf, nmo, noc(2),
$ dip_x, dip_y, dip_z, g_s,
$ Cbeta_ground, g_gmovecs(2), dbl_mb(k_eval(2)))
else
52
call intensity(rtdb, geom, ao_bas_han, nbf, nmo, noc(1),
$ dip_x, dip_y, dip_z, g_s,
$ Cbeta_ground, g_gmovecs(1), dbl_mb(k_eval(1)))
endif
The variables noc(2), g_gmovecs(2), and k_eval(2) are the total occupation number,
the MO vectors, and the energies for beta electrons; and noc(1), g_gmovecs(2), and
k_eval(2) are similar quantities for alpha electrons. These are integer array handles for
global arrays which use the ipol integer variable, which is 1 for alpha and 2 for beta
electrons.
These two subroutines and how they calculate the spectra are now described in detail.
4.3.1 Subroutine print info
In the subroutine print_info, the ground state energy and molecular orbital vectors are
written to arrays, E_ground and Cbeta_ground (for a beta electron), and saved for later
use.
if (.not.rstart)then
if (.not. rtdb_get(rtdb, ’dft:energy’, mt_dbl, 1,
$ energy)) call errquit(’dft_scf: failed getting ground
$ state energy for coe hole calculation’, 0, RTDB_ERR)
if (.not. (rtdb_put(rtdb, ’dft:E_groundst’, mt_dbl, 1,
$ energy))) call errquit(’dft_scf: rstart E put failed’,
$ 0, RTDB_ERR)
endif
if (.not. (rtdb_get(rtdb, ’dft:E_groundrst’, mt_dbl, 1,
$ E_ground))) call errquit(’dft_scf: failed getting saved
$ energy for core hole calculation’, 0, RTDB_ERR)
This section of code first checks the value of the logical restart variable, rstart. If the
core-hole calculation has not been restarted, the ground state energy is obtained and placed
back into the run time data base with the label E_groundrst. If the calculation has been
restarted, the last energy is obtained with rtdb_get(rtdb,’dft:E_groundrst’,...).
The determination of an excitation or ionization approach to the calculation of the
spectrum is also addressed in this subroutine. It checks to see if the directive dft:ionize
has been set. If so, then the variable containing the number of alpha or beta electrons is
simply reduced by one for the remainder of the XAS calculation.
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if (.not. rtdb_get(rtdb, ’dft:ioinize’, mt_log, 1,
$ ionize)) ionize = .false.
if (ionize) nbeta = nbeta-1
The core molecular orbital from which the electron was excited, i.e. the orbital from
which the electron is to be removed, is determined in this subroutine. The range of atomic
basis functions on the atom of interest, which is icent, is first found; and for each ground
state molecular orbital, the square root of the sum of the squares of MO coeffients in the
range of basis functions for that orbital are computed. If this sum is greater than 0.5, it
will be the only one of this magnitude, will represent the dominant column of the MO
matrix, and will therefore correspond to the orbital to be excited. In more basic terms,
this is a search for the largest component in the matrix of MO coefficients which belong
to atom icent (Ti). This procedure involves looping over the molecular orbitals as well as
the range of basis functions.


















call errquit(’ben_print: invalid core orbital’,0,0)
endif
continue
If one were to, for example, perform a core-hole calculation on a 2p orbital (still on a Ti
atom) rather than on a 1s orbital, this same procedure would be used and icent would
remain the same. The difference would be that in the ground state MO matrix, the row
and column of the 2p orbital would need to be found and constrained to be zero instead
of doing this for the 1s orbital.
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The excited orbital is finally moved to the end of the list of orbitals as was described
in Section 4.2.
4.3.2 Subroutine Intensity
This routine calculates the cross-section for absorption of an X-ray as described in Sec-
tion 3.4. The ground state energy and ground state MO vectors are obtained. These
were produced by the calculation of the system without an XAS directive present, e.g. a
DFT calculation on neutral molecule using the same parameters as for the excited state
calculation. The ground state energy is retrived with
if (.not. rtdb_get(rtdb, ’dft:E_groundrst’, mt_dbl, 1, E_ground))
$ call errquit(’dft_scf: get of E_ground failed’, 0, RTDB_ERR)
The ground state MO vectors are passed as an argument into the intensity routine from
the print_info routine where they were saved.
The excited state energy, or the energy of the system with the core hole present, is au-
tomatically stored in the run time data base at the completion of the core hole calculation.
Therefore, they may be retrieved with
if (.not. rtdb_get(rtdb, ’dft:energy’, mt_dbl, 1,
$ E_excite)) call errquit(’dft_scf: get of E_excite failed’, 0,
$ RTDB_ERR)
The excitation energy of the system, which is either the energy required to either ionize an
electron entirely from the system (in the ionization case) or the energy required to place
and electron into the LUMO of the system (in the excitation case), is calculated from the
E_excite and E_ground.
E_excite = E_excite - E_ground
This excitation energy for either excitation or ionization is an important quantity in the
calculation of the cross-section for absorption of an X-ray by an atom.
The dipole integrals are needed to compute the transition moment, which is also used
in the formula for the cross-sections.
g_x = ga_create_atom_blocked(geom, basis, ’dipole:x’)
g_y = ga_create_atom_blocked(geom, basis, ’dipole:y’)





call int_dip_ga(basis, basis, g_x, g_y, g_z)
call ga_get(g_x, 1, nbf, 1, nbf, dip_x, nbf)
call ga_get(g_y, 1, nbf, 1, nbf, dip_y, nbf)
call ga_get(g_z, 1, nbf, 1, nbf, dip_z, nbf)
The excited state MO vectors must also be used in the calculation of the transition
moment, these are placed in the nbf x nbf dimensional array, C.
call ga_get(g_beta, 1, nbf, 1, nmo, C, nbf)
At this stage in the code, there is a loop over all of the unoccupied (excited) states, and
the probablility of excitation into these states is calculated. For the case of excitation, the
loop runs from the number of alpha electrons, nalpha, to nmo-1, the number of molecular
orbitals minus one. For the case of ionization, the loop runs from the number of alpha
electrons plus one, nalpha + 1, to the number of molecular orbitals minus one, nmo-1 c.f.
3.4.2. As a visual example of the loop structure and the assignment of the core level as
the highest level, consider the case of eight molecular orbitals and 4 electrons, shown in
Figure 4.1. First consider the excitation approximation case. The 1s orbital containing
the core electron has been moved to the end of the MO list, as described in Section 4.2.
This orbital now has the highest number as a label, which is why the loop over unoccupied
orbitals terminates at nmo-1.
For the ionization approximation case, shown in Figure 4.2 the number of alpha or beta
electrons, whichever type is being removed from the core level, has been decreased by one.
Inside this loop over MO’s, the transition moments are calculated for each excited orbital
as described in Section 3.4.3.
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Figure 4.1: Number of unoccupied orbitals for excitation case


















The cross-section for absorption of an x-ray by an atom is therefore calculated, using the
transition moments, for the excitation case as
....
cross_section=4.0(3.14159**2)*(1/137.0359)*
$ (E_excite + a_evals(i) - a_evals(nalpha))*
$ abs(total_transitmoment)**2
Eaxis = (E_excite + a_evals(i) - a_evals(nalpha))*27.2116




$ (E_excite + a_evals(i)*abs(total_transitmoment)**2
Eaxis = (E_excite + a_evals(i))*27.2116
4.4 Broadening of the Spectra
There are several sources of line-broadening in experimental XAS spectra. These arise
from thermal effects, the finite lifetime of the core-hole state, and the non-monochromatic
nature of the x-ray beam. Each of these factors contributing to broadening of the peaks in
the absorption spectra must be included in the calculations.
The methods used to account for these factors in the code are described here.
The X-ray beam impingent on the collection of particles is not monochromatic. This
means that not a single frequency is available for the experiment. A typical double crys-
tal tunable monochrometer used at synchrotron sources uses a small range of wavelenghts
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around the desired wavelength, giving rise to frequencies which correspond to energies
which border the exact energy for the excitation of a particular orbital electron. Most
boadening of the X-ray absorption spectrum arises from this finite linewidth of the exper-
imental bandwidth.
The lifetime of the core-hole state is another source of broading of the peaks in a
spectrum. This becomes more important in the excitation of heavy elements with high
ionization energies, approximately 30 keV or more. This effect is treated through convolu-
tion with a Gaussian or Lorenztian function.
4.4.1 Lifetime of the Excited State
The intensities of peaks in the spectra obtained from calcuations of the X-ray excitations
have the form of a stick-spectrum until convolution. Such a spectrum, as a direct output
from an NWChem calculation, is shown in Figure 4.3
 0









Figure 4.3: Stick spectrum as the output to an XAS calculation
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where σ(Ei) is the cross-section for absorption and δ(E − Ei) is a delta function. The
choice may be made to convolve the spectra with a Gaussian or Lorentzian function.

























In these equations, σ has the interpretation of a linewidth.























(E − Ei)2 + σ2 2
and have the effect of smoothing of the intensity spectrum as seen in Figure 4.4.
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An output file with a graph of the spectrum is automatically generated upon comple-
tion of an NWChem XAS calculation. This is essentially a stick spectrum consisting of
intensities and the corresponding energies of the orbitals in which the excited electron is
placed. This output file becomes the input for another file that performs the convolution.
4.4.2 Thermal Effects
The thermal effects associated with the averaging of different configurations the system
may assume were treated by calculating spectra averaged over a sample of geometries
after allowing each to reach equilibrium using an molecular dynamics (MD) simulation.
The program starts off at 300 K with random initial velocities and allows the system to
evolve while scaling to a temperature of 300 K every 100 time-steps. The temperature vs.
time-step graph for these simulations is shown in Figure 4.5.
The temperature takes approximately 1000 steps before equilibrating enough to take
sample geometries. Therefore, a sample geometry was taken starting at step 1000 every 10
steps to give a total of 100 spectra used to produce the final spectrum.
Upon completion of the MD simulation, an output file named nwmd.xyz, containing the
















Figure 4.5: Molecular dynamics simulation
to the system for which it corresponds, i.e. ti-oh-2cl2md.xyz A program written in
python takes two template NWChem input files and the .xyz file and creates 100 NWChem
input files containing the XAS directive.
#!/usr/bin/python
import re





# searches for occurances of Ti
def findti(filename, substr):
global lineno
for i, line in enumerate(open(filename, ’rt’)):




for ignored_line in islice(filename,n-1):
pass




for i, line in enumerate(open(filename, ’rt’)):
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if line.find(substr) != -1:
k=k+1
for j in range(numspec+1):
if k==1000+j*10:
fin = open(’ti-oh-4blank1.nw’, ’r’)
str1 = fin.read()
fin.close()







for l in range(natoms):











for line in g:
j=j+1









nwchem $file > $file.out
mv plotdata.20 $file.plotdata20
end
A python program is then executed to collect all of the excitation energies and intensities
with the call $finalspec.py *plotdata20, creating the file finalspec.20 which is called





for file in sys.argv[1:]:
print "doing", file
data = open(file,’r’).readlines()
for line in data[3:]:
4.5 Identification of Spectral Peaks
4.5.1 Components of MO Vectors
One method used by which the types of peaks in the XAS spectrum may be identified is
to find the largest component of the the excited orbital and to call the NWChem function
bas_vec_info with this largest component as its argument. The relevant code is
if(.not.bas_vec_info(basis,info))









where this code is contained in the loop over unoccupied states.
However, this may lead to an inaccurate characterization of the excited state, because
the AO basis is not orthonormal. For this reason, a Mulliken population analysis was
performed on each excited orbital.
4.5.2 Mulliken Population Analysis
A brief description of the method of calculating occupation numbers of orbitals using












The first term in this sum, 〈χµ | χν〉, is the overlap matrix for AO’s, Sµν . These orbitals
are not orthogonal. They can be normalized, but the d-orbitals can’t be normalized with
six coordinates in a cartesian coordinate system. The epression for the orbital is equal to
the trace of the overlap matrix with the density matrix.
trSD










〈χAiσ | χA′ i′σ′i〉DAiσ,A′ i′σ′
There provides a way to express MO’s in terms of the quantities A, i, and σ. In the above






, correspond to µ and ν in the previous
formula. The final sum in this formula is the charge on atom A, shell i, qAi,A′ i′ . This is
the occupation number.
The implementation of this Mulliken population analysis in the XAS code is
g_dens = ga_create_atom_blocked(geom, basis, ’density’)
do lam=1,nbf
do ome=1,nbf
call ga_put(g_dens, lam, lam, ome, ome, C(lam,i)*C(ome,i),1)
enddo
enddo
if (.not. ga_destroy(g_dens)) call errquit(’ga?’, 0, GA_ERR)
call mull_pop(geom,basis,g_dens,g_s,’single orbital’)
The section of code first creates a global array named g_dens, creates the entire density
matrix for the orbital of index i, then places this density matrix in g_dens. The Mulliken




In transforming the source code from serial to parallel execution, several issues concerning
parallel computation must be addressed.[HS94, YA01, LJ93, FTW+96] The code must be
both efficient and robust.
Avoiding every processor accessing the same data makes the code efficient. For a
calculation with 10000 basis functions, 1 GB of data would be located all on one processor.
It would not be efficient for every processor to access this data if only one processor uses
the data. In order to avoid the problem of every process trying to access data at the same
time, process 0 is assigned the task of retrieving this infomation and placing it into a global
array. This is necessary when the process is doing an actual calculation and not just reading
or writing, which does not take much time. A related point is the synchronization of the
processes. If process 0 is retrieving data and another process is trying to access the results
of process 0 while this data retrieval is taking place, erroneous results are produced because
process 0 has not had time to complete its task. Therefore, after a single process has been
assigned to a task, the other processes must wait until this has been completed before
execution of the program can continue. A call to a synchronization routine in NWChem
serves this function.
To make the code robust one must find places where the code is accessing one number
at a time. The time of communication as a function of data size is
t(n) = t0 + t1n
where t0 is the latency, n is the number of bytes, and t1 is the reciprocal bandwidth, 1B . The
bandwidth on Jaguar is approximately 1GB/s, B−1 = 10−9s, and the latency is around
10 µs, 10−5s. To much communication can cause a machine to have stability problems.
Therefore, instead of accessing a single number at a time, access an entire row or column at
a time. The following code exemplifies the assignment of tasks and process synchronization
with the use of global arrays.[WH95] The access and use of a column of numbers rather
than a single number is also shown with the array local.
local = 0.0
do ome = 1,nbf




call ga_put(g_dens, 1, nbf, ome, ome, local, 1)
enddo
call ga_sync()
call mull_pop(geom, basis, g_dens, g_s, ’single orbital’)




In the convergence of a DFT calculation, several convergence properties may be taken
advantage of and controlled by keywords in the NWChem input. The most crucial of these
in this work are damping and levelshifting.
4.7.1 Damping
Damping controls the percentage of the density from the previous iteration which is mixed
with the current iterations density. The number of cycles for which damping is used is




convergence damp 70 ncydp 100
end
4.7.2 Levelshifting
One method to improve the convergence of a dft calculation is to include levelshifting of
the orbitals. This is achieved by the keyword lshift .6 in the dft input block on same
line as the convergence directive, where .6 is the value of the levelshifting parameter.
The number of cycles for which levelshifting is used is specified by the keyword ncysh so




convergence lshift .6 ncysh 300
end
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Levelshifting shifts the energy levels so that there is a larger difference between the
energy levels of the occupied and unoccupied states. In other words, it creates a larger
energy difference between the HOMO and LUMO orbitals. The mixing of states is propor-
tional to the matrix elements connecting the occupied and unoccupied orbitals divided by
the energy of the two. Thus, levelshifting decreases the mixing of states in the molecule.
The difference in energy between the occupied and unoccupied states is intimately related
to the Hessian, the second derivative of the energy with respect to the orbital rotations.





The motivation behind this research is the X-ray absorption study of Ti building blocks
used to construct catalytic compounds. [CB07, CSE+06] Titanium containing catalysts
have been used in selective oxidation reactions such as epoxidation of alkenes, alkane ox-
idation, conversion of alcohols to ketones, and other catalytic reactions.[NAR+07] The
active catalytic site in these systems is the Ti atom.[BBC+94] The high population of the
Ti d-electrons makes it very chemically reactive. One of these systems consisting of a cubic
structure is shown in Figure 5.1.
Figure 5.1: Catalytic system containing titanium
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There are various reasons for the extended amorphous structure present in these sys-
tems. It allows a larger surface area for reaction. Also, this amorphous solid has an open
lattice structure that allows the reception of the compounds to be catalyzed and the trans-
port of them into and out of the catalyst. In addition, the amorphous solid nature of these
catalysts creates a thermally stable sample, thus increasing the time a given sample may
be used for experiment. The catalytic systems are amorphous solids, which means there
is no long range order present. Thus, the study of these systems using X-ray absorption
spectroscopy is crucial for the experimentalists to determine the structure of the catalysts
and to confirm that their synthetic materials are indeed what are expected. The atomic
selectivity of XAS has played a crucial role in the elucidation of the geometry of the active
catalytic site.[BCL+94, BBC+94]
Many modeling codes are currently used for the purposes of fitting the experimental
data to theory. In particular, the FEFF[RdLZA91] code can provide very accurate fitting of
the experimental data for a wide range of compounds. However, there are many parameters
to be fitted and this tends to limit the utility of these methods for all but the most advanced
users. Also, these codes use a multiple-scattering approach to calculate the spectra. While
this works very well for the EXAFS region, it becomes more difficult to obtain a physical
information about the processes occurring at lower energies in the multiple scattering
regime.
The procedure used in this research instead uses a molecular orbital approach, which
gives a clear chemical interpretation of the lower energy XANES region.
For the construction of the catalyst, Ti(IV) may be substituted for a Si(IV) atom in the
silicalite-1 framework, giving Ti-silicalite 1 (TS-1). Other atoms, such as Fe(III), Ga(III),
or B(III) may be substituted instead. However, having the same formal valence as the
silicon, the titanium atom does not require a charge balancing counterion and becomes the
catalytic active center.[BBDL07]
The modification of the local environment of Ti-OSi containing catalysts is a key fea-
ture of the catalytic ability of this material. [LBA+98, TS01, NAR+07, BBDL07] In these
catalytic building block materials, halide atoms may be substituted for other, larger, molec-
ular constituents in a systematic manner to study the varation in size of the active catalytic
site. The population of the Ti d-orbitals will change as well with the addition of halides.
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When changing the symmetry of the site from tetrahedral with identical substituents to a
less symmetric geometry, pre-edge features arise in the spectrum that require identification
and interpretation.
5.2 XAS Studies on Ti Containing Systems
5.2.1 Experimental Studies
In a paper by Grunes, the Ti K-edge was investigated by MO methods and compared to
one-electron calculations.[Gru83] The theoretical treatment reavealed inconsistancies with
the experimental data, which were attributed to the neglect of the treatment of the core
hole in the calculations. The conclusion was that the near edge structure of TiO2 was
dominated by exitons as well as the contribution from the screened core hole. The exitons
contributed to descrepancies between the near-edge structure of different atoms in the same
solid.
The active sites in titanium-silica catalysts were elucidated using X-ray absorption
methods.[TS01] The interesting point about this research is that the coordination shell of
the absorbing atom was monitored in situ during catalysis; this lead to the formulation of
a mechanism for the catalyzed epoxidataion reactions. This monitoring of the reaction as
it is proceeding exemplifies the versatility of the XAS method.
In a recent study, the role of surface acidity in alkene epoxidation catalyzed by calixarene-
Ti(IV) complexes was investigated. The results indicated an enhanced sensitivity of the
epoxidation rates to the acidity of the support oxide.[NAR+07]
In a paper by Rehr[FBR96], a comparison of experimental and theoretical Ti K-edge
XANES for the study of coordination and disorder was presented. It was concluded that
the position and intensity of the pre-edge features can be used to distinguish between four-
fold coordinated and a 50:50 mixture of five-fold and sixfold coordinated Ti. It was also
proposed in this paper that the intensity of the main-edge features can be used as a probe
of short to medium range disorder in the vicinity of the absorbing Ti atom.
In another combined experimental/theoretical study of Ti species, the importance of
using employing experiment and theory synergistically was made clear. A XANES study
of the low temperature oxidation reactions with H2O2 as an oxidant was brought into
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agreement with experiment by increasing the complexities of both the experiments and the
theoretical models.[BBDL07]
In an earlier investigation of the chlorine K-shell X-ray absorption spectrum of transi-
tion metal chlorides, the NMR chemical shifts were obtained.[Sug73]
The core-hole effect on dipolar and quadrupolar transitions of some Ti containing com-
pounds was investigated experimentally with a focus on the pre-edge region of the XAS
spectrum.[YMT05] The findings indicated that the core-hole effect was more important for
the quadrupolar transitions that form the first two peaks in the pre-edge structure.
5.2.2 Theoretical Studies
Several theoretical X-ray absorption studies have been performed on transition metal oxide
systems.[dG93]
The Ti and O K edges in titanium oxides, rutile, and anatase were investigated with full
multiple scattering theory with a comparison made between XAS and EELS spectra.[WOGN97]
The conclusion was made that the Ti atoms in an octahedral coordination noticably influ-
enced the intensity, width, and position of the preedge features.
In an similar approach as used in this dissertation, although performed on water clus-
ters, the X-ray absorption spectrum was investigated using the dipole approximation and
a single electron approximation. The work was undertaken in an effort to understand the
bonding properties of ice and liquid water, with the conclusion that a quasitetrahedral
model of water appoximately represents the local structure of the liquid.[PG06]
The simultaneous calculation of the XANES spectra and ground state electronic struc-
ture of transition metal oxides used the approach of a one-electron real-space Green’s func-
tion, with final state effects treated in terms of a complex energy-dependent self-energy
and final-state potentials.[MBRA03] A correlation between the structure in the XANES
and the projected electronic density of states was made.
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5.3 Theory and Experiment Working Together
5.3.1 Effects of Chlorine on Spectral Features
X-ray absorption experiments on these systems and indeed other similar systems (e.g.
vanadium analogs)[Bar] have revealed systematic changes in the spectrum with the addi-
tion of chlorine including
• shifts in energies of both the ionization edge and pre-edge features in the spectra,
• a change in intensity of the in-edge feature, and
• a change in the position of the pre-edge feature relative to the ionization edge (Energy
gap).[FLM+00]
5.3.2 Goals of Research
The goal in this research is to help interpret the experimental finding of the shifts in the
peaks and changes in intensities, and also to identify the orbitals that correspond to each
peak in order to assign a shoulder appearing in the pre-edge region of the spectra. In the
remainder of this chapter and in chapter 6, I present results that
• establish the overall validity/correctness of the approach and implementation;
including assessment of different theoretical methods,
• establish the convergence of predictions with respect to system size,
• examine the importance and effect of thermal averaging,
• demonstrate the reproduction both qualitatively and quantitatively of the main
features and trends in the experimental data,
• assign prominent peaks and features to intra and interatomic transitions, and
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• suggest a path to provide a detailed explanation of the growth of the in-edge feature
with addition of chlorine.
5.4 Model Systems
Four sets of compounds of increasing size have been studied to explore convergence of
the finite-cluster calculations. Three sets, with amount of chlorine in each set being sys-
tematically increased, are Ti(OH)nCl4−n, Ti(OSiH3)nCl4−n Ti[OSi(OSiH3)3]nCl4−n, for
n=0,1,2,3,4. The fourth set is composed of yet larger systems from the actual cubic build-
ing blocks used to construct the catalyst.[CB07, CSE+06]. The system size has been made
smaller by replacing the Si(CH3)3 groups present in the experimental systems with OH
groups. These systems are shown in Figures 5.2-5.5.
5.5 Identification of the Absorption Edge
An experimental spectrum for a tetrahedrally coordinated system with three O-Si groups
and one hydrocarbon group is shown in Figure 5.6. The absorption edge is at 4970
eV.[CB07]
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(a) Ti(OH)4 (b) Ti(OH)3Cl
(c) Ti(OH)2Cl (d) Ti(OH)Cl3
(e) TiCl4
Figure 5.2: Single-shelled systems
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(a) Ti(OSiH3)4 (b) Ti(OSiH3)3Cl
(c) Ti(OSiH3)2Cl2 (d) TI(OSiH3)Cl3
Figure 5.3: Two-shelled systems
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(a) Ti(OSi(OSiH3)3)4 (b) Ti(OSi(OSiH3)3)3Cl
(c) Ti(OSi(OSiH3)3)2Cl2 (d) Ti(OSi(OSiH3)3)Cl3
Figure 5.4: Three-shelled systems
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(a) Ti(OSi(OSiH3)3)4 (b) Ti(OSi(OSiH3)3)3Cl
(c) Ti(OSi(OSiH3)3)2Cl2 (d) Ti(OSi(OSiH3)3)2Cl3
Figure 5.5: Experimental systems
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Figure 5.6: Experimental spectrum
The identification of the absorption edge is based on the calculation of the excitation
energy of the system. In the excitation case the excitation energy is the energy of the system
with the core electron placed in the LUMO, and in the ionization case is the energy with
the electron entirely removed from the atom. In the excitaion case, the ionization energy
is calculated as the excitation energy plus the negative of the LUMO energy. The spectra
for the single- and two-shelled systems are shown in Figures 5.7-5.10. The first two figures
show the ionization energy calculated with the excitation (Figure 5.7) approximation and
the ionization approximation (Figure 5.8). The next two show a similar comparison for
the two-shelled systems (Figures 5.9 and 5.10).
The ionization and excitation approaches give approximately the same value for the
ionization energy of around 4940 eV for both the single-shelled and two-shelled systems
when calculated with the LDA functional. The ionization approach results in an ionization
energy which is slightly higher, approximately 3 eV, than the excitation approach. The
position of the ionization edge may at first appear to be located at the first large peak at
4980 eV, but the calculation of the ionization energy has shown that the edge is located






















Excitation E, 4935.24 eV















































































































Excitation E, 4934.99 eV

























































































Figure 5.10: IE for 2-shelled systems from ionization approximation
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5.6 Changes Upon Inclusion of Thermal Effects using MD
The two graphs on the left side of Figure 5.11, (a) and (c), were calculated at a geometry
sampled from the MD for the single-shelled and two-shelled systems, respectively. The
graphs on the right side of Figure 5.11, (b) and (d), were calculated using thermal averaging
and correspond to single-shelled and two-shelled systems. The averaging in these cases does
not influence the shape and energy positions of the peaks in the absorption spectra. Such
effects may be seen only at larger system sizes. The MD simulation appears to enhance the
systematic behavior by making the peaks more aligned and the intensities more distinct, but
the single geometries were taken from an MD simulation. One would expect calculations
at the equilibrium geometries to show the same systematic behavior as those made with


































































































































































































(d) Spectrum with 100 Samples from MD simulation
Figure 5.11: MD effects on the XAS spectrum
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5.7 Convergence with System Size
Each of the four graphs in figure 5.12 contain plots of systems of singly-, doubly- and,
triply- shelled absorbing atoms. These four graphs correspond to systems containing zero
chlorine atoms (a), one chlorine atom (b), two chrlorine atoms (c), and three chlorine atoms
(d). As the size of the system is increased keeping the number of Cl atoms constant, the
peaks in the pre-edge region of the absorption spectrum remain approximately constant,
with relatively little change in intensity. The peaks in the higher energy range above the
absorption edge show a change in relative intensity and position. There is also a filling
in of the XAS spectrum with increasing system size, i.e. a larger proportion of peaks at
higher energy have stronger intensities for the larger systems. There is also a systematic








































































































































(d) Groups containing 3 Cl
Figure 5.12: System size effects on the XAS spectrum
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5.8 Comparison of Excitation and Ionization
In this section, the two approaches to calculating the absorption spectra, ionization from the
atom or excitation into the LUMO, are examined in more detail. The energy gap between
the pre-edge feature and the absorption edge is first considered. Next, the intensity of the
pre-edge features is compared to a previous study modeling the same compounds using
FEFF.[BM06] The shift in energy of the pre-edge feature with the addition of chlorine
atoms is also of interest.[FLM+00]
5.8.1 Energy Gap Comparison for Ionization/Excitation
Figure 5.13 shows this energy gap for the single- and two-shelled model systems calculated
with the excitation and ionization approximations, with experimental data included in
Table 5.1. The energy gap between the pre-edge feature and the peak immediately following
the absorption edge is larger when calculated with the ionization approximation. In both
the single- and two-shelled systems, the ionization approximation calculates the energy
gap between the pre-edge and the edge to be approximately 1.5 eV higher in energy than
the excitation approximation. Based on these results, the conclusion is made that the
ionization approach is more accurate when calculating the energy difference between the





































































































































































































(d) Energy gap for two-shelled under ionization
Figure 5.13: Energy gap between pre-edge and edge
Table 5.1: Energy gap 1-shelled
Experimental E gap (eV) E gap excitation (eV) E gap ionization (eV)
10.00 8.50 10.00
Energy gap 2-shelled
Experimental E gap (eV) E gap excitation (eV) E gap ionization (eV)
10.00 8.50 10.00
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5.8.2 Intensity of Pre-Edge Features
This subsection examines the trends in the relative intensities of the pre-edge features of
the XAS spectra in more detail. The spectra under consideration were calculated using
including the thermal averaging using an MD simulation. Therefore, the one- and two-
shelled systems will be described for both the excitation and ionization approximations as
shown in Figure 5.13. The intensities of these systems are compared to a FEFF model
which was performed on similar one-shelled systems.[BM06] The intensities decrease with
the substitution of chlorine atoms for (OH) groups. The data obtained from the model and





































































































































































































(d) Two-shelled under ionization
Figure 5.14: Relative intensities of pre-edge features for 1- and 2-shelled systems
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5.8.3 Intensity of In-Edge Feature
The relative intensities of the in-edge features for the one- and two-shelled systems are
compared in a similar manner as were the pre-edge features. The intensities, shown in
Figure 5.15 are compared to a FEFF model [BM06] of similar compounds. The model
calculation predicts the intensities from lowest to highest to be in the order: Ti(OH)4,
Ti(OH)3Cl, Ti(OH)2Cl2, Ti(OH)Cl3, TiCl4. This shoulder to the main absorption edge
thus grows in with increasing chlorine content. The MO calculations performed in this
research have predicted the exact same ordering for these peaks.
The significance of the agreement of the intensities for both the pre-edge and in-edge
features is that consistency is demonstrated between two different calculational approaches,




































































































































































































(d) Two-shelled under ionization
Figure 5.15: Relative intensities of in-edge features for 1- and 2-shelled systems
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5.8.4 Pre-Edge Shift
The pre-edge feature was shown experimentally to shift to lower energies with the addition
of chlorine atoms to the system.[FLM+00] Table 5.3, shows this shift for titanium con-
taining compounds with varying amounts ethyl groups and chlorine atoms. The shifts are
calculated from the reference peak of Ti(OH)4. The energy shifts become more predictable
as the system size increases.
5.9 Comparison of LDA and B3LYP Functionals
This section examines the differences in the spectra obtained using either the LDA or
B3LYP functional. A general comparison is made between results obtained between the
two functionals. Then, a comparison of the energy gap between the pre-edge and edge
features calculated with the two functionals. Figures 5.16-5.19 show the 1- and 2- shelled
systems calculated with the excitation approximation and using either LDA or B3LYP
functionals. The use of the B3LYP functional appears to slightly decrease the intensity of
the second spectral feature for the systems containing three and four chlorine atoms.
89
Table 5.3: Experimental pre-edge shift


















































































































































































































Figure 5.19: 2-shelled from excitation approximation with B3LYP
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5.9.1 Energy Gap Comparison for LDA/B3LYP
The measure of energy between the pre-edge and edge peaks in the single- and two- shelled
systems are evaluated in this subection. A comparison between the energy gap values for
the use of the LDA or B3LYP functionals is given. These are compared for the ionization
and excitation cases for each functional. For the single-shelled systems, calculations were
made using the B3LYP functional with the basis uncontracted for all atomsin the system as
well as with the basis uncontracted for just the titanium atom. The results are summarized
in the following two tables. The energy gap between the pre-edge and edge when calculated
with the B3LYP functional is underestimated by the excitation approach in both the single-
and two-shelled systems. The ionization approach overestimates the value in both system
sizes, but less so for the two-shelled systems. This is in contrast to the LDA functional,
which represents the experimental value well for the excitation case, but underestimates
the energy gap for the ionization case. These results are presented in Table 5.4.
When the basis set is uncontracted for the Ti atom, the agreement with experiment of
the B3LYP value of the pre-edge/edge energy gap improves for the excitation case only.
However, when all of the atoms in the basis have been uncontracted, the B3LYP value of
the energy gap improves for both the ionization and exitation cases.
Table 5.4: Energy gap 1-shelled
Method B3L3P (eV) LDA (eV) B3LYP/unctr. all (eV) B3LYP/unctr. Ti (eV)
Excite 9.57 10.00 10.19 10.19
Ionize 11.12 8.50 10.91 11.68
Energy gap 2-shelled





Identification of Spectral Features
In this chapter, a description of the spectral peaks in terms of atom type and molecular
orbital type is given. A section at the end of the chapter summarizes the results from the
calculations in this research.
6.1 Orbital Analysis
6.1.1 Single-Shelled Systems
An orbital analysis of the X-ray absorption spectra was performed at seven specific energy
values for each spectrum corresponding to a given model system. At this energy, the
electron density of the orbital corresponding to the final state of the photoelectron is
plotted. For the single-shelled systems these energy values are shown in Figure 6.1. The
electron density plots for the excited state orbitals for the single-shelled systems are shown
in Figure 6.2.
6.1.2 Two-Shelled Systems
An analysis similar to that given for the single-shelled systems is now performed on the
two-shelled systems, with the energy position of evaluation shown in Figure 6.3. The























































Figure 6.1: Energy positions for orbital analysis/Single shell
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Alpha electron density contours for Ti(OH)4
Alpha electron density contours for Ti(OH)3Cl
Alpha electron density contours for Ti(OH)2Cl2
Alpha electron density contours for Ti(OH)Cl3
Alpha electron density contours for Ti(Cl)4























































Figure 6.3: Energy positions for orbital analysis/Two shells
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Alpha electron density contours for Ti(OSiH3)4
Alpha electon density contours for Ti(OSiH3)3Cl
Alpha electron density contours for Ti(OSiH3)2Cl2
Alpha electron density contours for Ti(OSiH3)Cl3
Figure 6.4: Orbitals for two-shelled systems
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6.2 Mulliken Population Analysis
6.2.1 Single-Shelled Systems
Based on the Mulliken population analysis of the single-shelled systems and the orbital
analysis of the previous section, the peaks located at the given energy positions can be
assigned an atom type and orbital type. These are the atom and the orbital where the
excited state electron resides. The following table gives atom and orbital type for the
specified peaks. The first peak in the list of seven is the pre-edge feature and is identified
as a titanium-d orbital. The second peak, or the absorption edge, is assigned to a titanium-
p orbital. The next peak is a chlorine-p, with the fourth being a titanium-d orbital. The
remainder of the peaks have a mixed character and are not as easily identified. This
identification of the peaks in terms of atoms and molecular orbitals is shown in Figure 6.5.
6.2.2 Two-Shelled Systems
Similarly to the single-shelled systems, a Mulliken population was performed on the two-
shelled systems. The results are shown in Table 6.2. The assignments of the atom and
orbital types for peaks in the spectra of the two-shelled systems is shown in Figure 6.6.
The atom and orbital types identified are very similar to the sinlge-shelled results. The
pre-edge feature may therefore be confidently assigned as a transition of the core electron to
a titanium-d orbital. The edge feature is a titanium-p orbital, the third peak is a transition
to a chlorine-p orbital, the fourth is a titanium-d orbital, with the remainder of the peaks
showing a hybrid character.
Table 6.1: Mulliken population analysis of single-shelled systems
Spectral Energy Position 1 2 3 4 5 6 7
System Format : Type of Atom/ Type of Orbital/ Charge on Orbital
Ti(OH)4 Ti d 0.72 Ti p 1.06 Ti d 0.41 Ti d 0.42 Ti d 0.23 / O p 0.27 Ti d 0.11 / Os 0.26 O s 0.39
Ti(OH)3Cl Ti d 0.71 Ti p 1.11 Cl s 0.83 / Cl p 0.83 Ti d 0.48 Cl d 0.34 Tid 0.31 / O p 0.21 Ti d 0.19 / O p 0.30
Ti(OH)2Cl2 Ti d 0.71 Ti p 1.15 Cl s 0.45 / Cl p 0.42 Ti d 0.53 O p 0.32 / Cl p 0.27 Ti d 0.36 / O p 0.35 Ti d 0.48 / O p 0.27
Ti(OH)Cl3 Ti d 0.69 Ti p 1.05 Cl s 0.54 Cl d 0.40 Cl d 0.30 / O p 0.21 Cl d 0.31 Ti d 0.56
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Figure 6.5: Orbital analysis for single-shelled systems
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Table 6.2: Mulliken population analysis of 2-shelled systems
Spectral Energy Position 1 2 3 4 5 6 7
System Format : Type of Atom/ Type of Orbital/ Charge on Orbital
Ti(OSiH3)4 Ti d 0.63 Ti p 0.57 Si d 0.34 Ti d 0.66 O p 0.39 O s 0.14 / O p 0.10 Ti d 0.15 / O p 0.20
Ti(OSiH3)3Cl Ti d 0.68 Ti p 0.84 Cl p 0.35 Ti d 0.22 / Si d 0.25 Cl d 0.36 / O p 0.25 Ti d 0.11 / O p 0.16 Ti d 0.24 / O p 0.19
Ti(OSiH3)2Cl2 Ti d 0.66 Ti p 0.88 Cl p 0.57 Ti d 0.34 Cl d 0.30 O p 0.15 / H s 0.18 O p 0.46
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Figure 6.6: Orbital analysis for 2-shelled systems
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6.3 Conclusions
In subsection 5.3.2 a challenge was set to reproduce three things that were seen in exper-
iment. These areas of focus were the shifts in energies of the edge and pre-edge features,
the relative intensities of the in-edge features, and the change in position of the pre-edge
relative to the edge. These goals were met, providing the setting to discuss future research.
In this section, the value to experimentalists of the results is discussed as well as avenues
of future research.
6.3.1 Nature of States in the Absoprtion Edge
The assignment of the spectra peaks in terms of atom type and orbital type were consistent
for all of the model systems within a given number of shells, and also within a varying
number of shells. This assignment was based on a Mulliken population analysis and was
supported by plots of the electron density contours of the excited orbitals. The results
indicate that the electron is excited into a Ti-d orbital at an energy of approximately 4935
for these systems. The absorption edge is located at approximately 4940 eV, with the edge
peak being composed of a Ti-p character. The third peak in the spectrum corresponds to
a Cl-p orbital and grows stronger, in agreement with experiment, as the number of shells
on the absorbing atom is inicreased.
6.3.2 Chlorine Dependence of Edge Feature
The transition probability in XAS is controlled by the square of the transition dipole matrix
element, 〈φ1s | µ | φa〉2. This is clearly a positive quantity and can be viewed as a density.
A in Mulliken population analysis there is a way to decompose this density into its various
contributions from atomic shells or atoms.














The proposed approach is to compute the decomposition of the in-edge feature in terms
of chlorine content.
6.3.3 Mulliken Population Analysis
From Tables 6.1 and 6.2 and Figures 6.2. and 6.4 it is apparant that there are different
shapes of the orbitals, but that there are also trends present. It is seen that as more
chlorines are added to the system, the near edge states change their character. With
few chlorines presesnt the predominant states are titanium-d states, with many chlorines
present, the assignment of the peaks becomes a titanium to chlorine charge transfer state.
This means that in the near edge, there is chemical information present. There is also
physical information present in the occupation numbers of the orbitals. Larger occupa-
tion numbers correspond to atomic localized states, whereas smaller occupation numbers
correspond to scattering states that are not localized.
6.3.4 Ionization vs. Excitation
Both the ionization and excitation approximations result in an absorption edge, or ion-
ization potential, at approximately 4940 eV. The ionization approximation, however, cal-
culates the absorption edge to be approximately 3 eV higher in energy than excitation
approximation. The calculations underestimate the experimental value of the ionization
potential, which is 4997.5 eV.[FLM+00] The absolute position of the absorption edge is
rather difficult to determine by ab initio methods and is not the main focus of this re-
search. However, the agreement with experiment may be improved upon by using a more
sophisticated theoretical model. More important to studying the trends in the spectra and
indentifying the peaks in chemical terms is the relative positions and intensities.
6.3.5 Thermal Averaging
The rigidity of the systems studied in this research may explain the similarities of the spec-
trum calculated at a single geometry with the spectrum calculated with thermal averaging
included. It would be expected that for a system with more inherent disorder, i.e. a cluster
of water molecules, that the thermal averaging would play a more important role.
103
6.3.6 LDA vs. B3LYP
The shapes of the peaks do not vary considerably when using either the LDA or B3LYP
functionals. The main difference in the spectra obtained with these functionals is the
absolute energy positions of the peaks, with the B3LYP peaks being shifted approximately
20 eV higher in energy than the peaks calculated with LDA. There is also a more clear
systematic shift in the pre-edge peaks in the case of B3LYP.
6.3.7 Accuracy vs. Experiment
In this research, there was a reproduction of the main features present in the experimen-
tal spectrum. The absolute energy positions of the peaks is more difficult to reproduce.
However, the relative energy positions, or the distance between the features, are well re-
produced.
6.3.8 Practical Prediction of XAS
These theoretical calculations compliment experiment by providing prediction of results
prior to measurement, by enabling analysis of observations, and by providing chemically
significant interpretation of results. The latter is especially significant in that it can lead to
new fundamental understanding of chemical processes and associated experimental tech-
niques.
6.3.9 New Functionality Inside NWChem
The calculations that form the base of this research used an XAS directive within NWChem.
This implementation will be an NWChem module for the calculation of X-ray absorption
spectra including the options of choosing the absorbing atom, choosing the method of
exciting the atom (i.e. ionization or excitation, allowing excitation of an alpha or beta
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