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Abstract
Limit analysis is relevant in many practical engineering areas such as the design of mechanical
structures or the analysis of soil mechanics. Assuming a rigid, perfectly-plastic solid subject
to a static load distribution, the problem of limit analysis consists of finding the minimum
multiple of this load distribution that will cause the body to collapse. This collapse multi-
plier results from solving an infinite dimensional saddle point problem, where the internal
work rate is maximized over an admissible set of stresses -defined by a yield condition- and
minimized over the linear space of kinematically admissible velocities for which the external
work rate equals the unity. When strong duality is applied to this saddle point problem, the
well-known convex (and equivalent) static and kinematic principles of limit analysis arise.
In this thesis, an efficient procedure to compute strict upper and lower bounds for the
exact collapse multiplier is presented, with a formulation that explicitly considers the exact
convex yield condition. The approach consists of two main steps. First, the continuous
problem, under the form of the static principle, is discretized twice (one per bound) by
means of different combinations of finite element spaces for the stresses and velocities. For
each discretization, the interpolation spaces are chosen so that the attainment of an upper
or a lower bound is guaranteed. The second step consists of solving the resulting discrete
nonlinear optimization problems. Towards this end, they are reformulated into the canonical
form of Second-order Cone Programs, which allows for the use of primal-dual interior point
methods that optimally exploit the convexity and duality properties of the limit analysis
model and guarantee global convergence to the optimal solutions.
To exploit the fact that collapse mechanisms are typically highly localized, a novel method
for adaptive meshing is introduced based on local bound gap measures and not on heuristic
estimates. The method decomposes the total bound gap as the sum of positive elemental
contributions from each element in the mesh, and refines only those elements which are
responsible for the majority of the numerical error. Finally, stand-alone computational cer-
tificates that allow the bounds to be verified independently, without recourse to the original
computer program, are also provided. This removes the uncertainty about the reliability of
the results, which frequently undermines the utility of computational simulations.
The efficiency of the methodology proposed is illustrated with several applications in
plane stress and plane strain, demonstrating that it can be used in complex, realistic prob-
lems as a supplement to other models.
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Chapter 1
Introduction
1.1 Motivation of Limit Analysis and Previous Work
The theory of limit analysis assumes a rigid, perfectly-plastic material to model the collapse
of a solid that is subject to a static load distribution. Due to the rigid assumption on the ma-
terial, small forces are neutralized by stresses without incurring in any elastic deformation.
Therefore, these stresses are not governed by a constitutive equation and, consequently, they
are not uniquely determined by the equilibrium equation. When the forces are sufficiently
large, the stresses within the material, which are limited by a yield condition, cannot neu-
tralize the forces without incurring in a permanent, plastic deformation. Then, the material
is said to be flowing and will continue to flow permanently as long as the forces remain and
the geometric changes are ignored. Thus, the deformation of the material is described in
terms of velocities or flows, and not by displacements, as is usually the case in elastic models.
Clearly, the model of limit analysis corresponds to a very simplified situation of a rigid-
plastic material and static or slowly increasing loads. However, it makes it possible to analyze
quantitatively the plastic collapse of a material. It is worth mentioning that the model only
describes the fields of stresses and velocities in the exact moment when collapse first occurs.
Therefore, it does not give information about what happens once the deformation modifies
the initial geometry. In this sense, limit analysis gives a snapshot of the collapse moment.
Within this context, the problem of limit analysis is the following: consider a continuum
subject to a fixed force distribution consisting of both volume and surfaces loads. Then, the
objective is to obtain the minimum multiple of this force distribution that causes the collapse
of the body, i.e., the multiple for which plastic flow first occurs. Usually, this multiple is
named the collapse multiplier. At the same time, one may be interested in the fields of
stresses and velocities that are present in the body at collapse. Likewise, it might be of
interest to know the plastified region, i.e., the part of the body where the stresses are at the
limit and plastic deformation is occurring.
Despite the apparent simplicity of the model, limit analysis is much harder to solve than
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linear elasticity, and goes beyond the scope of the latter. The model of linear elasticity is
simple because it results in a linear elliptic boundary value problem, which behaves very
well both from a mathematical and a numerical point of view. This permits to solve realistic
problems in great detail. However, it is well known that even small forces might cause
locally unbounded elastic stresses, which do not adjust to the physical reality. Therefore,
some plastic analysis needs to be performed to obtain realistic predictions that can satisfy
the more and more demanding engineering design requirements. This is the motivation
underlying collapse analysis. Indeed, from the perspective of computational methods, the
goal is to make limit analysis applicable to complex, realistic engineering problems as a
supplement to the elastic treatment, which is nowadays a standard tool in engineering.
However, limit analysis is more complex. The continuous problem corresponds to an
infinite dimensional saddle point problem of a bilinear form (internal work rate) in stresses
and velocities. In particular, the bilinear form is maximized over a space of admissible
stresses -defined by a yield condition- and minimized over the linear space of kinematically
admissible velocities for which the external work rate is constant. The presence of the yield
condition introduces nonlinearity in the problem, which represents an important difficulty
and the major difference with the elastic model. The good news is that nice strong duality
properties hold for this saddle point problem. In fact, when duality is applied to the problem,
the well-known static and kinematic principles of limit analysis arise, as shown in [14] or
[15]. These principles, upon which are based the classical lower and upper bound theorems
of limit analysis (see [22]), are convex and only involve in their respective formulation either
stresses (static principle) or velocities (kinematic principle).
In the numerical solution process for both the elastic and the limit analysis models,
the first step is to discretize their corresponding continuous problems by the introduction
of finite dimensional Sobolev spaces. However, in limit analysis, uniqueness and regularity
do not hold, unlike in the theory of elliptic boundary value problems. From a numerical
perspective, mixed finite elements are typically used and special care must be paid to the
interpolation spaces employed for the stresses and the velocities. Moreover, whereas in linear
elasticity the discrete problem results in a simple linear system of equations, in limit analysis
(and because of the yield condition) one must solve a large nonlinear optimization problem,
which represents the major difficulty and challenge in the solution process.
Solving this optimization problem is the second important step. Typically, the methods
used are based on iterative processes that require the solution, in each iteration, of sparse
linear systems of equations of larger complexity than those appearing in the linear elastic
problems. Finally, the convergence results for the numerical solution are weaker than in the
elastic case. However, and despite the difficulties mentioned, the recent advances in convex
optimization enable limit analysis to be applied, nowadays, to realistic applications.
To close the comparison between linear elasticity and limit analysis, we find it illustrative
to solve the same problem with each theory. Figure 1-1 shows, graphically, the problem
12
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L = 1
Η = 0.5
Figure 1-1: Linear elastic and limit analysis solutions for a given example
considered and the elastic and plastic deformations obtained. Notice that, in limit analysis,
the solution allows for discontinuous, infinite deformations, but the stresses must (in general)
be bounded.
As previously pointed out, the nonlinearity introduced by the yield condition in the limit
analysis formulation is an important source of difficulty when solving the resulting discrete
optimization problem. Traditionally, the way to overcome this difficulty was to linearize the
convex yield condition, thereby obtaining a polyhedral approximation to the yield surface.
This formulation was firstly introduced in the early seventies in [26]. Then, the resulting
problem reduces to a classical linear program (LP): see, for instance, [2, 13, 14], based on the
Simplex method or, more recently, [4, 17] using Interior Point Methods (IPM). Although this
approach has been used extensively in two dimensions, its application to three dimensions
is highly hampered by the fact that the number of constraints generated in the linearization
process increases dramatically, thereby increasing also the computational cost.
The first attempts to solve for the exact convex yield condition were addressed in [11] and
[31]. However, only cases with bounded yield sets on very coarse meshes were considered1.
Although some progress was made in [15] -using a nonlinear programming package to the
static principle of limit analysis- and also in [10, 12] -developing methods to solve the convex
yield condition-, all the computational results were limited to moderate size grids (no more
than 1000 elements). Successful results on fine grids (more than 10000 elements) for exact
quadratic, von Mises-type yield conditions were first possible in [7], by exploiting duality
and extending the ideas of IPMs for LP to the minimization of sum of norms (MSN), which
is a particular case of a Second-order Cone Program (SOCP) [25]. The main drawback of
the approach was that, for unbounded yield sets, the incompressibility constraint on the
flow required the use of very cumbersome finite element spaces. This was overcome in [16],
using [5] to solve the nonlinear optimization problem. Thus, the method in [16] makes finally
1The unboundness of the yield condition, which appears in many important cases (for instance, in the von
Mises plane strain or three-dimensional models), is an additional complication since it requires incompress-
ibility in the flow field to be imposed.
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possible to solve large problems, including the important cases of unbounded yield sets, for
the exact convex yield condition (although restricted to von Mises-type yield criteria). In
[18], automatic mesh refinement is introduced to improve the method in [16], and using [6]
as the optimization solver. Despite improving the efficiency of [16], the strategy used for
automatic mesh refinement does not rely on local error measures but in heuristic estimates.
Consequently, its performance is far from optimal.
An important feature of the references mentioned above (except for the old approaches
given in [2] and [11], that were based on the bound theorems) is that they only provide ap-
proximations to the collapse multiplier, but do not yield strict bounds. Therefore, although
the approximate values given by those methods might be accurate, the lack of certainty
on the error incurred is a serious drawback. Uncertainty about the reliability of numerical
simulations in engineering usually leads to computations that are much more expensive than
strictly necessary, in an attempt to trust the results. The lack of guarantee creates doubts
when discrepancies arise and, more importantly, prevent the numerical solutions to be certi-
fied. For these reasons, the possibility of computing bounds of the limit loads, and not only
estimates, has a very relevant added value in today’s engineering.
In [23, 24], upper and lower bounds of the collapse multiplier are computed for soil me-
chanics problems using linear finite elements and a two-stage, quasi-Newton optimization
algorithm. This algorithm is based on the nonlinear programming schemes developed in [37]
to solve limit analysis problems arising from a mixed formulation. Although the method
seems to be applicable to all convex yield surfaces, smoothness is required since first and
second order derivatives of the yield function need to be computed. The efficiency of the
method is mainly documented for a smooth approximation of the Mohr-Coulomb yield func-
tion, on uniform meshes. The solution method is not unified, since upper and lower bounds
are obtained by different versions of the quasi-Newton method, whose performance seems to
rely on some heuristics. Moreover, duality is not exploited, thereby preventing the method
from gaining additional efficiency and robustness.
A new recent approach to obtain lower bounds, without the need to linearize the yield
criteria, is presented in [21]. It uses an IPM that exploits the convexity and duality properties
of limit analysis. Moreover, the method is general in the sense that no particular finite
element discretization or yield criterion is required. However, only a lower bound is obtained
and, consequently, no measure of the error is available.
1.2 Objectives and Layout of the Thesis
The primary objectives of the thesis are:
• Devise an efficient and robust method to compute upper and lower bounds in limit
analysis, for the exact convex yield condition. Sufficient accuracy and limited com-
14
putational cost are required so that realistic, complex applications can be addressed.
Only strict bounds are of interest, since reliability in the numerical simulations must
be obtained. Moreover, the methodology proposed must provide stand-alone compu-
tational certificates that can be used to verify the numerical results without recourse
to the original code used to perform the computation.
• In the search for efficient and robust optimization algorithms, the convex nature of the
limit analysis problem must be exploited through duality. In this context, the use of an
interior point method within the family of conic programming algorithms is preferable.
Towards this end, it is desirable that the discretizations of the continuous limit analysis
problem result in matrix problems embedding the canonical form of conic programs.
This is essential so that standard Conic Programming algorithms can be used.
• Incorporate mesh adaptive procedures to exploit the fact that the collapse mechanisms
are highly localized. It is desirable that the adaptive strategy be based on local error
measures using the already computed upper and lower bounds.
The thesis is organized as follows. In chapter 2, the core concepts on the theory of
limit analysis are presented, together with its duality properties and the necessary require-
ments to obtain exact bounds for the collapse multiplier. Chapter 3 introduces, first, the
Conic Programming framework and presents, next, the main ideas about feasible primal-
dual, path-following interior point methods. Additionally, the canonical form required for
general purpose conic solvers is shown. In Chapter 4, the finite element interpolation spaces
used to guarantee the attainment of bounds are presented, together with the details of the
implementation. The concept of certificate is also introduced. Moreover, a novel method,
based on decomposing the total bound gap as the sum of positive contributions from each
element in the mesh, is proposed to perform mesh adaptivity. Chapter 5 demonstrates the
efficiency of the methods with numerical results for four different examples, both in plane
stress and plane strain. Finally, Chapter 6 addresses the main conclusions and future work.
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Chapter 2
Theory on the Limit Analysis
Problem. Duality and Exact
Bounds
2.1 Basic Concepts and Preliminary Notation
Let Ω denote the domain of study and ∂Ω its boundary, which consists of a Neumann portion
ΓN and a Dirichlet part ΓD, so that ∂Ω = ΓN∪ΓD. Recall that limit analysis assumes a rigid,
perfectly-plastic material (see Figure 2-1) subject to a fixed load distribution, and aims at
computing the minimum multiple (collapse multiplier) of this load distribution that causes
the collapse of the body. In this section, we summarize the basic concepts and introduce
the notation that will be used throughout the remainder of the thesis. We have adopted the
notation in [14, 15] for its simplicity and ease of interpretation.
The work rate of the external loads (external work rate) associated with a velocity,
displacement rate or plastic flow u = u(x) is given by the following linear functional:
F (u) =
∫
Ω
f · u dV +
∫
ΓN
g · u dS, (2.1)
y
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σ
Figure 2-1: Rigid, perfectly-plastic behavior
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where f denotes the volume forces and g, the surface forces acting on ΓN . The plastic flow u
belongs to an appropriate space Y guaranteeing that it is a kinematically admissible velocity
field (see [15] for the mathematical requirements on Y ).
The work rate of the stress field σ = σ(x) (internal work rate) associated with u is given
by the bilinear form
a(σ,u) =
∫
Ω
∑
i,j
σijεij(u) dV =
∫
Ω
∑
i,j
σij
∂ui
∂xj
dV (2.2)
= −
∫
Ω
(∇ · σ) · u dV +
∫
ΓN
(n · σ) · u dS, (2.3)
where σij denotes the components of the stress tensor in the xi − xj , i, j = 1 : 3, cartesian
coordinates. Notice that for (2.3) to hold, we have assumed that u = 0 on ΓD and that the
flow field u is continuous, so that Green’s formula applies. The stress field σ must belong to
an appropriate space of symmetric stress tensors X ≡ X(Ω) (see [15] for a mathematically
rigorous description). It is important to emphasize the continuity requirement on u, since
otherwise the above expressions are not correct. Indeed, for discontinuous fields, not only
Green’s formula does not hold but, also, singular contributions to the internal work rate
from the internal boundaries must be incorporated.
The equilibrium equation can now be expressed as the principle of virtual work:
a(σ,u) = F (u), ∀u ∈ Y. (2.4)
Moreover, the yield condition is forced by imposing the stress tensor σ to belong to a set B
of admissible stresses for the material:
σ(x) ∈ B(x), ∀x ∈ Ω. (2.5)
Let ∂B denote the boundary of the set B(x), named yield surface, which is given generically
by the equation F(σ) = 0, where F is known as the plastic yield function. Every point of the
material is either in the strict interior of the yield set B or on the yield surface ∂B. In the
first case, and because of the rigid assumption of limit analysis, no deformation occurs. In
the second case, the points lying on the yield surface incur a permanent, plastic deformation
whose direction is determined by the so called flow rule. Assuming “associated plasticity”,
the flow rule is given by
ε = µ
∂F(σ)
∂σ
, (2.6)
where µ is the plastic multiplier1. Notice that (2.6) forces the strain rate ε to be normal to
the yield surface F = 0. Additionally, the Karush-Kuhn-Tucker complementary conditions,
1Usually, the plastic multiplier is denoted by λ. However, in our case, we have used the symbol µ to avoid
confusions with the collapse multiplier, which will be denoted by λ.
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which reflect the irreversible response to loading and unloading in plasticity, need also to be
satisfied:
µ ≥ 0; F(σ) ≤ 0; µF(σ) = 0. (2.7)
Regarding the set of admissible stresses B(x), it must verify the following properties:
1. ∃ ² > 0 for which ∑ij |σij | ≤ ²⇒ σ ∈ B(x).
2. B(x) is a convex subset of the space of stress tensors.
3. B(x) is a closed subset.
Thanks to these three properties, the theory of convex optimization can be applied both
for proving that the collapse state is well defined and, also, for solving the problem of
limit analysis. In words, condition 1) states that B(x) has an strict interior corresponding
to the null stress tensor; 2) corresponds to adequate physical assumptions; whereas 3) is
a mathematical property stating that any limit of admissible stresses is itself admissible.
To simplify the notation, we will assume the material to be homogeneous, so that B(x)
is independent of x and will be denoted by B. As will be understood in Chapter 4, our
computational treatment of the limit analysis problem exploits the above convexity-related
properties of B but, also, a particular structure that B usually presents. By the latter, we
mean that we need an admissible set that can be expressed in the following generic form:
B = {σ ∈ X |
∑
k
f2k (σij) ≤ f20 (σij , q)}, (2.8)
where fk and f0 are affine functions of their arguments and q is a constant depending on
the material properties. For example, the von Mises yield condition in three dimensions is
given by
BV M = {σ ∈ X | (σ11−σ22)2+(σ22−σ33)2+(σ33−σ11)2+6σ212+6σ223+6σ213 ≤ 2σ2y}, (2.9)
where σy denotes the yield stress in simple tension and can be interpreted, in this case, as the
generic constant q. Notice that BV M is a convex set in its variables σij and can be expressed
in the generic form (2.8). Note also that the yield set B may be unbounded, as is the case
in the above example. The restriction of the von Mises yield condition to two-dimensional
cases (either plane stress or plane strain) also satisfies the structure (2.8). In plane strain,
the same is valid for the Tresca yield condition, which is expressed as follows:
BT = {σ ∈ X | (σ11 − σ22)2 + 4σ212 ≤ σ2y}. (2.10)
Another yield condition usually encountered in the literature, and very used in Soil Mechan-
19
ics, is the Mohr-Coulomb criterion. In two dimensions (plane strain), it is given by
BMC = {σ ∈ X | (σ11 − σ22)2 + 4σ212 ≤ (2c cosφ− (σ11 + σ22) sinφ)2}, (2.11)
where c is the soil cohesion and φ denotes the friction angle. Note that the Mohr-Coulomb
yield condition also encompasses the properties we need. In this case, we can interpret the
parameter q as being equal to c cosφ.
2.2 The Continuous Limit Analysis Problem. Duality and
Exact Bounds
The static principle of limit analysis (see [14, 15]) states that the collapse multiplier λ∗ is
given by
λ∗ = supλ
s.t.
{
∃σ ∈ B
a(σ,u) = λF (u), ∀u ∈ Y (2.12)
Taking into account the linearity with respect to u of both F (u) and the bilinear form
a(σ,u), equation (2.12) can be cast as follows:
λ∗ = sup
σ∈B
inf
F (u)=1
a(σ,u). (2.13)
To understand this reformulation, let us first focus on the inner infimum in (2.13). Notice
that, since both a(σ,u) and F (u) are linear functionals in u, the infimum is clearly −∞
unless a(σ,u) is constant for the values of u for which F (u) = 1. If this possible constant
value is denoted by λ, the inner infimum (2.13) becomes:
inf
{u|F (u)=1}
a(σ,u) =
{
λ if a(σ,u) = λF (u)
−∞ otherwise (2.14)
Taking now the supremum over σ ∈ B, we conclude that equation (2.12) is equivalent to
the purely variational problem (2.13).
For simplicity, let C denote the affine hyperplane C = {u ∈ Y |F (u) = 1}. Now, the dual
problem of (2.13) can be expressed as:
inf
u∈C
sup
σ∈B
a(σ,u) = inf
u∈C
D(u), (2.15)
where
D(u) = sup
σ∈B
a(σ,u) (2.16)
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is the total energy dissipation rate associated with u. It is worth mentioning that D(u) can
be computed, alternatively, as
D(u) =
∫
Ω
σyεeq(u) dV, (2.17)
where σy is the yield stress of the material and εeq(u) is a scalar deformation, named the
effective strain rate, whose definition depends on the set B of admissible stresses. This
alternative formulation is, in fact, the analytical solution to the supremum of the internal
work rate over the admissible stresses. Typically, the last expression in (2.15), that is,
inf
u∈C
D(u), (2.18)
is known as the kinematic principle of limit analysis [14, 15] and states that its solution gives
the exact value of the collapse multiplier λ∗. Therefore, it must be true that, under some
conditions and for appropriate spaces for σ and u, strong duality holds between (2.13) and
(2.15):
sup
σ∈B
inf
u∈C
a(σ,u) = inf
u∈C
sup
σ∈B
a(σ,u). (2.19)
In summary, we can write the following set of equalities for the exact collapse multiplier:
λ∗ = supλ
s.t.
{
∃σ ∈ B
a(σ,u) = λF (u), ∀u ∈ Y (2.20)
= sup
σ∈B
inf
u∈C
a(σ,u) (2.21)
= inf
u∈C
sup
σ∈B
a(σ,u) (2.22)
= inf
u∈C
D(u). (2.23)
In reference [15], duality (2.19) is proved in detail. Moreover, it is also shown that
collapse fields u∗ and σ∗ exist and form a saddle point for a(σ,u) on B × C. Indeed, if
σ∗ and u∗ are the exact solutions to the static principle (2.12) and the kinematic principle
(2.18) respectively, then the following inequalities are true:
a(σ,u∗) ≤ λ∗ = a(σ∗,u∗) ≤ a(σ∗,u) ∀σ ∈ B, ∀u ∈ C. (2.24)
Moreover, σ∗ is bounded and u∗ has first-order derivatives that are measures. Neither σ∗
nor u∗ need to be continuous in general.
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2.2.1 Exact Bounds for the Continuous Problem
Rigorous upper bounds for the collapse multiplier λ∗ can be obtained by exactly computing
the inner supremum in the kinematic principle (2.15). Analogously, lower bounds arise when
the inner infimum in the static principle (2.13) is exactly performed. Notice that this follows
directly from previous saddle point inequalities (2.24).
To be more specific, recall that λ∗ = supσ∈B infu∈C a(σ,u) = infu∈C supσ∈B a(σ,u).
Let us now assume that the following optimization problems are computed exactly:
sup
σ∈B
a(σ,u) = a(σ∗,u), ∀u ∈ C (2.25)
inf
u∈C
a(σ,u) = a(σ,u∗), ∀σ ∈ B (2.26)
From equation (2.25), it is clear that for any feasible value of u ∈ C, an upper bound is
obtained:
λ∗ = inf
u∈C
sup
σ∈B
a(σ,u)
(2.25)
= inf
u∈C
a(σ∗,u) ≤ a(σ∗,u) = λUB, ∀u ∈ C. (2.27)
Likewise, for any feasible value of σ ∈ B, a lower bound is obtained if equation (2.26) is
satisfied:
λ∗ = sup
σ∈B
inf
u∈C
a(σ,u)
(2.26)
= sup
σ∈B
a(σ,u∗) ≥ a(σ,u∗) = λLB, ∀σ ∈ B. (2.28)
However, satisfaction of equations (2.25) and (2.26) is not always easy. Moreover, to
obtain accurate bounds, good candidates for u ∈ C and σ ∈ B must be found, which, again,
is not an obvious task.
2.3 The Limit Analysis Problem in Discrete Form. Duality
and Exact Bounds
In a very generic way, let us mesh our domain of study Ω and choose finite element function
spaces Xh for σ and Yh for u, where h is a parameter indicating the typical size of the mesh.
It is not our interest here to define the properties of the finite element meshes or spaces
used, but just to discretize our computational domain. The discrete convex set of admissible
stresses Bh must be such that Bh ⊂ B ∩Xh. The affine hyperplane to which uh is restricted
becomes Ch = {uh ∈ Yh|F (uh) = 1}.
Now, we can write the discretized version of the variational continuous limit state problem
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(2.20-2.23), as follows:
λ∗h = max
s.t.
{
∃σh ∈ Bh
a(σh,uh) = λF (uh),∀uh ∈ Yh
λ = max
σh∈Bh
min
uh∈Ch
a(σh,uh)
= min
uh∈Ch
max
σh∈Bh
a(σh,uh) = min
uh∈Ch
Dh(uh). (2.29)
The above discrete duality is valid under very general conditions, specified in [15], and always
holds for all practical discretizations. Another possible way to describe the discrete problem
is by means of matrix notation. Towards this end, let σh denote an appropriate ordered
vector collecting all the stress parameters that define the interpolation on σh and, likewise,
let uh denote the corresponding vector of velocity values defining the field uh. Depending
on the interpolation spaces chosen, the dimensions and interpretations of these vectors are
clearly different2.
Using this notation, the discrete work rate for the internal forces can be expressed as
a(σh,uh) = 〈Aσh, uh〉 = 〈σh, ATuh〉, where A is the matrix obtained as the result of eval-
uating a(·, ·) for the shape functions considered in the discretization. Similarly, the work
rate for the external forces takes the form F (uh) = 〈F h, uh〉. We now interpret σh ∈ Bh to
approximate σh ∈ Bh and, analogously, uh ∈ Ch to be equivalent to uh ∈ Ch. Thus, the
discrete problem (2.29) becomes now:
λ∗h = max
s.t.
{
σh ∈ Bh
Aσh = λFh
λ (2.30)
= max
σh∈Bh
min
uh∈Ch
〈Aσh, uh〉 (2.31)
= min
uh∈Ch
max
σh∈Bh
〈σh, ATuh〉 (2.32)
= min
uh∈Ch
Dh(uh), (2.33)
where Dh(uh) = maxσh∈Bh〈σh, ATuh〉. At this point, some remarks are made:
Remark 1: Thanks to discrete duality, the approximated value for the collapse multiplier
λ∗h can be obtained in many different ways. Indeed, λ
∗
h can be computed by solving the
discrete version (2.30) of the static principle or the discrete kinematic principle (2.33) or,
even, solving both problems at the same time3.
Remark 2: Notice that the above mathematical programming problem can be seen as the
2As a simple illustration, notice that these vectors may collect, for example, the stress or velocity values
associated with the nodes of the mesh and/or values associated with elements or edges. Moreover, when
continuous interpolations are used, unique values of velocities and stresses are associated with each node of
the mesh. However, in discontinuous interpolations, different values may correspond to the same node and
additional values may be associated with discontinuities in edges.
3This is the approach that we will use when computing the bounds.
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result of approximating the variational problem (2.20-2.23) by a mixed finite element method,
where the collapse fields for the stresses and velocities are approximated simultaneously.
However, it is very important to emphasize that, in general, the approximated collapse
multiplier λ∗h will only be an estimate of the exact value λ
∗. What we mean by an estimate
is that it is indeed an approximation of the exact λ∗, but it is not a bound. Therefore,
it might either underestimate or overestimate the true collapse multiplier and, thus, no
guarantee or certificate of exact boundness can be inferred.
Remark 3: The most interesting point about the above discrete problem is that particular
combinations of appropriately-chosen interpolations for both the stresses and velocities can
be shown to, not only yield estimates of λ∗, but bound it either from below or from above.
That is, there exist some choices of Xh for σh and Yh for uh that, when used in problem
(2.30-2.33), yield as a solution a λ∗h that is either a lower bound (λ
∗LB
h ≤ λ∗) or an upper
bound (λ∗ ≤ λ∗UBh ) of the true collapse multiplier λ∗. These are the interpolation spaces we
are interested in to obtain upper and lower bounds. The requirements on these spaces are
given next.
2.3.1 Purely Static and Purely Kinematic Finite Element Spaces
The interpolation spaces Xh × Yh are called purely static or purely kinematic if, when
used to discretize the continuous limit analysis problem (2.20-2.23), lead to discretizations
(2.30-2.33) that are, in turn, purely static or purely kinematic. We give next the necessary
definitions:
Definition 1: The discretization (2.30-2.33) is called purely static if the following two
conditions hold:
1. Satisfaction of the discrete equilibrium equation on Xh implies the continuous equilib-
rium equation. This is equivalent to the following implication for any σh ∈ Xh:
a(σh,uh) = λF (uh), ∀uh ∈ Yh =⇒ a(σh,u) = λF (u), ∀u ∈ Y. (2.34)
In other words, for our interpolation space Xh, if equilibrium is satisfied discretely at
some points, then we can guarantee that equilibrium holds also in the continuum.
2. Satisfaction of the membership condition σh ∈ Bh in some discrete or test points
directly implies that σh ∈ Bh over the continuum. Notice that testing or forcing
previous membership cannot be done, in general, over each point in the domain and,
typically, this condition is forced over representative points on the working mesh.
Recall that we have required Bh ⊆ B ∩Xh and, therefore, any σh ∈ Bh also belongs
to B.
Thus, if above conditions hold, the discretization based on Xh×Yh is such that, by only
forcing discrete satisfaction of equilibrium and membership, one can guarantee equilibrium
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and membership over the whole domain. Therefore, the constraints in the maximization
problem (2.20) are satisfied exactly, from which immediately follows that the approximate
value obtained when solving (2.30-2.33) is a lower bound λ∗LBh . Hence, the use of purely
static spaces, denoted from now onwards as XLBh ×Y LBh , results in a lower bound method.
Notice, finally, that a purely static discretization can also be interpreted as one that permits
the inner infimum in (2.21) to be computed exactly for all the stresses belonging to an
appropriate set, thereby yielding a lower bound (see subsection 2.2.1).
Definition 2: The discretization (2.30-2.33) is called purely kinematic if, on Yh, the
discrete energy dissipation rate Dh(uh) is exact or, equivalently,
max
σh∈Bh
a(σh,uh) = max
σ∈B
a(σ,uh), ∀uh ∈ Yh. (2.35)
If (2.35) holds, the inner supremum in (2.22) is computed exactly. Consequently, the solution
of (2.30-2.33) approximates the exact collapse multiplier from above (see subsection 2.2.1),
thereby yielding an upper bound λ∗UBh . Hence, the use of purely kinematic interpolation
spaces, denoted by XUBh × Y UBh , provide us with an upper bound method. Notice that
an upper bound could also be obtained in more relaxed cases. For instance, if the following
more general condition, which also includes (2.35) as a particular case, holds:
max
σh∈B˜h
a(σh,uh) ≥ max
σ∈B
a(σ,uh), ∀uh ∈ Yh; Bh ⊆ B˜h. (2.36)
Figure 2-2 summarizes, graphically, above explanations.
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Figure 2-2: The use of purely static and purely kinematic finite element spaces to obtain
lower and upper bounds for the collapse multiplier
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Chapter 3
Conic Programming
In the last decade, an outstanding progress in optimization has been achieved, especially in
the area of convex programming. Advances in complexity theory improved the understanding
of the benefits and limitations of certain algorithms, which lead to the development of efficient
interior point methods (IPM) for a large family of convex programs. This progress, together
with the development of computers, enable us to solve today problems which were considered
unreachable only few years ago. From a theoretical point of view, the only problems that
modern optimization can solve efficiently are convex problems. Within this family, Conic
Programming problems are, undoubtedly, at the top of the recent modern optimization
revolution. Thus, recognizing the convex structure of a problem and, if possible, being
able to express it as conic program, is extremely important since, then, an efficient solution
process for the problem is guaranteed.
3.1 The General Framework of Conic Programming. Main
Concepts and Duality
In the following, we present briefly the problem of study, the notation involved and some
of the core results of the theory of Conic Programming (CP). A complete and rigorous
presentation is given in [8], from where we have extracted the main results.
Any conic programming problem can be written in the following standard canonical
primal form:
(P ) min
{
cTx | Ax = b, x ∈ K} , (3.1)
where x ∈ IRn is the vector of decision variables, c ∈ IRn, b ∈ IRm, A ∈ IRm×n are given
data and K ⊂ IRn is a pointed and closed convex cone with a nonempty interior. The most
relevant cones satisfying these properties are:
• Positive orthant: K ≡ IRn+ = {x ∈ IRn | xi ≥ 0, ∀i = 1 : n}
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• Lorentz (or second order or ice-cream) cone: K ≡ Ln =
{
x ∈ IRn | x1 ≥
√∑n
i=2 x
2
i
}
• Positive semidefinite cone:
K ≡ Sn+ =
{
x = vec(X) ∈ IRn | X = XT ∈ IRq×q, zTXz ≥ 0, ∀z ∈ IRq, n = q(q + 1)
2
}
The use of above cones, usually named canonical cones, gives rise to the following important
subclasses of conic programming: Linear Programming (LP) (see [9] for a good introduc-
tion), Second-order Cone (or Conic Quadratic) Programming (SOCP) [25] and Semidefinite
Programming (SDP) [36]. Extending the definition of Ln to be equal to IR+ whenever n = 1,
then LP becomes a particular case of SOCP which, in turn, can always be cast as an SDP
program.
In a general setting, let us define our cone as K = {x ∈ IRn | x ºK 0}, where the sign
ºK defines a partial ordering of vectors in IRn for the cone K. For this ordering to be
useful, a number of basic properties for the standard ordering of reals must be satisfied:
1) reflexivity, 2) antisymmetry, 3) transitivity and 4) compatibility with linear operations
(homogeneity and additivity). Interestingly enough, every nonempty pointed convex cone
K ⊂ IRn induces a partial ordering in IRn satisfying above axioms 1-4. Then, the following
is true: a ºK b ⇔ a − b ºK 0 ⇔ a − b ∈ K. These definitions permit all conic programs to
be written exactly as an LP, after replacing the LP inequality ≥ (equivalent to ºIRn+), with
the corresponding conic inequality ºK. Now, the practitioners of LP can manipulate, take
duals and operate with any conic program systematically, as if it were an LP but using ºK
instead of ≥.
Thus, from the LP literature it should be clear that the dual of (P) is:
(D) max
{
bT y | AT y + s = c, s ∈ K∗
}
, (3.3)
where K∗ =
{
s ∈ IRn | sTx ≥ 0, ∀x ∈ K} is the dual cone to K and is also a closed convex
pointed cone with a nonempty interior. Notice that the canonical cones are self-dual, that is,
(IRn+)∗ = IRn+, (Ln)∗ = Ln, (Sn+)∗ = Sn+. In general, the cones K and K∗ are not exclusively
one of the cones presented, but a cartesian product of many of them, say r. Thus, above
definitions can be generalized with K = K1 × . . . × Kr and K∗ = K1∗ × . . . × Kr∗. When
the cones involved are of different nature, then we have a mixed conic program for which
(P) and (D) are valid. For instance, consider this case: K = K∗ = IRn1+ × Ln2 × Sn3+ with
x1, s1 ∈ IRn1+ ; x2, s2 ∈ Ln2 ; x3, s3 ∈ Sn3+ ; x = (x1, x2, x3)T ∈ IRn; s = (s1, s2, s3)T ∈ IRn and
n = n1 + n2 + n3.
The most fundamental result of Conic Programming is the conic duality theorem, over
which the interior point algorithms used in the solution process are built. This theorem
coincides with the LP strong duality theorem provided that either (P) or (D) is strictly
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feasible1, that is, {∃ x | Ax = b, x ÂK 0} or
{∃ (y, s) | AT y + s = c, s ÂK∗ 0}. In this case,
the results of the theorem are: 1) Symmetry of duality: the dual of the dual is the primal; 2)
weak duality: bT y ≤ cTx at every primal-dual feasible pair (x, y); 3a) if (P) is bounded below
and strictly feasible, then (D) is solvable and the optimal values are equal to each other,
3b) if (D) is bounded above and strictly feasible, then (P) is solvable and the optimal values
are equal to each other; 4) Assume that at least one of the problems (P), (D) is bounded
and strictly feasible. Then a primal dual feasible pair (x, y) is a pair of optimal solutions
if and only if we have: 4a)zero duality gap: bT y = cTx or 4b) complementary slackness:
xT (AT y − c) = xT s = 0.
3.2 Feasible Primal-Dual Path-Following Interior Point Algo-
rithms. Particularization for SOCP
In 1984, in the pioneer work [20], a first interior point algorithm was proposed to solve
LP in polynomial time. Although, theoretically, the ellipsoid method (see [8] or [9]) had
already shown the polynomial solvability of LP, in practice it had an extremely poor perfor-
mance (convergence of order O(n4), with n being the number of design variables), almost
always worst than the Simplex method, whose worst-case efficiency estimate was exponential.
Thus, [20] laid the foundations of modern interior point, polynomial-time methods which,
nowadays, constitute the state of the art in convex optimization with deep theoretical and
practical results.
In IPMs (see [29] for an extensive and deep treatment), an optimal solution is found
while moving in the interior of the feasible set, as opposed to restricting the search at the
boundaries. To prevent the algorithm from reaching the boundary, a barrier function is
added to the cost function. In doing so, the objective increases to infinity (assuming we are
minimizing) when any variable approaches the boundary.
Currently, the primal-dual path-following IPM (with its variants) is the method of choice
in commercial implementations, thanks to its excellent performance in large scale applica-
tions and, especially, in presence of sparsity. The method is based on duality, and search
directions for optimality are computed in both the primal and the dual feasible spaces. Thus,
the point of departure are the following primal and dual barrier optimization problems, de-
rived from (P) and (D):
(BP ) min
{
cTx+ µBK(x) | Ax = b
}
, (3.4)
(BD) max
{
bT y − µBK∗(s) | AT y + s = c
}
, (3.5)
where µ is a positive parameter and BK(x), BK∗(s) are the barrier functions that prevent x
1This condition is usually known as the slater condition.
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and s from leaving their cones K and K∗, respectively. For all µ > 0, (BP-BD) have unique
optimal solutions x∗(µ) and (y∗(µ), s∗(µ)) (assuming strictly convex barriers), which differ
from the solution (x∗, y∗, s∗) of (P-D) because of the presence of the barrier in the objective.
Then, the idea is to progressively reduce µ → 0 so that, when µ is very small, the barriers
are negligible almost everywhere, except that they still prevent x and s from landing on
the boundary. Notice that, as µ decreases, the minimizers x(µ) and s(µ) describe, in their
corresponding feasible spaces, a trajectory named central path, which starts in the analytical
center (µ =∞) and ends at the optimal values x∗ and s∗.
The nice convergence properties of IPMs are directly related to the existence of appropri-
ate barriers for the cones under consideration. In particular, the existence of self-concordant
barriers2 makes the scheme a polynomial time one!. Those barriers exist for the three canon-
ical self-dual cones previously presented, under the form of logarithmic barriers:
• Positive orthant: BIRn+ = −
∑n
i=1 ln(xi);
• Lorentz cone: BLn = − ln(x21 −
∑n
i=2 x
2
i ) = ln(x
TJnx), with Jn =


1 0 . . . 0
0 −1 . . . 0
.
.
.
. . .
.
.
.
0 . . . . . . −1

;
• Positive semidefinite cone: BSn+ = − ln det(X).
In the more general case of a (mixed) conic program where K is the cartesian product of
various (different) cones, the canonical barrier is just the sum of the barrier for each cone,
namely: BK =
∑r
j=1BKj .
Problems (BP-BD) are convex optimization problems, since we are optimizing a strictly
convex function subject to linear constraints that define a convex feasible set. Therefore, the
first Karush-Kuhn-Tucker (KKT) optimality conditions are sufficient (and also necessary)
for optimality. After constructing the Lagrangian functions for both problems (taking into
account that the main variables of the dual are the lagrange multipliers of the primal and
viceversa), and applying the KKT conditions, one obtains the following set of equations, for
a given µ. 

Ax(µ) = b
AT y(µ) + s(µ) = c
x(µ) + µ∇BK(s(µ)) = 0
(3.6)
Notice that the first two equations impose primal and dual feasibility, whereas the last
equation is an augmented complementary slackness condition3. Finally, the nonlinear system
of equations (3.6) needs to be solved for each value of µ. This is done using Newton’s method,
2A self-concordant barrier is a three-times continuously differentiable, strictly convex barrier function
satisfying, also, additional conditions among its first three directional derivatives.
3Recall from the conic duality theorem that optimality is guaranteed if primal and dual feasibility hold,
together with the complementary slackness condition.
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that is, linearizing the system about a given point. Towards this end, let H(z) = 0 denote
the system (3.6), where z = (x, y, s). Linearizing about a current feasible iterate zk, we
obtain H(zk) +∇H(zk)dk = 0, which in matrix notation reads:


Adkx = 0
ATdky + d
k
s = 0
dkx + µ
k∇2B(sk)dks = −xk − µk∇B(sk)
(3.7)
Clearly, (dkx, d
k
y , d
k
z) is a primal-dual search direction. Given that in the next chapter we will
be only interested in second-order cone programs, we give next the particular expressions that
∇B(sk) and ∇2B(sk) adopt for the following generic Lorentz cone case: x = (x1, . . . , xr)T ∈
K ⊂ IRn, s = (s1, . . . , sr)T ∈ K∗ ⊂ IRn, with xi, si ∈ IRni , ∀i = 1 : r, n =
∑r
i=1 ni and
K = K∗ = L1 × . . .× Lr. For this case, we have:
∇B(sk) =
r∑
i=1
−2
(si,k)TJnis
i,k
Jnis
i,k. (3.8)
∇2B(sk) =
r∑
i=1
{
4
((si,k)TJnis
i,k)
2Jnis
i,k(si,k)TJni −
2
(si,k)TJnis
i,k
Jni
}
. (3.9)
Now, after solving for (dkx, d
k
y , d
k
z) in (3.7), we can update the solution vector as follows:
(xk+1, yk+1, sk+1) = (xk + αkdkx, y
k + βkdky , s
k + βkdks), where α
k and βk are appropriately-
chosen step sizes so that xk+1 and sk+1 continue belonging to K and K∗, respectively, and
are “sufficiently” close to the central paths. The barrier parameter µk needs also to be
updated. Generally, this is done by making it proportional to the duality gap, as follows:
µk = (x
k)T sk
n
. Notice finally that only one Newton step is usually performed per iteration,
i.e., for a fixed µk, thereby following only approximately the central path. Nice theoretical
results prove that, with only one Newton step and the appropriate choice of the parameters
involved in the algorithm, global and quick polynomial convergence can be achieved.
We resume next the main steps involved in a typical feasible primal-dual interior point
algorithm. The inputs are the problem data (A, b, c), an initial primal-dual feasible solution
(x0, y0, s0) and an optimality tolerance ² > 0:
1. (Initialization) Start with an initial feasible solution (x0, y0, s0) ∈ K × IRm × K∗ with Ax = b
and AT y + s = c.
2. (Optimality test) If (xk)T sk < ², then STOP; else go to step 3.
3. (Computation of Newton directions) Let µk = (x
k)T sk
n
. Solve the linearized system of equations
(3.7) to obtain (dkx, d
k
y , d
k
z).
4. (Find step lengths) Compute appropriate primal and dual step sizes αk and βk.
5. (Solution update) Update the solution (xk+1, yk+1, sk+1) = (xk + αkdkx, y
k + βkdky , s
k + βkdks).
6. Let k:=k+1 and return to step 2.
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The above presentation has been greatly simplified. The best algorithms are more com-
plex and vary lightly from the one presented. For instance, a major degree of freedom in
the scheme comes from the possibility to somehow rewrite the augmented complementary
slackness condition in (3.6) in a different but equivalent form. Usually, this is done by scaling
the equation (many possibilities exist) in an attempt to improve its properties. In a generic
setting, and after linearization, the equation can be written as follows: dkx + Π
kdks = r
k.
Different choices of Π and r, which come from different scalings, result in distinct search
directions. In fact, each of the typical search directions used in conic programming, like
AHO [1], HKM [19] and NT4 [30], is associated with a particular choice of Π and r.
From a numerical point of view, the computation of the search directions (step 3) rep-
resents the most expensive step. Generally, the directions are obtained by solving first the
following Schur-complement equation on dky : M
kdky = −Ark, where Mk = AΠkAT . This
is done in 3 phases: 1)Building Phase: Build the Schur-complement matrix M k exploiting
sparsity (much cheaper for LP and SOCP than for SDP); 2) Factorization Phase: Perform a
modified Cholesky factorization of M k (in general, Mk is quite dense in SDP and sparse in
SOCP); 3) Step Phase: solve for dky using a Mehrotra-type [28] predictor-corrector approach.
Finally, the remainder two directions are obtained from dks = −ATdky and dkx = rk − Πkdkz .
It is a fact that SOCP problems are generally faster to solve than SDP ones, especially if
sparsity is exploited.
3.3 Mixed Conic Programming Solvers: SeDuMi and SDPT3
In Chapter 4, we will demonstrate that the limit analysis problem can be cast as a SOCP.
To solve the resulting conic problem, we will use the solvers SeDuMi [33, 34] and SDPT3
[35].
Both cases solve mixed conic programming problems whose constraint cone is a product
of semidefinite cones, second-order cones and/or nonnegative orthants. The algorithm of
choice is a primal-dual path-following IPM, altough SDPT3 uses a variation which allows
for infeasibility in the iterations. The HKM and the NT search directions are implemented
in both solvers, although in our case we will always use the NT option given its better per-
formance for pure SOCP problems. The basic code for both solvers is written in Matlab, but
key subroutines in C and Fortran are incorporated via Mex files to enhance computational
speed. Finally, exploiting duality is the big issue in both cases, although the approaches do
not always coincide.
The only necessary input that must be provided to either SeDuMi or SDTP3 is the
problem data (A, b, c) and a structure K defining the characteristics of the cone K. Finally,
the convergence criteria and other parameters can be modified from the default choices.
4These three directions were first introduced for SDP problems, but have been generalized to the conic
programming setting presented here.
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Chapter 4
Methodology and Implementation
In this chapter, we explain how to implement a method to obtain lower and upper bounds
of the true collapse multiplier λ∗ for the limit analysis problem (2.20-2.23). In particular,
we will address the two-dimensional case for both the plane stress and the plane strain
model. For the yield condition, we use the von Mises model, due to its practical relevance
and extended use. However, other yield criteria such as Mohr-Coulomb or Tresca can be
implemented, for the plane strain case, without major changes.
4.1 Two-dimensional Approximations to Three-dimensional
Problems
4.1.1 The Plane Stress Model
Plane stress is an appropriate model for bodies that are uniquely loaded in the plane x1−x2
and whose thickness in the x3-direction is small in comparison with its dimensions in the
other two directions. In this case, the stresses in the x3-direction are zero:
σ31 = σ32 = σ33 = 0. (4.1)
Although the velocity u3 and, consequently, the deformation ²33, are not zero in general,
thanks to (4.1) the expression of the internal work rate a(σ,u) for plane stress coincides
with the 3-D version (2.2-2.3). Therefore, it can be reduced to the x1 − x2 components of
the stress and flow fields:
a(σ,u) =
∫
Ω
2∑
i,j=1
σijεij(u) dx1dx2 =
∫
Ω
2∑
i,j=1
σij
∂ui
∂xj
dx1dx2 (4.2)
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Hence, our optimization problem (2.20-2.23) is also restricted to the plane:
σ =

 σ11 σ12 0σ12 σ22 0
0 0 0

 ; ε =

 ε11 ε12 0ε12 ε22 0
0 0 ε33

 =⇒ σ =
(
σ11 σ12
σ12 σ22
)
; ε =
(
ε11 ε12
ε12 ε22
)
Three dimensions Two dimensions
Given that σ33 is always zero, two-dimensional hydrostatic pressure may cause yield.
Likewise, the two-dimensional flow (u1, u2) does not have to be incompressible, since u3,
and therefore ε33, can adapt so that the thickness of the body changes in such a way that
the volume of the three-dimensional body remains constant. As a result, the restriction of
the von Mises yield set (2.9) to plane stress, denoted by B1, is bounded:
B1 = {σ ∈ X | (σ11 − σ22)2 + σ211 + σ222 + 6σ212 ≤ 2σ2y}. (4.3)
4.1.2 The Plane Strain Model
In this case, we consider a three-dimensional body whose geometry and loads can be gener-
ated by moving along the x3 direction a two-dimensional section in the x1−x2 plane. Hence,
the width of the body in the x3 direction is assumed to be large, ideally infinite, and the
loads are independent of x3. The two-dimensional section of study is the so-called central
section, which presents symmetry with respect to x3. From symmetry reasons, the following
holds:
u33 =
∂u11
∂x3
=
∂u22
∂x3
= 0. (4.4)
In this case, the stress σ33 6= 0 in general, but because of (4.4), the internal work rate is still
given by (4.2)1. Hence, we only need to consider, again, the stresses and velocities in the
x1 − x2 plane:
σ =

 σ11 σ12 0σ12 σ22 0
0 0 σ33

 ; ε =

 ε11 ε12 0ε12 ε22 0
0 0 0

 =⇒ σ =
(
σ11 σ12
σ12 σ22
)
; ε =
(
ε11 ε12
ε12 ε22
)
Three dimensions Two dimensions
The restriction of the von Mises yield set (2.9) to plane strain, denoted by B2, is given by
B2 = {σ ∈ X | (σ11 − σ22)2 + 4σ212 ≤
4
3
σ2y}. (4.5)
As one can observe in (4.5), and just as for three-dimensional problems, it follows that hy-
drostatic pressure has no influence on yield, and that is why B2 is unbounded. This property
1This is the case if the flow field u is continuous. If discontinuities in the flow are allowed, then (4.2) is only
part of the internal work rate, since the work rate occurring in the discontinuities must also be accounted.
We will come back to this important point when computing the upper bound problem in plane strain.
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is very important as it ensures that only incompressible two-dimensional flow fields have fi-
nite energy dissipation rate. Therefore, when implementing plane strain, one must introduce
enough degrees of freedom in the discretization so that the flow can satisfy incompressibility:
tr(ε(u)) = ∇ · u = 0. (4.6)
Finally, notice that the derivation of expression (4.5) from (2.9) already considers the in-
compressibility property, by assuming σ33 =
1
2(σ11 + σ22).
4.2 The Finite Element Triangulation
For all the problems in the next sections (the upper or the lower bound problem in plane
stress or plane strain), we will consider a triangular finite element mesh and we will refer to
it using the following notation.
Let Th denote the triangulation, where h represents the typical size of the elements. The
mesh Th consists of E triangular elements Ωe that form a partition of the body, that is, Ω =
∪Ee=1Ωe, with all the elements being pairwise disjoint: Ωe∩Ωe
′
= ∅, ∀e, e′ ∈ Th. The boundary
of the element Ωe is denoted by ∂Ωe. Let E be the set of all the edges in the mesh, which is
decomposed into the following three disjoint sets: E = EO∪ED∪EN , where EO = {ξe′e | ξe
′
e =
∂Ωe ∩ ∂Ωe′ ; ∀e, e′ ∈ Th} (set of interior edges), ED = {ξDe | ξDe = ∂Ωe ∩ ΓD; ∀e ∈ Th} (set
of edges associated to the Dirichlet boundary) and EN = {ξNe | ξNe = ∂Ωe ∩ ΓN ; ∀e ∈ Th}
(set of edges associated to the Neumann boundary). Whenever a boundary edge has both a
Dirichlet and a Neumann boundary condition, we will consider that half edge belongs to ED
whereas the other half belongs to EN . This abstraction is particularly necessary for counting
purposes since, in the next sections, we will relate the dimensionality of some problems to
the total number of Dirichlet or Neumann boundary edges present in the mesh.
4.3 The Lower Bound Problem
4.3.1 Purely Static Finite Element Spaces
In this section, we present the so called purely static finite element spaces XLBh × Y LBh that
will allow us to compute a lower bound λ∗LBh of the true collapse multiplier for the von
Mises limit analysis problem. Recall that discretizing the continuous problem (2.20-2.23)
with such interpolation spaces leads to a purely static discretization and, consequently, to a
lower bound method.
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Description of the finite element spaces
We present next the finite element function space XLBh ⊂ X that enables us to approximate
the exact stress field: σ ≈ σh ∈ XLBh . This space, as well as the interpolation spaces to be
introduced later on, is associated with a triangulation Th. XLBh represents a discontinous,
piecewise linear interpolation of the stresses on each triangle. This means that each compo-
nent σij of the stress tensor varies linearly within each element, but for adjacent triangles,
the stress tensors do not need to be continuous. Since we are in a two-dimensional prob-
lem, in each point of the domain the stress tensor is defined by 3 components: σ11, σ22, σ12.
To simplify future expressions, we will use the following convention σ1 = σ11, σ2 = σ22,
σ3 = σ12. Notice that σ1, σ2, σ3 do not refer here to the principal stresses, as is usually the
case in the literature. Within each triangle Ωe, a local expression of the interpolation X
LB
h
is given by
σehi(x1, x2) =
3∑
a=1
σa,ei N
e
a(x1, x2), i = 1 : 3, (4.7)
where a = 1 : 3 refers to a local numbering of each of the three nodes of the element, σa,ei are
the nodal stress values and N ea(x) is a linear shape function whose value is 1 for the node
a and 0 for the other two nodes. From (4.7), it should be clear that we work with 9 stress
variables or unknowns per triangle, corresponding to 3 unknowns per node of the element
(σai ; i = 1 : 3, a = 1 : 3). In each node of the mesh, different stress tensors can arise, as many
as elements sharing that node.
Next, we describe the function element space Y LBh ⊂ Y chosen to approximate the
continuous velocity field u ≈ uh ∈ Y LBh . Within an element, the velocities are constant,
which means that Y LBh introduces 2 unknowns per triangle. Mathematically, this is given
by the following global interpolation:
uhi(x1, x2) =
E∑
e=1
ueiψe(x1, x2), i = 1 : 2, (4.8)
where ψe(x) = 1, ∀x ∈ Ωe and 0 otherwise. Moreover, an additional linear variation of the
velocities is also introduced in each edge of the mesh, which is parameterized by 2 velocity
unknowns per node, corresponding to 4 degrees of freedom per edge. This is shown in the
next local interpolation:
uξhi(s) =
2∑
α=1
uα,ξi N
ξ
α(s), i = 1 : 2, (4.9)
where N ξα(s) is a linear shape function over the edge ξ, s denotes a local coordinate and
α = 1 : 2 are the two nodes of the edge.
36
Proof of the purely static nature of the resulting discretization
In this section, we show that when the continuous problem (2.20-2.23) is discretized using
XLBh × Y LBh , we obtain a purely static discretization. Towards this end, we prove that by
only forcing discrete satisfaction of equilibrium and discrete membership to the yield set Bδ,
where δ = 1 : 2, equilibrium and membership over the continuum are guaranteed.
1. Equilibrium. When XLBh ×Y LBh is introduced into the weak form of equilibrium, we
obtain the following generic discrete equation: a(σh,uh) = λF (uh), ∀uh ∈ Y LBh . In
this case, given that the stresses σh are discontinuous, we need to use the following
expression for the internal work rate:
a(σ,u) = −
E∑
e=1
∫
Ωe
(∇·σe)·ue dV+
∑
ξe
′
e ∈EO
∫
ξe
′
e
nξ
e′
e ·(σe−σe′)·uξe
′
e dS+
∑
ξNe ∈EN
∫
ξNe
(nξ
N
e ·σe)·uξNe dS,
(4.10)
where nξ is the outward normal unit vector on edge ξ. Notice that (4.10) is, here, the
equivalent expression to (2.3). Regarding the external work rate, the expression (2.1)
is still valid here, but it is convenient to write it as a sum of elemental contributions:
F (u) =
E∑
e=1
∫
Ωe
f e · ue dV +
∑
ξNe ∈EN
∫
ξNe
gξ
N
e · uξNe dS, (4.11)
where f e (assumed to be constant) and gξ
N
e (assumed to vary, at most, linearly) are
the restrictions of f and g to Ωe and ∂Ωe ∩ ΓN , respectively. Consider now the spaces
XLBh ×Y LBh in expressions (4.10) and (4.11). For the integrals over the elements, ∇·σhe
and f e are constant, as is the case for ueh. Regarding the integrals over the edges, the
terms nξ
e′
e ·(σeh−σe
′
h ), u
ξe
′
e
h and n
ξe
′
e ·σeh, gξ
N
e , u
ξNe
h are all, at most, linear. Consequently,
the equation a(σh,uh) = λF (uh), ∀uh ∈ Y LBh is equivalent to the following system of
equations:
∇ · σeh + λf e = 0, in Ωe, ∀e ∈ Th (4.12)
(σeh − σe
′
h ) · nξ
e′
e = 0, ∀ξe′e ∈ EO (4.13)
σeh · nξ
N
e = λgξ
N
e , ∀ξNe ∈ EN (4.14)
where (4.12) imposes internal equilibrium on each element; (4.13) forces continuity of
tractions in the internal edges; and (4.14) makes the tractions on the Neuman boundary
edges to coincide with the external surface loads λg.
Notice that this system of equations imposes equilibrium over the continuum. There-
fore, the interpolation Y LBh is rich enough, when compared to X
LB
h , to make implica-
tion (2.34) hold. But we still need to show that with our linear interpolation on the
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stresses XLBh , the equations (4.12-4.14) can be satisfied exactly, thereby proving that
the discretization guarantees equilibrium point by point. This is what we do next.
We start with (4.12). Since we are using a linear variation of stresses, the divergence
of the stress tensor, in each element, is constant. Given that we have assumed an
elementally constant body force f e, the equation can be satisfied exactly with our
interpolation. We move now to the edge equations (4.13) and (4.14). In both cases,
for each edge ξe, they impose two scalar equations (in x1 and x2) that must hold for
all the points on the edge. However, given that σeh varies linearly in the element, it is
enough to make them hold only in two points of the edge, for instance, in the nodes.
Therefore, if we impose each scalar equation twice, one per node of the edge, we end
up with four nodal scalar equations which, if satisfied, guarantee that (4.13) and (4.14)
hold over the whole edge. For a mathematical jusfitication of this argument, we refer
the reader to section 4.3.2.
We conclude that imposing 2 × E discrete equations for (4.12) and 4 × (|EO| + |EN |)
nodal equations for (4.13) and (4.14) -where the symbol | · | stands for the cardinality of
a set- the system of equations (4.12-4.14) is satisfied exactly. Hence, we are imposing
equilibrium in the strong form, that is, over the continuum, which proves our statement.
In Appendix A, we address a feasibility study of the discrete equilibrium equations.
The idea is to analyze if the stress field discretization XLBh introduces enough degrees
of freedom to satisfy the total number of equations: 2 × E + 4 × (|EO| + |EN |). In
particular, this number is compared with the total number of unknowns 9× E.
2. Membership. To obtain a lower bound, we require that the stress field σh belong to
the set of admissible stresses Bδ,h = Bδ ∩ Xh, where δ = 1 : 2, in every point of the
domain Ω, that is, σh(x) ∈ Bδ,h, ∀x ∈ Ω. Clearly, this pointwise property cannot be
imposed explicitly over each single point of the body. Instead, we will only impose it
over the nodes of each triangle, which translates into 3×E inequalities of the following
type, depending on whether we consider plane stress,
σa,e ∈ B1,h ⇒ (σa,e1 − σa,e2 )2 + (σa,e1 )2 + (σa,e2 )2 + 6(σa,e3 )2 ≤ 2σ2y; ∀e ∈ Th, a = 1 : 3, (4.15)
or plane strain,
σa,e ∈ B2,h ⇒ (σa,e1 − σa,e2 )2 + 4(σa,e3 )2 ≤
4
3
σ2y; ∀e ∈ Th, a = 1 : 3. (4.16)
It is worth mentioning that, by only forcing satisfaction of the above nodal inequalities,
one can guarantee that the yield condition σh(x) ∈ Bδ,h is not violated in any point
of the domain. This is true because we have chosen a piecewise linear interpolation
of the stresses and we are using triangular elements. The proof is given, in detail,
in Appendix B for the plane stress model. For the plane strain case, the proof is
simpler and completely analogous. Notice, however, that for other element types, such
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as quadratic or bi-quadratic elements, the yield condition may be violated between
nodes, even if it is satisfied at all nodes.
4.3.2 Implementation
To obtain a lower bound, we have chosen to discretize the static principle of limit analysis
(2.12), using the previously described finite element spaces XLBh × Y LBh . Thus, we are
following the lower left branch of Figure 2-2 in an attempt to formulate the “Discrete Static
LB” problem. In this section, we describe the main steps involved in the discretization
process and the reformulations introduced so as to cast the resulting problem in the canonical
form of a Second-order Cone Program (see section 3.1)). Once this is done, any appropriate
SOCP solver (like SeDuMi or SDPT3) can be used to find the lower bound λ∗LBh . Notice
that, since we will be using a primal-dual interior point method as the solution algorithm,
the dual form of our discrete problem will be implicitly considered. Thus, the “Discrete
Kinematic LB” problem will be solved at the same time.
We introduce now the spacesXLBh ×Y LBh into (2.12). Regarding the equilibrium equation,
we have already shown in the previous section that it results in the system of equations
(4.12-4.14). This system only depends on stresses, and the same is true for the membership
condition. Therefore, the static principle (2.12) can be exclusively written in terms of stresses
belonging to the space XLBh , as follows:
max λ
s.t.


∇ · σeh + λf e = 0, in Ωe, ∀e ∈ Th
(σeh − σe
′
h ) · nξ
e′
e = 0, ∀ξe′e ∈ EO
σeh · nξ
N
e = λgξ
N
e , ∀ξNe ∈ EN
σeh ∈ Bδ,h, in Ωe, ∀e ∈ Th
(4.17)
We describe next the discretization of each of above constraints.
Elemental equilibrium constraints
Within each triangle Ωe, and using the notation σ1 = σ11, σ2 = σ22, σ3 = σ12, the equation
∇ · σe + λf e = 0 results in the following two scalar equations:
∂σe1(x)
∂x1
+
∂σe3(x)
∂x2
+ λf e1 = 0 (4.18)
∂σe3(x)
∂x1
+
∂σe2(x)
∂x2
+ λf e2 = 0 (4.19)
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Introducing in (4.18-4.19) the linear interpolation (4.7), we obtain:
3∑
a=1
(
σa,e1
∂N ea(x)
∂x1
+ σa,e3
∂N ea(x)
∂x2
)
+ λf e1 = 0 (4.20)
3∑
a=1
(
σa,e3
∂N ea(x)
∂x1
+ σa,e2
∂N ea(x)
∂x2
)
+ λf e2 = 0 (4.21)
To simplify the expressions, we use the following notation N ea,i =
∂Nea(x)
∂xi
, where i = 1 : 2.
Notice that, since the shape functions are linear, their derivatives are constant on each
element. In matrix form, and grouping all the nodal stress components in a single vector,
equations (4.20-4.21) read:
(
N e1,1 0 N
e
1,2 N
e
2,1 0 N
e
2,2 N
e
3,1 0 N
e
3,2
0 N e1,2 N
e
1,1 0 N
e
2,2 N
e
2,1 0 N
e
3,2 N
e
3,1
)


σ
1,e
1
σ
1,e
2
σ
1,e
3
σ
2,e
1
σ
2,e
2
σ
2,e
3
σ
3,e
1
σ
3,e
2
σ
3,e
3


+ λ
(
fe1
fe2
)
=
(
0
0
)
,
(4.22)
or, equivalently,
Beσeh + λF
eq1,e
h = 0. (4.23)
Finally, let σh denote the vector collecting the nodal stress components for all the elements
in the mesh, and F eq1h be a global volume force vector. Clearly, σh has a dimension of 9×E
and, F eq1h , of 2×E. Likewise, we construct a global matrix Aeq1, of dimensions (2×E, 9×E),
that consists of the elemental matrices Be. The assembly process is straightforward since
the equations for the elements are uncoupled. Consequently, Aeq1 results in a very sparse
block diagonal matrix:
Aeq1 =


B1 0 · · · · · · 0
0 B2 0 · · · 0
...
. . .
...
...
. . .
...
0 · · · · · · · · · BE


, (4.24)
where 0 is a zero matrix of dimensions (2, 9). Now, the global discrete system of equations
corresponding to the elemental equilibrium constraint (first constraint equation in (4.17)) is
given by:
Aeq1σh + F
eq1
h λ = 0. (4.25)
Figure 4-1 shows the structure and sparsity of matrix Aeq1 for the simple example shown in
Figure 4-2.
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Figure 4-1: Illustration of the block structure and sparsity of matrix Aeq1
Figure 4-2: Trivial mesh and boundary conditions to illustrate the sparsity of the matrices
involved in the bound problems. The mesh has 18 elements, 16 nodes, 3 Dirichlet edges ξDe ,
9 Neumann edges ξNe and 21 interior edges ξ
e′
e .
Inter-element and boundary equilibrium constraints
In this section, we address the practical implementation of equations (σeh − σe
′
h ) · nξ
e′
e =
0, ∀ξe′e ∈ EO and σeh · nξ
N
e = λgξ
N
e , ∀ξNe ∈ EN in (4.17). Notice that the equations must
hold for all the points in the edge ξ under consideration. However, since we are using a
linear interpolation of the stresses, this can be obtained by only imposing the equations on
the nodes of the edge, as is shown next.
The restriction of the linear interpolation (4.7) to an edge ξ can be written as follows:
σi(s) =
2∑
α=1
σαi N
ξ
α(s), i = 1 : 3. (4.26)
Inserting interpolation (4.26) into the equation (σeh−σe
′
h ) ·nξ
e′
e = 0, for a given ξe
′
e ∈ EO, we
obtain the following two scalar equations (for simplicity, we avoid carrying out the indices
on the edge ξe
′
e ):(
2∑
α=1
(σα,e1 − σα,e
′
1 )N
ξ
α(s)
)
nξ1 +
(
2∑
α=1
(σα,e3 − σα,e
′
3 )N
ξ
α(s)
)
nξ2 = 0 (4.27)(
2∑
α=1
(σα,e3 − σα,e
′
3 )N
ξ
α(s)
)
nξ1 +
(
2∑
α=1
(σα,e2 − σα,e
′
2 )N
ξ
α(s)
)
nξ2 = 0 (4.28)
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Expanding above expressions and regrouping terms results in:
C1︷ ︸︸ ︷[
(σ1,e1 − σ1,e
′
1 )n
ξ
1 + (σ
1,e
3 − σ1,e
′
3 )n
ξ
2
]
N ξ1 (s) +
C2︷ ︸︸ ︷[
(σ2,e1 − σ2,e
′
1 )n
ξ
1 + (σ
2,e
3 − σ2,e
′
3 )n
ξ
2
]
N ξ2 (s) = 0 (4.29)[
(σ1,e3 − σ1,e
′
3 )n
ξ
1 + (σ
1,e
2 − σ1,e
′
2 )n
ξ
2
]
︸ ︷︷ ︸
C3
N ξ1 (s) +
[
(σ2,e3 − σ2,e
′
3 )n
ξ
1 + (σ
2,e
2 − σ2,e
′
2 )n
ξ
2
]
︸ ︷︷ ︸
C4
N ξ2 (s) = 0 (4.30)
Clearly, a sufficient condition for above equations to hold over all the points in the edge
ξe
′
e is to make the 4 coefficients C1, C2, C3, C4 vanish. These are, thus, the 4 equations we
impose in each interior edge ξe
′
e ∈ EO:
(σ1,e1 − σ1,e
′
1 )n
ξ
1 + (σ
1,e
3 − σ1,e
′
3 )n
ξ
2 = 0 (4.31)
(σ2,e1 − σ2,e
′
1 )n
ξ
1 + (σ
2,e
3 − σ2,e
′
3 )n
ξ
2 = 0 (4.32)
(σ1,e3 − σ1,e
′
3 )n
ξ
1 + (σ
1,e
2 − σ1,e
′
2 )n
ξ
2 = 0 (4.33)
(σ2,e3 − σ2,e
′
3 )n
ξ
1 + (σ
2,e
2 − σ2,e
′
2 )n
ξ
2 = 0 (4.34)
Exactly the same procedure is followed for the second equation under consideration: σeh ·
nξ
N
e = λge, ∀ξNe ∈ EN . If we insert (4.26) into the equation and make the necessary algebra,
we obtain the following scalar equations:
D1︷ ︸︸ ︷
(σ1,e1 n
ξ
1 + σ
1,e
3 n
ξ
2)N
ξ
1 (s) +
D2︷ ︸︸ ︷
(σ2,e1 n
ξ
1 + σ
2,e
3 n
ξ
2)N
ξ
2 (s) = λg
ξ
1 (4.35)
(σ1,e3 n
ξ
1 + σ
1,e
2 n
ξ
2)︸ ︷︷ ︸
D3
N ξ1 (s) + (σ
2,e
3 n
ξ
1 + σ
2,e
2 n
ξ
2)︸ ︷︷ ︸
D4
N ξ2 (s) = λg
ξ
2 (4.36)
Now, to guarantee that above equations hold in all points of the edge, it is sufficient2 to force
that D1 and D2 be equal to λg
ξ
1 and D3 and D4, to λg
ξ
2. Hence, the 4 equations imposed on
each edge ξNe ∈ EN are:
σ1,e1 n
ξ
1 + σ
1,e
3 n
ξ
2 = λg
ξ
1 (4.37)
σ2,e1 n
ξ
1 + σ
2,e
3 n
ξ
2 = λg
ξ
1 (4.38)
σ1,e3 n
ξ
1 + σ
1,e
2 n
ξ
2 = λg
ξ
2 (4.39)
σ2,e3 n
ξ
1 + σ
2,e
2 n
ξ
2 = λg
ξ
2 (4.40)
Clearly, the total number of edge equations is 4× (|EO|+ |EN |). Systems of equations (4.31-
4.34) and (4.37-4.40) are linear with the unknowns of our problem, that is, with both the
nodal stress components and the collapse multiplier λ. Therefore, it is possible to express
2We use here the fact that N1(s) +N2(s) = 1.
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Figure 4-3: Illustration of the structure and sparsity of matrix Aeq2
all the equations by means of a global matrix linear equation, as follows:
Aeq2σh + F
eq2
h λ = 0, (4.41)
where σh is the same vector of unknown nodal stresses as the one previously used. Entries of
matrix Aeq2 are either zero or the components nξ1, n
ξ
2 -with the appropriate sign- of the unit
vectors normal to the edges. Finally, F eq2h is a vector consisting of zeros, for the equations
associated to the interior edges, or minus the components gξ1, g
ξ
2 of the external surface loads,
for the Neumann boundary edges. To build the matrix Aeq2 and the vector F eq2h , we first
loop over all the Neumann edges and, next, over the interior edges. Within each loop, say
for the generic edge ξ, we compute its unit normal vector nξ so as to fill in the 4 rows of
the matrix associated to that edge. To do so, it is necessary to relate the global numbering
of the edges to the numbering of the elements and nodes of the mesh, which can be done
using the connectivity information of the mesh. Figure 4-3 illustrates the matrix Aeq2 for
the example given in Figure 4-2.
Membership constraints. Formulation as multiple SOCs
We consider now the membership constraints σeh ∈ Bδ,h, in Ωe, ∀e ∈ Th in problem (4.17).
Recall that, in Appendix B, we proved that above yield condition is not violated in any point
of the domain if the inequality
(σa,e1 − σa,e2 )2 + (σa,e1 )2 + (σa,e2 )2 + 6(σa,e3 )2 ≤ 2σ2y (δ = 1, plane stress) (4.42)
or (σa,e1 − σa,e2 )2 + 4(σa,e3 )2 ≤
4
3
σ2y (δ = 2, plane strain) (4.43)
is satisfied in every node a of each element e of the mesh (3×E inequalities). A convenient
way to impose inequality (4.42) or (4.43) is to force the vector (
√
2σy, σ
a,e
1 , σ
a,e
2 ,
√
6σa,e3 , σ
a,e
1 −
43
σa,e2 ) (plane stress) or (
2√
3
σy, 2σ
a,e
3 , σ
a,e
1 − σa,e2 ) (plane strain) to belong to the Lorentz cone
Ln, where n = 5 for plane stress and n = 3 for plane strain. Since second-order cone
constraints are directly imposed through the decision variables (see section 3.1), we can
introduce a vector xa,e of additional variables as follows:
plane
stress


xa,e1 =
√
2σy
−σa,e1 + xa,e2 = 0
−σa,e2 + xa,e3 = 0
−√6σa,e3 + xa,e4 = 0
−σa,e1 + σa,e2 + xa,e5 = 0
,
plane
strain


xa,e1 =
2√
3
σy
−2σa,e3 + xa,e2 = 0
−σa,e1 + σa,e2 + xa,e3 = 0
(4.44)
Clearly, we will force each vector xa,e to belong to Ln. The imposition of (4.44) over all the
mesh requires 3n×E equations (n equations per node and 3 nodes per element). In matrix
notation, the global system can be written as follows:
Asoc
δ
σh + Iδx
soc
δ = b
soc
δ , (4.45)
where σh is the usual vector of unknown nodal stresses, Iδ is a (3n × E, 3n × E) identity
matrix, xsocδ is a vector of 3n × E additional variables ordered in the same way as σh, and
bsocδ and A
soc
δ
are, respectively, a 3n×E vector and a (3n×E, 9×E) block diagonal matrix
of the following forms:
bsocδ =


ba,eδ
ba,eδ
...
...
ba,eδ


, Asoc
δ
=


M
δ
0 · · · · · · 0
0 M
δ
0 · · · 0
...
. . .
...
...
. . .
...
0 · · · · · · · · · M
δ


; δ = 1 : 2 (4.46)
where
ba,e1 =


√
2σy
0
0
0
0

 , M1 =


0 0 0
−1 0 0
0 −1 0
0 0 −√6
−1 1 0

 ; b
a,e
2 =


2√
3
σy
0
0

 , M
2
=

 0 0 00 0 −2
−1 1 0

 .
(4.47)
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Figure 4-4: Illustration of the structure and sparsity of the global matrix for the lower bound
problem
The lower bound final global problem
Expressing all previous matrix constraints (4.25), (4.41) and (4.45) in a single matrix equa-
tion, the discretization of the lower bound problem (4.17) is given by:
λ∗LBh ≡ maxλ
s.t.


9×E + 1 + 3n×E︷ ︸︸ ︷

Aeq1
... F eq1h
... 0
Aeq2
... F eq2h
... 0
Asoc
δ
... 0
... I
δ



 σhλ
xsocδ

 =

 00
bsocδ




m1 = 2× E
m2 = 4× (|EO|+ |EN |)
m3 = 3n× E
σh free, λ ≥0, x socδ ∈ K
,(4.48)
where K =
3×E︷ ︸︸ ︷
Ln × · · · × Ln. Although it is natural to require that λ ≥ 0, it is not necessary
to impose this constraint explicitly, since the problem with λ ≥ 0 is feasible and we search
for the maximum λ. Therefore, one can declare λ as a free variable. The sparsity of the
above global matrix for our example is shown in Figure 4-4, for both the plane stress and
plane strain case.
The solution of (4.48) corresponds to the desired lower bound λ∗LBh . Notice that this
problem is a conic program and has the standard form required by most optimization pack-
ages. From chapter 3, and given that the lower bound problem has a strictly feasible interior,
we know that strong duality holds. Therefore, λ∗LBh can also be obtained by solving the dual
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problem to (4.48), which takes the following form:
λ∗LBh ≡ min bsoc
T
δ y

(
Aeq1
T
Aeq2
T
Asos
T
δ
F eq1
T
h F
eq2T
h 0
T
) u
1
u2
y

 =
(
0
1
)}
9× E
1
u1, u2 free, y ∈ K
, (4.49)
where u1 ∈ IRm1 , u2 ∈ IRm2 , y ∈ IRm3 . The equations and variables in this dual problem
have an interesting, physical interpretation. However, we prefer to postpone this discussion
until we derive the dual problems in the upper bound case, since the interpretation will then
be more transparent.
Reduction of the dimensions of the global problem and transformation into a
pure SOCP
The global lower bound matrix defined in (4.48) has dimensions ((9 + 3n)E + 1; (2 + 3n)E +
4(|EO|+ |EN |)), and involves the vector of nodal stresses σh, the collapse multiplier λ and the
vector of additional variables xsoc. While it was natural and easy to build the linear system
of equations using those variables, they are not optimal for solving the lower bound problem
since they lead to matrices that are much larger than strictly required. This increases
unnecessarily the computational time and the memory requirements involved in the solution
process. With the purpose of optimizing the computational cost of solving the problem, we
have introduced a change of variables that enables us to reduce substantially the number of
equations and variables involved.
The idea is very simple. Notice that σh, in (4.48), is a “free” vector, that is, nothing is
imposed directly on the nodal stresses, which are not required to belong to any particular
cone. On the other hand, the imposition of the yield condition requires that, for each node,
some affine combinations of the stresses belong to the Lorentz cone Ln. This is the reason
why we introduced the additional variables xsoc. So, the idea is to get rid of the nodal stress
variables σh by directly formulating the equilibrium equations in terms of the additional
variables xsoc. For plane stress, using (4.44) for all nodes a and elements e ∈ Th, our goal
can be achieved as follows:


σa,e1 = x
a,e
2
σa,e2 = x
a,e
3
σa,e3 =
1√
6
xa,e4
−→

 σ
a,e
1
σa,e2
σa,e2

 =

 0 1 0 0 00 0 1 0 0
0 0 0 1√
6
0




xa,e1
xa,e2
xa,e3
xa,e4
xa,e5

 −→ σ
a,e
h = Q
ae
1
xa,e1
(4.50)
For plane strain, more work is required. Indeed, the additional variables introduced in (4.44)
are not enough to define a proper change of coordinates that would allow us to express the
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nodal stresses σa,eh in terms of x
a,e. For this reason, we need to add one more variable and
extend (4.44) for plane strain as follows:


xa,e1 =
2√
3
σy
−2σa,e3 + xa,e2 = 0
−σa,e1 + σa,e2 + xa,e3 = 0
−σa,e1 + xa,e4 = 0
(4.51)
Considering (4.51), we can write an equivalent expression to (4.50) for plane strain:

σa,e1 = x
a,e
4
σa,e2 = x
a,e
4 − xa,e3
σa,e3 =
1
2x
a,e
2
→

 σ
a,e
1
σa,e2
σa,e2

 =

 11
0

xa,e4 +

 0 0 00 0 −1
0 12 0



 x
a,e
1
xa,e2
xa,e3

→ σa,eh = P aexa,e4 +Qae2 xa,e2
(4.52)
Now, using the matrix notation (4.50) and (4.52), the equilibrium constraints can be written
as:
plane stress
{
Aeq1Q
1
xsoc1 + F
eq1
h λ = 0
Aeq2Q
1
xsoc1 + F
eq2
h λ = 0,
with σh = Q
1
x soc1 (4.53)
plane strain
{
Aeq1Px4 +A
eq1Q
2
xsoc2 + F
eq1
h λ = 0
Aeq2Px4 +A
eq2Q
2
xsoc2 + F
eq2
h λ = 0,
with σh = Px4 + Q
2
x soc2 (4.54)
where, for δ = 1 : 2,
Q
δ
=


Qae
δ
0 · · · · · · 0
0 Qae
δ
0 · · · 0
.
.
.
. . .
.
.
.
.
.
.
. . .
.
.
.
0 · · · · · · · · · Qae
δ


, xsocδ =


x
1,1
δ
.
.
.
x
a,e
δ
.
.
.
x
3,E
δ


, P =


Pae 0 · · · · · · 0
0 Pae 0 · · · 0
..
.
. . .
..
.
.
.
.
. . .
.
.
.
0 · · · · · · · · · Pae


, x4 =


x
1,1
4
.
.
.
x
a,e
4
.
.
.
x
3,E
4


(4.55)
To impose the membership constraints in the three nodes of all the elements, it is still
necessary to add the two remaining nodal equations in (4.44) for plane stress, and the first
equation in (4.51) for plane strain. This can be done as follows:
plane stress
{
xa,e1 =
√
2σy
xa,e5 = x
ae
2 − xae3
=⇒
Rae
1︷ ︸︸ ︷(
1 0 0 0 0
0 1 −1 0 −1
)
x
a,e
1
x
a,e
2
x
a,e
3
x
a,e
4
x
a,e
5

 =
b˜
ae
1︷ ︸︸ ︷( √
2σy
0
)
(4.56)
plane strain xa,e1 =
2√
3
σy =⇒
Rae2︷ ︸︸ ︷(
1 0 0
)( xa,e1
x
a,e
2
x
a,e
3
)
=
b˜ae2︷ ︸︸ ︷
2√
3
σy, (4.57)
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which results, for δ = 1 : 2, in the following global matrix equation:
R
δ
xsocδ = b˜
soc
δ , where Rδ =


Rae
δ
0 · · · · · · 0
0 Rae
δ
0 · · · 0
.
.
.
. . .
.
.
.
.
..
. . .
.
..
0 · · · · · · · · · Rae
δ

 , b˜
soc
δ =


b˜
ae
δ
b˜
ae
δ
..
.
.
.
.
b˜
ae
δ

. (4.58)
Finally, the transformed version of (4.48) results in the following problems, which are the
ones actually solved. For plane stress:
λ∗LBh ≡ maxλ

1 15×E︷ ︸︸ ︷

F eq1h
... Aeq1Q
1
F eq2h
... Aeq2Q
1
0
... R
1


(
λ
xsoc1
)
=

 00
b˜
soc
1




2× E
4× (|EO|+ |EN |)
6× E
λ ≥ 0, xsoc1 ∈ K
(4.59)
For plane strain:
λ∗LBh ≡ maxλ

1 3×E 9×E︷ ︸︸ ︷

F eq1h
... Aeq1P
... Aeq1Q
2
F eq2h
... Aeq2P
... Aeq2Q
2
0
... 0
... R
2



 λx4
xsoc2

 =

 00
b˜
soc
2




2× E
4× (|EO|+ |EN |)
3× E
λ ≥ 0, x4 free, x soc2 ∈ K
(4.60)
Notice that (4.59) involves 9×E less unknowns and equations (plane stress), whereas (4.60)
permits a reduction of 6×E (plane strain). This represents a considerable gain in terms of
computational performance.
Figure 4-5 illustrates, graphically, the reduction obtained in the problem size, for the
plane stress case.
4.4 The Upper Bound Problem
4.4.1 Purely Kinematic Finite Element Spaces
We want to compute an upper bound λ∗UBh of the collapse multiplier for the von Mises limit
analysis problem. Towards this end, the continuous saddle point problem (2.20-2.23) needs
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Figure 4-5: Comparison of the size of the global lower bound matrix for problems (4.48) and
(4.59)
to be discretized by means of purely kinematic interpolations. In this case, and unlike the
lower bound problem, we will use different finite element spaces to solve the plane stress and
the plane strain cases. Let us first describe the interpolation spaces chosen for the stresses
and the flows for each two-dimensional model. Then, we will prove their purely kinematic
nature, thereby guaranteing the attainment of upper bounds.
Description of the finite element spaces in plane stress
For the velocities, we choose a continuous, piecewise linear, function element space Y UBh,1 ⊂ Y
that approximates the velocity field: u ≈ uh ∈ Y UBh,1 . Mathematically, the global and local
interpolation can be expressed, respectively, as follows:
ui(x1, x2) =
N∑
A=1
uAi φA(x1, x2), i = 1 : 2, (4.61)
uei (x1, x2) =
3∑
a=1
ua,ei N
e
a(x1, x2), i = 1 : 2, (4.62)
where φA(x) are the well-known linear, hat shape functions and N
e
a(x)
3, their restriction
to the element e. The index A = 1 : N represents a global numbering of the N nodes
of the mesh; whereas a is its local counterpart. From (4.61), it should be clear that Y UBh,1
introduces 2×N degrees of freedom in the displacement rates. When we use the superscript
a, e in the local notation (4.62), it is only for convenience and does not mean that there are
3They coincide with the elemental linear shape functions used for the lower bound problem.
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6× E displacement unknowns. In fact, in this case, there exists a mapping that relates the
superscript a, e with the global numbering A. Therefore, for a given global node A shared
by two adjacent elements e− e′, the following holds: uAi = ua,ei = ub,e
′
i , for a certain value of
a and b from one to three.
For the stresses, we use a piecewise constant function element space XUBh,1 ⊂ X. The
global interpolation is given by:
σi(x1, x2) =
E∑
e=1
σeiψe(x1, x2), i = 1 : 3, (4.63)
where ψe(x) = 1, ∀x ∈ Ωe and 0 otherwise.
Description of the finite element spaces in plane strain
In this case, we approximate the velocity field by a discontinuous, piecewise linear, finite
element space Y UBh,2 ⊂ Y , so that u ≈ uh ∈ Y UBh,2 . Therefore, the displacements uh are
linear and continuous within an element, but discontinuities are allowed between elements.
The reason why we have chosen this interpolation is to introduce the necessary degrees of
freedom so that the incompressibility requirement (4.6) can be satisfied.
Clearly, Y UBh,2 introduces 6×E velocity unknowns. In this case, we will always work with
a local interpolation, which is given by
uei (x1, x2) =
3∑
a=1
ua,ei N
e
a(x1, x2), i = 1 : 2, (4.64)
Notice that (4.64) looks exactly like (4.62), but here each global node A does not have a
single velocity vector associated to it.
For the stresses, we use a piecewise constant interpolation, as we did in plane stress:
σi(x1, x2) =
E∑
e=1
σeiψe(x1, x2), i = 1 : 3, (4.65)
Moreover, we also introduce an internal traction field, denoted by th. This field represents
the tractions acting on the internal edges of the mesh and is independent of the stress field σh.
Hence, we introduce extra degrees of freedom. These independent tractions will be allowed
to vary linearly along the internal edges, as shown by the following local interpolation:
t
ξe
′
e
i′ (s) =
2∑
α=1
t
α,ξe
′
e
i′ N
ξe
′
e
α (s), i
′ = 1′ : 2′, (4.66)
For convenience, the tractions will be expressed in a local coordinate system x1′ − x2′ ,
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different for each edge. To be consistent, let e denote the element on the left of the edge ξe
′
e
and e′, the element on the right, when we advance from the node α = 1 of the edge to the
node α = 2. Then, x1′ is normal to the edge ξ
e′
e and points towards e
′, whereas x2′ follows
the edge pointing towards the node α = 2.
To simplify, we will use XUBh,2 to denote, in general, the interpolation spaces chosen for
both the stresses and the tractions.
Proof of the purely kinematic nature of the resulting discretization
We need to guarantee that when we discretize the continuous problem (2.20-2.23) by using
XUBh,1 × Y UBh,1 (plane stress) or XUBh,2 × Y UBh,2 (plane strain), we obtain a purely kinematic
discretization. Recall that this is the case if the condition (2.36), or the less general condition
(2.35), holds.
For the plane stress case, the proof is straightforward and is based on (2.35). Since
Y UBh,1 is a linear function space, the strain rate tensor εij(u) in (2.2) is constant on each
element. Therefore, the maxσ∈B a(σ;uh) is going to be attained for a stress field σ∗ ∈ B
that is elementally piecewise constant, that is, σ∗ ∈ Xh. Therefore, σ∗ ∈ B∩Xh = Bh, that
is, σ∗ = σh, which proves our statement.
For plane strain, the same line of argument holds, but some additional explanations
are needed. First, one should consider that the definition of the internal work rate a(σ,u)
given in (2.2) is no longer valid for our interpolation space XUBh,2 × Y UBh,2 . This is because,
now, we allow discontinuities in the flow to arise between elements, which contributes to the
internal work rate. Therefore, the definition (2.2) needs to be extended to incorporate these
additional edge contributions, as follows:
a(σ, t,u) =
∫
Ω
σ : ε(u) dV +
∑
ξe
′
e ∈EO
∫
ξe
′
e
tξ
e′
e · (ue′ − ue) dS (4.67)
=
∫
Ω
2∑
i,j=1
σij
∂ui
∂xj
dV +
∑
ξe
′
e ∈EO
∫
ξe
′
e
2∑
i′=1
t
ξe
′
e
i′ (u
e′
i′ − uei′) dS (4.68)
Before tackling the proof of the purely kinematic nature of XUBh,2 × Y UBh,2 , we also need to
comment that the tractions th will not be constrained to belong to Bh,2, but to a larger
admissible set B˜h,2
4. The reason of this will be explained later. Now, notice that:
max
σ∈B2;t∈B2
a(σ, t,uh) = max
σ∈B2
∫
Ω
σ : ε(uh) dV +max
t∈B2
∑
ξe
′
e ∈EO
∫
ξe
′
e
tξ
e′
e · (ue′h − ueh) dS (4.69)
4This is an abuse of notation. Indeed, when we say that the tractions belong to an admissible set of
stresses, in reality we refer to the stress tensor from which the tractions come. This stress tensor is the one
that should belong to the admissible set under consideration, and not the tractions themselves.
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By the same argument given in the plane stress case, the following holds for the first term
in (4.69),
max
σ∈B2
∫
Ω
σ : ε(uh) dV = max
σh∈Bh,2
∫
Ω
σh : ε(uh) dV ; ∀uh ∈ Y UBh,2 (4.70)
Regarding the second term, since Y UBh,2 is a linear interpolation of the displacements and
Bh,2 ⊂ B˜h,2, we have
max
t∈B2
∑
ξe
′
e ∈EO
∫
ξe
′
e
tξ
e′
e ·(ue′h −ueh) dS ≤ max
th∈B˜h,2
∑
ξe
′
e ∈EO
∫
ξe
′
e
t
ξe
′
e
h ·(ue
′
h −ueh) dS; ∀uh ∈ Y UBh,2 (4.71)
Finally, considering (4.70) and (4.71), it is apparent that:
max
σ∈B2; t∈B2
a(σ, t,uh) ≤ max
σh∈Bh,2; th∈B˜h,2
a(σh, th,uh), ∀uh ∈ Y UBh,2 (4.72)
Therefore, condition (2.36) holds, which shows that XUBh,2 ×Y UBh,2 leads to a purely kinematic
discretization.
4.4.2 Implementation
In the literature, when computing upper bounds, the departure point is typically the kine-
matic principle of limit analysis (2.18): λ∗ = infu∈C D(u). Notice that this principle is
exclusively formulated in terms of velocities, once the total energy dissipation rate D(u)
is expressed in the form (2.17). These velocities must satisfy the flow rule (2.6) (in this
case particularized to the von Mises yield condition), which can either be imposed explicitly
or, also, be incorporated in the definition of the effective strain rate εeq(u). Therefore, the
conventional approach to obtain upper bounds has been to solve the kinematic principle
using, exclusively, a formulation in velocities. The resulting problem is highly nonlinear and
the approach does not exploit convexity nor duality in an explicit manner. If we observe
Figure 2-2 in chapter 2, the conventional approach corresponds to discretize the kinematic
principle with a flow interpolation and, then, solve exclusively the problem called “Discrete
Kinematic UB”.
In our case, we have chosen not to follow this approach. Instead, we will discretize as
our departure point the continuous static principle of limit analysis (2.12). Clearly, as is
shown in (2.20-2.23), the static and kinematic principles are dual each other and completely
equivalent, since their solutions correspond to the exact collapse multiplier λ∗. Moreover,
we will use purely kinematic interpolation spaces for both the stresses and the velocities.
Thus, we formulate the “Discrete Static UB”, which corresponds to the upper left branch of
Figure 2-2. Additionally, our solution process based on a primal-dual interior point method
(see section 3.2), explicitly considers the dual form. Therefore, we solve at the same time the
“Discrete Kinematic UB” problem. In this way, we do not need to impose any restriction
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on the velocity field (like the flow rule or the normalization of the external work rate to
unity), since the dual directly takes care of this. In summary, we will obtain an upper
bound by discretizing the static principle of limit analysis by means of a purely kinematic
discretization. This may not be the natural way of thinking, but is mathematically simpler
and more efficient.
The forms that the static principle takes for the plane stress and the plane strain models
are the following:
λ∗ = supλ λ∗ = supλ
s.t.
{
∃ σ ∈ B1
a(σ,u) = λF (u), ∀u ∈ Y s.t.
{
∃ σ ∈ B2, t ∈ B˜2
a(σ, t,u) = λF (u), ∀u ∈ Y (4.73)
Next, we describe the main steps involved in the discretization of the above constraints.
For the equilibrium constraint, we will explain the plane stress and the plane strain cases
separately, because of the different expression of the internal work rate.
Equilibrium constraint in plane stress
We are dealing with equilibrium in its weak form: a(σ,u) = λF (u), ∀u ∈ Y , where the
bilinear form a(σ,u) is given in (2.2-2.3). To discretize this equation, one replaces the
continuum fields σ and u by the global interpolations (4.61) and (4.63), respectively. This
is not a difficult operation, but the notation and the mathematical expressions involved
become rapidly cumbersome. Consequently, we show directly the final matrix equation
corresponding to the discrete equilibrium constraint and refer the reader to Appendix C,
section C.1, for the details of the discretization.
Thus, the result of discretizing the equilibrium constraint in plane stress is given by the
following global matrix equation:
Aeqσ˜h = λF
eq
h , (4.74)
where Aeq is a matrix of dimensions (2×N, 3×E), F eqh is a 2×N vector of nodal forces and
σ˜h is a 3 × E vector of elemental stresses. We note that the rows of Aeq associated to the
Dirichlet boundary nodes must be removed. Figure 4-6 shows the sparsity and structure of
Aeq for the example 4-2.
Equilibrium constraint in plane strain
Recall that, in plane strain, discontinuities in the flow between elements were allowed. Con-
sequently, the definition of the internal work rate was extended to (4.67) to consider the
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Figure 4-6: Illustration of the structure and sparsity of the matrix Aeq .
work occurring in the inter-element boundaries. Now, the weak form of equilibrium reads:
a(σ, t,u) = λF (u), ∀u ∈ Y (4.75)
2∑
i,j=1
∫
Ω
σij
∂ui
∂xj
dV +
∑
ξe
′
e ∈EO
2∑
i′=1
∫
ξe
′
e
t
ξe
′
e
i′ (u
e′
i′ − uei′) dS = λ
2∑
i=1
(∫
Ω
fiui dV +
∫
ΓN
giui dS
)
, ∀u ∈ Y
To discretize (4.75), we replace the continuum spaces X × Y by the interpolation spaces
XUBh × Y UBh . Towards this end, we insert in (4.75) the interpolations (4.64) (for uh), (4.65)
(for σh) and (4.66) (for th). The details of the discretization process are given in Appendix
C, section C.2.
Thus, the discrete version of the weak equilibrium equation (4.75) corresponds to the
following global matrix equation:
A˜
eq1
σ˜h + A˜
eq2
th = λF˜
eq
h , (4.76)
where A˜
eq1
is a matrix of dimensions (6×E, 3×E), A˜eq2 has dimensions (6×E, 4× |EO|),
σ˜h is the usual 3×E vector of elemental stresses, th is a 4× |EO| vector collecting the nodal
tractions for each interior edge, and F˜
eq
h is a vector of 6× E discontinuous nodal forces.
Here also, the rows of A˜
eq1
and A˜
eq2
associated to the Dirichlet boundary nodes need to
be removed.
Membership constraints (plane stress and plane strain). Formulation as multiple
SOCs
For both the plane stress and the plane strain models, in the continous problem (4.73) we
require the stress field σ to belong to the von Mises admissible set Bδ, where δ = 1 : 2.
Discretizing the constraint σ ∈ Bδ is straightforward in our case, since XUBh consists
of elementally constant stresses. Hence, we only need to impose that, in each element, the
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uniform stress tensor belong to the admissible set. Mathematically, this reads as follows:
(σe1 − σe2)2 + (σe1)2 + (σe2)2 + 6(σe3)2 ≤ 2σ2y (δ = 1, plane stress) (4.77)
(σe1 − σe2)2 + 4(σe3)2 ≤
4
3
σ2y (δ = 2, plane strain) (4.78)
Notice that the above elemental constraints are exactly the same as inequalities (4.42) and
(4.43) in the lower bound problem, which were imposed in each of the three nodes of the
element. The only difference is that, here, only E inequalities of the type (4.77) or (4.78)
need to be imposed, instead of 3× E. Again, (4.77) or (4.78) will be imposed, respectively,
by making the vectors (
√
2σy, σ
e
1, σ
e
2,
√
6σe3, σ
e
1 − σe2) or ( 2√3σy, 2σe3, σe1 − σe2) belong to the
Lorentz cone Ln, where n = 5 for plane stress and n = 3 for plane strain. Towards this end,
we introduce a n-tuple elemental vector x˜e of additional variables that satisfies the equations
(4.44). Globally, this translates into n×E equations that are given, in matrix form, by the
following equation:
A˜
soc
δ
σ˜h + I˜δx˜
soc
δ =
˜˜
bsocδ , (4.79)
where σ˜h is the usual 3 × E vector of unknown elemental stresses, I˜δ is a (n × E, n × E)
identity matrix, x˜soc is a vector of n × E additional variables ordered in the same way as
σ˜h, and
˜˜
bsocδ and A˜
soc
δ
are a n×E vector and a (n×E, 3×E) block diagonal matrix of the
forms (4.47), respectively.
For plane strain, we also need to force th ∈ B˜2,h. The definition of the set B˜2,h is
the following. First, no restriction is placed on the components of the tractions that are
normal to the inter-element edges. However, for the components parallel to the edges, they
must satisfy the von Mises plane strain condition B2,h corresponding to a pure shear state.
The idea is to let the tangential tractions be as big as possible (in absolute value) within
B2,h. This corresponds to assuming, in each edge, a pure shear state in the local coordinates
x1′−x2′ , for which the tractions coincide with the shear stresses σ12. Clearly, B2,h ⊂ B˜2,h, as
was required to obtain a purely kinematic discretization and, consequently, an upper bound.
It is important to notice that the motivation of this new set of admissible stresses B˜2,h is to
guarantee that the resulting velocity field is kinematically admissible. Indeed, the fact that
the normal tractions are not restricted will force the normal jump in the velocities to vanish
in each internal edge.
We now write mathematically the constraint th ∈ B˜2,h. For each edge ξe′e (denoted ξ in
the next expressions), the components of the tractions that are parallel to the edges must
satisfy the following inequality: (tα,ξ2′ )
2 ≤ 13σ2y , for α = 1 : 2 or, equivalently, − 1√3σy ≤ t
α,ξ
2′ ≤
1√
3
σy. These inequalities can be imposed by forcing the following equations to hold:
{
t1,ξ2′ + s1 =
1√
3
σy; −t1,ξ2′ + s2 = 1√3σy; s1 ≥ 0, s2 ≥ 0 (α = 1)
t2,ξ2′ + s3 =
1√
3
σy; −t2,ξ2′ + s4 = 1√3σy; s3 ≥ 0, s4 ≥ 0 (α = 2)
(4.80)
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In matrix form, (4.80) reads as follows:

0 1 0 0
0 −1 0 0
0 0 0 1
0 0 0 −1




t1,ξ1′
t1,ξ2′
t2,ξ1′
t2,ξ2′

+


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




s1
s2
s3
s4

 = 1√3σy


1
1
1
1

 → Atξtξh+Iξsξ = btξ; sξ ≥ 0ξ
(4.81)
Finally, after looping over all the internal edges and assembling each local matrix or vector,
(4.81) results in the following global equation:
Atth + I
ts = bt; s ≥ 0, (4.82)
where At is a block diagonal matrix of dimensions (4×|EO|, 4×|EO|), It is an identity matrix
of the same dimensions, th is the previously introduced 4× |EO| tractions vector and s is a
4× |EO| vector of slack variables.
The upper bound final global problem
Considering the previous equations (4.74) and (4.79) for plane stress, and (4.76), (4.79) and
(4.82) for plane strain, the discretization of the continuous lower bound problem (4.73) is
obtained. For plane stress:
λ∗UBh ≡ maxλ
s.t.


3×E + 1 + 5×E︷ ︸︸ ︷
 Aeq ... −F eqh ... 0
A˜
soc
1
... 0
... I˜
1



 σ˜hλ
x˜soc1

 =
(
0
˜˜
bsoc1
)}
m1 = 2× (N −ND)
m2 = 5× E
σ˜h free, λ ≥0, x˜ soc1 ∈ K˜
(4.83)
For plane strain:
λ∗UBh ≡ maxλ
s.t.


3×E + 4×|EO| + 1 + 4×|EO| + 3×E︷ ︸︸ ︷

A˜
eq1 ... A˜
eq2 ... −F˜h
eq ... 0
... 0
A˜
soc
2
... 0
... 0
... 0
... I˜
2
0
... At
... 0
... It
... 0




σ˜h
th
λ
s
x˜soc2

 =

 0˜˜bsoc2
bt




r1 = 6× E − 4× |ED|
r2 = 3× E
r3 = 4× |EO|
σ˜h free, th free, λ ≥0, s ≥0, x˜ soc2 ∈ K˜
(4.84)
where K˜ =
E︷ ︸︸ ︷
Ln × · · · × Ln (n = 5 for plane stress and n = 3 for plane strain) and ND is
the total number of Dirichlet nodes. As already pointed out for the lower bound problem, λ
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Figure 4-7: Illustration of the structure and sparsity of the global matrix for the upper
bound problem in plane stress and plane strain.
can also be declared here as a free variable. Notice that the above problems clearly present
the canonical form of a conic program. The sparsity of their global matrices is illustrated in
figure 4-7. Thanks to strong duality, λ∗UBh is also the solution of the problems dual to (4.83)
and (4.84). For plane stress, the dual to (4.83) is:
λ∗UBh ≡ min ˜˜bsoc
T
1 y˜
s.t.


(
Aeq
T
A˜
socT
1
−F eqTh 0T
)(
u
y˜
)
=
(
0
1
)}
3× E
1
u free, y˜ ∈ K˜
, (4.85)
where u ∈ IRm1 , y˜ ∈ IRm2 . For plane strain, the problem dual to (4.84) is:
λ∗UBh ≡ min ˜˜bsoc
T
2 y1 + b
tT y
2
s.t.




A˜
eq1T
A˜
socT
2
0
A˜
eq2T
0 At
T
−F eqTh 0T 0T



 u˜y
1
y
2

 =

 00
1




3× E
4× |EO|
1
u˜ free, y
2
≥ 0, y
1
∈ K˜
, (4.86)
where u˜ ∈ IRr1 , y
1
∈ IRr2 and y
2
∈ IRr3.
As we already stated after deriving the dual problem (4.49) in the lower bound case,
the equations and variables in the above dual problems offer interesting interpretations. For
instance, in problem (4.85), the vector u are the nodal velocities5, whereas the vector y
5This vector is equivalent to the variables u1 and u2 in the lower bound dual problem (4.49). In that case,
these variables were elemental and inter-element velocities, respectively.
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collects the plastic multipliers µ associated to the flow rule that governs the deformation of
each element. Taking this into account and the fact that the vector
˜˜
bsoc1 incorporates the
yield stress σy, then the cost function can be seen as an approximation to the total energy
dissipation rate D(u). Finally, the first matrix equation approximately imposes the flow
rule, whereas the second equation equates the approximated external work rate to the unity.
A similar interpretation can be performed for problem (4.86). Regarding the variables
of the problem, the vector u˜ collects the nodal velocities associated to each element, which
results in a global discontinuous velocity field. As it was the case for y˜ in plane stress, y
1
gives the nonnegative plastic multipliers involved in the flow rule of each element. Similarly,
y
2
collects nonnegative scalars that can be seen as plastic multipliers of an alternative flow
rule for the tractions th. Now, as previously, the cost function is an approximation to the
energy dissipation rate D(u). But notice that, in this case, we have an additional term,
bt
T
y
2
, which corresponds to the rate of energy dissipated in the inter-element boundaries.
Clearly, this is due to the discontinuities in the flow. Regarding the equations, the first one is
the classical flow rule relating the deformation with the gradient of the yield function in each
element (the same as in plane stress). The second equation can be seen as another flow rule,
but in this case for the jump in the velocities in each internal edge ξe
′
e . More specifically, it
forces two conditions: 1) it gives the magnitude of the jump in the velocities in the tangential
direction, i.e., in the direction of the edge; 2) it imposes the jump in the velocities to be zero
in the direction normal to the edge. Notice that, if two adjacent elements of the mesh have
different velocities, this last condition forces their relative displacement to be tangential, i.e.,
they are only allowed to move differently by sliding one over the other. This equation is
guaranteeing that the resulting velocity field is kinematically admissible. Finally, the third
equation makes the external work rate equal to one.
Reduction of the dimensions of the global problem
The same arguments used to reduce the dimensions of the global lower bound problem apply
here. Consequently, we show directly the main results without considering the mathematical
details.
Using the change of coordinates (4.50) (plane stress) and (4.52) (plane strain), applied
to an elemental stress vector σeh = (σ
e
1, σ
e
2, σ
e
3)
T (recall that in the upper bound problem we
only have one stress tensor per element), the equilibrium constrains (4.74) (plane stress) and
(4.76) (plane strain) can be written as:
plane stress : AeqQ˜
1
x˜soc1 − F eq1h λ = 0, with σ˜h = Q˜
1
x˜ soc1 (4.87)
plane strain : A˜
eq1
P˜ x˜4 + A˜
eq1
Q˜
2
x˜soc2 + A˜
eq
th − F˜
eq
h λ = 0, with σ˜h = P˜ x˜4 + Q˜
2
x˜ soc2 (4.88)
where Q˜
1
, Q˜
2
and P˜ are as in (4.55), but three times smaller given that we work now with
a single stress vector σeh per element, instead of three σ
a,e
h .
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Analogously, using (4.56) (plane stress) and (4.57) (plane strain), we write the additional
matrix equation, for δ = 1 : 2, required to impose the membership constraint in each element:
R˜
δ
x˜socδ = bˆ
soc
δ , (4.89)
where R˜ and bˆ
soc
δ are as in (4.58), but again three times smaller for the same sake of argument.
Finally, considering (4.87),(4.88) and (4.89), the global problems (4.83) and (4.84) are
equivalent to the following reduced forms. For plane stress:
λ∗UBh ≡ maxλ
s.t.


1 + 5×E︷ ︸︸ ︷
 −F eqh ... AeqQ˜1
0
... R˜
1

( λ
x˜soc1
)
=
(
0
bˆ
soc
1
)}
2× (N −ND)
2× E
λ ≥0, x˜ soc1 ∈ K˜
(4.90)
For plane strain:
λ
∗UB
h ≡ maxλ
s.t.


4×|EO| + E + 1 + 4×|EO| + 3×E︷ ︸︸ ︷

A˜
eq ... A˜
eq1
P˜
... −F˜h
eq ... 0
... A˜
eq1
Q˜
2
0
... 0
... 0
... 0
... R˜
2
0
... At
... 0
... It
... 0




th
x˜4
λ
s
x˜soc2

 =

 0bˆsoc2
bt




6 × E − 4 × |ED|
E
4 × |EO|
th free, x˜ 4 free, λ ≥0, s ≥0, x˜
soc
2 ∈ K˜
(4.91)
Notice that the reductions in the number of variables and equations for this case is clearly
less dramatic than in the lower bound problem. Indeed, here we only reduce the size of the
matrices by 3×E in plane stress and by 2×E in plane strain. However, an additional gain
could be obtained in plane strain by exploiting further the same general idea and expressing
the tangential components of th in terms of s, using equations (4.80). This would permit an
additional reduction of 2× |EO|.
4.5 Certificates
The upper and lower bound methods presented in previous sections guarantee the attaint-
ment of bounds from a theoretical point of view. However, to actually obtain those bounds,
we first have to discretize the continuous equations with the appropriate interpolation spaces,
then build the matrix structures and, finally, solve numerically the resulting nonlinear op-
timization problems. The output of all this complex process is just two numbers, that we
hope to be an upper and a lower bound. Thus, it is very reasonable to ask ourselves about
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the reliability of the numerical results. For instance, how do we know if the two numbers
given by the code are correct, i.e., consistent with the mathematical models? This question
is in general not easy to answer, given that we may not have access to the source code or,
even, the code used to compute those bounds may no longer exist.
A way to overcome the uncertainty that often undermines the numerical simulations,
and that usually lead to costlier-than-necessary computations, is to provide a certificate.
What we understand by a “certificate” is a data set documenting a given claim (in this
case, that our numbers are bounds). This data set must contain all the information required
to rigorously prove correctness. Moreover, it should be simple to exercise and, finally, it
must be stand-alone, thereby requiring no access to the code used to compute the results.
The appropriateness of these requirements is undoubtable, but how do we come out with a
certificate for our problem?
It turns out that our bound methods have a structure that make it easy to create cer-
tificates. To explain this, and in particular to show how to get the certificate, let us start
with the lower bound. In this case, our claim would be that the number given by the code,
denoted by λ∗LBh , is a lower bound, i.e., λ
∗LB
h ≤ λ∗. Let us now assume that we save in a
file the following data: 1) information about the computational mesh used to obtain λ∗LBh :
nodal coordinates and mesh connectivities; 2) the discrete, optimal values obtained for all
the variables of the lower bound problem: for instance, a vector of nodal stresses σLBh , a
vector of elemental and inter-elemental velocities uLBh , the alleged lower bound λ
∗LB
h , etc.
Then, we state that this data set is a certificate and can be used to prove if λ∗LBh is indeed
a lower bound or not.
To show this, we proceed as follows. First, with the data from the mesh, we can test if
it corresponds to an appropriate triangulation Th. Then, using the connectivity information
and the discrete values σLBh and u
LB
h , we can check if they define a stress field σh and a flow
field uh that belong to purely static finite element spaces X
LB
h × Y LBh . If this is the case,
given the static nature of the spaces, we know that discrete satisfaction of equilibrium and
membership guarantees satisfaction of these properties over the continuum. By the static
principle of limit analysis (2.12), this is enough to have a lower bound. Therefore, the last
step for the certification is to check if the discrete equilibrium and membership equations are
satisfied by the values of the variables saved in the data file (σLBh ,λ
∗LB
h ,...). This last step is
simply checking feasibility of the lower bound problem considered in the computation, either
(4.48-4.49) or (4.59) or (4.60).
Exactly the same idea applies for the upper bound case. Thus, we can provide certificates
for our bounds by simply storing the data of the mesh used in the computation, and the
optimal values of the variables involved in the bound problem solved. The next bullets
summarize the above explanations. For simplicity, we use a notation for the variables of the
discrete problems that considers stresses, velocities and the collapse multiplier6:
6This notation does not match exactly the one used in previous sections, but we believe it is simpler to
60
• Claim: λ∗LBh ≤ λ∗h ≤ λ∗UBh
• Certificates:
– Information about the computational mesh Th
– (λ∗LBh , σ
LB
h , u
LB
h ) =⇒ (σh,uh) ∈ XLBh × Y LBh + Feasibility of discrete lower
bound problem
– (λ∗UBh , σ
UB
h , u
UB
h ) =⇒ (σh,uh) ∈ XUBh × Y UBh + Feasibility of discrete upper
bound problem
Finally, note that the certificates allow for the use of true black boxes by non-experts in
numerical analysis, since they isolate the results from software error issues.
4.6 Mesh adaptivity
When a problem is solved numerically, using a computational mesh Th, the accuracy of the
result clearly depends on the typical size of the mesh, h. Typically, one performs first an
inexpensive calculation on a coarse mesh to have a rough estimate of the solution. However,
this approximation is often not sufficiently accurate and, consequently, the coarse mesh needs
to be refined. One possible method is to perform a uniform refinement, in which every single
element of the initial coarse mesh is divided into several smaller elements. This approach is
expensive and, in general, not optimal, since not all the elements contribute equally to the
numerical error incurred in the computation. Ideally, one would only refine those elements
that are responsible for the major part of the inaccuracy of the result. Hence, the whole
idea of mesh adaptivity is to refine the computational mesh Th efficiently, by only dividing
the critical elements. An indicator of the elemental contribution to the numerical error is
necessary as a criterium to decide which elements will be refined.
Next, we particularize this general idea to our case. To this end, let us first define, for
a given mesh Th, the bound gap as ∆h = λ∗UBh − λ∗LBh . For our problem, the bound gap is
the best possible measure of the numerical accuracy, and we should try to make it as small
as possible. But first, our objective is to identify the contribution of each element Ωe to
the total bound gap, ∆h. It turns out that we can define an elemental bound gap, ∆
e
h, for
both the plane stress and the plane strain cases, that inherits the following two important
properties:
• The elemental bound gap is always positive, i.e., ∆eh ≥ 0, ∀e ∈ Th.
• For plane stress, the sum of all the elemental bound gaps add up the total bound
gap, i.e.,
∑
e∈Th ∆
e
h = ∆h. For plane strain, the total bound gap is decomposed into
understand the point we try to illustrate.
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two positive terms, ∆h = ∆
O
h + ∆¯h, where ∆
O
h comes from the continuum (interior
of the elements) and ∆¯h comes from the inter-element boundaries and we expect that
∆¯h → 0 as h→ 0. Then, with our definition of ∆eh, the sum of all the elemental bound
gaps add up the total contribution from the continuum, i.e.,
∑
e∈Th ∆
e
h = ∆
O
h .
Such ∆eh is an optimal indicator of the elemental contribution to the numerical error, and
refining only the elements with higher ∆eh is a reasonable strategy to refine the mesh. For in-
stance, one could only refine those elements verifying the following condition: ∆eh > α∆
e
hmax,
where α < 1 is a given constant. Another possible approach would be to order the elements
depending on their bound gap and, then, always refine a constant fraction of the elements
in the mesh, corresponding to the highest gaps. Regarding the refinement method, we will
use the so called regular refinement, which divides the element to be refined into 4 triangles
by joining the midpoints of the sides. The resulting non-conformity is overcome by bisection
of the adjacent triangles. Notice that a modification is necessary when refining or bisecting
a triangle which has been bisected in a previous refinement.
In the following section, we give the definition of the elemental bound gap. Next, we
prove the above-mentioned properties and, finally, we describe some implementation issues.
4.6.1 Definition of ∆eh
For both the plane stress and the plane strain case, we will consider the following elemental
bound gap:
∆eh =
∫
Ωe
σyεeq(u
e
UB)︸ ︷︷ ︸
De(ueUB)
−
(∫
Ωe
(−∇ · σeLB) · ueUB dV +
∫
∂Ωe
(nξe · σeLB) · ueUB dS
)
︸ ︷︷ ︸
F e(ue
UB
)
, (4.92)
where σeLB is the linear elemental stress tensor computed in the lower bound problems (4.48)
or (4.59-4.60), and ueUB are the linear velocities, restricted to the element, obtained in the
upper bound problems (4.83-4.84) or (4.90-4.91). Figure 4-8 illustrates the elemental stress
and velocity fields involved in the definition of the elemental bound gap.
4.6.2 Proof of the Relevant Properties of ∆eh
Positiveness of ∆eh
Consider, in isolation, the elemental problem shown in Figure 4-8 and let us apply to it the
static and kinematic principles of limit analysis. Recall that, in the lower bound problem,
the stresses σLB are in equilibrium over the continuum and, moreover, they do not violate
the yield set Bδ, δ = 1 : 2, in any point of the domain
7. Therefore, the local problem shown
in Figure 4-8 is also in equilibrium and satisfies the von Mises yield criterium. Applying the
7This was guaranteed because we used a purely static discretization.
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Figure 4-8: Notation for the elemental bound gap ∆eh
static principle, this is enough to guarantee that, for this problem, its lower bound, λe,LBh ,
is greater or equal than 1:
λe,LBh ≥ 1. (4.93)
On the other hand, if we apply to our elemental problem in Figure 4-8 (which does not have
any discontinuity) the kinematic principle (2.18), with D(u) as in (2.17), its upper bound,
λe,UBh , is equal to:
λe,UBh = infue∈C
De(ue) = inf
F e(ue)=1
De(ue) = inf
De(ue)
F e(ue)
. (4.94)
In particular, if we choose the velocity field ueUB resulting from the upper bound problem,
it is apparent that
De(ueUB)
F e(ueUB)
≥ λe,UBh . (4.95)
Finally, combining (4.95) with (4.93), we obtain:
De(ueUB)
F e(ueUB)
≥ λe,UBh ≥ λe,LBh ≥ 1 =⇒ ∆eh = De(ueUB)− F e(ueUB) ≥ 0, (4.96)
which proves our statement.
Addition of ∆eh
To make it easier to follow the next proof, let us first recall the following identities for the
global upper bound λ∗UBh . In plane stress, for uh ∈ XUBh,1 , we had:
λ∗UBh = min
F (uh)=1
D(uh) = D(uUB), (4.97)
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where uUB ∈ XUBh,1 is the optimal solution. In plane strain, we had to consider the inter-
element discontinuities in the internal work rate, as shown in (4.67). Therefore, for uh ∈ XUBh,2
and (σh, th) ∈ Y UBh,2 , we had:
λ∗UBh = min
F (uh)=1
max
σh∈Bh,2,th∈B˜h,2
a(σh, th,uh)
= min
F (uh)=1
{
D(uh) +
∑
ξe
′
e ∈E
O
∫
ξe
′
e
τmax|(ue′h − ueh) · τξ
e′
e |dS if (ue′
h
− ue
h
) · nξe
′
e = 0, ∀ξe′e ∈ EO
∞ otherwise
= D(uUB) + τmax
∑
ξe
′
e ∈EO
∫
ξe
′
e
|(ue′UB − ueUB) · τ ξ
e′
e |dS = D(uUB) + D¯(uUB), (4.98)
where nξ
e′
e and τ ξ
e′
e are orthonormal vectors, following the directions x1′ and x2′ (normal
and tangential to the edge), τmax =
σy√
3
since the constraint th ∈ B˜h,2 implies − 1√3σy ≤
t
α,ξe
′
e
2′ ≤ 1√3σy, for α = 1 : 2 (see (4.80)), and D¯(uUB) is an inter-element energy dissipation
rate.
Let us now sum the elemental bound contributions, assuming plane strain. The results
for plane stress can be directly obtained from the plane strain case by setting to zero the
inter-element terms. Thus, we obtain:
∑
e∈Th
∆eh =
∑
e∈Th
De(ueUB)−
∑
e∈Th
F e(ueUB) (4.99)
The first term satisfies:
∑
e∈Th
De(ueUB) =
∑
e∈Th
∫
Ωe
σyεeq(u
e
UB) =
∫
Ω
σyεeq(uUB) = D(uUB) = λ
∗UB
h − D¯(uUB),
(4.100)
where the last equality follows from (4.98)). For the second term, the following equalities
hold:
∑
e∈Th
F e(ueUB)
(1)
=
∑
e∈Th
(∫
Ωe
(−∇ · σeLB) · ueUB dV +
∫
∂Ωe
(nξe · σeLB) · ueUB dS
)
(2)
=
∑
e∈Th
∫
Ωe
λ∗LBh f
e · ueUB dV +
∑
e∈Th
∑
ξe∈∂Ωe
∫
ξe
qξeLB · ueUB dS
(3)
= λ∗LBh
∑
e∈Th
∫
Ωe
fe · ueUB dV + λ∗LBh
∑
ξNe ∈EN
∫
ξNe
gξ
N
e · ueUB dS +
+
∑
ξe
′
e ∈EO
∫
ξe
′
e
q
ξe
′
e
LB · (ueUB − ue
′
UB)dS
(4)
= λ∗LBh
(∫
Ω
f · uUB dV +
∫
ΓD
g · uUB dS
)
+
∑
ξe
′
e ∈EO
∫
ξe
′
e
q
ξe
′
e
LB · (ueUB − ue
′
UB)dS
(5)
= λ∗LBh +
∑
ξe
′
e ∈EO
∫
ξe
′
e
q
ξe
′
e
2′,LB(u
e
UB − ue
′
UB) · τ ξ
e′
e dS. (4.101)
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Equalities (1) and (4) are trivial. Equality (2) follows from (4.17). Regarding equality (3),
notice that we are integrating over all the edges ξe of all the elements. These edges can
be either interior edges ξe
′
e , or boundary edges ξ
D
e or ξ
N
e . For each interior edge ξ
e′
e , we
compute two integrals, one for element e and another one for element e′. Notice that the
interelement stresses q
ξe
′
e
LB are of equal magnitude and opposite sign (see second constraint
in problem (4.17)), which explains the third term in the equality (recall that in plane strain
the displacements are discontinuous). Moreover, the integrals over the Dirichlet edges ξDe
vanish because uUB are equal to zero. Regarding the Neumann boundaries ξ
N
e , we have that
q
ξNe
LB = λ
∗LB
h g
ξNe (see third constraint in problem (4.17)). Finally, equality (5) holds because
F (uUB) = 1 and (u
e
UB − ue
′
UB) · nξ
e′
e = 0 (uUB is forced to be kinematically admissible).
From (4.100) and (4.101), we conclude that:
∑
e∈Th
∆eh =
(
λ∗UBh − λ∗LBh
)−

D¯(uUB) + ∑
ξe
′
e ∈EO
∫
ξe
′
e
q
ξe
′
e
2′,LB(u
e
UB − ue
′
UB) · τ ξ
e′
e dS


︸ ︷︷ ︸
∆¯h∑
e∈Th
∆eh = ∆h − ∆¯h. (4.102)
Notice that ∆¯h ≥ 0, since qξ
e′
e
2′,LB ≤ τmax. Now, if ∆Oh denotes the sum of the elemental bound
gaps, it follows from (4.102) that ∆h = ∆
O
h + ∆¯h, where ∆
O
h =
∑
e∈Th ∆
e
h ≥ 0. Moreover,
we have observed in our practical computations that ∆¯h → 0 as h → 0. This proves our
statement for the plane strain assumption.
Finally, notice that in plane stress the velocity field is continuous, which implies that
ueUB − ue
′
UB |
ξe
′
e
= 0, ∀ξe′e ∈ EO. Consequently, ∆¯h = 0 and
∑
e∈Th ∆
e
h = ∆h.
4.6.3 Implementation Issues
The first term De(ueUB) in (4.92) corresponds to the energy dissipation rate of the element
Ωe and includes the effective plastic strain rate εeq(u
e
UB), whose general definition is:
εeq(u) =
√
2
3
ε′(u) : ε′(u), (4.103)
where ε′ is the (3×3) deviatoric plastic strain rate. Since limit analysis (with the von Mises
yield condition) imposes incompressible flows, then ∇ · u = tr(ε(u)) = 0 and, therefore,
ε′(u) = ε(u). Particularizing for our two-dimensional cases and flow ueUB, we obtain the
expressions shown next. For the plane stress case, equation (4.103) reads:
εpseq(u
e
UB) =
√
2
3
(
ε(ueUB) : ε(u
e
UB) +
(
tr(ε(ueUB)
)2)
, (4.104)
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where, now, ε(ueUB) is the usual (2×2) strain rate tensor. In plane strain, given that ε33 = 0,
(4.103) results in the more simplified expression:
εpneq (u
e
UB) =
√
2
3
ε(ueUB) : ε(u
e
UB). (4.105)
Recall that, within an element Ωe, the flow field ueUB is linear. Hence, considering the
interpolations (4.62) (plane stress) and (4.64) (plane strain), and using the notation N ea,i =
∂Nea(x)
∂xi
where i = 1 : 2, the terms involved in (4.104) and (4.105) are given by:
ε(ueUB) : ε(u
e
UB) =
1
4
2∑
i,j=1
3∑
a=1
(
ua,ei,UBNa,j + u
a,e
j,UBNa,i
)
(4.106)
tr(ε(ueUB)) =
2∏
i=1
(
3∑
a=1
ua,ei,UBNa,i
)
− 1
4
(
3∑
a=1
ua,e1,UBNa,2 +
3∑
a=1
ua,e2,UBNa,1
)2
.(4 107)
The second term F e(ueUB) in (4.92) is a conventional computation and does not deserve
special explanations. Just notice that −∇ ·σeLB = λ∗LBh f e is a constant vector and that the
stresses qξeLB can be interpolated, linearly, as usually:
q(s)ξeLB =
2∑
α=1
qα,ξei,LBN
ξe
α (s), i = 1 : 2, (4.108)
where α denotes the nodes of the edge ξe and N
ξ
αe(s) are the usual linear shape functions
on the edge. After inserting (4.108) and the local velocity interpolations (4.62-4.64) into
F e(ueUB), we only need to compute the resulting Mohr integrals of the shape functions.
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Chapter 5
Numerical Examples
In order to assess the efficiency and accuracy of the method presented in chapter 4, we have
applied it to four two-dimensional examples in plane stress and plane strain. For simplicity,
and to make possible the comparison with known results, we have set to zero the volume
forces and the yield stress has been chosen to be σy =
√
3. In the last section of the
chapter, we show the size of the largest problems solved in previous examples and indicate
the computational times required in the solution process.
5.1 Example 1. Unsymmetrical Cantilever in Plane Stress
The impending collapse of an end-loaded wide tapered cantilever has been studied for simple
cases. In presence of symmetry and of a non-extreme taper, and when the ratio of the length
to the least depth of the cantilever is sufficiently large, one can assume that the collapse
mechanism is of the plastic-hinge type. Moreover, using the slip-line theory, the exact
solution is known for some geometries and load cases (see [22] for further explanations). In
this example, we study an unsymmetrical tapered cantilever in plane stress, for which an
analytical solution does not seem to be known. In particular, we want to see if we are able
to solve this problem accurately and, also, if the mechanism is of the plastic-hinge type, as
is the case for similar and simpler symmetric cases. The geometry and load distribution are
shown in Figure 5-1.
First, we present the results obtained when the computational meshes are refined uni-
formly. Next, we will show the results when mesh adaptivity is considered. Finally, we will
evaluate the improvements of the second refinement strategy.
5.1.1 Uniform Meshing
Table 5.1 summarizes the main results for five different meshes. The initial mesh, consisting
of 34 elements, is the mesh from which all the other meshes are obtained. In each refinement,
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Figure 5-1: Geometry and loads for the cantilever problem in plane stress
Uniform Meshing
Number Number Low. Bound Upp. Bound Bound Low. Bound Upp. Bound
of refin. of elem. λ∗LBh λ
∗UB
h Gap ∆h Error (%) Error (%)
0 34 0.52186 0.75759 0.23573 23.821 10.591
1 136 0.65432 0.71936 0.06503 4.484 5.010
2 544 0.68079 0.69704 0.01624 0.620 1.752
3 2176 0.68349 0.68983 0.00634 0.226 0.699
4 8704 0.68440 0.68662 0.00223 0.093 0.231
Table 5.1: Results for the cantilever problem in plane stress using uniform meshing
a triangle is divided into four smaller triangles. The lower and upper bound relative errors
in the table are computed as follows:
λ∗UBh −λ∗
λ∗
and
λ∗−λ∗LBh
λ∗
. In this case, the exact value λ∗
has been taken to be λ∗ = 0.68504, the average of the upper and lower bounds obtained in
the last adaptive mesh refinement (see Table 5.2).
Figure 5-2 illustrates the deformed geometry for different meshes, and Figure 5-3 shows
the velocity field obtained from the upper bound computations (recall that, in the plane
stress upper bound problem, we used a continuous linear interpolation of the velocities,
which was parameterized by the value of the velocities at the nodes). Notice that only the
right hand side of the cantilever flows.
In Figure 5-4 we observe, graphically, the bounds obtained for each refinement and, also,
the rate of convergence for the bound errors and for the bound gap. Notice that after 4
refinements, with 8704 elements, the maximum relative error is only 0.231%. Moreover, the
upper bound error presents a rate of convergence clearly higher than linear. On the other
hand, the lower bound error converges linearly in the asymptotic range, despite the initial
super-linear convergence.
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Initial mesh After 2 refinements After 4 refinements
Figure 5-2: Cantilever problem - Deformed geometry using uniform meshing
Initial mesh After 1 refinements After 2 refinements
Figure 5-3: Cantilever problem - Nodal velocities
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Figure 5-4: Cantilever problem - Convergence using uniform meshing
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5.1.2 Adaptive Meshing
In Table 5.2 are shown the results obtained when the adaptive mesh procedure introduced in
section 4.6 is used. In this case, five refinements of the original mesh have been performed.
Notice that, with only 2450 elements, the maximum relative error is 0.238%, practically the
same as the one obtained previously with 8704 elements. Moreover, with 5506 elements, the
error reduces to 0.066%, which can be considered negligible in practice.
Adaptive Meshing
Number Number Low. Bound Upp. Bound Bound Low. Bound Upp. Bound
of refin. of elem. λ∗LBh λ
∗UB
h Gap ∆h Error (%) Error (%)
0 34 0.52186 0.75759 0.23573 23.821 10.591
1 90 0.65782 0.71951 0.06169 3.973 5.032
2 300 0.68079 0.69704 0.01625 0.620 1.752
3 882 0.68349 0.68989 0.00640 0.226 0.708
4 2450 0.68440 0.68667 0.00227 0.093 0.238
5 5506 0.68459 0.68549 0.00090 0.066 0.066
Table 5.2: Results for the cantilever problem in plane stress using adaptive meshing
The deformed geometry is shown in Figure 5-5 for three different adaptive meshes. More-
over, Figure 5-6 shows the contribution of each element to the total bound gap. As explained
in section 4.6, our mesh adaptivity procedure is based on refining the elements with higher
contributions to the gap. In Figure 5-7, these elements are identified and filled in blue. From
a qualitative point of view, the adaptive meshing seems to work very well. Notice that, in
Figure 5-6, the most critical elements are located in the center of the cantilever. This can
be interpreted as being the plastic-hinge that appeared in the symmetric cantilevers in [22].
Moreover, the refinement strategy also captures the collapse mechanisms predicted by the
slip-line theory in [22]. Indeed, we observe that the finest elements are aligned in four “slip-
lines” that converge in the plastic-hinge and that divide the cantilever in four regions. In
particular, the region in the left-hand side remains fixed, whereas the right-hand side one
turns as a solid rigid around the plastic-hinge.
In Figure 5-8, we plot the upper and lower bounds computed for each mesh refinement.
Notice the accuracy obtained. Finally, Figure 5-9 compares the performance of the adaptive
meshing strategy versus the uniform meshing. Clearly, the adaptive meshing outperforms
the uniform refinement, enabling us to obtain more accurate results at a lower computational
cost.
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Figure 5-5: Cantilever problem - Deformed geometry using adaptive meshing
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Figure 5-6: Cantilever problem - Elemental contribution to the bound gap ∆eh
After 1 refinement After 3 refinements After 5 refinements
Figure 5-7: Cantilever problem - Adaptive meshing strategy: elements to be refined
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Figure 5-8: Cantilever problem - Bounds using adaptive meshing
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Figure 5-9: Cantilever problem - Comparison of adaptive versus uniform meshing
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5.1.3 Comparison of the Present Adaptive Meshing Strategy with an Al-
ternative, Deformation-based Strategy
In [18], a strategy for adaptive meshing in limit analysis is presented. The strategy can be
based on deformations or on a stress condition. In the first case, only the elements that
deform above a certain threshold are refined. The idea being that an element with zero
strain tensor must not be refined since it does not contribute to the error (in a rigid region
there is no work). In the second case, a triangle is refined if a certain number of its vertices
are “sufficiently” close to the yield surface. Again, the idea is to avoid refining elements
considered to be rigid. As mentioned in [18], the applicability of above two conditions is
hampered by the fact that the collapse fields are not determined uniquely. Moreover, the
strategy is not based on an estimate of the local error and, consequently, it does not seem
to be optimal.
Two different refinement procedures are tried: the regular refinement (this is our re-
finement technique) and the refinement by bisection of longest edge [32]. The conclusion in
[18] is that the strain strategy together with the regular refinement is the best combination.
In this section, we use this adaptive meshing combination to compute the bounds. Then,
we compare its efficiency with our strategy for adaptive meshing, based on the elemental
contribution to the bound gap.
An element is refined if the following inequality is satisfied:
||εeh|| =
√
(εe11)
2 + (εe22)
2 + (εe12)
2 > δ (5.1)
where εeh is the strain tensor for element Ω
e and δ is a given threshold. In this case we have
taken δ = 0.005||εeh||max1. Figure 5-10 shows, for different adaptive meshes, the elemental
deformation measure ||εeh||, upon which one decides the elements to be refined. Notice the
difference between this figure and the equivalent one for our adaptive meshing, Figure 5-
6. As a result, the refined meshes are clearly different, as one can observe by comparing
Figure 5-11 with Figure 5-7. It seems clear that the deformation-based meshing strategy is
overrefining. Indeed, it is not able to capture the slip-lines in the mechanism of collapse (as
opposed to our adaptive meshing strategy) and, consequently, it is refining in areas where it
is not necessary.
The numerical results are summarized in Table 5.3. Additionally, Figure 5-12 illustrates
the better efficiency of our adaptive strategy, since we always require less elements in the
mesh to achieve a given bound gap.
1In our adaptive meshing we used the same criterium, that is, we refined those elements for which ∆eh >
0.005∆ehmax.
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Figure 5-10: Cantilever problem - Elemental measure of deformation ||εeh||
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Figure 5-11: Cantilever problem - Alternative adaptive meshing strategy: elements to be
refined
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Figure 5-12: Cantilever problem - Bound gap rate of convergence for different adaptive
meshing strategies
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Alternative Adaptive Meshing
Number Number Low. Bound Upp. Bound Bound Low. Bound Upp. Bound
of refin. of elem. λ∗LBh λ
∗UB
h Gap ∆h Error (%) Error (%)
0 34 0.52186 0.75759 0.23573 23.820 10.591
1 90 0.65782 0.71951 0.06170 3.973 5.032
2 304 0.68079 0.69704 0.01625 0.621 1.751
3 950 0.68349 0.68982 0.00634 0.227 0.698
4 3265 0.68440 0.68662 0.00223 0.094 0.231
5 11222 0.68457 0.68540 0.00083 0.069 0.053
Table 5.3: Results for the cantilever problem in plane stress using an alternative,
deformation-based, adaptive meshing strategy
x1
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g = ( ) 01
1.0
1/3
(0,0)
Figure 5-13: Geometry and loads for the slotted block problem in plane stress
5.2 Example 2. Slotted Square Block in Plane Stress
In this example, we consider a square block with external thin symmetrical cuts, subject to
a uniform tension in plane stress. Figure 5-13 illustrates the problem. Notice that, in this
case, the depth of the cut has been chosen to be 1/6 of the total height of the block. As
in the previous example, we present first the results corresponding to the uniform meshing
approach and, next, we show the results for the adaptive meshing case.
5.2.1 Uniform Meshing
Table 5.4 shows the bounds computed for six different uniform meshes. Notice that, in the
last refinement, we are dealing with a very fine mesh consisting of 18432 elements. For
this case, the resulting lower bound optimization problem has 258496 equations and 276481
variables, after reducing the original global problem by the introduction of a change of
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Initial mesh After 3 refinements After 5 refinements
Figure 5-14: Slotted block problem 1 - Deformed geometry using uniform meshing
variables (see section 4.3.2). The upper bound problem results in 110816 equations and
147457 variables (without reducing the original global problem). The magnitude of these
problems proves the capacity of the method to solve large, complex limit analysis problems.
For this example, we do not know the exact collapse multiplier solution. Therefore, a
precise measure of the error incurred in our computations is not available. However, to
measure the accuracy, in the last column of Table 5.4 we indicate a maximum relative error,
eh, based on the collapse multiplier predictor λ
pr
h . The predictor is, simply, the average of
the upper and lower bounds. Then, for each refinement, we know that the exact solution
belongs to the interval λprh ± eh.
Uniform meshing
Number of Number of Lower Bound Upper Bound Bound Gap Maximum
refinements elements λ∗LBh λ
∗UB
h ∆h Error eh (%)
0 18 1.0414 1.5690 0.52765 20.213
1 72 1.1830 1.4408 0.25774 9.823
2 288 1.2352 1.3619 0.12662 4.876
3 1152 1.2553 1.3183 0.06303 2.449
4 4608 1.2639 1.2960 0.03206 1.252
5 18432 1.2679 1.2844 0.01643 0.644
Table 5.4: Results for the slotted block problem in plane stress using uniform meshing
Figures 5-14 and 5-15 illustrate, respectively, the deformed geometry and the nodal
velocities for different computational meshes. We can observe that the upper part of the
domain moves as a rigid body, sliding over the lower left region, which remains static.
Moreover, The lower right part is pushed horizontally by the upper region of the body.
Finally, Figure 5-16 shows a linear rate of convergence for the bound gap ∆h.
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Figure 5-15: Slotted block problem 1 - Nodal velocities
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Figure 5-16: Slotted block problem 1 - Convergence using uniform meshing
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Initial mesh After 4 refinements After 9 refinements
Figure 5-17: Slotted block problem 1 - Deformed geometry using adaptive meshing
5.2.2 Adaptive Meshing
We have considered nine refinements of the initial mesh, for which the results are given,
numerically, in Table 5.5. Also, they are shown, graphically, in Figure 5-19. The adaptive
meshing is found to capture the collapse mechanism very accurately. This can be observed in
Figures 5-17 and 5-18. Finally, Figure 5-20 evidences the efficiency of the adaptive meshing
when compared to the uniform meshing. Indeed, the rate of convergence for the bound gap
is much higher in the adaptive case. Notice also that in the sixth adaptive refinement, with
1550 elements, we already obtain a bound gap of only 0.01515. In the uniform meshing,
the finer mesh yielded a bound gap of 0.01643 and used 18435 elements. In the last adap-
tive refinement (5568 elements), the bound gap reduces to 0.00490, which translates into a
maximum error of 0.192%.
Adaptive meshing
Number of Number of Lower Bound Upper Bound Bound Gap Maximum
refinements elements λ∗LBh λ
∗UB
h ∆h Error (%)
0 18 1.0414 1.5690 0.52765 20.213
1 70 1.2181 1.4402 0.22206 8.353
2 254 1.2496 1.3615 0.11190 4.285
3 483 1.2593 1.3202 0.06095 2.363
4 714 1.2663 1.3028 0.03654 1.422
5 1082 1.2690 1.2907 0.02173 0.849
6 1550 1.2703 1.2855 0.01515 0.593
7 2538 1.2710 1.2808 0.00979 0.384
8 3564 1.2714 1.2785 0.00705 0.276
9 5568 1.2719 1.2768 0.00490 0.192
Table 5.5: Results for the slotted block problem in plane stress using adaptive meshing
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Figure 5-18: Slotted block problem 1 - Adaptive meshing strategy: elements to be refined
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Figure 5-19: Slotted block problem 1 - Bounds using adaptive meshing
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Figure 5-20: Slotted block problem 1 - Comparison of adaptive versus uniform meshing
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Figure 5-21: Geometry and loads for the beam problem in plane strain
5.3 Example 3. Beam in Plane Strain
In this example we study a beam subject to uniform tension in plane strain. The section
of the beam is square and has two symmetrical rectangular holes. Figure 5-21 shows the
computational domain and loads considered, as well as the initial finite element mesh. We
consider this example due to its nontrivial geometry and our suspicion of important localiza-
tion in the collapse mechanism. For these reasons, we believe it is a good test to assess the
efficiency and accuracy of our method in plane strain. In particular, we expect to obtain a
reasonable accuracy in the bounds and, also, we expect the adaptive meshing to capture the
localization in the collapse mechanism. No analytical solution is known for this example.
5.3.1 Uniform Meshing
The numerical results obtained when the mesh is refined uniformly are given in Table 5.6.
As we did in Example 2, the last column in the table corresponds to the maximum relative
error associated with the predictor in each refinement. Notice that, for the finest mesh, eh
is 1.012%.
Figure 5-22 shows the deformation of the body at collapse for both the initial and the
final meshes considered. Recall that, in plane strain, the velocities are interpolated by means
of discontinuous linear spaces. Furthermore, they are explicitly forced to be kinematically
admissible. As a result, we observe that many triangles move independently, but in all the
cases they move without losing contact. Indeed, they can only slide over their adjacent
triangles.
Finally, Figure 5-23 illustrates, graphically, the upper and lower bounds computed for the
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Uniform meshing
Number of Number of Lower Bound Upper Bound Bound Gap Max. Rel.
refinements elements λ∗LBh λ
∗UB
h ∆h Error (%)
0 108 1.2913 1.4151 0.12379 4.574
1 432 1.3195 1.3837 0.06419 2.375
2 1728 1.3215 1.3631 0.04163 1.551
3 6912 1.3219 1.3490 0.02703 1.012
Table 5.6: Results for the beam problem in plane strain using uniform meshing
Initial mesh After 3 refinements
Figure 5-22: Beam problem - Deformed geometry using uniform meshing
four uniform meshes under consideration. Also, it shows that the bound gap presents a sub-
linear rate of convergence. This behaviour will also appear in Example 4, where plane strain
is assumed. Recall that, in plane stress, the rate of convergence for the bound gap was, at
least, linear (see Figures 5-16 and 5-4). This seems to suggest that, in terms of convergence,
plane stress behaves better than plane strain. Of course, this is just an observation and no
rigorous extrapolation can be made without a mathematical proof.
5.3.2 Adaptive Meshing
When adaptive meshing is considered, the results improve substantially, as shown in Table
5.7. For instance, with 4788 elements (after 5 refinements), eh = 0.464%. This error is less
than half of the error incurred in the finest uniform mesh, consisting of 6912 elements.
The deformed geometries in Figure 5-24, especially the last one, indicate that the main
plastic deformations are concentrated within a thin region around a 45o inclined line, with
origin in the lower right corner of the interior hole. This plastified region acts as a slip-
line over which the upper part of the body flows. Also, some plastic deformations can be
encountered in the thin region located over the hole. As shown in Figures 5-25 and 5-26,
the adaptive mesh procedure captures very well the plastified regions and concentrates the
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Figure 5-23: Beam problem - Convergence using uniform meshing
Adaptive meshing
Number of Number of Lower Bound Upper Bound Bound Gap Max. Rel.
refinements elements λ∗LBh λ
∗UB
h ∆h Error (%)
0 108 1.2913 1.4151 0.12379 4.574
1 251 1.3128 1.3837 0.07088 2.628
2 645 1.3208 1.3632 0.04246 1.582
3 1354 1.3216 1.3493 0.02762 1.034
4 2444 1.3218 1.3402 0.01844 0.693
5 4788 1.3219 1.3342 0.01232 0.464
Table 5.7: Results for the beam problem in plane strain using adaptive meshing
refinement in those areas.
The upper and lower bounds obtained for each adaptive mesh are shown, graphically, in
Figure 5-27. Although the exact solution is not known, we observe that the lower bound
appears to converge faster than the upper bound. This observation is confirmed in Example
4. Hence, it seems that, in plane strain, the lower bound has a higher rate of convergence
than the upper bound. As shown in Examples 1 and 2, this was not the case in plane stress.
Finally, Figure 5-28 illustrates the gain obtained when mesh adaptivity is used. For instance,
one can observe that the bound gap resulting from the third adaptive mesh is of the same
order as that obtained with the finest uniform mesh. However, in the adaptive case, the mesh
has only 1354 elements, much less than the 6912 elements of the uniform mesh. Thus, with
only 19.6% of the elements, we obtain the same accuracy. For the lower bound problem, this
translates into 15024 equations and 16249 unknowns in the adaptive case, to be compared
to 76432 equations and 82945 unknowns for the uniform case. Moreover, the gain in terms
of the time involved in the solution of the optimization problems is even more dramatic.
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Figure 5-24: Beam problem - Deformed geometry using adaptive meshing
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Figure 5-25: Beam problem - Elemental contribution to the bound gap ∆eh
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Figure 5-26: Beam problem - Adaptive meshing strategy: elements to be refined
83
0 1 2 3 4 51.28
1.3
1.32
1.34
1.36
1.38
1.4
1.42
# of mesh refinements
u
pp
er
 a
nd
 lo
w
er
 b
ou
nd
s
Upper bound
Lower bound
Predictor
Figure 5-27: Beam problem - Bounds using adaptive meshing
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Figure 5-28: Beam problem - Comparison of adaptive versus uniform meshing
84
x1
x2
g = ( ) 01
1.0
0.5
(0,0)
Figure 5-29: Geometry and loads for the slotted block problem in plane strain
5.4 Example 4. Slotted Square Block in Plane Strain
The following example is very similar to Example 2, but in this case we solve it in plane
strain and we consider a cut of 1/4 of the total height of the block, as shown in Figure 5-29.
This example is a classical problem in plane strain limit analysis and is well documented in
the literature. Our main reference for the problem is [16], but it has also been studied in
[14], [4], [15], [7], [18] or, more recently, in [21]. Although a rigorous exact solution does not
seem to be available for this problem, we will consider the extrapolated value λ∗ = 1.13156,
from reference [16], as being sufficiently accurate for our purposes.
With this problem, we pretend to gain some insight about different numerical issues.
First, since the solution is known, we will be able to verify the correctness of our software in
plane strain and address convergence studies for various cases. Moreover, it will be possible to
compare our results with those of other sources. Finally, we pretend to illustrate the relevance
that the choice of the computational mesh might have on the accuracy of the results. Towards
this end, the same problem will be solved starting from three different initial meshes (see, for
instance, Figure 5-30), and we will observe that the accuracies obtained differ substantially.
This is due to the fact that collapse mechanisms are highly localized and, consequently, one
can expect better solutions if the edges of the mesh match, or have similar directions, to
the slip-lines of the real mechanism. In the three meshes considered next, the edges of the
elements define preferential directions in the domain, thereby enhancing the impact of the
mesh in the final results. Therefore, these meshes are very appropriate to illustrate our
point. However, it is worth mentioning that, when a mesh generator is used, the presence
of preferential directions in the mesh is usually limited and, consequently, the impact of the
mesh in the results is clearly reduced.
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The three meshes considered next will be denoted by Th,1, Th,2 and Th,3. In the three
cases, the triangles are obtained by introducing diagonals in squares. In Th,1, the diagonals
follow the direction southwest-northeast; whereas in Th,2 they follow the direction northwest-
southeast. In Th,3, both directions are introduced.
In our problem, two slip-lines exist. The main one has its origin at the end of the cut
and goes down to a point near the right boundary, describing a logarithmic spiral. From
this point, a second discontinuity develops following a direction perpendicular to previous
main slip-line. Then, one expects Th,2 to work better than Th,1, since in Th,2 the preferential
direction is similar to the main slip-line of the mechanism, whereas in Th,1, the preferential
direction only matches the second, less important, slip-line. Finally, Th,3 should be the best
mesh, since more flexibility is introduced and the elements can slide in both directions.
5.4.1 Uniform Meshing
For the three meshes under consideration, the numerical results are summarized in Table 5.8
and the collapse geometries, given in Figure 5-30. Moreover, Figures 5-31 and 5-32 show,
respectively, the upper and lower bounds obtained and, also, the rate of convergence for the
bound gap as well as for the upper and lower bound relative errors. Notice that, as expected,
in terms of bound gap and with only half of the elements, Th,3 outperforms Th,2 which, in
turn, works better than Th,1. It is also remarkable that the errors in the lower bound are, for
the three meshes, clearly inferior to the upper bound ones. This agrees with the observation
in Example 3. In the same line, Figure 5-32 shows that the rate of convergence for the bound
gap is, for all cases, sub-linear, as was also observed in Example 3. This is caused by the
poor convergence rate of the upper bound error, since the lower bound error converges, at
least, linearly. Notice the extraordinary accuracy and rate of convergence obtained in the
lower bound problem for mesh Th,3. Indeed, after 4 refinements, the lower bound error is
only 0.0076% and its rate of convergence is found to be quadratic.
5.4.2 Adaptive Meshing
When mesh adaptivity is used, previous observations are even more valid. Thus, Th,3 con-
tinues to behave clearly better than Th,2 and Th,1, as can be observed in Table 5.9 and in
Figures 5-34 and 5-35 . Also, the upper bound is consistently less accurate than the lower
bound and has a worst convergence rate. Furthermore, Th,3 yields an outstanding accuracy
for the lower bound, with a final relative error of only 0.0021%. It is interesting to compare,
in Figure 5-33, the meshes Th,1 and Th,2 after five refinements. Notice that, in the first case,
the refinement is principally concentrated in a wide region around the main slip-line (the
one starting from the cut and going down to the right side), and less refinement is performed
around the second slip-line (the one in the lower right corner). However, in Th,2, the refine-
ment is very thin around the main slip-line, and a lot of refinement is necessary to capture
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Initial mesh (Th,1) After 2 refinements (Th,1) After 4 refinements (Th,1)
Initial mesh (Th,2) After 2 refinements (Th,2) After 4 refinements (Th,2)
Initial mesh (Th,3) After 2 refinements (Th,3) After 4 refinements (Th,3)
Figure 5-30: Slotted block problem 2 - Deformed geometry using uniform meshing
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Figure 5-31: Slotted block problem 2 - Upper and lower bounds using uniform meshing
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Uniform meshing with initial mesh Th,1
Number Number Low. Bound Upp. Bound Bound Low. Bound Upp. Bound
of refin. of elem. λ∗LBh λ
∗UB
h Gap ∆h Error (%) Error (%)
0 32 0.9952 1.3688 0.37355 12.051 20.966
1 128 1.0760 1.2840 0.20797 4.910 13.472
2 512 1.1069 1.2240 0.11716 2.179 8.169
3 2048 1.1198 1.1862 0.06647 1.039 4.829
4 8192 1.1258 1.1641 0.03833 0.509 2.876
Uniform meshing with initial mesh Th,2
Number Number Low. Bound Upp. Bound Bound Low. Bound Upp. Bound
of refin. of elem. λ∗LBh λ
∗UB
h Gap ∆h Error (%) Error (%)
0 32 0.9109 1.2444 0.33344 19.496 9.972
1 128 1.0341 1.2061 0.17193 8.613 6.587
2 512 1.0871 1.1784 0.09128 3.929 4.139
3 2048 1.1103 1.1601 0.04976 1.879 2.522
4 8192 1.1212 1.1489 0.02770 0.916 1.532
Uniform meshing with initial mesh Th,3
Number Number Low. Bound Upp. Bound Bound Low. Bound Upp. Bound
of refin. of elem. λ∗LBh λ
∗UB
h Gap ∆h Error (%) Error (%)
0 16 1.11405 1.22888 0.114830 1.5478 8.6001
1 64 1.12690 1.20063 0.073735 0.4119 6.1044
2 256 1.13046 1.17785 0.047395 0.0973 4.0911
3 1024 1.13126 1.16057 0.029304 0.0262 2.5636
4 4096 1.13147 1.14956 0.018082 0.0076 1.5904
Table 5.8: Results for the slotted block problem in plane strain using uniform meshing
the second slip-line, whose direction is perpendicular to the edges of the mesh. Clearly, this
agrees with our “theory” about the relevance of the preferential directions.
Figure 5-35 compares the rate of convergence for both the lower bound error and the
bound gap, for the three meshes considered under uniform and adaptive meshing. Clearly,
mesh adaptivity permits gains in both accuracy and convergence. Also, the impact of the
initial mesh is proved.
5.4.3 Comparison of the Results with other Approaches
Finally, we compare our results with two recent sources [16, 21] that also solve this problem,
and make a last comment about meshes and convergence.
In reference [16], a mixed formulation stress-velocities is used to approximate, but not
bound, the collapse multiplier. Linear, continuous interpolations are chosen for both the
stresses and velocities on a triangular finite element mesh whose triangles are oriented as in
the mesh Th,2. Only uniform meshing is considered and the best estimate obtained for λ∗ is
1.13582 for a mesh of 115200 elements. When using a coarser mesh of 7200 elements, the
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Figure 5-32: Slotted block problem 2 - Rates of convergence using uniform meshing
Initial mesh (Th,1) After 3 refinements (Th,1) After 5 refinements (Th,1)
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Initial mesh (Th,3) After 3 refinements (Th,3) After 6 refinements (Th,3)
Figure 5-33: Slotted block problem 2 - Deformed geometry using adaptive meshing
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Figure 5-34: Slotted block problem 2 - Bounds using adaptive meshing
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Figure 5-35: Slotted block problem 2 - Comparison of adaptive versus uniform meshing
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Adaptive meshing with initial mesh Th,1
Number Number Low. Bound Upp. Bound Bound Low. Bound Upp. Bound
of refin. of elem. λ∗LBh λ
∗UB
h Gap ∆h Error (%) Error (%)
0 32 0.9952 1.3688 0.37355 12.051 20.966
1 87 1.0708 1.2840 0.21321 5.370 13.472
2 291 1.1107 1.2240 0.11336 1.843 8.169
3 962 1.1213 1.1862 0.06484 0.907 4.829
4 2821 1.1265 1.1645 0.03802 0.447 2.911
5 6901 1.1290 1.1522 0.02320 0.226 1.824
Adaptive meshing with initial mesh Th,2
Number Number Low. Bound Upp. Bound Bound Low. Bound Upp. Bound
of refin. of elem. λ∗LBh λ
∗UB
h Gap ∆h Error (%) Error (%)
0 32 0.9109 1.2444 0.33344 19.496 9.972
1 74 1.0514 1.2063 0.15494 7.084 6.605
2 262 1.1055 1.1784 0.07295 2.303 4.139
3 807 1.1195 1.1601 0.04063 1.066 2.522
4 2065 1.1256 1.1491 0.02346 0.527 1.550
5 4621 1.1286 1.1428 0.01421 0.261 0.993
Adaptive meshing with initial mesh Th,3
Number Number Low. Bound Upp. Bound Bound Low. Bound Upp. Bound
of refin. of elem. λ∗LBh λ
∗UB
h Gap ∆h Error (%) Error (%)
0 16 1.11405 1.22888 0.114830 1.5478 8.6001
1 38 1.12425 1.20063 0.076386 0.6462 6.1044
2 114 1.13035 1.17830 0.047951 0.1068 4.1309
3 397 1.13126 1.16087 0.029602 0.0261 2.5899
4 1089 1.13147 1.15011 0.018635 0.0076 1.6392
5 2716 1.13153 1.14347 0.011947 0.0029 1.0528
6 5913 1.13154 1.13902 0.007480 0.0021 0.6589
Table 5.9: Results for the slotted block problem in plane strain using adaptive meshing
estimate is 1.14849. Notice that this value is worse than the upper bound we obtain when
we consider adaptive meshing on the initial mesh Th,2. Indeed, with only 4621 elements, we
obtain 1.1428. Moreover, we have the guarantee of an upper bound, as opposed to just an
approximation. The rate of convergence in [16] is linear, which coincides with our results.
No indication of the computational time is given.
In [21], the problem is solved using a lower bound formulation based on a discontinuous,
piecewise linear interpolation of the stresses (the same formulation we use for the lower bound
problem). The initial mesh considered is of the type Th,3, which explains the quadratic
rate of convergence reported when refining the mesh uniformly. Recall (see Figure 5-32)
that this result is only a consequence of the mesh. Indeed, for the lower bound case, the
same formulation yields a linear rate of convergence when using Th,1 or Th,2, whereas Th,3
gives quadratic convergence. Since the formulation in [21] coincides with our lower bound
approach, the numerical results are the same when uniform meshing is used. However, when
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adaptive meshing is considered, considerable gains are obtained. For instance, with 2716
elements, we obtain a lower bound of 1.13153 (error of 0.0029%), whereas in [21], 5776
elements are needed to get a worse lower bound of 1.13150 (0.0052% error). For this case,
the computational time was 110 minutes and 42 seconds, solving in Matlab 5.3 on a 400MHz
desktop. For a similar size of 5913 elements, our bound is 1.13154 (0.0021% error) and we
solve the problem in 14 minutes and 30 seconds (in Matlab 6.0 on a 2.53GHz desktop).
5.5 Computational Cost of Previous Examples
In this section, we give an indication of the computational cost required to solve both the
lower and the upper bound problems for the finest uniform and adaptive meshes used in
all previous examples. For the lower bound problems, we have always solved the optimal
formulations (4.59) (plane stress) and (4.60) (plane strain), which were obtained after in-
troducing a change of coordinates in the original lower bound problem (4.48). Recall that,
with this operation, the problems had 9×E less variables and equations in plane stress, and
6× E in plane strain. However, for the upper bound problems, we have solved the original
formulations (4.83) (plane stress) and (4.84) (plane strain) because, despite working with
matrices of higher dimensions than strictly necessary, we were able to solve these problems
very rapidly.
To solve the bound problems, we used the free software SeDuMi 1.05R5 and SDPT3-3.02
in Matlab 6.5.1 on a Pentiumr4 2.53GHz desktop PC. For both cases, we used the NT
search direction2 (see section 3.2), which is the default direction in SeDuMi and an option in
SDPT3. Regarding the remainder options (termination criteria, choice of IPM parameters,
etc.), we always considered the default choices for both solvers.
Table 5.10 shows, for each example, the number of elements in the meshes considered,
the number of equations and variables (equivalent to the dimensions of the global matrices
in problems (4.59), (4.60), (4.83) or (4.84)), as well as the time (in minutes and seconds)
required to solve the optimization problems.
As a general rule for our problems, we found that SDPT3 was very robust, since it
always yielded optimal solutions. On the other hand, for some cases and always for the lower
bound problem, SeDuMi ran into numerical difficulties that stopped the solution process.
Consequently, it was not able to find a solution. A possible explanation is that, for those
cases, the lower bound matrices might not have full rank or, at least, some of their rows
were almost linearly dependent, which is a typical source of numerical problems. If, for the
problematic examples, more Dirichlet boundary conditions were added, which translated
into some rows of the matrix being removed, the numerical problems normally disappeared
2In our case, the NT direction was much faster than the HKM direction. This is not surprising since, for
SOCP problems, the NT direction requires much less computation to assemble the Schur complement matrix
than the HKM direction does.
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Lower Bound Problem Upper Bound Problem
Example Meshing # elem. # eq. # var. SeDuMi SDPT3 # eq. # var. SeDuMi
Ex. 1 unif. 8704 122176 130561 1:57 4:18 52384 69633 0:21
Cantilever adap. 5506 77252 82591 1:07 1:27 33120 44049 0:14
Ex. 2 unif. 18432 258496 276481 - 11:12 110816 147457 1:22
Block1 adap. 5568 78058 83521 1:07 1:27 33461 44545 0:14
Ex. 3 unif. 6912 76432 82945 2:35 10:26 102864 123201 1:31
Beam adap. 4788 52858 57457 1:51 7:05 71538 85713 0:53
Ex. 4 unif. 8192 90432 98305 - 25:09 122176 146433 1:38
Block2-Th,1 adap. 6901 75979 82813 - 21:43 103243 123879 1:10
Ex. 4 unif. 8192 90432 98305 - 26:27 122176 146433 1:36
Block2-Th,2 adap. 4621 50929 55453 - 11:31 69073 82839 0:43
Ex. 4 unif. 4906 45216 49153 - 8:16 61088 73217 0:38
Block2-Th,3 adap. 5913 65079 70957 - 14:30 88559 106263 0:56
Note: For the cases not solved, SeDuMi ran into numerical problems.
Table 5.10: Computational cost of solving the lower and upper bound problems for the finest
uniform and adaptive meshes used in all previous examples
and SeDuMi worked fine. For the cases that SeDuMi could solve, it was systematically faster
than SDPT3.
Another observation is that the upper bound problem always presented a better compu-
tational behavior than the lower bound problem. Indeed, not only SeDuMi always worked,
but also for a given matrix size, the time required to solve the upper bound problem (less
than 2 minutes for all the cases) was vastly inferior than the time needed for the lower
bound case. For the upper bound case, we always used SeDuMi given that it was faster than
SDPT3.
Notice that we are solving examples of considerable size in limited amounts of time.
For instance, the finest uniform mesh in Example 2 consisted of 18432 elements resulting in
matrices of dimensions (258496, 276481) (lower bound) and (110816, 147457) (upper bound),
and the bound problems were solved in only 11:12 and 1:22, respectively. For the adaptive
case, we dealt with matrices of dimensions (78058, 83521) and (33461, 44545) in 1:07 and
0:14. Finally, we would like to mention that the times reported in Table 5.10 have been
obtained without trying to minimize them. Presumably, those times could be reduced by
playing with the parameters of the algorithms instead of solving for the default choices.
Moreover, using other optimization softwares that are specialized in solving SOCP problems
(like MOSEK [3]) as opposed to general conic programs, we could have probably improved
the computational cost.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
An efficient procedure to compute strict bounds for the exact collapse multiplier in limit
analysis has been presented. The formulation explicitly deals with the exact convex yield
condition, which avoids the need to make linear approximations.
The methodology to compute bounds is based on two major steps. First, the continuous
problem of limit analysis is discretized by means of purely static and purely kinematic finite
element spaces for stresses and plastic flow, which guarantee the attainment of strict lower
and upper bounds, respectively. Only triangular meshes were considered here. Second, the
resulting discrete nonlinear optimization problems must be solved.
Regarding the first step, and once a yield condition and a triangulation are selected (von
Mises was implemented in this case and only triangular meshes were considered), the choice
of the interpolation spaces depends on both the bidimensional model assumed (plane stress or
plane strain) and the problem considered (lower bound or upper bound). Thus, to compute
lower bounds, discontinuous linear interpolations of the stresses were chosen, whereas the
velocity field was approximated by elementally constant spaces together with additional
linear interpolations in the inter-element boundaries. This purely static formulation was
valid for both the plane stress and the plane strain models. Regarding the upper bound
problem, constant stresses on the elements combined with continuous linear velocities was the
kinematic formulation used for the plane stress case. However, for plane strain, the velocities
were interpolated by discontinuous linear spaces, whereas the stresses were approximated
with constant spaces on the elements and additional linear tractions in the inter-element
boundaries. This last formulation was motivated to permit an incompressible flow field,
which is required in plane strain because of the unboundness of the von Mises yield condition.
For all the cases, information about the plastified regions and the collapse fields was obtained
as a result of the bound computations. An important concept is that the attainment of
strict bounds is not the consequence of the continuous problem that is discretized, but of
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the interpolation spaces used.
After discretizing the continuous problem with the above interpolations, the resulting
discrete optimization problems were reformulated under the canonical form of a Conic Pro-
gram. In particular, only Lorentz cones were involved in the lower bound problem; whereas
in the upper bound case, positive orthant cones were used together with Lorentz cones.
For both cases, a suitable change of coordinates could be used to substantially reduced the
dimensions of the problems. The possibility to cast the bound problems under simple conic
forms presents numerous advantages. First, the convex properties of the limit analysis model
are optimally exploited by using, as the solution algorithm, primal-dual interior point meth-
ods that have been developed for conic programs and that explicitly consider the primal
and dual forms of the problem. These techniques, which are the state of the art in modern
convex optimization, guarantee efficiency in the solution process and global convergence to
the optimal solutions. Moreover, numerous software already exist to solve these problems,
and further improvements are expected since conic optimization is currently a very active
area of research. Finally, notice that the use of Lorentz cones leads to optimization prob-
lems of the Second Order Cone type, whose complexity is only slightly superior than Linear
Programming. This permits large problems to be solved in limited computational times.
An important contribution of the present work is the novel adaptive meshing procedure
introduced to refine the computational meshes. The method takes the total bound gap
(difference between upper and lower bound) as the measure of the computational error, and
refines the mesh searching for the maximum reduction of the gap. It turns out that the
total bound gap can be decomposed as the sum of positive contributions coming from each
element in the mesh and, also, from the inter-element boundaries in case that discontinuous
interpolations of the velocities are considered. After computing the contribution of each
element to the total bound gap, the method only refines those elements which are responsible
for the major part of the numerical error. Therefore, and unlike other recent approaches,
the refinement strategy is based on local error measures and not on heuristic estimates.
The efficiency of the above methodology was proved on various two-dimensional examples
in plane stress and plane strain. For all the cases, an excellent accuracy (errors of less
than 1%) was obtained with relatively low computational cost. As a reference, problems
involving several thousands of elements were solved in few minutes. The adaptive meshing
strategy proved to be very efficient, permitting outstanding gains in computational power
when compared to the uniform meshing approach. Typically, with only half of the elements,
it yielded results two or three times more accurate than those obtained with uniform meshing.
This was possible because the adaptive meshing was found to capture very accurately the
collapse mechanisms, which are usually highly localized.
Another important feature of the present approach is that it provides certificates enabling
the bounds to be verified a posteriori, without the need to have the computer program used
in the calculations. This comes from the fact that any combination of stresses and velocities
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that belong to purely static/kinematic interpolation spaces and that are feasible for the
lower/upper bound problems, are guaranteed to yield strict bounds. In today’s engineering,
reliability in the numerical results is a very relevant issue, which is guaranteed by the present
method.
Finally, Table 6.1 compares the most recent works in limit analysis with the present
approach.
Reference Mesh F.E. Optimization
and year LB UB Adap. Discretization Method Pros Cons
-Rectangles: DC -Exploits duality -No bounds,
stresses and CB MSN as IPM only estimates
[16, 18] X∗ flow. (easily written -Restricted to
1999-00 -Triangles: CL as SOCP) von Mises type
stresses and flow yield criteria
-LB: DL stresses -Seems applicable -Duality not
to all convex exploited
-UB: DC stresses, NLP with yield surfaces -NLP is not robust
[23, 24] X X DL flow and quasi-Newton (but smoothness - Lacks unification
2002 DL inter-element method required) in LB and UB
velocities -Restricted to
linear FE
-LB: DL stresses, -Exploits duality -Only LB is
[21] X (DC flow and DL Primal-Dual -Any yield surface computed
2003 inter-element IPM -Any FE
velocities) discretization
-LB: As in [21] -Exploits duality -Not general to
-UB-pl.stress: DC Conic -Fits into canonical any yield condition
stresses, CL flow. Primal-Dual form of CP -Restricted to
Present X X X -UB-pl.strain: DC IPM -Unified framework linear FE
Work stresses, DL flow (SOCP enough) for LB and UB
and DL inter- -Adaptivity based
element tractions on local error
NOMENCLATURE:
X: accomplished; X∗: partially accomplished (based on heuristics)
LB: Lower Bound; UB: Upper Bound
NLP: Nonlinear Programming; IPM: Interior Point Method; MSN: Minimization of a Sum of Norms
SOCP: Second-order Cone Programming; CP: Conic Programming
DC: Discontinuous, constant; DL: Discontinuous, linear; CL: Continuous, linear; CB: Continuous, bilinear
Table 6.1: Overview of different, recent approaches in limit analysis
Notice that the approach presented in this thesis is the first work that provides a unified
framework for computing upper and lower bounds using an efficient formulation and solution
process. As a consequence, the treatment of rigid-plastic limit analysis (with numerical
reliability guaranteed) is ready to be used in real, complex problems as a supplement to
other models. Maybe, the main drawback of the method is its lack of generality with respect
to the yield criteria, since not all general yield conditions can be modelled in the form of
Lorentz Cones.
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6.2 Future Work
The method presented can be extended in many ways. For instance, the treatment of three-
dimensional problems for the von Mises yield condition can be already implemented in a
straightforward manner, as a natural extension of the formulation given for the plane strain
model.
Another interesting extension, with very relevant applications, could be to incorporate
in the method the possibility to not only compute bounds for the collapse loads, but also for
linear functionals of the exact weak solutions to the linear elastic equations. Although this
application seems to be completely different from the one presented here, it turns out that
the underlying formulation for both applications is very similar and, consequently, all the
machinery developed for limit analysis could be used for linear elasticity. In this last case,
the resulting discrete optimization problems would be Linear Programs, which are easier
and quicker to solve.
The application to shakedown analysis of the general principles presented in this thesis is
another possible extension to be considered. In fact, limit analysis can be seen as a particular
case of shakedown analysis when the loading domain shrinks to a point, that is, when no
variability of the load distribution is allowed. Moreover, in the shakedown theory also exist
a static and kinematic principle that are parallel to the limit analysis ones. The fact that
SOCP has recently been applied to shakedown analysis [27] (despite only considering plane
stress problems and approximations to the collapse loads), is a promising indication of the
viability of the extension.
Finally, another issue to be studied is the application of the methodology to more general
yield conditions. Although at first sight, modelling a particular yield criterion by means
of a Lorentz cone may seem inviable, sometimes the introduction of additional variables
makes it possible. For instance, many different problems like (convex) quadratic programs,
quadratically-constrained quadratic programs and many other nonlinear convex optimization
problems can be reformulated as SOCPs [25]. Even going further, Conic Programming is
wider than SOCP, thereby offering more flexibility in the yield conditions that could be
considered within the framework presented in this thesis.
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Appendix A
Feasibility of the Equilibrium
Equations for the Lower Bound
Problem
As was explained in chapter 4, the total number of discrete equilibrium equations in the lower
bound problem raises to 2×E + 4× (|EO|+ |EN |): 2×E internal equilibrium equations of
the type (4.22) and 4× (|EO|+ |EN |) edge equilibrium equations of the type (4.31-4.34) or
(4.37-4.40). On the other hand, if we do not consider1 the unknown λ, the total number of
unknowns is 9×E. Now, we try to analyze under which conditions this system of equations
is guaranteed to be feasible and, in particular, if the number of unknowns is greater than
the number of equations.
Notice that, for a triangular mesh, the following equation holds: 3×E+(|EN |+ |ED|) =
2× |E|. Using this equation and the identity |EO|+ |EN | = |E| − |ED|, the total number of
equations in the system is 8×E+2× (|EN | − |ED|). Assuming linearly independence of the
equations, a necessary and sufficient condition for feasibility is that the number of unknowns
be greater or equal than the total number of equations. This translates into the following
condition on the mesh:
E ≥ 2× (|EN | − |ED|). (A.1)
It is worth mentioning that inequality (A.1) might be violated for trivial meshes composed
of very few elements. However, for larger meshes, above inequality always holds, since the
number of elements E grows with 1/h2, whereas the number of boundary edges grows like
1/h. Therefore, it seems reasonable to conclude that, for non trivial examples, the feasibility
of the discrete equilibrium equations is guaranteed.
1The reason for not considering λ here is because we are interested in understanding if we have introduced
enough degrees of freedom in the stresses to solve the system of discrete equilibrium equations for a given
nonzero λ. Notice that the system is always feasible for λ = 0, since we only need to set to zero all the
stresses. But clearly, we are not interested in a lower bound equal to zero.
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There is a case, however, that may cause infeasibility in the system of equations, even if
(A.1) is satisfied. This occurs when an element is in a corner of the domain and two of its
edges belong to EN . Then, for the corner node, 4 scalar equations of the type (4.37-4.40) are
imposed. Since the node only has 3 independent unknowns (the 3 stresses), the system may
become infeasible. However, this is a problem that can be solved easily by lightly modifying
the mesh. Indeed, a possible way to overcome it is by identifying the problematic elements
in the mesh and, then, postprocessing the mesh so that there is always an edge incident
to every corner of the domain. This operation is both easy and computationally cheap to
perform.
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Appendix B
Satisfaction of the Yield Condition
over the Continuum
Recall that, to obtain a lower bound in plane stress1, we require that: σh(x) ∈ B1,h, ∀x ∈ Ω.
However, we only impose this pointwise property explicitly over the nodes of each triangle, by
means of 3×E inequalities of the form (4.15), and we claim that this is enough to guarantee
that the yield condition is not violated in any point of the domain. To prove this argument,
we will focus on an element Ωe, and we will show that if the yield condition is verified in
each of its three nodes, then any other point in the triangle directly satisfies the condition.
For simplicity, we will avoid carrying out the superscript e in the next expressions.
The imposition of (4.15) to the 3 nodes of the element Ωe implies that:


(σ11 − σ12)2 + (σ11)2 + (σ12)2 + 6(σ13)2 ≤ 2σ2y
(σ21 − σ22)2 + (σ21)2 + (σ22)2 + 6(σ23)2 ≤ 2σ2y
(σ31 − σ32)2 + (σ31)2 + (σ32)2 + 6(σ33)2 ≤ 2σ2y
(B.1)
Assuming (B.1), we need to prove that:
(σ1(x)− σ2(x))2 + σ1(x)2 + σ2(x)2 + 6σ3(x)2 ≤ 2σ2y , ∀x ∈ Ωe. (B.2)
Towards this end, we insert the linear interpolation (4.7) into the left-hand side of (B.2),
thereby obtaining:
LHS =
(
3∑
a=1
(σa1 − σa2)Na(x)
)2
+
(
3∑
a=1
σa1Na(x)
)2
+
(
3∑
a=1
σa2Na(x)
)2
+6
(
3∑
a=1
σa3Na(x)
)2
(B.3)
1Here, we are working with the admissible set of stresses B1,h, which is associated to plane stress. For the
plane strain model, exactly the same line of argument holds.
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After expanding, doing the necessary algebra and regrouping terms, we have:
LHS = αN1(x)
2+βN2(x)
2+ γN3(x)
2+ δ 2N1(x)N2(x)+ ² 2N1(x)N3(x)+ ζ 2N2(x)N3(x),
(B.4)
where
α = (σ11 − σ12)2 + (σ11)2 + (σ12)2 + 6(σ13)2 (B.5)
β = (σ21 − σ22)2 + (σ21)2 + (σ22)2 + 6(σ23)2 (B.6)
γ = (σ31 − σ32)2 + (σ31)2 + (σ32)2 + 6(σ33)2 (B.7)
δ = (σ11 − σ12)(σ21 − σ22) + σ11σ21 + σ12σ22 + 6σ13σ23 (B.8)
² = (σ11 − σ12)(σ31 − σ32) + σ11σ31 + σ12σ32 + 6σ13σ33 (B.9)
ζ = (σ21 − σ22)(σ31 − σ32) + σ21σ31 + σ22σ32 + 6σ23σ33 (B.10)
From (B.1), it is apparent that α ≤ 2σ2y , β ≤ 2σ2y and γ ≤ 2σ2y . Let us now add the first two
inequalities in (B.1):
[
(σ11 − σ12)2 + (σ21 − σ22)2
]
+
[
(σ11)
2 + (σ21)
2
]
+
[
(σ22)
2 + (σ12)
2
]
+ 6
[
(σ13)
2 + (σ23)
2
] ≤ 4σ2y .
(B.11)
Using the following simple inequality 2ab ≤ a2 + b2 in (B.11), we obtain:
[
2(σ11 − σ12)(σ21 − σ22)
]
+
[
2σ11σ
2
1
]
+
[
2σ22σ
1
2
]
+ 6
[
2σ13σ
2
3
] ≤ 4σ2y , (B.12)
which shows that δ ≤ 2σ2y . Using an analogous argument with the first and third inequalities
in (B.1), one can prove that ² ≤ 2σ2y . Likewise, adding and manipulating the second and
third inequalities results in ζ ≤ 2σ2y . Taking into account that all the coefficients in (B.4)
are bounded by 2σ2y , we obtain the following inequality for the LHS:
LHS ≤ 2σ2y
[
N1(x)
2 +N2(x)
2 +N3(x)
2 + 2N1(x)N2(x) + 2N1(x)N3(x) + 2N2(x)N3(x)
]
LHS ≤ 2σ2y [N1(x) +N2(x) +N3(x)]2 ≡ 2σ2y (B.13)
where we have used the identity: N1(x) +N2(x) +N3(x) = 1. This shows that (B.2) holds,
thereby proving our statement.
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Appendix C
Discretization of the Equilibrium
Equations for the Upper Bound
Problem
C.1 Equilibrium Constraint in Plane Stress
We need to discretize the equilibrium equation a(σ,u) = λF (u), ∀u ∈ Y , where a(σ,u) is
given in (2.2-2.3). Towards this end, we replace the stresses σ and velocities u by their
global interpolations (4.61) and (4.63)1, respectively, as follows:
a(σ,u) = λF (u) =⇒
2∑
i,j=1
∫
Ω
σij
∂ui
∂xj
dV = λ
2∑
i=1
(∫
Ω
fiui dV +
∫
ΓN
giui dS
)
, (C.1)
E∑
e=1
N∑
A=1
2∑
i,j=1
∫
Ω
σeijψe(x)u
A
i
∂φA(x)
∂xj
dV = λ
N∑
A=1
2∑
i=1
uAi
(∫
Ω
fiφA(x) dV +
∫
ΓN
giφA(s) dS
)
,
(C.2)
where φA(s) is the restriction of φA(x) to the boundary Γ
N . Taking into account that the
stress shape function ψe(x) is equal to 1 inside the element Ω
e and vanishes outside, (C.2)
can be simplified as shown next:
E∑
e=1
N∑
A=1
2∑
i,j=1
∫
Ωe
σeiju
A
i
∂N eA(x)
∂xj
dV = λ
N∑
A=1
2∑
i=1
uAi
E∑
e=1
(∫
Ωe
fiN
e
A(x) dV +
∫
ξNe
giN
e
A(s) dS
)
(C.3)
Notice that we have substituted φA(x) by N
e
A(x) because the integrals are now restricted
to the elements. To avoid a cumbersome notation, we have decided to maintain the global
1To simplify the notation in the next expressions, the elemental stress components will use the double
index σeij , i, j = 1 : 2.
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nodal index A in the local shape functions. Rigorously, we should have used the local index
a. However, since there exists a mapping that relates global to local nodal numbering, one
can work with either index. Finally, in matrix form, and using the notation N ea,i =
∂Nea(x)
∂xi
where i = 1 : 2, we obtain:
E∑
e=1
N∑
A=1
(
uA1 , u
A
2
)( ∫
Ωe N
e
A,1 dV 0
∫
Ωe N
e
A,2 dV
0
∫
Ωe N
e
A,2 dV
∫
Ωe N
e
A,1 dV
) σ
e
11 ≡ σe1
σe22 ≡ σe2
σe12 ≡ σe3

 = (C.4)
= λ
N∑
A=1
(
uA1 , u
A
2
) ∑Ee=1
(∫
Ωe f1N
e
A(x) dV +
∫
ξNe
g1N
e
A(x) dS
)
∑E
e=1
(∫
Ωe f2N
e
A(x) dV +
∫
ξNe
g2N
e
A(x) dS
)

 , (C.5)
or, equivalently,
E∑
e=1
N∑
A=1
(uAh )
TBe
A
σ˜eh = λ
N∑
A=1
(uAh )
TFAh , (C.6)
Finally, we can write above expression in a more compact form by using global matrices and
vectors, as follows:
(uh)
TAeqσ˜h = λ(uh)
TF eqh , (C.7)
where
Aeq =


B1
1
B2
1
· · · · · · BE
1
B1
2
B2
2
· · · · · · BE
2
...
. . .
...
...
. . .
...
B1
A
· · · · · · · · · BE
A


; uh =


u1h
...
uAh
...
uNh


; σ˜h =


σ˜1h
...
σ˜eh
...
σ˜Eh


; F eqh =


F 1h
...
FAh
...
FNh


. (C.8)
Clearly, the dimensions of the matrix Aeq are (2×A, 3×E). Since equation (C.7) must be
satisfied ∀uh ∈ Y UBh , one can eliminate the nodal displacement vector uh, thereby obtaining
the following global equilibrium equation:
Aeqσ˜h = λF
eq
h . (C.9)
C.2 Equilibrium Constraint in Plane Strain
In plane strain, the weak form of equilibrium is given by:
a(σ, t,u) = λF (u), ∀u ∈ Y (C.10)
2∑
i,j=1
∫
Ω
σij
∂ui
∂xj
dV
︸ ︷︷ ︸
1
+
∑
ξe
′
e ∈EO
2∑
i′=1
∫
ξe
′
e
t
ξe
′
e
i′ (u
e′
i′ − uei′) dS
︸ ︷︷ ︸
2
= λ
2∑
i=1
(∫
Ω
fiui dV +
∫
ΓN
giui dS
)
︸ ︷︷ ︸
3
, ∀u ∈ Y
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To discretize (C.10), we insert the interpolations (4.64) (for uh), (4.65) (for σh) and (4.66)
(for th). Notice that the terms (1) and (3) in above equation are the same as in the plane
stress case. Moreover, the interpolations in plane strain for the stresses σh and the velocities
uh either coincide or are very similar to the plane stress ones. Therefore, given the analogy
to the plane stress case, we avoid going through all the algebra for the terms (1) and (3), and
we directly present the final results. Using (4.64) and (4.65), term 1 results in the following
expression:
E∑
e=1
3∑
a=1
(ua,e1 , u
a,e
2 )
( ∫
Ωe N
e
a,1 dV 0
∫
Ωe N
e
a,2 dV
0
∫
Ωe N
e
a,2 dV
∫
Ωe N
e
a,1 dV
) σ
e
1
σe2
σe3

 =
=
E∑
e=1
(
3∑
a=1
(ua,eh )
TBe
a
)
σ˜eh =
E∑
e=1
(
u1,e, u2,e, u3,e
) B
e
1
Be
2
Be
3

 σ˜eh = E∑
e=1
ueBeσ˜eh = (u˜h)
T A˜
eq1
σ˜h,
(C.12)
where u˜h is a vector collecting the 6×E nodal displacements, A˜
eq1
is a matrix of dimensions
(6× E, 3× E) and σ˜h is a 3× E vector of elemental stresses (the same as in (C.8)).
Regarding term 3, using (4.64) we obtain:
E∑
e=1
3∑
a=1
(ua,e1 , u
a,e
2 )

 ∫Ωe fe1N eA(x) dV + ∫ξNe gξNe1 N eA(x) dS∫
Ωe f
e
2N
e
A(x) dV +
∫
ξNe
g
ξNe
2 N
e
A(x) dS

 = E∑
e=1
(
3∑
a=1
(ua,eh )
TF h
e
a
)
=
=
E∑
e=1
(
u1,e, u2,e, u3,e
) F h
e
1
F h
e
2
F h
e
3

 = E∑
e=1
ueF h
e = (u˜h)
T F˜ h
eq
, (C.14)
where F˜ h
eq
is a vector of 6× E discontinuous nodal forces.
Next, we discretize term 2. Towards this end, let nξ
e′
e and τ ξ
e′
e be orthonormal vectors,
following the directions x1′ and x2′ respectively, but expressed in the conventional rectangular
coordinates x1 − x2. Now, term 2 can be rewritten as:
∑
ξe
′
e ∈EO
∫
ξe
′
e
(t
ξe
′
e
1′ , t
ξe
′
e
2′ )
(
(ue
′
h − ueh) · nξ
e′
e
(ue
′
h − ueh) · τ ξ
e′
e
)
dS =
∑
ξe
′
e ∈EO
∫
ξe
′
e
(t
ξe
′
e
1′ , t
ξe
′
e
2′ )

 nξe′e1 nξe′e1
τ
ξe
′
e
1 τ
ξe
′
e
1


︸ ︷︷ ︸
Mξ
e′
e
(
ue
′
1 − ue1
ue
′
2 − ue2
)
dS
(C.15)
To simplify the notation in the next expressions, we will avoid carrying out the indices on the
edge ξe
′
e , which will simply be denoted as ξ. Let us now forget the sum over all the internal
edges and concentrate on the discretization of a single integral. But before, we introduce
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the following notation for the interpolation of the displacements on the edge considered:
uei (s) = u
α1
i N
ξ
1 (s) + u
α2
i N
ξ
1 (s); u
e′
i (s) = u
β1
i N
ξ
1 (s) + u
β2
i N
ξ
1 (s); i = 1 : 2 (C.16)
Now, introducing in (C.15) the interpolations (4.66) for th, and (C.16) for u
e
h and u
e′
h , we
have:
∫
ξ
(t1,ξ1′ N
ξ
1 + t
2,ξ
1′ N
ξ
2 , t
1,ξ
2′ N
ξ
1 + t
2,ξ
2′ N
ξ
2 )M
ξ


(
uβ11 − uα11
)
N ξ1 +
(
uβ21 − uα21
)
N ξ2(
uβ12 − uα12
)
N ξ1 +
(
uβ22 − uα22
)
N ξ2

 dS (C.17)
Expanding (C.17), we obtain:
(t1,ξ1′ , t
1,ξ
2′ )B
ξ
11
(
uβ11 − uα11
uβ12 − uα12
)
+ (t1,ξ1′ , t
1,ξ
2′ )B
ξ
12
(
uβ21 − uα21
uβ22 − uα22
)
+
(t2,ξ1′ , t
2,ξ
2′ )B
ξ
12
(
uβ11 − uα11
uβ12 − uα12
)
+ (t2,ξ1′ , t
2,ξ
2′ )B
ξ
22
(
uβ21 − uα21
uβ22 − uα22
)
, (C.18)
where Bξ
ij
=M ξ
∫
ξ
N ξi N
ξ
j dS, for i, j = 1 : 2. Now, we relate the local displacements to the
global vector of displacements u˜h. This is done by means of two matrices, A
ξ
1
and Aξ
2
, of
dimensions (2, 6× E):(
uβ11 − uα11
uβ12 − uα12
)
= Aξ
1
u˜h;
(
uβ21 − uα21
uβ22 − uα22
)
= Aξ
2
u˜h. (C.19)
Finally, doing the necessary algebra, (C.18) results in the following expression:
(u˜h)
T
(
(Aξ
1
)T (Aξ
2
)T
)( (Bξ
11
)T (Bξ
12
)T
(Bξ
12
)T (Bξ
22
)T
)
︸ ︷︷ ︸
Aeq2
ξ


t1,ξ1′
t1,ξ2′
t2,ξ1′
t2,ξ2′

 = (u˜h)TAeq2ξ tξh. (C.20)
Expression (C.20) gives the contribution of the edge ξe
′
e to the term 2. The last step is to
sum over all the internal edges, as follows:
∑
ξe
′
e ∈EO
(u˜h)
TAeq2
ξe
′
e
t
ξe
′
e
h = (u˜h)
T A˜
eq2
th, (C.21)
where A˜
eq2
is a (6×E, 4×|EO|) global matrix and th is a 4×|EO| vector collecting the nodal
tractions for each interior edge.
Finally, considering (C.12), (C.14) and (C.21), the discretization of the equilibrium con-
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straint (C.10) takes the following form:
(u˜h)
T A˜
eq1
σ˜h + (u˜h)
T A˜
eq2
th = λ(u˜h)
T F˜ h
eq
, ∀u˜h ∈ Y UBh . (C.22)
Since (C.22) must hold for all uh in Y
UB
h , we can remove the displacement vector from the
equation, thereby obtaining:
A˜
eq1
σ˜h + A˜
eq2
th = λF˜ h
eq
. (C.23)
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