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1. Introduction
Thiswork ismainly concernedwith the existence and uniqueness of an asymptotically almost automorphicmild solution
to the abstract fractional partial integro-differential neutral equation with unbounded delay
d
dt
D(t, ut) =
∫ t
0
(t − s)α−2
Γ (α − 1) AD(s, us)ds+ g(t, ut), t ≥ 0, (1)
u0 = ϕ ∈ B, (2)
where 1 < α < 2,D(t, ϕ) = ϕ(0) + f (t, ϕ), A : D(A) ⊂ X → X is a linear densely defined operator of sectorial
type on a Banach space X, the history ut : (−∞, 0] → X, defined by ut(θ) = u(t + θ), belongs to an abstract phase
spaceB defined axiomatically, and f , g are functions subject to some additional conditions. We notice that the convolution
integral in (1) is known as the Riemann–Liouville fractional integral (see [1–3]). Neutral differential equations arise in
many areas of applied mathematics, and for this reason, this type of equation has received much attention in recent years
(see [4–9]). Due to their applications in several fields of science [10–12], fractional differential equations are attracting
increasing interest, because of their numerical treatment. Properties of the solutions have been studied in several contexts
(see [13,14,1–3,15–17] and references therein). Periodicity study is one of the most attracting topics in mathematical
analysis due to its possible application in areas such as physics, economics, mathematical biology, and engineering. On
this subject, we refer the reader to the extensive bibliography in [18–26,5,27]. In particular, the concept of asymptotically
almost automorphy, which is the central issue to be discussed in this work, was introduced by N’Guérékata [28]. Since
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then, these functions have generated lots of developments and applications; we refer the reader to [29,24,25,27] and the
references therein. To the best of the authors’ knowledge, the existence of asymptotically almost automorphic solutions for
abstract fractional integro-differential neutral equations is a subject that has not been treated in the literature. In particular,
to illustrate ourmain results, we examine sufficient conditions for the existence and uniqueness of an asymptotically almost
automorphic solution to a concrete partial fractional integro-differential neutral equation with delay (see Section 4).
2. Preliminaries
Let (X, ‖ · ‖), (Z, ‖ · ‖Z), (W, ‖ · ‖W) be Banach spaces. The notations C(R,Z), BC(R,Z), and C0(R+,Z) stand for the
collection of all strongly continuous functions from R into Z, the Banach space of all bounded continuous functions from R
into Z equipped with the sup norm ‖ · ‖∞ on the entire real number line and the Banach space of all bounded continuous
functions ϕ from R+ into Z, which vanish at infinity, endowed with the sup norm ‖ · ‖∞ on R+, respectively. Similarly,
C(R× Z,W) and BC(R× Z,W) stand, respectively, for the class of all jointly continuous functions from R× Z intoW and
the collection of all jointly bounded continuous functions from R×Z intoW. Let K ⊂ Z and I ⊂ R. Let CK (I×Z,W) denote
the collection of functions f : I × Z → W such that f (t, ·) is uniformly continuous on K for every t ∈ I ⊆ R. Similarly,
C0(R+ × Z,W) stands for the space of the continuous functions f : R+ × Z→ W such that limt→∞ f (t, z) = 0 uniformly
for z ∈ C , where C ⊂ Z is any compact subset.
A closed and linear operatorA is said to be sectorial of typeµ and angle θ if there exists 0 < θ < pi2 ,M > 0 andµ ∈ R such
that its resolvent exists outside the sectorµ+ Sθ = {µ+ λ : λ ∈ C, |arg(−λ)| < θ}, and ‖(λ− A)−1‖ ≤ M|λ−µ| , λ 6∈ µ+ Sθ .
Definition 2.1. Let A be a closed and linear operator with domain D(A) defined on a Banach space X. We call A the
generator of a solution operator if there exist µ ∈ R and a strongly continuous function Sα : R+ → L(X) such that
{λα : Re(λ) > µ} ⊂ ρ(A) and λα−1(λα − A)−1x = ∫∞0 e−λtSα(t)xdt, Re(λ) > µ, x ∈ X. In this case, Sα(·) is called the
solution operator generated by A.
We note that, if A is sectorial of type µ with 0 < θ < pi(1 − α2 ), then A is the generator of a solution operator given by
Sα(t) = 12pi
∫
γ
eλtλα−1(λα − A)−1dλ, where γ is a suitable path lying outside the sector µ + Sθ . Recently, Cuesta [1] has
proved that, if A is a sectorial operator of type µ < 0, for someM > 0 and 0 < θ < pi(1− α2 ), there is C > 0 such that
‖Sα(t)‖ ≤ CM1+ |µ|tα , t ≥ 0. (3)
We now introduce some classical and new notions of asymptotically almost automorphy.
Definition 2.2. A function f ∈ C(R,X) is said to be almost automorphic if, for every sequence of real numbers (s′n)n∈N,
there is a subsequence (sn)n∈N ⊂ (s′n)n∈N such that g(t) := limn7→∞ f (t + sn) in X is well defined for each t ∈ R, and
f (t) = limn7→∞ g(t − sn) in X for all t ∈ R.
The space of all almost automorphic functions, denoted by AA(X), endowed with the norm ‖ · ‖∞ is a Banach space [30].
Definition 2.3. A function f ∈ C(R× Z,W) is said to be almost automorphic in t ∈ R for each z ∈ Z if, for every sequence
of real numbers (σn)n∈N, there is a subsequence (sn)n∈N ⊂ (σn)n∈N such that g(t, z) := limn7→∞ f (t + sn, z), inW is well
defined for each t ∈ R and each z ∈ Z and f (t, z) = limn7→∞ g(t − sn, z), inW for each t ∈ R and for every z ∈ Z. The
collection of such functions will be denoted by AA(Z,W).
Definition 2.4. A function f ∈ C(R+,Z) is said to be asymptotically almost automorphic if it can bewritten as f = g+h, t ∈
R+, where g ∈ AA(Z) and h ∈ C0(R+,Z). Denote by AAA(Z) the set of all such functions.
Definition 2.5. A function f ∈ C(R+ × Z,W) is said to be asymptotically almost automorphic in t uniformly in x ∈ Z if it
can bewritten as f = g+h, where g ∈ AA(Z,W) and h ∈ C0(R+×Z,W). Denote by AAA(Z,W) the set of all such functions.
Definition 2.6. A function f ∈ C(R,Z) is said to be compact almost automorphic if, for every sequence of real numbers
(σn)n∈N, there exists a subsequence (sn)n∈N ⊂ (σn)n∈N such that g(t) := limn→∞ f (t + sn), and f (t) = limn→∞ g(t − sn)
uniformly on compact subsets of R. The collection of those functions will be denoted by AAc(Z).
Definition 2.7. A function f ∈ C(R × Z,W) is said to be compact almost automorphic in t ∈ R if, for every sequence
of real numbers (σn)n∈N, there exists a subsequence (sn)n∈N ⊂ (σn)n∈N such that g(t, z) := limn7→∞ f (t + sn, z), and
f (t, z) = limn7→∞ g(t − sn, z), in W, where the limits are uniform on compact subsets of R, for each z ∈ Z. The space
of such functions will be denoted by AAc(Z,W).
Definition 2.8. A continuous function f ∈ C(R+,Z) is said to be compact asymptotically almost automorphic if it can be
written as f = g + h, where g ∈ AAc(Z) and h ∈ C0(R+,Z). Denote by AAAc(Z) the set of all such functions.
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Definition 2.9. A function f ∈ C(R+ × Z,W) is said to be compact asymptotically almost automorphic if it can be written
as f = g + h, where g ∈ AAc(Z,W) and h ∈ C0([0,∞)× Z,W). Denote by AAAc(Z,W) the set of all such functions.
We will herein define the phase space B axiomatically, using ideas and notations developed in [31]. More precisely, B
denotes the vector space of functions defined from (−∞, 0] into X endowed with a seminorm denoted ‖ · ‖B and such that
the following axioms hold.
A. If x : (−∞, σ + b)→ Xwith b > 0, is continuous on [σ , σ + b) and xσ ∈ B, then for each t ∈ [σ , σ + b) the following
conditions hold:
(i) xt is inB,
(ii) ‖x(t)‖ ≤ H‖xt‖B ,
(iii) ‖xt‖B ≤ K(t − σ) sup{‖x(s)‖ : σ ≤ s ≤ t} +M(t − σ)‖xσ‖B ,
where H > 0 is a constant, and K ,M : [0,∞) 7→ [1,∞) are functions such that K(·) and M(·) are respectively
continuous and locally bounded, and H, K ,M are independent of x(·).
A1. If x(·) is a function as in (A), then xt is aB-valued continuous function on [σ , σ + b).
B. The spaceB is complete.
C2. If (ϕn)n∈N is a sequence of continuous functions with compact support defined from (−∞, 0] into X, which converges
to ϕ uniformly on compact subsets of (−∞, 0], then ϕ ∈ B and ‖ϕn − ϕ‖B → 0 as n→∞.
Remark 2.10. SinceB satisfies axiom (C2), the spaceBC((−∞, 0];X) is continuously included inB. Thus, there is a constant
L > 0 such that ‖ϕ‖B ≤ L . supθ≤0 ‖ϕ(θ)‖ for every ϕ ∈ BC((−∞, 0];X); see details in [31, Proposition 7.1.1].
Definition 2.11. Let S(t) : B 7→ B be the C0-semigroup defined by S(t)ϕ(θ) = ϕ(0) on [−t, 0] and S(t)ϕ(θ) = ϕ(t + θ)
on (−∞,−t]. The phase spaceB is called a fading memory if ‖S(t)ϕ‖B → 0 as t →∞ for each ϕ ∈ B with ϕ(0) = 0.
Remark 2.12. In this work we suppose the existence of a constant K > 0 such that max{K(t),M(t)} ≤ K for each t ≥ 0.
Observe that this condition is verified, for example, ifB is a fading memory; see, e.g., [31, Proposition 7.1.5] for details.
Example 2.13 (The Phase Space Cr × Lp(ρ, X)). Let r ≥ 0, 1 ≤ p < ∞ and let ρ : (−∞,−r] → R be a non-
negative measurable function which satisfies the conditions (g-5), (g-6) in the terminology of Hino et al. [31]. Briefly,
this means that ρ is locally integrable and there is a non-negative, locally bounded function γ on (−∞, 0] such that
ρ(ξ + θ) ≤ γ (ξ)ρ(θ), for all ξ ≤ 0 and θ ∈ (−∞,−r) \ Nξ , where Nξ ⊆ (−∞,−r) is a set whose Lebesgue
measure zero. We denote by Cr × Lp(ρ, X) the set consists of all classes of functions ϕ : (−∞, 0] → X such that ϕ is
continuous on [−r, 0], Lebesgue-measurable, and ρ‖ϕ‖p is Lebesgue integrable on (−∞,−r). The seminorm is given by
‖ϕ‖B = sup−r≤θ≤0 ‖ϕ(θ)‖ +
(∫ −r
−∞ ρ(θ)‖ϕ(θ)‖pdθ
)1/p
.
3. Existence results
In this section we establish the existence of asymptotically almost automorphic solutions to the partial fractional neutral
differential system (1). For that, we need to introduce a few preliminary and important results. The Lemmas 3.1 and 3.2 are
a straightforward consequence of [30, Lemmas 3.3 and 3.5], and so we omit the proofs.
Lemma 3.1. Let u ∈ AAAc(Z) and f ∈ AAAc(Z,W) ∩ CR(R× Z,W), where R = {u(t) : t ∈ R}. Then the functionΦ : R 7→ W
defined byΦ(t) = f (t, u(t)) ∈ AAAc(W).
Lemma 3.2. If u ∈ AAc(X), then the function s → us belongs to AAc(B). Moreover, if B is a fading memory space and
u ∈ C(R,X) is such that u0 ∈ B and u|[0,∞) ∈ AAAc(X), then t → ut ∈ AAAc(B).
Lemma 3.3. Let (S(t))t≥0 be a strongly continuous family of bounded and linear operators onW such that there isφ(·) ∈ L1(R+)
satisfying ‖S(t)‖ ≤ φ(t) for all t ≥ 0 and let f ∈ AAAc(W). If ϑ is the function defined by ϑ(t) :=
∫ t
0 S(t − s)f (s)ds, t ≥ 0,
then ϑ ∈ AAAc(W).
Proof. Suppose that f = k+ h, where k ∈ AAc(W) and h ∈ C0(R+,W). Then ϑ(t) = w(t)+ q(t), wherew(t) =
∫ t
−∞ S(t −
s)k(s)ds and q(t) = − ∫ 0−∞ S(t−s)k(s)ds+∫ t0 S(t−s)h(s)ds. For a given sequence (σn)n∈N of real numbers, fix a subsequence
(sn)n∈N, and a continuous function v ∈ BC(R,W) such that k(t + sn) converges to v(t) inW, and v(t − sn) converges to
k(t) in W, uniformly on compact sets of R. From the Bochner criterion related to integrable functions and the estimate
‖S(t − s)k(s)‖L(W) ≤ φ(t − s)‖k(s)‖W, it follows that the function s 7→ S(t − s)k(s) is integrable over (−∞, t) for each
t ∈ R. Furthermore, sincew(t+ sn) =
∫ t
−∞ S(t− s)k(s+ sn)ds, t ∈ R, n ∈ N, using the previous estimate and the Lebesgue
Dominated Convergence Theorem, it follows that w(t + sn) converges to z(t) =
∫ t
−∞ S(t − s)v(s)ds for each t ∈ R. The
remaining task consists of showing that the convergence is uniform on all compact subsets of R and that q(·) ∈ C0(R+,W).
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Let K ⊂ R be an arbitrary compact and let ε > 0. Since h ∈ C0(R+,W) and k(·) ∈ AAc(W), there exist a constant L and Nε
such that K ⊂ [−L, L] so that ‖h(s)‖W ≤ ε, s ≥ L and
∫∞
L φ(s)ds < ε; ‖k(s+ sn)− v(s)‖W ≤ ε, n ≥ Nε, s ∈ [−L, L]. One
can estimate ‖w(t + sn)− z(t)‖W as∫ −L
−∞
φ(t − s)‖k(s+ sn)− v(s)‖Wds+
∫ t
−L
φ(t − s)‖k(s+ sn)− v(s)‖Wds
≤ 2‖k‖
∫ ∞
t+L
φ(s)ds+ ε
∫ ∞
0
φ(s)ds ≤ ε
(
2‖k‖ +
∫ ∞
0
φ(s)ds
)
,
which proves that the convergence is uniformonK . Proceeding as previously, one can similarly prove that z(t−sn) converges
tow(t) uniformly on all compact subsets of R. Next, let us show that q(·) ∈ C0(R+,W). For all t ≥ 2L, we obtain
‖q(t)‖ ≤
∫ 0
−∞
φ(t − s)‖k(s)‖ds+
∫ t
t/2
φ(t − s)‖h(s)‖ds+
∫ t/2
0
φ(t − s)‖h(s)‖ds
≤ ‖k‖
∫ ∞
L
φ(s)ds+ ε
∫ t/2
0
φ(s)ds+ ‖h‖
∫ ∞
L
φ(s)ds
≤ ε
(
‖k‖ +
∫ ∞
0
φ(s)ds+ ‖h‖
)
.
This completes the proof. 
The rest of this section is devoted to the existence of asymptotically almost automorphic solutions to the partial fractional
neutral system (1) and (2). We require the following assumption:
(H1) Let f and g be in AAAc(R+ × B,X). Suppose that there exist continuous and nondecreasing functions Lg , Lf :
[0,∞) → [0,∞) such that, for r ≥ 0, and for all ‖ϕ‖B ≤ r , ‖ψ‖B ≤ r , and all t ∈ R, ‖f (t, ϕ) − f (t, ψ)‖ ≤
Lf (r)‖ϕ − ψ‖B, ‖g(t, ϕ)− g(t, ψ)‖ ≤ Lg(r)‖ϕ − ψ‖B .
We recall the notion of mild solutions for (1) (see [15,16]).
Definition 3.4. Suppose A generates an integrable solution operator Sα(t). A function v : R 7→ X is called a mild solution
of the system (1) and (2) if v0 = ϕ ∈ B, v(·) is continuous on [0,∞), and
v(t) = Sα(t)(ϕ(0)+ f (0, ϕ))− f (t, vt)+
∫ t
0
Sα(t − s)g(s, vs)ds, t ≥ 0.
Theorem 3.5. Assume that A is sectorial of type µ < 0 and that B is a fading memory space. In addition, assume that (H1) is
fulfilled with Lf (0) = Lg(0) = 0 and f (t, 0) = g(t, 0) = 0 for all t ∈ R+; then there is ε > 0 such that, for each ϕ ∈ Bε(0,B),
there is a unique mild solution u(·, ϕ) to (1) such that u(·, ϕ) ∈ AAAc(X) and u0(·, ϕ) = ϕ.
Proof. Let r > 0 and λ ∈ (0, 1) be such that
Θ = CMHλ+ CMLf (λr)λ+ Lf ((λ+ 1)Kr)(λ+ 1)K+ CM|µ|
−1/αpi
α sin(pi/α)
Lg((λ+ 1)Kr)(λ+ 1)K < 1,
Φ =
[
Lf ((λ+ 1)Kr)+ CM|µ|
−1/αpi
α sin(pi/α)
Lg((λ+ 1)Kr)
]
K < 1,
where K is the constant appearing in Remark 2.12 and H is given by Axiom (A).
We claim that the assertion holds for ε = λr . Let ϕ be such that ‖ϕ‖B ≤ ε. Define the space D =
{x ∈ AAAc(X) : x(0) = ϕ(0), ‖x(t)‖ ≤ r for t ≥ 0} endowed with the metric defined by d(u, v) = ‖u − v‖∞. Define the
operator Γα : D → C([0,∞),X) by (Γαu)(t) = Sα(t)(ϕ(0) + f (0, ϕ)) − f (t, u˜t) +
∫ t
0 Sα(t − s)g(s, u˜s)ds, t ≥ 0, where
u˜ : R→ X is such that u˜0 = ϕ on (−∞, 0) and u˜ = u on [0,∞). From the properties of (Sα(t))t≥0, f and g , we infer that
Γαu is well defined and that Γαu ∈ C([0,∞),X). Moreover, from Lemmas 3.2 and 3.3, and taking into account (3), it follows
that Γαu ∈ AAAc(X). Next, we prove that Γα is a contraction on D. We note that Γ u(0) = ϕ(0). If u ∈ D and t ≥ 0, taking
in account that ‖˜ut‖ ≤ (λ+ 1)Kr , we get
‖Γαu(t)‖ ≤ CMHλr + CMLf (λr)λr + Lf ((λ+ 1)Kr)(λ+ 1)Kr +
∫ t
0
CM
1+ |µ|(t − s)α Lg((λ+ 1)Kr)(λ+ 1)Krds
≤ CMHλr + CMLf (λr)λr + Lf ((λ+ 1)Kr)(λ+ 1)Kr + CM|µ|
−1/αpi
α sin(pi/α)
Lg((λ+ 1)Kr)(λ+ 1)Kr ≤ Θr ≤ r.
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Therefore, Γα(D) ⊂ D. On the other hand, for u, v ∈ D, we see that
‖Γαu(t)− Γαv(t)‖ ≤ ‖f (t, u˜t)− f (t, v˜t)‖ +
∫ t
0
CM
1+ |µ|(t − s)α Lg((λ+ 1)Kr)‖˜us − v˜s‖Bds
≤
[
Lf ((λ+ 1)Kr)+ CM|µ|
−1/αpi
α sin(pi/α)
Lg((λ+ 1)Kr)
]
K‖u− v‖∞,
and we infer that Γα is a Φ-contraction from D into D. The assertion is now a consequence of the contraction mapping
principle. 
4. Example
To finish this work, we apply our abstract results to study a neutral fractional differential equation. Consider the system
∂
∂t
[
u(t, ξ)+
∫ t
−∞
a(t)a2(t − s)u(s, ξ)ds
]
= Jα−1t
(
∂2
∂ξ 2
− ν
)[
u(t, ξ)+
∫ t
−∞
a(t)a2(t − s)u(s, ξ)ds
]
+
∫ t
−∞
a(t)a1(t − s)u(s, ξ)ds, (4)
u(t, pi) = u(t, 0) = 0, u(θ, ξ) = ϕ(θ, ξ), (5)
for (t, ξ) ∈ [0,∞) × [0, pi], θ ≤ 0 and ν > 0. To represent this system in the abstract form (1) and (2), we choose
the spaces X = L2([0, pi]) and B = C0 × L2(ρ,X). In what follows, A : D(A) ⊆ X → X is the operator given by
Ax = x′′ − νx with domain D(A) = {x ∈ X : x′′ ∈ X, x(0) = x(pi) = 0}. It is well known that ∆x = x′′ is the
infinitesimal generator of an analytic semigroup (T (t))t≥0 on X. Hence, A is sectorial of type µ = −ν < 0. Moreover,
we have identified ϕ(θ)(ξ) = ϕ(θ, ξ) ∈ B. The function a ∈ AAAc(R) and a1, a2 : R+ → R are continuous functions with
L1 = ‖a‖∞
(∫ 0
−∞
a21(−s)
ρ(s) ds
) 1
2
<∞ and L2 = ‖a‖∞
(∫ 0
−∞
a22(−s)
ρ(s) ds
) 1
2
<∞. Setting f , g : R×B → X by
f (t, ϕ)(ξ) =
∫ 0
−∞
a(t)a2(−s)ϕ(s)(ξ)ds, D(t, ϕ)(ξ) = ϕ(0)(ξ)+ f (t, ϕ)(ξ),
g(t, ϕ)(ξ) =
∫ 0
−∞
a(t)a1(−s)ϕ(s)(ξ)ds, Jα−1t f (t) =
∫ t
0
(t − s)α−2
Γ (α − 1) f (s)ds,
one can rewrite (4) and (5) as a neutral integro-differential system of the form (1) and (2). Moreover, f , g are bounded linear
operators satisfying ‖g‖ ≤ L1 and ‖f ‖ ≤ L2.
Theorem 4.1. Under previous assumptions, (4) and (5) has a unique mild solution u ∈ AAAc(X) whenever L1 and L2 are small
enough.
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