It is argued from a physical point of view that the criteria for acousto-optic Bragg diffraction (characterized by only two orders of light being present) must ultimately include the strength of the sound field. This follows because the scattering effect that is due to the sidelobes of a rectangular transducer, although negligible at low power levels where the Bragg criterion is indeed sound-level independent, becomes of increasing importance at high power levels and causes additional orders to be generated. In this paper we demonstrate this numerically by reduction of the sidelobes through Hamming apodization of the sound field. The results clearly demonstrate a significant reduction in the light powers of the spurious orders, thereby extending Bragg operation to higher sound intensities than normally feasible.
INTRODUCTION
Since the observations of Debye and Sears,' there has been interest in developing reliable criteria for determining the conditions in which only one order is significantly diffracted.
References 2-5 present an incomplete list of various workers who have proposed criteria marking the threshold of the Bragg regime. The fact that these criteria were primarily 5 has led to some confusion in the literature, especially regarding the role played by the sound level. The work presented here lends some insight into this problem by heuristic arguments and numerical simulations that dramatically illustrate the effect of acoustic sidelobes on Bragg-type behavior for high sound levels. A detailed comparison of the various criteria in light of this investigation is now in preparation.
A BRIEF REVIEW OF ACOUSTO-OPTIC PRINCIPLES
To keep this paper self-contained, we briefly review the principles of acousto-optics. Table 1 The Bragg angle SUB, defining a condition for acousto-optic interaction, 6 is easily obtained from the conservation of momentum diagram shown in Fig. 1 . From this diagram it follows that the Bragg angle satisfies the expression 1 K
sin B ---
In the practical acousto-optic regime of interest, the acoustic wave speed and frequency are much less than their optical counterparts. Consistent with the assumption K << k, the Bragg angle OB is then given approximately by (2) The momentum triangle as shown in Fig. 1 is nearly isosceles since the difference between the incident and diffracted optical wave numbers is negligible. 6 The momentum triangle can be satisfied in two physically distinct ways, 6 depending on the incident angle 0O (measured counterclockwise positive). First, in the case of phonon absorption [ Fig. 2(a) ], the angle x+ between the directions of incident light and sound propagation satisfies
where 0o = -OBIn the case of stimulated phonon emission [ Fig. 2(b) ], the angle x-satisfies X-= 900 + 0kB, (4) where (o = +kB- Because phonon absorption and emission also satisfy energy conservation, these processes lead to frequency upshifting and downshifting, respectively, in the diffracted photon as dictated by Eqs. (5a) and (5b): Hence the phonon-emission process generates from the incident zeroth order a photon in the frequency downshifted minus-one order, while conversely the absorption process leads to the frequency upshifted plus-one order. In general it is possible to have multiple scattering of light, such as 0 -+1 -. +2. As represented in Fig. 3 , adjacent orders of light will be separated by 2 0B, in agreement with Fig. 1 . The nth-order normalized light intensities, In, can be obtained from the nth-order electric field amplitudes En by using (6) where the asterisk denotes the complex conjugate.
The multiple-scattering process is dependent on the angular plane-wave spectrum of sound S(,y), where y, the angle measured relative to the nominal direction of the sound beam, is defined by Fig. 4 . Following standard transform techniques, 7 the angular sound spectrum can be obtained from the sound field S(z) by the relations (7) where
and the sound field S(z) satisfies the standard engineering phasor convention for waves propagating in the +X direction, i.e., 
The decibel power spectrum of Eq. (9), plotted as the solid curve in Fig. 5 , is given by
-_3 , at half this value, i.e., at l^YI =1/2, the power spectrum has decreased by 3.9 dB (roughly\ 40%). Assuming that the part of the sound spectrum power\ predominantly responsible for multiple scattering of light\ lies within the main lobe, we can readily derive the usual criterion for the Bragg regime (i.e., the regime in which only -one order is significantly diffracted). In order to avoid, from It follows from expression (2) that an equivalent form for this condition is
In terms of the Klein-Cook coefficient, 3 Q = LK 2 /k, expression (13) leads to the condition Q > 4 7r.
One of the critical assumptions in the above simplistic analysis is that the acoustic power in the sidelobes can be neglected in the diffraction process. This assumption is valid for sound-intensity levels necessary for most applications to date, and expression (14) is adequate for defining the Bragg region. For arbitrarily high sound intensities, however, this assumption is not justified, and expression (14) does not adequately define the Bragg regime.
FORMALISM FOR STRONG ACOUSTO-OPTIC INTERACTION BETWEEN PLANE WAVES OF LIGHT AND SOUND
From Ref. 8 we state the generally valid coupled equations for the plane-wave amplitudes of scattered light En(z):
where, in agreement with Fig. 3 , the nth-order light term propagates along the specific directions:
appearing on Fig. 8 as solid lines. The order-coupling coefficients Sn+(z) and Sn-(z) are evaluated according to
where it follows from Eq. (8) that
S(z, x) = S(z)exp(-jKx).
(17)
Without loss of generality, we take z = 0 to correspond to the left edge of the sound field of finite length L. I, +2, +3,....
Once S(z) is defined, the order-coupling coefficients Sn-l+ and Sn+ 1 -are determined through Eqs. (26) and (27). Equation (28) can be numerically space integrated to yield the complex field amplitudes En(z = 1). The output light intensities In are obtained through the relation
We make the convenient choices as shown below for the normalized frequency Q2 and incident angle ~o: 
where n is the index of refraction and p is the strain optic coefficient. Owing to the assumption of small Bragg angles and nearly normal incidence, valid in most practical cases, COS On +1 and, therefore,
where an = a is dependent only on material parameters.
Consistent with the assumption of small diffraction angles,
Eqs. (17) and (18) become

Sn+ -S[z, Z(1n + OAB)],
It follows from Eqs. Pieper et al.
leaving only the Klein-Cook parameter Q,, which is indicative of the sound-field length, to be defined in Eqs. (26) and (27) .
THE UNIFORM SOUND FIELD
The idealized (nonspreading) uniform sound field takes the An amplitude factor
is defined in such a way that for exact Bragg incidence, i.e., (P = COB, a value : = 1.0 leads to a maximum in energy transfer to the minus-one order. 6 Once the Klein-Cook parameter Q, is defined, Eq. (28) can be integrated numerically to obtain the light intensities
In(z = 1), which can be plotted versus the sound amplitude factor d.
THE HAMMING-APODIZED SOUND FIELD
The Hamming window functions defined by The idealized Hamming sound field can thus be written analogously to the uniform sound field:
or in terms of 3, by using Eq. 33,
NUMERICAL RESULTS
For the Klein-Cook parameters Q, = 37r, 47r, 67r, and 87r, diffracted light-intensity plots for the uniform sound field For the sake of completeness it is shown analytically in Appendix B that for ideal Bragg diffraction, when a uniform sound field is used, the intensity zeros for the minus-one order occur at amplitude factors It is clear from examination of Figs. 9-12 that Bragg behavior breaks down at high sound amplitudes but that longer devices (higher Q,) exhibit Bragg behavior over a wider range. It is interesting to note the total power in the spurious orders after one sound-amplitude cycle, i.e., a = 2: 30% Q, = 37r ( Fig. 9 ), 17% Q, = 47r
( Fig. 10) , 10% Q, = 6wx (Fig. 11) , 7% Q, = 8wr (Fig. 12) .
In Appendix B it is shown analytically that for the assumption of Bragg diffraction (i.e., using two orders), when applying a Hamming-apodized sound field, the intensity zeros for the minus-one order occur at the amplitude factors 
while for the zeroth order the intensity zeros occur at /3m = 3.7m + 1.85, m = 0,1, 2,.
The actual numerical plots in Figs. 13-16 demonstrate a quasi-periodicity that agrees with Eqs. (39) and (40) in the high-Q low-sound-amplitude limit. At higher amplitudes, however, the period increases although complete power transfer still takes place. This would indicate that, although two orders appear only at the device output, a complete description requires more orders. Indeed, using the numerical formalism presented, it is possible to demonstrate that, although most of the output power is confined to the zero and minus-one orders, the other orders have a nontrivial interaction within the sound field, i.e., for z < 1. As an illustration of this point we show, for the Hamming window configuration, two plots of light intensities [orders -1, 0 in In all cases (Q, = 37r, 47r, 6r, and 87r) the Hammingapodized sound field had less power transfer to external spurious orders than the uniform sound field. In particular, after one amplitude cycle, i.e., at a = 3.7, the power in the spurious orders for the Hamming window configuration turns out to be 3.0% Qc = 37r (Fig. 13) , 0.1% Qc = 4r (Fig. 14) ,
<.1%
Q, = 67r
( Fig. 15) 
Comparison of expressions (41) and expressions (38) also
indicates that the Hamming-apodized sound field signifi- (37) cantly restricts the power diffracted into spurious orders.
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CONCLUSIONS
The numerical results confirm that acoustic sidelobes account for significant generation of spurious orders occurring at higher sound amplitudes, because after Hamming apodization of the sound field the generation of such spurious orders is significantly reduced. Evidently the Bragg regime is extended to higher sound amplitudes through reduction of these sidelobes. The presence of sidelobes thus appears to be the physical reason for the necessity of including soundpower considerations in the Bragg criteria. A two-order analytic solution for the Hamming-apodized sound field agrees with the numerical results in the lowsound-amplitude limit. In general, however, the numerical solution demonstrates a quasi-periodicity that is conspicuously absent in the two-order analytic solution. This quasiperiodicity is shown to be connected with the existence of other orders inside the sound cell. The possibility of generating an analytic solution taking four orders into account is currently under investigation.
APPENDIX A
In this appendix we derive the angular plane-wave power spectrum associated with the Hamming-apodized sound field. For completeness we include the uniform sound field. The power spectrum is obtained from the squared magnitude of the angular plane-wave spectrum, 7 which can be normalized as shown: In the case of the Hamming-apodized sound field [Eq. 
