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Categorical traces and a relative Lefschetz-Verdier
formula
Qing Lu∗ Weizhe Zheng†
Abstract
We prove a relative Lefschetz-Verdier theorem for locally acyclic objects
over a Noetherian base scheme. This is done by studying duals and traces
in the symmetric monoidal 2-category of cohomological correspondences. We
show that local acyclicity is equivalent to dualizability and deduce that du-
ality preserves local acyclicity. As another application of the category of
cohomological correspondences, we show that the nearby cycle functor over a
Henselian valuation ring preserves duals, generalizing a theorem of Gabber.
Introduction
The notions of dual and trace in symmetric monoidal categories were introduced
by Dold and Puppe [DP]. They have been extended to higher categories and have
found important applications in algebraic geometry and other contexts (see [BZN]
by Ben-Zvi and Nadler and the references therein).
The goal of the present paper is to record several applications of the formalism
of duals and traces to the symmetric monoidal 2-category of cohomological corre-
spondences in étale cohomology. One of our main results is the following relative
Lefschetz-Verdier theorem.
Theorem 0.1. Let S be a Noetherian scheme and let Λ be a Noetherian commutative
ring with mΛ = 0 for some m invertible on S. Let
X
f

C
←−coo
p

−→c // Y
g

D
←−
doo
−→
d //
q

X
f

X ′ C ′oo // Y ′ D′oo // X ′
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be a commutative diagram of schemes separated of finite type over S, with p and
D → D′×Y ′Y proper. Let L ∈ Dcft(X,Λ) such that L and f!L are locally acyclic over
S. Let M ∈ D(Y,Λ), u : ←−c ∗L → −→c !M , v :
←−
d ∗M →
−→
d !L. Then s : C ×X×SY D →
C ′ ×X′×SY ′ D
′ is proper and
s∗〈u, v〉 = 〈(f, p, g)!u, (g, q, f)!v〉.
Here Dcft(X,Λ) ⊆ D(X,Λ) denotes the full subcategory spanned by objects
of finite tor-dimension and of constructible cohomology sheaves, and 〈u, v〉 is the
relative Lefschetz-Verdier pairing.
Remark 0.2. In the case where S is the spectrum of a field, local acyclicity is trivial
and the theorem generalizes [SGA5, III Corollaire 4.5] and (the scheme case of)
[V, Proposition 1.2.5]. For S smooth over a perfect field and under additional
assumptions of smoothness and transversality, Theorem 0.1 was proved by Yang
and Zhao [YZ, Corollary 3.10]. The original proof in [SGA5] and its adaptation
in [YZ] require the verification of a large amount of commutative diagrams. The
categorical interpretation we adopt makes our proof arguably more conceptual.
It was observed by Lurie that Grothendieck’s cohomological operations can be
encoded by a (pseudo) functor B → Cat, where B denotes the category of correspon-
dences and Cat denotes the 2-category of categories. Contrary to the situation of
[BZN, Definition 2.15], in the context of étale cohomology, the functor has a right-lax
symmetric monoidal structure that is not expected to be symmetric monoidal even
after enhancement to higher categories. Instead, we apply the formalism of traces to
the corresponding cofibered category produced by the Grothendieck construction,
which is the category C of cohomological correspondences. The relative Lefschetz-
Verdier formula follows from the functoriality of traces for dualizable objects (X,L)
of C.
To complete the proof, we show that under the assumption L ∈ Dcft(X,Λ),
dualizability is equivalent to local acyclicity (Theorem 2.16). As a byproduct of
this equivalence, we deduce immediately that local acyclicity is preserved by dual-
ity (Corollary 2.18). Note that this last statement does not involve cohomological
correspondences.
We also give applications to the nearby cycle functor Ψ over a Henselian valuation
ring. The functor Ψ extends the usual nearby cycle functor over a Henselian discrete
valuation ring and was studied by Huber [H, Section 4.2]. By studying specialization
of cohomological correspondences, we generalize Gabber’s theorem that Ψ preserves
duals and a fixed point theorem of Vidal to Henselian valuation rings (Corollaries
3.8 and 3.13). We hope that the latter can be used to study ramification over
higher-dimensional bases.
This paper is organized as follows. In Section 1, we review duals and traces in
symmetric monoidal 2-categories and the Grothendieck construction. In Section 2,
we define the symmetric monoidal 2-category of cohomological correspondences and
prove the relative Lefschetz-Verdier theorem. In Section 3, we discuss applications
to the nearby cycle functor over a Henselian valuation ring.
In May 2019, as a first draft of this paper was being written, Varshavsky informed
us that he had a different strategy to deduce the Lefschetz-Verdier formula, using
categorical traces in (∞, 2)-categories.
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1 Pairings in symmetric monoidal 2-categories
We review duals, traces, and pairings in symmetric monoidal 2-categories. We give
the definitions in Subsection 1.1 and discuss the functoriality of pairings in Subsec-
tion 1.2. For the latter 2-morphisms are important. Subsections 1.1 and 1.2 are
standard (see [BZN] and [HSS] for generalizations to higher categories). In Subsec-
tion 1.3 we review the Grothendieck construction in the symmetric monoidal context,
which will be used to interpret the category of cohomological correspondences later.
By a 2-category, we mean a weak 2-category (also known as a bicategory in the
literature).
1.1 Pairings
Let (C,⊗, 1C) be a symmetric monoidal 2-category.
Definition 1.1 (dual). An object X of C is dualizable if there exist an object X∨ of
C, called the dual of X, and morphisms evX : X∨⊗X → 1C, coevX : 1C → X ⊗X∨,
called evaluation and coevaluation, respectively, such that the composites
X
coevX⊗idX−−−−−−→ X⊗X∨⊗X
idX⊗evX−−−−−→ X, X∨
idX∨⊗coevX−−−−−−−→ X∨⊗X⊗X∨
evX⊗idX∨−−−−−−→ X∨
are isomorphic to identities.
Remark 1.2. For X dualizable, X∨ is dualizable of dual X. For X and Y dualizable,
X ⊗ Y is dualizable of dual X∨ ⊗ Y ∨.
For X and Y in C, we let Hom(X, Y ) denote the internal mapping object if it
exists.
Remark 1.3. Assume that X is dualizable of dual X∨. The morphisms coevX and
evX exhibit −⊗X∨ as right (and left) adjoint to −⊗X. Thus, for every object Y ,
Hom(X, Y ) exists and is equivalent to Y ⊗ X∨. In particular, Hom(X, 1C) exists
and is equivalent to X∨.
If Hom(Y, 1C) exists, then we have equivalences
Hom(X ⊗ Y, 1C) ≃ Hom(X,Hom(Y, 1C)) ≃ Hom(Y, 1C)⊗Hom(X, 1C),
Hom(Y,X) ≃ Hom(X∨ ⊗ Y, 1C) ≃ Hom(Y, 1C)⊗X.
Lemma 1.4. An object X is dualizable if and only if Hom(X, 1C) and Hom(X,X)
exist and the morphism X ⊗Hom(X, 1C)→ Hom(X,X) adjoint to
X ⊗Hom(X, 1C)⊗X
idX⊗evX−−−−−→ X
is an equivalence. Here evX : Hom(X, 1C)⊗X → 1C denotes the counit.
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Proof. The “only if” part is a special case of Remark 1.3. For the “if” part, we define
coevX : 1C → X ⊗ Hom(X, 1C) by the morphism 1C → Hom(X,X) corresponding
to idX . It is easy to see that evX and coevX exhibit Hom(X, 1C) as a dual of X.
For X and Y dualizable, the dual of a morphism u : X → Y is the composite
u∨ : Y ∨
idY ∨⊗coevX−−−−−−−→ Y ∨ ⊗X ⊗X∨
idY ∨⊗u⊗idX∨−−−−−−−−→ Y ∨ ⊗ Y ⊗X∨
evY ⊗idX∨−−−−−−→ X∨.
This construction gives rise to a functor HomC(X, Y ) → HomC(Y ∨, X∨). We have
commutative squares with invertible 2-morphisms
(1.1) 1C
coevX //
coevY

X ⊗X∨
u⊗id

X ⊗ Y ∨
u⊗id //
id⊗u∨

Y ⊗ Y ∨
evY

Y ⊗ Y ∨
id⊗u∨ // Y ⊗X∨ X ⊗X∨
evX // 1C.
Moreover, for X u−→ Y v−→ Z with X, Y , Z dualizable, we have (vu)∨ ≃ u∨v∨.
Notation 1.5. We let ΩC denote the category End(1C).
Construction 1.6 (trace and pairing). Let X be a dualizable object of C and let
e : X → X be an endomorphism. We define the trace tr(e) to be the object of ΩC
given by the composite
1C
coevX−−−→ X ⊗X∨
e⊗idX∨−−−−→ X ⊗X∨
evX−−→ 1C,
where in the last arrow we used the commutativity constraint.
Let u : X → Y and v : Y → X be morphisms. We define the pairing by 〈u, v〉 =
tr(v ◦ u).
The dimension of a dualizable object X is dim(X) := 〈idX , idX〉, which is the
composite 1C
coevX−−−→ X ⊗X∨
evX−−→ 1C.
If X and Y are both dualizable, then 〈u, v〉 is isomorphic to the composite
1C
coevX−−−→ X ⊗X∨
u⊗v∨
−−−→ Y ⊗ Y ∨
evY−−→ 1C.
In this case, we have an isomorphism 〈u, v〉 ≃ 〈v, u〉. In fact, by (1.1), we have
commutative squares with invertible 2-morphisms
X ⊗X∨
u⊗id
&&▼▼
▼▼
▼▼
▼▼
▼▼
Y ⊗ Y ∨
evY
$$■
■■
■■
■■
■■
■
1C
coevX
::✈✈✈✈✈✈✈✈✈✈
coevY $$❍
❍❍
❍❍
❍❍
❍❍
Y ⊗X∨
v⊗id &&▼▼
▼▼
▼▼
▼▼
▼▼
id⊗v∨
88qqqqqqqqqq
1C.
Y ⊗ Y ∨
id⊗u∨
88qqqqqqqqqq
X ⊗X∨
evX
::✉✉✉✉✉✉✉✉✉
In Definition 1.1 and Construction 1.6, non-invertible 2-morphisms of C do not
play any role.
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1.2 Functoriality of pairings
A morphism f : X → X ′ in a 2-category is said to be right adjointable if there
exist a morphism f ! : X ′ → X, called the right adjoint of f , and 2-morphisms
η : idX → f ! ◦ f and ǫ : f ◦ f ! → idX′ such that the composites
f
id◦η
−−→ f ◦ f ! ◦ f
ǫ◦id
−−→ f, f !
η◦id
−−→ f ! ◦ f ◦ f !
id◦ǫ
−−→ f !
are identities.
Let (C,⊗, 1C) be a symmetric monoidal 2-category.
Construction 1.7. Consider a diagram in C
(1.2) X u //
f

Y
v //
g

X
f

X ′
u′ // Y ′
v′ //
✂✂✂✂} α
X ′
✂✂} β
with X and X ′ dualizable and f right adjointable. We will construct a morphism
〈u, v〉 → 〈u′, v′〉 in ΩC.
In the case where Y and Y ′ are also dualizable and g is also right adjointable,
we define 〈u, v〉 by the diagram
1C
coevX//
coevX′ $$■
■■
■■
■■
■■
✠✠✠✠ 
X ⊗X∨
u⊗v∨ //
f⊗f !
∨

✓✓✓✓
α⊗β!
∨
Y ⊗ Y ∨
evY
$$❍
❍❍
❍❍
❍❍
❍❍
❍
g⊗g!
∨

✟✟✟✟ 
X ′ ⊗X ′∨
u′⊗v′∨ // Y ′ ⊗ Y ′∨
evY ′ // 1C
where β ! is the composite
v ◦ g!
ηf
−→ f ! ◦ f ◦ v ◦ g!
id◦β◦id
−−−−→ f ! ◦ v′ ◦ g ◦ g!
ǫg
−→ f ! ◦ v′,
and the 2-morphisms in the triangles are
(f ⊗ f !
∨
) ◦ coevX ≃ ((f ◦ f
!)⊗ id) ◦ coevX′
ǫf
−→ coevX′ ,
evY
ηg
−→ evY ◦ ((g
! ◦ g)⊗ id) ≃ evY ′ ◦ (g ⊗ g
!∨).
In particular, a morphism tr(e) → tr(e′) is defined for every diagram in C of the
form
(1.3) X e //
f

X
f

X ′
e′ // X ′.
☎☎☎☎~
In general, we define 〈u, v〉 → 〈u′, v′〉 as the morphism tr(v ◦ u) → tr(v′ ◦ u′)
associated to the composite square of (1.2).
Although we do not need this, let us mention that trace can be made into a
functor End(C) → ΩC, where End(C) is a (2, 1)-category whose objects are pairs
(X, e : X → X) with X dualizable and morphisms are diagrams (1.3) with f right
adjointable [HSS, Section 2.1]. Composition in End(C) is given by vertical compo-
sition of diagrams.
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Remark 1.8. Let C and D be symmetric monoidal 2-categories and let F : C → D be
a symmetric monoidal functor. Then F preserves duals, pairings, and functoriality
of pairings.
1.3 The Grothendieck construction
Given a category B and a (pseudo) functor F : B → Cat, Grothendieck constructed a
category cofibered over B, whose strict fiber at an objectX of B is F (X) [SGA1, VI].
We review Grothendieck’s construction in the context of symmetric monoidal 2-
categories. Our convention on 2-morphisms is made with applications to categorical
correspondences in mind.
Let (B,⊗, 1B) be a symmetric monoidal 2-category.
Construction 1.9. Let F : (B,⊗, 1B) → (Catco,×, ∗) be a right-lax symmetric
monoidal functor, where Catco denotes the 2-category obtained from the 2-category
Cat of categories by reversing the 2-morphisms. We have an object eF of F (1B) and
functors F (X)×F (X ′) ⊠−→ F (X⊗X ′) for objects X and X ′ of B. Given morphisms
c : X → Y and c′ : X ′ → Y ′ in B, we have a natural transformation
(1.4) F (X)× F (X ′) ⊠ //
F (c)×F (c′)

✑✑✑✑
FX,X′
F (X ⊗X ′)
F (c⊗c′)

F (Y )× F (Y ′) ⊠ // F (Y ⊗ Y ′).
The Grothendieck construction provides a symmetric monoidal 2-category (C,⊗, 1C)
as follows.
An object of C = CF is a pair (X,L), where X ∈ B and L ∈ F (X). A morphism
(X,L) → (Y,M) in C is a pair (c, u), where c : X → Y is a morphism in B and
u : F (c)(L) → M is a morphism in F (Y ). A 2-morphism (c, u) → (d, v) is a 2-
morphism p : c→ d such that the following diagram commutes:
F (c)(L) u //M.
F (d)(L)
F (p)(L)
OO
v
;;✈✈✈✈✈✈✈✈✈✈
We take 1C = (1B, eF ). We put (X,L)⊗(X ′, L′) := (X⊗X ′, L⊠L′). For morphisms
(c, u) : (X,L) → (Y,M) and (c′, u′) : (X ′, L′) → (Y ′,M ′), we put (c, u)⊗ (c′, u′) :=
(c⊗ c′, v), where
v : F (c⊗ c′)(L⊠ L′)
FX,X′
−−−→ F (c)L⊠ F (c′)L′ u⊠u
′
−−−→ M ⊠M ′.
In applications in later sections, FX,X′ will be a natural isomorphism.
Given a morphism f : X → Y in B and an object L of F (X), we write f♮ =
(f, idF (f)L) : (X,L)→ (Y, F (f)L).
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Lemma 1.10. Given a 2-morphism
(1.5) X c //
f

Y
g

X ′
c′ // Y ′
✂✂} p
in B and a morphism (c, u) : (X,L) → (Y,M) in C above c, there exists a unique
morphism (c′, u′) : (X ′, F (f)L) → (Y ′, F (g)M) in C above c′ such that p defines a
2-morphism in C:
(X,L)
(c,u) //
f♮

(Y,M)
g♮

(X ′, F (f)L)
(c′,u′)// (Y ′, F (g)M).
✑✑✑✑ p
Proof. By definition, u′ is the morphism F (c′)F (f)L ≃ F (c′f)L
F (p)
−−→ F (gc)L ≃
F (g)F (c)L u−→ F (g)M .
Construction 1.11. Let F,G : (B,⊗, 1B) → (Catco,×, ∗) be right-lax symmetric
monoidal functors. Let α : F → G be a right-lax symmetric monoidal natural
transformation, which consists of the following data:
• For every object X of B, a functor αX : F (X)→ G(X);
• For every morphism c : X → Y , a natural transformation
F (X)
F (c) //
αX

✠✠✠✠
@Hαc
F (Y )
αY

G(X)
G(c) // G(Y );
• A morphism eα : eG → α1B(eF ) in F (1B);
• For objects X and X ′ of B, a natural transformation
F (X)× F (X ′) ⊠ //
αX×αX′

✑✑✑✑
DLαX,X′
F (X ⊗X ′)
αX⊗X′

G(X)×G(X ′) ⊠ // G(X ⊗X ′)
subject to various compatibilities. We construct a right-lax symmetric monoidal
functor ψ : (CF ,⊗, 1)→ (CG,⊗, 1) as follows.
We take ψ(X,L) = (X,αX(L)) and ψ(c, u) = (c, ψu), where
ψu : G(c)(αX(L))
αc−→ αY (F (c)L)
u
−→ αY (M).
We let ψ send every 2-morphism p to p. The right-lax symmetric monoidal structure
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on ψ is given by
(id, eα) : (1B, eG)→ (1B, α1B(eF )) = ψ(1B, eF ),
ψ(X,L)⊗ ψ(X ′, L′) = (X ⊗X ′, αX(L)⊠ αX′(L
′))
(id,αX,X′)
−−−−−−→ (X ⊗X ′, αX⊗X′(L⊠ L
′)) = ψ((X,L)⊗ (X ′, L′)),
ψ(X,L)⊗ ψ(X ′, L′)
(id,αX,X′)//
ψ(c,u)⊗ψ(c′,u′)

✕✕✕✕ id
ψ((X,L)⊗ (X ′, L′))
ψ((c,u)⊗(c′,u′))

ψ(Y,M)⊗ ψ(Y ′,M ′)
(id,αY,Y ′ )// ψ((Y,M)⊗ (Y ′,M ′)).
This is a symmetric monoidal structure if eα and αX,Y are isomorphisms (which will
be the case in our applications).
Construction 1.12. Let (B,⊗, 1B)
H
−→ (B′,⊗, 1B′)
G
−→ (Catco,×, ∗) be right-lax sym-
metric monoidal functors. Then we have an obvious right-lax symmetric monoidal
functor CGH → CG sending (X,L) to (HX,L), (c, u) to (Hc, u), and every 2-
morphism p to Hp. This is a symmetric monoidal functor if H is.
Construction 1.13. Let
(B,⊗, 1B)
F
''PP
PPP
PPP
PPP
P
H

✏✏✏✏
(B′,⊗, 1B′) G
// (Catco,×, ∗)
be a diagram of right-lax symmetric monoidal functors and right-lax symmetric
monoidal transformation. Combining the two preceding constructions, we obtain
right-lax symmetric monoidal functors CF → CGH → CG.
Lemma 1.14. Consider a 2-morphism (1.5) in B and a morphism (c, u) : (X,L)→
(Y,M) in C above c. Let (c′, u′) : (X ′, F (f)L) → (Y ′, G(g)M) be the morphism as-
sociated to (c, u) and let (c′, (ψu)′) : (X ′, G(f)αXL) → (Y ′, G(g)αYM) be the mor-
phism associated to (c, ψu). Then the following square commutes:
G(c′)G(f)αXL
αf

(ψu)′ // G(g)αYM
αg

G(c′)αX′F (f)L
ψu′ // αY F (g)M.
Proof. The square decomposes into
G(c′)G(f)αXL
G(p) //
αf

G(g)G(c)αXL
αc

G(c′)αX′F (f)L
αc′

G(g)αY F (c)L
u //
αg

G(g)αYM
αg

αY ′F (c′)F (f)L
F (p) // αY ′F (g)F (c)L
u // αY F (g)M
where the inner cells commute.
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2 A relative Lefschetz-Verdier formula
We apply the formalism of duals and pairings to the symmetric monoidal 2-category
C of cohomological correspondences, which we define C in Subsection 2.2. We prove
relative Künneth formulas in Subsection 2.1 and use them to show the equivalence
of dualizability and local acyclicity (Theorem 2.16) in Subsection 2.3. We prove the
relative Lefschetz-Verdier theorem for dualizable objects (Theorem 2.20) in Sub-
section 2.4. Together, the two theorems imply Theorem 0.1. In Subsection 2.5, we
prove, as an application of Theorem 2.16, that base change preserves duals of locally
acyclic objects (Corollary 2.24).
We will often drop the letters L and R from the notation of derived functors.
2.1 Relative Künneth formulas
We extend some Künneth formulas over fields [SGA5, III 1.6, Proposition 1.7.4,
(3.1.1)] to Noetherian base schemes under local acyclicity assumptions. Some special
cases over a smooth scheme over a perfect field were previously known [YZ, Corollary
3.3, Proposition 3.5].
Let S be a coherent scheme and let Λ be a torsion commutative ring. Let X
be a scheme of finite type over S. We let D(X,Λ) denote the unbounded derived
category of the category of étale sheaves of Λ-modules on X. Recall from [D, Th.
finitude, DÃľfinition 2.12] that L ∈ D+(X,Λ) is said to be locally acyclic over S if
the canonical map Lx → RΓ(X(x)t, L) is an isomorphism for every geometric point
x → X and every algebraic geometric point t → S(x). Here X(x)t := X(x) ×S(x) t
denotes the Milnor fiber. In our case, local acyclicity coincides with strong local
acyclicity [LZ, Lemma 4.7].
Notation 2.1. For aX : X → S separated of finite type, we write KX = a!XΛS and
DX = RHom(−, KX). Note that KS = ΛS is in general not a dualizing complex.
Assume in the rest of Subsection 2.1 that S and Λ are Noetherian. We let
Dft(X,Λ) denote the full subcategory of D(X,Λ) consisting of complexes of finite
tor-amplitude.
Proposition 2.2. Let X ′, X, Y be schemes of finite type over S and let f : X → X ′
be a morphism over S. Let M ∈ Dft(Y,Λ) universally locally acyclic over S, L ∈
D+(X,Λ). Then the canonical morphism f∗L ⊠S M → (f ×S idY )∗(L⊠S M) is an
isomorphism.
Proof. By cohomological descent for a Zariski open cover, we may assume f sepa-
rated. By Nagata compactification, we are reduced to two cases: either f is proper,
in which case we apply proper base change, or f is an open immersion, in which
case we apply [D, Th. finitude, App., Proposition 2.10] (with i = idX′).
In the rest of Subsection 2.1, assume that mΛ = 0 for some integer m invertible
on S.
Proposition 2.3. Let X ′, X, Y be schemes of finite type over S and let f : X → X ′
be a separated morphism over S. Let M ∈ Dft(Y,Λ) universally locally acyclic over
9
S, L ∈ D+(X ′,Λ). Then the canonical morphism f !L⊠SM → (f ×S idY )!(L⊠SM)
is an isomorphism.
The morphism is adjoint to
(f ×S idY )!(f
!L⊠S M) ≃ f!f
!L⊠S M
adj⊠S idM−−−−−→ L⊠S M,
where adj : f!f !L→ L denotes the adjunction.
Proof. We may assume that f is smooth or a closed immersion. For f smooth of
dimension d, f ∗(d)[2d] ≃ f ! and the assertion is clear. Assume that f is a closed
immersion, and let j be the complementary open immersion. Let fY = f ×S idY
and jY = j ×S idY . Then we have a morphism of distinguished triangles
f !L⊠S M //
α

f ∗L⊠S M //
≃

f ∗j∗j
∗L⊠S M
β

//
f !Y (L⊠S M) // f
∗
Y (L⊠S M) // f
∗
Y jY ∗j
∗
Y (L⊠S M) // ,
where β is an isomorphism by Proposition 2.2. It follows that α is an isomorphism.
The following is a variant of [S, Corollary 8.10] and [LZ, Theorem 6.8]. Here we
do not require smoothness or regularity.
Corollary 2.4. Let X and Y be schemes of finite type over S, with X separated
over S. Let M ∈ Dft(Y,Λ) universally locally acyclic over S. Then the canonical
morphism KX ⊠S M → p
!
YM is an isomorphism, where pY : X ×S Y → Y is the
projection.
Proof. This is Proposition 2.3 applied to X ′ = S and L = ΛS.
Proposition 2.5. Let X and Y be schemes of finite type over S, with X separated
over S. Let M ∈ Dft(Y,Λ) universally locally acyclic over S, L ∈ D−c (X,Λ). Then
the canonical morphism DXL⊠SM → RHom(p∗XL, p
!
YM) is an isomorphism. Here
pX : X ×S Y → X and pY : X ×S Y → Y are the projections.
The morphism is adjoint to (DXL⊗ L)⊠S M → KX ⊠S M → p!YM , where the
second arrow is adjoint to the morphism pY !(p∗XKX ⊗ p
∗
YM) ≃ a
∗
Y aX!KX ⊗M →M
given by the adjunction aX!KX → ΛS.
Proof. By [SGA4, IX Proposition 2.7], we may assume L = j!Λ for j : U → X étale
with U affine. Then the morphism can be identified with
j∗DUΛU⊠SM → jY ∗(DUΛU⊠M)→ jY ∗RHom(ΛU×SY , j
!
Y p
!
YM) ≃ RHom(jY !ΛU×SY , p
!
YM),
where jY = j ×S idY : U ×S Y → X ×S Y . The first arrow is an isomorphism by
Proposition 2.2. The second arrow is an isomorphism by Corollary 2.4.
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2.2 The category of cohomological correspondences
Let S be a coherent scheme and let Λ be a torsion commutative ring.
Construction 2.6. We define the 2-category of cohomological correspondences
C = CS,Λ as follows. An object of C is a pair (X,L), where X is a scheme sepa-
rated of finite type over S and L ∈ D(X,Λ). A correspondence over S is a pair
of morphisms X
←−c
←− C
−→c
−→ Y of schemes over S. A morphism (X,L) → (Y,M) in
C is a cohomological correspondence, namely a pair (c, u), where c = (←−c ,−→c ) is a
correspondence over S and u : ←−c ∗L→ −→c !M is a morphism in D(C,Λ). Given coho-
mological correspondences (X,L)
(c,u)
−−→ (Y,M)
(d,v)
−−→ (Z,N), we write the composite
as (e, w) = (d ⋄ c, v ⋄ u), where e = d ⋄ c is the composite correspondence given by
the diagram
(2.1) C ×Y D
−→c ′
$$■
■■
■■
■■
■■←−
d ′
zz✈✈✈
✈✈
✈✈
✈✈
✈
C
←−c
⑧⑧
⑧⑧
⑧⑧
⑧⑧ −→c
$$❍
❍❍
❍❍
❍❍
❍❍
❍ D
←−
d
zz✈✈
✈✈
✈✈
✈✈
✈✈ −→
d
  ❅
❅❅
❅❅
❅❅
❅
X Y Z,
and w = v ⋄ u is given by the composite
←−
d ′∗←−c ∗L
u
−→
←−
d ′∗−→c !M
α
−→ −→c ′!
←−
d ∗M
v
−→ −→c ′!
−→
d !N,
where α is adjoint to the base change isomorphism −→c ′!
←−
d ′∗ ≃
←−
d ∗−→c !. Given (c, u)
and (d, v) from (X,L) to (Y,M), a 2-morphism (c, u)→ (d, v) is a proper morphism
of schemes p : C → D satisfying
←−
d p =←−c and
−→
d p = −→c and such that v is equal to
←−
d ∗L
adj
−→ p∗p
∗
←−
d ∗L ≃ p!
←−c ∗L
u
−→ p!
−→c !M ≃ p!p
!−→d !M
adj
−→
−→
d !M.
Here we used the canonical isomorphism p! ≃ p∗. Composition of 2-morphisms is
given by composition of morphisms of schemes.
The 2-category admits a symmetric monoidal structure. We put (X,L)⊗(X ′, L′) :=
(X×S X ′, L⊠S L′). Given (c, u) : (X,L)→ (Y,M) and (c′, u′) : (X ′, L′)→ (Y ′,M ′),
we define (c, u) ⊗ (c′, u′) to be (d, v), where d = (←−c ×S
←−
c′ ,−→c ×S
−→
c′ ) and v is the
composite
←−
d ∗(L⊠S L
′) ≃ ←−c ∗L⊠S
←−
c′ ∗L′
u⊠Su
′
−−−→ −→c !M ⊠S
−→
c′ !M ′
α
−→
−→
d !(M ⊠S M
′),
where α is adjoint to the Künneth formula
−→
d !(− ⊠S −) ≃
−→c ! − ⊠S
−→
c′ !−. Tensor
product of 2-morphisms is given by product of morphisms of schemes over S. The
monoidal unit of C is (S,ΛS).
Remark 2.7. Let BS be the symmetric monoidal 2-category of correspondences ob-
tained by omitting L from the above construction. The symmetric monoidal struc-
ture on BS is given by fiber product of schemes over S (which is not the product in
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BS for S nonempty). Consider the functor F : BS → Catco carrying X to D(X,Λ)
and c = (←−c ,−→c ) to −→c !
←−c ∗, and a 2-morphism p : c→ d to the natural transformation
−→
d !
←−
d ∗
adj
−→
−→
d !p∗p
∗
←−
d ∗ ≃ −→c !
←−c ∗. It admits a right-lax symmetric monoidal structure
given by ⊠, with Künneth formula providing a natural isomorphism Fc,d (1.4). The
Grothendieck construction (Construction 1.9) then produces CS,Λ.
The category ΩC consists of pairs (X,α), where X is a scheme separated of finite
type over S and α ∈ H0(X,KX). A morphism (X,α)→ (Y, β) is a proper morphism
X → Y of schemes over S such that β = p∗α, where p∗ : H0(X,KX) → H0(Y,KY )
is given by adjunction p∗p! ≃ p!p! → id.
Lemma 2.8. The symmetric monoidal structure ⊗ on C is closed, with internal
mapping object Hom((X,L), (Y,M)) = (X ×S Y,RHom(p∗XL, p
!
YM)).
Proof. We construct an isomorphism of categories
F : Hom((X,L)⊗ (Y,M), (Z,N)) ≃ Hom((X,L),Hom((Y,M), (Z,N)))
as follows. An object of the source (resp. target) is a pair (C
c
−→ X ×S Y ×S Z, u),
where u belongs to H0(C, c!−) applied to left-hand (resp. right-hand) side of the
isomorphism
α : RHom(p∗XL⊗ p
∗
YM, p
!
ZN) ≃ RHom(p
∗
XL,RHom(p
∗
YM, p
!
ZN)).
Here pX , pY , pZ denote the projections from X×S Y ×S Z. We define F by F (c, u) =
(c, u′), where u′ is the image of u under the map induced by α, and F (p) = p for
every morphism p in the source of F .
For an object (X,L) of C and a morphism f : X → X ′ of schemes separated
of finite type over S, we let f♮ = (idX , f)♮ = ((idX , f), L
adj
−→ f !f!L) : (X,L) →
(X ′, f!L).
Lemma 2.9. Let (X,L) be an object of C and let f : X → X ′ be a proper morphism
of schemes separated of finite type over S. Then f♮ : (X,L) → (X ′, f∗L) admits a
right adjoint f ♮ : ((f, idX), f ∗f∗L
adj
−→ L) : (X ′, f∗L)→ (X,L).
Proof. The counit f♮f ♮ → id(X′,f∗L) is given by f and the unit id(X,L) → f
♮f♮ is given
by the diagonal X → X ×X′ X.
Construction 2.10 (!-pushforward). Consider a commutative diagram of schemes
separated of finite type over S
(2.2) X
f

C
←−coo
p

−→c // Y
g

X ′ C ′
←−
c′oo
−→
c′ // Y ′
such that q : C → X ×X′ C ′ is proper. Let (c, u) : (X,L)→ (Y,M) be a cohomolog-
ical correspondence above c. Let p♯ = (f, p, g). By Lemma 1.10, we have a unique
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cohomological correspondence (c′, p♯!u) : (X
′, f!L
′)→ (Y ′, g!M ′) above c′ such that q
defines a 2-morphism in C:
(X,L)
(c,u) //
f♮

(Y,M)
g♮

(X ′, f!L)
(c′,p♯!u)// (Y ′, g!M).
✍✍✍✍ q
For a more explicit construction of p♯!u, see [Z, Construction 7.16]. We will often be
interested in the case where f , g, and p are proper. In this case we write p♯∗u for
p♯!u.
This construction is compatible with horizontal and vertical compositions.
2.3 Dualizable objects
Let S and Λ be as in Subsection 2.2. Next we study dualizable objects of C = CS,Λ.
Proposition 2.11. Let (X,L) be a dualizable object of C.
(a) The dual of (X,L) is (X,DXL) and the biduality morphism L→ DXDXL is an
isomorphism. Moreover, for any object (Y,M) of C, the canonical morphisms
DXL⊠S M → RHom(p
∗
XL, p
!
YM),(2.3)
L⊠S DYM → RHom(p
∗
YM, p
!
XL),
DXL⊠S DYM → DX×SY (L⊠S M)
are isomorphisms.
(b) For any morphism of schemes g : Y → Y ′ separated of finite type over S and
any M ∈ D(Y,Λ), the canonical morphism L⊠S g∗M → (idX ×S g)∗(L⊠S M)
is an isomorphism.
(c) If L ∈ D+(X,Λ), then L is locally acyclic over S.
(d) If S is Noetherian finite-dimensional, mΛ = 0 with m invertible on S, and
there exists an étale cover U → X of finite type such that for every scheme
Y of finite type over U , (Y,Λ) has finite cohomological dimension, then L is
c-perfect.
Part (d) will only be used in Corollary 3.9. Recall that for any Noetherian scheme
X, L ∈ D(X,Λ) is said to be c-perfect [ILO, XVII Définition 7.7.1] if for there exists
a finite partition (Xi) of X by subschemes such that for each i, L|Xi ∈ D(Xi,Λ) is a
perfect complex in the sense of [SGA6, I Exemple 4.8], namely locally isomorphic to a
perfect complex of constant Λ-modules. Here we used the fact that locally constant
Λ-modules with finitely presented stalks on Noetherian schemes are stable under
direct summands [SGA4, IX Proposition 2.13 (i)]. For Λ Noetherian, “c-perfect” is
equivalent to “∈ Dcft”.
Proof. (a) follows from Remarks 1.2, 1.3 and the identification of internal mapping
objects (Lemma 2.8). Via biduality and (2.3), the morphism in (b) can be identified
with the isomorphism
RHom(p′∗XL
∨, p!Y ′g∗M) ≃ RHom(p
′∗
XL
∨, f∗p
!
YM) ≃ f∗RHom(p
∗
XL
∨, p!YM),
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where f = idX ×S g, p′X : X × Y
′ → X is the projection. (c) follows from (b)
and Lemma 2.12. For (d), we may assume U = X. By (2.3), for M ∈ D(X,Λ),
Hom(ΛX ,∆!(DXL ⊠S M)) ≃ Hom(L,M), where ∆: X → X ×S X is the diagonal.
Since ΛX is a compact object of D(X,Λ) and ∆! commutes with small direct sums
by Lemma 2.13 below, it follows that L is a compact object. We conclude the proof
of (d) by Lemma 2.14 below.
The following is a variant of [S, Proposition 8.11].
Lemma 2.12. Let X → S be a morphism of coherent schemes and let L ∈ D+(X,Λ).
Assume that for every quasi-finite morphism g : Y → Y ′ of affine schemes with Y ′
étale over S, the canonical morphism L ⊠S g∗ΛY → (idX ×S g)∗p∗XL is an isomor-
phism. Then L is locally acyclic over S.
Proof. Let s→ S be a geometric point and let g : t→ S(s) be an algebraic geometric
point. Consider the diagram
Xt
gX //

X(s)

Xs
iXoo

t
g // S(s) s
ioo
obtained by base change. By the assumption and passing to the limit, the morphism
L|Xs → i
∗
XgX∗(L|Xt) can be identified with L⊠S − applied to Λs → i
∗g∗Λt, which is
an isomorphism.
Lemma 2.13. Let f : X → Y be a separated morphism of finite type between finite-
dimensional Noetherian schemes. Assume that mΛ = 0 with m invertible on Y .
Then Rf ! commutes with small direct sums.
Proof. We may assume that f is a closed immersion. Let j be the complemen-
tary open immersion. Since Rj∗ has finite cohomological dimension [ILO, XVIIIA
Corollary 1.4], Rj∗ commutes with small direct sums by [LZ, Lemma 1.10].
The following is an analogue of [GL, Propositions 2.2.4.5, 2.2.6.2].
Lemma 2.14. Let X be a coherent scheme such that for every scheme U étale of
finite presentation over X, (U,Λ) has finite cohomological dimension. Then D(X,Λ)
is compactly generated. If, moreover, X is Noetherian and for every scheme Y
of finite type over X, (Y,Λ) has finite cohomological dimension, then the compact
objects of D(X,Λ) are precisely c-perfect complexes.
Proof. For every étale morphism of finite presentation j : U → X and every integer
n, j!ΛU [n] is a compact object. These objects form an (essentially small) family of
generators. Indeed, if H−n(U,L) ≃ Hom(j!ΛU [n], L) = 0 for all j and n ≥ 0, then
Lx = 0 for every geometric point x→ X.
To prove the last assertion, note that every c-perfect complex is a successive
extension of objects of the form v!L, where v : V → X is an immersion and L ∈
D(V,Λ) is a perfect complex. It follows that c-perfect complexes are compact.
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Moreover, they form a thick subcategory of D(X,Λ) containing j!ΛU [n] for all j and
n ≥ 0. We conclude by Neeman’s version of the Thomason localization theorem
[N, Theorem 2.1.2 and 2.1.3] (applied to S = D(X,Λ) and R the collection of
c-perfect complexes).
Remark 2.15. The evaluation and coevaluation maps for a dualizable object (X,L)
of C can be given explicitly as follows. The evaluation map (X×S X,DXL⊠S L)→
(S,Λ) is given by X ×S X
∆
←− X → S and the usual evaluation map ∆∗(DXL ⊠S
L) ≃ DXL ⊗ L → KX , where ∆ denotes the diagonal. The coevaluation map
(S,Λ) → (X ×S X,L⊠S DXL) is given by S ← X
∆
−→ X ×S X and idL considered
as a morphism
ΛX → RHom(L,L) ≃ ∆
!RHom(p∗2L, p
!
1L) ≃ ∆
!(L⊠S DXL).
We can identify dualizable objects of C under mild assumptions.
Theorem 2.16. Let S be a Noetherian scheme, Λ a Noetherian commutative ring
with mΛ = 0 for m invertible on S. Let X be a scheme separated of finite type over
S, L ∈ Dcft(X,Λ). Then (X,L) is dualizable object of C if and only if L is locally
acyclic over S. In this case the dual of (X,L) is (X,DXL).
We will use Gabber’s theorem that for X of finite type over S, L ∈ Dbc(X,Λ) is
locally acyclic if and only if it is universally locally acyclic [LZ, Corollary 6.6].
Proof. We have already seen the last assertion and the “only if” part of the first
assertion in Parts (a) and (c) of Proposition 2.11. Now assume L locally acyclic
over S. By Lemmas 1.4 and 2.8, it suffices to show that the canonical morphism
L⊠S DXL→ RHom(p∗2L, p
!
1L) is an isomorphism, which is Proposition 2.5.
Remark 2.17. Without invoking Gabber’s theorem, our proof and Proposition 2.23
show that for L ∈ Dcft(X,L), (X,L) is dualizable if and only if L is universally
locally acyclic over S.
Corollary 2.18. For S, Λ, and X as in Theorem 2.16 and L ∈ Dcft(X,Λ) locally
acyclic over S, DXL is locally acyclic over S.
This was known under the additional assumption that S is regular (and excellent)
[LZ, Corollary 5.13] (see also [BG, B.6 2)] for S smooth over a field). Our proof
here is different from the one in [LZ]. In fact, without invoking Gabber’s theorem,
our proof here shows that DX preserves universal local acyclicity and makes no use
of oriented topoi.
Proof. This follows immediately from Theorem 2.16 and Remark 1.2.
2.4 The relative Lefschetz-Verdier pairing
Let S be a coherent scheme and Λ a torsion commutative ring.
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Notation 2.19. For objects (X,L) and (Y,M) of C with (X,L) dualizable and mor-
phisms (c, u) : (X,L) → (Y,M) and (d, v) : (Y,M) → (X,L), we write the pairing
〈(c, u), (d, v)〉 ∈ ΩC in Construction 1.6 as (F, 〈u, v〉), where F = C×X×SYD. We call
〈u, v〉 ∈ H0(F,KF ) the relative Lefschetz-Verdier pairing. The pairing is symmetric:
〈u, v〉 can be identified with 〈v, u〉 via the canonical isomorphism 〈c, d〉 ≃ 〈d, c〉.
For an endomorphism (e, w) of a dualizable object (X,L) of C, we write tr(e, w) =
(Xe, tr(w)), where tr(w) = 〈w, idL〉 ∈ H0(Xe,Λ). We define the characteristic class
ccX/S(L) to be tr(idL) = 〈idL, idL〉 ∈ H0(X,KX). In other words, dim(X,L) =
(X, ccX/S(L)).
Theorem 2.20 (Relative Lefschetz-Verdier). Let
(2.4) X
f

C
←−coo
p

−→c // Y
g

D
←−
doo
−→
d //
q

X
f

X ′ C ′
←−
c′oo
−→
c′ // Y ′ D′
←−
d′oo
−→
d′ // X ′
be a commutative diagram of schemes separated of finite type over S, with p, and
D → D′ ×Y ′ Y proper. Let L ∈ D(X,Λ) such that (X,L) and (X ′, f!L) are dual-
izable objects of C. Let M ∈ D(Y,Λ), u : ←−c ∗L → −→c !M , v :
←−
d ∗M →
−→
d !L. Then
s : C ×X×SY D → C
′ ×X′×SY ′ D
′ is proper and
s∗〈u, v〉 = 〈p
♯
!u, q
♯
! v〉.
Combining this with Theorem 2.16, we obtain Theorem 0.1.
Proof. We will first prove two special cases: (a) f is proper; (b) (Y,M) is dualizable.
By Construction 2.10, we get a diagram in C
(X,L)
(c,u) //
f♮

(Y,M)
g♮

(d,v) // (X,L)
f♮

(X ′, f∗L)
(c′,p♯
!
u)
// (Y ′, g∗M)
✍✍✍✍
(d′,q♯
!
v)
// (X ′, f∗L).
✍✍✍✍
In case (a), by Lemma 2.9, f♮ is right adjointable. By Construction 1.7, we then get
a morphism (F, 〈u, v〉)→ (F ′, 〈p♯!u, q
♯
! v〉) in ΩC given by s : F → F
′.
In case (b), we decompose (2.4) as
X
f

C
←−coo
−→c // Y D
←−
doo
−→
d // X
f

X ′ Coo
p

−→c // Y
g

D
←−
doo //
q

X ′
X ′ C ′
←−
c′oo
−→
c′ // Y ′ D′
←−
d′oo
−→
d′ // X ′.
This decomposition was used in the proof of [Z, Proposition 8.11]. For the lower
diagram we apply case (a). For the upper diagram we apply case (a) with c and d
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swapped and the symmetry of pairings. Case (b) then follows from the compatibility
of Construction 2.10 with vertical composition.
In the general case, form the composites (e, w) = (d, v) ◦ (c, u) and e′ = d′ ⋄ c′
and the induced diagram
X
f

E
←−eoo
r

−→e // X
f

X ′ E ′
←−
e′oo
−→
e′ // X ′.
Note that r is the composite E → E ′ ×C′ C → E ′, where the two morphisms are
base change of D → D′ ×Y ′ Y and p, respectively. Thus r is proper. By case (b),
we have
s∗〈u, v〉 = s∗tr(w) = tr(r
♯
!w) = 〈p
♯
!u, q
♯
! v〉.
In the last equality we used the compatibility of Construction 2.10 with horizontal
composition: r♯!w = q
♯
! v ⋄ p
♯
!u.
Corollary 2.21. Let f : X → X ′ be a proper morphism of schemes separated of
finite type over S and let L ∈ D(X,Λ) such that (X,L) is a dualizable object of C.
Then f∗ccX/S(L) = ccX′/S(f∗L).
Proof. This follows from Theorem 2.20 applied to c = d = (idX , idX), c′ = d′ =
(idX′ , idX′) and u = v = idL. By Proposition 2.22 below, (X ′, f∗L) is dualizable.
Proposition 2.22. Let f : X → Y be a proper morphism of schemes separated of
finite type over S. Let (X,L) be a dualizable object of C. Then (Y, f∗L) is dualizable.
Proof. By Lemmas 1.4 and 2.8, the canonical morphism
α : DXL⊠S L→ RHom(p
∗
1L, p
!
2L)
is an isomorphism and it suffices to show that the canonical morphism
β : DY f∗L⊠S f∗L→ RHom(q
∗
1f∗L, q
!
2f∗L)
is an isomorphism. Here pi : X×S X → X and qi : Y ×S Y → Y are the projections.
Consider the diagram with Cartesian squares
X ×S X
f×S idX//
p1

Y ×S X
p′2 //
idY ×Sf

X
f

Y × Y
q1

q2 // Y.
X
f // Y
Via the isomorphisms DY f∗L⊠S f∗L ≃ (f ×S f)∗(DXL⊠S L) and
RHom(q∗1f∗L, q
!
2f∗L) ≃ RHom(q
∗
1f∗L, (idY ×S f)∗p
′!
2L)
≃ (idY ×S f)∗RHom((idY ×S f)
∗q∗1f∗L, p
′!
2L)
≃ (idY ×S f)∗RHom((f ×S idX)∗p
∗
1L, p
′!
2L) ≃ (f ×S f)∗RHom(p
∗
1L, p
!
2L),
β can be identified with (f ×S f)∗α.
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The relative Lefschetz-Verdier formula and the proof given above hold for Artin
stacks of finite type over S, with proper morphisms replaced by a suitable class of
morphisms equipped with canonical isomorphisms f! ≃ f∗ (such as proper repre-
sentable morphisms). The characteristic class lives in H0(IX,KIX), where IX is
the inertia stack of X.
Theorem 2.20 does not cover the twisted Lefschetz-Verdier formula in [XZ,
A.2.19]
2.5 Base change and duals
We conclude this section with a result on the preservation of duals by base change.
Let g : S → T be a morphism of coherent schemes and let Λ be a torsion
commutative ring. For a scheme X separated of finite type over S, we write
DX/S = RHom(−, a!Λ), where a : X → S. For a scheme Y separated of finite
type over T , we write DY/T = RHom(−, b!Λ), where b : Y → T .
Proposition 2.23. Let (Y,M) be a dualizable object of CT,Λ. Then (YS, g∗YM) is a
dualizable object of CS,Λ and the canonical morphism g
∗
YDY/TM → DYS/Sg
∗
YM is an
isomorphism. Here YS = Y ×T S and gY : YS → Y is the projection.
Although the statement does not involve cohomological correspondences, we can
prove it by constructing a symmetric monoidal functor g∗ : CT,Λ → CS,Λ as follows.
We take g∗(Y,M) = (YS, g∗YM). For (d, v) : (Y,M) → (Z,N), we take g
∗(d, v) =
(dS, vS), here dS is the base change of d by g and vS is the composite
←−
d ∗Sg
∗
YM ≃ g
∗
D
←−
d ∗M
g∗
C
v
−−→ g∗D
−→
d !M →
−→
d !Sg
∗
ZM.
For every 2-morphism p of CT,Λ, we take g∗(p) = p×T S. The symmetric monoidal
structure on g∗ is obvious. Proposition 2.23 then follows from the fact that g∗ : CT,Λ →
CS,Λ preserves duals (Remark 1.8).
The construction above is a special case of Construction 1.13 (applied toH : BT →
BS given by base change by g).
Corollary 2.24. Let g : S → T be a morphism of coherent schemes with T Noethe-
rian and let Λ be a Noetherian commutative ring with mΛ = 0 for m invertible on
T . Then for any scheme Y separated of finite type over T and any M ∈ Dcft(Y,Λ)
locally acyclic over T , the canonical morphism g∗YDY/TM → DYS/Sg
∗
YM is an iso-
morphism. Here YS = Y ×T S and gY : YS → Y is the projection.
Proof. This follows from Proposition 2.23 and Theorem 2.16.
3 Nearby cycles over Henselian valuation rings
Let R be a Henselian valuation ring and let S = Spec(R). We do not assume that
the valuation is discrete. In other words, we do not assume S Noetherian. Let η be
the generic point and let s be the closed point. Let X be a scheme of finite type
over S. Let Xη = X ×S η, Xs = X ×S s. We consider the morphisms of topoi
Xη
←−
ΨX−−→ X
←
×S η
iX←− Xs
←
×S η ≃ Xs ×¯s η,
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where
←
× denotes the oriented product of topoi [ILO, XI] and ×¯ denotes the fiber
product of topoi. Let Λ be a commutative ring such that mΛ = 0 for some m
invertible on S. We will study the composite functor
ΨX : D(Xη,Λ)
←−
ΨX−−→ D(X
←
×S η,Λ)
i∗
X−→ D(Xs ×¯s η,Λ).
Let s¯ be an algebraic geometric point above s and let η¯ → S(s¯) be an algebraic
geometric point above η. The restriction of ΨL to Xs¯ ≃ Xs¯ ×¯s¯ η¯ can be identified
with (j∗L)|Xs¯ , where j : Xη¯ → X(s¯), and was studied by Huber [H, Section 4.2]. We
do not need Huber’s results in this paper.
In Subsection 3.1, we study the symmetric monoidal functor given by Ψ and
cohomological correspondences. We deduce that Ψ commutes with duals (Corollary
3.8), generalizing a theorem of Gabber. We also obtain a new proof of the theorems
of Deligne and Huber that Ψ preserves constructibility (Corollary 3.9). In Subsection
3.2, extending results of Vidal, we use the compatibility of specialization with proper
pushforward to deduce a fixed point result.
3.1 Künneth formulas and duals
Proposition 3.1 (Künneth formulas). Let X and Y be schemes of finite type over
S and let L ∈ D(Xη,Λ), M ∈ D(Yη,Λ), then the canonical morphisms
←−
ΨXL⊠
←−
ΨYM →
←−
ΨX×SY (L⊠M), ΨXL⊠ΨYM → ΨX×SY (L⊠M),
are isomorphisms.
The Künneth formula for Ψ over a discrete Henselian valuation ring was a the-
orem of Gabber ([I, Théorème 4.7], [BB, Lemma 5.1.1]).
Proof. It suffices to show that the first morphism is an isomorphism. By passing
to the limit and the finiteness of cohomological dimensions, it suffices to show that
ΨX,U/S : XU → X
←
×S U satisfies Künneth formula for each open subscheme U ⊆ S.
We then reduce to the case U = S, where the Künneth formula is [I2, Theorem A.3].
The Ψ-goodness is satisfied by Orgogozo’s theorem ([O, Théorème 2.1], [LZ, Example
4.26 (2)]).
Construction 3.2. Let f : X → Y be a separated morphism of schemes of finite
type over S. Then we have canonical natural transformations
f ∗sΨY → ΨXf
∗
η ,(3.1)
ΨY fη∗ → fs∗ΨX ,(3.2)
fs!ΨX → ΨY fη!,(3.3)
ΨY f
!
η → f
!
sΨY .(3.4)
Here we denoted fs ×¯s η by fs. (3.1) is the base change
f ∗s i
∗
Y
←−
ΨY ≃ i
∗
X(f
←
×S idη)
∗
←−
ΨY → i
∗
X
←−
ΨXf
∗
η
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and (3.4) is defined similarly to [LZ, (4.9)] as
i∗X
←−
ΨXf
!
η ≃ i
∗
X(f
←
×S idη)
!←−ΨY → f
!
ηi
∗
Y
←−
ΨY .
(3.1) and (3.2) correspond to each other by adjunction. The same holds for (3.3)
and (3.4). For f proper, (3.2) and (3.3) are inverse to each other.
Construction 3.3. We construct symmetric monoidal 2-categories C1 and C2 and
a symmetric monoidal functor ψ : C1 → C2 as follows.
The construction of C1 is identical to that of CS,Λ (Construction 2.6) except that
we replace the derived category D(−,Λ) by D((−)η,Λ). Thus an object of C1 is a
pair (X,L), where X is a scheme separated of finite type over S and L ∈ D(Xη,Λ).
A morphism (X,L)→ (Y,M) is a pair (c, u), where c : X → Y is a correspondence
and (cη, u) is a cohomological correspondence over η. A 2-morphism (c, u)→ (d, v)
is a 2-morphism p : c → d such that pη is a 2-morphism (cη, u) → (dη, v). We have
(X,L)⊠ (Y,M) = (X ×S Y, L⊠η M). The monoidal unit is (S,Λη).
The construction of C2 is identical to that of Cs,Λ except that we replace the
derived category D(−,Λ) by D((−) ×¯s η,Λ). Thus an object of C2 is a pair (X,L),
where X is a scheme separated of finite type over s and L ∈ D(X ×¯s η,Λ). The
monoidal unit is (s,Λη).
We define ψ by ψ(X,L) = (Xs,ΨXL), ψ(c, u) = (cs, ψu), where ψu is specializa-
tion of u defined as the composite
←−c ∗sΨXL
(3.1)
−−→ ΨC
←−c ∗ηL
ΨC(u)
−−−→ ΨC
−→c !ηM
(3.4)
−−→ −→c !sΨYM.
For every 2-morphism p, ψp = ps. The symmetric monoidal structure is given by
the Künneth formula (Proposition 3.1) and the canonical isomorphism ΨSΛS ≃ Λη.
Remark 3.4. The symmetric monoidal 2-category C1 (resp. C2) is obtained via the
Grothendieck construction (Construction 1.9) from the right-lax symmetric monoidal
functor BS → Catco (resp. Bs → Catco) carrying X to D(Xη,Λ) (resp. D(X ×¯sη,Λ)).
The symmetric monoidal functor ψ is a special case of Construction 1.13 (with
H : BS → Bs given by taking special fiber). More explicitly, if C′2 denotes the sym-
metric monoidal 2-category obtained from the right-lax symmetric monoidal functor
BS → Cat
co carrying X to D(Xs ×¯s η,Λ), then ψ decomposes into C1
ψ1
−→ C′2
ψ2
−→ C2,
where ψ1 carries (X,L) to (X,ΨX,ηL) and ψ2 carries (X,L) to (Xs, L).
The proof the following lemma is identical to that of Lemma 2.8.
Lemma 3.5. The symmetric monoidal structures ⊗ on C1 (resp. C2) is closed,
with mapping object Hom((X,L), (Y,M)) = (X ×S Y,RHom(p∗XηL, p
!
YηM)) (resp.
Hom((X,L), (Y,M)) = (X ×s Y,RHom(p∗XL, p
!
YM))).
Remark 3.6. It follows from Remark 1.3 and Lemma 3.5 that the dual of a dualizable
object (X,L) in C1 (resp. C2) is (X,DXηL) (resp. (X,DX×¯sηL)). Here for a : U → η
and b : V → s separated of finite type, we write KU = a!Λη, DU = RHom(−, KU)
and KV ×¯sη = b
!Λη, DV ×¯sη = RHom(−, KV ×¯sη).
In the rest of Subsection 3.1, we assume that Λ is Noetherian.
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Proposition 3.7. For (X,L) in C1 with L ∈ Dcft(Xη,Λ), (X,L) is dualizable with
dual (X,DXηL).
Proof. By Lemmas 1.4 and 3.5, it suffices to show that the canonical morphism
L⊠η DXL→ RHom(p∗2L, p
!
1L) is an isomorphism, which is [SGA5, III (3.1.1)].
Corollary 3.8. Let X be a scheme separated of finite type over S and let L ∈
D−c (Xη,Λ). The canonical morphism ΨXDXηL → DXs×¯sηΨXL is an isomorphism
in D(Xs ×¯s η,Λ).
This generalizes a theorem of Gabber for Henselian discrete valuation rings [I,
Théorème 4.2]. Our proof here is different from that of Gabber. One can also deduce
Corollary 3.8 from the commutation of duality with sliced nearby cycles over general
bases [LZ, Theorem 0.1].
Proof. The cohomological dimension of ΨX is bounded by dim(Xη). Thus we may
assume that L is of the form u!ΛU , where u : U → Xη is an étale morphism of
finite type. In particular, we may assume L ∈ Dcft(Xη,Λ). In this case, (X,L)
is dualizable by Proposition 3.7. We conclude by the fact that ψ preserve duals
(Remark 1.8) and the identification of duals (Remark 3.6).
We also deduce a new proof of the following finiteness theorem of Deligne (for
Henselian discrete valuation rings) [D, Th. finitude, Théorème 3.2] and Huber [H,
Proposition 4.2.5]. Our proof relies on Deligne’s theorem on generic local acyclicity
over a field [D, Corollaire 2.16] via the Künneth formula [SGA5, III (3.1.1)].
Corollary 3.9. Let X be a scheme of finite type over S. Then ΨX preserves Dbc
and Dcft.
Proof. We may assume that X is separated. As in the proof of Corollary 3.8,
we are reduced to the case of Dcft. Let L ∈ Dcft(Xη,Λ). Up to replacing S by
its normalization in η¯, we may assume that η is separably closed. Since (X,L) is
dualizable by Proposition 3.7, (Xs,ΨXL) is a dualizable object of C2 ≃ Cs by Remark
1.8. By Proposition 2.11 (d), ΨXL ∈ Dcft(Xs,Λ).
By Remark 1.8, ψ also preserves pairings, and we obtain the following general-
ization of [V, Proposition 1.3.5].
Corollary 3.10. Consider morphisms of schemes separated of finite type over S:
X C
←−coo
−→c // Y D
←−
doo
−→
d // X.
Let L ∈ Dcft(Xη,Λ), M ∈ D(Yη,Λ), u :
←−c ∗ηL →
−→c !ηM , v :
←−
d ∗ηM →
−→
d !ηL. Then
sp〈u, v〉 = 〈ψu, ψv〉, where sp is the composition
H0(Fη, KFη)→ H
0(Fs ×¯s η,ΨFKFη)→ H
0(Fs ×¯s η,KFs×¯sη)
and F = C ×X×Y D.
21
3.2 Pushforward and fixed points
Construction 3.11 (!-Pushforward in C2). Consider a commutative diagram (2.2)
in Bs such that q : C → X ×X′ C ′ is proper. Let (c, u) : (X,L)→ (Y,M) be a mor-
phism in C2 above c. By Lemma 1.10, we have a unique morphism (c′, p
♯
!u) : (X
′, f!L
′)→
(Y ′, g!M ′) in C2 above c′ such that q defines a 2-morphism in C2:
(X,L)
(c,u) //
f♮

(Y,M)
g♮

(X ′, f!L)
(c′,p♯
!
u)
// (Y ′, g!M).
✍✍✍✍ q
For f , g, p proper, we write p♯∗u for p
♯
!u.
Applying Lemma 1.14 to the functor ψ1, we obtain the following.
Proposition 3.12. Consider a commutative diagram of schemes separated of finite
type over S
X
f

C
←−coo
p

−→c // Y
g

X ′ C ′
←−
c′oo
−→
c′ // Y ′
such that C → X ×X′ C
′ is proper. Let L ∈ D(Xη,Λ), M ∈ D(Yη,Λ), u :
←−c ∗ηL →
←−c !ηM . Then the square
←−
c′ ∗sfs!ΨXL
p♯
s!
ψu
//

−→
c′ !sgs!ΨYM

←−
c′ ∗sΨX′fη!L
ψp♯
η!
u
//
−→
c′ !sΨY ′gη!M
commutes. Here the vertical arrows are given by (3.3). In particular, in the case
where f , g, p are proper, p♯s∗ψu can be identified with ψp
♯
η∗u via the isomorphisms
fs∗ΨX ≃ ΨX′fη∗ and gs∗ΨY ≃ ΨY ′gη∗.
This generalizes a result of Vidal [V2, Théorème 7.5.1] for certain Henselian
valuation rings of rank 1. As in [V2, Sections 7.5, 7.6], Proposition 3.12 implies the
following fixed point result, generalizing [V2, Proposition 5.1, Corollaire 7.5.3].
Corollary 3.13. Assume that η is separably closed. Consider a commutative dia-
gram of schemes
X
f //
g

S
σ ≃

X
f // S
with f proper and σ fixing s. Assume that gs does not fix any point of Xs. Then
tr(g, RΓ(Xη,Λ)) = 0. If, moreover, g is an isomorphism and U ⊆ Xη is an open
subscheme such that g(U) = U , then tr(g, RΓc(U,Λ)) = 0.
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Proof. For completeness, we recall the arguments of [V2, Corollaire 7.5.2]. We may
assume Λ = Z/mZ. We decompose the commutative diagram into
X
γ //
g
""❊
❊❊
❊❊
❊❊
❊ σ
∗X //
σ

S
σ

X
f // S.
Consider the cohomological correspondences (id, σ) : (Xs,ΨΛ) → (σ∗Xs,ΨΛ) and
(c, u) : (σ∗Xη,Λ) → (Xη,Λ), where c = (idXη , γη) and u = idΛ. We have a commu-
tative diagram
RΓ(Xη,Λ)
σ //
≃

RΓ(σ∗Xη,Λ)
≃

f♯η∗u // RΓ(Xη,Λ)
≃

RΓ(Xs,ΨXΛ)
σ // RΓ(Xs,ΨXΛ)
f♯s∗ψu // RΓ(Xs,ΨXΛ)
where the square on the right commutes by Proposition 3.12. The composite of the
upper horizontal arrows is the action of g. Thus, by the Lefschetz-Verdier formula
over s, we have
tr(g, RΓ(Xη,Λ)) =
∫
Xgss
〈σ, ψu〉 = 0,
where
∫
F : H
0(F,KF )→ Λ denotes the trace map. For the last assertion, it suffices
to note that
tr(g, RΓc(U,Λ)) = tr(g, RΓ(Xη,Λ))− tr(g, RΓ(Zη,Λ)) = 0,
where Z is the closure of Xη\U in X, equipped with the reduced subscheme struc-
ture.
References
[SGA1] Revêtements étales et groupe fondamental (SGA 1), Documents Mathématiques (Paris)
[Mathematical Documents (Paris)], vol. 3, Société Mathématique de France, Paris, 2003
(French). Séminaire de géométrie algébrique du Bois Marie 1960–61. [Algebraic Geometry
Seminar of Bois Marie 1960-61]; Directed by A. Grothendieck; With two papers by M.
Raynaud; Updated and annotated reprint of the 1971 original [Lecture Notes in Math.,
224, Springer, Berlin; MR0354651 (50 #7129)]. MR2017446 ↑6
[SGA4] Théorie des topos et cohomologie étale des schémas, Lecture Notes in Mathematics, Vol.
269, 270, 305, Springer-Verlag, Berlin, 1972–1973. Séminaire de Géométrie Algébrique du
Bois-Marie 1963–1964 (SGA 4); Dirigé par M. Artin, A. Grothendieck, et J. L. Verdier.
Avec la collaboration de N. Bourbaki, P. Deligne et B. Saint-Donat. MR0354652 (50
#7130), MR0354653 (50 #7131), MR0354654 (50 #7132) ↑10, 13
[SGA5] Cohomologie l-adique et fonctions L, Lecture Notes in Mathematics, vol. 589, Springer-
Verlag, Berlin, 1977 (French). Séminaire de Géometrie Algébrique du Bois-Marie 1965–
1966 (SGA 5). Dirigé par A. Grothendieck, avec la collaboration de I. Bucur, C. Houzel,
L. Illusie, J.-P. Jouanolou et J.-P. Serre. MR0491704 (58 #10907) ↑2, 9, 21
23
[SGA6] Théorie des intersections et théorème de Riemann-Roch, Lecture Notes in Mathematics,
Vol. 225, Springer-Verlag, Berlin-New York, 1971 (French). Séminaire de Géométrie Al-
gébrique du Bois-Marie 1966–1967 (SGA 6); Dirigé par P. Berthelot, A. Grothendieck et
L. Illusie. Avec la collaboration de D. Ferrand, J. P. Jouanolou, O. Jussila, S. Kleiman, M.
Raynaud et J. P. Serre. MR0354655 ↑13
[BB] A. Be˘ılinson and J. Bernstein, A proof of Jantzen conjectures, I. M. Gel′fand Seminar, Adv.
Soviet Math., vol. 16, Amer. Math. Soc., Providence, RI, 1993, pp. 1–50. MR1237825 ↑19
[BZN] D. Ben-Zvi and D. Nadler, Nonlinear traces. arXiv:1305.7175v4, to appear in Panoramas
et Synthèses. ↑1, 2, 3
[BG] A. Braverman and D. Gaitsgory, Geometric Eisenstein series, Invent. Math. 150 (2002),
no. 2, 287–384, DOI 10.1007/s00222-002-0237-8. MR1933587 ↑15
[D] P. Deligne, Cohomologie étale, Lecture Notes in Mathematics, Vol. 569, Springer-Verlag,
Berlin, 1977. Séminaire de Géométrie Algébrique du Bois-Marie SGA 4 1
2
. Avec la collabo-
ration de J. F. Boutot, A. Grothendieck, L. Illusie et J. L. Verdier. MR0463174 (57 #3132)
↑9, 21
[DP] A. Dold and D. Puppe, Duality, trace, and transfer, Proceedings of the International
Conference on Geometric Topology (Warsaw, 1978), PWN, Warsaw, 1980, pp. 81–102.
MR656721 ↑1
[GL] D. Gaitsgory and J. Lurie, Weil’s conjecture for function fields. Vol. 1, Annals of Math-
ematics Studies, vol. 199, Princeton University Press, Princeton, NJ, 2019. MR3887650
↑14
[HSS] M. Hoyois, S. Scherotzke, and N. Sibilla, Higher traces, noncommutative mo-
tives, and the categorified Chern character, Adv. Math. 309 (2017), 97–154, DOI
10.1016/j.aim.2017.01.008. MR3607274 ↑3, 5
[H] R. Huber, Étale cohomology of rigid analytic varieties and adic spaces, Aspects of Math-
ematics, E30, Friedr. Vieweg & Sohn, Braunschweig, 1996. MR1734903 ↑2, 19, 21
[I1] L. Illusie, Autour du théorème de monodromie locale, Astérisque 223 (1994), 9–57 (French).
Périodes p-adiques (Bures-sur-Yvette, 1988). MR1293970 ↑19, 21
[I2] , Around the Thom-Sebastiani theorem, with an appendix by Weizhe Zheng,
Manuscripta Math. 152 (2017), no. 1-2, 61–125, DOI 10.1007/s00229-016-0852-0.
MR3595371 ↑19
[ILO] L. Illusie, Y. Laszlo, and F. Orgogozo (eds.), Travaux de Gabber sur l’uniformisation lo-
cale et la cohomologie étale des schémas quasi-excellents, Société Mathématique de France,
Paris, 2014 (French). Séminaire à l’École Polytechnique 2006–2008. [Seminar of the Poly-
technic School 2006–2008]; With the collaboration of Frédéric Déglise, Alban Moreau,
Vincent Pilloni, Michel Raynaud, Joël Riou, Benoît Stroh, Michael Temkin and Weizhe
Zheng; Astérisque No. 363-364 (2014) (2014). MR3309086 ↑13, 14, 19
[LZ] Q. Lu and W. Zheng, Duality and nearby cycles over general bases, Duke Math. J. 168
(2019), no. 16, 3135–3213, DOI 10.1215/00127094-2019-0057. MR4027830 ↑9, 10, 14, 15,
19, 20, 21
[N] A. Neeman, The Grothendieck duality theorem via Bousfield’s techniques and Brown rep-
resentability, J. Amer. Math. Soc. 9 (1996), no. 1, 205–236, DOI 10.1090/S0894-0347-96-
00174-9. MR1308405 ↑15
[O] F. Orgogozo, Modifications et cycles proches sur une base générale, Int. Math. Res. Not.,
posted on 2006, Art. ID 25315, 38, DOI 10.1155/IMRN/2006/25315 (French). MR2249998
↑19
[S] T. Saito, The characteristic cycle and the singular support of a constructible sheaf, Invent.
Math. 207 (2017), no. 2, 597–695. MR3595935 ↑10, 14
24
[V1] Y. Varshavsky, Lefschetz-Verdier trace formula and a generalization of a theorem of Fu-
jiwara, Geom. Funct. Anal. 17 (2007), no. 1, 271–319, DOI 10.1007/s00039-007-0596-9.
MR2306659 ↑2, 21
[V2] I. Vidal, Théorie de Brauer et conducteur de Swan, J. Algebraic Geom. 13 (2004), no. 2,
349–391 (French, with French summary). MR2047703 ↑22, 23
[XZ] L. Xiao and X. Zhu,Cycles on Shimura varieties via geometric Satake. arXiv:1707.05700v1.
↑18
[YZ] E. Yang and Y. Zhao, On the relative twist formula of ℓ-adic sheaves, Acta. Math. Sin.-
English Ser. (2019). ↑2, 9
[Z] W. Zheng, Six operations and Lefschetz-Verdier formula for Deligne-Mumford stacks, Sci.
China Math. 58 (2015), no. 3, 565–632, DOI 10.1007/s11425-015-4970-z. MR3319927 ↑13,
16
25
