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Abstract—We investigate the problem of learning undirected
graphical models under Laplacian structural constraints from the
point of view of financial market data. We show that Laplacian
constraints have meaningful physical interpretations related to
the market index factor and to the conditional correlations
between stocks. Those interpretations lead to a set of guidelines
that users should be aware of when estimating graphs in financial
markets. In addition, we propose algorithms to learn undirected
graphs that account for stylized facts and tasks intrinsic to
financial data such as non-stationarity and stock clustering.
Index Terms—undirected graphical models, graph Laplacian,
stock markets
I. INTRODUCTION
Learning the structure of general graphical models is an NP-
hard task [1] whose importance is critical towards visualizing,
understanding, and leveraging the full potential contained in
the data that live in such structures. Learning graphs from
data is a fundamental problem in the statistical graph learning
and signal processing fields [2]–[4], having a direct impact
on applications such as unsupervised learning, clustering, and
applied finance [5]–[7].
Nonetheless, most existing techniques for learning graphs
are often unable to impose a particular graph structure due
to their inability to incorporate prior information in the learn-
ing process. Moreover, most graph learning frameworks are
designed towards static networks [3], [4], [8], [9] which in-
herently neglect dynamic time-domain variations in real data.
As a consequence, they usually lack practicality especially in
non-stationary data regimes, which is often the case in data
from financial stock markets.
Motivated by practical applications such as clustering of
stocks and understanding their time-domain variations, we
investigate the problem of estimating graph matrices whose
structure follow those of Laplacian matrices of undirected
weighted graphs in a financial context both for static and
dynamic graphs.
The main contributions of our paper are as follows:
1) We for the first time provide natural interpretations
for the Laplacian constraints of graphs estimated from
stock market data. This leads to meaningful and intuitive
guidelines on the data processing required prior to
learning graphs.
2) We show that rank constraints alone, a practice often
used by state-of-the-art methods, are not sufficient to
learn k-component graphs.
3) We propose novel formulations to learn: i) k-component
graphs and ii) time-varying graphs.
4) We develop simple trading strategies as a result of the
estimated time-varying graphs.
II. BACKGROUND AND RELATED WORK
A graph is denoted as a triple G = (V, E ,W ), where
V = {1, 2, . . . , p} is the vertex (or node) set, E ⊆
{{u, v} : u, v ∈ V} is the edge set, that is, a subset of the set of
all possible unordered pairs of p nodes such that {u, v} ∈ E
if and only if nodes u and v are connected. We denote the
number of elements in E by |E|. W ∈ Rp×p+ is the symmetric
weighted adjacency matrix that satisfies Wii = 0,Wij >
0 if and only if {i, j} ∈ E and Wij = 0 otherwise. The
graph Laplacian matrix L is defined as L , D −W , where
D , Diag(W1) is the degree matrix.
An attractive improper Gaussian Markov Random Field
(GMRF) [10] is denoted as a p-dimensional, real-valued,
Gaussian random variable x with mean vector µ and low-rank
precision matrix Ξ. The data generating process is assumed
to be a zero-mean, attractive improper GMRF x ∈ Rp, such
that xi is the random variable generating a signal measured at
node i, whose low-rank precision matrix is modeled as a graph
Laplacian matrix. Assume we are given n observations from
x, i.e., X ∈ Rn×p, X = [x1,x2, . . . ,xp], xi ∈ Rn. The
Penalized Maximum Likelihood Estimator of the precision
matrix of x, on the basis of the observed data X , is
minimize
L0
tr (LS)− log gdet (L) + hα(L),
subject to L1 = 0, Lij = Lji ≤ 0,
(1)
where S is a similarity matrix, such as sample covariance (or
correlation) matrix S ∝X>X , gdet(L) is the pseudo deter-
minant of L, i.e., the product of its positive eigenvalues [11],
and hα(L) is a regularization function, with hyperparameter
vector α, to promote certain properties on L such as sparsity.
Problem (1) is a fundamental problem in the graph signal
processing field that has served as a cornerstone for many
extensions, primarily those involving the inclusion of structure
onto L [3], [6]. Even though Problem (1) is convex, assuming
hα(·) is convex, it is not adequate to be solved by disciplined
convex programming languages, such as cvxpy [12], due to
scalability issues related to the computation of log gdet(L).
Indeed, recently a few works have proposed algorithms based
on Majorization-Minimization (MM) [13], and Alternating
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Direction Method of Multipliers (ADMM) [14] to solve Prob-
lem (1) in an efficient and scalable fashion [3], [4].
On the other hand, due to nuisances involved in dealing with
the term log gdet(L), several works focused on the assump-
tion that the underlying signals in a graph are smooth [8],
[9]. In its simplest form, learning a smooth graph from a
data matrix X ∈ Rn×p is tantamount to finding an adjacency
matrix W that minimizes the Dirichlet energy:
minimize
W
1
2
∑
i,jWij ‖xi − xj‖22
subject to Wij = Wji ≥ 0, diag(W ) = 0.
(2)
In order for Problem (2) to be well-defined, several con-
straints have been proposed in the literature. For instance,
Kalofolias et al. [9] proposed a convex formulation as follows
minimize
W
1
2 tr (WZ)− α1> log(W1) + β2 ‖W ‖2F ,
subject to Wij = Wji ≥ 0, diag(W ) = 0,
(3)
where Zij , ‖xi − xj‖22.
Problem (3) is convex and can be solved via primal-dual,
ADMM-like algorithms [9]. It can be seen that the objective
function in Problem (3) is actually an approximation to that of
Problem (1) where the gdet(L) term has been upper bounded
by
∏p
i=1 Lii. Therefore, Problem (3) can be thought of as an
approximation of the penalized maximum likelihood estimator.
A formulation to estimate k-component graphs based on the
smooth signal approach was proposed in [5]. They proposed a
two-stage algorithm where it first estimates a connected graph
using, e.g., Problem (3) and then it projects the graph onto
the set of Laplacian matrices of dimension p with rank p− k,
where k is the given number of graph components.
Spectral constraints on the Laplacian matrix are an intuitive
way to recover k-component graphs as the multiplicity of its
zero eigenvalue, i.e., the nullity of L, dictates the number
of components of a graph. The first proposed framework to
impose structures on the estimated Laplacian matrix, under
the attractive improper GMRF model, was done by Kumar et
al. [6], [15], through the use of spectral constraints, as follows
minimize
L,U ,λ
tr (LS)−
p−k∑
i=1
log (λi) +
β
2
∥∥L−UDiag(λ)U>∥∥2
F
,
subject to L  0, L1 = 0, Lij = Lji ≤ 0,
U>U = I,U ∈ Rp×(p−k),
0 < c1 < λ1 < · · · < λp−k < c2.
(4)
Note that Problem (4) learns a k-component graph without
the need for a two-stage algorithm. However, a clear shortcom-
ing of this formulation is that it does not control the degrees of
the nodes in the graph, which may result in a trivial solution
that contains isolated nodes, turning out not to be useful for
clustering tasks especially when applied to noisy data sets.
III. GRAPH LAPLACIAN CONSTRAINTS INTERPRETATION
FOR STOCK SIGNALS
Graphical representations of data are increasingly important
tools in financial signal processing to uncover hidden relation-
ships between variables [7]. In stock markets, one is generally
interested in learning about conditional dependencies among
stocks and how to leverage this information into practical
scenarios such as portfolio design and crisis forecasting.
Mathematically, we would like to estimate a precision
matrix L that enjoys the following two key properties
(P1) L1 = 0,
(P2) Lij = Lji ≤ 0 ∀ i 6= j.
The first property states that the Laplacian matrix L is
singular and its null space contains the 1 vector. That means
that any signal sampled from L, say x, is constrained to a
subspace of rank p− 1 satisfying x>1 = 0. In practice, (P1)
implies that signals living in a graph G have zero graph-mean.
Property (P2) together with (P1) implies that L is positive
semidefinite. The fact that the off diagonal entries are non-
positive means that the Laplacian matrix only represents
non-negative conditional dependencies1. This assumption is
often met for stock data as assets are typically positively
dependent [16].
These two properties along with efficient learning frame-
works make the Laplacian-based graphical model a natural
candidate for learning graphs of stock data. As a consequence
of using the Laplacian model, we propose the following
guidelines when estimating Laplacian matrices with stock
market data.
• Correlation vs Covariance: Both the GMRF and
smooth signal approaches rely on the term tr(SL) ∝
tr(WZ), where S is the sample covariance matrix.
From the definition of Z (3), we observe that two
perfectly correlated stocks but with large Euclidean
distances would appear very different on the graph.
Hence, we should use the sample correlation matrix
S¯ = Diag(S)−1/2SDiag(S)−1/2 in case we want two
highly correlated stocks to have a strong graph connection
regardless of their variances.
• Removing the market trend: A widely used and tested
model for the returns of the stocks includes explicitly the
dependency on the market factor: xt = βxmkt,t + t,
where β denotes the market loadings, xmkt,t denotes
the market index, and t is the residual idiosyncratic
component with covariance matrix Ψ. Since all the stocks
are heavily dominated by the market index xmkt,t, it may
be convenient to remove that component if we seek to
explore the structure of the residual cross-dependency
among the stocks, t. Thus, an alternative to using the full
covariance matrix Σ is to use the covariance matrix Ψ
of the idiosyncratic component. However, since β ≈ 1, it
turns out that the market factor is automatically removed
in the squared distance matrix Z:
Zij , ‖x(i) − x(j)‖22 ≈ ‖(i) − (j)‖22. (5)
Even more interestingly, if one first normalizes each
stock, whose variances are V(x(i)) ≈ β2i , we have
1The correlation between any two pair of nodes conditioned on the rest of
the graph is given as − Lij√
LiiLjj
.
x¯ = 1x¯mkt + ¯t, which implies that the market factor
is automatically removed in the squared distance matrix.
• Degree control: Enforcing a rank smaller than p− 1 for
the Laplacian matrix will generate a k-component graph,
which is one desired goal. However, one may get the
undesired result of having isolated nodes. The way to
avoid isolated nodes is by controlling the degrees of the
nodes. The GMRF formulation has the natural penalty
term log gdet(L) in the objective, but that does not help
in controlling the degrees of the nodes. Instead, some
of the graph learning formulations from smooth signals
include degree control via the constraint W1 = 1, which
fixes the degrees of all the nodes to 1. The regularization
term 1>log(W1) also avoids the trivial solution of any
degree equals 0. Hence, any graph learning formulation
that enforces a k-component graph (or low-rank Lapla-
cian matrix) should also control the degrees of the nodes
to avoid a trivial solution with isolated nodes.
IV. PROPOSED FORMULATIONS
In this section, we propose graph learning formulations to
account for: 1) k-component structures and 2) non-stationarity
of financial stock market data.
A. k-component graphs: GMRF formulation
We propose the following formulation to learn a k-
component graph:
minimize
L0
tr (LS)− log gdet (L)
subject to L1 = 0, Lij = Lji ≤ 0, ∀ i 6= j,
diag(L) = 1, rank(L) = p− k.
(6)
Problem (6) is highly non-convex and non-differentiable due
to the constraint rank(L) = p − k, which is equivalently to
saying that the sum of the k smallest eigenvalues of L is equal
to zero, i.e.,
∑k
i=1 λi (L) = 0 [5] (assuming eigenvalues in
increasing order). By Fan’s theorem [17],
k∑
i=1
λi (L) = minimize
V ∈Rp×k,V >V =I
tr
(
V >LV
)
. (7)
Thus, a relaxed version of Problem (6) becomes
minimize
L0,V ∈Rp×k
tr (LS)− log gdet (L) + βtr (V >LV ) ,
subject to L1 = 0, Lij = Lji ≤ 0, ∀ i 6= j,
diag(L) = 1,V >V = I.
(8)
Even though still non-convex, but now differentiable, Prob-
lem (8) can be solved in an alternating fashion. More precisely,
for a given L, say Ll, we have the following subproblem for
V :
minimize
V ∈Rp×k
tr
(
V >LlV
)
,
subject to V >V = I,
(9)
whose solution is given by the k eigenvectors associated with
the k smallest eigenvalues of Ll [18].
For a fixed value of V , say V l, we have the following
subproblem for L:
minimize
L0
tr
(
L
(
S + βV lV l
>))− log gdet (L)
subject to L1 = 0, Lij = Lji ≤ 0, diag(L) = 1.
(10)
Problem (10) is convex and can be solved efficiently by,
e.g., the methods developed in [3], [4], [6]. Algorithm 1
summarizes the implementation to solve Problem (8).
Algorithm 1: GMRF k-component graph learning
Data: Similarity matrix S, initial estimate L0, rank
constraint hyperparameter β > 0.
Result: Laplacian estimation L
1 while not converged do
2 update V l+1 by solving Problem (9) fixing L at Ll
3 update Ll+1 by solving Problem (10) fixing V at
V l+1
4 end
B. Time-varying graphs
Most graph learning frameworks are designed towards static
graphs, which inherently neglect time-domain variations in
real data. As a result, they usually lack practicality for finance
especially during nonstationary regimes, e.g., an economic
crisis.
A time-varying graph is defined as a sequence of graphs
stacked over time, i.e., {Gt}Tt=1 = {Vt, Et,Wt}Tt=1. We
assume the node set of each graph to be the same, i.e.,
Vt = {1, 2, . . . , p} ,∀ t = 1, 2, . . . , T .
The data generating process is as follows. Assume that for
every graph Gt we associate an attractive improper GMRF
xt ∼ N
(
0,L†t
)
, where Lt is the precision matrix of the t-
th GMRF that is assumed to have graph Laplacian structure.
Further, suppose we are given nt observations from xt, i.e.,
Xt ∈ Rnt×p, then we propose the following optimization
program to learn the Laplacian matrices {Lt}Tt=1 on the basis
of {Xt}Tt=1, in particular Lt is obtained from
minimize
L1,L2,...,Lt
∑t
t˜=1 nt˜ [tr (St˜Lt˜)− log gdet (Lt˜)]
+δ
∑t
t˜=2 d
(
Lt˜,Lt˜−1
)
,
subject to {Lt˜  0,Lt˜1 = 0, (Lt˜)ij = (Lt˜)ji ≤ 0}tt˜=1 ,
(11)
where {St}Tt=1 is a sequence of similarity matrices, d : Rp×p×
Rp×p → R+ is a distance function that measures the similarity
between Lt and Lt−1 in order to impose time consistency,
e.g., d(Lt,Lt−1) , ‖Lt − Lt−1‖2F, and δ ∈ R++ is its
corresponding hyperparameter. The solution to Problem (11)
is obtained on a rolling window basis, which is tantamount
to a causal estimator Lˆt|t, t = 1, . . . , T . In other words, to
estimate, e.g., L3, we only use information up to and including
time t = 3, i.e., S3 and {Lˆt}2t=1.
The time-varying graph learning formulations proposed
in [19] and [20] are not adequate to our particular scenario
because those formulations solve a dynamic graph conditioned
on all the T chunks of observations, i.e., Lˆt|T , t = 1, . . . , T ,
which inevitably introduces look-ahead biases.
Algorithm 2 summarizes the implementation to solve Prob-
lem (11).
Algorithm 2: Time-varying graph learning
Data: Similarity matrices S1, . . . ,ST , number of
observations {nt}Tt=1
Result: Causal Graph Laplacians estimates {Lˆt|t}Tt=1
1 for t = 1 : T do
2 estimate Lt using data {Sq}tq=1 and previous
estimates {Lˆq}t−1q=1.
3 end
Remark: for practical programming language implementation
of the proposed algorithms, one can take into account that the
Laplacian matrix L is symmetric and its diagonal elements are
mappings of the off-diagonal ones. Therefore, only elements
above (or below) the diagonal of L need to be updated. This
approach is similar to that used by Kalofolias et al. [9] and
Kumar et al. [6].
V. NUMERICAL EXPERIMENTS
In the experiments that follow, we use log-returns time-
series data from stocks belonging to three sectors of the
S&P500 index, namely Industrials, Consumer Staples, and
Energy. We collect price data of 130 stocks from Jan. 1st
2016 to Jan. 1st 2019 from Yahoo! Finance, which represents
753 days worth of data.
A. Effects of market factor and data scaling
In order to measure the effects of the market factor and
the data scaling, we learn four graphs using the two-stage
algorithm proposed by [5].
Fig. 1a shows that removing the market and using the
covariance matrix as input leads to a graph with many possibly
spurious connections (grey edges). Fig. 1b shows that using
the sample correlation matrix introduces an improvement, but
there exist still many spurious dependencies. Fig. 1c shows
that not removing the market presents an improvement, but
the use of the covariance matrix leads to many possibly
fake connections. Fig. 1d combines the correlation matrix as
input and not removing the market, which clearly shows a
meaningful representation of a graph from stocks belonging
to three distinct sectors.
B. Effect of degree control
To illustrate the importance of controlling the nodes degrees
while learning k-component graphs, we conduct a comparison
between the algorithm proposed in [6] and Algorithm 1 on
the basis of the sample correlation matrix. Fig. 2 shows the
estimated financial stock networks with k = 3. It is clear
that SGL [6] (benchmark) is unable to account for the trivial
solution with isolated nodes, whereas the proposed algorithm
returns a graph with a meaningful representation.
(a) Market removed and no
data scaling.
(b) Market removed and data
scaled.
(c) Market not removed and
no data scaling.
(d) Market not removed and
data scaling.
Fig. 1: Graphs estimated with different data preprocessing.
Panel (d) gives the best results with scaled data and no market
removed.
(a) SGL [6]. (b) Algorithm 1 (proposed).
Fig. 2: Effect of lack of degree control on the optimization
formulation. Benchmark algorithm SGL, panel (a), fails to
obtain a meaningful solution, showing that spectral constraints
alone are not sufficient to recover a non-trivial k-component
graph. The proposed algorithm in panel (b) shows a meaning-
ful estimated structure. We fixed the β = 10 for both methods.
C. Time-varying Experiment
We consider an experiment with data from FAAMUNG
companies (Facebook, Apple, Amazon, Microsoft, Uber, Net-
flix, and Google) from June 1st 2019 to May 1st 2020, totalling
230 days worth of data, which includes the most recent
economic crisis due to the pandemic associated with COVID-
19. For each period of 30 days we estimate graphs on a rolling
window fashion, shifting the window one day at a time, on the
basis of the sample correlation matrices S¯1, . . . , S¯200. At the
end, we estimate 200 graphs, i.e., Lˆ1, . . . , Lˆ200.
Based on this 200 estimated graphs we compute the al-
gebraic connectivity, i.e., the second smallest eigenvalue of
Lt, as an indicator of variation of the graph. We use this
indicator to acquire insights on possible trends of the stock
market. Note that other indicators could be used in practice
such as the spectral radius, λmax(Lˆt), and the time consistency,
‖Lˆt − Lˆt−1‖2F.
Fig. 3a shows the S&P500 log-price, where the impact of
the COVID-19 pandemic is clear around March 2020. Fig. 3b
depicts the algebraic connectivity indicator computed from
each estimated graph along the time axis. Fig. 3c shows the
evolution of the graph network at certain dates. It is clear
both from the indicator (Fig. 3b) and the network visualization
(Fig. 3c) that around September 2019 the market has changed
significantly. That is consistent with news involving the im-
peachment inquiry of US President Donald J. Trump. From the
middle of March 2020 to the beginning of May the market saw
its largest drop since the financial crisis in 2008. This can also
be noticed through the indicator and the network visualization.
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(c)
Fig. 3: Estimated time-varying indicators and network visual-
ization of FAAMUNG companies during 2019-2020. Panel (a)
shows the log-price of the S&P500 index. Panel (b) show the
algebraic connectivity indicator for δ = 100. Panel (c) shows
the estimated networks with δ = 100 for several dates. It can
be noticed that there is an increase in conditional correlation
among the stocks during times of economic crisis.
D. Trading Application
By leveraging the proposed time-varying graph learning
algorithm, we perform an experiment comparing two simple
trading strategies: (S1) uniformly invest a unit of budget during
the whole period; (S2) uniformly invest a unit of budget
according to whether of not the algebraic connectivity of the
graph falls below a fixed threshold of τ = 0.5. Fig. 4 shows the
cumulative sum of the profits and losses (PnL) over time for
(S1) and (S2). It can be observed that (S2) outperforms (S1)
by smartly entering/exiting the market based on the algebraic
connectivity of the estimated graphs.
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