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Abstract
Large amounts and varieties of data have gained the interest of various industrial companies as well as fed the ever expanding 
need of the public for information exchange. At the same time, internet sites that are evaluated by target audiences have increased
in number, so the public can visit the targeted web sites and evaluate them based upon their firsthand opinions. Since the public 
rather than experts are making these assessments, there will inevitably be evaluators with views contrary to other evaluators. In 
order to use the information from such preference assessments of web sites effectively, it is important to consider the accuracy of 
the estimation of this public opinion observed through web-based surveys. Therefore, we capture the latent features of the 
information, categorize subjects based on their preferences, and identify the obtained latent features to the categorized clusters. 
We propose a method to capture this latent structure of the evaluation data as fuzzy clusters, and through the fuzzy clusters to 
identify the features of the various categorized subjects. In addition, using the same scales of degree of belongingness of subjects 
to fuzzy clusters, temporal difference over the different industries are captured through the similarity of fuzzy clusters. We show 
a better performance by using numerical examples.
Keywords: cluster scaling method; fuzzy cluster; 3-way data; similarity data; web survey data
1. Introduction
The internet consists of various types of information and the amount of data is increasing every year. This large amount 
and variety of data has gained the interest of various industrial companies as well as fed the ever expanding need of the 
public for information exchange. Internet sites are not evaluated by experts but instead the target audience and the 
general public become the evaluator of the online products or stores [2-4], [8]. The public can actually visited the 
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targeted stores and evaluate based upon their first-hand opinions. Since the public rather than experts are making the 
assessment, the evaluations fit one’s preferences and there are also evaluators with contrary views. In order to use 
the information from such preference assessment of sites effectively, it is important to capture the latent features of 
the information, categorize subjects based on their preferences, and identify the obtained latent features to the 
categorized clusters [13]. Therefore, the purpose of this study is to propose a method to capture this latent structure 
of the evaluation data as fuzzy clusters [7], [9], [10], and through the fuzzy clusters to identify the features of the 
various categorized subjects. [1] In addition, using the same scales of degree of belongingness of subjects to fuzzy 
clusters, temporal difference over the different industries are captured through the similarity of fuzzy clusters.
This paper consists of the following sections: In section 2, we describe a cluster difference scaling method with a
fuzzy approximation strategy [6]. In section 3, we propose a method to capture the similarity of fuzzy clusters that 
obtains the temporal difference over the several industries. In section 4, we show several simulation results and 
section 5 shows numerical examples of our proposed method. In section 6, we state several conclusions.
2. A Cluster Difference Scaling Method with a Fuzzy Approximation Strategy Introduction
The cluster difference scaling method [5] is shown as follows:
(1)
Where E is a (n, K) matrix where n shows a number of objects and K is a number of clusters, E shows an 
indicator matrix in which each element eik is 0 or 1, so if an object i belongs to a cluster k, then eik is 1, otherwise it
is 0. X is a (K, p) matrix whose rows show vectors of cluster centers with respect to p variables. Ȱ ij shows the 
weight between objects i and j. į ij shows similarity between objects i and j that are in clusters k and l respectively. 
dkl(X) shows a Euclidean distance between k-th and l-th lows in a matrix X. The purpose of this method is to obtain 
an optimal partition matrix E and cluster centers X that minimizes equation (1). As an extension of equation (1), the 
following equation is derived by changing from the hard partition matrix E to a fuzzy partition matrix U where each 
element uik has a value in a range from 0 to 1.
(2)
where uik satisfies the following conditions:
(3)
q(q>1) is a parameter to control degree of fuzziness of clustering and it is given in advance.
3. A Structural Analysis based on Similarity between Fuzzy Clusters
We define a similarity between a pair of fuzzy clusters k and l as follows:
(4)
where
(5)
where sij shows similarity between objects i and j. Equation (4) has a similar idea to represent a similarity of fuzzy 
clusters shown in equation (2), that is, in equation (4), we obtain a similarity between fuzzy clusters k and l over the 
objects rescaled through degree of belongingness that is represented as gikjl shown in equation (5).  However, there 
226   Ryunosuke Chiba and Mika Sato-Ilic /  Procedia Computer Science  12 ( 2012 )  224 – 229 
 t
klZ
          .,,1,,,1,,,1,,,,1 TtpanixXXXX tiatT      c 
       ¦¦
  
   
n
i
n
j
t
ij
t
jl
t
ik
t
kl TtKlksuu
1 1
.,,1,,,1,, Z
    > @ .,,1,,,1,0,,1
1
Ttkiuiu
K
k
t
ik
t
ik   

 
¦
 t
iku
is a difference in the way we use the similarity between objects i and j replaced by the weight shown in equation (2).
Therefore, we can directly reduce the similarity structure of objects i and j to a similarity of fuzzy clusters k and l
through the degree of belongingness in equation (4). This has the merit of using our definition shown in equation (4).
Our target data is 3-way temporal data that consists of objects, variables, and situations. The data is represented as 
follows:
(6)
Where T shows a number of situations, we define the similarity between fuzzy clusters k and l at t-th situation as 
follows: 
(7)
denotes the similarity between clusters k and l at t-th situation.  is the degree of belongingness of an object i
to a cluster k at t-th situation that satisfies the following conditions. 
(8)
shows a similarity between objects i and j at situation t. Concerning similar studies, there are several studies 
that estimate similarity between clusters in the fuzzy clustering model [9], [11]. In addition, there are several models 
to estimate difference of dimensions in model analysis [5], [13]. However, in this study, we estimate the similarity 
between clusters from the similarity of fuzzy clustering result and similarity between objects.
4. Simulation Study
First, we generated artificial data for 1000 objects with respect to bivariate and each value is generated as a
normal random number. Each first half object has the same variance but the variances of the second half objects are 
changed so as to assume that the overlapping statuses of two clusters in this data have changed. Figures 1 shows
data distribution with different variances of the cluster. For the data, we calculate the similarity when t = 1 and apply 
a fuzzy clustering method called FANNY [7] to this similarity and obtained a fuzzy clustering result. The results of 
similarity between two fuzzy clusters shown in equation (7) when t = 1 are shown in Table 1. From this table, it can 
be seen that according to increase in the value of variance of the cluster, the similarity of the two clusters also 
increase. This is an adaptable result from the data distributions shown in figures 1, and shows the validity of our 
definition of similarity between fuzzy clusters.
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Fig. 1. (a) variance of group b is 0.3; (b) variance of group b is 0.5 ; (c) variance of group b is 0.7
 t
ijs
227 Ryunosuke Chiba and Mika Sato-Ilic /  Procedia Computer Science  12 ( 2012 )  224 – 229 
¦  
n
ji ij
Ks
1,
2/
¦  
n
ji ij
s
1, ¦  
n
ji ij
Ks
1,
2/
¦  
n
ji ij
s
1,
Table 1. Results of the simulations
Variance of b Ȱ12 Mean of Ȱ Standard Deviation of Ȱ
0.2 14.8 17.8 25.8
0.3 15.9 18.1 33.2
0.4 16.2 18.2 53.9
0.5 16.7 18.8 73.2
0.6 17.3 19.5 51.7
0.7 17.6 20.1 59.3
0.8 17.8 20.3 62.6
From equation (3), we know that uikĺ1/K when K ĺn. Therefore, from equation (4), our proposed similarity 
between fuzzy clusters approaches                          for all clusters when q = 1 and Kĺn. Since once data is given then
is  constant,                   becomes constant for all clusters and this means that all of the fuzzy clusters are the 
same when K ĺn. This is adjusted to practical situations. Figure 2 shows the change of similarity Ȧ12 shown in 
equation (4) for three kinds of artificially created 50 objects data. 50 objects are generated with respect to bivariate 
and each value is generated as a normal random number. We calculated similarity between fuzzy clusters for the 
data while changing the number of clusters. In figure 2, the abscissa shows the number of clusters and the ordinate 
shows the value of similarity between clusters 1 and 2 divided by          . From this figure, we can see that the value 
is approaching 1/K2 when the number of clusters is increasing.  
Fig. 2. Similarity between two clusters with different number of clusters
5. Numerical Example
We use evaluation data that consists of 57 subjects (33 males, 24 females) with respect to six variables “taste”, 
“service”, “atmosphere”, “quantity”, “cost”, “frequency” over 5 kinds of foods such as “rice”, “hamburgers”, 
“sushi”, “pasta”, and “roast meat“. These 5 kinds of foods represent our 5 types of industries. The subjects were
asked if they visited a restaurant for each of these types of food, how much they would consider these variables. The 
degree of the consideration is represented as scores for the four variables “taste”, “service”, “atmosphere”,
“quantity” and “cost” that are written by the subjects with values from 1 to 5, where 1 is the lowest and 5 is the 
highest rating. For the variable “frequency”, a 1 means the subject does not visit the store at all and a 5 means that 
the subject visits the store quite often. The ages of the subjects are from 18 to 35 and they are university students. 
The subjects were asked to evaluate 5 fast-food industries with respect to the six variables. External information for 
the subjects was obtained on gender, age, and membership in clubs such as sports clubs or cultural interest clubs.  
The data are shown in Tables 2. Using the data, we calculated the distance between objects. Next, applying a fuzzy 
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clustering method named FANNY [7] to this distance matrix we obtained a fuzzy clustering result. The number of 
clusters is assumed to be 4. We have checked the results when the number of clusters 3 and 5 either. In the case 
when the number of clusters as 5, the four clusters among the five clusters are almost the same as the clusters 
obtained when we assume the number of clusters as 4. In addition, when we assume the number of clusters as 3, 
then these three clusters are almost the same as three of the four clusters obtained when we assume the number of 
clusters as 4.  Since the characteristics of each cluster allow for a clear interpretation when we assume the number of 
clusters as 4, we determine the number of clusters as 4 in this data. We can compare the results among 5 industries 
due to the same four fuzzy clusters. Table 3 shows the result of similarities of fuzzy clusters shown in equation (7).
Figure 3 (a) shows centers of fuzzy clusters. We capture objects that for the most part belong to a fixed cluster and 
calculate the centers of the objects for each fixed cluster. From this figure, for example, we can see that cluster 1 
shows subjects who mainly consider “taste” and “cost” , while those belonging to cluster 2 give higher scores for 
“taste”, “service”, “atmosphere” and “cost” and who do not visit the restaurant many times.. Figure 3 (b) and (c)
show degree of belongingness of subjects of male and female to fuzzy clusters, respectively. According to the values 
of degree, the subjects are sorted for each cluster. From these figures, there is a significant difference between male 
and female subjects for clusters 3 and 4. The tendencies of these clusters are opposite between male and female 
subjects. From figure 3, the differences between clusters 3 and 4 are the value of “service”, “atmosphere”, and 
“frequency”. That is female subjects consider “service” and “atmosphere” and visit restaurants many times while 
male students do not visit restaurants frequently. Based on these features of clusters shown in figures 3, we can see 
the differences over the 5 industries through the obtained similarity of fuzzy clusters shown in table 3. From this
table, we can see that the self-similarity of cluster 1 is large for industry 2 while the self-similarity of cluster 4 is 
large for industry 4. So, for restaurants serving “hamburgers”, subjects strongly consider taste and cost and
frequently visit such restaurants. In industry 4, clusters 2 and 4 are similar to each other when compared with cluster 
4. However, in industry 2, there is an opposite situation, that is, clusters 2 and 4 are not similar to each other. This 
means that similar subjects who give similar types of scores over the six variables belong to clusters 2 and 4 
simultaneously for industry 4. That is, subjects give scores that do not relate with frequency of visit for restaurants 
serving “pasta”.
Table 2. Questionnaire data
Attribute data Questionnaire data
Industry Subjects Age Sex Belongs Taste Service Atmosphere Quantity Cost Frequency
1 1 23 1 3 4 2 2 4 5 4
57 20 1 1 5 3 4 3 4 4
5 1 23 1 3 4 4 3 4 4 3
57 20 1 1 5 5 5 5 5 5
[sex: 1:male, 2:female] [belongs: 1:sports, 2:culture, 3:no belongs]
Fig. 3. (a) Centers of clusters; (b) Degree of belongingness of male to clusters; (c) Degree of belongingness of female to clusters
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Table 3. Similarity matrix of fuzzy clusters in each industry
6. Conclusion
We propose a method to capture similarity of different clusters for the temporal evaluate data in order to capture 
the similar groups of evaluators over the times. From this method, we can summarize obtained similarly structure of 
evaluators by using a smaller number of groups, and capturing the changing situation of evaluate data over the times. 
Numerical example shows capability of the use of this method.
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Industry 1 Industry 2
Fuzzy Clusters Cluster 1 Cluster 2 Cluster 3 Cluster 4 Fuzzy Clusters Cluster 1 Cluster 2 Cluster 3 Cluster 4
Cluster 1 103.1 92.9 119.7 103.7 Cluster 1 263.2 134.8 197.6 125.9
Cluster 2 92.9 98.6 114.5 105.2 Cluster 2 134.8 72.0 102.2 65.9
Cluster 3 119.7 114.5 146.0 131.4 Cluster 3 197.6 102.2 154.2 100.0
Cluster 4 103.7 105.2 131.4 144.7 Cluster 4 125.9 65.9 100.0 75.6
Industry 3 Industry 4
Fuzzy Clusters Cluster 1 Cluster 2 Cluster 3 Cluster 4 Fuzzy Clusters Cluster 1 Cluster 2 Cluster 3 Cluster 4
Cluster 1 107.4 126.0 86.8 79.3 Cluster 1 52.4 104.4 76.3 105.8
Cluster 2 126.0 188.3 109.3 106.5 Cluster 2 104.4 217.4 152.0 209.9
Cluster 3 86.8 109.3 80.2 76.0 Cluster 3 76.3 152.0 115.4 158.2
Cluster 4 79.3 106.5 76.0 99.7 Cluster 4 105.8 209.9 158.2 250.1
Industry 5
Fuzzy Clusters Cluster 1 Cluster 2 Cluster 3 Cluster 4
Cluster 1 81.0 72.1 127.8 95.5
Cluster 2 72.1 68.5 117.0 90.5
Cluster 3 127.8 117.0 213.2 163.3
Cluster 4 95.5 90.5 163.3 169.3
