We present a time-efficient backprojection image reconstruction approach applied to frequency-domain (FD) optoacoustic tomography based on tissue illumination at multiple, discrete frequencies. The presented method estimates the Fourier transform of a spatial, circular profile of the underlying image using the amplitude and phase data. These data are collected over multiple frequencies using an acoustic transducer positioned at several locations around the sample. Fourier-transform values for absent frequencies are estimated using interpolation based on low-pass filtering in the image domain. Reconstruction results are presented for synthetic measurements using numerical phantoms, and the results are compared with FD model-based reconstructions.
Optoacoustic tomography is typically implemented using nanosecond pulses due to the favorable signal-to-noise characteristics offered when powerful lasers are employed. However, optoacoustic signal generation occurs with any transient light intensity absorbed by tissue. Correspondingly, sinusoidal optical intensity modulated in frequency using chirp has been employed for optoacoustic imaging using raster scan of a light beam [1] or multiprojection tomography [2] . Chirp modulation encodes time onto frequency: time delays are encoded on different frequency values. Detection is then based on cross correlation of the detected signal with a reference signal coming from the modulated source. A characteristic of chirp-based optoacoustic detection is that the frequency emitted onto the target at any given time is not contained in the frequency band detected at that same time.
We have recently presented frequency-domain (FD) optoacoustic tomography which utilizes sinusoidal optical intensity and detects complex acoustic measurements obtained through continuous excitation of the target [3] . In contrast to chirp-based imaging, FD optoacoustic tomography has no dependence on time or time delay. Therefore, while it preferably utilizes multiple, distinct frequencies, these frequencies can be emitted and detected simultaneously. Independently from the number of frequencies employed (one or multiple), FD optoacoustics based on illumination with light always detect exactly the frequency or frequencies emitted at the target.
The principle of optoacoustic imaging using FD measurements was showcased using model-based image reconstruction based on least-squares minimization and Tikhonov regularization [3] . In this approach, a linear model of the system is constructed, where a weight matrix relates the acoustic measurements to the heat source distribution (or the optical absorption). The weight matrix elements are derived from the FD wave equation. The model-based method presented in [3] is a flexible approach capable of accurately reconstructing in arbitrary geometries. This method also lends itself to incorporation of the detector models [4] . While modelbased inversion yields high imaging accuracy, it is generally time-consuming due to the large volume of numerical computations required. Typically several tens of seconds are needed for a 2D image with 10,000 reconstruction voxels. Such metrics make this method inappropriate for real-time imaging implementations.
Instead, we propose herein a backprojection-based algorithm for inversion of FD data, i.e., amplitude and phase measurements of propagating acoustic waves collected over multiple, distinct frequencies and projections. The proposed method uses fast Fourier transform (FFT) to achieve real-time reconstruction for tissue dimensions as large as 2 cm and several tens of frequencies used. Backprojection methods are common in timedomain optoacoustic tomography, i.e., when using short-pulse illumination [5, 6] . These methods are often based on analytical formulas, derived in time or frequency domains using diffraction tomography concepts [5, 7, 8] . Nevertheless, such backprojection methods have been demonstrated often in the context of time-domain optoacoustic tomography, and are often limited to the specific configuration of detectors. The backprojection FFT (BPFFT) method proposed herein is particularly developed for FD optoacoustic tomography using multiple, distinct frequencies.
The proposed method is further applicable to arbitrary geometries and detector configurations. For simplicity and without loss of generality, we consider the circular geometry depicted in Fig. 1 , where the detectors are placed around the sample at D locations θ i ; i 1…D. The sound speed is assumed to have a constant value of c a within the sample. Let xv denote the unknown absorbed energy density at voxel v. Then
where μ a v and I a v denote the optical absorption coefficient and the fluence at voxel v, respectively. In this Letter we reconstruct the property xv. Methods developed to separate the optical absorption from fluence terms can then be employed [9] . The acoustic signal measured at angle θ at the angular frequency ω 2πf can then be written as
where k is the wave number given as k ω∕c a . r v θ denotes the distance of the voxel v from the transducer at projection angle θ [3] . The constant γ is given as
where β is the thermal expansion coefficient, C p is the specific heat capacity, υ is the dimensionless energy conversion efficient, and ϕ a is a phase constant due to the thermo-elastic conversion of tissue [3] . γ is a multiplicative factor which is omitted from the formulations for simplicity. The diagonal line passing through the transducer location (the diagonal shown in Fig. 1 ) is partitioned into N segments of length d. Let A n θ denote a circular slice of the sample obtained over the nth segment for detection angle θ, as shown in Fig. 1 . Define yn as the summation of the vector x within each slice
Subsequently, the measured pressure wave pω; θ is normalized by the respective ω as
where * denotes complex conjugate. Thenpω; θ can be estimated as
where r v θ is approximated by the detector distance from the midpoint of the nth circular arc, i.e., nd − d∕2. Next, we assume M discrete frequencies emitted to the target. We assume an equispaced frequency distribution where the mth frequency ω m 2πf m can be expressed as
where Δf is the frequency step. The method is, nonetheless, readily generalizable to nonuniform frequency distributions. By defining zn yn∕nd − d∕2 and combining Eqs. (4)- (7), we can writē
A variable s m θ can be define using the normalized measurementp as
Also, the complex sequence hn is defined as
Then by combining Eqs. (8)- (10) we have
where R is the radius of the detector ring (Fig. 1) . The parameter α 2RΔf ∕c a is in the general case a real positive number. We approximate α by a rational number. Specifically, let q 1 and q 2 be mutually prime integers such that q 2 is a power of 2 and
In this Letter, q 2 32 was chosen and observed to result in satisfactory approximation of α. Also we definē hn as a 1 × Nq 2 vector denoting the zero-padded version of hn, i.e.,h
Hence, Eq. (11) can be written as
The right side of this equation is recognized as the Nq 2 -point discrete Fourier transform of the complex sequencehn. Therefore we can write
where F P an; m denotes the mth discrete P-point Fourier-transform value of the sequence an.
Inversion is then performed via backprojection. Specifically, for every angle θ the measured signal at frequencies f m forms M samples of the Nq 2 -point FT of hn. The number N is chosen to be a power of 2 to enable application of the FFT. In this Letter, N was chosen as Fig. 1 . Concept of the proposed BPFFT algorithm; for a given projection angle θ (here θ π) the reconstruction area is divided to circular slices, where the nth circle has a radius of nd. The diameter is divided into N subdivisions (red marks) of length d. The green or blue slices denote circular slices A n θ, and are geometrical loci of voxels with the same contribution to pω; θ.
where x denotes the ceil of x. The sequence s m θ is a down-sampled version (by a factor of q 1 ) of the Nq 2 -point FFT ofhn. Instead of up-sampling s m θ and then performing inverse FFT (IFFT), we can low-pass filter the IFFT of s m θ by keeping only the first N samples. Low-pass filtering in the IFFT domain has the same impact as interpolation in the FFT domain. However, if the used frequencies f m are nonuniformly distributed, then the sequence s m θ should be interpolated at the locations of missing frequencies prior to IFFT. After we perform IFFT for every angle, the first N samples of the resulting signal form an approximation of hn, denoted byhn. Using Eq. (10), an estimation of yn, calledỹn, can be obtained fromhn. The absolute value of sequenceỹn is then mapped to the 2D domain image update, x θ v. This mapping is given as
where Re is the real part. The operation in Eq. (17) can be recognized as the backprojection of the 1D sequence on the right-hand side over the 2D domain. The absorption image is then updated (starting from an all-zero image) by the 2D projection for each angle, i.e.,
The reconstructed image x contains blurring artifacts, typical in backprojection algorithms. Hence, the image x is filtered in the k-space by a 2D Ram-Lak filter, defined
, where k 1 and k 2 are k-space coordinates. A summary of the proposed method is also presented in Table 1 .
The BPFFT method is verified using simulation results for a circular phantom with a diameter of 14 mm, containing two absorbing objects, as shown in Fig. 2(a) . The objects 1 and 2 had optical absorptions of μ 0 and 2μ 0 , respectively. Objects 1 and 2 were a filled circle and a ring shape, respectively. Objects were designed as such to evaluate BPFFT's performance in preserving content. The parameter μ 0 was set to a typical tissue optical absorption value of 0.3 cm −1 . For simplicity the parameter μ 0 is not shown in the graphs. For the sample diameter of 14 mm, the parameter q 1 in Eq. (12) was found to be 30. Simulations were performed for 180 equispaced detectors positioned around the sample and 45 illumination frequencies between 300 KHz to 4.8 MHz in steps of 100 KHz. Figures 2(b)-2(e) demonstrate the evolution of the image reconstructed using BPFFT for a different number of detectors, when no noise is added to the measurements. Figure 2(f) shows the final reconstruction, after application of the Ram-Lak filter. The effect of noise was additionally simulated by adding white Gaussian noise to the synthetic measurement. Figure 3 shows the reconstruction of a T-shaped object, [ Fig. 3(a) ] for 
Nq 2 e. vi. Cropping: h c g1; …; N. vii. Unweighing: for all voxels v a. Find n; such that v ∈ A n θ. noisy measurements with a signal-to-noise ratio (SNR) of ∼ − 5 dB (i.e., noise power around 4.5 times stronger than the signal power). The additive noise was simulated using zero-mean Gaussian random variables for both the real and imaginary parts, as explained in [3] . For this case, 45 frequencies from 0.3 to 5 MHz and 300 detector locations were used. The phantom had a diameter of 12 mm (q 1 26, q 2 32), and the reconstruction resolution was 70 μm. Figures 3(b) and 3(c) show reconstructions using BPFFT and using a model-based approach, respectively. The model-based approach used the leastsquare method (LSQR) [10] with 100 iterations [3] . The entire BPFFT reconstruction lasted 0.10 s on a computer with an Intel Core i7 CPU @ 3.4 GHz and 16 GB RAM. The model-based reconstruction lasted 89.6 s. Both circular objects can be differentiated in Fig. 2(f) . Objects 1 and 2 are further reconstructed as a circle and a ring, respectively, both with diameters of ∼8.3 mm. The ratios of the intensities (averaged within respective object areas) of the reconstructed objects were 1.95, respectively, which is very close to the true ratios of 2. However, the absolute reconstructed values are almost half of the true values. This phenomenon is due to the limited bandwidth of the illumination frequencies. In  Fig. 3 , the T-shape is well recognizable using both BPFFT and LSQR approaches, although the latter has a much higher accuracy. However, FPFFT reconstruction was approximately 900 times faster than the model-based reconstruction. This feature of BPFFT enables real-time imaging with frame rates as high as 10 frames/s, for the system settings of Fig. 3 . Moreover, while the memory and computation time of BPFFT grows linearly with the sample diameter, model-based reconstruction burden grows with the square of the sample diameter. The results were presented for a circular phantom with equispaced frequencies and detection angles. Nevertheless, the proposed approach can be readily implemented for arbitrary geometries, detector configurations, and frequency distributions with full and limited view data in both two and three dimensions. The extension to 3D follows by defining spherical slices (instead of circular arcs). A 1D Fourier-transform relationship, similar to Eq. (15), then holds, with yn defined as the integration of the 3D solution over the slices.
In conclusion, we presented a fast backprojection method based on FFT for real-time reconstruction of absorption images in FD optoacoustic tomography. The proposed method uses amplitude and phase data over multiple, discrete frequencies to reconstruct the absorption image. Extensions for detector configurations and spatial and frequency samplings are possible. These generalizations as well as the trade-offs governing different systems, models, and parameters are subjects of ongoing research.
