The minimal and maximal operators generated by the Bessel differential expression on the finite interval and a half-line are studied. All non-negative self-adjoint extensions of the minimal operator are described. Also we obtain a description of the domain of the Friedrichs extension of the minimal operator in the framework of extension theory of symmetric operators by applying the technique of boundary triplets and the corresponding Weyl functions, and by using the quadratic form method.
Introduction
The one-dimensional Bessel differential expression was investigated in the classical form
x 2 , ν ∈ [0, 1) \ {1/2} (1.1)
on the half-line R + in numerous papers. Here, the parameter ν is the order of the Bessel functions involved. When ν = 1 2 , it is the regular case. In particular, some results of spectral analysis were investigated in works [4, 9, 10, 11, 17] . We especially mention papers of W.N. Everitt and H. Kalf [9, 14] the most relevant to our interest. Here, Titchmarsh-Weyl m-coefficient was explicitly computed in L 2 (R + ) using the classical definition. From the Nevanlinna representation of this m-coefficient the spectral function Σ was obtained to describe the spectrum of the associated self-adjoint operator in L 2 (R + ). The additional analysis then yields the limit behaviour of the functions in the domain of the Friedrichs extension (see L. Bruneau, J. Dereziński and V. Georgescu [4] , W.N. Everitt and H. Kalf [9, 14] ) and Krein extension (see [4] ).
In this paper, we consider Bessel operator (1.1). Under the above restriction (ν ∈ [0, 1)) the endpoint 0 of the equation
x 2 y(x) = λy(x) (1.2)
is the singular limit-circle case, with respect to L 2 (R + ) or L 2 (0, b), except for the regular case. We study the minimal and maximal Bessel operators on a finite interval and a half-line. We prove that the domain of the minimal operator A ν,∞ min associated with τ ν in L 2 (R + ) is given by dom (A ν,∞ min ) = H 2 0 (R + ), (1.3) and we prove similar formula for the operator on a finite interval. We investigate spectral properties of the Bessel operator by applying the technique of boundary triplets and corresponding Weyl functions. This new approach to extension theory of symmetric operators developed during last three decades (see [6, 7, 12] and references in therein).
We construct a boundary triplet for the maximal operators in L 2 (R + ) and L 2 (0, b) and compute the corresponding Weyl functions. We determine the domains of Friedrichs and Krein extensions. In addition, all self-adjoint and all nonnegative self-adjoint extensions of the minimal Bessel operator are described. We also obtain the Weyl functions on half-line as a limit of corresponding Weyl functions of the operator considered in the finite interval. In particular, we obtain other proofs of results of L. Bruneau, J. Dereziński and V. Georgescu [4] , W.N. Everitt and H. Kalf [9, 14] .
Preliminaries

Boundary triplets and self-adjoint extension.
In this section we briefly review the notion of abstract boundary triplets in the extension theory of symmetric operators.
Let A be a closed densely defined symmetric operator in the separable Hilbert space H with equal deficiency indices n ± (A) = dim ker (A * ± iI) ≤ ∞.
Definition 2.1 ([12]).
A totality Π = {H, Γ 0 , Γ 1 } is called a boundary triplet for the adjoint operator A * of A if H is an auxiliary Hilbert space and Γ 0 , Γ 1 : dom (A * ) → H are linear mappings such that (i) the following abstract second Green identity holds
f, g ∈ dom (A * ); (2.1)
(ii) the mapping Γ := (Γ 0 , Γ 1 ) ⊤ : dom (A * ) → H ⊕ H is surjective.
First note that a boundary triplet for A * exists since the deficiency indices of A are assumed to be equal. Noreover, n ± (A) = dim (H) and A = A * ↾ (ker (Γ 0 ) ∩ ker (Γ 1 )) hold. Note also that a boundary triplet for A * is not unique. A closed extension A of A is called proper if A ⊆ A ⊆ A * . Two proper extensions A 1 and A 2 of A are called disjoint if dom ( A 1 ) ∩ dom ( A 2 ) = dom (A) and transversal if in addition dom ( A 1 ) ∔ dom ( A 2 ) = dom (A * ). The set of all proper extensions of A is denoted by Ext A. With a boundary triplet Π = {H, Γ 0 , Γ 1 } for A * one associates two self-adjoint extensions
Proposition 2.2 ( [6, 12] ). Let Π = {H, Γ 0 , Γ 1 } be a boundary triplet for A * . Then the mapping
establishes a bijective correspondence between the set of all closed proper extensions Ext A of A and the set of all closed linear relations C(H) in H. Furthermore, the following assertions hold.
(i) The equality (A Θ ) * = A Θ * holds for any Θ ∈ C(H).
(ii) The extension A Θ in (2.2) is symmetric (self-adjoint) if and only if Θ is symmetric (selfadjoint).
(iii) If, in addition, extensions A Θ and A 0 are disjoint, i.e., dom (A Θ ) ∩ dom (A 0 ) = dom (A), then (2.2) takes the form
Weyl functions and extension of nonnegative operator
It is known that the classical Weyl-Titchmarsh functions play an important role in the direct and inverse spectral theory of singular Sturm-Liouville operators. In [6] the concept of the classical Weyl-Titchmarsh m-function from the theory of Sturm-Liouville operators was generalized to the case of symmetric operators with equal deficiency indices. The role of abstract Weyl functions in the extension theory is similar to that of the classical Weyl-Titchmarsh m-function in the spectral theory of singular Sturm-Liouville operators. Let N z := ker (A * − z) be the defect subspace of A.
Definition 2.3 ([6]
). Let A be a densely defined closed symmetric operator in H with equal deficiency indices and let Π = {H, Γ 0 , Γ 1 } be a boundary triplet for A * . The operator valued functions
4)
are called the γ-field and the Weyl function, respectively, corresponding to the boundary triplet Π.
The γ-field γ(·) and the Weyl function M(·) in (2.4) are well defined. Moreover, both γ(·) and M(·) are holomorphic on ρ(A 0 ) and the following relations hold (see [6] )
Besides, it follows from (2.6) that M(·) satisfies 0 ∈ ρ(Im M(z)) for z ∈ C \ R. Since A is densely defined, M(·) admits an integral representation (see, for instance, [7] )
where Σ M (·) is an operator-valued Borel measure on R satisfying R
The integral in (2.9) is understood in the strong sense.
In contrast to spectral measures of self-adjoint operators the measure Σ M (·) is not necessarily orthogonal. However, the measure Σ M is uniquely determined by the Nevanlinna function M(·). The operator-valued measure Σ M is called the spectral measure of M(·). If A is a simple symmetric operator, then the Weyl function M(·) determines the pair {A, A 0 } up to unitary equivalence (see [7] ). Due to this fact, spectral properties of A 0 can be expressed in terms of M(·). Assume that a symmetric operator A ∈ C(H) is nonnegative. Then the set Ext A (0, ∞) of its nonnegative self-adjoint extensions is non-empty (see [2] ). Moreover, there is a maximal nonnegative extension A F (also called Friedrichs' or hard extension) and there is a minimal nonnegative extension A K (Krein's or soft extension) satisfying
(for detail we refer the reader to [2] ).
The following proposition characterizes the Friedrichs and Krein extensions in terms of the Weyl function. 
Moreover,
(iii) The set of all non-negative self-adjoint extensions of A admits parametrization (2.2), where 20) in which f ν (z) = z p G ν (lz q ) where G ν (·) is one of the Bessel functions J ν (·), Y ν (·) or a linear combination, and p, q, l do not depend on ν.
Applying formula (2.20) for l = 1, q = 1/2, p = 0 to the functions
and
, for all x ∈ R + . The general solution of the equation (1.2) is given by
where c 1 , c 2 are arbitrary constants.
Bessel operator S ν;b on the interval
In what follows, we need the following auxiliary lemma.
and its kernel K(x, t) has a degree of homogeneity −1, i.e. K(λx, λt
and its norm is
Suppose further that I is the operator of integration,
Noting that K(λx, λt) = λ −1 K(x, t) and applying Lemma 3.1 to the operator T K = QI 2 , we obtain
, then the following relations hold:
Therefore by the Cauchy-Bunyakovsky in-
i.e. f ′ (x) = o(x 1/2 ), which proves the second estimate in (3.8).
The first estimate in (3.8) is proved.
Let D 2 min be a minimal differential operator of the 2nd order, generated in
Let S ν,b := S ν,b min and S ν,b max are the minimal and maximal operators, respectively, generated by the differential expression
(i) The operator S ν,b is a non-negative and its deficiency indices are n ± (S ν,b ) = 2.
(ii) The domain of the operator S ν,b is given by
Therefore,
By virtue of Lemma 3.2, this yields
It is easy to see that ν 2 − (1 − ε), where ε > 0. Then relation (3.14) implies the estimate
min -bounded. Therefore, by the Kato-Rellich theorem (see [15] 
where the equality is understood in the meaning of the theory of distributions, and 
(ii) For ν = 0 the quadratic form s 0,b quadratic form associated with the Friedrichs extension S 0,b F takes the form
The domain of the Friedrichs extension S ν,b F of the operator S ν,b takes the form
Proof. (i) By Hardy's inequality for ν ∈ (0, 1) and
. We prove the converse inequality. Suppose first that ν ∈ [1/2, 1). Then
applying the Hardy's inequality we obtain (
. By the construction of the Friedrichs extension and the equalities (3.12), we obtain
The case ν = 0 is considered similarly.
The case ν ∈ [0, 1/ √ 2) in Proposition 3.5 can be treated by means of KLMN-theorem. Therefore, applying Hardy's inequality for one gets
This argument was already used in our previous paper [3] .
Bessel operator A ν,b on the interval
Here, we consider the Bessel operator A ν,b generated by the differential expression
The following assertions hold:
Hence, by the Second Neumann formula implies n ± (A ν,b ) = 1.
Later on branch of the function z ν selected in the plane C with a cut along the positive half-line 
(ii) The Weyl function M ν;b (·) corresponding to the boundary triplet (4.2) has the form:
where γ is Euler's constant.
Integrating by parts, we obtain
On the other hand it is easily seen that
Comparing this formula with the previous one we obtain the Green's formula
(ii.1) First we consider the case ν ∈ (0, 1). By the asymptotic relations (2.12) Using the asymptotic behavior of the Bessel functions (2.12) and formula (2.21) we obtain
Similarly, using the asymptotic behavior of the Bessel functions (2.12) and formula (2.22) we obtain
From the formulas (4.2), (4.4) and (4.5), (4.6) we arrive at the relation
Hence, relation (4.7) and Definition 2.3 yield the fist part of formula (4.3).
(ii.
2) The case ν = 0. By the asymptotic relations (2.12) and (2.13)
It is easily seen that f z (b) = 0, and, hence, f z ∈ dom (A * 0,b ) and (A * 0,b − z)f z = 0. In other words, the deficiency space N z (A 0,b ) of the operator A 0,b generated by the vector f z .
Using the asymptotic behavior of the Bessel functions (2.12) and formula (2.21) we obtain
Similarly, using the asymptotic behavior of the Bessel functions (2.12) and (2.13) and formula (2.18) we obtain
From formulas (4.2), (4.8),(4.9) and (4.10) we arrive at the relation
Hence, by (4.11) and Definition 2.3 follows the second part of the formula (4.3). 
(ii) The case ν = 0. It follows from the form of Weyl function (4.3) and the form of the Bessel 
Proof. (i) First we consider the case ν ∈ (0, 1). Applying the asymptotic behavior of the Bessel functions (2.14) to the Weyl function (4.3), we obtain
The case ν = 0. Applying the asymptotic behavior of the Bessel functions (2.14) to the Weyl function (4.3), we obtain 
14)
The first part of relation (4.13) follows from Proposition 2.4.
2) The case ν = 0.
The second part of relation (4.13) follows from Proposition 2.4. Remark 4.7. Note that, for ν ∈ (0, 1), the solution x 1/2+ν ∈ dom (A ν,b F ), while the solution
is the principal solution at 0 (see [8, Def. 11.5] ). Similarly, for ν = 0, the solution x 1/2 is the principal solution at 0, while x 1/2 log(x) is not.
Therefore, by Proposition 4.4, x 1/2−ν ∈ dom (A ν,b F ). The case ν = 0 is considered similarly.
The Bessel operator A ν,∞ on half-line
Here, we consider the minimal Bessel operator A ν,∞ generated by the expression
min be a minimal differential operator of the 2nd order, generated in
Theorem 5.1. Let ν ∈ [0, 1). Then the following assertions hold: (i) The operator A ν,∞ has equal deficiency indices n ± (A ν,∞ ) = 1.
(ii) The domain of the operator A ν,∞ is given by
It is easy to see that ν 2 − (1 − ε), where ε > 0. Then relation (5.5) implies the estimate
(5.6) Estimate (5.6) means that Q is strongly D 2 min -bounded. Therefore, by the Kato-Rellich theorem (see [15] 
where the equality is understood in the meaning of the theory of distributions, and
On the other hand, since n ± (A ν,∞ ) = 1, we have dim (dom (A * ν,∞ )/dom (A ν,∞ )) = 2n ± (A ν,∞ ) = 2 by the first Neumann formula. Therefore, formula (5.3) is valid.
) are valid for x → 0, and for ν = 0 the relations
) are valid for x → 0, which are easily follow from (5.2).
Next we compute the Weyl function and the corresponding spectral function of the operator A ν,∞ using the boundary triplet technique. 
(ii) The corresponding Weyl function M ν;∞ (·) has the form:
is given by
On the other hand, it is easily seen that
Comparing this formula with the previous one, we obtain the Green's formula
(ii.1) First, we consider the case ν ∈ (0, 1). By the asymptotic relations (2.12) and (2.13),
It is easily seen that lim x→∞ f z (x) = 0. So f z ∈ dom (A * ν,∞ ) and (A * ν,∞ − z)f z = 0. In other words, the deficiency space N z (A ν,∞ ) of the operator A ν,∞ generated by the vector f z .
Using the asymptotic behavior of the Bessel functions (2.12) and formula (2.21), we obtain
Similarly, using the asymptotic behavior of the Bessel functions (2.12) and formula (2.22), we obtain
From the formulas (4.5), (4.6), (5.7), (5.10), (5.11) and (5.12), we arrive at the relation
Hence, by (5.13), (5.14), and Definition 2.3, we obtain the first part of the formula (5.8).
2) The case ν = 0. By the asymptotic relations (2.12) and (2.13),
It is easily seen that lim 
Remark 5.4. In addition, for ν ∈ (0, 1), the Weyl function M ν,∞ (·) admits the integral representation
where
Similarly, for ν = 0, the Weyl function M 0,∞ (·) admits the integral representation 19) where the constant (ii) The domain of the Krein extension A ν,∞ K of the operator A ν,∞ has the form In particular, in the case of ν = 0 the Friedrichs and Krein extensions coincide
Corollary 5.9. (i) Let ν ∈ (0, 1). All self-adjoint extensions of the operator A ν,∞ described by the formula 
Then:
(i) For ν ∈ (0, 1) the quadratic form a ν,∞ quadratic form associated with the Friedrichs extension A ν,∞ F takes the form
(ii) For ν = 0 the quadratic form a 0,∞ quadratic form associated with the Friedrichs extension A 0,∞ F takes the form 
. We prove the converse inequality. Suppose firstly that ν ∈ [1/2, 1). Then, for u ∈ H 1 0 (R + ),
If ν ∈ (0, 1/2), then for u ∈ H 1 0 (R + ) applying the Hardy's inequality we obtain (
Conversely,
], x ∈ (0, 1). We order degrees:
Then multiplying by the term with the smallest degree, we obtain
Similarly, we obtain that C j = 0. This is a contradiction.
(iii) We note that
. By the construction of the Friedrichs extension and the equalities (5.3), we obtain
(iv) The proof follows from [18, Theorem 1] and from the fact that
Remark 5.11. Theorem 5.10 strengthens and complements the results of the works [14] and [4] . For example, for ν ∈ (0, 1) in [4] it is only shown that dom(A ν,∞ F ) is dense in H 
where ξ ∈ C holds uniformly on compact subsets of C + .
Proof. First, we consider the case ν ∈ (0, 1). Since the Bessel functions J ν (t) and J −ν (t) for t → ∞ have the asymptotic behavior (2.14), we have It is easily seen that the convergence in both relations is uniform on compact subsets.
Singular Sturm-Liouville operators of the Bessel type
Here, we consider the Sturm-Liouville differential expression τ u := −u ′′ + qu (7.1) in L 2 (R + ) with certain potentials q. The minimal operator T min = T associated with (7.1) is the closure of the operator T ′ of the form T ′ u := τ u, dom (T ′ ) = {u : u ∈ D, u has the compact support in (0, ∞)},
and T is a densely defined symmetric operator. The maximal operator associated with (7.1) is
The following relations hold:
T min = T = T ′ = T * * = T * max . where D is given by (7.3).
Proof. Without loss of generality, we can assume that µ = 0. Let β = ν 2 − Taking the closure of these forms and (7.8) into account, we arrive at (7.6).
According to the construction of the Friedrichs extension and (7.3), we get
The Corollary is proved. (ii) [14] The domain of the Friedrichs extension of T is dom (T F ) = D ∩ (H 1 0 (R + ; q)+span{x 1/2 ξ(x)}), (7.13) where D is given by (7.3).
The proof is similarly to Corollary 7.1. 
