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ABSTRACT
SOCIAL INFLUENCE AS A COMPONENT OF CONTEXTUAL EFFECTS:
A STUDY OF DIARRHEAL TREATMENT IN ZAIRE
ZHONG ZHENG
ROBERT HORNIK
Social influence is an important theoretical factor when
studying how an individual's thoughts and behaviors are formed.
However, empirical evidence demonstrating its effects is
difficult to obtain due to the nature of social influence.
problem is that its exact source is often unclear.

One

Also, because

social influence is an ongoing process, its effects are
cumulative and therefore difficult to measure directly.
An

analytic model based on the contextual analysis approach

is developed in this study and applied to survey data that was
collected in Zaire using a cluster sampling method.

As

respondents from the same cluster (community) live geographically
close or in the same neighborhood, it is assumed that if social
influence is affecting individual respondents, their behavior
will be associated with their community of residence.

This model

first measures the associations between community of residence
and the outcome variables, which represent the total effects of
community of residence.

After community structural variations

are controlled for, it is argued that any resulting residual
effects are likely due to social influence.
Eleven outcome variables (which measure thoughts and
behaviors related to diarrhea and its treatment) were found to be
significantly associated ~ith community of residence, and are
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analyzed in this study.

Bivariate relationships between these

outcome variables and various community compositional variables
(such as community levels of education and wealth) and community
inf~astructural

are examined.

variables (such as access to health facilities)
The community variables that are significantly

related to outcome variables are controlled.

Residual community

of residence effects are found with respect to some outcome
variables, and thus the social influence hypothesis is partially
supported.
The weakness of this approach is that evidence supporting
the social influence hypothesis is gathered by eliminating all
alternative hypotheses, without directly measuring social
influence as a variable.

Since it is very difficult to specify

and eliminate all possible alternative variables, the conclusions
about the presence and effect of social influence are tentative.
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INTRODUCTION

In any society, there exits an invisible link between the
individual and the community or group that surrounds them. This
link influences activities in almost all areas of life, ranging
from the general problem of everyday conduct to specific
problems, such as the treatment of children's diseases. This link
provides a pattern of conduct for individuals, influences their
life plans and contributes to shaping their thoughts. The
phenomena of social groups creating consensus and conformity
among their members ·has been variably termed "social control",

IIsocial support", lIsocial cohesion n or "behavior contagion", with
its process generally known as "social influence".

Health knowledge, beliefs and behaviors, like other beliefs and
behaviors, are in part the product of social influence. Popular
beliefs and behaviors regarding health problems mayor may not be
"scientific" in.a medical sense, but they are nevertheless used
as guidelines, which people follow. It is possible to speculate
that social influence will produce patterns in thoughts and
behaviors regarding health within a social group or community.

There is a rich body of theory on social influence. The arguments
of these theories concern the causes and effects of social
influence within certain social contexts, be they groups or
communities. It seems, however, that empirical evidence of the
effects of social influen'ce is hard to come by. In understanding
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health-related behaviors, for example, empirical evidence is
relatively rich from psychologically-oriented studies (e.g., what
individuals know or believe), or structurally-oriented ones
(e.g., what resources are available). In contrast, although
social influence factors are often theorized, little empirical
evidence of their effects is available. Researchers from various
disciplines have tried to delineate social influence effects that
lead the individual members of a specific social group or
community to act in a similar manner. However, not only is social
influence a dynamic social process, it is interwoven with other
causes, which makes it difficult to detect.

This study explores both ways to conceptualize social influence,
and methods for capturing its effects on an individual's thoughts
and behaviors. It rests on theories regarding social influence as
a process of social interaction and social communication, and
applies these theories in empirical research through a contextual
analysis model utilizing data from a regional health survey in
Zaire.

A review of literature in Chapter One helps elucidate the
specific questions and testable hypotheses that the study takes
up. Various theories about the elements and process of social
influence are examined. The difficulties of studying social
influence and the usefulness and limitations of contextual
analysis are also discussed.

2

Chapter Two develops a more detailed framework of social
influence, from which hypotheses are generated. Based on the
contextual analysis approach, an analytical model is constructed
to test these hypotheses.

Chapters Three and Four present preliminary analyses of the
survey data. univariate analyses of the data is conducted.
Measurement issues such as distributions, scaling, and
reliability of the scales are discussed. Finally, variables are
screened and selected for use in testing the hypotheses. Chapter
Five presents the results and analyses of the hypothesis-testing.

The final chapter summarizes the study and makes inferences
regarding the effects of social influence. Limitations are
pointed out and future research suggested.

3

Chapter 1

A LITERATURE REVIEW

The ,review of relevant literature starts with a discussion of the
locations of causal forces that explain an individual's behavior,
Social influence as one factor affecting behavior is put in
perspective by looking at other kinds of influencing factors,
Theories and research in the study of social influence are then
presented and critiqued: How they conceptualize its mechanisms
and processes, and how they measure its effects. The problem of
empirically identifying the effects of social influence on
individual persons is discussed. The review focuses on
theoretical and methodological issues that have hindered the
study of social influence.

Models of "contextual analysis" are presented next. This section
discusses how contextual analysis can help manage the complexity
of studying social influence effects and processes. Views on the
pros and cons of contextual analysis are presented, and the
conditions under which it is appropriate to use it to study the
effects of social influence are discussed. This discussion serves
as a guide for a review of empirical research which uses the
contextual analysis approach, especially that conducted by
students at the Annenberg School for Communication at the
University of pennsylvania and by the CIHDC (Center for
International, Health and Development Communication) .
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Social Influence: One of Many Causal Forces

Social influence can be seen as one of many causal forces that
shape human behavior. A look at ways these causal forces are
classified and how distinctions are made may help clarify the
significance of social influence as an influence on an
individual's behavior.

According to McLeod (1971), three kinds of theories about the
location of causal forces can be distinguished: 1) Within the
person (intra-personal), 2) between people (inter-personal or
social) and 3) within social organizations. Intra-personal
factors are characteristics of individuals that affect their
behavior in certain ways. The individual's personality, affective
factors such as fear or motivation, and cognitive factors such as
knowledge, perceptions and attitudes are typically studied. The
inter-personal or social factors are essentially the effects of
social interactions between individuals. These effects are the
result of individual persons living or being together in a group
or community: relationships between people, patterns of
communication, social norms, opinion leaders, social networks and
social support are some of the social factors that may affect
individual behavior. In the third type of theories, the word
"organization" is used in a broad sense and denotes socially
significant categories: sex, age and social status, for example,
are the most frequently used.

5

There are other ways that causal factors of individual behavior
can be categorized. For example, Hornik (1989) lists five kinds
of factors that may determine the success of communication
campaigns in producing behavior change. These factors may
usefully be applied to locating causal forces of behavior
variation in general:

1) Structural characteristics of communities (e.g.,
wealth, availability of services, levels of
development in a particular community such as school
and roads) ;
2) Structural characteristics of individuals (e.g.,
availability of resources such as time, money and
personal responsibility);
3) Community social influence (e.g., the prevalent
behavior in the social group to which an individual
belongs) ;
4) Learned characteristics of individuals (e.g.,
skills, knowledge, ability, expertise);
5) Enduring characteristics of individuals (e.g.,
personality) .

Three aspects of an individual's characteristics are
differentiated here. Learned and enduring characteristics are
what McLeod's calls "within person" factors, but they are clearly
quite different in nature. For example, enduring characteristics
such as personality may be formed very early in life, while
learned characteristics are acquired through the accumulation of
experiences in the individual's entire past. Knowledge and skills
regarding a particular treatment method for a disease, for
example, may be acquired in school or during visits to health
facilities. They may also be learned at home from an elder member
of the family.
6

Hornik's "structural characteristics" of the individual fall into
the "social organization" category on McLeod's list. These
factors have to do with an individual's personal experiences.
Often individuals in the same social categories share similar
structural characteristics, which tend to produce similar
responses and experiences.

According to Hornik's list, structural characteristics of the
community are factors having to do with one's immediate
environment that affect individuals by facilitating or
constraining their behavior. They may fall into McLeod's social
organizations category, for community structural characteristics
are in a sense the result of social arrangement, except that
these community structural characteristics may not fall into
"accepted" social categories. For example, the descriptions of
these community structural characteristics may be relative to
other communities (e.g., there are more health workers in the
community). Like "social organization" factors that can be
described by social categories (e.g., sex, social status), the
community structural characteristics may also influence behavior
patterns in the community, as a result of people reacting to the
same structural stimulus (such as benefiting from having more
health workers in the community) .

The essence of these individual and community structural factors
lies in the word "structural", which reflects the "hardware"
nature of reality that

f~ces

an individual. These factors are in

theory different from wha't is called "social influence", which is

7

the result of interaction and communication among members of a
social group or community. Both Hornik and McLeod separate
structural factors from the social influence process (which in
McLeod's terms would be "between people factors".) However,
distinguishing social influence from other kinds of influence,
isolating the effects of social influence, and specifying the
process of social influence, is by no means a straightforward
project.

Individual and community structural and social factors may be
inter-related in various ways, and they may jointly affect
individual behavior. For example, individual factors such as
knowledge and beliefs may be a mediating factor between social
influence and behavior: Social influence may affect an
individual's belief which in turn affects an individual's
behavior. Moreover, some structural factors, especially community
structural factors, may be related to the social interactional
patterns of the community, and their effects on individual
behavior may be so interwoven that they are hard to
differentiate. Nevertheless, these are empirical questions
regarding the extent and process of social influence which can be
specified and tested.

Social influence reflects relationships between people. Since
people are related - affecting others and being affected by them
- in many different ways, specific social influence processes
need to be differentiated. It is possible that people who occupy
the same position in the social structure face a simil'ar set of
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stimuli and produce uniform behaviors as a result (DeFleur,
1970), however much of the homogeneity of behavior within a
social group is due to a particular form of social process. For
example, people of the same SES status may not live in the same
geographic location, but they tend to have similar personal
experiences and life styles, just as they have similar education.

This process is clearly very different from the other kind of
social influence, which is associated with people's experience of
the same social context within a distinct geographic community.
Not only do people of the same community have many things in
common because they live close together, but more importantly,
they have more chance to communicate with one another, to
observe, and share with one another, and are therefore more
likely to have the same thoughts and behavior patterns.

In summary, social influence - which results from shared social
activities and relationships - is one of the crucial causal
forces related to human behavior. Let us turn to theories
regarding social influence and examine how they conceptualize and
define the term from different perspectives and how they
investigate its effects on the behavior of individuals.

Theories of Social Influence

A basic communication model is introduced below that helps us
view social influence as, a social process and identify its

,

elements. Based on this view of the process and its elements,

9

various theories on social influence are reviewed, including: I}
Social Comparison Theory, which emphasizes a specific
psychological drive within individuals to compare themselves with
others, which results in a convergence of thoughts and behaviors
within groups; 2} Value Expectancy Theories, which on the other
hand postulate that in order to reach certain behavioral goals,
rational considerations will lead individuals to adopt socially
accepted behaviors to maximize benefit vs. cost; 3} Socialization
Theories, which stress the learning process that transforms
individuals into members of particular social groups; and 4}
Social Network Theories, which study the interconnections among
people and describe their relationships to one another.

The emphases of these perspectives differ. For example, more
psychologically-oriented theories look into the human mind for
"drives" or "mechanisms ll that give rise to social influence. In

contrast, more sociologically-oriented theories examine
socialization and social interaction processes. Questions that
guide this review are: In what ways do these theories contribute
to a conceptualization of social influence as a communication
process? If such a process has effects on an individual person,
how can it be captured?

Social Influence: A Communication Process

Social influence takes place through the communication process,
which generally involves. a sender, a receiver and some stimuli
transmitted between them.' One of the very early models, Newcomb's
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(1953) A-B-X paradigm, is a basic model depicting the human
communication process. It assumes that two persons, A and B, are
attracted to one another positively or negatively and are cooriented to an object of communication, X. This model can be used
to depict the social influence process. In this model A can be
the social influence agent (the source), who communicates among
other things, norms, attitudes and values (about the object X),
to B, the learner (receiver).

Social influence sources transmit the "objects" which act like
expectations of the social group that individuals within the
group follow. The concepts A and B in the model can be applied to
groups as well. This model does not include some other factors
that may be involved in the communication process, for example,
it does not take into account contextual social structural
factors which may influence the communication process. But this
model can be used provisionally as a reference to examine how the
social influence process has been operationalized and studied in
diversified settings based on different theories of social
influence.

Social Comparison Theory

The essence of Festinger's Social Comparison Theory is that
people are concerned about whether what they think (e.g.,
attitudes) and what they do (e.g., behaviors) are considered
proper by the group to which they belong (1963: 152). This theory
assumes a basic human psychological characteristic: the drive for
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a certain mental and emotional state. It is developed from
Festinger's earlier, more general "Dissonance Theory"

(1954),

which, to put it simply, postulates that when an individual's
balance of mind is disturbed by some stimuli, he or she will act
to restore the previous balance. According to Social Comparison
Theory, people have a drive to validate their opinions and
abilities, usually by comparison with the respective opinions and
abilities of other people. When an individual finds that his or
her evaluations are different from that of others, he or she will
become less confident about the opinion and is then more likely
to move closer to that of others. As a result, in situations when
people are put into groups, what we often find is that "the
existence of a discrepancy in a group with respect to opinions or
abilities will lead to action on the part of members of that
group to reduce the discrepancy"

(ibid).

Since the comparison process forms a basis for human behavior, it
was believed that this drive to self-evaluation and comparison
with others is an important factor contributing to making human
beings "gregarious". Also, due to this "drive" of the individual
members of a group, we may find convergence of opinions and
behaviors among groups (Festinger, 1960). What is more, according
to this line of thinking, the convergence of opinion and
behaviors provides a basis for a standard uniform set of
directions which the group induces its members to follow. Collins
(1970: 50) considers this standard as "pressure" for uniform
behavior within a group which influences change and maintenance
of patterns of behavior ih the group. These theories provide
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insight on the origin of social influence and its roles in
individuals' behavior formation and behavior change. Clearly an
individual's behavior cannot be fully understood without
considering its social context. We can expect an individual's
behavior to be related to group norms as well as other ecological
factors.

Social Comparison Theory is specific and elaborate about the
psychological mechanisms that compel an individual to act in a
way that is compatible with the social context he is in (e.g.,
arousal initiates the comparison process that leads to behavior
or behavior change in order to reach a new state through
reduction of dissonance). Empirical evidence of the hypothesized
mental process is generally obtained from controlled experimental
situations that test if the theorized psychological process does
occur (e.g., if the psychological state of an individual is
affected by the stimuli of varied feedback regarding a behavior)
Using confederates to create varied treatment conditions (e.g.,
by manipulating levels of agreement on people's opinions or
behaviors) is common. The outcome variable measures range from
the subjects' reported psychological states to their behaviors,
which are used to assess the impact of the treatment. In essence,
Social Comparison Theory makes a causal connection between a
hypothesized psychological mechanism and the individual's
observable behavior.

Some theorists propose different processes to explain the
tendency of people to be affected by others. Many years ago, Bern
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(1967), for example, criticized the very theoretical assumptions
regarding the drive within individuals that leads to the social
comparison process. He suggests instead that past experience and
stimulus-response processes are responsible for much of the
individuals' behavior. According to him, the elaboration of
psychological processes like that of Social Comparison Theory
does no more than rationalize and account for observed facts.
This criticism is still valid today.

Empirically, the presence of the social comparison process is
very difficult to isolate. Even if well-designed and controlled
experiments can show evidence of a human tendency as hypothesized
in social comparison theory, it may not be observable in real
life settings due to a lack of external validity.

A major limitation of the Social Comparison Theory is that it
does not connect the social comparison process with an
individual's other cognitive factors and processes, e.g.,
knowledge, beliefs, feelings, relations with others and a host of
other factors. In real life, what goes on in the mind of an
active individual is clearly more complex than what is accounted
for by Social Comparison Theory, although these factors may
determine the individual's social comparison process: who to
compare with, what to compare, when to compare and with what
consequences. The social comparison process, no matter how much
it affects an individual's behavior, takes place in the context
of other factors. Moreover, the hypothesized human drive to
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compare with others may only account for certain aspects of
psychological activities and limited aspects of human behavior.

Value Expectancy Theories

Value Expectancy Theories consider general psychological
activities that take place within an individual, put social
influence factors alongside other factors, and theorize how all
these factors act together to affect the individual's decisionmaking process and consequently his or her behavior.

Value Expectancy Theories were first introduced by Tolman (1932),
Lewin (1934), Totter (1954), Atkinson (1957) and Edward (1954).
They assume that people are essentially rational organisms who
use the information at their disposal to make judgments, form
evaluations (including ones similar to those described by social
comparison theory) and arrive at decisions. They postulate that
when a person has to make a behavioral choice, he or she will
select the alternative that has the highest subjective expected
utility; that is, the choice that is likely to lead to the most
benefit at the least cost.

Followers of Value Expectancy Theories in one way or another
elaborated on the intricacies of the human cognitive process.
Fishbein's Theory of Reasoned Action (Fishbein 1971), for
example, is comprehensive in expressing the relations among
cognitive components and. behavior. According to the theory, one's
attitude toward performing a behavior in a given situation is
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determined by a number of salient beliefs regarding the
likelihood that the performance of the stated behavior will lead
to some particular consequences (e.g., stopping smoking will lead
to better health). The individual is assumed to actively evaluate
consequences and self-interest may act as the determining
criterion for behavior. Put simply, it is what people believe
that accounts for what they do. Fishbein & Ajzen (1972) proposed
that a person's overt behavior is approximately equivalent to the
person's intention to do the behavior. This intention is
determined by 1) the. attitude toward performing the behavior in a
given situation, and 2) the normative belief governing the
behavior from a number of salient referents. The normative belief
is based on what significant others'

(such as family members,

friends) expectations are regarding the behavior. The power of
such normative beliefs on the outcome of behavior intention
depends on the referents' relations to the individual. This is
the social influence felt by an individual.

According to this theory, in order to maximize the benefit for
oneself, an individual will always try to assess the benefit of
conforming to the social norm in a specific context (e.g., no one
else smokes in a friend's house) against the cost of conforming
(e.g., resisting the desire to smoke). However, the effects of
this social influence on the individual's final behavioral
outcome are relative to other cognitive factors, which all play
roles in the decision-making process. A person who knows the harm
of smoking may be more likely to conform to the social norm of
not smoking, while a persbn who knows the harm of smoking but
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believes himself not likely to be affected may not conform to the
social norm as readily.

Like Social Comparison Theory, the Theory of Reasoned Action
theorizes about cognitive activities that are thought to be part
of human nature, and which result in an interactive relationship
between the individual's behavior and the social group this
individual belongs to. However, the Theory of Reasoned Action
suggests "self-interest" as the basic causal force Or "drive" in
its explanation of how normative beliefs mediate social influence
to the individual and affect his or her behavior (or intention,
then behavior). According to the theory, normative beliefs are
just one of many kinds of beliefs that are related to behaviors.
These beliefs are related to behaviors through the same
mechanisms. The relevance and saliency of normative beliefs and
social influence in the model are context dependent. For example,
how an author assesses the individual's decision-making process
on a given subject may affect how much weight is given to social
influence.

By definition, value-Expectancy Theory requires all salient
factors to be included in the model in order to assess accurately
the impact of any specific factor on the outcome variable.
Empirical studies based on this line of theories, however, are
generally somewhat "segmented" in that they tackle selected
aspects of determining factors. For example, the most frequently
used theory about how psychological factors determine an
individual's behavior in health studies is the Health Belief
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Model (Rosenstock, 1974) which is based on value-expectancy
theories. It postulates that an individual's health behavior is
predicted by essentially four beliefs (or perceptions): perceived
severity of and susceptibility to a disease, perceived
effectiveness of the recommended behavior, and perceived barriers
in carrying out the action. Here peoples' concern about their
health and keeping healthy is given a predominant role.

Studies drawing on value expectancy theories are conducted in
experimental, quasi-experimental or field survey settings, and
typically attempt to identify psychological factors that are
salient and relevant in determining an individual's behavior. In
experiments, the experimental condition is usually an exposure to
a message or messages designed to manipulate psychological
variables to produce behavior change. usually, changes in
behavior or intentions to change behavior are measured after the
exposure to see if psychological factors mediated the
manipulations. Quasi-experiments are similar to experiments but
carried out in field settings in order to increase external
validity. In contrast, individuals' beliefs, perceptions, and
behavior (or intentions of behavior) are typically measured
cross-sectionally in surveys. Often the identified psychological
factors are examined to see if they covary with a given behavior
or intentions of behavior.

There have been a few efforts to include a wide range of factors
in investigating the determinants of behavior, but the extent of
this inclusion is limited. For example, Anderson's study (1986)
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is typical of attempts to include variables from psychological,
social and structural approaches in explaining health careseeking behaviors. In that study, the explanatory variables were
based on respondents' answers to a questionnaire eliciting
psychological indicators such as various perceptions, social
network variables, and the social status of the individuals
(including wealth and education). These variables were entered in
an equation to test the relative importance of each variable,
indicated by the amount of variance explained about the dependent
variable (health care-seeking). The social network variables are
supposed to give an indication of the effects of social
influence, and the psychological variables are indicators of the
individual's psychological structure.

There are at least two problems in studies of this kind that seek
to assess the impact of social influence. The first problem is
related to measurement in empirical research. Social network was
often defined in these studies as the people's perceptions of the
behavior patterns of their most immediate social interactants:
friends,

family members, etc. But the perceived behaviors of

other people may be quite different from the effects of social
influence, of which the respondent may not be consciously aware.
(Other problems of a similar nature will be discussed later.) The
second problem is a theoretical difficulty that theories like
Reasoned Action have in explaining the process of social
influence. In this theory, an individual's beliefs and knowledge
are distinctively differ.ent from normative beliefs. So in the
study, the respondents'c'ognitive structure is seen as the
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property of the individual, whereas his or her perception of
other people's behaviors patterns are seen as an indication of
some attribute of the social environment. However, it is arguable
whether this is a proper distinction. For example, it is
reasonable to believe that an individual's existing cognitive
structures is formed with some input from the social environment.
At the same time, how an individual perceives the social
environment can likely be influenced by his or her existing
cognitive structure, his or her own behavior, or other individual
characteristics.

It seems clear that in order to properly explain social
influence, it is not enough to confine the analysis to factors in
the frame of an individual's cognitive structure, even though the
impact of social influence is always felt by individual persons.
We have seen the limitation of social comparison theories that
hold one particular psychological process responsible for social
influence and ignore other psychological activities. We have also
shown that even the most comprehensive cognitive psychological
models cannot present an adequate picture of the social influence
process.

These two kinds of theories are very much individual-oriented,
but there are other theories that are concerned with a broader
perspective on social processes, and that deal particularly with
the relationship between individuals and their social
surroundings.
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Socialization Theories

This set of theories regarding the process of social influence on
individual behavior also concern the nature of human beings: they
are based on the need to socially interact with others. Argyle
(1969: 25) states that "Social interaction is to a great extent
pre-programmed by innate neural structures which result from
natural selection, and by cultural norms, which represent past
collective solutions to the problems of interaction." He argues
that the social behavior of animals is related to basic
biological needs (for food, shelter, etc.) and that the social
behavior of such animals as apes and monkeys has been shown to be
remarkably parallel with the social behavior of humans. According
to Bernstein (1971: 91), socialization is the "process whereby
the biological is transformed into a specific cultural being. It
follows from this that the process of socialization is a complex
process whereby a particular moral, cognitive and affective
awareness is evoked in the child and given a specific form and
content.

II

Socialization theories focus on the development of cognition and
behaviors necessary for performing a given role. Brim (1966: 3)
defines socialization as "The process by which individuals
acquire the knowledge, skills and dispositions that enable them
to participate as more or less effective members of groups and
the society." Furthermore, the study of socialization is not
restricted to the learning that occurs during childhood but
applies to social learning over the life span (Roscow, 1974). As
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wright (l986: 192) explains,

"We participate in continuous

socialization and resocialization throughout life as society's
norms change or our own social circumstances change - as we move,
for example from civilian status to military life and back, or
simply grow up and move though life." This lifelong process can
be conceptualized as a series of interactions between an
individual and others in his or her environment. Clearly, social
influence is a part of the socialization process.

The key assumption of the socialization approach is that "to
understand human behavior, we must specify its social origins and
the processes by which it is learned and maintained."

(McLeod and

O'Keefe 1972: l27-28) An individual's cognitive activities are
less important in these theories. Observational learning and
accumulation of past experiences are often assumed. Moreover,
socialization theories generally emphasize that social influence
is ever present throughout an individual's life.

Applying socialization theories to the understanding of social
influence has the advantage of placing the causal factors that
constitute social influence outside the individual person. An
individual's behavior is viewed as the result of constantly
interacting with others in the social environment. The theorists
point to social facts that affect the individual's behavior
patterns, rather than look at an individual's cognitive
structure.
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Socialization theories are useful in postulating that any
individual person's thoughts and behaviors are inevitably marked
by social influence. However, methodological difficulties must be
resolved before applying the socialization approach to
understanding social influence. If we assume that an individual's
thoughts and behaviors are the product of the social environment,
it is crucial to operationalize the environment in measurable
terms.

Bandura's Social Learning Theory (1969) is very explicit about
the social learning process, particularly regarding observational
learning, which refers to any learning proceeding from a
vicarious experience - that is from observation of the behavior
of some form of model, either live or symbolic. This learning can
include process variables such as imitation, role-playing, and
identification.

This model of socialization through social communication has
often been applied to children's development in various contexts.
The agents are often operationalized as the parents and naturally
the learner as the child (e.g., O'Keefe 1973). Communication
scholars have characterized the communication patterns in
families and examined how these patterns affect children's
behaviors. There are also studies examining the modeling process;
for example, direct links have been found between adolescents'
awareness of parental consumer behaviors and the likelihood of
the adolescents

performi~g

similar types of behaviors (Moschis et

al. 1984). It may be true'that the individual's experiences
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during the socialization process playa major role in forming
knowledge and beliefs, but questions remain as to what extent and
in what context the effects of those experiences can be traced
and.measured empirically. Theories regarding social networks and
social support reflect efforts in this line of thought.

Social Network and Social Support

The social network approach is based on the observation that for
any individual in a society, friends and relatives provide social
support and make up much of the social capital people need to
deal with daily life, seize opportunities and reduce
uncertainties (Kadushin 1981) .

One of the techniques often used in social network studies is to
first have an individual identify his or her peers or friends or
significant others, and then try to correlate that individual's
attributes (knowledge, attitude, or behaviors) with those of the
identified people. Certain assumptions involved in this approach
are disputable: for example, people interact with others for
multitudes of reasons. The people identified may not be the ones
who are most influential with respect to the subject under study.
One's colleague at work can be a best friend during work, but in
terms of having impact on health behavior may have very
substantial influence or none at all. Also, since a social
environment may consist of countless interwoven connections and
social encounters, it is practically impossible to capture the
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breadth of it by just relying on an individual's selective
report.

In large part, social network analysis has been trying to
document the persistence, composition and structure of social
networks. Researchers in different fields have engaged in these
studies from different perspectives. For example, descriptions of
social networks have been particularly interesting to researchers
who are concerned about the loss of community in contemporary
society (Wellman et al. 1990). Some researchers, especially in
the field of health promotion and health care, are especially
concerned about the process and consequences of social networks
and support systems. They pay attention to and evaluate how
characteristics of social networks affect access to the
supportive resources that flow through them.

Recent studies in social support have begun to investigate the
multi-dimensional construct of social support. Wellman (1990),
for example, has proposed several variables that may affect
levels of social support: 1) the strength of the relationship, 2)
the access that two persons have to each other, 3) structural
characteristics, described as a group's capacity to communicate,
coordinate and control, 4) kinship, and 5) similarity and
dissimilarity (e.g., similar persons may be more empathetic
toward each other). The author has tested the relationships
between these community variables and the strength of support. He
was able to show, for example, that the kind and level of social
support vary with the characteristics of the relationships among
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the members in the network. Studies like this provide us with
some insight about the determinants of social support and
potential factors that may affect such support.

The use of network analysis technique has been criticized
methodologically (Bernard and Killworth, 1977). Major criticisms
include: 1) The technique relies primarily on subjective recall
to identify sociometrically an individual's main communication
contacts. people may not know with any degree of accuracy those
with whom they communicate, and consequently they cannot validly
complete the network analysis survey forms. Objective measures
such as phone records and written messages may be a more valid
way of identifying networks. But efforts to obtain the objective
measures no doubt constrain the scope of the network. 2) Often
unreciprocal data are obtained. People may over- or underestimate their contacts. 3) pragmatic problems such as getting
all the persons involved in a social unit to answer the questions
is very difficult, if possible at all.

In conclusion, this line of study has probed into and made
explicit the complexity of social relationships that affect
individual behavior, but it does not directly answer questions
about the effects of social influence on specific individual
behaviors.

Toward A Framework of Social Influence

26

Various theories reviewed here present social influence as the
result of the "needs" of individuals to socialize on the one
hand, and the "power" of the social environment on the other. The
matching of these two emphasizes the impact of social influence
on individual behavior, and social phenomenon such as group
pressure and tendency of behaviors in social organizations such
as groups to be homogeneous. The critique of these theories and
research suggest that to understand the process of social
influence, we need to further refine conceptually the social
factors and social processes that constitute social influence, a
task that follows.

Elements of Social Influence

The content of the communication process that transmits social
influence can take various forms: verbal, behavioral or both.
There are basically three kinds of processes or mechanisms by
which the influence takes place: 1) by performing certain acts,
the sender consciously or unconsciously communicates norms and
expectations, and the receiver learns these through observation
or imitation; 2) by various reinforcement processes, both
positive and negative; 3) by overt communication processes: e.g.,
certain attitudes, values, and behaviors are communicated
explicitly. In any event, the sender's "influence" is
communicated to the receiver either intentionally or
unintentionally during this process of social influence.
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commonly, operational definitions of modeling processes are the
correlations between an agent's behavior and a learners'
behavior. While such correlations are indicative of human
sociability, empirical evidence appears difficult to obtain
except in certain fixed relationships, such as that of parentchild. The learning process and the elements being communicated
during the process are often undefinable or unmeasurable, as
people, even young children, are exposed continuously to multiple
sources or agents.

Sources of Social Influence

The sources of social influence are specified in some studies,
and frequency of contacts has often been the criterion used to
define the importance of a source in terms of its relative
strength of influence. For example, studies of children's
socialization processes often assume parents as the primary
source of social influence. Among teenagers, peer influence is
often considered more important. Among adults, friends, family
members, neighbors and colleagues are more often treated as
sources of social influence.

Certain theories hypothesize that people with specific
characteristics are more likely to be a source of social
influence. For example, theories regarding opinion leaders (e.g.,
Katz and Lazarsfeld, 1955) are basically concerned with how the
acceptance of media messages filters into the general population.
They postulate that new information or new ideas will be first
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accepted by people with specific characteristics, opinion leaders
in a social organization (e.g., community or group), who then
mediate the new idea to the general public.

Attributes that distinguish opinion leaders are not
"intrapersonal". As McLeod et al (1972) point out, the relations
between members in a group may be defined as interpersonal
relationships indexed by a sequence of people giving information
and people seeking information. Katz and Lazarsfeld (1955) agree
that opinion leadership varies with different issues.

"Opinion

leader" may then be a situational variable, rather than a
relatively stable reflection of personality.

Much of the research on social influence focuses on the nature of
the source of such influence. The review of the theories shows
that they vary in the attention they pay to specific types of
sources. Some concentrate on identifying individual persons,
while others are less specific and assume it is the social
network that is primarily responsible for transmitting social
norms to individuals. Still others basically abandon the search
for the specific source of influence. Instead, they postulate
that social norms, or the prevalent patterns of thoughts and
behaviors that themselves constitute social influence, are the
relevant source. In general, agents and learners in real life are
not easily identifiable. It is not often possible to attribute
any particular behavior pattern to a single source. Even
children, for example,

m~y

be exposed to parents, teachers, peers

and television programs.
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Summary: Social Influence

Social influence involves complex and subtle communication
processes between an individual and his or her social contexts.
In a real life setting, an individual is exposed to countless
instances of social interaction with other people. In general, it
is the accumulation of these stimuli in a social context that has
a significant impact on an individual. To capture empirical
evidence to verify the presence and measure the effects of these
stimuli on individuals' behavior, it may be advantageous to
examine the interactional effects of individual psychological
factors and social contextual factors. This will enrich empirical
evidence regarding social influence within the context of other
factors and other influences.

The next section provides a literature review on empirical
studies using contextual analysis. It is preceded by a
description of the basic contextual analysis model and some of
the assumptions behind it.

Contextual Analysis

Given the previous discussion of various theories of social
influence and its potential role in affecting individual
behavior, the following section will examine the appropriateness
of using contextual analysis to study social influence. It may
appear merely to be a discussion of methodological issues, but it
can be argued that discussions about contextual analysis have
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theoretical relevance and implications for theories of social
influence, for they often reflect assumptions about the nature,
extent, components and processes of social influence. It starts
with a brief history and a basic model of contextual analysis.

The Rise of Contextual Analysis

"Contextual analysis" or "multi-level analysis" is a research
methodology that aims to understand the effects of social
contexts on individuals by combining measures of the context
attributes and the individual's characteristics in order to
assess the direct, indirect and interactive effects of these
factors on the individual's thoughts or behaviors. Sociological
literature is rich in theories and research on the topic of
social influence on individuals, particularly from Durkheim's
discussion of "social facts" onward (1951). Coleman (1958)
pointed out the pitfalls of survey research, which treats
individuals as though they exist outside any contexts of social
interaction. Blau (1960) emphasized the importance of social
effects that link the distribution of individual characteristics
within a group to individual behaviors. Lazarsfeld and Menzel
(1969) and Boudon (1967) provided-typologies of a variety of
group-level effects on individual behaviors. All these early
theories demonstrate a strong desire among certain sectors of the
social and behavioral science community to consider social
context as a major factor in the understanding of individual
behavior.
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Basic Model

The statistical objective of contextual analysis is to estimate
the parameters of models of the form:
y

= f

(Xl'

X, . . . . Xn'

C
"

C, . . . . Cn )

where
Y = a dependent variable describing the individual
Xi = independent variables describing the individual

Ci = independent variables describing the social contexts of
which

the individual is a member
(From Stipak & Hensler (1982:151))

The attempt here is to statistically isolate the effects of
contextual variables independent of individual-level variables.
This model posits that the dependent variable (e.g., an
individual's behavior), is affected by other factors regarding
the individual (e.g., knowledge), as well as by contextual
factors

(e.g., his or her community's level of knowledge):

ind.behavior= B1(ind.knowledge) + B2(com.knowledge)

The effects of community knowledge on an individual's behavior in
this example represent the effects over and above the effects of
the individual's knowledge (community knowledge can be
operationalized as the average community member's knowledge). The
null hypothesis is that B2 is not significantly different from
zero. If B2 is statistically significant, we can reject the null
hypothesis and conclude that the community's level of knowledge
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is affecting the behavior of the individual who is associated
with the community, and more importantly, that such community
effects are above and beyond the effects of individual factors.
For.instance, the inference to be made when Bl and B2 are both
positive and statistically significant, is that individuals with
more knowledge are more likely to engage in the behavior, and in
addition, holding individual-level knowledge constant, that an
individual who lives in a community with higher average knowledge
is more likely to engage in the behavior than an individual in a
community with lower average knowledge.

A challenge in using this model is to explain significant effects
of the community-level variable. In fact, as shall be seen, a
major criticism of contextual analysis is its lack of explicit
explanation of the contextual effects. Applying the model to the
study of social influence seems a credible way of explaining the
contextual effects. The substantive question to be asked is
whether the contextual effect indicated by B2 is the result of a
social process (such as social influence) that is affecting the
individual dependent variable, or the result of other attributes
of the community (such as demographic characteristics). However,
as shall be discussed later, this model is often not
appropriately or meaningfully used when it includes both
community and individual level variables simultaneously. For
example, there is little reason to assume social influence
effects are present when significant community-level variable
effects (e.g., community. knowledge) are found after controlling
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for individual-level variable effects (e.g., the individual's
knowledge) .

Moreover, significant community variable effects may not indicate
social influence effects (vs. other kinds of effects), even when
individual-level variables are controlled for, as many community
characteristics may overlap with community knowledge. For
example, if there is a significant connection between community
vaccination behavior and individual vaccination behavior (for a
more detailed description for this area of research, see the
later section on CIHDC Studies), it should only be the starting
point for testing the social influence process, as there are
still two possible explanations for the contextual effects. One
is that people in the same community share many things in common
(structural and demographic characteristics), which independently
but similarly affect their behavior. The other explanation is
that the relationship is due to social influence. In this case,
confounding factors need to be identified, and the nature of the
contextual effects can only be assessed after these factors are
controlled for.

Interaction Model

A derivative of this basic contextual model can be made by adding
the interaction of the community variable and the individual
variable. Following the above example, this model would be:

ind.behavior=Bl (ind.know)1+B2 (com. know) +B3 (ind.know*com.know)
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Here, if B3 is significant (i.e., explaining significant amount
of variance in the dependent variable), it is an indication that
the effects of an individual's knowledge varies depending on the
community's knowledge. Studies based on this model will be
presented in order to see how the interactional effects between
the community variable and the individual variable are explained,
in addition to the direct community effects.

Unique Role of Contextual Analysis

There are several reasons why contextual analysis plays a unique
role in studying contextual effects and the social influence
process.

Combining Data of Different Levels

As was discussed earlier, people's behaviors are affected by
factors at different levels. Contextual analysis is an attempt to
combine data about individuals and about groups or communities,
which have often been treated separately. Since the beginning of
large-scale social survey research which interviews individuals,
social scientists have been critical of the ways data were
analyzed and inferences drawn about social reality. Herbert
Blumer (1948) criticized systematic social research for
distorting if not entirely ignoring crucial characteristics of
social structures. Surveys provide much information about
individual factors such as attitudes and social status and their
effects on human

behavio~,

but fail to contribute to our
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understanding of the structural constraints exerted by common
values and status distributions in groups or communities.
Sampling procedures that tend to make isolated individuals the
foc~s

of the analysis are often blamed for the limitations of

survey research.

On the other end of the continuum, there have been an impressive
number of studies that use aggregated data about groups and
communities as their units of analysis. Robinson (1950) was able
to list a dozen or so of such studies that he considered to have
attained "classic status". He coined the phrase "Ecological
Fallacy" and succinctly described the pitfalls in making
inferences about individual variables from aggregated data
correlations. In brief, the individual correlation depends on the
internal frequencies of the within-group individual correlation,
while the ecological correlation depends on the marginal
frequencies of the within-group individual correlation. Since it
is known that the marginal frequencies do not determine the
internal frequencies, there need be no correspondence between the
individual correlation and the ecological correlation.

Contextual analysis simultaneously uses indices of social and
individual variables, therefore combining social contextual
characteristics with an individual's own characteristics in
explaining outcome variables such as individual behaviors. This
may allow systematic analysis of social and structural
constraints and the interactive effects of such constraints with
individual factors.

Conte~tual

analyses that rely on carefully

36

defined, theoretically meaningful social, group or community
units provide information about these social units that cannot be
otherwise obtained.

Operationalizing in Measurable Terms

An

especially important feature of contextual analysis is that it

gives researchers an opportunity to obtain relatively objective
measures of an individual's immediate, local social environment.
For example, levels of social norms of a behavior, social
awareness of a newly introduced treatment choice for disease, or
social consensus on the preference for such a treatment within a
social group or community can be operationalized in measurable
terms.

As Hornik et al.

(l99l: 54) put it:

Community behavior is the best measure of the
expectations for behaviors that are being communicated
in a particular social network. Others' behavior
indicates the pressure for conformity which may be
explicit or subtle, verbal or non-verbal, but which
tends to influence everyone's behavior. People mayor
may not be able to articulate the nature of local
social norms or the process through which they receive
pressure to conform to them. Nonetheless, the
influence may be present.
This also seems to be true for social norms regarding other
community attributes such as community knowledge and perceptions.
It may sound ironic that although contextual analysis often
aggregates individual measures to create contextual indices,
these contextual indices may not be accurately articulated
through individual members. For example, if a person is asked
about a prevalent behavior pattern in the neighborhood, he/she
37

may report what he/she believes to be the prevalent behavior
pattern based on his/her own behavior, in order (for example) to
justify or rationalize his/her behavior. To what extent this is a
problem is not well documented in empirical studies. In the Zaire
survey data, mothers whose children were not properly vaccinated
tended to report lower rates of complete vaccination in the
neighborhood. However, there was no significant correlation
between mothers' reported completion rates in clusters and the
aggregated average cluster coverage. It seems the aggregated
coverage measure is more precise, for it was verified not only by
mothers' reports on their children's coverage, but also on the
vaccination cards.

As discussed earlier, there are other ways (such as social
network studies) to measure certain factors that may play
significant roles in the social influence process. But because of
the complexity and subtlety of social influences, these
approaches may only capture a limited scope of the social context
a person faces. The contextual analysis approach offers a
complementary way to measure social process-related factors.

Argument Against Contextual Analysis

Before presenting studies based on contextual analysis
investigation of the social influence process, it seems
appropriate to look at arguments against such an approach. These
arguments, among other things, may alert us to the dangers of
misusing the technique anti misinterpreting the results. They may
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also make us aware of issues we need to face when we use this
approach, therefore optimizing its utility value in answering
inquiries about social influence.

Contextual analysis was criticized almost from the start by
Tannenbaum and Bachman (1964), Campbell and Alexander (1965), and
Sewell and Armer (1966a, 1966b). Robert Hauser (1970) provided a
synthesis and elaboration of the case against it, in a somewhat
disparaging tone:

"The several types of contextual analysis share

a common concern with the problem of demonstrating that "the
group" produces differences in some individual variate, the

/

method has theoretical and empirical weakness which make it
worthless for that purpose."

(Hauser, 1970: 658)

Hauser (1970, 1974) has expressed three specific concerns about
contextual analysis.

1) One of Hauser's central arguments points out that contextual
analysis makes an arbitrary division between sociological and
psychological approaches to studying human behavior. Such a
division is based on the two levels of measurement: the
aggregated individual-level variables are social, and individual
level variables are psychological. He pointed out (1970, p. 661)
that the differences between social and psychological processes
should emphasize "the kinds of explanatory mechanisms", which are
often missing. He believes that based on individual-level
measures, it is also possible to infer a legitimate indication of
the presence of social prbcesses.
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2) Another of Hauser's objections to contextual analysis is that
the exact meaning of group effects are often not clearly
specified. The approach often thus represents no more than a
"residualizing" effort to explain variance beyond that attributed
to an individual-level variable. Therefore, the residual
"contextual" variable may represent a variety of mechanisms: it
may merely be correlated with unspecified individual level
variables, or it may pick up some of the variance associated with
those variables in the equation that have been imperfectly
measured. He concluded that contextual analysis provides no
special insight into processes determining group differentiation,
and contextual effects might be generated at will.

3) Another reason Hauser thought contextual analysis is not worth
the effort is that, in general, contextual effects are very
small.

Based on his argument against contextual analysis, Hauser (1974)
put forward five questions he thought anyone using contextual
analysis should first consider:

1) What does the effect mean? What social mechanisms does it
represent and how do we know they are involved?
2) How large is the effect? Could it be a chance event, and
if not, has it theoretical, predictive, or policy value, or does
it help to explain a statistical relation of interest?
3) Is the apparent effect due to the omission of relevant
explanatory variables?
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4) Is the apparent effect due to measurement error in
control variables?
5) Is the apparent effect due to explicit selection of the
dependent variables?

He believed the first and last questions to be of special
importance in contextual analysis, and he noted that some of
these questions are likely to be raised by sociological
researchers in any situation. For example, regarding the size of
the effects, one must ask: How much variance can be explained by
the specified sources and how much is still left unexplained
after the effects of specified sources have been accounted for?
and, how should one interpret the residuals?

However, the size of the effects of a factor may not always
determine its relevance in the model, and neither should it
determine the usefulness of a methodology. Often the importance
of the size of the effects of a variable is related, for example,
to the nature of the research. The logic of this can be
illustrated by the example of how to judge the effects of a
communication campaign: an advertiser of a product on a national
television network will be thrilled by a small change in
purchasing behavior in the population, whereas much greater
change in vaccination behavior in a context where only half of
the children receive vaccination may be considered
unsatisfactory. Moreover, because of the problem of collinearity,
contextual effects do often tend to be small (Irvin, 1991).
Nevertheless, most of the' points raised by Hauser are well taken
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and are worth considering. They represent legitimate challenges
to researchers who use contextual analysis as an analytical tool
in their investigations.

Empirical Studies in Contextual Analysis

Let us now take a close look at some empirical studies that use
the contextual analysis approach (for a comprehensive review see
Bilsborrow and Guilkey, 1987).

Demographic Research

A fair number of demographic research studies use communities as
contexts for reproductive behaviors in the rural areas of
developing countries. These studies have produced an important
set of empirical findings on the effects of social context in
diverse settings. They consider a wide range of community factors
as potentially important in affecting contraceptive behaviors,
including characteristics
of labor and commodity markets, norms
,
concerning the roles of women and children, and the density of
health and family planning services. These factors are
hypothesized to affect contraceptive behaviors, such as the value
of children to parents and households, the costs of childbearing,
and the adoption and continuing use of contraceptive methods
(Entwisle et al. 1989). These community factors are structural
characteristics, and it appears that only the norms concerning
roles of women and children affect individual behavior through
the kind of social influence discussed earlier.
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These studies are more concerned with identifying the relative
importance of community factors than the social psychological
processes of social influence. Some studies do include individual
cognitive factors as predictors of individual behaviors. However,
these factors are of interest mainly to the extent that they
mediate or condition the effects of the community variables. They
generally do not deal directly with the conceptualization of
social influence as a process that involves people communicating
with one another and producing differential effects on
individuals' behaviors.

Normally, in contextual analysis, the effects of individual
variables are assessed first, and then the effects of contextual
variables are estimated, with individual variables used as
controls.

Let us look at one study (Entwisle et al. 1989) in greater
detail. The study is an investigation of the effects of village
variables and individual variables on the contraceptive behavior
of women in rural Egypt. The dependent variable is women's
reported current practices to avoid pregnancy (adjusted for age)
There are two sets of independent variables. One is made up of
characteristics of the individual, which were gathered along with
the dependent variable during a survey. Individual variables
included two motivation measures on women's desire to limit the
number of children they want and on child spacing, and a measure
of economic status and level of education. The other set consists
of the characteristics of' the 124 villages which were the primary

43

sampling units for the earlier survey. This data was collected
two years later. The village variables include the dominant
village economic structure; levels of commercialization,
agricultural mechanization and school participation; and various
aspects of the family planning environment. These village
variables were selected because in the authors' earlier studies
they were able to capture key dimensions of variability among
villages with a minimum of redundancy among measures.

The study asked three research questions: 1) Do village-level
differences in economic structure, school participation and
family planning services lead to differences in individual
women's contraceptive behaviors? 2) How are village-level effects
mediated? 3) HOW do village and individual factors interact to
affect individual behaviors? Logistic regression was used to
assess the multivariate effects of village and individual
factors. The authors used community variables as predictors. It
was found that women were more likely to use contraceptives in
villages that depended less on agriculture, that had more
commercialized agriculture, that had a higher proportion of
people with advanced education, and that had more active family
planning extension workers.

To answer the second question, individual-level variables were
entered into the regression to see how much village variable
effects are mediated through these individual factors

(which was

indicated by the extent that the individual variables reduced the
effects of village factors). What they found is that by adding
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the individual variables into the equation, the effects of
village factors remained about the same. This result was
interpreted as an indication that 1) village effects did not work
through individual motivational variables, and 2) individuals'
education and village education levels affected individual
behaviors in different ways.

For the interactional effects of village and individual
characteristics on individual behaviors, the study phrased the
question as follows: how do village features affect people with
different characteristics differently? But, as the authors point
out, they may well change the focus to how individuals'
characteristics, such as their motivation, affect their behaviors
differently in different contexts. Some of the interactions were
significant. For example, for women who do not want more
children, active village family planning workers are effective in
influencing women's contraceptive behaviors.

The authors give theoretical priority to explaining the effects
of village structural features on individual behaviors. Based on
these and other findings, the authors are able to make inferences
about how social and economic changes transform, individual lives.
The social influence process, which may also affect women's
contraceptive use through such attitudes as social norms
regarding contraceptive use in villages, was not considered in
the study. Moreover, since the results indicate village
structural features were associated with individual behaviors,
clearly village residence, was significantly associated with
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behavior. The authors did not ask to what extent the associations
were due to structural features and to what extent there were
residual effects which would help us to understand more fully the
role of the village features and whether there is a social
process that could be affecting individual behaviors.

CIHDC Studies

Data from the Center for International, Health and Development
Communication (CIHDC) at the Annenberg School for Communication,
University of Pennsylvania, has been used in many M.A. and ph.D.
theses, as well as in some evaluation reports that have adopted
contextual analysis to test various theories including social
influence and social support. The data is useful in a number of
ways:

1) The surveys were carried out in various third world countries
which generally do not have sophisticated health care systems. It
is reasonable to assume that information passed through social
channels and the behavior of neighbors may have great impact on
an individual's knowledge and behavior.

2) The survey designs are all based on a two-stage cluster
sampling procedure. First, clusters (villages or city sectors)
are chosen through a random process and then individuals in the
clusters are chosen through a second random process (Hornik, at
al 1991). The people studied in each cluster are geographically
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close, which provides a practical definition of community and
useful opportunities for contextual analysis.

The earliest study of this kind is that of McDivitt (1985). One
of her research questions was: does community development help to
turn knowledge of horne-mixed rehydration formula into use? The
data was collected in a survey in the Gambia, where for several
years radio and other communication channels were used to
encourage the use of water-salt-solution (W8S) to treat
children's diarrhea. Knowledge about wss was measured (85% of 549
interviewed mothers knew something). Behavior regarding use of
WSS by the mothers in the most recent episode of diarrhea was
measured (61% said yes). Community development was measured by a
summary scale of selected characteristics: whether the community
had a health center, a paved road, a school and foreign-sponsored
development projects. This scale was then used in a dichotomous
form, with about half of the communities classified as high
development and half low.

It was found that while people with little knowledge in both high
and low community development groups showed similarly low WSS
user rates, in the high community development group, 80% of those
who had some knowledge were WSS users, whereas in the low
community development group only 58% people with knowledge were
WSS users. This interactional effect of community development
level and knowledge is statistically significant (p<.05). The
result is an indication that high development communities have
relative "advantages", in that more opportunities are available.
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For example, as McDivitt (1985, 145) points out, the "villages
with schools, health centers, and foreign projects and on a main
road, provide more support for change in behavior, perhaps
because more new ideas are introduced into those villages and the
inhabitants are more aware of the possibilities for change."

However, since several factors contribute to "high development
communities" that might facilitate mothers' translating knowledge
of WSS into use, the study is unable to identify exactly which
factors and mechanisms are responsible for the effects. A number
of hypotheses were not tested: for example, is it possible that
it is not community development level per se that is facilitating
WSS use, but rather the health center in the community that makes
the difference? This can be tested by taking out the health
center in the community development measure to see if the effects
of development are still significant. Also, since only one
knowledge variable was used, other questions on the effects of
cognitive factors were not considered. For instance, do people in
high development communities perceive WSS as a more effective way
to treat diarrhea?

wilkins (1987) examined the effects of social support on the
likelihood of an individual's translating knowledge into
behavior. The data was from a survey conducted in Ecuador which
evaluated the effects of a national public information campaign
advocating the use of an Oral Rehydration Solution (ORS) as a
home treatment for children's diarrhea. Knowledge was measured by
whether the respondents had heard about ORS, and could recognize
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ORS packets and the mixing bag distributed with the packets. 73%
of the respondents heard about ORT and could recognize the two
items. They were considered to have high knowledge. Behavior was
measured through the self-reported use of ORS in the two weeks
prior to the interview. Of the 580 respondents whose child had
diarrhea in these two weeks, 23% said they used ORS and were
considered users. Community support was measured by the
proportion of users in the sampling cluster (excluding the
respondent in each case, to avoid using her behavior to predict
itself). Clusters with a high proportion of users were considered
to have high community support: about 37% of the women lived in
clusters of at least 30% users.

The result of the study (see

RS me 1'1

Figure 1) shows that among
the high knowledge group,
mothers in high community
support areas were
significantly more likely to
use ORS for the last case of
diarrhea. This evidence was

Knowl edge of DRS

Figure 1

interpreted as support for
Katz and Lazarsfeld's (1955) hypothesis that social networks
mediate the effects of mass communication information. The
methodology used in this study to measure social support,
introduced by McDivitt (1985) and Ferencic (1985), is ingenious
in producing evidence that shows the behaviors of a social group
that one belongs to can e'ither facilitate or constrain the
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effectiveness of outside information. Wilkins suggests that human
interaction multiplied the effect of messages people received
from the information campaigns and helped people change their
behavior.

Ferencic (1989) continued her efforts in understanding the
relationships of community development and mothers' vaccination
knowledge and behaviors in the context of a health communication
campaign in Ecuador. Many issues regarding the multi-level
analysis approach were discussed. Relative importance of
community structural variables and individual structural
variables were compared. For example, it was found that the
positive effects of education and wealth on an individual's
knowledge about vaccination were largely due to the effect of
community level of education and wealth. An individual's
structural characteristics did not have significant effects on an
individual likelihood of properly vaccinating her children, after
controlling for the same characteristics at the community-level.
The data suggested should structural development levels have an
impact on health behaviors, those effects would more probably be
due to structural changes of the community. Changes at the
individual-level (e.g., deviation from the community), would
produce significantly less effects.

Studies were done by others (Koepke 1989, Inoue 1990, Zhou 1991,
Tong 1992) with a similar methodology, although with certain
modifications. Analyzing data from a survey evaluating a
vaccination communicatiorr campaign in Guatemala, Koepke (1989)
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found that information regarding vaccination practices was
already well-diffused throughout communities with high social
support (where the average practice level is high); consequently,
the, addition of more factors that usually produce behavior (i.e.,
exposure) did not have much effect. But in communities with low
social support (where the average practice level is low),
exposure to media messages did produce significant effects on
behavior. This result leads to the inference that in the high
social support context, media exposure information is less
effective in producing behavior change than in the low support
context. Given the way social support was operationalized in this
study (the average community member's behavior), it is difficult
to test the hypothesis. For example, it is not possible to be
sure of the functional effects of social support, because in
communities where almost everyone is engaged in a behavior, there
is little room for improvement. On the other hand, in low support
communities, there is on average much greater room for
improvement, and it is easier to detect changes in behavior. In
effect, the data suggest the facilitating effects of knowledge on
behavior as transmitted through communication campaigns, rather
than the effect of social support on the knowledge-behavior
relationship.

Inoue (1990) based her study on the findings of Wilkins (1987)
and Koepke (1989), and hypothesized that social support would
have a positive interactive effect with exposure to information
on knowledgeable practice until such information has been
saturated in the community. After the saturation point, further
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exposure to information will become nonfunctional and its
interaction with social support will result in negative
effectiveness on practice. This hypothesis was tested by
analyzing Swaziland national survey data collected after a health
information campaign. The study measured Sugar Salt Solution
(SSS) knowledge and use. It failed to find significant effects of
social support or evidence to support the "peak" hypothesis,
although there was a trend of non-linear interaction between
social support and exposure to messages on behavior (use of SSS
in treating children's diarrhea).

All the above-mentioned studies used the proportion of "doers" in
a community as an approximation of the social support of that
community, excluding in each case the respondent's behavior as a
predictor. Hornik and Goksen (personal communication) point out
one of the methodological problems with this technique: excluding
one individual case in calculating the community average behavior
(social support) is not precise, as the social support of
behavior will be different in a community for each individual
depending on how this individual answers the behavior question.
An

example will make this point clearer. Let us assume that there

are ten people in a community. If half of the ten people engage
in a behavior and the other half do not, the community support
level is measured to be 5/10, when the individual is not excluded
from the calculation. But when the individual is excluded, the
support level of the community for the person who does the
behavior becomes 4/9,

wh~reas

for the individual who does not do

the behavior it becomes 5'/9. The different level of social
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support for doers and non-doers in the same community is actually
an accurate measure; after all, it is other people's behavior
patterns that count. However, since only a fraction of the
members of the community are included in the sample, the
calculated community support level is an approximation of a
property of the community, and by excluding an individual the
average level is somewhat distorted. This is a problem especially
when the number of individuals sampled in a community is small.
For example, if there are only two cases sampled in a community,
and one is a doer and the other is a nondoer, the problem is
extreme. Since each individual is excluded in calculating the
support level, the social support level is 0 for the doer, but
for the nondoer the support level is 1, when in fact the best
approximation of the support of that community should be .5
(based on the mean of the given sample) .

Zhou's study addresses this problem. The data is from a health
survey in Lesotho, and the dependent variable is SSS use for
treating a child's diarrhea among children who had diarrhea in
the past 4 weeks. Since in each community only a few children had
diarrhea in the past 4 weeks, social support levels were
calculated from behaviors among mothers whose children had
diarrhea more than 4 weeks before. This solution also has a
weakness, however; respondents' reported behavior that took place
a month before may not be as accurate as reports of more recent
behavior.

53

Tong's study (1992) is based on three longitudinal health surveys
in Ecuador conducted during a series of health communication
campaigns. The dependent variable is children's completion of
vaccination, adjusted for the age of the child. The first survey
data provided, among other things, a baseline of community
vaccination coverage rates. The second survey assessed the
effects of the campaigns and again measured the community's level
of vaccination coverage. When the baseline community vaccination
level was controlled for,

the second survey actually captured the

effects of the campaign, which were used to predict the
children's vaccination completion rates measured in the third
survey. It was found that the campaign-produced changes in
community vaccination behaviors were a significant predictor of
children's vaccination completion in the third survey. The
inference is that the health communication campaign produced
changes in the social context, which significantly affected
individuals' behaviors. Such changes in social contexts are
assumed to represent heightened levels of social support.

The CIHDC studies, utilizing survey data based on cluster
sampling, have produced a substantial amount of empirical
evidence of direct or indirect associations between community
behavior and individual behavior. These studies provide useful
empirical evidence of positive (Perencic, Wilkins, Zhou, Tong),
negative (Koepke) and no (Inoue) effects of community behavior on
individual behavior. The apparently conflicting results indicate,
among other things, the methodological difficulties in observing
social influence effects.' Nonetheless, these studies have
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successfully used survey data at the individual level to create
social-level measures and have shown the significant explanatory
power of those social-level measures on individual behavior.
Social contexts have been demonstrated to produce direct and
indirect effects on individuals' behaviors.

However, there is a need to improve on the conceptual
construction of "social factors" in order to more clearly
identify, differentiate and describe the effects of the sociallyinfluencing environment. Although these studies tested theories
of some kind of social process at work within contextual units, a
more explicit statement of the social influence hypothesis will
generate more vigorous research regarding the nature of
contextual effects. Specifically, further research is needed to
investigate the components of contextual effects, when such
effects are present. Alternative causes operating through
alternative processes need to be hypothesized and fully
investigated as well. Evidence resulting from such research can
make explicit the extent and process of the social influence that
mediates between social contexts and individual persons.

Blalock (1984) points out that contextual analysis should start
by examining the evidence of significant community effects on
individual variables, rather than assuming these effects as
evidence of social influence. Health service varies between
communities. Differences in individuals' contacts with health
facilities, reflect structural differences between communities,
rather than social support roles. For example, in Wilkins' study,
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if the high social support communities had more supportive health
facilities, e.g., health workers were more enthusiastic in giving
out ORT packets, individuals' knowledge and behavior correlations
will be higher in these communities. This alternative process may
be at work in all the other studies. In Tong's study, for
example, if the health communication campaigns changed health
services that were responsible for vaccination, then communities
that were positively affected by the campaign may continue to
vaccinate children at faster rates, as compared to communities
that were less affected during the campaign. In either case,
social communication processes might or might not have occurred.

The components of each community are different; i.e., individual
persons in the community have different demographic
characteristics. If, for example, individuals' levels of
education and vaccination behaviors are related, we may find that
in communities where the general education levels are high, the
average vaccination rates will be high. Again using Tong's study
as an example, the positive response of communities to the
communication campaigns might be due to certain aspects of the
demographic characteristics of the communities' members, e.g.,
education, which facilitate vaccination rates in these
communities. In this case, social influence might or might not
have played a significant role.

Moreover, even if social influence is found to have affected an
aspect of an individual's behavior, further analysis will help
determine the process of 'such social influence. If community
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cognitive factors such as knowledge and perceptions explain all
the residual variance, this indicates that social influence
occurs through cognition. Individuals in a community share their
thoughts (with or without behavior). This formulation emphasizes
what people think and know, their attitudes and beliefs. While
the sharing of knowledge and beliefs itself can be conceptualized
as social influence, shared knowledge and beliefs may also act as
mediating factors between the community and its members'
behaviors.

Summary: Contextual Analysis

The contextual analysis approach may be a viable method for
studying the role and effect of social influence on an
individual's thoughts and behaviors. Empirical studies using the
contextual analysis approach were reviewed, which indicate that
the effects of social influence may be conceptualized as a subset
of contextual effects.

Summary: Literature Review

This chapter reviewed theories regarding the mechanisms and
processes of social influence from various perspectives. Social
activities and influence processes are often interwoven with
other factors such as structural characteristics which create
difficulties in differentiating "social influence" from other
"influences". Anyone aspect of the characteristics of a social
group may play some role 'in affecting an individual's thoughts
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and behaviors, and "social influence" is only one among many.
Because of the dynamic nature of the social influence process,
its influencing power is not easily disentangled from the total
social contexts that surround an individual person and its
effects are not easily measured. Contextual analysis method can
help resolve such problems.

The next chapter will further refine this idea and formalize the
research question of this study regarding the effects of social
influence, so that hypotheses can be generated and an applicable
contextual analysis methodology can be developed.
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Chapter 2

RESEARCH OUESTIONS, HYPOTHESES AND METHODOLOGY

The -last section in Chapter 1 summarized previous studies on the
effects of social influence using contextual analysis, the
analytical method of this study. Social influence is a
theoretically appropriate concept to use in accounting for
observed contextual effects. Vice versa, analysis of contextual
effects in appropriate empirical settings offers a useful
methodology to further our understanding of the social influence
process and its effects. This chapter first develops an
analytical model and a conceptual framework for studying the
effects of social influence, and then describes a series of
hypotheses to be tested.

Research Ouestions

Following the research on the role that social influence plays in
affecting individual persons, this study analyzes the causes of
contextual effects on individual mothers' knowledge, perceptions
and behaviors related to children's diarrhea and its treatment
with the aim of discriminating social influence from other
contextual effects.

Two important issues in the study of social influence are
theorizing the social influence process and finding a methodology
to study the process and its effects. The role social influence
plays in affecting an individual's thoughts and behaviors is
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reflected in the extent that he/she responds to some external
force within his/her social reality: specifically, the opinions,
knowledge, beliefs, ideas and behaviors of people in the
community. The concept and definition of "social reality" have
been discussed extensively among social scientists (see McLeod
and Chaffee 1972). Substantively, this social reality refers to
the phenomenon that people either implicitly or explicitly,
intentionally or unintentionally share and learn from one
another, and learn norms regarding thoughts and behaviors within
a certain social unit, such as a group or community.
Consequently, many aspects of an individual's knowledge,
perceptions and behaviors are to some extent shaped by the social
reality of the social unit. Because of the uniqueness of social
reality within separate social units and because of the social
influence process, it is possible to speculate that homogeneity
in thoughts and behaviors will develop within communities.
Empirically, a sufficiently large number of different communities
must be examined in order to detect variations in thoughts and
behaviors induced by community social influence.

The approach taken by many contextual analysis studies offers a
suitable technique. People residing in different contexts, for
example, may demonstrate certain traits and patterns that are
characteristic of the community of residence. So long as there
are aspects of an individual person's thoughts and behaviors that
exhibit significant contextual effects (e.g., community of
residence effects), the nature of these effects can be
investigated. Although it. is possible that any contextual effects
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on the individual members within a social context may be due to
social influence, such an inference is at best weak. Evidence of
the social influence process and its effects can be verified only
through identifying and differentiating the causes that produce
these effects. It is an empirical task to sort out the causes of
contextual effects and establish the extent to which certain
traits and patterns are attributed to social influence within the
community.

An

analytical model based on contextual analysis follows the

statement of the general hypothesis and introduction of
operational definitions.

General Hypothesis

Aspects of an individual's knowledge, perceptions and
behaviors are significantly associated with community
of residence, as a result of the social influence
process.

Operational Definition

Some key concepts in the hypothesis are defined below so that the
subsequent discussions will be easy to follow. They include the
outcome variables (knowledge, perceptions and behaviors) ,
community and social influence.

Knowledge, Perceptions and Behaviors
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Knowledge and perception variables refer to what respondents
knew, thought or believed about diarrhea and its treatment (e.g.,
using SSS) as elicited from individual mothers during the survey.
Several of these variables will be examined in the same way,
including how mothers perceived SSS, and the severity of and
susceptibility to diarrhea in and of their children. Behavior
variables are those treatment choices mothers reportedly made
when their children had diarrhea. These variables have been used
in CIHDC surveys in different contexts.

Community and Community of Residence

The many facets of community life, structure and dynamics have
led scholars from various disciplines to define community in a
wide range of ways (Chekki, 1989). This study defines community
in a fairly simplistic manner: as people living in the nearby
geographic area or the same neighborhood (specifically, based on
a cluster sampling process during the survey). In effect,
relative closeness is essential to the definition of community
here. Since people of the same community are physically close
relative to people across communities, it is assumed that people
of the same community are more likely to be friends or neighbors,
therefore sharing a similar social context.

Social Influence

Social influence denotes a process of affecting other people and
being affected by them

th~ough

social interaction. As was
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discussed earlier,

"social influence" in the hypothesis refers to

an on-going process that is an integral part of residing in the
same community, and it will not be a directly measured and
quantified variable in the proposed analytical model. It is
necessary to make some distinctions, however, so that results
from application of the model in testing the hypothesis will be
meaningful. Social influence here refers to social interaction
only within the unit of the community, which is an admittedly
arbitrarily defined unit. Similar social influence processes may
well occur in other social units, such as within common
demographic categories, where the target of "referencing" or the
sources of influence are not necessarily within the community.
Also excluded are influences from health providers on individuals
which may be considered "social" in nature and may occur on the
community level.

An Analytical Model

This section describes a model for testing the effects of social
influence based on the contextual analysis approach. It will
explain the assumptions involved, how inferences can be drawn
from its results, and the logic of controlling particular
community variables through statistical procedures.

The effect of social influence on an individual's knowledge,
perception or behaviors (dependent or outcome variables) can be
expressed as:
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Outcome variable= B(social influence)'
Since social influence is assumed to be an integral part of
community life, the total effects of community of residence on
the outcome variable may be expressed as:
Outcome variables=B(Community Residence)
which says that the outcome variable is a function of the
community of residence (context) that surrounds the individual.
Since only a part of the total effects of community of residence
is due to social influence, more specifically the model is:
Outcome variable= Bl(social influence)+B2(other influences)
or the total community of residence effects that can be
categorized as due to social influence and to influences from
non-social factors. To the extent that we know the total effects
of the context on the outcome variable, and the effects of the
non-social factors, we can assess the effects of social influence
associated with the context by subtracting the effect of nonsocial factors from the total contextual effects:
Social influence effects=Total effects - non-social effects
Crudely speaking, the application of this model to detecting
social influence effects involves essentially three tasks:
determining the total community effects, specifying and measuring
alternative (non-social) community effects, and calculating
social influence effects by subtracting the latter from the total
effects.

1

Error term is omitted in the equation for clearer presentation.
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The following explication of the model uses basic statistical
procedures such as Multiple Regression, Logistic Regression and
Analysis of Variance.

Total Community Effects

The logic in determining community variations is similar to that
of Analysis of Variance (ANOVA). ANOVA examines if the groups in
a population are essentially different with regard to the outcome
variable by examining how variances of the measured variable (the
deviations from the means in the sampled populations, or the
grand mean) are distributed within and between groups. Withingroup variance is the distance of the measured variable from the
group means. Between-group variance is the discrepancy between
the total variance and within-group variance. In other words, the
sum of the between-group variation and within-group variation
equal the variation from the grand mean. If the groups are very
similar, it can be expected that the group means and grand means
of that variable will be similar. As a result, within-group
variation will be close to the variation from the grand mean, and
therefore the between-group variation will be very small. In this
case, group identity is not significantly related to the measured
variable. In contrast, the groups may be very different with
respect to that variable, which implies that their means on that
variable will be very different. Then, the variation within
groups will be relatively smaller compared to the between-group
variation, leading to the conclusion that group identity is
related to the variable. 'It is important to realize that what is
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tested is both how much the mean of a variable differs across
communities or groups, and the relative homogeneity within the
groups compared to the population (sample) as a whole.

Multiple Regression (or Logistic Regression for dichotomous
variables) is used to determine if the variation could not have
happened by chance, i.e., if the variation is statistically
significant. The dependent variable is the outcome variable, and
the predictor variables are the dichotomous community variables:
outcome variable=B1 (community 1)

Bn (community n)

Statistical significance of the associations between the
community variables and the outcome variable is determined by the
amount of variance in the outcome variable explained by the
community variables.

Non-Significant Community Effects

If there is no significant variation across communities with
respect to an outcome variable (a behavior, aspect of knowledge
or perception), we can conclude:

1) There is no social process at work at the community level people of all communities all respond to the same external forces
without reference to the people around them.

(It does not rule

out the possibility that social process is a part of the external
forces that may be involved beyond the community level.)

or:
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2) Although each community went through an independent social
process, this process produced the identical behavior. The
particular technique of contextual analysis however, does not
allow a definitive answer as to which of these would be true.

Significant Community Effects

If community of residence and an outcome variable are strongly
related, people within communities are more homogeneous with
regard to that outcome variable than within the population as a
whole. In other words, people within a community are more alike
with respect to that outcome variable than they are with people
from other communities in the sampled population. This is why a
significant association between community of residence and an
outcome variable implies a corresponding variation across
communities with respect to that variable.

For example, if the outcome variable is use of SSS (Sugar Salt
Solution) to treat children's diarrhea, an individual's
statistical chance of using SSS is higher in communities where
many people use it than in communities where few people use it.
If everyone in a community uses SSS, the probability of an
individual member of that community using it is lOO%. On the
other hand, in communities where few people use SSS, an
individual's probability of using SSS is very low. If there is
substantial variability in the proportion of SSS users and nonusers across all the sampled communities, we can say that the
probability of an individual mother using SSS is associated with
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her residence. In contrast, if all communities have the same
proportion of people using SSS, there is no association (at least
that we can capture) between community of residence and the
indi¥idual outcome variable. In other words, when we say that
communities affect their individual members with respect to a
variable, we are in fact also saying that communities vary on
that variable.

Control Variable Effects

The purpose of controlling for the effects of community
structural factors in testing the association between community
of residence and the outcome variables is to test the alternative
hypothesis to the social influence hypothesis. As discussed
earlier, the alternative hypothesis essentially stipulates that
associations between community of residence and the outcome
variables are due to community structural variations that
linearly covary with the outcome variables. The direction of the
specific associations is not crucial. What is crucial to this
hypothesis is to what extent these covariations explain the
association between community of residence and the outcome
variable in question. For example, one alternative explanation
for community-based variations in mothers' use of SSS to treat
children's diarrhea is to attribute the variation to the
different levels of community access to health services: people
in communities with easy access to health facilities are more
likely to use SSS than
easy access to health

p~ople

from communities that do not enjoy

fac~lities.
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This kind of linear association

can be examined through statistical methods such as simple
correlation when the community structural characteristics
(control variables) and outcome variables are interval measures.
Correlations between community characteristics (e.g., levels of
access to health facilities, as measured by the mean numbers of
visits to health services in the past 3 months) and the outcome
variables (e.g., mothers' use of SSS when their children had
diarrhea) assess if mothers in communities with easier access are
more likely to use SSS. This bivariate association can be
expressed as
outcome variable = Cl(Community Structural Characteristics)
Depending on the strength of the association, the alternative
hypothesis says that it is such associations that account for the
link between community of residence and the outcome variables. By
controlling for these community structural factors when examining
the associations between community of residence and the outcome
variables, we are in effect discounting the effects of the
control variables. If the control variables are the only reason
that community of residence and the outcome variables are linked,
the total community effects should disappear, i.e.,
outcome variable=Cl(Community Structural Characteristics) +
Bl(community 1) •.•• Bn(community n)
where Bl= B2 = ... Bn = O.

Residual Effects

If, however, using the above model, the results indicate that
community of residence is still significantly related to the
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outcome variable after controlling for the community structural
variables, i.e.,

outcome variable=Cl(Community Structural Characteristics)
Bl(community 1) .•.. Bn(community n)
where B1

~

B2

~

... Bn

~

+

0

the residual effects will be interpreted as effects of community
social influence.

Essential Assumptions

This model tests the hypothesis of social influence by examining
how much community structural (non-social) factors, which can be
fairly reliably measured, explain the total community effects and
how much is still left unexplained (the residual community
effects). Then it interprets the residual effects as possible
evidence of social influence, which is assumed to be a part of
the reason for the association between community of residence and
the outcome variables. As in any empirical study, some important
assumptions have to be made when applying this model to the
actual data. How successful this model can delineate the effects
of social influence depends on how well the following assumptions
hold true:

1) The total contextual effects with respect to an outcome
variable are captured. The model will do this to the extent that
the outcome variable is validly and reliably measured. The
variance in the outcome

~ariable

accounted for by community of

residence is the maximum community effect there is from each and

70

everyone of the communities. If the outcome variables are not
well measured, the conclusions about community effects are
clearly prone to error. However, this measurement problem is
applicable to any analysis.

2) There are social activities among community members that
make social influence effects a possible cause in explaining the
associations between community of residence and the outcome
variables.

3) All of the alternative (non-social influence) factors are
specified and their effects eliminated from the total contextual
effects. There are always "other factors" that any single study
fails to specify. This means that the inferences based on the
results of this study are limited to the variables that are
specified in this model.

4) The overall shape of the association between the
alternative community variables and the outcome variables are
assumed to be linear, although the direction of the associations
between these "other" community variables and the outcome
variables are in general less crucial.

5) Community characteristics are likely to covary: i.e.,
communities with a higher average education level are also likely
to have a higher level of wealth, and more readily available
health services. If thes.e community variables covary highly, it
will be difficult to differentiate their effects (if any) on the
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outcome variables and to sort out the location of the causal
factors among these community variables. In this case, they will
be assumed to represent an underlying characteristic of the
communities, even though it is possible to make specific logical
connections between each of the community variables and the
outcome variables. In other words, methodological and statistical
limitations may force us to concentrate on the joint effects of
these community attributes and abandon any effort to make finer
distinctions between various community attributes. The emphasis
will be on testing whether social influence played a significant
role in the total contextual effects or not, against the
alternative hypothesis that some community factors

(whether alone

or jointly) explain all the contextual effects.

7) The causal orders among the variables in the model are
known. When knowledge is used as the outcome variable, and
education used as the independent variable, the causal order
assumed is that education precedes knowledge. When education and
knowledge are found to be related, for example, the inference is
that education has "caused" knowledge to vary, but not vice
versa. The essential assumptions about causal order this study
makes is that structural variables precede cognitive factors
which precede behavior. Social influence is claimed only when it
is seen independent of structural causes.

Structural---------

\
cognitive factors - > behavior
Social influence--- /
-->
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8} The measures for the structural variables are perfectly
valid and reliable. To the extent that they are imperfectly valid
and reliable, their associations with the outcome variable will
be. under-estimated, creating an up-ward bias in the estimate of
social influence.

Alternative Hypotheses Explaining community Effects

Having presented a model and process for delineating social
influence effects from the total contextual effects and the
assumptions involved, this section describes in more detail the
specific hypotheses to be tested in the study.

The various causes that may lead to contextual effects are: 1}
community demographic characteristics, 2} exposure to health
information through mass media, 3} access to health facilities,
4} recommendations regarding the treatment of diarrhea from
health providers in the community, and 5} knowledge and
perceptions among community members (e.g., with regard to the
treatment of children with diarrhea) .

The hypotheses in the following section will spell out the
expected associations between community characteristics and
various cognitive variables, and further clarify what kind of
evidence may lend support to social influence effects.

Community Compositional Characteristics

73

Differences across communities in individuals' knowledge,
perceptions and behaviors are due to compositional or demographic
differences among the communities. These characteristics consist
of a community's social economic status and education level.
These measures are based on the average levels of wealth and
education of the sampled respondents in each community. The
alternative hypothesis states that there will be significant
bivariate associations between these community characteristics
and individuals' cognitive variables, which account for the total
community of residence effects.

The assumptions underlying this alternative hypothesis are
numerous. People in communities with high levels of education and
relative wealth have generally been exposed to different amounts
of information, and therefore have acquired different levels of
knowledge. Moreover, when geographically distinct communities
have different aggregated levels of demographic characteristics,
this may reflect differences in the general conditions or the
ways of life of these communities, which impact the way people
think and conduct daily life. So it is expected that community
demographic factors (including community education and SES
levels) will be: 1) positively related to individuals' levels of
knowledge about SSS and about diarrhea; 2) significantly related
to various perceptions regarding diarrhea and its treatment; and
3) significantly related to the treatment choices mothers make
when their children are sick with diarrhea.
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In other words, after controlling for community demographic
variables, the associations between community of residence and
individual outcome variables will disappear:
Outcome variable=C1(Community Compositional Characteristics)
+ B1(community 1) .... Bn(community n)
where Bl = B2 =

Bn

=

0

This hypothesis tests if the correlation between community
demographic characteristics and the outcome variables account for
all of the associations between community of residence and the
outcome variables. If this hypothesis is supported, for example,
when controlling community levels of education the association
between community of residence and the outcome variables will
become insignificant.

When community demographic characteristics explain only a part of
the variance in individuals' cognitive variables, the residual
variance can be tentatively attributed to social influence.

Community Radio Exposure to Health Information

Another alternative explanation of community effects - especially
on knowledge and perception outcome variables - is related to the
community's exposure to health information. Community exposure to
health information through radio varies, which leads to variance
in knowledge and perceptions. For example, since there has been
some effort to popularize the use of SSS, greater amount of
exposure to radio information within a community might lead to
higher levels of knowledg,e about SSS.

75

Access to Health Facilities

One important community structural variable that may influence an
individual's thoughts and behaviors is acceSs to health
facilities. More contact with health facilities will likely
result in more health knowledge, different perceptions about
diseases, and different behavior choices. Associations found
between community of residence and outcome variables may be due
to different levels of access to facilities among communities.

Prevalent Recommendations from Health Providers

Prevalent recommendations from health providers regarding
diarrhea and'its treatment may vary significantly across the
communities. As a result, the level of recommendations may impact
some aspects of knowledge, perceptions and behaviors, in
particular knowledge about SSS and its use for treatment. People

in communities where health workers and doctors recommend SSS as
treatment, for example, should know more about SSS and possibly
be more likely to use it.

Hypothesis of Mediating Process

The hypothesis of mediating process only applies to behavior
outcome variables when the social influence hypothesis is
supported. Does social influence on behavior occur through shared
knowledge and perception? (cognitive factors), or more directly
through a behavior conformity process?
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When community cognitive factors are mediating social influence
to a behavior,
Social influence->community cognitive factor->individual behavior

the .social influence effect (community residual effects) will
disappear when community cognitive factors are controlled. This
test starts with a behavior outcome variable that is
significantly related to community of residence:
behavior variable=Cl(Community Structural Characteristics) +
Bl(community l) •..• Bn(community n)
where Bl

~

B2

~

... Bn

~

°

then adds community cognitive factors as control variables:
behavior=Cl(Structural factor)+C2(cognitive factor)
+ Bl(community 1) ...• Bn(community n
where C2

>

0, but B1

= B2

... Bn

=

°

which means that after controlling for community cognitive
factors, behavior is not significantly associated with community
of residence. This will be interpreted as an indication of social
influence through the sharing of information among community
members. An alternative process may be expressed by the following
hypothesis: social influence on behavior is not only due to
mediated knowledge or perceptions, but also to the "behavior
contagion" process; i.e., after controlling for cognitive factors
associated with behavior, community of residence still explains
significant amounts of variance in behavior:
Community cognitive factors
Social influence->---------------------------->ind. behavior
Other social processes
If there is no reason to speculate any aspects of knowledge in
the survey should correlate with a behavior variable the above
mentioned test will not

~e

performed. If there is no substantial

association between community cognitive factors and a behavior
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variable, it is concluded that social influence affects an
individual's behaviors without involving community cognitive
factors:
Social influence

------>

behavior

It turned out in this study, only the use of SSS (Sugar and Salt
Solution) for the treatment of diarrhea will be used to test the
mediating effects of community cognitive factors.

Steps in Testing the General Hypothesis

In summary, the analysis of the data will be performed in several
distinct steps. Some hypotheses will be tested at each step and
the conclusions will provide information for subsequent steps.

Step 1 The first step is to determine the total community effects
on knowledge, perception and behavior variables. At this step,
other characteristics of the communities will be examined to
assess how varied these communities are in terms of their
structural factors such as community demographic characteristics
and health facilities.

Step 2 If there is significant association between an outcome
variable and community of residence, the second step is to
identify community structural factors that are associated with
this outcome variable.

Step 3 Assessment of the associations between community of
residence and outcome variables, controlling for community
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structural variables. Significant residual effects will support
the general hypothesis of social influence.

Step, 4 Behavior outcome variables will be used also to test the
mediating process of cognitive factors on the process through
which social influence affects behaviors.

Some Methodological Issues

This section concentrates on some specific issues pertinent to
the methodology of the study.

Measuring Social Influence

Some researchers have stressed the need to measure mediating
mechanisms in the social influence process (Erbring & Young 1979,
Stipak & Hensler 1982). Erbring & Young proposed including what
they called "structure of interaction" in the contextual analysis
model, which they believe to be very important as it "defines the
conduit for a variety of substantive processes which involve
interaction among individuals - persuasion, contagion,
competition, co-operation, emulation and so on."

(Ibid, pp 411).

Ideally it would be helpful to empirically identify and quantify
social interaction variables, but obtaining validity and
reliability in the measures of these variables in real life can
be extremely difficult'. The reasons were discussed earlier:
2In fact some questions were included in the Zaire survey to
obtain such measures. For example
there were questions regarding the
information seeking patterns among neighbors and friends. However, the
response rate was extremely low «5%) and cannot be used in a meaningful
I
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e.g., social influence is a process that may involve countless
numbers of interactions that often take place without the
awareness of the interactants, and its effects may well be
cumulative, so survey data elicited at one point in time may not
attain an adequate measure that can be applied to the contextual
model.

Individual Level vs. Community Level Variables

One of the major concerns in contextual analysis is
differentiating individual from contextual effects on the
dependent variable. This problem has received much attention in
methodological discussions on the topic (see Iversen 1991) .
However, it should be noted that associations between individuallevel independent variables and the outcome variables are
irrelevant in terms of explaining the total contextual effects.
The reason is because only the community-level control variables
can explain the relationship between community of residence and
outcome variables. Although an individual-level variable may
predict an individual outcome (e.g., the individual's education
and the individual's knowledge about SSS), it cannot explain the
relationship between community of residence and the outcome
variables once the community-level variables (which are the
community averages of the individual-level variables) are
included. In other words, associations between individual-level
variables do not confound the association between community of
residence and the same outcome variables. This study concentrate

way to represent social interaction patterns of the communities.
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on the relationships of individual-level outcome variable and
community-level explaining variables. The predictive powers of
the individual-level vs. community-level variables, and the
additional predictive power of the latter are potentially
interesting, but are not considered in this study, although some
examples are given in the Appendix.

Statistics

In this study, each of the communities is coded as a nominal
(dichotomous) variable. Since there are 75 communities, there are
75 such nominal variables, which represent 75 communities. They
are used as the predictor variables in multiple regressions to
calculate the amount of variance they explain in the outcome
variables. The proportion of the variance these communities
explain is indicated by R', which will be assessed by the
statistical significance level.

Two things need to be noted: one is that the independent
variables representing 75 communities (N=75) use 74 (N - 1)
degrees of freedom; although the statistical significance of
explained variance (R') is unbiased, the R' itself is exaggerated.
So R' is adjusted for the number of independent variables
relative to the sample size.
Adjusted R'= 1 where:

[(n(l-R')) / (n-p) 1

n=number cases in a sample
p=number of independent variables
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As Aldrich and Nelson (1984) point out, there is no particular
justification for the adjustment other than to be a bit more
conservative. At any rate, R' and adjusted R' can be seen as the
upper and lower boundaries of the actual amount of variance
explained by the community variables.

The second point is that mathematically, Regression - which is
based on linear probability - is not an appropriate tool when the
outcome variables are dichotomous. Therefore, logistic regression
will be used to assess the community effects instead. Since there
is no R' associated with logistic regression, the pseudo R'
proposed by Aldrich and Nelson (p. 57) will be used, which is:
pseudo R' = C/{N+c)
where
c=the chi-square statistic for overall fit
N=the total sample size
It is possible to apply the formula for adjusted R' and calculate
the adjusted pseudo R':
Adjusted pseudo R'= 1 where:

[(n{l-pseudo R')) / (n-p) 1

n=number cases in a sample
p=number of independent variables

It should be noted that Aldrich and Nelson (Ibid: 57) stressed
that this pseudo R' may not be well-accepted, and it is used here
only to estimate magnitude. As such, it is a conservative
measure. In any case, this measure is not related to the actual
test of the significance of the observed relationship, which is
based directly on Chi-squared results. Importantly, however, it
gives us a measure of the , proportion of variance explained by the
model, which is comparable to the well known R'.
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Statistical significance is the conventional .05 level. It is
used in this study as a criteria in interpreting the results in
hypothesis testing. In selecting outcome variables for the
analysis, the .05 significance is used as a criteria. It has to
be recognized that this significance level is an arbitrary
decision. It is used mainly in order to maintain a consistent
discussion on the results.

Summary

This chapter has defined social influence as a social process
that may account for some contextual effects associated with
social units such as the sampled communities in this study. The
method that will be used to delineate the effects of community
social influence from community structural characteristics was
presented. The following chapters will describe in detail the
main variables of this study.
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Chapter 3

UNIVARIATE ANALYSIS

This, chapter describes the variables of the study. A list of the
variables is introduced first, along with brief descriptions and
abbreviations. This is followed by background information
regarding the survey, the general population where the survey was
conducted, and the prevalence of diarrhea found by the survey.
The presentation of the variables is divided into two sections.
One section presents the demographic, media exposure and health
facility-related variables. Some of these variables are used to
create new variables describing structural characteristics of the
communities which are necessary for the subsequent analyses. The
other section presents behavioral and cognitive (perception and
knowledge) variables. These variables are screened and the
outcome variables used to test the social influence hypothesis
are selected, although some cognitive variables are also used to
create community-level variables.

Regardless of their uses in the subsequent analyses, these
variables are analyzed to achieve the following goals: 1)
Description of univariate characteristics, such as the
distribution of values; 2) Determination of whether multiple
answers can be combined into scales, how reliable and valid these
scales may be in representing the underlying constructs, and
whether the scales have internal validity; 3) Assessment of the
reliability and

accurac~

of the data by looking at how relevant

measures correlate; 4) The recoding of values, if necessary; 5)
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Selection of measurement choices that best represent the
constructs (e.g., SSS use); 6) Establishment of inclusive and
exclusive criteria for dealing with ambiguous responses to
certain survey questions.

List of Major variables

Since many variables are involved in the study, an outline and
brief description of these variables may provide a useful guide
or overview.
Table 1
List of Major Variables and Their Abbreviations
Abbreviation

Description of the Variable
DEMOGRAPHIC VARIABLES

Education
Wealth

Highest number of years in school
A scale created from 7 household items
DIARRHEA-RELATED VARIABLES

EverDiar
RecentDiar

Child ever had diarrhea
At least one recent «=2 wks) or current case of diarrhea

KnowMix
KnowEffect
KnowSigns

KNOWLEDGE VARIABLES
A scale measuring correct knowledge of how to mix SSB formula
Knowing that sss helps rehydrate children with diarrhea
Mentioning the signs of serious diarrhea

LikeSSS
DiarSerious
DiarOften
DiarWorry

PERCEPTION VARIABLES
Perceiving that children like SSS
A scale measuring perception of the seriousness of diarrhea
Think own children get diarrhea more often than others'
Think parents should worry when children have diarrhea

BEHAVIOR VARIABLES
Ever used SSS
EverUseSSS
Last case:
Did anything at all
DidAnything
Did anything at home
HomeTreat
Sought outside help
SeekHelp
Sought help from nurses, health centers & hospitals
SeekClinic
Gave modern medicine at home, unprompted
HomeMediaine
HomeTradition Gave traditional medicine at home, unprompted
Gave special drink, prompted
SpecialDrink
Gave special food, prompted
SpecialFood
Gave SSS at home, unprompted
HomeUseSSS
Gave SSS at home, prompted
LastCaseSSS
Give SSS as ~pecial drink, prompted
SpecialSSS
Any HomeUseSSS, LastCaseSSS & SpecialSSS
AnySSS
Sum scale of last lease SSS use
SumSSS
Scale with unprompted scores assigned higher values
AssignSSS
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Exposure

RADIO EXPOSURE VARIABLE
Sum scale of radio exposure to health programs

HealerVisit
ClinicVisits
Recommendsss
RecommendMed

HEALTH FACILITY-RELATED VARIABLES
% mothers having visited traditional healers
#" of times went to health facilities in past 3 months
sss as the most recommended method
Medicine as the most recommended method

Background Information

Conducting the Survey

In 1982, the government of Zaire adopted a plan to deliver
Primary Health Care through a decentralized structure of 306
health zones. When the Ministry of Health asked for assistance
from the United States Agency for International Development
(USAID) in developing programs in health education and
information, USAID proposed the HEALTHCOM. project to the
government. The HEALTHCOM project, financed by USAID and
administered by the Academy for Educational Development (AED) ,
began activities in Zaire in August 1988, at national, regional
and health zone levels. Among the HEALTHCOM's implementation
plans was the project to conduct research to examine the
knowledge, attitudes and behaviors of the population regarding
important health problems. The survey was conducted in October of
1989 in Lubumbashi, as a part of an effort to generate interest
in planning strategies for IEC (Information, Education,
Communication) activities at the national level.

The sample of the survey was chosen from the population living
within the administrative, limits of Luburnbashi. The sampling
method was established using the 1988 demographic data of all of
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the zones. Having decided to retain 75 clusters (cellules) in the
survey, the total Lubumbashi population (640,650) was divided by
75 to determine the sampling interval. After selecting a number
with which to begin from random numbers, the clusters of every
8542nd person was chosen to be included in the survey.

Survey interviews were conducted among mothers who had at least
one child under the age of three in the household. Among the
1,153 respondents, 98.1% (1,131) were mothers and the rest (22
respondents) were not mothers but caretakers of the children in
the household at the time of the interview. In the study they
will be referred to as "mothers" and included as respondents. The
respondents' demographic characteristics are described later, and
are assumed to reflect the family characteristics of the
households.

Diarrhea

Diarrhea is a very common childhood disease in Zaire. About 30%
of all mothers interviewed reported that their children were
having diarrhea at the time of the interview.

(Question: "Does

one of your children have diarrhea or another of these [diarrhea
related]

illnesses' today?") An additional 17% of the mothers

reported that their children had diarrhea within the two weeks
prior to the interview.

(Question for those who said their

children ever had diarrhea:

Several

"When did they begin to be sick?")

diarrhea-related

question was asked:
as malaria va kuhara,

symptoms

were

mentioned

before

the

"We now have questions to ask about illnesses such
lukunqa, buse, kasumbi,
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and kilonda nturnbo.

n

This means that almost one half of all the children in the
surveyed population had diarrhea within the prior two-week
period. only 192 (16.7%) of the mothers reported that their
children had never had diarrhea. The following is a breakdown of
the diarrhea incidence found by the survey:

Table 2
Breakdown of Diarrhea Occurrence Time Based On
Mother's Verbal Report
(N;1153 )
N

%

Never had diarrhea

192

16.7

Current case

337

29.2

Recent 2 weeks or <

199

17 .3

>2 weeks <3 months

213

18.5

>3 months

147

12.7

65

5.6

1153

100

No-response
Total

Diarrhea Occurrences and Accuracy in Reporting

When the children's diarrheal incidents took place is associated
with the accuracy of mothers' response on whether their children
had diarrhea. 5.6% (n;65) of the mothers indicated that their
children had once had diarrhea, but did not respond to the
question on when their children had diarrhea. It is likely that
their children's diarrhea occurred a long time ago and that the
mothers could not remember. Data that supports this is that these
65 children had an average age of 16.5 months, which is about the
same age as children whos'e diarrhea took place more than three
months before the survey (17.5 months), but substantially higher
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than the average age of children who had diarrhea less than 3
months before (mean=13.7 months).

Structural Variables

This section describes variables regarding the demographic
characteristics, radio exposure levels and health facility use of
the respondents. These variables are used to create new variables
describing characteristics of the communities. At this point,
attention is given to the univariate property of these variables
at the level of individuals.

Demographic Variables

Individual structural characteristics such as education and
economic status are among the most widely-used factors in
predicting behavior. In this study, however, they will be used to
create measures of the community's compositional characteristics.

Wealth: Household Possessions

During the survey, questions were asked about the possession of
certain household items that were assumed to indicate the
economic status of the families. The actual questions were:
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"I am going to read a list of things that are sometimes
found in a house. Please tell me if you have them in your
house.
Yes
No
tap water
electricity
radio
living room furniture
TV set
refrigerator
"
The proportion of mothers who reported that their families had
these items are presented in the following table:

Table 3
Household Items Present
(N=1153 )
% having the
item in the home
1) Tap water in house or yard

46.6

2) Electricity

31.7

3) Radio

55.0

4) Living room furniture

50.4

5) TV set at home

36.1

6) Refrigerator

15.2

From a principal component factor analysis, there was evidence
that a single dimension underpinned these six items: the first
factor has an Eigenvalue of 3.09 explaining 51.5% of the
variance. No other factor has an Eigenvalue greater than 1. The
alpha of the scale is .802. A wealth scale (Wealth) was created
by counting the number of these household items:
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Table 4
Frequency Distribution of Wealth Scores
(All Cases: N=1153)
0

1

2

3

4

5

6

n

261

236

138

128

121

106

118

%

22.6

20.5

15.9

11.1

10.5

9.2

10.2

Scores

Mean=2.35 (std=2.0)

A1pha=.802

The scale ranges from 0 to 6. The mean of this scale is 2.35
(s.d.=2.0). The distribution of this scale is not normal, with a
kurtosis of -1.04 and skewness of .47, indicating (as we can see
on the table) that the sample is rather spread out. There are
more people in the lower end with the mode (22.6%) in the lowest
value, indicating possession of none of these household items.

Education

Each respondent was asked directly how many years she spent in
school. The distribution of the answers is presented in the
following table:

Table 5
Frequency Distribution of Respondents' Education
(N=1l53 )
Years

0

1

2

3

4

5

6

7

,

9

10

11

>-~2

n

79

10

39

112

75

105

170

126

149

105

"

40

51

6.2

.9

3.4

9.7

6.5

9.1

14.7

10.9

12.9

9.1

7 .•

3.5

5.3

,

.

The proportion of mothers without any schooling or with very
little schooling «3 years) is quite low (about 10%). The mean
number of years in school is 6.38 (s.d.=3.09). Education levels
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correlate well with the wealth scale with a correlation of .43
(p<.OOOl). This positive correlation is linear with R'
Eta'

~.196,

~.185

and

indicating people with higher levels of education

have more of the.household possessions included in the wealth
scale. This linear association can also be interpreted as an
indication of these measures' fair degree of validity.

Exposure to Health Information through Radio

Radio is an important medium for information, including health
information. 653

(56.6%) mothers said that they have a radio at

home. However, among the 500 mothers who said that they did not
have a radio at home, about one third of them (181) said they
listened to radio somewhere (a positive answer to the question:
"DO you

listen to radio?"). So about three quarters of all the

respondents had some degree of exposure to radio prior to the
survey.

Among those who do listen to radio, there is variation in their
degree of exposure. For example, 289 (25.1%) mothers said that
they listen to the radio every day. This may be an overestimate,
as when asked "Did you listen to radio yesterday?", only 142
(12.3%) respondents said "Yes". Since we are interested in the
impact of radio exposure on the mothers' knowledge, perceptions
and behaviors related to treating children's diarrhea, what kind
of programs they listen to is perhaps more relevant. 190 (16.5%)
respondents said that they listened to health programs on the
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radio, and 80 (6.9%) said that they listened to health programs
during the week before the survey.

Based on these answers, a scale can be created to reflect levels
of exposure to radio programs, especially to health programs
which might have included information related to diarrhea
treatment. There are two common ways such a scale can be created.
One is by assigning each variable a value (0 or 1, for example),
and then adding these values to create a summed scale. For
example, a person who has a radio at home will have a score of 1.
If she also listens to the radio, she will have an additional
point, and receive a score of 2. A weakness of this method is
that it assumes each score has equal weight. For example, if a
person says that she listens to radio everyday, but does not have
a radio at home, she may have more exposure to radio than a
person who has a radio at home but does not listen to it. It is
possible to correct this weakness by assigning scores to certain
conditions which reflect their levels of exposure and the
likelihood of being exposed to relevant messages. However, this
second method has its own weakness, too. In particular, it
involves an arbitrary decision in assigning the weight of the
values and may not be considered an interval variable, which is
required for correlational statistics. Since correlational
statistics will be used extensively in the study, the summed
scale will be used'. This scale is also used to create community

< In fact the difference between the two methods is very small. The
correlation between the scales created by the two methods is greater
than .90 when individual-level variables are used. The correlation of
the community means of the two scales is even higher with R=.962.
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variables. The distribution of the scale is presented in the
following table:

Table 6
Distribution of Radio Exposure Scale (Exposure)
(N=1153 )
Score

0

1

2

3

4

5

6

7

n

319

184

154

168

146

104

48

30

%

27.7

16.0

13.4

14.6

12.7

9.0

4.2

2.6

Mean

=

2.25,

s.d

=

2.0

Wealth and education are significantly related to levels of radio
exposure:

Table 7
Associations Between Demographic Variables
and Exposure (N=1153 )
R

p-value

R'

Wealth

.606

<.0001

.367

Education

.335

<.0001

.112

The association between radio exposure and education remains
significant after controlling for wealth, with partial
correlation of .113 (p<.OOOl). This suggests that among people
with equal levels of wealth, people with more education are more
likely to use radio, although it should be noted that education
accounts for only a small amount of the variance that is
explained by wealth (R' change=.012).
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Health Facilities

Several questions were asked during the survey about individuals'
contacts with health facilities. The responses to these questions
will be used to indicate health facility-related characteristics
of the communities.

Ever Gone to Traditional Healers

Mothers were asked if they had ever gone to a traditional healer
for diarrhea treatment. 128 (11.1%) of the mothers gave a
positive answer and 1,025 (88.9%) gave a negative answer.

Ever Gone to Health Facilities

Respondents were asked "Did you ever take the child to a health
center or hospital when he/she was very young?" 89.4% of the
mothers said yes. It appears that some form of health service is
available to a great majority of all mothers.

Number of Visits to Health Facilities

The mothers were asked the number of times they went to a health
facility during the previous three months. This number will be
used as an indication of the amount of exposure to health
facilities. If health facilities have significant roles to play

•

in determining mothers' knowledge, perceptions and behaviors
regarding diarrhea and its treatment, it is expected that higher
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numerical values (more visits) will be associated with higher
levels of knowledge, perception and certain behavior variables.

There are quite substantial variations among the answers mothers
gave to the question about the number of times they visited
health services in the past three months. Two kinds of answers
were received: numeric and verbal. The majority of the
respondents gave a number between 0 and 12, with 186 (16%)
mothers indicating that they had not been to a health facility.
Of these numeric answers, three times was the most frequent
response (20%). Answers above three times (from 4 to 12) were
relatively sparsely distributed. However, the modal answer is a
non-numeric one: about one third of all mothers said they visited
heal th facilities "many times".

Table 8
Distribution of Mothers' Reported Visits to
Health Facilities (ClinicVisit)
(N;1l53 )
# times

0

1

2

3

4-12

many
times

no resp

n

186

86

90

235

160

379

17

%

16.1

7.5

7.8

20.4

13.4

32.9

1.5

Responses of 0 to 3 are kept as they are. Responses greater than
3 (4-12 times) were relatively rare, so they are all coded as 4.
Recoding the answer of "many times" requires some assumptions. If
we assume that the respondents who said "many times" had visited
health facilities so often that they could not remember the
number, we could recode them as the highest number of visits
(i.e., as 5). However, given that the question asked about the
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number of visits in the· past three months, any number greater
than the highest numerical response (e.g., 12 times) seems
suspicious. It is possible that the intent of the question was
misunderstood by the respondents, and that the answer of "many
times" was meant to refer to the number of visits in the past in
general, not within 3 months. It was thus decided to treat the
answer of "many times" the same as category 4, which assumes that
any response of 4 or more, including the answer of "many times",
is the same in terms of any impact the health facilities may have
had.

The final frequency distribution of the variable ClinicVisits is
presented in the following table:

Table 9
Distribution of Mothers' Reported Visits to Health Facilities
ClinicVisits After Recoding (N;1l53 )
# times

0

1

2

3

n

203

86

90

235

549

%

17.6

7.5

7.8

20.4

46.3

(or many
times)

>= 4

Recommendations

Another aspect of health facilities that may affect what people
know and do with regard to diarrhea and its treatment is the
recommendations they tend to provide to mothers seeking services.
Mothers were asked "What kind of advice do you think health
centers or hospitals often give (for children with diarrhea)?"
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Each mother's first response to this question was recordeds • The
distribution of the responses are listed below:

Table 10
Distribution of Mothers'
Reported Advice From Health Facilities
(N=1l53 )
Type of
Recommendation:

N

Syrup

148

12.8

pills

70

6.1

Injection

56

4.9

Serum (IV)

18

1.6

498

43.2

Oralit

81

7.0

Brand name

95

8.2

Others

31

2.7

156

13 .5

SSS

No response

498

%

(43.2%) of the mothers said that health centers or hospitals

recommended SSS for children with diarrhea. This answer is coded
as 1, and all other answers are coded as O. The individual
variable reflects one individual's experience and her perception
about what health centers normally recommend. The community
variable, which is the average of the individual's responses from
the members of a community, will be considered as a part of the
social environment, or one characteristic of the health
facilities that the community has access to. This new variable is

5 Since a mother could have done several things; it would have been more
desirable to have multiple responses from each mother so that she could have
indicated all of these actions. In the survey, however, only one response was

recorded.
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abbreviated as RecommendSSS. In the subsequent analysis the
consequences of what proportion of mothers think health centers
recommend SSS will be examined.

II

I,

I

I
Another aspect of health service recommendations is medicine,
which includes pills, injections and specific brand names of
drugs. 239 (20.7%) of all re'spondents mentioned one of these
three recommendations first. This variable is abbreviated as
RecommenciMed.

Outcome variables

Cognitive Variables

Two aspects of cognitive factors are examined in this study:
knowledge and perceptions. They may suggest different levels of
cognitive activity. Perceptions generally reflect subjective
judgment, while knowledge is based more on objective criteria.
For example, whether children like SSS is subjective, but what
constitutes the right amount of sugar in SSS mixing is not. This
study is not concerned with the conceptual difference between
knowledge and perceptions, and knowledge and perception variables
are treated in a similar way. They are both used to discover how
and to what extent social influence affects what people think and
believe regarding diarrhea and its treatment, and how the
knowledge and , perceptions of the respondents' communities
mediates social influence on an individual's behavior. These
knowledge and perception variables will be used both as outcome
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variables and as control variables in testing the mediating
process o~ community social influence. In the former case, these
variables will be used at the individual level, and in the latter
case, they will be used to create community-level variables.

Exactly which aspects of knowledge and perceptions are related to
which behaviors is hypothesized based on logical connections. For
example, knowledge and perceptions about SSS are assumed to be
related to the use of SSS, and knowledge and perceptions about
diarrhea are assumed to be associated with actions taken to treat
diarrhea in a general way.

Knowledge About SSS

Knowledge about SSS consists of two aspects: knowledge about the
effects of SSS (i.e., ORT replaces water in a child's body) and
about mixing SSS. Three questions were asked about the correct
recipe for mixing SSS: the amount of sugar, salt and water.
Correct answers were coded as 1, and any other responses
(including missing) were coded as o. Respondents who had never
heard of SSS were not asked any questions about mixing it and
they scored a on all three questions.

Knowledge about SSS Effects
One question was asked during the interview to elicit the
mothers' knowledge about the effects of SSS:
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Why is this (SSS) used? How will it help the child?
1
it replaces lost fluids
2
it stops Icures diarrhea
3
it gives the child strength
4
it doesn't help
5
others
9
I don't know

The correct answer is 1 (it replaces lost fluids). Of all the
respondents, 1,038 mothers said they had heard of SSS and were
asked this question. 457 (44.0%) of those who were asked the
question gave the correct answer.

Knowledge of SSS Mixing

SSS is made of three things: water, sugar and salt. Knowledge of
the correct amount of each to be used was measured by the
following questions:
Please explain how you make it (SSS)
a) water 1 ... 1 liter
2
1 beer bottle
3
1.5 beer bottle
4
1 beer bottle and 1 soda bottle
5
1 bottle guigoz
6
some other quantity
b) salt
2
3
4
5

1 ... pinch
the end of a teaspoon Number of:
1 teaspoon
1 tablespoon
some other quantity

c) sugar 1 ... pinch
the end of a teaspoon Number of:
2
3 .. , 1 teaspoon
4 ... 1 tablespoon
5 some other quantity
The World Health Organization (WHO) has established guidelines
for how to mix SSS correctly. When the formula is adopted by
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individual countries or regions, specific instructions for mixing
are designed and advocated in the process of its dissemination.
The advocated formula for correct SSS mixing in Zaire is as
follows: Sugar: one or two teaspoons; Salt: one pinch, one tea
spoon; Water: one liter, 1.5 beer bottle, 1 beer bottle and 1
soda bottle, or 1 bottle guigoz. Although there are many and
varied combinations, some of which may be technically incorrect,
mention of anyone of them will be considered correct knowledge
and given a score here.

Table 11
Correct Answers to the Mixing Knowledge Components
(Among Mothers Who Had Heard of SSS and RecentDiar Cases)
All N=1053
n (%)

Recent N=536
n (%)

Sugar

377 (37)

196 (37)

Salt

347 (33)

179 (33)

Water

715 (69)

346 (65)

As shown, the proportions of mothers giving correct answers are
identical between all mothers who had heard of SSS and those
whose children had recently had diarrhea. This lends some support
to the proposition that the knowledge level of SSS among the
sampled mothers is relatively stable. We can reject the
hypothesis that mothers' knowledge of SSS is acquired only
through recent experiences and activities that occurred when
their children were sick with diarrhea. Rather, mothers may have
learned about SSS over an extended period of time.
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Knowledge Scale

These four variables of knowledge about SSS can be aggregated
into a scale if they represent a single underlying construct.
Since 115 (10%) patients were not asked any of these four
questions, it is appropriate to exclude them in examining the
internal consistency of these variables. principle component
factor analysis with 1,038 respondents indicates the Eigenvalues
of the first factor is 1.78, explaining 44.6% of the variance.
The alpha value of the scale is .55, indicating a weak internal
consistency.

A closer look at the relationships among these four knowledge
items reveals that knowledge of SSS mixing and knowledge of its
effects are not related. As indicated in the following table, the
three mixing knowledge variables are strongly correlated with
each other with R's of .31-.37. In contrast, the knowledge of SSS
effects shows smaller correlations with the mixing knowledge
variables (.087-.117):

Table 12
Correlations Among Four Knowledge Variables
(Having Heard of SSS, N=1038)
Water

Sugar

Salt

Sugar

-

-

.369

Water

-

.434

.313

.093

.117

.087

Effect

,

In the factor analysis, the communality of the three mixing
knowledge variables ranges from .50 to .61, whereas knowledge
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about SSS effects is only .OB. The knowledge variable about SSS
effects apparently reflects a different dimension of knowledge,
as people who know more about
those who know about

sss

sss

mixing were not necessarily

effects. It would not be appropriate to

combine these two aspects of knowledge into a broader scale in
the subsequent analysis. Therefore, the three knowledge variables
on

sss

mixing will be summed into a single scale (KnowMix)

Knowledge about effects of SSS will be used as a separate
knowledge variable (KnowEffect).

The three mixing knowledge variables show much stronger internal
consistency in a single dimensional knowledge scale (KnowMix)
when the knowledge of SSS effects variable is left out. Among
respondents who had heard of SSS (N=103B) , principle Component
analysis indicates this knowledge about mixing has one factor
with an Eigenvalue of 1.75, which explains

5B.2~

of the variance.

The alpha of the scale is .64. If all respondents are included
(N=1153), that is, those who had not heard of SSS are given the
same score as those who gave three wrong answers, a single
dimensional scale shows an Eigenvalue of 1.B4, which explains
61.2% of the variance. The alpha becomes .6B. In the subsequent
analysis, all respondents are included when KnowMix is used as an
outcome variable or to create a community knowledge variable.

The distribution of the scale KnowMix is presented below. It has
a range from 0-3, with a mean of 1.25 and a standard deviation of
1.11.
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Table 13
Distribution of Mixing Knowledge (KnowMix)
All Cases N=1l53
l

Score

n (%)

0

387 (33.6)

1

303 (26.3)

2

253

3

210 (18.2)

Mean = 1. 25

(21.9)

St.d = (1.11) , Alpha=.68

Knowledge About Diarrhea

In the survey, there was a question asking mothers to identify
signs of serious diarrhea in their children: "In your opinion,
what are the signs that a child has a serious case of diarrhea?"
No prompts were given, and all respondents' answers were
recorded. The answers included 12 signs. The answers and
proportion of mothers mentioning these signs are listed in the
following table.
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Table 14
Knowledge About Signs of Serious Diarrhea
(N;1l53)
Signs

% Mentioned

Extreme fatigue

59

Frequent stool

54

Watery stool

21

Loss of appetite

18

Sunken eye

08

Vomiting

06

Diarrhea not stopping

05

Weight loss

05

Fever

04

Tongue clicking

04

Sunken fontanel

03

Blood in stool

02

If we assume that mentioning anyone of these signs suggests
equal knowledge about diarrhea, it is possible to create a summed
scale with these 12 items. However, it is arguable whether all of
the signs mentioned are indications of serious diarrhea. For
example, some signs are clearly indications of serious diarrhea,
while other signs, such as Extreme fatigue, Frequent stool,
Watery stool and Loss of appetite may be associated with all
diarrhea cases, including serious ones. So it was decided to
include only mention of the four clearly serious signs: 1) Tongue
clicking, 2) Sunken fontanelle, 3) Sunken eyes, and 4) Blood in
stool.
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The distribution of the number of signs of serious diarrhea
mentioned is shown in the following table:

Table 15
Distribution of Number of Signs of Serious Diarrhea
Mentioned (N=1153)
Score

0

1

2

3

n

992

113

25

3

%

86.0

11.5

2.2

.J

Since only 28

(2.5%) of the mothers mentioned more than one sign

of serious diarrhea, this scale is dichotomized, so that mothers
who mentioned 1 or more signs are treated as having the same
knowledge. In other words, 131 (14%) are considered as having
adequate knowledge, where as the other 86% are considered as not
having it.

Let us now turn to another aspect of cognitive factors:
perceptions.

Perception variables

Mothers were asked several questions that probed how they think
about diarrhea and SSS. These perception variables represent
certain aspects of the cognitive factors that may influence an
individual's decision-making process.

These perception questions were added to the questionnaire
originally designed for the survey in order to assist this study.
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Certain logistical factors limited the quality of the
measurement. Because of restricted space, only a very few
questions were able to be included in the questionnaire.
Moreover, no previous studies were found in the process of
planning the questionnaire that could have suggested, in the
given context, the range of reactions to expect to the perception
questions.

(The perception variables are based on the Health

Belief Model, which has tested mostly in u.s. contexts.) Due to
these limitations, some responses are not used in the analysis.
For example, one question on the perception of the severity of
diarrhea elicited the same answer from about 95% of the
respondents.

Several measures of the mothers' perceptions of diarrhea were
used in the survey:

Perceived Seriousness of Diarrhea

Several questions were asked to elicit the mothers' perceptions
of the seriousness of diarrhea. Three types of diarrhea were
listed and mothers were asked if they thought these diarrheas
were serious. Since it was anticipated that some mothers might
give positive answers by rote ("Yes, it is serious"), four other
kinds of diseases were also asked about in the same way. By
looking at all these questions together, it is hoped that a
distinction can be made between mothers who answered "Yes" to all
the questions without much thought (those who answered that all
the diseases are serious, including forms of diarrhea) from those
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who thought diarrhea was serious (ones who did not answer "Yes"
to all the questions, but thought at least one type of diarrhea
was a serious disease). The proportions of respondents who gave
positive answers about whether a disease was serious are
presented in the following table:

Table 16
Percentage of Respondents Who Perceived Diseases to be Serious
(DiarSerious)
(N;1l53 )

Disease
diarrhea

None-diarrhea

%- Yes

Variables

Explanation

KOHARA

ordinary, loose stool

KILONDA NTUMBO

dysentery, blood in stool

66

LUKUNGA

dehydration

59

MALARIA

ma.laria

93

91

KANTEMBELE

measles

"

MISSANDA

worms

67

KIKOHOZI

cough

76

625 (54.2%-) respondents gave positive answers regarding all the
four non-diarrhea diseases. It is reasonable to assume that these
respondents have a tendency to answer "Yes" to all similar
questions about the seriousness of diseases, as respondents who
tended to give positive answers on the non-diarrhea diseases were
also more likely to give positive answers on the diarrhea
diseases: there was a strong positive association with a
correlation of .28 (p<.OOOl). To discount the effects of the
tendency to answer "Yes" to all questions, each respondents'
answer can be weighed and reassigned a new numerical value. Using
the residual rrom the regression with the sum of positive answers
to diarrhea diseases as the predicted variable, and the sum of
pOSitive answers to non-diarrhea diseases as the predictor
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variable, gives adjusted values with a mean of

o.

Depending on

how an individual responded to the non-diarrhea disease
questions, respondents receive a different score even when they
responded the same way regarding the diarrhea diseases. The
adjusted scores (the residual from the regression) is presented
in the following table:

Table 17
New Values on DiarSerious: Adjusted by the Sum of
positive Answers to Non-Diarrhea Diseases
(N=1153 )
Score on NonDiarrhea
Disease

Score on Diarrhea Diseases
0

1

2

3

0

-.38

.62

1. 62

2.62

1

-.92

.08

1. 08

2.08

2

-1.46

-.46

.54

1.54

3

-2.0

-1. 0

.0

1.0

4

-2.53

-1.53

-.53

.47

.

The first row shows DiarSerious scores for respondents whose
score on non-diarrhea disease was zero, the second row shows
DiarSerious scores for respondents whose score on non-diarrhea
was one, and so on. If a respondent gave positive answers to all
diarrhea diseases, she would receive a score of 2.62 if she did
not give any positive answers to the non-diarrhea disease
questions. However, if she gave positive answers to all 4 nondiarrhea disease questions, her DiarSerious score would be .47.

Perceived Susceptibility
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Mothers were asked if they thought their children were more often
or less often to have diarrhea than other children. The answer
"more often" indicates a greater perceived susceptibility to
diarrhea than any other response. This variable will be
abbreviated as DiarOften.

Table 18
Frequency Distribution of DiarOften
(N=1153)
Response

n

%

More often

181

15.7

Less often

598

51. 9

Same as others

58

5.8

Never had diarr

157

13.6

No response

159

13 .8

About half of all the mothers thought their children were less
likely to have diarrhea than other children. About 16% of the
mothers thought their children were more likely to have diarrhea.
157 mothers indicated that their children had never had diarrhea.

Perception of Children Liking SSS

One single question was asked to elicit the mothers' perceptions
on whether their children like SSS. Among the whole sample
(N=1153), 395 (34.7%) mothers thought their children like SSS,
while 505 (48.7%) thought their children do not like SSS. 116
(10%) mothers'said they had never heard of SSS and were not asked
this question. Among those who said that they had heard of SSS,
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some (n=137) did not respond to this question. The following
table presents these results:

Table 19
Distribution of LikeSSS
(N=1135 )
n

%

Not Asked

116

10.1

Did not respond

137

11. 9

Children Like SSS

395

34.7

Children Do Not Like SSS

505

48.7

Of the 900 mothers who answer the question, the proportion who
thought their children like SSS is about 43.9% versus 56% for
those who thought children do not like SSS.

Why did 137 mothers who had heard of SSS not answer the question?
Perhaps they were not familiar with SSS, as a great majority of
them had never used it (87% versus 20%) :

Table 20
Association Between EverUseSSS and No Response to
LikeSSS (N=1037)
Response to LikeSSS
Yes or No
No Response

Have Used SSS
N (% )
723

(80.3%)

18 (13.1%)

Never Used SSS
N (% )
177 (19.7%)
119 (86.9%)

Chi 2 =259, df= 1, p<.OOOl, Gamma=.93
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In the subsequent analysis of the mothers' perceptions regarding
children liking SSS, the ones who did not respond to the question
and who had never heard of SSS are excluded.

Behaviors

When a child is sick with diarrhea, there are various actions
that can be taken to help the child to get better, ranging from
taking the child to a health center or the hospital to giving
special food or drink at home. Some mothers took certain actions
while others just waited for the diarrhea to go away. The
distributions of the various behavior variables are presented.
This section also contains discussion of the reasons for
excluding certain cases based on when the diarrhea took place.

Doing Anything At All

The 961 mothers who said that their children had ever had
diarrhea were asked if they did anything to stop diarrhea during
the last episode or just waited for the diarrhea to go away:
you do anything to stop the diarrhea,

"Did

or did the diarrhea go

away?" 797 (82.9%) of the mothers said they did something and 164
(17.1%) said they did not do anything. It should be noted that
among those who said they did not do anything, 85 (51.8%) mothers
indicated that their children were having diarrhea at the time of

.

the interview, . so it may have been premature to categorize them
as not doing anything. Therefore, the actual proportion of
mothers who took some action to stop the diarrhea might be higher
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than

82.9~:

excluding the current cases,

87.3~

of the mothers

said that they did something. It is more illuminating to look at
specific actions that mothers said they took, which will be done
shortly.

Let us digress to a discussion of how to resolve the issue of
inclusion criteria based on the time when the reported behavior
took place. On the one hand, recent behavior reported in surveys
is generally thought of as a more accurate measure of actual
behavior than what may have happened a longer time ago. Reported
behavior that took place more than two weeks prior to the
interview is believed to be unreliable because of respondents'
faulty memories. On the other hand, as was discussed earlier,
some mothers who reported having not taken action would take
action eventually. Excluding the current cases may yield a more
precise proportion of mothers who took action in the sample. This
study tries to understand the causes of actions: e.g., why did
some mothers take certain adtions while other not, and what roles
did social influence playas a cause? The different proportions
of mothers within each community who took action can be analyzed
to answer this question.

(In fact, it is possible to limit the

study to the current cases only to study the causes of "early
actions" versus "no action or late actions", but the number of
cases would become too small (N=337) to use the analytical
model.) Combining current cases with very recent cases is one
solution. Ano::her reason that recent behavior may be more useful
is that since the study assumes a cognition-behavior sequence,
(i.e., we assume that knowledge or perceptions elicited during
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the interview are present at the time when behavior took place) ,
looking at behavior that took place long ago is hard to justify.
So even though using only recent cases is a substantial waste of
data, and the smaller sample size will reduce the power to detect
associations, only recent and current cases will be used in
analyzing behavior variables.

Doing Anything At Home

According to the skip pattern in the survey, only mothers who
said that they did something to stop diarrhea (N=797) were asked
the question "Did you do something at home?". 613

(76.9%-) of the

mothers said that they did something at home. However, some
mothers (n=19) who did not indicate that they did anything at all
also gave a positive answer to this question. Most of these 19
mothers described what they did at home when asked to specify
exactly what they did. So, all together 632 (79.2%-) mothers said
that they did something at home.

Mothers who gave a positive answer to the question on whether
they did anything at home were asked to indicate exactly what
they did:

"What did you do at home?" Since the question was asked

only once, the first thing that came to the respondents' minds
was recorded, although in fact they might have done several
things. The answers to this question can be classified into three
types:
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Table 21
Home Treatment Choice (first response)
N;632
N

%-

Traditional

211

33.4

Modern

148

23.4

Fluid

200

3l.6

From a medical point of view, when a child has diarrhea it is
almost always desirable to give some fluid to prevent
dehydration. Of all fluids, SSS (or ORS) is the most effective.
In most cases medicine is not helpful, although many mothers gave
this answer.

The survey questionnaire elicited mothers' use of SSS through
several questions. More detailed analysis of these different
measures of SSS use will be presented later.

Information about other actions mothers took was elicited at
different places in the questionnaire: mothers were asked if they
gave their children special food and special drinks.

Table 22
Percent Giving Special Food and Special Drink
N;961
Special Treatment

N

%-

Food

481

50.1

.

333

34.7

Drink

The answers to these two questions are correlated with a Chi' of
19.8 (df;1, p<.OOOl), indicating those mothers who gave special
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drink were more likely to give special food as well. It is
possible to create an action scale representing the likelihood of
taking some action at home when a child has diarrhea. Based on
the. way the survey questions were designed, these two questions
on special food (SpecialFood) and special drink (SpecialDrink)
can be combined with doing anything at home (HomeTreat), provided
that these variables show adequate internal consistency.

The Eigenvalues of the first factor in the factor analysis was
1.22, explaining 40.8% of the variance. However, the other two
factors were also close to one. Moreover, the alpha value of the
scale was only .25, indicating a lack of internal consistency. So
this scale will not be created.

Use of ORT (ORS or SSS)

Since the major objective of the survey was to assess Oral
Rehydration Therapy (ORT) use in Zaire, the survey questionnaire
contained a number of questions designed to elicit responses from
different angles, thus producing a reliable measure of the
behavior. This provides an opportunity to focus on the effects of
the social influence process on a specific behavior (treatment of
diarrhea). Since there are several possible measures of this
behavior, justifications for the choice of the particular
measurement used in this study should be provided: In what way is
it better than alternatives? What are its weaknesses? What
assumptions are made? Although some of the weaknesses of the
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measurement cannot be overcome, at least efforts can be made to
ensure that the results are interpreted properly.

Questions to be considered regarding the appropriateness and
implications of the various measures of SSS-use in the study
include:

-Should ORS packets be treated the same way as SSS?
-Should single measures be used or multiple measures in the
form of scales?
-Should Ever-use or Last-case-use be used?
-Should prompted or unprompted answers be used?
-Should recent or all diarrhea cases be used as the outcome
variable?
Previous studies on ORT use in various settings do not offer a
consistent methodology or solid empirical evidence that can be
used as guidelines. It is not uncommon to find that in many cases
the convenience and availability of data have played major roles
in measurement choice.

Some of the decisions involved in selecting reliable measures of
ORT use were easier to make than others. First, it was decided
that this study should concentrate only on SSS. Although ORS and
SSS are the same in terms of their treatment effects on children,
there are major differences in terms of their use. For example,
ORS packets may not require specific knowledge necessary for
mixing the sugar/salt solution at home, and they are more or less
available in different areas. The distribution of ORS packets may
substantially boost or restrain the number of mothers who use
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them. The role of social influence in the mothers' decisionmaking process may thus not be as important. In contrast, the use
of SSS is basically free from material constraints, as sugar,
salt and water are in almost every household in Zaire. Moreover,
in Zaire, the government has been pushing the use of SSS for a
long time, while ORS packets are relatively new. There is a
substantial amount of overlap in use of the two kinds of
solutions. The proportion of mothers who used ORS packets but did
not use SSS is extremely low, while the reverse is not true.
Examining the actual questions and answers may help in
determining the optimal choice.

1) Respondents were asked if they had ever heard of SSS. If
their answers were "Yes", they were asked if they had ever used
it. Among the total sample of 1,153, 1,038 (90%) had heard of
SSS. Among these who said they had heard of SSS, 742 (71.5%) said
they had used it. Let us call this variable EverUseSSS.

The following three questions were asked of mothers who indicated
that their children had ever had diarrhea (N=961). If they said
their children had never had diarrhea, the questions were
skipped, even if the respondent had actually used SSS (e.g., for
adults or other people's children).

2) Respondents were asked if they did something at home for
their

childre~'s

diarrhea. If the respondent said that she gave

the child something at home (N=632), the next question was "What
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did you give?" To this question 137 (21.7) mentioned SSS. Let us
call this variable HomeUseSSS.

3) Respondents were asked if they gave their children some
special drink to treat their diarrhea. If the answer was "Yes"
(N=333), the next question was "what did you give?" To this
question 119

(35.7~)

mothers answered SSS. Let us call this

variable SpecialSSS.

4) The previous two questions elicited answers regarding SSS
use without prompting (mentioning SSS). There was also a prompted
question designed to elicit response about SSS use. The
respondents were asked explicitly if they had given their
children SSS or not for the last episode of diarrhea. If the
answer was "Yes"

(N=378), the next question was "Is it ORS or

SSS?" In response, 258

(68.3~)

people mentioned SSS. Since this

question was asked only once, there could have been some overlap
of SSS and ORS users. So, according to the response to this
question, among all diarrhea cases, at least

26.8~

(258 of 961)

used SSS. Let us call this prompted answer LastCaseSSS.

All of these results are summarized in the following table:
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Table 23
SSS users by Different Measures
(N=1l53 )
n

% of all cases

EverUseSSS

742

64.3

HomeUseSSS

192

16.7

SpecialSSS

119

10.3

LastCaseSSS

258

22.4

Considering the way questions were asked during the survey we
would expect that respondents who said that they had used SSS for
the last episode of diarrhea would also indicate that they had
ever used SSS. However, for some unknown reason, a total of 47
mothers indicated that they used SSS on at least one of the three
"Last case use" measures, but did not answer "Yes" on EverUseSSS.
In addition, 26 mothers who indicated that they used SSS for
treating the last case failed to mention that they had ever heard
of SSS, and therefore were not asked if they had ever used SSS.
So altogether a total of 73 mothers said they used SSS for the
last case, but did not say they had ever used it. In other words,
we should add an additional 73 to the 742 mothers who reported
having ever used SSS. If we use this method, people who had ever
used SSS should be 815 or 70.7% of the whole sample, not 64.3%.
Since only 961 mothers indicated that their chil?ren ever had
diarrhea, the proportion of positive answers to EverUseSSS is
actually higher than 64.3% (85% among all diarrhea cases), making
it a poor measure
as it is not very discriminating. So EverUseSSS
,
will not be used as an outcome behavior variable for the
analysis.
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Let us consider how many mothers actually used SSS for the last
case of diarrhea. The prompted answer (LastCaseSSS) should be
considered the upper limit. However, not a few respondents

(n~67)

did mention having used SSS without the prompt, but then failed
to mention it when prompted. Clearly, any single measure may
underestimate the number of mothers who actually used SSS.

One way of solving this problem is to consider the total number
of mothers who mentioned having used SSS at least once as the
actual users, which is 321 or 33% of mothers who reported that
their children had diarrhea

(N~961).

The three questions

(prompted or unprompted) are treated as the same, and the number
of times these respondents mentioned having used SSS is ignored.
In other words, people who mentioned using SSS on all three
questions are treated the same as those who only mentioned it
once. Let us call this measure AnySSS.

Another way of measuring SSS use is to create a scale by using
the overlaps as an indication of higher probability of actual
use. In other words, we assume a correlation between the number
of times using SSS was mentioned and the probability of actual
SSS use. The maximum probability is given to mothers who
mentioned using SSS on all three of the questions. As can be seen
in the following table, 43 people mentioned SSS on/all three
questions, 107 people mentioned on two questions and 171 people
mentioned SSS , use only on one question. Let us call this scale
SumSSS.
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Table 24
Distribution of SumSSS
(Children Ever Had Diarrhea N=961)
Score

n

%

0

640

66.6

1

171

17.8

2

107

11.1

3

43

4.5

.

The distribution of this scale is not normal, as two thirds of
the mothers scored zero and only 4.5% scored the maximum of
three. The mean of this scale is .54 (sd=.86), with skewness of
1.47. So care has to be taken when interpreting results from such
statistical methods as correlational statistics, which assume
normal distribution of values. The logical weakness of this scale
is that we are treating people who mentioned using SSS when
prompted and those who mentioned it unprompted as equally likely
to have actually used SSS for the last case of diarrhea.

It is possible to solve this problem by assigning different
weight to prompted and unprompted responses, giving prompted
responses a score of one, unprompted responses a score of two,
and adding an additional point to the second unprompted response.
Let us call this scale AssignSSS. The distribution of this scale

is:
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Table 25
Distribution of AssignSSS
(Children Ever Had Diarrhea N-961)
~core

n

%

a

640

66.6

1

120

12.5

2

146

15.2

3

55

5.7

The difference between these two scales is very small with
correlation of .966 among all diarrhea cases (N=961) and .969
among recent cases (N=536). It seems logically more sound to use
the second scale (AssignSSS) than the first scale (SumSSS), for
in AssignSSS the unprompted answers were duly given more weight
than the prompted answers. The difficulty in using this scale,
however, is that the arbitrariness in assigning nigher scores to
unprompted answers makes it less like an interval scale than
SumSSS. Theoretically only interval scales may be subjected to
correlational statistics, so SumSSS will be used in the analysis.

When we look at the relationship between last case SSS use and
the time of the last episode of diarrhea, three things need to be
noted:

1) Current diarrheal cases and very recent cases had lower
rates of reported SSS users(27% and 30% respectively), compared
to earlier cases (e.g., 56% for cases 3 months earlier, and 47%
for more than 3 months earlier) .
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2) Diarrheal cases that occurred between 3 weeks and 3
months prior to the survey (a period of almost two and a half
months) had almost identical reported rates of SSS use.

3) Diarrheal cases that occurred 3 months or longer ago had
the highest reported rates of SSS users.

Table 26
SSS Use Measures By Time of Episodes
(Children Had Diarrhea, N-961)
Last case use

N

EverUseSSS
%

SumSSS
Mean (std)

AnySSS
%

AssignSss
Means (std)

337

70

.44

(.82)

27

.49

( .89)

199

69

.47

(.81)

30

.54

(.90)

3-4 weeks

33

79

.73(1.12)

36

1-2 months

106

63

.55

( .84)

37

.63

2-3 months

49

55

.65

(.97)

37

.67

3 months

25

64

.88

(.97)

56

1.0 (1.04)

> 3 months

147

63

.73

(.92)

47

.84 (1. 03)

Other

65

61

.40

( .741

28

Current
<=2

weeks

.79

.45

(1.19 )
(.93 )
(.99)

( . 81)

Since more recent behavior is more likely to be accurately
reported, it can be assumed that use of SSS three weeks or longer
ago is over-reported, due to the fact that the respondents did
not remember exactly what they did for the last episode of
diarrhea. It is also possible that the use of SSS among current
cases of diarrhea was under-reported. For example, it is possible
that the diarrhea had just began and that mothers (potential
users) did not yet have a chance to give their children SSS. But
this explanation does not seem to work for the most recent cases
(those that occurred within the past two weeks), as by definition
the episodes were over. At any rate, the proportion of reported
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SSS use for diarrhea cases that occurred from three week to three
months prior to the survey are about the same (36-37%) and
substantially higher than the current and recent cases (27-30%)
Although they do not reach the .05 significance level, the
difference should not be ignored.

In conclusion, an individual mother's probability of having used
SSS may be most accurately assessed by combining multiple
measures. Time played a significant role in the reported SSS use
rates among the mothers. For example, if they had ever used SSS
for diarrhea, they usually thought they did for the last episode,
especially when the episode took place some time before the
survey. In fact, the rates of EverUseSSS are close for all of the
subgroups of the last episode category. For episodes that
occurred 3 months or longer ago, the rates of reported Ever-use
are very close to the rates of Last-case-use. For the episodes
that occurred more recently, however, the differences between
ever-use rates and last case-use rates are much greater.

Therefore, the following rules will be adopted in the subsequent
analysis:

1) Only SSS use and not ORS use will be used as outcome
variables.

2) A summed
scale (SumSSS) will be used to indicate the
,
probability of actually having used SSS.
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3) For last case treatment, current and recent cases (two
weeks prior to the survey) will be treated the same. They
are differentiated from cases that occurred some time ago.
Current and recent case treatment will be considered as the
most accurate measure of actual behavior.

Summary

This chapter presented univariate analysis of the main variables
that are potentially useful for this study. These variable will
be subjected to analysis to assess their associations with
community of residence in the next chapter.
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Chapter 4

TOTAL COMMUNITY EFFECTS

This chapter examines the relationship between community of
residence and the major variables presented in the last chapter,
and reports the amount of variance for each variable that is
explained by the 75 communities of residence (sample clusters).
This explained variance was defined in the last chapter as the
total associations between the community of residence and each
variable. AS the analytical model is applied to the data for the
first time in analyzing the association between community of
residence and diarrhea occurrence variables, this analysis will
serve as an example to illustrate what "the associations between
community of residence and a variable" entails.

The results will continue to give us information about the
surveyed population, especially with regard to community
characteristics, including: How much difference is there among
people across the communities in terms of their demographic
characteristics? How much difference is there in the ways they
think and behave regarding children's diarrhea and its treatment?
Do people have access to the same kind of health facilities?

More specifically, this analysis is a necessary step in
determining which variables should be used in the subsequent
analysis on

t~e

effects of community social influence. If there

are no significant associations between community of residence
and a specific outcome variable, there is no need to use that
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variable in testing the hypothesis regarding social influence
effects. Statistically, the magnitude of the associations are
indicated by R' and Adjusted R' as upper and lower boundaries. If
an outcome variable is dichotomous, the amount of variance
explained by community of residence is indicated by pseudo R' and
adjusted R' based on pseudo R'.

The associations between community of residence and five aspects
of outcome variables will be examined in the following order: 1)
diarrhea occurrences, 2) community compositional characteristics,
3) health facilities, 4) behavior regarding treatment choices for
children's diarrhea, and 5) knowledge and perceptions regarding
diarrhea and SSS.

Diarrhea Occurrences

Among the 1,153 mothers interviewed, 961 (83.4%) indicated that
one of their children ever had diarrhea. Of these 961 children,
536 (55.8%) were either having diarrhea at the time of the
interview or had it within two weeks prior to the interview. In
other words, 46.6% (536 out of 1,153) of the families surveyed
had a recent diarrhea case. These numbers inform us about
diarrhea occurrences within the surveyed population as a whole.

The analyses performed in this chapter will probe into what
diarrhea occurrences were like in each of the communities,
asking: Are diarrhea occurrences (specifically the proportions of
diarrhea cases or recent diarrhea cases) basically the same
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across communities, or they are very different? If these
proportions are very different across communities, then diarrhea
occurrence is associated with community of residence, as which
community one resides in can predict the probability that one's
child has had diarrhea.

Since analysis will be performed based on these diarrhea cases,
it is useful to know if the number of children who ever or
recently had diarrhea in each community. Each community (or
sample cluster) consists of about 15 mothers. In each of the 75
sampled clusters, the proportions of children who reportedly ever
had diarrhea range from 60% to 100%, and the number of children
range from 9 to 15.

Table 27
Distribution of All Diarrhea Cases by Community
(N=75 )

N (%)

Mean

Std

Min

Max

Range

12.8(83.3)

2.0(10.3)

9(60%)

15(100%)

6

Summary statistics of the distribution of recent diarrhea cases
across communities are presented below.

Table 28
Distribution of Recent Diarrhea Cases by Community
(N=75)

N (%)

Mean

Std

Min

Max

Range

7.2(46.5%)

2.2(l4.0%)

3(20%)

12(73.3%)

9

The mean number of recent cases within the 75 communities is 7.15
(Std=2.19). The proportions of recent cases range from 20% to
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73.3%, and the number of recent diarrhea cases ranges from 3 to
12 per cluster. About one quarter of the clusters (n=19) had 5 or
fewer recent cases.

Noteworthy community-associated variations did exist. For
example, children from some communities were more than three
times as likely to have diarrhea than those from other
communities (eg. 73% vs. 20% rates for recent cases). Whether
such community-associated variations are significant can be
determined statistically, utilizing the basic model presented in
the last chapter. Here the outcome variable (RecentDiar) is a
dichotomous variable, with 1 being a recent case and 0 not being
a recent case. EverDiar is a similar variable with 1 being ever
had diarrhea and 0 not.

Logistic regression
RecentDiar (EverDiar)= B1(community 1)+

Bn(community n)

was performed with RecentDiar and EverDiar as the outcome
variables and 75 clusters as the predictor variables to assess if
the proportions of diarrheal cases and recent cases are
statistically significant.

Table 29
Associations Between Community Residence and Diarrhea
Occurrences
(N=1153)

EverDiar
RecentDiar

,

,

R'

Adj. R'

P

.079

.016

.029

.073

.010

.083
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The results suggest the recent cases were not significantly
associated with community of residence (p=.083). The total
associations or effects indicate that community of residence
explained about 1 to 7 percent of the variance in the outcome
variable Recent. The key conclusion here is that although the
data suggest a connection between recent diarrhea cases and
community of residence, the variable cannot be used to test a
hypothesis about the cause of this association. Although diarrhea
occurrences are associated with community of residence (p=.029),
the differences are very small, as indicated by the pseudo R'
(.016).

Compositional Factors

Education and Wealth

Levels of wealth and education tend to be associated with
geographic location in the Zaire survey data: both of the
variables Wealth and Education are statistically significantly
related to community of residence. This is indicated by the
amounts of variance in the levels of individuals' wealth and
education explained by community of residence. When all cases are
involved (N=1153), the multiple regression analysis shows that
community of residence explains about 40% of the variance in
Wealth (R'=.40, Adj. R'=.36) and more than 20% of the variance in
Education

(R'~.25,

Adj. R'=.20). On average, some clusters are

wealthier, and some better-educated.
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Table 30
Associations Between Community Residence and Wealth and
Education
(All cases, N=1l53 )
Ranges of
Means

R'

Education

3.08-10.5

.25

.20

<.0001

Wealth

.25-6.39

.40

.36

<.0001

Adj .R'

P

Associations between these demographic variables and the
dependent variables regarding knowledge, perceptions and
behaviors may be responsible for the differences in community
effects. If community education is related to an individual's
knowledge about SSS, communities with higher levels of education
will have relatively high knowledge, even without social
influence (sharing knowledge with other people in the community)

Radio Exposure

Community of residence explains a significant amount of variance
in individuals' exposure to radio:

Table 31
Associations Between Community Residence and Radio Exposure
(All Cases, N=1l53 )
Adj .R'

R'
Radio Exposure

.131

.187

P
<.0001

The associati~n between communities and the radio exposure scale
indicates that communities differ in their levels of radio use
and exposure to health programs. As individuals' levels of wealth
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and radio exposure are highly correlated (R=.606, p<.OOOl,
N=1,153), community levels of wealth and radio exposure
(community means) are also strongly correlated (R=.862, p<.OOOl,
N=75) .

Health Facilities

This section examines the associations between community of
residence and variables regarding health facilities including
availability and the recommendations they offered to mothers
regarding the treatment of diarrhea. These variables may directly
relate to community norms of knowledge, perceptions and behaviors
with respect to diarrhea treatment.

Health Facility Use

As described in Chapter 3, several questions in the survey
elicited information regarding the health services that are
available to the respondents. These measures reflect an
individual's activity (e.g., the number of times she goes to a
health center), but since the mothers in each cluster live
closely together, they may share the same facilities and follow
similar patterns of use. So at the community level, an
individual's answers about health facilities may indicate aspects
of the health facilities that are available to the community as a
whole and

com~unity

patterns of health facility use. Assuming

that the frequency of visits to health facilities reflects in
part the level of access, more frequent visits among community
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members may indicate easier access. The data suggests that
communities differ significantly in terms of the frequency of
health facility visits (in the three months prior to the survey)
and proportions of the mothers who ever visited traditional
healers:

Table 32
Associations Between Community Residence and Health
Service
(All Cases, N=1l53 )
R'

Adj. R'

P

HealerVisit

.106

.044

<.0001

ClinicVisit

.142

.082

<.0001

As with community demographic characteristics, health facility
use may be associated with mothers' knowledge, perceptions and
behaviors regarding diarrhea and its treatment, therefore
contributing to the associations between those outcome variables
and community of residence.

Recommendations

About one half of the mothers indicated that the most frequently
recommended treatment at health services was SSS (n=498,

43.2~).

The general finding that SSS was the most common recommendation
for children's diarrhea shows a weak but statistically
significant association with community of residence.
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Table 33
Associations Between Community Residence and Recommendations
N

R'

Adj. R'

P

All Cases, N=1l53

.082

.019

.014

Heard SSS, N=1038

.089

.018

.022

The R' statistics indicate that communities do not vary much in
terms of SSS recommendations from health facilities, but these
differences are statistically significant. The magnitude of the
difference is about the same among all surveyed mothers (1,153)
or mothers who had heard of SSS (1,038).

Another type of recommendation reported was modern medicine,
which includes pills, injections, serum (IV) and brand names of
drugs. 239 (20.7%) mothers mentioned one of these. The
recommendation is significantly related to community of residence

Table 34
Associations Between Community Residence and Recommendation
(N=1l53 )

RecommendMed

R'

Adj. R'

P

.075

.012

.041

Since RecommendSSS and RecommendMed are alternative answers to
the same question in the survey, they are mutually exclusive.
They should not be used together as explanatory variables in
analyzing the,
, same outcome variables.
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Behaviors

As indicated in the last chapter, analyses of community of
residence effects on behavior variables are performed here on
recent cases only. General home treatment choices are analyzed
first, then SSS use.

Home Treatment Choice

Several home treatment choice variables were analyzed to assess
their associations with community of residence. Community of
residence is significantly related with some of these behavior
variables.

Table 35
various Behaviors in Treating Children's Diarrhea Explained by
Communities
«=two weeks, N=536 )
R'

Adj. R'

P

DidAnyThing

.146

<.01

.081

HomeTreat

.159

.023

.021

HomeTradition

.165

.029

.009

HomeModern

.172

.037

.003

SeekHelp

.149

.010

.057

SpecialFood

.148

<.01

.067

SpecialDrink

.159

.022

.018

As shown in the table, according to R', the magnitude of the
associations between community of residence and the home
treatment variables range from .146 to .172. According to
Adjusted R', they are much smaller. Of these behavior choices,
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doing anything at all (DidAnyThing), seeking outside help
(SeekHelp) and giving special food (SpeciaIFood) are not
significantly related to community of residence, even though the
magnitude of their associations are not much smaller. As
explained in Chapter 2, those outcome variable with associations
not .05 significance level, will not be used in testing the
hypothesis.

Giving modern medicine (HomeModern) showed the strongest
association with community of residence (R'=.172, Adj.R'=.037,
p=.003). Giving traditional medicine also showed a statistically
significant association with community of residence. However,
since these two behavior variables are mutually exclusive, only
HomeModern is used here as an outcome variable because of its
somewhat stronger association. Doing anything at home (HomeTreat)
is significantly associated with community of residence,
indicating that in some communities mothers were more likely to
give something at home when their children got diarrhea. Giving
any fluid (SpeciaIDrink) is also significantly related with
community of residence. Since responses to this question was used
in creating the two SSS use scales (SumSSS or AssignSSS), using
SpecialDrink as an outcome variable may result in redundant
results, and it is therefore not used in the analysis.

SSS Use

Chapter 3 presented a detailed analysis of SSS use variables and
concluded that a summed scale (SumSSS) is the most reliable
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measure of the level of SSS use. Another scale, AssignSsS, which
involved assigning different weight to different measures, was
considered to be less desirable. It turns out that among recent
cases, SumSSS also indicates a somewhat stronger association with
community of residence, as shown in the following table:

Table 36
SSS Use Explained by Communities
(Recent Cases, N=536)
R'

Adj .R'

P

SumSSS

.195

.065

.007

AssignSSS

.184

.053

.022

This association between individual use of SSS and community of
residence can also be seen for all diarrhea cases, including
mothers whose children had diarrhea a fairly long time ago (e.g.,
more than three months) :

Table 37
SSS Use Explained by Communities
(All Diarrhea Cases, N=961)
R'

Adj .R'

P

SumSSS

.106

.031

.014

AssignSSS

.097

.022

.057

However, this relationship is weaker than that of the recent
cases, further supporting the decision to use only recent cases
for analysis.
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Knowledge and Perception variables

Knowledge about SSS

The associations between community of residence and the three
knowledge variables regarding SSS are indicated in the following
table:

Table 38
Associations Between Community Residence and Knowledge About
SSS
(All Cases, N=1l53 )
R'

Adj .R'

P

HeardSSS

.082

.018

.016

KnowMix

.123

.063

<.0001

KnowEffect

.078

.014

.102

Community of residence explains a significant amount of the
variances in the variables about knowledge of mixing SSS
(KnowMix) and having heard of SSS (HeardSSS), but not in the
variable about knowledge of SSS effects (KnowEffect). This means
that communities vary significantly in terms of what mothers know
about SSS mixing and the proportion of mothers who have heard of
SSS. What mothers know about the effects of SSS is similar across
communities.

Mothers who have not heard of SSS scored zero on KnowMix and
KnowEffects. Since there is a significant association between
community of residence and having heard of SSS, it is possible
that the community effects on knowledge of mixing SSS and the
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knowledge about effects of SSS are biased. Such bi.as is
eliminated when examining the effects of community of residence
on knowledge about SSS only among mothers who have heard of SSS
(N=J:, 038) :

Table 39
Associations Between Community Residence
and Knowledge About SSS
(HeardSSS, N=1038)
R'

Adj .R'

P

.

KnowMix

.124

.057

<.0001

KnowEffect

.085

.016

.037

For KnowMix, among mothers who had heard of SSS, the amount of
variance

explained by community of residence is between 6%

(based on Adj.R') and 12% (based on R'). Among these mothers,
community of residence explains a significant amount of variance
in knowledge about effects of SSS (p=.036). This is in contrast
to the earlier analysis of community variation on this knowledge
variable among the whole sample (N=1,153), where the variation is
not significant across communities (p=.102). The differences in
the proportions of mothers who had heard of SSS across
communities apparently suppressed the association between
community of residence and knowledge of SSS effects. When the
subsequent analysis tests the hypothesis using KnowEffect, only
the mothers who had heard of SSS will be included.
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Knowledge about Signs of Diarrhea

Community of residence explains a significant amount of variances
in mothers' knowledge of signs of serious diarrhea (KnowSign)
among the whole sample (N=I,153) and among all the diarrheal
cases (N=961):

Table 40
Associations Between Community Residence and Knowledge Signs of
Diarrhea
N

R'

Adj .R'

P

All (N=1153 )

.095

.033

.0005

EverDiar (N=961)

.110

.036

.0007

All cases (1,153) will be used in the analysis.

Perception of Seriousness

The perception of diarrhea as a serious disease is represented by
DiarSerious, a scale created by summing the number of responses
indicating diarrhea to be serious weighted by the number of
positive responses to non-diarrhea diseases.
Community of residence is significantly associated with the
perception. This is the case among the whole sample, and all the
diarrhea cases.
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Table 41
Associations Between Community and perceptions of Seriousness
(DiarSerious)
R'

Adj .R'

P

All (N=1153)

.096

.034

.003

EverDiar (N=961)

.113

.039

.004

Perception of Susceptibility

The measure of susceptibility to diarrhea was based on a single
question: whether a mother thought her child more or less often
had diarrhea compared to other people's children. The answer of
"More often"

(n=181) is assumed to be an indication that the

respondent perceived more
the answer "Less often"

susceptib~lity,

and is contrasted with

(n=598), which indicates the perception

that their children less susceptible to diarrhea. Other answers,
including "The same as others",

"No responses 11

,

and IINa diarrheal!

are excluded from the analysis. The associations between
community of residence and the perception of susceptibility are
presented in the following table:

Table 42
Associations Between Community Residence and Susceptibility
(DiarOften)

All (N=77 9)

R'

Adj. R'

P

.116

.022

.018

143

perception of Children Liking SSS

The association between community of residence and the mothers'
perception of whether children like SSS was analyzed among 1) all
respondents (N=1,153), 2) all those who had heard of SSS
(N=1,038), and 3) only those who answered "Yes" or "NO" to the
perception question on whether they thought children like SSS. In
the first two cases, the answer "Yes" is contrasted with any
other answers including lINo" ,

"Don't knowll and no response.

Logistic regression using LikeSSS as the dependent variable
showed that community of residence explains a significant amount
of variance in this variable. The association between community
of residence and this perception is stronger in the subset of the
respondents who answered "Yes" or "No" to the question on
LikeSSS. As a result, further analysis will be performed among
this subgroup of respondents (N=900).

Table 43
Associations Between Community Residence and Perception
Children Like SSS (LikeSSS)
R'

Adj. R'

P

All cases, LikeSSS: Yes vs. Any other

.078

.015

.031

HeardSSS, LikeSSS: Yes vs. Any other
(N=1038)

.092

.021

.010

LikeSSS=Yes or No: Yes vs. No (N=900)

.108

.028

.005

144

Summary

This chapter presented total associations between community of
residence and major. variables in the study, including predictor
and outcome variables. One variable (community of residence) was
analyzed in detail using the analytical model. It was found that
certain knowledge, perception and behavior variables are
significantly related to community of residence. These measures
will be used in the subsequent analysis.
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Chapter 5

Delineating Community Social Influence

This chapter is the centerpiece of the study and presents the
results of analyses which tested the hypothesis of community
social influence on aspects of behavior, knowledge and
perception. These behavior, knowledge and perception variables
have been shown to be significantly related to community of
residence, and. the analyses in this chapter are intended to
provide empirical evidence of the extent and process of community
social influence through an examination of the causes of these
relationships.

A detailed description of and rationale for using the adopted
analytical model for testing the social influence hypothesis was
presented in Chapter 2. It will be summarized here to facilitate
presentation of the results. The main variables used in the
analysis were selected after a screening process described in the
previous chapters. They will be reintroduced along with relevant
information, such as the number of valid cases involved and the
extent that they are associated with community of residence. Each
outcome variable will be analyzed using the analytical model and
the results from these analyses will be presented separately. The
first section, where SSS use is the outcome variable, will be
presented in much greater detail than the following sections, so
that the analytical model and its application to the actual data

,

can be more easily comprehended.
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The Analytical Model

The finding that aspects of the knowledge, perception and
behavior outcome variables are significantly related to community
of residence suggests a relatively greater homogeneity among
individual persons residing within community than within the
population as a whole. Another way to describe the associations
between community of residence and the outcome variables is to
say that community of residence has effects on its members with
respect to the outcome variables. The following equation is used
to measure these effects:
outcome variable= b(community1, community2 ... community74)
The magnitude of the association between an outcome variable and
community of residence is indicated by the amount of variance in
the outcome variable that is explained by the total effect of
community of residence.

The analytical model identifies and differentiates the various
causes of the total effect of community of residence on an
outcome variable. Community infrastructural and compositional
characteristics (structural variables) are quantified and
measured. Their effects on the outcome variable are expressed in
the following equation:
outcome variable= b(community structural variable)
The beta coefficient indicates the amount of covariation between
the outcome variable and the community's structural
characteristics. Logistic regression is used when the outcome
variable is dichotomous. It should be noted that the correlation
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Main Variables

The analyses in this chapter focus on outcome variables which
represent individual responses to the survey, and explanatory
variables which are community characteristics based on the
average of individual responses from each community's members.

Outcome variables

Outcome variables in the analyses describe individuals'
knowledge, perceptions and behaviors. The number of cases used
for each outcome variable are not identical.

As discussed in chapter 4, four individual behaviors, doing
something at home (HomeTreat), giving traditional medicine at
home (HomeTradition), giving modern medicine (HomeMedicine), and
using SSS (SumSSS) were found to be significantly related to
community of residence.

Table 44
Total Community of Residence Effects on Behaviors
(Recent cases, N=536)
Variables

R'

Adj. R'

HomeTreat

.159

.022

.021

HomeTradition

.157

.020

.023

HomeMedicine

.172

.037

.003

SumSSS

.195

.065

.007

P

The analysis of these variables is limited to respondents who
reported that their children had diarrhea recently. The reason
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for considering only recent cases is that people tend to remember
only severe episodes over time, thus giving unreliable responses
about their past behaviors. Empirical evidence supporting this
assumption was presented in Chapter 2. Since the prevalence of
diarrhea was exceptionally high in Zaire at the time of the
survey, almost half of the respondents

(N~536)

reported recent

cases.

Several knowledge variables were found to be significantly
associated with community of residence among all respondents
(N~1,153),

including awareness of SSS (HeardSSS), knowledge about

SSS mixing (KnowMix) and knowledge about signs of serious
diarrhea (KnowSigns).

Table 45
Total Community of Residence Effects on Knowledge
(N~1l53 )
Variables

Adj. R'

R'

P value of

R

HeardSSS

.082

.018

.016

KnowMix

.123

.063

<.0001

KnowSigns

.095

.033

.0005

Knowledge about SSS effects (KnowEffect) showed significant
association with community of residence among only respondents
who had heard of SSS.
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Table 46
Total Community of Residence Effects on Knowledge
(HeardSSS="Yes" , N=1038)
Variables

R'

Adj. R'

P

KnowEffect

.086

.015

.036

Three perception variables showed significant association with
community of residence: perceptions about susceptibility to
diarrhea (DiarOften) , the severity of diarrhea (DiarSerious) and
whether children like the SSS treatment (LikeSSS). The
associations presented in the following table were measured among
varied subsets of respondents.

Table 47
Total Community of Residence Effects on Perceptions
variables

R'

Adj. R'

P

DiarOften (N=779)

.116

.022

.018

DiarSerious (N=1153 )

.096

.034

.033

LikeSSS (N=900)

.108

.028

.005

DiarSerious was measured among all respondents. For DiarOften,
only those who said their children ever had diarrhea are included
in the analysis, and for LikeSSS, only those who said that they
had heard of SSS and who said their children had a specific
opinion about SSS are included.

Community Control Variables

Two aspects of differences between communities of residence will
be used in testing: compositional factors, which include
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community education, wealth and radio exposure to health
information, and infrastructural factors, which include community
access to health facilities and the recommendations they provide.

Scores on a community's compositional and infrastructural
variables are based on the averages of the individual responses
elicited from its members. For example, community wealth is the
average of the wealth scale of all the respondents of that
community. On certain variables, not all individuals responded to
the questions due to skip patterns in the survey questionnaire.
In these cases, the community mean levels for that variable were
based on all available responses. As a result, it should be noted
that responses that were used in measuring community variables
include those from some individuals who are not necessarily
included in a particular analysis. For example, the scores of
community education were based on all respondents in the survey;
these scores were applied to the analyses of SSS use, where only
respondents with recent diarrheal cases were included.

Another thing to be noted is that the variables that are used to
measure community factors generally show high levels of
association with community of residence, indicating that
communities vary substantially on these factors. The following
table presents a summary of the individual-level structural
variables that are used to create the community variables and how
they are associated with community of residence.
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Table 48
Connections Between Community Residence and Individual
Structural variables
(All cases N-1l53 )
Variables used in
creating community
variables

R'

Adj. R'

P

COMPOSITIONAL
Education

.25

.20

<.0001

Wealth

.40

.36

<.0001

Exposure

.144

.085

<.0001

INFRASTRUCTURAL
ClinicVisit

.142

.082

<.0001

RecommendSSS

.082

.019

.014

As indicated in the table, community of residence explains about
10 to 40 percent of the variances in these individual-level
structural variables, with the wealth scale showing the strongest
association with community of residence.

Analytical Results·

The results of the analyses of each outcome variable will be
presented in a separate section. Analyses of SSS use as the
outcome variable will be presented first in greater detail than
the other analyses so that the logic and procedures of the
analyses can be clarified.

SSS Use as Outcome Variable

The analysis in Chapter 3 showed that among the several SSS use
measures, the summed scale (SumSSS) has the strongest association
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with community of residence (with about 20% of the variance
explained). This scale will be used as an outcome variable in the
analysis.

To identify community structural characteristics that may explain
this observed association, thus rejecting the community social
influence hypothesis, bivariate associations between SSS use and
community structural variables will be explored first. The
bivariate relationships between the outcome variable and
individual-level predictor variables are not considered. An
example of these relationships are presented in the Appendix.
Those community characteristics that are substantially related to
SSS use will be used in testing the hypothesis.

When each of the community factors is positively associated with
SSS use, their joint relationships with SSS use may not indicate
independent effects since community Radio Exposure, Education and
Wealth variables are positively correlated. Such jOint effects
will be dealt with in testing the hypothesis by conducting
multivariate analysis.

Community Composition and SSS Use

Community wealth and Education showed significant positive
associations with individuals' SSS use (SumSSS), indicating that
mothers from relatively wealthier and better-educated
communities, were more likely to use SSS when their children had
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diarrhea. Community level of radio exposure was only marginally
related to SSS use.

Table 49
Associations Between Individual SSS Use and Community
Compositional Variables (N:536 )
R

R'

Adj. R'

P

.093

.009

.007

.027

Education

.126

.016

.0l4

.003

Exposure

.072

.005

.003

.09l

Community
Variables
Wealth

If the community variable is used (N:75), the correlation
indicates an association between the mean levels of community SSS
use and the mean levels of the community compositional variables:

Table 50
Associations Between Community Mean SSS Use and Community
Compositional Variables (N:75)
R

R'

Adj. R'

P

Wealth

.235

.055

.042

.043

Education

.306

.094

.081

.008

Exposure

.172

.030

.016

.140

Community
Variables

Community Infrastructure and SSS Use

Community infrastructure factors, particularly access to health
services (including nurses, health centers and hospitals and the
relevant information they provide regarding SSS), are
significantly' different across communities. They may have direct
effects on individual SSS use, thus possibly explaining the
connection between SSS use and community of residence.

155

The community variable ClinicVisit, which measures use of health
facilities (the average number of times a community's mothers
went to health services in the past three months), is
significantly related to SSS use

(R~.116,

p~.007).

RecommendSSS,

the average community belief that health services most often
recommend SSS for diarrhea, has a positive association with SSS
use, although it failed to reach statistical significance
(p~.093)

.

Table 51
Associations Between Individual SSS Use and
Community Health Service variables (N~53 6)
Community
Variables

R

R'

Adj. R'

Clini cvi sit

.116

.014

.012

.007

RecommendSSS

.073

.005

.003

.093

P

.

Since RecommendSSS had no significant linear association with SSS
use, it will not be used to test the hypothesis in the subsequent
analysis.

Test of Hypothesis

In the previous section it was shown that mothers' use of SSS was
positively correlated with certain community compositional and
infrastructural characteristics such as community education,
wealth, radio exposure and access to health facilities. The

,

'

associations imply that these community variables may be causes
for the total effects of community of residence and SSS use
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(R2~.195,

Adj.

R2~.065,

p~.007),

instead of the hypothesized

social influence process. This null hypothesis will be supported
if, after controlling anyone or all of these community
variables, the effects of community of residence on SSS use
become insignificant. The results of controlling each of the
community factors will be presented first. Then, multiple
community factors will be controlled to assess the community of
residence effects.

Controlling Compositional Factors

Controlling community-level variables means subtracting their
effects from the total community of residence effects. In other
words, when controlling community education, the residual
community of residence effect is:
Total effect - community education effect
e.g. :

R2
Adj. R2

.195 - .016
.065 - .014

~
~

.179
.051

~

residual effect

Reduction:
8.2%
Reduction: 21.5%

After controlling community education, wealth and radio exposure,
community of residence is still significantly associated with SSS
use, as seen in the following table:

Table 52
Community Residence Residual Effects on SSS Use
Controlling Community Compositional Variables
(Total Community Effects: (R2~ .195, Adj. R2~.065,p~.007)
Community Control Variables:

R2 (Change)

Adj . R2

P

Wealth

.186

.058

.012

Education

.179

.051

.022

Exposure

.189

.062

.009

.
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The table shows that the total association between community of
residence and SSS use is reduced somewhat after controlling
community factors. Controlling community education reduces the
total effects by less than 10% (R' =.195 became .179), meaning
that about 10% of the effect of community of residence on SSS use
can be attributed to community education variations.

(Had the

communities had the same levels of education, the effect of
community of residence on SSS use would have been 10% less than
the observed level.) However, the association between community
of residence and SSS use is still statistically significant.
Community wealth and radio exposure variables each account for
much less of the total community effect. Thus, the data reject
the hypothesis that any single community compositional factor
accounts for the relationship between community of residence and
SSS use.

Controlling Community Infrastructure

An aspect of community infrastructure, community health service
availability (ClinicVisit), was shown to be significantly related
to SSS use as it explained 1.4% (p=.007) of the variance. After
controlling community availability of health services the
association between community of residence and SSS use is still
significantly related (p=.018), and thus the hypothesis that the
connection between community of residence and SSS use was due to
health service availability must be rejected. Since levels of
community health service recommendations of SSS is not associated
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with individual SSS use, controlling it to examine community of
residence effects is not necessary.

Table 53
Community Residence Effects on SSS Use
Controlling Community Clinicvisit
(Community Total Effects: (R'=.195, Adj . R'=.065,p=.007)
Controlling Community
Variable

R'

ClinicVisit

.181

Adj. R'

P

.053

.018

So far, it has been shown that only a small fraction of the
connection between community of residence and SSS use is due to
community factors. It is necessary to explore further to see if
these community factors together have greater power in predicting
individuals' SSS use, i.e., if the joint effects of these
community compositional and infrastructural factors can explain
the connection between community of residence and SSS use.

Multivariate Analysis

Community effects on SSS use were found to be due in part to
overall patterns of community education, wealth and exposure to
health information through radio. These linear, positive
community effects on SSS use may well be additive: e.g., among
communities with equivalent levels of education, a high level of
wealth may further increase the likelihood of SSS use. with these
community factors controlled simultaneously, any residual
community of ;esidence effects remaining will lend support to the
social influence hypothesis.
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With the three community compositional variables - education,
wealth and radio exposure - used as control variables, community
of residence is still significantly associated with SSS use
(p=,019) as indicated in the following table:

Table 54
Community Residence Residual Effects on SSS Use
Controlling Multiple Community Compositional variables
(Community Total Effects: (R'=.195, Adj . R'-.065, p-.007)
R'

Community Control variables:

.178

Wealth+Education+Exposure

Adj. R'

P

.054

.019

It should be noted that although each of the community
compositional factors reduces some of the total community of
residence effect on SSS use, their jOint relationship with SSS
use may not indicate greater explanatory power because of their
collinearity. In fact, due to this collinearity of the predictor
variables, controlling these three community compositional
variables reduced less of the total community of residence effect
than community education alone. After controlling community
education, the adjusted R' for community of residence effects on
SSS was .051, but by controlling community education, wealth and
exposure simultaneously, the adjusted R' for the community of
residence effect was .054: greater than by controlling community
education alone. It is therefore efficient to use community
education to represent all community compositional variables in
predicting SSS use and to combine its effects with community
infrastructure variables. The following table presents the
residual effects of community of residence after controlling
simultaneously community education and ClinicVisit:
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Table 55
Community Residence Effects on SSS Use
Controlling Multiple Community Factors
(Community Total Effects: R'=.195, Adj. R'=.065,p=.007)
Community Control variables:

R'

Education+ClinicVisit

.175

Adj . R'

P value

.049

.025

Previously, it was shown that controlling community education
reduces the amount of variance due to community of residence
somewhat (about 10-22%, i.e., R' from .195 to .175; Adj.R' from
.065 to .051). Adding a community infrastructural variable could
further reduce the community of residence effects on SSS use, but
by very small amount (about 4%, i.e. Adj R' from .051 to .049).
The association between community of residence and SSS use is
thus not due to variations in community structural
characteristics and the hypothesis of social influence effects on
SSS use is supported.

The Intervening Process of Social Influence

The question this section tries to answer is: given that the
social influence process did have an effect on individuals'
behavior, as evidenced by the significant residual effect of
community of residence, to what extent was community social
influence mediated through community-level cognitive factors,
such as the community's average knowledge and perceptions?
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Community Cognitive Variables and SSS Use

Of the three community cognitive factors concerning SSS
(knowledge of SSS mixing, SSS effects and the perception that
children like SSS), only knowledge about SSS mixing was
significantly related to individual SSS use.

Table 56
Associations Between SSS Use and Community Cognitive Variables
(N;Recent Diarrhea Cases, 536)
Community
Cognitive
variables

R

R'

Adj. R'

P

KnowMix*

.161

.026

.024

.0001

KnowEffect*

.043

.002

<.001

.314

LikeSSS**

.004

<.001

<.001

.928

*Estimated by cluster means based on respondents who had heard of
SSS (N=1053).
**Estimated by cluster means based on respondents who answered
"Yes" or "NO" on the question (N;900).

Controlling Community Knowledge

Community knowledge about SSS may be, among other things, the
product of social interactions among community members. If
community knowledge explains the association between community of
residence and SSS use, we can conclude that the reason people
across communities showed a significantly different likelihood of
using SSS was due to the varied levels among communities in what
people know

a~out

SSS.

Since it was already found that community structural variations
account for some of the association between community of
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residence and SSS use, the test of the intervening process of
knowledge-sharing among community members should be an analysis
of the residual community of residence effect on SSS use, not the
total community of residence effect. The total community of
residence effect on SSS use was reduced somewhat by controlling
Education and ClinicVisit, from R' of .195 to .175 (Adj. R' from
.065 to .049).

Table 57
Community of Residence Effects on SSS Use
Controlling Community Knowledge of SSS Mixing
(Residual Community Effects: R'=.175, Adj. R'=.049, p=.025)
Control Factor
KnowMix

R'

Adj. R'

P value

,151

.038

.058

By adding community knowledge (KnowMix) as a control variable in
the model, the effects of community of residence on SSS use was
further reduced somewhat, with R' from .175 to .151 (Adj. R' from
.049 to .038). This indicates that about 15% of the community of
residence effects were due to community knowledge about SSS.
After controlling community knowledge about SSS, community of
residence is still marginally associated with SSS use (p=.058).

Summary

In summary, the connection between community of residence and SSS
use cannot be fully explained by community infrastructural
variables. Th~ hypothesis that community social influence is
affecting community members' SSS use is thus supported. Community
levels of knowledge about SSS mixing explain some of the variance
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in the connection between community of residence and SSS use
above and beyond community compositional and infrastructural
factors, suggesting that sharing knowledge about SSS use may be
part of the social influence process. However, substantial
residual effects remain after controlling community knowledge,
indicating that other forms of social influence (such as behavior
contagion, in which people just follow what others are doing) may
also be at work.

Any Home Treatment

357 (66.6%) mothers took some action at home (HomeTreat).
Community of residence was found to be significantly related to
this variable (R'=.159, Adj. R'=.022, p=.021),

Bivariate Analysis

The proportion of the mothers who did something at home ("Yes" to
HomeTreat = 1,

"No"=O) shows no significant association with the

community variables Education, Wealth, Exposure and ClinicVisit.
The directions of these associations are all negative, however,
indicating the proportion of "doers" was somewhat higher in
communities with lower levels of education, wealth, radio
exposure, and access to health facilities.
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Table 58
Associations Between Community HomeTreat and Community
Factors (N=75)
Community Variables

R

R2

P

Education

-.015

<.001

.901

Wealth

-.088

.008

.455

Exposure

-.10

.010

.392

ClinicVisit

-.094

.088

.422

Similarly, when the analysis was performed with individual
responses as the outcome variable, negative associations between
HomeTreat and community compositional and infrastructural
variables were found. However, these associations are far from
being significant:

Table 59
Associations Between Doing Anything At Home and Community
Factors (N=53 6)
Community
Variables

R

R'

Adj . R'

P

Education

-.001

<.001

<.001

.977

Wealth

-.019

<.001

<.001

.655

Exposure

-.022

<.001

<.001

.535

ClinicVisit

-.044

.002

<.001

.305

Testing the Hypothesis
Since HomeTreat was not significantly related to any community
structural variables, controlling for anyone community variable
hardly reduced the total community of residence effect, which
remains statistically significant:
165

Table 60
Community Residence Residual Effects on HomeTreat
Controlling Community Variables
(Total Community Effects: (R':.159, Adj. R':.022,p:.021)
Community Control Variables:

R' (Change)

Adj. R'

wealth

.158

.025

.018

Education

.158

.025

.018

Exposure

.158

.025

.019

ClinicVisit

.157

.024

.021

P

value

When controlling all these community variables, community
residual effects remain statistically significant (p<.05), thus
supporting the social influence hypothesis.

Modern Medicine For Home Treatment

Modern medicine was one of the things that some mothers said they
gave to their children for home treatment (N:94, 17.5%). This
response ("Yes":l,

"No":O), was found to be significantly related

to community of residence (R':.165, Adj. R':.029, p:.003). The
compositional factors Education, Wealth and Exposure and the
infrastructural factors ClinicVisit and RecommendMed are used to
test the hypothesis.

Bivariate Analysis

Associations between using modern medicine and community
structural factors are not significant. In the following table,
the p-values are presented. Since the correlation are all less
than .001, the R'S and Adjusted R's are omitted.
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Table 61
Associations Between Use of Modern Medicine and community
Factors
(N-536)
Community variables

R

p

Education

<.001

.970

Wealth

<.001

.824

Exposure

<.001

.717

ClinicVisit

<.001

.712

RecommendMed

<.001

.564

Testing the Hypothesis

Since no remotely significant associations were found between
giving modern medicine (HomeModern) and any of the community
structural variables, it is not possible that any of them can
account for the association between HomeModern and community of
residence. In fact, when controlling all these community factors,
the community of residence effect on HomeModern is still
significant (p=.OOl), thus supporting the social influence
hypothesis.

Traditional Medicine For Home Treatment

Traditional medicine, including purgative, tea, basin, rubbing
and kaolin, was found to be the most prevalent treatment for
children's diarrhea at home for the surveyed population as a
whole and its use is significantly related to community of
residence (R'=.157, p=.023).

167

Bivariate Analysis

There are significant associations between using traditional
medicine and access to health facilities, as well as to three
community compositional factors, as presented in the following
table:

Table 62
Associations Between Giving Traditional Medicine and Community
Factors
(N=536)
Community
Variables

R

R'

Adj. R'

Education

-.076

.01

.008

.02

Wealth

-.065

.009

.007

.031

Exposure

-.038

.005

.004

.088

HealerVisit

.071

.006

.004

.074

ClinicVisit

-.085

.011

.009

.014

P

Mothers from less well-off communities were more likely to use
traditional medicine, as community education and wealth showed
negative associations with HomeTradition. Access to health
facilities

(ClinicVisit) showed the strongest negative

association, indicating people in communities that had less
access were more likely to use traditional medicine. In contrast,
the proportion of mothers who had visited traditional healers
(HealerVisit) showed a positive association with the use of
traditional medicine.

168

Testing the Hypothesis

When controlling each of these three community structural
variables, community of residence is still significantly related
to the use of traditional medicine:

Table 63
Community of Residence Effects on Using Traditional Medicine
Controlling Community Variables
(Total Community Effects: R'= .157 , Adj. R'=.02, p=.023)
Controlling Community
Variables:

R'

Adj. R'

P

Education

.150

.016

.045

Wealth

.151

.017

.040

Exposure

.153

.020

.030

ClinicVis.it

.149

.015

.049

HealerVisit

.153

.020

.032

When controlling for Clinicvisit, the total community of
residence effect on HomeTradition showed the greatest reduction
with R' reduced about 5% from .157 to .149, and Adjusted R'
reduced 25% from .020 to .015.

Controlling multiple community variables does not reduce the
total community effects further than the reduction achieved by
controlling ClinicVisit alone. For example, when controlling all
these community factors simultaneously, the community of
residence effect measured by Adjusted R' is .017, a 15%
reduction. ~fter controlling community compositional and
infra structural variables, community of residence effects on the
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use of traditional medicine are still statistically significant,
thus supporting the social influence hypothesis.

Awareness of SSS

115 (10%) of the mothers said they had heard of SSS. This
awareness of SSS is significantly related to community of
residence (R'· =.082, Adj. R'=.019, p=.016).

Bivariate Analysis

Mothers' awareness about SSS is positively related to several
community structural factors including Education, Wealth,
Exposure, and ClinicVisit.

Table 64
Correlations Between Community Factors and Awareness of SSS
(N=1153 )
Community
Factors

R

R'

Adj. R'

P

Education

.116

.011

.010

.0004

Wealth

.084

.007

.006

.006

Exposure

.051

.004

.003

.044

ClinicVisit

.073

.005

.004

.005

Testing the Hypothesis

The reductiqn,of the total community of residence effect on
HrdSSS after controlling anyone of the community variables is
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about 4% to 12% according to R', and 21% to 47% according to
Adjusted R'.

Table 65
Community Residence Residual Effects on HrdSSS
Controlling Community Factors
(Total Community Effect: R2 =.082, Adj. R'=.019, p=.016, N=1l53)
Community Residence Effects

R'

Adj. R'

P

Education

.072

.010

.088

Wealth

.076

.013

.045

Exposure

.079

.016

.026

ClinicVisit

.077

.015

.034

After controlling the community education, the community of
residence effect on HrdSSS reduced 12% from .082 to .072.
Statistically, the association becomes insignificant (p=.088),
which based on the criteria adopted in this study, lead to the
conclusion that the significant association between community of
residence and mothers' awareness about SSS was essentially due to
the different levels of community education, even though the
community of residence effect is detectable after controlling
these structural variables. Thus, the social influence hypothesis
is rejected for this variable,

Knowledge of SSS Mixing

An individual's knowledge about SSS mixing

(KnowMix) is

significantlY. related to community of residence (R'=.123, Adj.
R'=. 063, p<. 0001) among all cases in the survey (N=l, 153) .
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Bivariate Analysis

Some of the community compositional and infrastructural factors
are -significantly related to individual knowledge, which is
presented in the following table:

Table 66
Correlations Between Community Factors and SSS Mixing Knowledge
(KnowMix) , (N=1l53 )
Community Factors

R

R'

Adj . R'

Sig

Education

.149

.022

.021

<.0001

Wealth

.108

.012

.011

.0002

Exposure

.085

.007

.006

.004

ClinicVisi t

.112

.0l3

.0l2

.0001

RecommendSSS

.130

.017

.016

<.0001

The data suggest that mothers tend to have more accurate
knowledge about SSS mixing if they live in communities with
higher levels of education, wealth and radio exposure, easier
access to health facilities, and access to health facilities that
recommend SSS for diarrhea treatment.

Testing the Hypothesis

When controlling each of the community compositional and
infrastructural variables, community of residence is still highly
significantly related to KnowMix, indicating that the none of
these

communi~y

factors can fully explain the total community of

residence effects on knowledge of SSS mixing. These community
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variables reduce 10 to 20% of the total variance explained by
community of residence.

Table 67
Community Residence Effects on KnowMix
Controlling Community Factors
(Total Community Effect, R'· ;.123, Adj . R';.063, p<.OOOl,
N;1153 )

R'

Controlling Factors

Adj . R'

P value

Education

.101

.042

.0003

Wealth

.111

.052

<.0001

Exposure

.116

.057

<.0001

ClinicVisit

.111

.051

<.0001

RecommendSSS

.106

.047

.0001

The added effects of the community structural variables were
tested to see if they further reduce the connection between
community of residence and KnowMix. The residual community of
residence effects on KnowMix after controlling for education is
estimated by R' of .101 and Adjusted R' of .042 (p;.0003):

Table 68
Community Residence Effects on KnowMix
controlling Community Education Combined with Other Factors
(Residual Community Effect After Controlling Education:
R'· ;.101, Adj. R';.042, p;.0003, N;1153 )
R'

Controlling Factors

Adj. R'

P

Wealth

.100

.042

.0003

Exposure

.100

.041

.0003

ClinicVisi t

.099

.041

.0003

RecommendSSS

.092

.034

.002
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Only RecommendSSS further reduces the residual community of
residence effect on KnowMix after controlling community
education, with R' decreased 8% from .100 to .092, and Adjusted R'
decreased 19% from .042 to .034. That means Education and
RecommendSSS simultaneously account for 25% (R' .123 to .092) to
46% (Adjusted R' .063 to .034) of the total community of
residence effect on KnowMix. However, as indicated in the table
below, after controlling both of these variables, community of
residence is still significantly related to KnowMix (p=.002).

Table 69
Community Residence Effects on KnowMix
Controlling Community Education and RecommendSSS
(Total Community Effect, R" =.123, Adj. R'=.063, p<.OOOl,
N=1l53)
R'

Community Controlling
Factors
Education & RecommendSSS

.092

Adj . R'

P value

.034

.002

After controlling Education and RecommendSSS, no other community
factors further reduce the community of residence effect on
KnowMix. In fact, when controlling all of these community factors
together, the community of residence effect on KnowMix remains
highly significant. Thus we have rejected the alternative
hypothesis that community compositional and infrastructural
factors account for the community of residence effect on
knowledge of SSS mixing.

174

Knowledge of Effect of SSS

Among the mothers who said that they had heard of SSS (N=1,038),
454.(44%) knew that the effect of SSS is to replace lost fluid.
This knowledge (KnowEffect) is significantly related to community
of residence (R'=.085, Adj. R'=.016, p=.037).

Bivariate Analysis

Mothers' knowledge about SSS effects is not significantly related
to any community structural factors and the correlation
coefficients are all less than .01. The significance levels of
these associations are presented in the following table:

Table 70
Significance Levels of Correlations Between
Community Factors and Knowledge of SSS Effect
(N=1038)
Community Factors

p

Education

.345

wealth

.548

Exposure

.827

ClinicVisit

.181

RecommendSSS

.502

Testing the Hypothesis

As can be

exp~cted,

the community of residence effect on

KnowEffect remains significant after controlling for each of the
community structural variables:
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Table 71
Community Residence Residual Effects on KnowEffect
Controlling Community Factors
(Total Community Effect: R' =.085, Adj. R'=.016, p=.037) .
Community Residence Effects

R'

Adj . R'

P

Education

.085

.016

.035

Wealth

.085

.016

.033

Exposure

.086

.016

.031

ClinicVisit

.084

.015

.040

RecommendSSS

.085

.016

.033

The reduction of the total community of residence effect on
KnowEffect is very small after controlling anyone of the
community variables. Controlling all of the community factors
simultaneously does not substantially reduce the total community
of residence effect either. Thus, the social influence hypothesis
is supported.

Knowledge of the Signs of Serious Diarrhea

161 (14%) of the mothers knew at least one sign of serious
diarrhea. This knowledge (KnowSigns) is significantly related to
community of residence (R'· =.095, Adj. R'=.033, p=.0005)

Bivariate Analysis

Mothers'

know~edge

about the signs of serious diarrhea is

positively related to several community structural factors
including Education, Wealth, Exposure, and ClinicVisit.
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Table 72
Correlations Between Community Factors and Knowledge of Signs
of Serious Diarrhea (N=1l53 )
Community
Factors

R

R'

Adj. R'

P

Education

.063

.005

.004

.017

Wealth

.074

.006

.005

.008

Exposure

.052

.004

.003

.035

Clinicvisi t

.70

.006

.005

.009

Testing the Hypothesis

After controlling anyone of the community factors,

the community

of residence effect on KnowSigns remains significant:

Table 73
Community Residence Residual Effects on KnowSigns
Controlling Community Factors
(Total Community Effect: R' =.095, Adj. R'=.033, p=.0005,
N=1l53)
Community Residence Effects

R'

Adj. R'

P

Education

.09l

.029

.001

Wealth

.090

.029

.002

Exposure

.092

.030

.001

ClinicVisit

.090

.029

.002

The reduction of the total community of residence effect on
KnowSigns after controlling anyone of the community variables is
about 3% to 5% according to R', and 9% to 12% according to
Adjusted R'. Controlling all of the community factors
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simultaneously does not substantially reduce the total community
of residence effect:

Table 74
Community Residence Residual Effects on LikeSSS
Controlling All Community Factors Simultaneously
(R'· =.095, Adj . R'=.033, p=.0005, N=1l53 )
Community Residence Effects

R'

Education+Wealth+Exposure
+ClinicVisit

.088

Adj . R'

P

.029

.001

As shown in the table, Adjusted R' remains .029, which is about a
12% reduction of the total community of residence effect. Thus,
the social influence hypothesis is supported.

Perception That Children Like SSS

900 (78%) of the mothers either indicated that their children
like (n=359) or dislike (n=505) SSS. Community of residence is
significantly associated with this perception variable among the
900 respondents (R'· = .108, Adj. R'=. 028, p=. 0005) .

Bivariate Analysis

Mothers' perception that children like SSS is significantly
related to many community compositional factors ·and
infrastructural variables:
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Table 75
Correlations Between Community Factors and perception That
Children Like SSS
(N=900)
'Community
Factors

R

R'

Adj. R'

P

Education

-.088

.021

.020

.0006

Wealth

-.099

.026

.025

.0001

Exposure

-.065

.013

.012

.007

HealerVisit

.032

.006

.005

.069

ClinicVisit

-.105

.029

.027

.0001

RecommendSSS

<.001

<.001

<.001

.355

Except for that with HealerVisit, almost all of these
associations are negative, indicating that mothers from
communities with low average levels of education, wealth and
radio exposure and less access to health facilities tend to think
their children like SSS. These associations suggests that
relatively well-to-do communities, where mothers generally have
more choice in treating diarrhea, perceive SSS as less likeable.
Health facility recommendations of SSS use are not related to
this perception.

Testing the Hypothesis

When controlling each of the community structural variables that
are significantly related to LikeSSS, the community of residence
effect is reduced. ClinicVisit accounted for the largest amount
of the total effect, and after controlling it the association
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between community of residence and LikeSSS is no longer
statistically significant (p=.060).

Table 76
Community Residence Residual Effects on LikeSSS
Controlling Community Factors
((R'· =.10S, Adj. R'=.02S, p=.0005, N=900)
Community Residence Effects

R'

Adj . R'

P value

Education

.097

.01S

.032

Wealth

.095·

.015

.04S

Exposure

.101

.022

.016

ClinicVisit

.093

.013

.060

Controlling multiple community factors further reduces the
community of residence effect. After controlling Wealth, the
community of residence effect on LikeSSS is R' of .097 and
Adjusted R' of .01S. Adding Clinicvisit as an additional control
variable, the size of the community of residence effect becomes
R' of .08 and Adjusted R' of .009, with a significance level of
.113:

Table 77
Community Residence Effects on LikeSSS
Controlling Community Wealth and ClinicVisit
(Residual community Effect After Controlling Wealth:
R'· =.095, Adj. R'=.015, p=.04S, N=900)
R'

Community Controlling
Factors
ClinicVisit

.OSS

Adj. R'

P value

.009

.113

In this case,'the social influence hypothesis is rejected. The
observed association between community of residence and mothers'
perception that children like SSS is due to community variations
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in wealth and access to health facilities, not the social
influence process.

perception That Diarrhea is a Serious Disease

Since all respondents in the survey were asked questions
regarding their perception of the seriousness of diarrhea, this
analysis is based on all cases.

In addition to community infrastructural and compositional
factors that have been used in analyzing the other outcome
variables, the prevalence of diarrhea in the communities (as
measured by the proportion of recent cases) may be a possible
cause for the perception of the seriousness of diarrhea.

Bivariate Analysis

weak positive correlations are found between the perception of
diarrhea as serious and community compositional and
infrastructural variables, indicating that communities that have
higher levels of education and wealth and easier access to health
facilities tend to perceive diarrhea as a serious disease. The
prevalence of diarrhea, as indicated by the proportion of
children having diarrhea at the time of the survey, was not
related to this perception.
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Table 78
Correlations Between Community Factors and Perception of
Seriousness of Diarrhea
(All Case, N=1l53 )
Community
Factors

R

R'

Adj. R'

P

Education

.053

.003

.002

.075

Wealth

.060

.005

.004

.019

Exposure

.056

.002

.002

.058

ClinicVisit

.032

.003

.002

.079

Testing the Hypothesis

The total effects of community of residence on the perception of
the seriousness of diarrhea are indicated by the R' of .095,
which indicates that about 10% of the variance in the measured
perception of seriousness is accounted for by community of
residence. Of this amount of explained variance, very little
seems to be due to community compositional and infrastructural
variables. Anyone of these community variables accounts for less
than 1% of the variance. When controlling anyone of them, the
association between community of residence and DiarSerious is
still significant.
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Table 79
Community Residence Effects on DiarSerious
Controlling Community Factors
(Total Community of Residence Effect: R'~.095, Adj .
p~.003, N~1l53 )
R'

Community Residence Effects

Adj. R'

R'~.033,

P

value

Education

.092

.031

.005

Wealth

.09l

.029

.007

Exposure

.093

.031

.005

ClinicVisit

.092

.031

.005

Perception That Own Children Have Diarrhea Often

The data used in this analysis are from those respondents who
answered either "More likely"

(n~181)

or "Less likely"

(n~598)

to

the question "Do you think your children are more or less likely
to have diarrhea?". Community of residence and this perception
variable are significantly associated, with community of
residence explaining about 12% of the variance in the perception.

Bivariate Analysis

Community compositional variables show significant negative
associations with mothers' perception of their children's
susceptibility to diarrhea. Mothers in communities with lower
levels of education, wealth and radio exposure perceive their
children to be more likely to have diarrhea. Community radio
,

exposure levels show the strongest association (R~-.177). The
direction of the associations make sense intuitively. Community
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access to health facilities is not significantly related to this
perception.

Table 80
Correlations Between Community Factors and perception of
Susceptibility to Diarrhea
(All Case, N=779)
Community
Factors

R (Pearson)

R' (Pseudo)

p-value

Education

-.109

.012

.002

Wealth

- .133

.018

.0001

Exposure

-.177

.032

<.0001

ClinicVisit

-.017

<.001

.635

Testing the Hypothesis

When controlling community wealth, this association become
insignificant (p=.124), even though the community of residence
effect is reduced only a little to 11%. Controlling community
radio exposure reduces the greatest amount of association between
community of residence and DiarOften.
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Table 81
Community Residence Effects on DiarOften
Controlling Community Factors
(Total Community of Residence Effect: R'; .116, Adj. R';. 022,
p;.018, N;779)
R'

Community Residence Effects

Adj. R'

P value

Education

.106

.012

.064

wealth

.104

.006

.124

Exposure

.088

<

0

.398

Since after controlling community compositional variables the
associations between community of residence and DiarOften become
insignificant, the social influence hypothesis is rejected with
respect to this outcome variable.

Summary

This chapter began with a presentation of the knowledge,
perception and behavior outcome variables that show significant
associations with community of residence. It then proceeded to
test the hypothesis of community social influence using each of
these variables as the outcome variable. The social influence
hypothesis is supported in most cases.
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Chapter 6

SUMMARY AND CONCLUSIONS

This. chapter summarizes the findings of the study with respect to
the effects of social influence, and provides a critique of the
analytical approach.

Examining the limitations of the study will

ensure proper interpretation of the results and serve as an
overall evaluation of the approach and its usefulness in studying
social influence effects.

Following this discussion, future

research is suggested.

Findings

Eleven knowledge, perception and behavior variables (outcome
variables) that were significantly related to community of
residence were selected for analysis.

This analysis sought to

understand the causes of these relationships (or effects).

It

was hypothesized that a social influence process within the
communities was a significant cause; however, a number of
community structural (compositional and infrastructural) factors
that were also related to community of residence were examined as
well in order to determine if they were potential causes.

Three

kinds of results were found:

1)

When community structural factor{s) were controlled, the

community of residence effects became insignificant, and the
social influence hypothesis was thus rejected.

Four of the

eleven selected outcome variables fell into this category,
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including one behavior variable (HomeTreat), one knowledge
variable (awareness of SSS), and two perception variables
(LikeSSS and DiarOften) .

2)

No community structural factors could be found that were

significantly related to the outcome variable, thereby supporting
the hypothesis that the community of residence effect was due to
social influence.

This was the case for two variables, including

one behavior variable (HomeModern) and one knowledge variable
(KnowEffect) .

3)

Significant associations were found between structural

factor(s) and the selected outcome variables.

However, when

these factor(s) were controlled, the community of residence
effect was still significant, thus supporting the social
influence hypothesis.

This was the case for five variables,

including two behavior variables (SumSSS and HomeTradition), two
knowledge variables (KnowMix and KnowSign) and one perception
variable (DiarSerious).

In the last two categories, the residual associations between
community of residence and the outcome variables lend support to
the hypothesis that social influence processes played a
significant role in influencing thoughts and behaviors.

The

results suggest that not only do people within each community
demonstrate relatively greater similarity in their thoughts and
behaviors, but that such similarity is the result of a social
process.

It can be further inferred tentatively from the results
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that social groups create consensus and conformity among their
members: what we call a social. influence process.

Having made these claims, the next section concentrates on the
limitations of this study and of the application of the
analytical model to studying the social influence process.

Final Remarks on the Study

An

analytical model based on the contextual analysis approach was

used in this study to examine the effects of social influence on
an individual's thoughts and behaviors.

In the application of

the model, significant social influence effects were demonstrated
on various aspects of thought and behavior.

Now that the study

is completed, it is worth taking a careful look at the analytical
model:

Do the results from such an approach show adequate

evidence of social influence effects?

To answer this question,

it is helpful to first discuss what motivated this study, so that
the specific issues addressed in the evaluation can be more
clearly understood.

Why This Approach

Essentially, two issues motivated this study, both of which were
discussed in the literature review (Chapter 1).

First, some

common approaches to studying social influence were discussed,
and it was pointed out that despite a relative richness in
theory, there has been a lack of empirical work showing the
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effects of social influence on individuals' thoughts and
behaviors.

Since social influence is an on-going process, its

effects are often difficult to measure and demonstrate using
existing empirical approaches.

The contextual analysis approach

was offered as a solution, especially for the problem of
capturing the cumulative effects on an individual's thoughts and
behaviors in a well-defined context (such as community of
residence) .

Second, one crucial criticism of contextual analysis is its lack
of a clear theoretical explanation of statistical contextual
effects (Hauser 1970, 1974).

This study argued that social

influence theory is an appropriate choice for explaining
statistical contextual effects, and tried to delineate the causes
of contextual effects on an individual's outcome variables.

It is clear that the central task of the study was to both
capture the contextual effects and to demonstrate that these
effects can be interpreted as evidence of social influence.
successfully was this task carried out?

How

What are the major

threats to the validity and interpretation of the results?

Evaluation of the Approach

The strengths of the approach adopted by this study were
discussed earlier when the analytical model was introduced, and
will be summarized here.
specific threats to

The weaknesses of this approach and

valid~ty

will be discussed at greater length,
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both regarding this study in particular and the utilization of
the approach in general.

Strengths

One of the difficulties in measuring social influence effects is
that the source(s) of the effects often cannot be identified
easily, as social influence is a complex process and its effects
may be due to multiple sources.

The analytical model adopted in

this study sought to avoid this difficulty by measuring community
of residence effects.

If the community of residence effect is

significant, it is possible to generate hypotheses and subject
them to statistical tests to see if social influence is a
significant cause for the observed effect.

Moreover, the

magnitude of the social influence effect can be compared to
effects from other sources.

Weaknesses

In general, social influence is difficult to study because of the
complex nature of social life and human behavior.

In order to

untangle this complex process and locate the source of influence
on a single behavior, many assumptions have to be made.
assumptions were presented earlier.

These

Any violation of these

assumptions present threats to validity in the interpretation of
the results.

Some of these threats apply to all empirical

studies; some are related to Hauser's concerns (1970, 1974) about
the use of contextual

ana~ysis

in general; and some are relevant
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only to the particular analytical model used in this study.

The

latter will be emphasized here.

1)

The most obvious weakness of this analytical model is

that it relies on eliminating an alternative hypothesis.

The

pool of variables (community structural characteristics) that may
explain community of residence effects is very large (see
examples in the suggested future studies in the next section),
yet only a small number of them can be selected in any single
study.

In such a situation there will always be a high degree of

tentativeness in making an inference from the results.

2)

When strong residual effects are observed after

controlling all possible alternative variables, what remains is a
"black box" -- which makes the process of social influence rather
speculative.

This study tried to introduce an intermediate

variable to clarify the social influence process regarding SSS
use, but without a measure of social interaction and the
correlation between such interaction and the outcome variable,
the residual effects can be interpreted in different ways.

3)

covariations among community structural characteristics

tend to be strong.

As is the case in this study, the

correlations among community levels of education, wealth and
exposure are so high that it is often difficult to separate their
influence and effects.
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4)

If no community of residence effects are found with

respect to an outcome variable, it becomes impossible to use that
outcome variable to test the hypothesis.

As a result, it is

necassary to undergo a selection process when applying the model,
in order to determine which outcome variables to use to test the
hypothesis.

There is a danger that certain types of variables

are more likely to be selected than others.

5)

In general, the community of residence effects for the

selected outcome variables were small.

The size of the effects

was not related to the results of the tests of social influence,
however.

For example, mothers' knowledge about SSS effects

,

showed marginally significant association with community of
residence (R'=. 085, Adjusted R'=. Ol6, p=. 037), but no community
structural factors were found to be related to it, and the social
influence hypothesis was thus supported.

This problem of small

contextual effects was discussed in the literature review
chapter.

6)

The definition of "community" used in this study was

based on the cluster sampling methodology.

Although this is a

resourceful way of utilizing the data, there remain some clear
shortcomings.

For example, there is little or no theoretical

ground for assuming members of the same community are equally
likely to engage in social interaction, except for the fact that
they live relatively close to each other.

It is possible that

the social influence process occurs within more specific or
entirely different social' units.
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Also, the results of the study

may not be easy to reproduce if the contexts of data gathering
change.

The following section suggests areas of future research, some of
which may help overcome the weaknesses of the study.

Future Research

1)

As was pointed out, this study argues for the social

influence hypothesis by eliminating structural (non-social)
causes of contextual effects, but does not directly measure
social influence.

Future studies using this model can take the

following two steps to ensure stronger and perhaps more accurate
inference.
a)

Include other community structural variables that are

potentially related to the outcome variables. The following is a
list of some examples that may apply to similar knowledge and
behavior outcome variables related diarrhea and its treatment:
1.

Type of health facilities that are available to

the communities, e.g., hospitals vs., health centers;
2.

Length of time when the knowledge and behaviors

have been in the communities;
3.

Prevalence of alternative behavior (treatment)

4.

Levels of economic development of the communities;

5.

Prevalence of the disease;

6.

Levels of severity of the disease associated with

practices;

the community.
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b)

Systematically study alternative causes in explaining

community effects on individuals' thoughts and behaviors.

This

study used a limited number of compositional and infrastructural
factors.

Additional relevant community structural

characteristics can be included in future studies.
c)

Include a measure of the social interaction or

interpersonal communication levels of the communities.

If the

social influence process indeed affects the outcome variable,
such effects should be greater in communities that score high on
the interactional measures.

2)

If another level of "context" is added to the model,

levels of social influence (residual effects) can be measured and
compared.

This can be done by obtaining similar survey data

across different countries, or across time.

3)

The interaction effects of individual-level variables

and community-level variables were not considered in this study.
By adding individual-level explanatory variables to the model, it
would be possible to study the extent of the social influence
effect on knowledge-behavior relationships at the individual
level:

Does the level of community social influence effects

affect the likelihood of an individual turning his or her
knowledge into behavior?

4)

The community-level variables are based exclusively on

community means.

Other measures, such as medians and levels of

variability, should be explored.
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5)

The relationships between effects of community-level and

individual-level explanatory variables can be compared and
further explored.

An example of the complexity of these

relatJonships can be seen in the appendix.

6)

The results of the study are mixed -- i.e., the social

influence hypothesis is supported for some outcome variables,
while rejected for others.

It would be interesting to search for

explanations for this.

In conclusion, this study was an exploratory endeavor to
understand the causes of community of residence effects on
individuals' thoughts and behaviors. The analytical model used in
this study offers a viable way to operationalize social influence
with an assumption of a closed system. Despite its exploratory
nature, and within the framework of the closed system, the study
was able to provide a relatively objective estimate of the
presence and magnitude of social influence effects.

195

Appendix: INDIVIDUAL EFFECTS & COMMUNITY EFFECTS ON SSS USE

This section examines the effects of community-level variables on
SSS use in relation to the same individual-level variables.
Effects of individual variables (R') and additional effects of
community-level variables after controlling for individual
effects (R' change) are presented in the following summary table.

Table 82
Community-level Effects Controlling for Individual-level
Effects
Effects of
Individual-level
Variables

Additional Effects of
Community-level
Variables

R2

p-value

R' change

p-value

Education

<.001

.614

.018

.002

ClinicVisit

.006

.063

.008

.035

RecommendSSS

.007

.060

.003

.227

Wealth

.012

.011

.001

.453

KnowMix

.051

<.0001

.006

.075

LikeSSS

.014

.006

<.001

.984

KnowEffect

.004

.162

<.001

.641

Although not directly related to the testing of the hypothesis in
this study, the results demonstrate that analysis using
individual-level variables provide additional information to that
based on community-level variables alone. First, individual
levels of education are not significantly associated with SSS
use, but community levels of education are. This suggests that in
communities where the average education level is high, the use of
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sss

is more widespread, although individual persons with higher

levels of education did not necessarily choose SSS for treatment.
Also, some community-level variables such as community knowledge
(KnowMix) and community health service availability (ClinicVisit)
have substantial independent effects on SSS use after controlling
for individual-level variables. In contrast, the association
between perception of children liking SSS and SSS use is observed
only at the individual level.
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