This paper proposes closed form solutions to the L 2 -sensitivity minimization subject to L 2 -scaling constraints for second-order state-space digital filters with real poles. We consider two cases of secondorder digital filters: distinct real poles and multiple real poles. The proposed approach reduces the constrained optimization problem to an unconstrained optimization problem by appropriate variable transformation. We can express the L 2 -sensitivity by a simple linear combination of exponential functions and formulate the L 2 -sensitivity minimization problem by a simple polynomial equation. As a result, L 2 -sensitivity is expressed in closed form, and its minimization subject to L 2 -scaling constraints is achieved without iterative calculations.
Introduction
L 2 -sensitivity is one of the measurements which evaluate coefficient quantization effects of digital filters [1] - [7] . Recently, the L 2 -sensitivity minimization problem subject to L 2 -scaling constraints has been widely investigated [2] - [5] . To this problem, Ref. [3] proposed a solution using Lagrange multiplier method. This approach requires many iterative calculations in solving the nonlinear equations. Furthermore, this solution does not guarantee that the L 2 -sensitivity surely converges to the minimum L 2 -sensitivity since this solution is not an analytical solution. It is necessary to derive some analytical solutions to the L 2 -sensitivity minimization problem in order to guarantee that their conventional solutions surely derive the minimum L 2 -sensitivity.
In Ref. [7] , our group previously derived a closed form solution to the L 2 -sensitivity minimization problem subject to L 2 -scaling constraints for second-order state-space digital filters. Second-order digital filters play important role in implementation of higher-order digital filters as basic sections or sub-filters [8] - [10] . Thus, second-order digital fil- ters are useful and important realizations in considering the L 2 -sensitivity minimization. The method in [7] exploits optimization technique [6] and closed form expressions of expressions of the balanced realizations [10] , both of which our group previously proposed. This method analytically obtains the minimum L 2 -sensitivity realization without iterative calculations. However, the method in [7] is not applicable to second-order digital filters with real poles while it is applicable to second-order digital filters with complex conjugate poles. This paper is an extension of the method we proposed in [7] . We present closed form solutions to the L 2 -sensitivity minimization problem subject to L 2 -scaling constraints for second-order digital filters with real poles. Actually, second-order digital filters with real poles cover a large region in stability triangle, as shown in Fig. 1 . Therefore, it is also necessary to derive the closed form solutions to the L 2 -sensitivity minimization for second-order digital filters with real poles. Our previously proposed techniques in Refs. [7] and [11] are quite useful for deriving the result; the optimization technique [7] and closed form expressions of the balanced realizations of second-order digital filters with real poles [11] . As a result of this paper, we will be able to cover all types of second-order digital filters for the synthesis of the minimum L 2 -sensitivity realizations * .
This paper is organized as follows. Section 2 gives preliminaries. Section 3 introduces closed form expressions of the balanced realizations of second-order digital filters derived in Refs. [10] , [11] . They are exploited as the initial realizations for deriving the minimum L 2 -sensitivity realizations. Section 4 proposes closed form solutions to the L 2 -sensitivity minimization problem subject to L 2 -scaling constraints for second-order digital filters with real poles. Section 5 presents numerical examples to demonstrate the validity of the proposed method.
Preliminaries

Second-Order Digital Filters
Consider a stable second-order IIR digital filter given by
It is well known that the second-order digital filter H(z) is stable, if and only if q 1 and q 2 stay within the stability triangle described by Figure 1 shows the stability triangle. For stable secondorder digital filters given by (1), the locations of the poles depend on the filter coefficients q 1 and q 2 as follows: We synthesize the minimum L 2 -sensitivity realizations by the state-space approach. The second-order digital filter (1) can be described by the following state-space representation:
where
T is a state-vector, u(n) ∈ R is a scalar input, y(n) ∈ R is a scalar output, and
The L 2 -sensitivity is one of the measurements which evaluate coefficient quantization effects of digital filters. The L 2 -sensitivity of the filter H(z) with respect to the realization ( A, b, c, d) is defined by using the general controllability Gramian K i and the general observability Gramian W i such as [1] 
The general Gramians K i and W i are defined as solutions to the Lyapunov equations expressed as
for i = 0, 1, 2, · · · , respectively. By simple mathematical manipulation, we derive the novel expressions of general Gramians from Eqs. (7) and (8) as follows:
The controllability Gramian K 0 and the observability Gramian W 0 are obtained by letting i = 0 in Eqs. (7) and (8) as follows:
Coordinate Transformation
Let T be a nonsingular 2 × 2 real matrix. If a coordinate transformation defined byx(n) = T −1 x(n) is applied to a filter realization ( A, b, c, d) , we obtain a new realization which has the following coefficient matrices
and the following general Gramians
respectively. The L 2 -sensitivity of the transformed filter (T −1 AT, T −1 b, cT, d) can be expressed in terms of the infinite summation of general Gramians as
The L 2 -sensitivity (15) can be expressed as the function of the positive definite symmetric matrix P as
where 
L 2 -Sensitivity Minimization Subject to L 2 -Scaling Constraints
In order to prevent the overflow of state variables, the variance of state variables must be unity under the white Gaussian input with zero mean and unit variance as shown in Fig. 2 . It follows that each diagonal element of the covariance matrix of (T −1 AT, T −1 b, cT, d), which represents the variance of the state variables, must be unity. Therefore, it is required that
for a transformed filter (
The above constraints are called L 2 -scaling constraints. Under the constraints, L 2 -sensitivity minimization problem subject to L 2 -scaling constrains is formulated as follows:
We solve the problem (18) and obtain the optimal coordinate transformation matrix T opt which minimizes the L 2 -sensitivity S (T −1 AT, T −1 b, cT). We solve the following optimization problem instead of the problem (18):
subject to tr(
Although the constraints of the problem (19) are different from that of (18), it is reported in Refs. [3] that these two optimization problems are equivalent, and thus we need only deriving the optimal positive definite symmetric matrix P opt which minimizes the L 2 -sensitivity S (P) in Eq. (16). We can obtain the optimal coordinate transformation matrix T opt by
where an orthogonal matrix U is determined so that the L 2 -scaling constraints are satisfied as follows:
Balanced Realizations of Second-Order Digital Filters
This section introduces the balanced realization of secondorder digital filters derived in Refs. [10] , [11] . Closed form expressions of the balanced realizations are necessary to derive the closed form expression of the L 2 -sensitivity as seen in the next section. We exploit the symmetric properties of the balanced realization to simplify the L 2 -sensitivity formulation and minimization.
is the filter realization of which controllability and observability Gramians are diagonal and equal as follows:
where the parameters θ i (i = 1, 2) are the second-order modes of the filter H(z). Substituting Eq. (22) into Eqs. (9) and (10), we can express the general Gramians of the bal-
In order to derive closed form expression of the L 2 -sensitivity, it is necessary to give closed form expressions of A b and Θ. The following subsections reviews the closed form expressions of the balanced realizations of secondorder digital filters, which give the closed form expressions of A b and Θ.
Case 1: Complex Conjugate Poles [10]
For second-order digital filters with complex conjugate poles, our group previously derived a closed form expression of the balanced realization. Second-order digital filters whose poles are complex conjugate are defined as follows:
where λ = λ r + jλ i is a complex pole, α = α r + jα i is a complex number and d is a real number. We define real parameters P, Q, and R as follows:
which can be calculated directly from the transfer function H(z). The closed form expression of the coefficient matrix A b is given by
Using the parameters P, Q, and R, the controllability Gramian K 0 of the balanced realization can be expressed as follows:
Case 2: Real and Distinct Poles [11]
We consider second-order digital filters whose poles are real and distinct as follows:
where (λ 1 , λ 2 ) are real poles, (α 1 , α 2 ) are real scalars, and d is a real scalar. We define the scalar parameters P 1 , P 2 , and P 12 as follows:
which can be calculated directly from the transfer function H 2 (z). It is obvious that P 1 > 0, P 2 > 0, and P 12 > 0.
Without loss of generality, we assume
The coefficient matrices of the balanced realization depends on the signs σ 1 = sign(α 1 ) and σ 2 = sign(α 2 ). We consider two cases of the signs: (a) σ 1 = σ 2 and (b)
Case 2(a):
The closed form expression of the coefficient matrix A b is given by Eq. (33). The controllability Gramian K 
3.3 Case 3: Real and Multiple Poles [11] We consider second-order digital filters whose poles are real and multiple as follows:
where λ 0 is a real double pole, (β 1 , β 2 ) are real scalars, and d is a real scalar. We define the scalar parameters Q 1 , Q 2 , and Q 12 , which can be calculated directly from the transfer function H 3 (z), as follows:
where σ = sign(β 2 ). The closed form expression of the coefficient matrix A b is given by
.
The controllability Gramian K (b) 0 and the observability Gramian W (b) 0 of the balanced realization are expressed as follows:
Symmetric Properties of the Balanced Realizations
The coefficient matrices of the balanced realizations have symmetric properties. The symmetric properties are quite important since we exploit them in minimization of the L 2 -sensitivity. The symmetric properties of synthesized balanced realizations (
are described by the sign matrix Σ as follows:
For second-order digital filters we have discussed in this section, we clarify the form of the sign matrix Σ as follows:
= ±diag(1, −1).
(50)
Closed Form Solutions to the L 2 -Sensitivity Minimization
In this chapter, we propose closed form solutions to the L 2 -sensitivity minimization problem subject to L 2 -scaling constraints for second-order digital filters with real poles. [7] In this section, we apply the formulation of the L 2 -sensitivity minimization problem which we proposed in [7] . We also apply the variable transformation which reduces the constrained optimization problem into an unconstrained optimization problem, proposed in [7] .
Novel Formulation of the L 2 -Sensitivity Minimization
Determination of the Initial Realization
We adopt the input normal realization ( A i , b i , c i , d i ) as an initial realization to synthesize the minimum L 2 -sensitivity realization subject to L 2 -scaling constraints as shown in Fig. 3 Coordinate transformation to synthesize the minimum L 2 -sensitivity realization subject to L 2 -scaling constraints. Fig. 3 . The controllability and observability Gramians of the input normal realization are given by
The input normal realization is synthesized from the balanced realization by the coordinate transformation matrix Θ 1/2 as follows:
We synthesize the minimum L 2 -sensitivity realization from the input normal realization with keeping the L 2 -scaling constraints satisfied. We define the coordinate transformation matrix which transforms the input normal realization into the minimum L 2 -sensitivity realization as the optimal coordinate transformation matrix T opt . Under this condition, the L 2 -sensitivity S (P) in (16) is rewritten as
and thus, the L 2 -sensitivity minimization problem subject to L 2 -scaling constraints is reformulated as follows:
subject to tr(K
Variable Transformation
In order to reduce the constraint on P of tr(P −1 ) = 2 in the problem (54), we newly propose a variable transformation of positive definite symmetric matrix P as follows:
where Q is a newly introduced positive definite symmetric matrix. If a positive definite symmetric matrix P satisfies tr(P −1 ) = 2, there surely exists a positive definite symmetric matrix Q which satisfies Eq. (55), and vice versa. Substituting Eq. (55) into Eq. (53), we have a novel expression of L 2 -sensitivityS (Q) with variable matrix Q given bȳ
Under the variable transformation in Eq. (55), the constrained optimization problem (54) is reduced to the unconstrained optimization problem as follows:
where Q is an arbitrary positive definite symmetric matrix.
We solve the problem (57) and obtain the optimal positive definite symmetric matrix Q opt which minimizes the L 2 -sensitivityS (Q).
Property of the Positive Definite Symmetric Matrix Q
In this subsection, we consider the property of the optimal positive definite symmetric matrix Q opt . The optimal positive definite symmetric matrix Q opt has a symmetric property. The following two theorems lead a symmetric property of the optimal positive definite symmetric matrix Q opt .
Theorem 1:
There exists the positive definite symmetric matrix Q opt which minimizesS (Q) defined by Eq. (56), and all of the positive definite symmetric matrices which minimizeS (Q) are expressed as Q = rQ opt , where r is an arbitrary positive real scalar.
Theorem 2: When a positive definite symmetric matrix Q opt satisfies
the following equation is also satisfied:
where Σ is the sign matrix which satisfies Eq. (49).
The theoretical proof of Theorem 1 is modified version of the proof derived in Ref. [12] , which proves the L 2 -sensitivity S (P) in Eq. (16) has the unique global minimum. The theoretical proof of Theorem 2 is achieved by multiplying both sides of Eq. (58) by ΣΘQ opt on the left and by Q opt ΘΣ on the right to obtain Eq. (59). We omit the detail of the proofs of these theorems due to the space limitation of the manuscript. The derivative ∂S (Q)/∂Q is given by differentiatingS (Q) in Eq. (56) with respect to Q as
From Theorem 1 and Theorem 2, we can conclude that the positive definite symmetric matrix Q opt satisfies the following equation:
From Eq. (63), we can derive
Therefore, we will search the optimal solution Q opt among the positive definite symmetric matrices Q which satisfy
Closed Form Solutions to the L 2 -Sensitivity Minimization
In this section, we restrict ourselves to the second-order case of state-space digital filters and derive closed form solutions to the L 2 -sensitivity minimization problem subject to L 2 -scaling constraints for second-order digital filters.
Closed Form Expression of the Positive Definite
Symmetric Matrix Q [7] In case of second-order digital filters, we can give an explicit expression of the positive definite symmetric matrix Q which satisfies Eq. (65), considering the form of the sign matrix Σ classified into the following two cases:
In (50), we clarified the categorization of the sign matrix Σ as follows: 
The method for deriving the optimal solution Q opt depends on the above case of the sign matrix Σ.
Case 2(a) (Σ = ±I)
In this case, we can prove that the minimum L 2 -sensitivity realization subject to L 2 -scaling constraints is equal to the minimum roundoff noise realization (A mr , b mr , c mr , d mr ). From Eq. (64), It is derived that
which yields
c T mr = σ
The optimal coordinate transformation matrix T opt is derived by the following procedures:
(70)
where ρ = (θ 1 + θ 2 )/2 and U is an orthogonal matrix determined so that the L 2 -scaling constraints (21) 
It is remarkable that the controllability and observability Gramians of the minimum L 2 -sensitivity realization subject to L 2 -scaling constraints are equal to those of the minimum roundoff noise realization. Therefore, the minimum L 2 -sensitivity realization subject to L 2 -scaling constraints
We can give the closed form expression of the minimum roundoff noise realization (A mr , b mr , c mr , d mr ) as Eqs. (75)-(78).
Case 1, 2(b), and 3 (Σ = ±diag(1, −1))
The positive definite symmetric matrix Q which satisfies Eq. (65) can be expressed by using hyperbolic functions. In Ref.
[6], we have proved that second-order positive definite symmetric matrix P which satisfies
can be generally expressed by using hyperbolic functions as
when Σ = ±diag(1, −1). Using this property, the following equation for the positive definite symmetric matrix Q is derived:
from Eqs. (65) and (80). Thus, the positive definite symmetric matrix Q which satisfies Eq. (65) are expressed as
In the variable transformation defined by Eq. (55), the multiplier of Q can be ignored since both Q and rQ, for instance, are mapped into the identical positive definite symmetric matrix P in Eq. (55). This means that the scalar parameter r is arbitrary, and thus we assume r = 1. Therefore, we can express Q which satisfies Eq. (65) as
without loss of generality. In the equation above, a positive definite symmetric matrix Q 0 is defined by
which satisfies the following symmetric property:
with Σ = diag(1, −1).
Closed Form Expression of the L 2 -SensitivityS (Q)
In this subsection, the closed form expression of the L 2 -sensitivity of second-order digital filters subject to L 2 -scaling constraints is given. We give the closed form expression of the L 2 -sensitivityS (Q) in Eq. (56). We first express the general Gramians of the input normal realization
by substituting Eq. (51) into Eqs. (9) and (10) as follows:
We express the L 2 -sensitivityS (Q) by substituting Eqs. (86) and (87) into Eq. (56) as follows:
Substituting Eq. (83) into Eq. (88) yields the L 2 -sensitivitȳ S (Q) containing the coefficient matrix of the balanced realization such as
The L 2 -sensitivityS (Q) in Eq. (89) can be expressed more simply. Exploiting the symmetric property of coefficient matrix A b and Q 0 given in Eq. (49) and Eq. (85) respectively, we can rewrite the L 2 -sensitivityS (Q) as
In order to give the closed form expression of the L 2 -sensitivityS (Q) in Eq. (90), it is necessary to derive the
Case 2(b)
(92)
(94) 
It is remarkable that Eq. (91) is a simple linear combination of exponential functions which does not contain infinite summations. These coefficientss n 's are easily computed directly from the transfer function H(z). For Case 1, we have already derived closed form expression of the coefficients s n 's in Ref. [7] . For Case 2(a), we have already clarified that the minimum L 2 -sensitivity realization is equal to the minimum roundoff noise realization. Therefore, it is enough to derive the closed form expression of the coefficientss n 's for Case 2(b) and Case 3. We give the closed form expressions of the coefficientss n as Eqs. (92)- (94) for Case 2(b), and Eqs. (95)- (97) for Case 3.
Synthesis of Minimum L 2 -Sensitivity Realizations
The parameter q opt which minimizesS (q) in Eq. (91) is de-rived by solving the following equation with respect to q:
2ns n e 2nq = 0.
Letting γ = e q yields 1 n=−1
The optimal solution γ opt , which minimizes the L 2 -sensitivityS (q), is derived as
The coordinate transformation matrix T opt , which gives the minimum L 2 -sensitivity realization, is derived as follows:
(101)
(102)
Finally, the minimum L 2 -sensitivity realization subject to L 2 -scaling constraints ( A opt , b opt , c opt , d opt ) is given by
of which the minimum L 2 -sensitivityS min , which is achieved by q opt , is expressed by substituting Eq. (100) 
Numerical Examples
We present numerical examples to demonstrate the validity of the proposed method. We give three examples of synthesis of the minimum L 2 -sensitivity realization for Case 2(a), Case 2(b), and Case 3. The minimum L 2 -sensitivity realizations subject to L 2 -scaling constraints are synthesized for digital filters H 2a (z), H 2b (z), and H 3 (z), classified into Case 2(a), Case 2(b), and Case 3, respectively.
Case 2: Two Poles are Real and Distinct
Case 2(a)
Consider a second-order digital filter H 2a (z) with real and distinct poles, of which transfer function is given by
In this case, the minimum roundoff noise realization is the minimum L 2 -sensitivity realization subject to L 2 -scaling constraints. We can directly derive the minimum 
of which L 2 -sensitivityS min is
Case 2(b)
Consider a second-order digital filter H 2b (z) with real and distinct poles, of which transfer function is given by
The coefficientss n 's defined in Eqs. (92)- (94) 
Case 3
We can derive γ opt which minimizes the L 2 -sensitivityS (q) as follows:
We can directly derive the minimum L 2 -sensitivity realization subject to Consider a second-order digital filter H 3 (z) with real and multiple poles, of which transfer function is given by
The coefficientss n 's defined in Eqs. (95)-(97) are computed 
We can directly derive the minimum L 2 -sensitivity realization subject to 
For the purpose of comparison, we show the result of a conventional method. We synthesize the minimum L 2 -sensitivity realizations of the digital filters H 2a (z), H 2b (z), and H 3 (z) by using the iterative algorithm in [3] . Figure 4 show the convergence behavior of the L 2 -sensitivity S (P) and the value of tr(P −1 ), respectively. The L 2 -sensitivity S (P) converges to the minimum L 2 -sensitivityS min . However, we should note that the constraint condition is violated in the beginning of the convergence. The value tr(P −1 ) must be equal to 2 due to the constraint condition. Method in [3] requires many iterative calculations until tr(P −1 ) = 2 is satisfied.
We measured the computation time to obtain the minimum L 2 -sensitivity realization of the digital filter H 3 (z) under the following environment: The computation time of our proposed method was measured as 0.0015 [sec] . On the other hand, the conventional method in [3] took 554 iterations to converge to the optimal solution, and the computation time of the conventional method was measured as 0.7300 [sec], which is approximately 500 times longer than that of our proposed method. The closed form solution can greatly save the computation time compared with the conventional methods since the closed form solution does not require iterative calculations.
Conclusion
This paper has derived closed form expressions of the minimum L 2 -sensitivity realizations subject to L 2 -scaling constraints for second-order digital filters with real poles. We first reformulate the L 2 -sensitivity minimization problem subject to L 2 -scaling constraints by variable transformation.
The variable transformation reduces the constrained optimization problem into an unconstrained optimization problem. We next restrict ourselves to second-order digital filters and derived the closed form solutions to the L 2 -sensitivity minimization problem. We show that the L 2 -sensitivity is expressed by a simple linear combination of exponential functions, and we can obtain the minimum L 2 -sensitivity realization in closed form without iterative calculations. Numerical examples have shown the effectiveness of our proposed method and have guaranteed that conventional solutions surely derive the minimum L 2 -sensitivity.
