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We investigate the classical mechanics of diatomic and symmetric top molecules
in tilted ﬁelds. These molecules exhibit regular, chaotic or mixed phase space
depending on the tilt angle β, the energy E, and the relative intensity of the
ﬁelds ω/∆ω. In the integrable collinear problem the projection of the angular
momentum into the spatial z axis is a constant of motion, m, which allows us to
explore the geometry of the phase space, and to use energy momentum diagrams
to classify the motions of the rotor. For β 6= 0 the system is non-integrable
showing mostly regular dynamics in the high-energy (free-rotor) and low-energy
(pendular) limits; for energy near the tilted ﬁelds barrier the phase space is highly
chaotic with degree of chaos increasing with β between 0 and π/2. Periodic orbits
and bifurcation diagrams are obtained from symmetry lines and their iterations
under the Poincar´ e map. These bifurcation diagrams are used to observe the
changes in the basic structure of the phase space as β changes between collinear
and perpendicular ﬁelds. Some quantum eigenstates are localized near stable or
unstable periodic orbits showing tori quantization or scarring respectively.
For asymmetric top molecules only the case of collinear ﬁelds is treated. In
parallel ﬁelds m is a constant of the motion and it is possible to deﬁne an eﬀective
potential Vm(θ,ψ). In an E-m diagram the equilibrium solutions of Vm(θ,ψ) arecurves that enclose regions of qualitatively diﬀerent accessible θ-ψ conﬁguration
space. Interestingly these regions can be used to classify the quantum eigenstates.
For plane rotors primitive semiclassical mechanics is used to calculate the ro-
tational excitation caused by laser pulses. Depending on the pulse intensity and
duration several methods are employed from the analytical sudden approximation
to primitive semiclassical initial value representation (IVR) integrals. The calcu-
lated transition probabilities are in good agreement with the quantum probabilities
considering the simplicity of the methods. In the case of plane rotors in electric
ﬁelds we calculate energy spectra, orientation (hcosϕi), and alignment (hcos2 ϕi),
using the Herman-Kluk propagator in terms of periodic coherent states. These
results are in good agreement with the quantum analogues although the number
of trajectories used is discouragingly large. For diatomic rotors in tilted ﬁelds,
the HK propagator was used to calculate energy spectra with good agreement for
high-energy and not very dense eigenspectra. Some steps are taken towards the
development of HK-type propagator for rotational coherent states.BIOGRAPHICAL SKETCH
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xviChapter 1
Introduction
In gas phase, the spatial orientation of reacting molecules is crucial in determining
the probability of a chemical reaction. In the case of an unimolecular reaction,
the spatial orientation of the molecule with respect to the direction of the light
polarization is also important to accomplish the chemical transformation. These
are only few examples of the motivations that make the production of oriented
molecules an active and growing research ﬁeld [1].
Oriented molecules can be produced by collisions with atoms [2], ”brute force”
orientation with strong electric ﬁelds [3–5], and ”optical alignment” using intense
infrared radiation [6,7]. It is important at this point to deﬁne clearly the terms
orientation and alignment. From a geometrical point of view, a vector is by deﬁ-
nition an oriented object, which can be used to build a line, or axis, in space. By
deﬁnition all vectors that can be used to construct the same line are aligned. These
aligned vectors can be oriented in the positive or negative direction. In molecular
terms [8], an ensemble of molecules is oriented if a given molecule ﬁxed vector, like
the dipole moment, is pointing on average mostly in the direction of an external
vector, like a static electric ﬁeld. The same ensemble is aligned if a molecule ﬁxed
vector is pointing on average mostly in either positive or negative directions of
an external vector. Orientation and alignment can be quantiﬁed considering the
angle between the molecule ﬁxed vector and the external vector, let say θ. For one
molecule the time averages of cosθ or cos2 θ are good measurements of orientation
or alignment respectively, the closer to one these averages the more oriented or
aligned the molecule with the ﬁeld.
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In case of electric ﬁelds the magnitude of the interaction depends on the
strength of the ﬁeld, εS, as well as on the permanent electric dipole moment
vector, d0. The possibility of molecular ionization limits the value of εS, in “brute
force” orientation, and makes this technique molecule speciﬁc [1].
For intense radiation the molecular polarizability tensor, α, and the ﬁeld vector,
εL(t), give a considerably complicated interaction [9]. Furthermore, since exper-
imentally intense lasers are applied in pulsed form, the interaction terms in the
Hamiltonian must include the time dependent pulse shape. If the pulse is adia-
batically switched on and oﬀ, and its duration is long compared to the rotational
period, the molecule feels eﬀectively only the cw εL(t) ﬁeld in the intermediate time
between the pulse switch on and oﬀ [3,4,6,7]. In this manner the Hamiltonian
is time dependent only through εL(t). For linearly polarized infrared pulses the
frequency of the laser is fast compared to the rotational period and the interaction
can be approached by the average over laser oscillation period. This approxima-
tion makes the Hamiltonian time independent. In general terms this interaction
has energetic minima near the poles with a potential energy barrier for θ near the
equator, θ ≈ π/2.
Theoretical and experimental results indicate that the orientation can be en-
hanced using a combination of an electric ﬁeld, εS, and a linearly polarized infrared
laser, εL(t), in a set-up called tilted ﬁelds, in which β is the angle between εS and
εL(t) [10,11]. Besides the relative intensities of the interactions the tilted ﬁelds
problem oﬀers β as an extra control parameter. The eﬀect of the electric ﬁeld on
the laser potential energy is to destroy the θ = π/2 reﬂection symmetry, changing
a symmetric potential into an asymmetric double well potential.
In tilted ﬁelds is of particular interest the collinear case, i.e., parallel ﬁelds3
[12–18] . Depending on the molecule the classical dynamics can be integrable
for diatomics and symmetric tops, or nonintegrable for asymmetric tops [19]. In
collinear ﬁelds the Euler angle φ is absent in the Hamiltonian which makes pφ = m
a constant of the motion [20]. For diatomic and symmetric tops this lets us deﬁne
an eﬀective potential for the θ degree of freedom, Vm(θ). The equilibrium solutions
of this potential as functions of m, give a ﬁrst view into the phase space structure
of the system [21,22]. With these equilibrium solutions it is possible to make an
energy-momentum diagram, E-m, which can be used as a map that shows limits
between dynamically diﬀerent regions. These diagrams are also relevant in the
study of quantum monodromy [23–25], a phenomenon present in diatomics and
symmetric tops in collinear ﬁelds [26,27].
In the case of asymmetric tops in collinear ﬁelds, the absence of φ in the
Hamiltonian reduces the system from three to two eﬀective degrees of freedom.
The complicated form of the kinetic energy makes impossible to get an eﬀective
potential for θ, but we can obtain an amended or eﬀective potential [22] for θ
and ψ. This potential, Vm(θ,ψ), is a function of the Euler angles θ and ψ and
depends parametrically on m. The equilibrium solutions of this potential as func-
tions of m give curves on the E-m diagram, these curves enclose regions wherein
the classically accessible θ-ψ conﬁguration space is topologically diﬀerent from its
surroundings [28,29]. Overlaying the classical E-m diagram with the quantum
eigenstates it is possible to classify the quantum wavefunctions by the topology of
the region they reside in.
In tilted ﬁelds the diatomic molecule and the symmetric top are nonintegrable
systems with two degrees of freedom. This is also the case for an asymmetric
top in collinear ﬁelds, where only two degrees of freedom are relevant. The phase4
space is studied using Poincar´ e surfaces of section (SOS) [19,30] in terms of Euler
angles or action-angle variables. By means of Poincar´ e method is possible to
study the constitution of the phase space as the parameters are changed. In the
case of a diatomic molecule the relevant parameters are the energy E, β, and
the ratio between the electric and laser interactions ω/∆ω. For a symmetric top
additionally k, the projection of the angular momentum into the molecule ﬁxed
z-axis, must be considered. In general terms there are three diﬀerent ranges of
the energy in which the phase space looks qualitatively diﬀerent. For high energy
mostly regular structure is observed with a dominant conical periodic orbit. These
orbit undergoes doubling period and pitchfork bifurcations [31,32] as the energy
approaches its value at the potential energy barrier. In this energetic regime the
nonlinear eﬀects are important and the phase space looks mostly chaotic. For
energies below the barrier the phase space separates into two disjoint regions each
near the poles and it becomes more regular than chaotic. In general, for energies
near the barrier, by increasing β or decreasing ω/∆ω it is obtained a more chaotic
phase space. This situation is symmetric with respect to β = π/2, where the
system becomes symmetric with respect to θ = π/2 but still dependent of φ.
For any kind of molecule in tilted ﬁelds, the equations of motion have symme-
tries that are used to deﬁne symmetry lines in phase space [19,33]. From these
lines and their iterations under Poincar´ e map it is possible to obtain periodic or-
bits, and bifurcation diagrams. These bifurcation diagrams give a global view into
the phase space structure as the energy changes. It is possible to ﬁnd quantum
eigenstates with probability densities localized near periodic orbits, these show ei-
ther tori quantization for stable orbits [34,35] or the phenomenon of scarring for
unstable orbits [35,36].5
Using primitive semiclassical mechanics it is possible to study the rotational
excitation of a 2D rotor in laser pulses [37,38]. Depending on the pulse duration
and intensity several semiclassical approaches are appropriate for this problem.
The simplest approach is provided by the sudden approximation [39] which gives
analytical results in good agreement with the quantum transitions for short and
not very intense pulses. Van Vleck’s (VV) formula [40,41] in momentum repre-
sentation oﬀers an alternative for longer and more intense pulses, but it fails if a
root trajectory ends near a momentum space caustic [41–43]. The problem of the
caustics can be avoided using initial value integral representation (IVR) [41,44,45]
for the angle variable, this oﬀers the best primitive semiclassical formula to treat
this type of rotational problems.
The application of Herman-Kluk (HK) semiclassical propagator [46,47] to ro-
tational degrees of freedom oﬀers certain problems still not fully solved [48,49].
One main diﬃculty lies in the fact that the HK propagator is directly applicable
only to systems with Euclidean phase space. The phase space for a rotational
problem is not Euclidean which makes necessary an adaptation of the HK prop-
agator in order to use it for rotational degrees of freedom. In terms of periodic
coherent states [49] it is possible to ﬁnd a HK propagator for the 2D rotor under
the limitation of very narrow coherent states in the angle variable. We explored
the possibilities of this propagator in the calculation of the spectrum, orientation,
and alignment of a 2D-rotor in electric ﬁelds. Although HK gives reasonable good
results for orientation and alignment its implementation requires a discouraging
large number of initial conditions. Contrary to the calculation of orientation or
alignment, the energy spectrum is obtained with fewer trajectories [50,51]. Using
standard coherent states and within the approximation of an initial wave function6
narrowly localized in conﬁguration space [48], it is possible to obtain the energy
spectrum for a diatomic molecule in tilted ﬁelds. Although an increasingly number
of trajectories is necessary to converge the autocorrelation function, the results are
reasonable, specially for high energy.
An interesting approach to the semiclassical treatment of rotational problems
would be to develop a propagator in terms of a diﬀerent type of coherent states
better adapted to the spherical geometry of the problem. Huber, Heller and Harter
(HH&H) [52], and Morales, Deumens, and ¨ Ohrn (MD&¨ O) [53] have investigated
and developed some work in this direction. In HH&H approach the minimum
uncertainty hθ,ψ |JJi states are rotated according to classical mechanics using
rotation operators and within the “frozen” approximation [54]. MD&¨ O generalize
this treatment deﬁning rotational coherent states (RCS) that include all |JJi states
in a summation. In our approach, we take a set of RCS deﬁned similarly to MD&¨ O,
but in terms of the action-angle variables of the rotor. Following Miller’s work
with standard coherent states [55], we take the ﬁrst steps towards the analogous
development for a RCS propagator.
This thesis is organized in four chapters with this introduction as the ﬁrst chap-
ter. The second chapter treats the classical mechanics of diatomic rotors in tilted
ﬁelds and introduces many of the methods used in the subsequent chapters. The
third chapter considers several semiclassical approaches to rotational excitation in
2D-rotors and energy spectrum of diatomic molecules in tilted ﬁelds. The ﬁnal
chapter introduces the general treatment of nonlinear rotors in tilted ﬁelds, it also
shows results for the symmetric top in collinear and tilted ﬁelds, and the treat-
ment of asymmetric top in collinear ﬁelds. Auxiliary and additional material can
be found in the appendices.Chapter 2
Classical Mechanics of Diatomic Rotors
in Tilted Fields
2.1 Separation of the Kinetic Energy
The diatomic rotor consists of two atoms of masses m1 and m2 at a ﬁxed distance
r from one another. In a lab-ﬁxed coordinate frame each atom is described by a
position vector r1 and r2 respectively. 1
In the 6-dimensional cartesian conﬁguration space the system is represented by
the vector x resulting from the concatenation of r1 and r2 which can be written
as
x =



r1
r2


. (2.1)
In these terms the kinetic energy is given simply by the scalar quantity
2T = ˙ xM ˙ x, (2.2)
with ˙ x ≡ dx/dt deﬁning the velocity vector, and M is the 6×6 matrix
M =



m1E3×3 03×3
03×3 m2E3×3


, (2.3)
where E3×3 and 03×3 are the 3×3 identity and null matrices respectively.
In order to study the internal dynamics of the system a transformation to center
of mass coordinates must be performed. In these coordinates RCM represents the
1Even though the choice of which atom is labeled “1” is arbitrary, in order to
have a well deﬁned dipole vector it is preferred to put the label “1” on the atom
with the most negative density of charge.
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position of the center of mass and r is the vector from m1 to m2. More explicitly
the transformation of coordinates is given by
RCM =
m1
m12
r1 +
m2
m12
r2, (2.4a)
r = r2 − r1, (2.4b)
with m12 = m1 + m2 the total mass of the system.
In matrix notation equations (2.4) can be written
R = Ax, (2.5)
with R as the 6-vector formed by concatenation of RCM and r, and A is the 6×6
transformation matrix
A =



(m1/m12)E3×3 (m2/m12)E3×3
−E3×3 E3×3


. (2.6)
The inverse transformation from center of mass to cartesian coordinates is
x = A
−1R. (2.7)
Diﬀerentiation of (2.7) with respect to time provides the transformation equation
for the velocities
˙ x = A
−1 ˙ R. (2.8)
Using (2.8) we obtain the kinetic energy in center of mass coordinates from the
expression in cartesian coordinates
2T = ˙ xM ˙ x
= ˙ R(A
−1)
TMA
−1 ˙ R.
(2.9)
Explicitly the product of matrices is given by:



m12E3×3 03×3
03×3 µE3×3


, (2.10)9
with the reduced mass µ ≡ m1m2/m12.
Using (2.10) and the deﬁnition of R, equation (2.9) turns into
2T = m12 ˙ R
2
CM + µ ˙ r
2. (2.11)
According to this equation, in center of mass coordinates the kinetic energy is
separable into two terms: the ﬁrst one deals with the system as a whole considering
only the motion of the center of mass, the second term considers only the internal
motion, i.e., movement associated with the change of r
T = TCM + Tint, (2.12a)
TCM = 1
2m12 ˙ R
2
CM, (2.12b)
Tint = 1
2µ ˙ r
2 = 1
2µ
￿
˙ x
2 + ˙ y
2 + ˙ z
2￿
. (2.12c)
2.1.1 Internal Kinetic Energy: Spherical Polar Coordinates
The rotation of the diatomic molecule can be better understood in spherical polar
(SP) coordinates. The transformation from SP coordinates (r,θ,φ) to cartesian
internal coordinates (x,y,z) is given by
x = rsinθcosφ, (2.13a)
y = rsinθsinφ, (2.13b)
z = rcosθ, (2.13c)
0 ≤ r < ∞, 0 ≤ θ ≤ π and 0 ≤ φ ≤ 2π. The coordinate r is the modulus of the r
vector, θ is the angle between the vector r and the positive lab-ﬁxed z axis, and
φ is the angle formed by the lab-ﬁxed x axis and the projection of r onto the xy
plane, see ﬁgure 2.1.10
The velocity vector in SP coordinates, ˙ θ, is deﬁned by
˙ θ =

 



˙ r
˙ θ
˙ φ

 



, (2.14)
and is obtained from equations (2.13) by diﬀerentiation with respect to t
˙ r = S ˙ θ, (2.15)
with S as the orthogonal transformation matrix obtained by implicit diﬀerentiation
S =


 


sinθcosφ rcosθcosφ −r sinθsinφ
sinθsinφ rcosθsinφ r sinθcosφ
cosθ −r sinθ 0


 


. (2.16)
The internal kinetic energy in SP coordinates is obtained by plugging (2.15) into
equation (2.12c)
Tint = 1
2µ ˙ θS
TS ˙ θ
= 1
2µ
￿
˙ r
2 + r
2 ˙ θ
2 + r
2sin
2 θ ˙ φ
2
￿
.
(2.17)
For the diatomic rigid rotor the radial coordinate is kept ﬁxed which leads to
T =
1
2I
￿
˙ θ
2 + ˙ φ
2sin
2 θ
￿
, (2.18)
where I ≡ µr2 is the moment inertia of the rotor and the subscript int has been
dropped since only the internal kinetic energy is considered from now on.
2.2 Potential Energy for the Diatomic Rotor in Tilted Fields
The interaction of the electric dipole moment of the diatomic rotor, d, with the
electric ﬁeld, ε, is given by [56]
V (ε) = −d(ε) · ε, (2.19)11
φ
θ
x
y
x’
y’, y’’
z, z', ¶L
x’’
z’’
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β
Figure 2.1: Diatomic rotor in tilted ﬁelds.
where the ﬁeld is assumed to be constant at the molecule such that only dipolar
interactions are considered.
The expansion of the interaction energy, equation (2.19), in Taylor series about
ε = 0 after some vector algebra leads to [9]
V (ε) = −d(0) · ε − 1
2ε · α · ε + ..., (2.20)
where d(0) is the permanent electric dipole of the system, which is independent of
the ﬁeld, and α is the polarizability tensor whose components are deﬁned by
αij ≡
￿
∂di
∂εj
+
∂dj
∂εi
￿
0
. (2.21)
The product of this symmetric tensor and the ﬁeld gives the electric dipole moment
induced by the ﬁeld. From equation (2.20) and the Taylor series for V(ε) we obtain12
an expression for the components of α in terms of the interaction energy
αij = −
￿
∂2V
∂εj∂εi
￿
0
. (2.22)
In the tilted ﬁelds problem the diatomic rotor interacts with a static electric
ﬁeld, εS, and an oscillating laser ﬁeld, εL(t), ﬁgure 2.1. The total electric ﬁeld at
the molecule is
ε = εS + εL(t). (2.23)
The laser frequency is assumed to be high and the system response slow so that the
interaction can be treated as a time average. The total time-average interaction
between the diatomic rotor and the electric ﬁeld (2.23) is given by the average of
equation (2.20) over a period of oscillation of the laser
V (ε) = − d(0) · εS − d(0) · εL(t)
− 1
2
￿
εS · α · εS + εL(t) · α · εL(t) + εS · α · εL(t) + εL(t) · α · εS
￿
,
(2.24)
Over a period of oscillation of εL(t) the time average of the second and last two
terms will vanish, so equation (2.24) becomes
V (ε) = −d(0) · εS − 1
2
￿
εSα · εS + εL(t)αεL(t)
￿
. (2.25)
The laser is linearly polarized along the lab-ﬁxed z axis and propagates along
the lab-ﬁxed y direction. The static ﬁeld is tilted by an angle β with respect to the
direction of polarization of the oscillating ﬁeld and lies in the lab ﬁxed xz plane.
The cartesian components of this static ﬁeld can be expressed as
εS = εS(sinβ,0,cosβ). (2.26)
The cartesian components of the permanent electric dipole moment of the diatomic
rotor, d(0), which points from particle 1 to particle 2, can be written in terms of13
the SP coordinates as
d(0) = d0(sinθcosφ,sinθsinφ,cosθ). (2.27)
The interaction energy of this dipole with the static ﬁeld, the ﬁrst term in equation
(2.25), is given by
VS = −d(0) · εS
= −d0εS (sinβ sinθcosφ + cosβ cosθ).
(2.28)
In a molecule-ﬁxed frame, produced by two consecutive counter clockwise ro-
tations from the original lab-ﬁxed frame, the polarizability tensor for a diatomic
molecule acquires a simple diagonal form [57,58]. The ﬁrst rotation must be per-
formed above the lab-ﬁxed z axis by an angle φ, RZ(φ). The second rotation is
about the new y axis (N) by an angle θ, RN(θ). This is represented compactly by
the matrix product
C(θ,φ) = RN(θ)RZ(φ) =






cosθcosφ cosθsinφ −sinθ
−sinφ cosφ 0
sinθcosφ sinθsinφ cosθ






. (2.29)
In this molecule-ﬁxed frame the polarizability tensor for a diatomic molecule is
α =

 



α⊥ 0 0
0 α⊥ 0
0 0 αk

 



, (2.30)
with α⊥ and αk the perpendicular and parallel components of the polarizability
tensor in the molecule-ﬁxed frame, respectively.
The transformation from α to αL (the polarizability tensor in the lab-ﬁxed14
frame) is given by the matrix product αL = C−1(θ,φ)αC(θ,φ)
αL = ∆α


 


sin
2 θcos2 φ + α⊥ sin
2 θcosφsinφ cosθsinθcosφ
sin
2 θcosφsinφ sin
2 θsin
2 φ + α⊥ cosθsinθsinφ
cosθsinθcosφ cosθsinθsinφ cos2 θ + α⊥


 


, (2.31)
where ∆α = αk − α⊥.
Using equations (2.27) and (2.31) the second term of (2.25) becomes
V
(2)
S = −1
2ε
2
S
￿
α⊥ + ∆α(sinβ sinθcosφ + cosβ cosθ)
2￿
. (2.32)
This term accounts for the interaction between the static ﬁeld and the molecular
polarizability.
A time-dependent laser ﬁeld of frequency ν and linearly polarized along lab-
ﬁxed z axis is described by
εL(t) = (0,0,εLcos2πνt). (2.33)
The use of (2.31) and (2.33) in the last term of (2.25) produces
VL = −
1
2ε
2
L
￿
∆αcos
2 θ + α⊥
￿
cos2 2πνt
= −1
4ε
2
L
￿
∆αcos
2 θ + α⊥
￿
.
(2.34)
The potential energy for the diatomic rotor in tilted ﬁelds is given by using
(2.28), (2.32) and (2.34) into (2.25)
V (θ,φ;β) =VS + V
(2)
S + VL
= − d0εS (sinβ sinθcosφ + cosβ cosθ)
− 1
2ε
2
S
￿
α⊥ + ∆α(sinβ sinθcosφ + cosβ cosθ)
2￿
− 1
4ε
2
L
￿
∆αcos
2 θ + α⊥
￿
.
(2.35)
In practice, to avoid ionization of the molecule, the intensity of the laser and the
strength of the static ﬁeld must be limited. For a laser intensity of εL = 109Vm−115
the static ﬁeld intensity is limited to εS = 107Vm−1 [10]. For diatomic molecules
the magnitudes of the permanent dipole moment, d0, and the polarizability tensor
components, αij, are of the order of 10−30 Cm, and 10−40 Cm2V−1, respectively [59].
From these values the interaction energy of the ﬁrst term in equation (2.35) is
approximately 10−23 J, the second term is about 10−26 J, and the last one 10−22 J.
The contribution of the second term is 3 or 4 orders of magnitude less than the
ﬁrst or last terms respectively and so it can be ignored from (2.35) leaving
V (θ,φ;β) = −d0εS (sinβ sinθcosφ + cosβ cosθ) −
1
4ε
2
L
￿
∆αcos
2 θ + α⊥
￿
, (2.36)
which can be written as
V (θ, φ; β) = −ω (sinβ sinθcosφ + cosβ cosθ) − ∆ω cos
2 θ, (2.37)
with ω = d0εS and ∆ω = (ε2
L/4)∆α. The last term of (2.36) has been eliminated
since it is simply a constant which can be subtracted from V arbitrarily.
2.3 Lagrangian, Hamiltonian and Equations of Motion
From equations (2.18) and (2.37) the Lagrangian of the diatomic rotor in tilted
ﬁelds is given by
L(θ,φ, ˙ θ, ˙ φ) = T(θ, ˙ θ, ˙ φ) − V (θ,φ;β)
= 1
2I
￿
˙ θ
2 + sin
2 θ ˙ φ
2
￿
+ ω (sinβ sinθcosφ + cosβ cosθ) + ∆ω cos
2 θ.
(2.38)
The Euler-Lagrange equations of motion for the system are [20]
µr
2¨ θ = 1
2I sin2θ ˙ φ
2 + ω (sinβ cosθcosφ − cosβ sinθ) − ∆ω sin2θ, (2.39a)
µr
2sin
2 θ¨ φ = −ω sinβ sinθsinφ. (2.39b)16
The Hamiltonian of the system is obtained from the Lagrangian by [20]
H(θ,φ,pθ,pφ) ≡ pθ ˙ θ + pφ ˙ φ − L(θ,φ, ˙ θ, ˙ φ), (2.40)
where the velocities must be written as functions of the coordinates and the mo-
menta. The canonical momenta for the SP coordinates θ and φ are obtained from
the Lagrangian (2.38) by [20]
pθ ≡ (∂L/∂ ˙ θ) = I ˙ θ, (2.41a)
pφ ≡ (∂L/∂ ˙ φ) = I ˙ φsin
2 θ. (2.41b)
After substitution of (2.41) into (2.40) the Hamiltonian of the system is
H(θ,φ,pθ,pφ) =
1
2I
￿
p
2
θ +
p2
φ
sin2 θ
￿
− ω (sinβ sinθcosφ + cosβ cosθ) − ∆ω cos
2 θ.
(2.42)
From (2.42) the canonical equations of motion are [20]
˙ θ = (∂H/∂pθ) =
pθ
I
, (2.43a)
˙ φ = (∂H/∂pφ) =
pφ
I sin
2 θ
, (2.43b)
˙ pθ = −(∂H/∂θ) =
p2
φ cosθ
I sin
3 θ
+ ω (sinβ cosθcosφ − cosβ sinθ) − ∆ω sin2θ,
(2.43c)
˙ pφ = −(∂H/∂φ) = −ω sinβ sinθsinφ. (2.43d)
These are the equations which will be numerically integrated in order to describe
the classical mechanics of the diatomic rotor in tilted ﬁelds.
2.4 Angular Momentum for the Diatomic Rotor
The total angular momentum vector, j, for the diatomic rotor is deﬁned [20]
j = r × p. (2.44)17
In SP coordinates the position vector, r, is given by equation (2.13)
r = r(sinθcosφ,sinθsinφ,cosθ). (2.45)
From equations (2.41) it is possible to deﬁne the momentum vector pθ in spherical
polar coordinates through
pθ = (pr,pθ,pφ)
= µ
￿
˙ r,r
2 ˙ θ,r
2sin
2 θ ˙ φ
￿
= µg ˙ θ,
(2.46)
with g as the metric tensor
g =

 



1 0 0
0 r2 0
0 0 r2 sin
2 θ

 



. (2.47)
Using (2.15) equation (2.46) can be written
pθ = µgS
−1 ˙ r
= gS
−1p,
(2.48)
with p as the momentum vector in cartesian coordinates
p = µ ˙ r. (2.49)
Inversion of (2.48) gives as result the momentum vector expressed in terms of SP
coordinates
p = Sg
−1pθ, (2.50)
with components
px = sinθcosθ pr +
cosθcosφ
r
pθ −
sinφ
r sinθ
pφ, (2.51a)
py = sinθsinφ pr +
cosθsinφ
r
pθ +
cosφ
rsinθ
pφ, (2.51b)
pz = cosθ pr −
sinθ
r
pθ. (2.51c)18
By using equation (2.44) with (2.45) and (2.51) the components of the angular
momentum in SP coordinates and momenta are given by
jx = −sinφ pθ − cotθcosφ pφ, (2.52a)
jy = cosθ pθ − cotθsinφ pφ, (2.52b)
jz = pφ. (2.52c)
The square of the angular momentum vector in SP coordinates can be easily
calculated
j
2 = j
2
x + j
2
y + j
2
z
= p
2
θ +
￿ pφ
sinθ
￿2
.
(2.53)
From this result, the free diatomic molecule Hamiltonian can be rewritten as
H =
j2
2I
. (2.54)
2.5 Action-Angle Variables for the Diatomic Rotor
2.5.1 Hamilton-Jacobi equation and Hamilton’s Principal
Function
The rigid rotor Hamiltonian in SP coordinates is given by the kinetic energy term
of the Hamiltonian for the diatomic in tilted ﬁelds, equation (2.42)
H(θ,φ,pθ,pφ) =
1
2I
￿
p
2
θ +
p2
φ
sin2 θ
￿
. (2.55)
Since the Hamiltonian (2.55) does not depend explicitly on time we seek a
canonical transformation in which all the new variables are cyclic [20]. The new
coordinates and momenta will be constant if the new Hamiltonian, ¯ H, equals zero.19
From the theory of canonical transformations [20] is well known that the re-
lationship between the new and old Hamiltonians with the generating function F
is
¯ H = H +
∂F
∂t
. (2.56)
If the new Hamiltonian is zero we have
H(θ,φ,pθ,pφ) +
∂F
∂t
= 0. (2.57)
Using a generating function of the type F2(θ,φ,Pθ,Pφ,t) of the old coordinates, θ
and φ, and the new momenta, Pθ and Pφ, the new coordinates, Qθ and Qφ, and
old momenta, pθ and pφ, are obtained from [20]
pθ =
∂F2
∂θ
, (2.58a)
pφ =
∂F2
∂φ
, (2.58b)
Qθ =
∂F2
∂Pθ
, (2.58c)
Qφ =
∂F2
∂Pφ
. (2.58d)
Using equations (2.58a) and (2.58b) into (2.57) the Hamilton-Jacobi equation is
obtained
H
￿
θ,φ,
∂F2
∂θ
,
∂F2
∂φ
,t
￿
+
∂F2
∂t
= 0. (2.59)
Explicitly the Hamilton-Jacobi equation for the rigid rotor is
1
2I
"￿
∂S
∂θ
￿2
+
1
sin
2 θ
￿
∂S
∂φ
￿2#
+
∂S
∂t
= 0, (2.60)
where its solution, Hamilton’s principal function (HPF) or action [60], has been
denoted by S.20
2.5.2 Solution of the Hamilton-Jacobi Equation
Since the new Hamiltonian is zero and the new momenta, Pθ and Pφ, are constants,
the total derivative of HPF with respect to time is
dS
dt
=
∂S
∂θ
˙ θ +
∂S
∂φ
˙ φ +
∂S
∂t
. (2.61)
Using equations (2.58a) and (2.58b) and Hamilton-Jacobi equation (2.59) for F2 =
S
dS
dt
= pθ ˙ θ + pφ ˙ φ − H. (2.62)
From equation (2.62), S can be written as the indeﬁnite integral
S =
Z
(pθdθ + pφdφ − Hdt), (2.63)
which for a conservative system gives the time dependence of S
S = W(θ,φ,Pθ,Pφ) − Et (2.64)
where E denotes the total energy of the system and W is the Hamilton’s charac-
teristic function (HCF), or abbreviated action [60], deﬁned by the integral
W =
Z
(pθdθ + pφdφ). (2.65)
Replacing (2.64) in equation (2.60) is obtained
1
2I
"￿
∂W
∂θ
￿2
+
1
sin
2 θ
￿
∂W
∂φ
￿2#
= E. (2.66)
Since φ is a cyclic coordinate, and pφ = m is a constant of motion, is convenient
to keep m as one of the new momenta. This can be accomplished by the use of a
canonical identity transformation of the second type [20] of the form
F2 = mφ. (2.67)21
Based on this W can be separated in two terms: one given by equation (2.67)
and other as a function Wθ(θ,j)
W = Wθ + mφ. (2.68)
Plugging this W into equation (2.66) the Hamilton-Jacobi equations turns into
1
2I
"￿
∂Wθ
∂θ
￿2
+
m2
sin
2 θ
#
= E. (2.69)
which after rearrangement becomes
Wθ = ±
Z r
2IE −
m2
sin2 θ
dθ, (2.70)
where the + (−) sign refers to the positive (negative) branch of pθ. Now the HCF
can be written as
W = mφ ±
Z r
2IE −
m2
sin
2 θ
dθ, (2.71)
It is convenient to choose j as the other constant new momentum; using equation
(2.54), HCF turns into
W = mφ ±
Z r
j2 −
m2
sin
2 θ
dθ. (2.72)
Using equations (2.58c) and (2.58d), with F2 = W, Pθ = j, and Pφ = m, the
problem of ﬁnding Qθ and Qφ is reduced to the quadratures
Qθ = qj =
∂W
∂j
= ±
Z
j sinθdθ
p
j2 sin
2 θ − m2
, (2.73a)
Qφ = qm =
∂W
∂m
= φ ∓
Z
mdθ
sinθ
p
j2 sin
2 θ − m2
. (2.73b)22
For the ﬁrst integral the substitution a−1 = 1 − (m/j)2 gives
qj = ±
Z
asinθdθ
√
1 − a2 cos2 θ
, (2.74)
now the change of variable x = acosθ casts the integral in a known form
qj = ∓
Z
dx
√
1 − x2
= qj0 ∓ arcsinx,
(2.75)
which in terms of m and j gives
qj = qj0 ∓ arcsin
j cosθ
p
j2 − m2, (2.76)
with the − (+) sign referring to the positive (negative) branch of pθ. The inte-
gration constants qj0 do not have to be the same for the (±) branches, they must
guarantee the continuity of the angle qj at the values of θ where a change of branch
occurs. A possible choice of the constants gives
qj =
π
2
− arcsin
j cosθ
p
j2 − m2, Mod 2π, (2.77a)
qj =
3π
2
+ arcsin
j cosθ
p
j2 − m2, Mod 2π, (2.77b)
with arcsin(m/j) ≤ θ ≤ π − arcsin(m/j) (recall appendix A, equation (A.10)).
In ﬁgure 2.2 can be seen how this choice of the integration constants makes qj a
correct angle variable.
For the second integral, (2.75), the substitution a = m(j2 − m2)−1/2 gives
qm = φ ∓
Z
adθ
sin
2 θ
√
1 − a2 cotθ
, (2.78)
with the − (+) sign for the positive (negative) branch of pθ. Now the change of
variable x = acotθ casts the integral in a familiar form
qm = φ ±
Z
dx
√
1 − x2
= φ + qm0 ± arcsinx,
(2.79)23
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Figure 2.2: Angle variables for j = 2 and m = 1. The solid (dashed) lines represent
the positive (negative) branch of pθ. (a) qj angle from equations (2.77). (b)
qm = π/2 contour from equation (2.80).
now the + (−) sign refers to the positive (negative) branch of pθ. Making the
correct choice of the integration constants and writing everything in terms of m
and j gives ﬁnally
qm = φ +
π
2
+ arcsin
mcosθ
sinθ
p
j2 − m2, Mod 2π, (2.80a)
qm = φ −
π
2
− arcsin
mcosθ
sinθ
p
j2 − m2, Mod 2π. (2.80b)
In ﬁgure 2.2 can be seen how these integration constants give a continuous curve
for qm(θ,φ).
The action-angle variables for the rigid rotor are qj, qm, j, and m corresponding
to expressions (2.77), (2.80), (2.53), and (2.52c) respectively.
The Hamiltonian of the rigid rotor in action-angle variables is given simply by
equation (2.54). Direct calculation shows that the canonical equations of motion24
are
dqj
dt
= (∂H/∂j) =
j
I
, (2.81a)
dqm
dt
= (∂H/∂m) = 0, (2.81b)
dj
dt
= −(∂H/∂qj) = 0, (2.81c)
dm
dt
= −(∂H/∂qm) = 0. (2.81d)
2.5.3 Physical interpretation of the Action-Angle Variables
for the Rigid-Rotor
qj
qm x
y
z x’
y’
z’, j
m
θ0
Figure 2.3: Action-angle variables for the diatomic rotor.
The geometrical meaning of the action-angle variables for the free rotor can
be seen in ﬁgure 2.3. The action variables for the rigid-rotor have direct physical
interpretation. These are the modulus of the angular momentum vector, j, and its
z component, m. From equations (2.81c) and (2.81d) it is clear that these action
variables are both constants of motion.25
The angle variable qj is identical with the angle ¯ ψ given by equation (A.21)
from appendix A. This can be demonstrated by showing that cos ¯ ψ = cosqj and
sin ¯ ψ = sinqj. The physical meaning of qj is the same as ψ: the angle describing
the rotation about j in a plane perpendicular to it and passing through the origin.
From the canonical equation (2.81a) can be noted that this rotation is performed
at constant angular velocity depending only on j and I.
In the same way, it can be demonstrated that the angle variable qm is exactly
the angle ¯ φ deﬁned in equation (A.8) from appendix A. Then the angle variable
qm can be understood as the angle from the x axis to the projection of j onto the
xy plane. This angle is ﬁxed all the time for the rigid rotor as can be seen from
equation (2.81b).
2.6 Diatomic Rotor in Tilted Fields: Action Variables
Since the action-angle variables for the rigid rotor are obtained from a canonical
transformation, through the Hamilton’s Characteristic Function W, they are also
an appropriate canonical set for the diatomic rotor in tilted ﬁelds [20].
Using the deﬁnition of qj (2.77) some trigonometric relationships between θ
and the action-angle variables can be obtained
sinθ =
1
j
q
j2 sin
2 qj + m2 cos2 qj, (2.82a)
cosθ =
1
j
p
j2 − m2 cosqj. (2.82b)
From equations (2.80) can be obtained for φ
cosφ =
−1
sinθ
p
j2 − m2
￿
mcosθcosqm ∓
q
j2 sin
2 θ − m2 sinqm
￿
, (2.83a)
sinφ =
−1
sinθ
p
j2 − m2
￿
mcosθsinqm ±
q
j2 sin2 θ − m2 cosqm
￿
. (2.83b)26
It is relevant to calculate the product of (2.82a) and (2.83a)
sinθcosφ = ±sinqj sinqm −
m
j
cosqj cosqm,
= |sinqj|sinqm −
m
j
cosqj cosqm.
(2.84)
Using equations (2.53), (2.82)-(2.84) into the SP Hamiltonian (2.42) the new
Hamiltonian in terms of the action-angle variables of the rigid rotor is obtained
¯ H (qj,qm,j,m) =
j2
2I
− ω
￿
sinβ
￿
|sinqj|sinqm −
m
j
cosqj cosqm
￿
+
1
j
cosβ
p
j2 − m2 cosqj
￿
−
∆ω
j2
￿
j
2 − m
2￿
cos
2 qj.
(2.85)
The canonical equations in terms of the action-angle variables are given by
dqj
dt
=
￿
∂ ¯ H/∂j
￿
=
j
I
−
mω
j2
 
sinβ cosqj cosqm +
m
p
j2 − m2 cosβ cosqj
!
−
2∆ωm2
j3 cos
2 qj,
(2.86a)
dqm
dt
=
￿
∂ ¯ H/∂m
￿
=
ω
j
 
sinβ cosqj cosqm +
m
p
j2 − m2 cosβ cosqj
!
+
2m∆ω
j2 cos
2 qj, (2.86b)
dj
dt
= −
￿
∂ ¯ H/∂qj
￿
= ω sinβ
￿
(−1)
int(qj/π) cosqj sinqm +
m
j
sinqj cosqm
￿
−
ω
j
cosβ
p
j2 − m2 sinqj −
∆ω
j2
￿
j
2 − m
2￿
sin(2qj), (2.86c)
dm
dt
= −
￿
∂ ¯ H/∂qm
￿
= ω sinβ
￿
|sinqj|cosqm +
m
j
cosqj sinqm
￿
, (2.86d)
with int(qj/π) as the integer part of qj/π.27
2.7 Integration of the Equations of Motion
The numerical integration of equations (2.43) is troublesome due to the sin
2 θ
denominator in (2.43b) and (2.43c). In order to avoid this complication the inte-
gration is performed in cartesian coordinates. In a molecule-ﬁxed frame the kinetic
energy in cartesian coordinates is given by equation (2.12c)
T = 1
2µ ˙ r
2 = 1
2µ
￿
˙ x
2 + ˙ y
2 + ˙ z
2￿
. (2.87)
The interaction with the static ﬁeld is obtained from (2.28)
VS = −d(0) · εS
= −
d0
r
(xεS,x + yεS,y + zεS,z),
(2.88)
where εS,i is the i-th cartesian component of the static ﬁeld.
The use of (2.13c) in (2.34) provides the interaction with the laser in cartesian
coordinates
VL = −
1
4ε
2
L
￿
∆αcos
2 θ
￿
= −1
4ε
2
L∆α
￿z
r
￿2
,
(2.89)
Using these results the Lagrangian of the system in cartesian coordinates is
L(x,y,z, ˙ x, ˙ y, ˙ z) = 1
2µ
￿
˙ x
2 + ˙ y
2 + ˙ z
2￿
+
ω
rεS
(xεS,x + yεS,y + zεS,z) + ∆ω
￿z
r
￿2
.
(2.90)
It is important to note that the cartesian components are not independent but
they are related by the rigid rotor constraint r = constant. This gives the auxiliary
condition
f(x,y,z) = x
2 + y
2 + z
2 − r
2 = 0. (2.91)28
2.7.1 The Lagrange Multipliers Method
This kind of problems involving auxiliary conditions can be solved using the La-
grange multipliers method [61]. In this method the auxiliary condition is multiplied
by an undetermined factor λ and then added to the Lagrangian to obtain a new
Lagrangian L0
L
0 = L + λf. (2.92)
From equation (2.91) it is clear that the Lagrangian is unaﬀected by the ad-
ditional term, which is zero. The Euler-Lagrange equations are obtained from
Hamilton’s principle using the new Lagrangian L0, and considering λ as a constant
relative to the process of variation [61]
d
dt
∂L
∂ ˙ q
−
∂L
∂q
= λ
∂f
∂q
, (2.93)
where the q stands for x, y or z. Using the Lagrangian (2.90) into (2.93) gives
˙ px = −
∂V
∂x
+ 2xλ, (2.94a)
˙ py = −
∂V
∂y
+ 2yλ, (2.94b)
˙ pz = −
∂V
∂z
+ 2zλ, (2.94c)
where the deﬁnition of conjugate momentum has been used for each cartesian
coordinate. The conjugate momenta to the cartesian coordinates are given by
px =
∂L
∂ ˙ x
= µ˙ x, (2.95a)
py =
∂L
∂ ˙ y
= µ˙ y, (2.95b)
pz =
∂L
∂ ˙ z
= µ˙ z. (2.95c)
Equations (2.94) and (2.95) together constitute the set of ﬁrst order diﬀerential
equations to be solved. The λ is obtained from the auxiliary condition (2.91) and29
equations (2.94) and (2.95). The second derivative with respect to time of the
auxiliary condition (2.91) is given by
¨ f =
2
µ
[(˙ xpx + ˙ ypy + ˙ zpz) + (x˙ px + y ˙ py + z ˙ pz)] = 0. (2.96)
Using equations (2.94) and (2.95)
¨ f =
1
µ
￿
p
2
x + p
2
y + p
2
z
￿
−
￿
x
∂V
∂x
+ y
∂V
∂y
+ z
∂V
∂z
￿
+ 2λ
￿
x
2 + y
2 + z
2￿
= 0. (2.97)
Solving for λ gives ﬁnally
λ =
1
2r2
￿￿
x
∂V
∂x
+ y
∂V
∂y
+ z
∂V
∂z
￿
−
p2
µ
￿
, (2.98)
with the partial derivatives of the potential energy in cartesian coordinates
∂V
∂x
= −
ωεx
rεS
, (2.99a)
∂V
∂y
= −
ωεy
rεS
, (2.99b)
∂V
∂z
= −
ωεz
rεS
−
2∆ωz
r
. (2.99c)
2.7.2 Numerical Integration
The equations of motion (2.94), (2.95), the Lagrange multiplier (2.98) and the
gradient (2.99) are integrated using the sixth order Gear method [62]. This hy-
brid method is a combination of one-step Runge-Kutta and multi-sptep predictor-
corrector methods. The result is a series of quadruplets (θi, φi, pθi, pφi) at each
time i.
2.8 Poincar´ e Map and Surfaces of Section
The study of the diatomic rotor in tilted ﬁelds requires a description in two coordi-
nates and its phase space is 4-dimensional. In the simplest cases the angle β is zero30
and the existence of two constants of motion, E and m, reduces the phase space
motion to a 2-dimensional manifold. However, when the two ﬁelds are turned on
and β 6= 0 the only constant of motion left is the total energy and the motion in
phase space in general occurs in a 3-dimensional manifold.
The Poincar´ e map (P) and the surfaces of section (SOS) [30,32] are important
tools to study the structure of the phase space of a dynamical system. In the
SOS method a surface Σ(p,q) is deﬁned in phase space, and it is observed when a
trajectory, from a given initial condition, goes through Σ with positive (or negative)
component of the velocity along the normal vector to Σ [19]. The set of all these
intersections for all the possible trajectories passing through Σ gives the SOS.
Depending on the system these SOS give important information; particularly they
are useful to study the regions (trajectories) in phase space which show regular or
chaotic dynamics [19].
The forward (backward) Hamiltonian propagation of an initial condition on a
surface Σ until the trajectory intersects Σ again deﬁnes a the Poincar´ e map P
(P −1). It is important to note that to ﬁnish the time propagation it is not enough
to cross Σ but it is also necessary to cross it with the same sign of the velocity
along the normal to Σ as the initial condition.
It is particularly straightforward to deﬁne Σ = qi, with qi a constant value of a
canonical variable, every time the surface Σ is crossed, by a given trajectory, with
positive (or negative) ˙ qi the values of qj and pj are recorded. The set of all these
intersections gives the qj-pj SOS at qi (constant) with ˙ qi > 0 (˙ qi < 0).
In a system with 2 degrees of freedom (dof) with a time-independent Hamilto-
nian the motion in phase space generally occurs in a 3-dimensional manifold given
by the constant energy constraint H(q1,q2,p1,p2) = E. The surface of section for31
q2 constant is given by p1 = p1(q1,p2;E,q2) which covers a 2-dimensional region on
q1-p1 for a given E. The existence of an additional constant of motion C restricts
the motion in phase space to a 2-dimensional manifold given by the constant en-
ergy constraint and C = f(q1,q2,p1,p2). If this equation can be inverted to obtain
p2 = p2(q1,q2,p1;C) and replaced in the equation above for p1 at q2 constant, we
obtain p1 = p1(q1;q2,E,C). This means that if there exists an additional constant
of motion C, the surface of section is given by a simple curve which depends on
the initial conditions [19].
From Liouville’s theorem [20], if an ensemble of initial conditions on a well
deﬁned surface Σ covers an area A0, the areas An = P nA0 or A−n = P −nA0, after
n applications of the Poincar´ e map to each of the initial conditions, are identical
to A0, A±n = A0. This is an important condition true for Σ = qi, with qi as
a constant value of one of the canonical variables. In order to have this area
preserving property of P in a general Σ, it is necessary to make an appropriate
canonical transformation [19,63].
2.8.1 Numerical Calculation of Surfaces of Section
Using integration algorithms that allow an independent time step it is possible to
devise a method that intersect exactly the surface of section [64] by changing the
integration variable from t to the coordinate at which the SOS is a constant. This
method requires two integration algorithms: the principal for the time propagation
of the trajectory and one for the intersection with the SOS. The second algorithm
is used only once with step given by the diﬀerence between the coordinate at
the surface of section and before crossing. The H´ enon’s method is very accurate,
however it is limited to Runge-Kutta and extrapolation algorithms but not to32
predictor-corrector [64].
An alternative method is to interpolate the line between the points lying before
and after crossing the surface of section to obtain the point on the surface itself. In
a 2 dof system with phase space described by z = (q1,q2,p1,p2) a possible surface
of section can be deﬁned by qi = qiC. Let zB and zA be the position vectors in
phase space before and after the trajectory crosses the SOS respectively. If the
time step of the numerical method is ∆t, the fraction of this time step in which
the system goes from zB to zC can be approximated by
∆tBC ≈
qiC − qiB
qiA − qiB
∆t. (2.100)
The components of the vector zC are given by the simple linear approximation
qjC ≈ qjB + ˙ qjB∆tBC, i 6= j; (2.101a)
pjC ≈ pjB + ˙ pjB∆tBC, j = 1,2; (2.101b)
and additionally qiC.
Since the equations of motion are integrated in cartesian coordinates the time
derivatives for the SP and action-angle variables must be calculated using the
gradients of them with respect to the cartesian coordinates. These time derivatives
are expressed in terms of the gradients obtained in appendix B.
2.9 Involutions, Symmetry Lines and Periodic Orbits
An involution Ii is deﬁned as a self inverse map,
I
2
i = E, (2.102)
with E as the identity map.33
Hamilton’s equations of motion (2.43) are invariant under the change of variable
t → −t, (2.103a)
θ → θ, (2.103b)
φ → 2π − φ, (2.103c)
pθ → −pθ, (2.103d)
pφ → pφ. (2.103e)
This symmetry allows us to deﬁne a map S, which changes the signs of pθ and φ,
and which is obviously an involution
S
2 = E. (2.104)
For φ = 0,π this involution is particularly simple and it changes only the sign of
pθ, thus on the θ-pθ SOS at φ = 0,π the map S is a simple reﬂection about the
pθ = 0 line. Furthermore, the symmetry given by (2.103) indicates that the θ-pθ
surfaces of section at φ = 0,π are symmetric with respect to reﬂection about the
pθ = 0 line.
On the θ-pθ SOS at φ = 0,π the line pθ = 0 is a symmetry line of S, i.e., the
set of ﬁxed points of S forms the line pθ = 0.
Another involution of this system is the product of the Poincar´ e map P −1 and
S,
(P
−1S)
2 = E, (2.105)
which is clear from all of the equations (2.103). From equation (2.105) the Poincar´ e
map can be written as the product of two involution operators: S and P −1S [19,33]
P = S(P
−1S). (2.106)34
Multiplying (2.106) by S on the right and then by PS on the left produces the
result
(PS)
2 = E, (2.107)
and PS is another involution.
Suppose that an initial condition z0 on the φ = 0,π plane and its iterate under
the Poincar´ e map, Pz0, are ﬁxed points of the involution S,
Sz0 = z0, (2.108a)
SPz0 = Pz0. (2.108b)
Multiplying (2.108b) on the left by S, and using equations (2.104), (2.107), and
(2.108a) produces
Pz0 = SPz0
= SPSz0
= P
−1z0,
(2.109)
which gives
P
2z0 = z0. (2.110)
This means that any ﬁxed point of P 2 that lies on the symmetry line of S will give
the initial conditions for a period-1 or period-2 periodic orbit.
It is known that periodic solutions of the Hamilton’s equations can be found
by locating the intersections of the symmetry lines with their iterates under the
Poincar´ e map P [65]. This provides an eﬃcient method for obtaining periodic
orbits lying on the symmetry lines.35
2.9.1 Iterating the Symmetry Line
In practice to iterate the symmetry line in spherical polar coordinates is not easy,
and it is better to do this in cartesian coordinates. In SP coordinates the symmetry
line is given by pθ = 0, for all values of θ, and φ = 0,π. In cartesian coordinates
the same line is obtained for y = 0, ˙ x = 0, ˙ z = 0, and all possible values of
x and z. These are initial conditions with velocity perpendicular to the y = 0
plane (φ = 0,π) lying on the intersection of the sphere with y = 0. These initial
conditions are iterated once by the Poincar´ e map for y = 0 and ˙ y > 0 to get the
ﬁnal ˙ z as a function of the initial x and z. Instead of using the θ angle to sample
initial conditions it is better to use the angle α0 deﬁned by
α0 =

  
  
θ, φ = 0,
2π − θ, φ = π.
(2.111)
In these terms the ﬁnal ˙ z is a function of α0. The values of α0 at which ˙ z = 0
give the intersections with the symmetry line and the periodic solutions. One
advantage of this method is that there is no problem with the discontinuity of α0
at the poles.
2.10 Diatomic Rotor in a Static Field
This section treats the the Classical Mechanics of the diatomic rotor in a static
ﬁeld lying on the lab-ﬁxed xz plane and forming an angle β with the lab ﬁxed z
axis.
The Hamiltonian of the system in SP coordinates is
H(θ,φ,pθ,pφ) =
1
2I
￿
p
2
θ +
p2
φ
sin
2 θ
￿
− ω (sinβ sinθcosφ + cosβ cosθ). (2.112)36
It is convenient to describe the system in a lab-ﬁxed frame with the z axis along the
static ﬁeld. This can be achieved by a counter clockwise rotation by β above the
y-axis. Using SP coordinates in this rotated frame the Hamiltonian is simpliﬁed
into
H(θ,pθ,pφ) =
1
2I
￿
p
2
θ +
p2
φ
sin
2 θ
￿
− ω cosθ. (2.113)
This is exactly the same Hamiltonian for the spherical pendulum in a gravitational
ﬁeld which has been extensively studied [66,67]. This Hamiltonian is not an explicit
function of the time and is a constant of motion: H(θ,pθ,pφ) = E.
Since the coordinate φ does not appear in the Hamiltonian pφ = m is another
constant of motion, and depending on its value there exist two cases of interest:
m = 0 and m 6= 0.
In the ﬁrst case, m = 0, the second term of the kinetic energy in (2.113)
disappears and the Hamiltonian is the same as the plane pendulum in polar coor-
dinates [20]. For the diatomic rotor this means that there are two possible types
of motion depending on the ratio E/ω, see ﬁgure 2.4. For energies less than ω, red
region of ﬁgure 2.4, the diatomic moves back and forward about θ = 0 librating
between two well deﬁned turning points given by the condition pθ = 0, these os-
cillations occur on a vertical plane deﬁned by φ and φ + π. In the limit between
the white and red regions of ﬁgure 2.4 we have E/ω = −1, this line corresponds to
stable equilibria with the rotor’s dipole aligned with the static ﬁeld. If E/ω > 1,
green region of ﬁgure 2.4, the molecule rotates on a vertical plane plane. For the
special case E/ω = 1, the red-green limit of 2.4, the dipole moment of the diatomic
is aligned opposite to the ﬁeld, θ = π, in unstable equilibrium [20].37
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Figure 2.4: Regions of diﬀerent types of motion for the diatomic rotor with m = 0
in an static ﬁeld. The white region is empty and physically impossible. The red
(dark grey in B&W) is characterized by librational motion above the θ = 0 in a
vertical plane. Complete rotation in a vertical plane is obtained in the green region
(light grey in B&W).
For m 6= 0 the equations of motion are
˙ θ =
pθ
I
, (2.114a)
˙ φ =
m
I sin2 θ
, (2.114b)
˙ pθ =
m2
I
cosθ
sin
3 θ
− ω sinθ, (2.114c)
˙ pφ = 0. (2.114d)
(2.114e)
Since the second term in the kinetic energy depends only on θ it can be con-
sidered as part of an eﬀective potential, Vm(θ), for the θ coordinate
Vm(θ) =
m2
2I sin
2 θ
− ω cosθ. (2.115)
The ﬁrst term of Vm is symmetric with respect to θ = π/2 where it has its minimum38
value. The second term grows monotonously from −ω at θ = 0 to ω at θ = π. The
eﬀective potential will have a minimum θp < π/2 depending on the value of m as
can be seen in ﬁgure 2.5.
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Figure 2.5: Vm(θ)/ω for diﬀerent values of m2/2Iω (dashed). The lowest curve,
m2/2Iω = 0, is the eﬀective potential for the plane pendulum. As the value of
m2/2Iω increases the minimum of Vm gets higher in energy and moves from θ = 0
to θ = π/2. The solid line represents the minima of Vm(θ) for all values of m.
From Hamilton’s equations is clear that the diﬀerential equation for pθ can be
written in terms of Vm as
˙ pθ = −
∂Vm
∂θ
. (2.116)
At the minimum of Vm, θp, this equation gives ˙ pθ = 0 and pθ must be constant.
Depending on the value of this constant the dynamics of the system is considerably39
diﬀerent. For pθ = 0, at θp, equations (2.114) give
θ(t) = θp, (2.117a)
φ(t) =
m t
I sin2 θp
+ φ0, Mod 2π, (2.117b)
pθ = 0, (2.117c)
pφ = m. (2.117d)
In this periodic trajectory the diatomic rotor is precessing about the axis deﬁned
by the direction of the ﬁeld at a ﬁxed angle θp. This type of motion is a special
case of the Hamiltonian (2.113) and is known as the conical pendulum [66,68]. The
solid line in ﬁgure 2.5 gives the values of θp and the energies to have a diatomic
rotor under conical pendulum motion.
For pθ 6= 0 at θ = θp is seen, from equation (2.114a), that θ is not longer
constant. Even though the change of θ is linear at θp the feedback of the new
value of the angle in equations (2.114) have a complicated nonlinear dependence.
However, the fact that the Hamiltonian and m are constants of motion allows to
make some insight into the dynamics without solving (2.114) directly.
2.10.1 Phase Space: Spherical Polar Coordinates
Since the diatomic in a static ﬁeld is a system with two degrees of freedom its phase
space is 4-dimensional. The existence of a constant of motion, pφ = m, allows to
reduce the number of essential coordinates in phase space to 3: θ, φ and pθ. More-
over the coordinates θ and pθ are related through the constant energy constraint,
H(θ,pθ) = E, which restricts the motion of the system to a 2-dimensional surface.
In the special case θ = θp and pθ = 0 the motion of the system deﬁnes a periodic
orbit in phase space.40
In general, the diatomic rotor in a static ﬁeld is restricted to a 2-dimensional
surface. For constant values of φ, pθ can be given as a function of θ by using the
constant energy constraint
pθ (θ;E,m,ω,I) = ±
r
2I (E + ω cosθ) −
m2
sin
2 θ
= ±
p
2I (E − Vm(θ))
(2.118)
Since Vm is a function with only one minimum this equation describes a curve
topologically equivalent to a circle and hence the system is restricted to move on a
surface in phase space topologically equivalent to to a cylinder. For a given energy
this cylinder collapses into a periodic orbit when m has its maximum (minimum)
possible value (for given E, ω and I). In ﬁgure 2.6 these periodic orbits are located
along the red-white limit. As |m| decreases the cylinder grows radially up to the
limit |m| → 0 when the spherical pendulum turns into plane pendulum. The
plane pendulum type of motion is shown in ﬁgure 2.6 as black lines and points:
the lowest point is the stable alignment of the molecule with the ﬁled, the point
at (m,E)=(0,1) is the unstable alignment, the solid line represents the rotations
in a vertical plane above θ = 0, and the dashed lined represents rotations of the
plane pendulum. The |m| cylinders are concentric around the periodic orbit, and
they ﬁll the red region in ﬁgure 2.6, the type of motion in this region is known as
quasiperiodical. For a given energy the phase space is foliated in these m cylinders
which are invariant, i.e., there is only one quasiperiodic trajectory with m constant
on each cylinder [21].
Even though the motion of the system in phase space is on a cylinder it is not
clear how it moves on this region. This can be partially sorted out by looking at
the canonical equation (2.114b). According to this the angle φ is always increasing
or decreasing depending on if m is positive or negative, this means that the system41
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Figure 2.6: Energy-momentum diagram (E-m) for a diatomic rotor in an static
electric ﬁeld. The red (grey in B&W) region represents quasiperiodic motion above
the conical pendulum periodic orbit. The black points and lines represents the
m = 0 motion (see text). The white-red limit represents the conical pendulum
periodic orbits.
is winding on the cylinder’s surface with direction deﬁned only by m.
Since equations (2.114a) and (2.114b) are completely independent of φ they
form themselves a system of diﬀerential equations for θ and pθ, this system repre-
sents the dynamics in the θ-pθ reduced phase space
˙ θ =
pθ
I
, (2.119a)
˙ pθ =
m2
I
cosθ
sin
3 θ
− ωsinθ. (2.119b)
With these equations is possible to look at the Hamiltonian ﬂow on the θ-pθ plane.
In this reduced phase space the periodic orbit is simply the ﬁxed point of equations
(2.119). The linearization of (2.119) near the ﬁxed point provides good way to
understand the dynamics in its vicinity [30].42
Deﬁning the vector y = (θ,pθ) equations (2.119) can be written as
˙ y = f(y), (2.120)
with f(y) as the vector function with ﬁrst component and second components
given by the RHS of equations (2.119a) and (2.119b) respectively.
The ﬁxed point is a solution ¯ y of (2.120) such that f(¯ y) = 0. Near ¯ y a solution
of (2.120) can be expressed as
y = ¯ y + ∆y, (2.121)
substituing (2.121) into (2.120) and expanding in Taylor series about ¯ y gives
˙ y = ˙ ¯ y + ∆ ˙ y = f(¯ y) + Df(¯ y)∆y + O(|∆y|
2)
= Df(¯ y)∆y + O(|∆y|
2),
(2.122)
where Df is the derivative of f,
Df =



∂ ˙ θ
∂θ
∂ ˙ θ
∂pθ
∂ ˙ pθ
∂θ
∂ ˙ pθ
∂pθ


. (2.123)
For the diatomic in a static ﬁeld this matrix has elements
∂ ˙ θ
∂θ
= 0, (2.124a)
∂ ˙ θ
∂pθ
=
1
I
, (2.124b)
∂ ˙ pθ
∂θ
= −
m2
I sin
4 θ
￿
1 + 2cos
2 θ
￿
− ω cosθ, (2.124c)
∂ ˙ pθ
∂pθ
= 0. (2.124d)
(2.124e)
Its eigenvalues are
λ1,2 = ±
i
I
r
Iω cosθ +
m2 (2 + cos2θ)
sin
4 θ
. (2.125)43
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Figure 2.7: θ-pθ reduced phase space. Contours of m2 for E/ω = 1. The central
elliptic ﬁxed point and the concentric orbits around it are observed. The Planar
Pendulum case is also shown (without label) as the outermost orbit.
Since θp < π/2 the term inside the square root is always positive and the
eigenvalues λ1,2 are a complex conjugate pair with zero real part. This indicates
that the ﬁxed point is elliptic or linearly stable [69,70] and trajectories near the
periodic orbit will remain close circulating about it in concentric closed orbits
deﬁned by m. These orbits are the projection onto the plane θ-pθ of the motion
of the system in phase space. Since m is a constant of motion the ﬁxed point and
the orbits for diﬀerent m on the reduced space θ-pθ can be seen from the contours
of m2,
m2
2Iω
= sin
2 θ
￿
¯ E −
p2
θ
2Iω
+ cosθ
￿
, (2.126)
with ¯ E = E/ω. The contours for constant m2(2Iω)−1, are shown in ﬁgure 2.7.
These contours are cross-sections of the invariant surfaces for a given |m|. The
outermost contour is given by the m = 0 contour,
pθ = ±
p
¯ E + cosθ. (2.127)44
The ﬁxed point is obtained by making pθ = 0 in (2.126) and ﬁnding the maximum
of m2(2Iω)−1,
∂
∂θ
￿
m2
2Iω
￿
= 2sinθcosθ
￿ ¯ E + cosθ
￿
− sin
3 θ = 0. (2.128)
For θ 6= 0 this gives
2cosθ
￿ ¯ E + cosθ
￿
− sin
2 θ = 0
cos
2 θ +
2 ¯ E
3
cosθ −
1
3
= 0,
(2.129)
which has as solutions
θp = arccos
￿
1
3
￿
− ¯ E ±
p
¯ E2 + 3
￿￿
. (2.130)
2.10.2 Phase Space: Action-Angle Variables
From equation (2.85) the Hamiltonian for the diatomic molecule in a static electric
ﬁeld is
¯ H (qj,j,m) =
j2
2I
−
ω
j
p
j2 − m2 cosqj. (2.131)
As in SP coordinates there are two constants of motion. Since qm is a cyclic coor-
dinate its conjugate momenta m is one of them, the other one is the Hamiltonian:
¯ H(qj,j,m) = E.
The canonical equations in action-angle variables are
dqj
dt
=
j
I
+
ωm2
j2p
j2 − m2 cosqj, (2.132a)
dqm
dt
=
ωm
j
p
j2 − m2 cosqj, (2.132b)
dj
dt
= −
ω
j
p
j2 − m2 sinqj, (2.132c)
dm
dt
= 0. (2.132d)45
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Figure 2.8: qj-j reduced phase space. Contours of m2/2Iω for E/ω = 1. The
central elliptic ﬁxed point and the concentric orbits around it are observed. The
Planar Pendulum case is also shown (without label) as the outermost orbit. Some
spurious contours shown in dashed lines (see text).
Equations (2.133) and (2.135) do not depend on the variable qm and form the
equations of motion in the reduced phase space for the qj-j conjugated pair.
In the qj-j reduced phase space the invariant curves are given by the contours
of constant m in
m2
2Iω
=
j2
2Iω
"
1 −
1
cos2 qj
￿
¯ E −
j2
2Iω
￿2#
, (2.133)
with ¯ E = E/ω. These contours are shown in ﬁgure 2.8. From the fact that the
conical periodic orbit has θp < π/2, and from the deﬁnition of the qj angle, it is
seen that only the ﬁxed point with qj = 0 is possible. The value of j at the ﬁxed46
point is obtained making qj = 0 in (2.133), and ﬁnding the maximum
∂
∂y
￿
m2
2Iω
￿
= 0
1 − ¯ E
2 + 4 ¯ Ey − 3y
2 = 0
1
3
￿ ¯ E
2 − 1
￿
−
4 ¯ E
3
y + y
2 = 0,
(2.134)
with y = j2/(2Iω). The solutions are
y =
1
3
￿
2 ¯ E ±
p
¯ E2 + 3
￿
, (2.135)
which gives
j
√
2Iω
=
￿
1
3
￿
2 ¯ E ±
p
¯ E2 + 3
￿￿1/2
. (2.136)
Since that ¯ E > −1 the (+)-root is always real and the (−)-root is real only for
¯ E > 1. To avoid discontinuities through all the range of ¯ E, only the (+) root is
considered.
In ﬁgure 2.8, the dash-line contours are unphysical since they represent trajec-
tories increasing the velocity for θ > π/2 (cosqj < 0) which is clearly impossible
for the type of interaction treated, this is also clear from the picture of the eﬀective
potential 2.5.
2.10.3 Surfaces of Section
Since there is a constant of motion additional to the energy this 2 dof system is
completely integrable and the surfaces of section must look exactly as the contour
curves for m constant in the Hamiltonian (2.133).
The Surfaces of section θ-pθ at φ = 0 and φ = π with ˙ φ > 0 and ˙ φ < 0
respectively are shown in Figure 2.9. These two Poincar´ e maps look the same with
the diﬀerence that the ﬁrst one is for trajectories with m > 0 and the second one
with m < 0.47
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Figure 2.9: Surface of section at φ = 0 (φ = π) for ˙ φ > 0 ( ˙ φ < 0) (E = 1, ω = 1,
I = 1/2).
Figure 2.10 shows the qj-j surfaces of section at qm = 0 and qm = π with ˙ qm > 0
and ˙ qm < 0 respectively. In the ﬁrst Poincar´ e map the points above j = 1 come
from trajectories with m > 0 and the points below from trajectories with m < 0.
In the second surface of section this is inverted: the points above j = 1 are made
by trajectories with m < 0, the points below belong to trajectories with m > 0.
2.10.4 Physical Interpretation
The complete independence of φ in equations (2.119) and the form of the eﬀec-
tive potential Vm(θ) indicate that the diatomic molecule is performing nonlinear
oscillations above θp with deﬁned amplitude and period. These oscillations deﬁne
completely the time dependence of the coordinate φ, through equation (2.114b),
which is always increasing or decreasing with time depending on the constant of
motion m.
In the special case m = 0 the molecule is moving on a plane with ﬁxed value of48
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Figure 2.10: Surface of section at qm = 0 (qm = π) for ˙ qm > 0 (˙ qm < 0) (E = 1,
ω = 1, I = 1/2). Only the physically allowed curves are shown in contrast with
the contours of Figure 2.8.
the angle φ (and φ + π). Except for this particular case it seems to be impossible
to localize the molecule within a narrow range of φ by using one static ﬁeld.
2.11 Diatomic Rotor in Highly Intense Linearly Polarized
Laser Fields
In SP coordinates the Hamiltonian for a diatomic rotor under the eﬀect of a Laser
Field of high intensity and frequency and linearly polarized along the lab-ﬁxed z
direction is given by
H(θ,pθ,pφ) =
1
2I
￿
p
2
θ +
p2
φ
sin
2 θ
￿
− ∆ω cos
2 θ. (2.137)
For this autonomous Hamiltonian the energy is a constant of motion, H(θ,pθ,pφ) =
E, and since φ is cyclic pφ = m is also a constant of motion. As in the static ﬁeld
case, depending on the value of m there are two cases of study: m = 0 and m 6= 0.49
For m = 0 the potential energy is a double well and depending on the ratio
E/∆ω the behavior of the system can range from libration in a simple well to
rotation, both movements are restricted to a plane deﬁned by φ and φ + π. For
E/∆ω < 0 the system presents oscillations around θ = 0 or θ = π/2 with amplitude
depending on E, this is represented in ﬁgure 2.11 by the red region. For E/∆ω =
−1 the rotor stays aligned with the lab-ﬁxed z-axis in stable equilibrium, the
white-red limit of the ﬁgure. If E/∆ω > 0 the system will rotate with an angular
velocity that is a function of θ, this type of motion is represented by the green
region of 2.11. In the special case E/∆ω = 1, the red-green limit in the ﬁgure, the
system will rest at θ = π/2 in unstable equilibrium [20].
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Figure 2.11: Regions of diﬀerent types of motion for the diatomic rotor with m = 0
in a laser ﬁeld. The white region is empty and physically impossible. The red (dark
grey in B&W) is characterized by librational motion above the θ = 0,π on a vertical
plane. Complete rotation on a vertical plane is obtained in the green region (light
grey in B&W).50
For m 6= 0 the equations of motion are
˙ θ =
pθ
I
, (2.138a)
˙ φ =
m
I sin
2 θ
, (2.138b)
˙ pθ =
m2
I
cosθ
sin
3 θ
− ∆ω sin2θ, (2.138c)
˙ pφ = 0. (2.138d)
Just as in the static ﬁeld case an eﬀective potential for the variable θ can be deﬁned
as
Vm(θ) =
m2
2I sin
2 θ
− ∆ω cos
2 θ. (2.139)
This eﬀective potential has either one or two minima depending on the value of
m2/2I∆ω, ﬁgure 2.12.
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Figure 2.12: Vm(θ) for diﬀerent values of m2/2I∆ω
From the derivative of Vm(θ) with respect to θ the equilibrium points are given
by the roots of
∂Vm
∂θ
= −
m2
I
cosθ
sin
3 θ
+ 2∆ω sinθcosθ = 0. (2.140)51
From equations (2.139) and (2.140) it is clear that for Vm(θ)/∆ω > 0 the solution
θ = π/2 is always possible. The remaining solutions are obtained from
m2
2I∆ω
= sin
4 θ. (2.141)
This equation has two solutions for m2/(2I∆ω) < 1, this is in the energy range
−1 < Vm(θ)/∆ω < 1. The structure of these equilibria is clear in ﬁgure 2.12.
2.11.1 Phase Space: Spherical Polar Coordinates
As in the case of tilted ﬁelds it is possible to deal with the θ-pθ reduced phase
space given by
˙ θ =
pθ
I
, (2.142a)
˙ pθ =
m2
I
cosθ
sin
3 θ
− ∆ω sin2θ. (2.142b)
In contrast with the tilted ﬁeld case the topology of the invariant curves in the
θ-pθ reduced phase space depends on the energy of the system. This can be seen
from the form of the eﬀective potential or more exactly from the linearization of
equations (2.142).
The elements of the matrix (2.123) in the case of the laser ﬁeld are
∂ ˙ θ
∂θ
= 0, (2.143a)
∂ ˙ θ
∂pθ
=
1
I
, (2.143b)
∂ ˙ pθ
∂θ
= −
m2
I sin
4 θ
￿
1 + 2cos
2 θ
￿
− 2∆ω cos2θ, (2.143c)
∂ ˙ pθ
∂pθ
= 0. (2.143d)
The eigenvalues of this matrix are
λ1,2 = ±
i
I
r
2I∆ω cos2θ +
m2 (2 + cos2θ)
sin
4 θ
. (2.144)52
At the critical point θ = π/2 the eigenvalues become
λ1,2 = ±i
m
I
r
1 −
2I∆ω
m2 . (2.145)
For m2/2I∆ω > 1 the eigenvalues λ1,2 are a conjugated pair of pure imaginary
numbers predicting linear stability [69,70] for the motion in which the diatomic
rotates around the ﬁeld with θ = π/2 and constant angular velocity ˙ φ = m/I, these
type of periodic orbits are located in the white-green limit of the E − m diagram
of ﬁgure 2.13. When m2/2I∆ω < 1 the eigenvalues λ1,2 are two real numbers
diﬀering only by the sign. The ﬁxed point is then linearly unstable or hyperbolic
and trajectories starting close to the critical point will diverge from it [69,70], this
motion is represented by the red-green limit of 2.13. This unstable rotation is an
unstable equilibrium and the slightest perturbation will make the rotor to change
its value of θ away from π/2.
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Figure 2.13: Energy-momentum diagram (E-m) for a diatomic rotor in a laser ﬁeld.
The black points and lines represents the m = 0 motion (see text). Bifurcation
points are shown as small black points. [For B&W terminals: red in dark grey,
green in light grey.]53
For the critical points at the bottom of the eﬀective potential wells equation
(2.141) will give the eigenvalues
λ1,2 = ±
i
I
"
8I∆ω
 
1 ±
r
m2
2I∆ω
!#1/2
. (2.146)
Since m2/2I∆ω < 1 the term in the outer square root is always positive and the
eigenvalues are a conjugated pair of pure imaginary numbers. As in the static
ﬁeld case this predicts that the conical periodic orbits lying on the bottom of the
minima of the eﬀective potential are linearly stable or elliptic [69,70]. These orbits
are shown in ﬁgure 2.13 in the white-red limit.
To complete the description of ﬁgure 2.13 it must be said that the point at m =
0 with E = −1 represent the stable alignment of the rotor with the polarization
of the laser, θ = 0,π. The point at m = 0 and E = 0 represents the unstable
equilibria with the rotor perpendicular to the polarization and any possible value
of φ. The solid line m = 0 represents librational motion about θ = 0,π on a vertical
plane, the dashed line represents rotations also on a vertical plane. Finally, the
two small black points at E = 1 and m = ±1 are the bifurcation points, i.e., where
(2.140) passes from 1 to 3 roots.
The θ-pθ reduced phase space is obtained from the the constant m contours of
m2
2I∆ω
= sin
2 θ
￿
¯ E −
p2
θ
2I∆ω
+ cos
2 θ
￿
, (2.147)
where ¯ E = E/∆ω. These contours are shown in ﬁgure 2.14 for two values of the
energy. In the ﬁrst ﬁgure it can be seen the stable equilibrium at θ = π/2. In the
second ﬁgure ﬁgure two kinds of motion appear: for small values of m the system is
moving between both wells, and for large m the system is localized in one eﬀective
potential well. These two diﬀerent types of motion are limited by the separatrix
curve.54
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Figure 2.14: θ-pθ reduced phase space. (a) Contours of m2/2I∆ω for E/∆ω = 1.
The central elliptic ﬁxed point and the concentric orbits around it are observed.
(b) E/∆ω = 0.25. The central linearly unstable (hyperbolic) ﬁxed point at θ =
π/2 is shown together with the separatrix curve, also the elliptic ﬁxed points in
each potential well can be seen. For both energies the plane pendulum cases,
m/2I∆ω = 0, are also shown as the outermost curves.55
From the eﬀective potential, Figure 2.12, and the invariant curves on the θ-pθ
reduced phase space, ﬁgure 2.14, becomes clear that the number of ﬁxed points
and their stabilities depends parametrically on the the energy. In fact, for the
parameters used in ﬁgure 2.14 , there are only one stable ﬁxed point for E > 1
and three ﬁxed points for E < 1: one unstable at θ = π/2 and two stable at the
bottom of each eﬀective potential well. The existence of these three ﬁxed points
means that is possible to ﬁnd values of m such that the eﬀective potential curves
intersects the line of constant energy exactly at one or two points, ﬁgure 2.12.
This creation (or destruction) of ﬁxed points as a parameter changes is known as
bifurcation and for this speciﬁc case it is a supercritical pitchfork bifurcation [71]
in which starting from a stable ﬁxed point are created an unstable ﬁxed point
and two symmetrical stable ﬁxed points. This type of bifurcation is common in
physical systems with some symmetry. In the case of the diatomic rotor under
the eﬀect of a linearly polarized laser ﬁeld the symmetry becomes clear from the
eﬀective potential, Figure 2.12.
2.11.2 Phase Space: Action-Angle Variables
From equation (2.85) the Hamiltonian for the diatomic molecule in a laser ﬁeld is
¯ H (qj,j,m) =
j2
2I
− ∆ω
￿
1 −
m2
j2
￿
cos
2 qj. (2.148)
There are two constants of motion, since qm is a cyclic coordinate its conjugate
momenta m is one of them, the other one is the Hamiltonian itself: ¯ H(qj,j,m) = E.56
The canonical equations in action-angle variables are
dqj
dt
=
j
I
−
2∆ωm2
j3 cos
2 qj, (2.149a)
dqm
dt
=
2∆ωm
j2 cos
2 qj, (2.149b)
dj
dt
= −∆ω
￿
1 −
m2
j2
￿
sin2qj, (2.149c)
dm
dt
= 0. (2.149d)
Equations (2.149a) and (2.149b) are completely independent of qm and they deter-
mine the dynamics in the qj-j reduced phase space. The invariant curves in this
reduced phase space can be obtained from the constant m2 contours at constant
energy
m2
2I∆ω
=
j2
2I∆ω
￿
1 +
1
cos2 qj
￿
¯ E −
j2
2I∆ω
￿￿
, (2.150)
with ¯ E = E/∆ω. In Figure 2.15 several contours of m2/2I∆ω are shown for E = 1
and E = 0.25. For these energies the physically allowed contours are plotted in
solid lines and the irrelevant branches of (2.150) in dotted.
Considering qj=0,π in (2.150), diﬀerentiating with respect to y=j2/2I∆ω, and
equating to zero gives
∂
∂y
￿
m2
2I∆ω
￿
qj=0,π
=
∂
∂y
￿
y + y ¯ E − y
2￿
= 1 + ¯ E − 2y = 0,
(2.151)
which gives the values of j at the ﬁxed points of ﬁgure 2.15,
j
√
2I∆ω
=
￿
1
2
￿
1 + ¯ E
￿￿1/2 . (2.152)
For 2I∆ω=1 this gives j=1 and j=
p
5/8 for E=1 and E=0.25 respectively.
The unstable ﬁxed point in ﬁgure 2.15(b) is found by making m=j in (2.150)
to get
1
cos2 qj
￿
¯ E −
j2
2I∆ω
￿
= 0, (2.153)57
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Figure 2.15: qj-j reduced phase space as contours of m2/2I∆ω. (a) E/∆ω = 1.
Only the region above j/(∆ω)1/2 = 1 has physical relevance. The stable ﬁxed
point is the horizontal line with j = 1. (b) E/∆ω = 0.25. The important region
is above j = 0.5. The two stable ﬁxed points are clearly located at qj = 0,π. The
unstable ﬁxed point is the horizontal line with j = 0.5.58
which for values of qj other than π/2, or 3π/2 gives
j =
√
2IE. (2.154)
So j=1/2 for ¯ E=0.25, as shown in 2.15.
2.11.3 Surfaces of Section
In ﬁgure 2.16 are shown the Poincar´ e maps at φ = 0 (φ = π) with ˙ φ > 0 ( ˙ φ < 0)
for E = 1 and E = 0.25 respectively.
The surfaces of section in action angle variables at qm = 0 (qm = π) with
˙ qm > 0 (˙ qm < 0) are shown in ﬁgures 2.17. These sections show only the physically
possible trajectories in contrast with the contours of constant m2.
2.12 Diatomic Rotor in Collinear Fields
The Hamiltonian for a diatomic in collinear ﬁelds (β = 0) is given by equation
(2.42)
H(θ,pθ,pφ) =
1
2I
￿
p
2
θ +
p2
φ
sin2 θ
￿
− ωcosθ − ∆ω cos
2 θ. (2.155)
φ is an ignorable coordinate and pφ = m is a constant of motion. The time indepen-
dence of (2.155) makes the Hamiltonian a constant of motion itself: H(θ,pθ,m) =
E.
There are two cases of interest depending on the value of the constant m. For
m = 0 the functional form of the potential energy depends on the ratio a = ω/∆ω.
The equilibria of the potential V are given by
dV
dθ
= ω sinθ + 2∆ω cosθsinθ = 0. (2.156)59
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Figure 2.16: θ-pθ surface of section at φ = 0 (φ = π) with ˙ φ > 0 ( ˙ φ < 0) for (a)
E = 1 and (b) E=0.25.60
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Figure 2.17: qj-j surface of section at qm = 0 (qm = π) with ˙ qm > 0 (˙ qm < 0) for
(a) E = 1.0 and (b) E = 0.5. For both energies the surfaces of section show only
the physically allowed invariant curves.61
The roots θ = 0 and θ = π are always present. Replacing these values of θ in the
potential energy is obtained
V
∆ω
=

  
  
−1 − a, θ = 0;
−1 + a, θ = π.
(2.157)
The third root is obtained from
ω + 2∆ωcosθ = 0, (2.158)
which has as solution, for −2 < a < 2,
θ = arccos(−a/2). (2.159)
Replacing into V is obtained
V
∆ω
=
a2
4
. (2.160)
Equations (2.157) and (2.160) are plotted in ﬁgure 2.18. In this ﬁgure the white
area represents physically impossible energies for a given a value. The red-white
limit is the stable equilibrium with the molecule align along the positive z-axis.
The red region is characterized by libration in a vertical plane about the θ = 0
equilibrium. The line along the red-green and red-blue areas accounts for the
molecule aligned with the negative z-axis, this equilibrium is stable for the red-
blue limit and unstable in the red-green limit line. In the blue region the molecule
librates in a vertical plane above the θ = 0 or θ = π equilibria. The green-blue
limit is the unstable equilibrium with constant φ and θ given by equation (2.159).
Finally the green region represents complete rotation in a vertical plane.
The behavior described above can be summarized in terms of the stability of
the equilibria at poles as the parameter a changes. As seen in ﬁgure 2.19, θ = 0 is
stable for all the values of a, however θ = π presents a change of stability at a = 2.62
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Figure 2.18: Regions of diﬀerent types of motion for the diatomic rotor with m = 0
in collinear ﬁelds. The white region is empty and physically impossible. The red
(dark grey in B&W) is characterized by librational motion above θ = 0. In the
blue (black in B&W) the system performs libration above θ = 0 or θ = π. The
green (light grey in B&W) region represents complete rotation in a vertical plane.
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Figure 2.19: Bifurcation diagram for the equilibria of the potential V . Stable
solutions are in solid lines, and unstable in dash lines.63
For a > 2 θ = π is unstable, becoming stable for a < 2 in a transcritical pitchfork
bifurcation [71] which gives two unstable ﬁxed points: one in the plane φ, the other
in the plane φ + π. Considering all possible values of φ this bifurcation produces
a bifurcation diagram similar to the seen in a Hopf bifurcation, ﬁgure 2.20.
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Figure 2.20: Hopf-like bifurcation for the equilibrium at θ = π. Unstable (stable)
solutions are shown in red (green) color. All possible values of φ are considered.
For m 6= 0 the equations of motion are
˙ θ =
pθ
I
, (2.161a)
˙ φ =
m
I sin
2 θ
, (2.161b)
˙ pθ =
m2 cosθ
I sin
3 θ
− ω sinθ − ∆ω sin2θ, (2.161c)
˙ pφ = 0. (2.161d)
Since m is a constant of motion the eﬀective potential can be deﬁned as
Vm(θ) =
m2
2I sin
2 θ
− ω cosθ − ∆ω cos
2 θ. (2.162)
The equilibrium points for this potential are given by the solutions of
dVm
dθ
=
−m2 cosθ
I sin
3 θ
+ ω sinθ + 2∆ω sinθcosθ = 0. (2.163)64
Equation (2.163) can be rearranged writing m2 as a function of a = ω/∆ω and θ
m2
I∆ω
=
sin
3 θ
cosθ
(asinθ + 2sinθcosθ). (2.164)
For ω/∆ω = 1/4 the eﬀective potential for diﬀerent values of m2/2I∆ω and its
equilibrium solutions are shown in Figure 2.21. This value of ω/∆ω is attainable
experimentally [10]. For high values of m2/2I∆ω there is only one stable ﬁxed
point for θ < π/2. As the value of m2/2I∆ω diminishes it reaches a critical value
at which a pair stable-unstable of ﬁxed points are created for θ > π/2 meanwhile
the stable ﬁxed point on the left keeps its stability. This imperfect bifurcation [71]
can be seen as a consequence of the lost of symmetry, with respect to the diatomic
in a laser ﬁeld, due to the introduction of the static ﬁeld along the lab ﬁxed z-axis.
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Figure 2.21: Eﬀective potential for diﬀerent values of m2/2I∆ω and a = 1/4. As
the parameter m2/2I∆ω diminishes a pair of stable-unstable ﬁxed points appears
for θ > π/2. The ﬁxed point for θ < π/2 remains stable for all values of this
parameter.
The analog of ﬁgure 2.19 for m 6= 0 can be obtained from equation (2.164)
by plotting contours of constant m in the a-θ plane. Figure 2.22 shows how the65
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Figure 2.22: Contours of constant m0 = m2/I∆ω (equation (2.164)). The pitchfork
of ﬁgure 2.19 is replaced by a saddle-node bifurcation.
symmetric pitchfork bifurcation at θ = π is replaced by a saddle-node bifurcation.
It is interesting to note that for a > 2 there is only one stable ﬁxed point for all
values of m2/2I∆ω.
For a given a, the solutions of the equation (2.163) are curves in the θ-m plane.
Evaluating the eﬀective potential Vm on these curves gives the bifurcation diagram
of ﬁgure 2.21 when Vm is plotted against θ, and the E-m diagram of ﬁgure 2.23
when Vm is plotted against m. In ﬁgure 2.23 the triangular region is completely
above the white-red limit, at diﬀerence from the E-m diagram for only the laser
ﬁeld, ﬁgure 2.13. This shows the destruction of the symmetry caused by the static
ﬁeld in the collinear case. The green region of this ﬁgure represents values of E
and m (a = 1/4) for which the motion is quasiperiodic in θ about the two stable
equilibria of Vm. Similar to the previous E-m diagrams the white-red limit gives
the stable equilibria for θ ≤ π/2 and the lowest red-green limit shows the stable
equilibria for θ > π/2. The highest red-green limit accounts for the unstable66
equilibria of the eﬀective potential. It is relevant to say that the part of the red
region which is vertically under the lowest red-green limit represents quasiperiodic
motion in the Vm well with θ < π/2, the rest of the red area represents non-localized
quasiperiodic motion.
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Figure 2.23: E-m diagram for a = 1/4. The green region represents quasiperiodic
motion in either of Vm wells. [B&W terminals: red in dark grey, green in light
grey.]
It is relevant to compare the E-m diagrams of ﬁgures 2.6, 2.13, and 2.23. The
collinear case can be thought as an intermediate case between the a = 0 (ω = 0)
and the a = ∞ (∆ω = 0) cases. In fact, as the value of a decreases the triangular
region expands reaching ﬁnally the a = 0 limit when the E-m diagram looks
exactly like the laser ﬁeld case for the same value of ∆ω. On the other hand, if a
grows bigger the triangular region eventually collapses into a point, and the E-m
diagram is identical with the electric ﬁeld case for the same value of ω [27].67
2.12.1 Phase Space: Spherical Polar Coordinates
In the θ-pθ reduced phase space the relevant canonical equations of motion are
˙ θ =
pθ
I
, (2.165a)
˙ pθ =
m2 cosθ
I sin
3 θ
− ω sinθ − ∆ω sin2θ. (2.165b)
As can be seen from the eﬀective potential for the case ω/∆ω = 1/4, Figure
2.21, the set of invariant curves of the projection of the motion in phase space
onto θ-pθ depends on the energy E. For energies above the value of the eﬀective
potential at the point when the imperfect bifurcation occurs, the invariant curves
are presented in ﬁgure 2.24(a). There is only one kind of motion with one stable
ﬁxed point located at the bottom of the eﬀective potential well. If E is less than
this value of Vm(θ) there are two stable ﬁxed points at the bottom of the two
eﬀective potential wells and one unstable ﬁxed point between them. There is also
a separatrix curve indicating two kinds of motion: oscillations in either well about
their minima or motion crossing over both wells, Figure 2.24(b). Compare with
the surfaces of section produced at the same energy of ﬁgure 2.25.
2.12.2 Phase Space: Action-Angle Variables
The Hamiltonian in action-angle variable for the diatomic in collinear ﬁelds is given
by
¯ H (qj,j,m) =
j2
2I
− ω
s
1 −
m2
j2 cosqj − ∆ω
￿
1 −
m2
j2
￿
cos
2 qj. (2.166)68
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Figure 2.24: θ-pθ reduced phase space for a = 1/4. (a) E/∆ω = 1. Only one
stable equilibria present. (b) E/∆ω = 0.2. There are two stable ﬁxed points and
one unstable ﬁxed point. The separatrix curve clearly shows the limit between the
diﬀerent types of motion.69
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Figure 2.25: θ-pθ Surfaces of section at φ = 0, ˙ φ > 0 for a = 1/4. (a) E/∆ω = 1.
(b) E/∆ω = 0.2.70
The equations of motion are
dqj
dt
=
j
I
−
ωm2
j2p
j2 − m2 cosqj −
2∆ωm2
j3 cos
2 qj, (2.167a)
dqm
dt
=
ωm
j
p
j2 − m2 cosqj +
2∆ωm
j2 cos
2 qj, (2.167b)
dj
dt
= −ω
s
1 −
m2
j2 sinqj − ∆ω
￿
1 −
m2
j2
￿
sin(2qj), (2.167c)
dm
dt
= 0. (2.167d)
The motion in the qj-j reduced phase space is described by (2.167a) and (2.167c).
The invariant curves in this reduced phase space can be obtained from the Hamil-
tonian after rearrangement to get ˜ m2 ≡ m2/2I∆ω as a function of qj, ˜  ≡
j(2I∆ω)−1/2, and the parameters ¯ E = E/∆ω and a = ω/∆ω:
˜ m
2 = 
2
(
1 −
1
4cos2 qj
￿
−a ±
q
a2 − 4
￿ ¯ E − 2￿￿2)
(2.168)
There are two possible solutions. The ﬁrst solution (positive sign in the squared
bracket) corresponds to the motion for 3π/2 < qj < π/2 and the second one
(negative sign) to the motion for π/2 < qj < 3π/2. The physically relevant
contours of (2.168) are shown in ﬁgure 2.26 for the cases ¯ E = 1, and ¯ E = 0.25.
The corresponding surfaces of section are shown in ﬁgure 2.27, the similarity with
ﬁgure 2.26 indicates the correct choice of the roots in (2.168) and the accuracy of
the numerical integration.
At E = 1 the surface of section shows only one stable ﬁxed point at qj = 0, this
is a conical orbit with θ < π/2 and the angular momentum aligned with the z-axis.
The orbit with the biggest j for all values of qj is the m = 0 or plane pendulum,
for this energy the plane pendulum orbit shows rotation in a vertical plane with
constant qm.71
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Figure 2.26: qj-j reduced phase for a = 1/4. Only the relevant roots of equation
2.168 are considered. (a) At E/∆ω = 1 only one stable ﬁxed point is observed.
(b) For E/∆ω = 0.2 two stable ﬁxed point appear.72
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Figure 2.27: qj-j surfaces of section at qm = 0, ˙ qm > 0, for a = 1/4. (a) At
E/∆ω = 1. (b) For E/∆ω = 0.2. Cf. with previous ﬁgure.73
For E = 0.2 the Poincar´ e map shows two stable ﬁxed points at qj = 0 and
qj = π. The ﬁxed point at qj = 0 is a conical orbit with θ < π/2, and the one
with qj = π is another conical orbit with θ > π/2. Since the static ﬁeld is along
the positive z, the qj = 0 orbit can get lower in potential energy than the qj = π
orbit, for this reason j is larger for the ﬁrst orbit.
2.13 Diatomic Rotor in Tilted Fields
When the tilting angle is diﬀerent from zero there are new features in the dynamics
of the diatomic molecule. For β 6= 0 the Hamiltonian function H(θ,φ,pθ,pφ) = E
is the only constant of motion. The conjugate momenta pφ is no longer a constant
of motion since φ is no longer a cyclic coordinate. The Hamiltonian of the system
in SP coordinates is given by equation (2.42)
H =
1
2I
￿
p
2
θ +
p2
φ
sin
2 θ
￿
− ω (sinβ sinθcosφ + cosβ cosθ) − ∆ω cos
2 θ. (2.169)
Then the canonical equations are
˙ θ =
pθ
I
, (2.170a)
˙ φ =
pφ
I sin
2 θ
, (2.170b)
˙ pθ =
p2
φ cosθ
I sin
3 θ
+ ω (sinβ cosθcosφ − cosβ sinθ) − ∆ω sin2θ, (2.170c)
˙ pφ = −ω sinβ sinθsinφ. (2.170d)
From these equations of motion it is found that φ = 0,π are ﬁxed points for the φ-
pφ motion. If pφ = 0 the system is constrained to the xz plane and the Hamiltonian
reduces to
Hθ =
p2
θ
2I
− ω cos(θ − β) − ∆ω cos
2 θ, (2.171)74
where θ must be understood as the (0,2π)-angle deﬁned from the z-axis above
the positive y-axis, and pθ its conjugate momentum. For this Hamiltonian, the
contours of the potential energy parametrized by β can be seen in ﬁgure 2.28, the
darker lines represent equilibrium solutions. The equilibria near θ ≈ 0,π are in
valleys, and the equilibria at θ ≈ π/2,3π/2 are on saddles.
The equations of motion for this reduced system are
˙ θ =
pθ
I
, (2.172a)
˙ pθ = −ω sin(θ − β) − ∆ω sin2θ. (2.172b)
The equilibrium solutions are given by the zeros of the second equation,
−ω sin(β − θ) − ∆ω sin(2θ) = 0. (2.173)
For given β, the values of the energy at the equilibrium solutions are plotted in
ﬁgure 2.29. In this ﬁgure it is seen how the energy of the stable and unstable
equilibria for m = 0 change as a function of the tilting angle β. For example,
in the collinear case, β = 0, there are two stable equilibria at θ = 0,π, and two
unstable equilibria with the same energy at θ ≈ π/2,3π/2. For the same ω/∆ω,
the eﬀect of increasing β is to remove the energy bias between the stable equilibria
and to introduce this bias into the unstable equilibria. In this way for β = π/2
the two stable equilibria are at the same energy and the unstable equilibria are
2ω/∆ω apart.
The ﬁgure 2.29 can be used to specify the kind of motion of the system de-
pending on where the point (β,E) is on the β-E plane, for example, for β = π/2
and E < 0 the molecule is librating above the poles with constant φ, for E > 0 the
molecule rotates in a vertical plane with θ = π as the point of maximum velocity.75
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Figure 2.28: Equipotential contours for the Hamiltonian (2.171) for ω/∆ω = 1/4.
Equilibrium solutions as are plotted as darker curves.
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Figure 2.29: Equilibrium energies for the Hamiltonian (2.171) at diﬀerent values
of β.76
2.14 Small Tilting Angle
For β = π/100 and E = 1 the Poincar´ e map looks very similar to that of ﬁgure
2.27(a), except near θ = 0 and θ = π. There are two new stable ﬁxed points with
pθ = 0: one close to θ = 0, other near θ = π as shown in ﬁgure 2.30. These
stable ﬁxed points correspond to clockwise, 2.30(b) and (e), and counterclockwise,
2.30(c) and (f), rotations about the lab-ﬁxed x axis in the yz plane. It can be
noticed also that the stable conical orbits seen in the collinear case (β = 0) are
still present but they are deformed as shown in ﬁgure 2.31.
For β = 0 the φ-pφ surface of section was not considered for its simplicity.
Since pφ = m is a constant of motion the surface of section at some θ (˙ θ > 0) is
formed by straight lines of constant pφ = m along φ. This occurs for every m 6= 0
in agreement with the constant energy constraint. The m = 0 line is made of
ﬁxed points of period 1 along θ. Each of these ﬁxed points represents the vertical
rotations or librations in the plane pendulum case. For the conical orbits, since
these have θ ≈constant, it is diﬃcult to see them in the φ-pφ surfaces of section.
For β 6= 0 the φ-pφ Poincar´ e map at some θ (˙ θ > 0) shows new features. Even
for small values of β there is useful dynamical information. Some φ-pφ surfaces
of section at θ ≈ 0.4π (˙ θ > 0), for β = π/100 and ω/∆ω = 1/4 are shown in
ﬁgure 2.32. The region near m = 0 is ampliﬁed in the lowest panels. These panels
show that the line of ﬁxed points with m = 0 present for β = 0 disappears almost
completely and it is replaced by a new structure containing two stable ﬁxed points
and two unstable ones. This is a generic behavior in mechanical systems observed
in coupled nonlinear oscillators [19,32] and consistent with the Poincar´ e-Birkhoﬀ
theorem [19].
The stable ﬁxed points in the φ-pφ surface of section, ﬁgure 2.32, at φ = π/277
2
1.5
1
0.5
0
−0.5
−1
−1.5
−2
         
p q
 
(a)
    
    
    
    
    
    
    
    
    
                        
 
 
 
(b)
    
    
    
    
    
    
    
    
    
                        
 
 
 
(c)
2
1.5
1
0.5
0
−0.5
−1
−1.5
−2
1 0.75 0.5 0.25 0
p q
q/p
 
(d)
    
    
    
    
    
    
    
    
    
   0.0075           0
 
q/p
 
(e)
    
    
    
    
    
    
    
    
    
1       0.9925    
 
q/p
 
(f)
Figure 2.30: θ-pθ surface of section at φ = 0 ( ˙ φ > 0), ω/∆ω = 1/4, and β = π/100.
(a) E = 1. (b) E = 1, detail near θ = 0. (c) E = 1, detail near θ = π. (d) E = 0.2.
(e) E = 0.2, detail near θ = 0. (f) E = 0.2, detail near θ = π.78
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Figure 2.31: Stable periodic orbit corresponding to the deformed conical trajectory
for β = π/100 and E = 1. Deviations from the conical trajectory for β = 0 are
observed.
and φ = 3π/2 are produced by the same periodic trajectories that make the stable
ﬁxed points in θ-pθ surface of section near θ = 0 and θ = π respectively, ﬁgure 2.30.
The unstable ﬁxed points in φ-pφ at φ = 0 and φ = π correspond to periodic orbits
turning about the lab ﬁxed y-axis clockwise and counterclockwise respectively in
the xz plane.
For E = 0.2 the θ-pθ surface of section in ﬁgure 2.30(d)-(f) shows interesting
features. Comparing this ﬁgure with the same surface of section for the collinear
case, ﬁgure 2.25, it is noticed that the region near the separatrix has been replaced
by a chaotic region limited by invariant curves. This chaotic region can be seen
in the φ-pφ surface of section at θ ≈ 0.4π (˙ θ > 0) for E = 0.2, ﬁgure 2.32(b). For
pφ ≈ ±0.4 there are chaotic strips that make the limit between the stable motion in
the eﬀective potential wells and the motion between them. For the curves between
these strips the motion is located in a well, for the ones above pθ ≈ 0.4 or below
pθ ≈ −0.4 the system is performing motion between the wells.79
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Figure 2.32: φ-pφ surfaces of section θ ≈ 0.4π (˙ θ > 0), ω/∆ω = 1/4, and β =
π/100. (a) E = 1. (b) E = 0.2. (c) E = 1, detail near pφ = 0. (d) E = 0.2, detail
near pφ = 0.80
As the collinearity of the ﬁelds is removed pφ becomes a function of time and the
problem of the localization of the unstable periodic orbit is not as simple as in the
collinear model. For E = 0.2 the unstable ﬁxed point must be somewhere in the
chaotic region in ﬁgure 2.30(d). To ﬁnd the unstable periodic orbit is necessary to
look for the intersections of the symmetry line with its iterates under the Poincar´ e
map. The ﬁrst iterate of the symmetry line is shown in ﬁgure 2.33. Although this
line was produced with 50,000 initial conditions, the iterate shows discontinuities
in the chaotic region that are diﬃcult to remove simply by increasing the amount
of initial conditions. These discontinuities get bigger for larger values of the tilting
angle β.
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Figure 2.33: First iteration of the symmetry line. Initial conditions for the periodic
solutions are obtained from the intersections with the symmetry line (dash-line).
The period-1 periodic orbits obtained from this iterated symmetry line are
shown in ﬁgure 2.34. The stable conical orbits are shown in blue and cyan, the
unstable conical orbit in black. The new stable orbits seen in the surface of section
of ﬁgure 2.30(e)-(f) are in red. It is also possible to see a stable-unstable pair of81
orbits around the stable conical orbits: in green for the left one, and in magenta
for the right one. These stable-unstable pairs come from the destruction of 1:1
resonances of the stable conical orbits in the collinear case.
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Figure 2.34: Period-1 periodic orbits for ω/∆ω = 1/4, β = π/100, and E = 0.2.
A more general view of the periodic orbits is obtained in the bifurcation diagram
of ﬁgure 2.35. In this diagram it is possible to see how the periodic solutions of
(2.170) behave as the energy changes. In addition to the known features, the
bifurcation diagram for β = 0, panel (a), shows the 1:1 resonances for the conical
orbits. For the left orbit these are given by the H-D and HC curves, for the right
orbit for F-C and F-E. In panel (b) is possible to see how the eﬀect of the small
tilting β destroys the 1:1 resonances of the stable conical orbits. The eﬀect of
having β 6= 0 on the collinear bifurcations is similar to the eﬀect of adding a static
ﬁeld to the symmetric pitchfork bifurcation of the laser ﬁeld system. In panel (b)
the curves D-H and G-F-E are stable, H-C and F-C are unstable, the curve G-C
is the unstable conical orbit in both panels.82
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Figure 2.35: E-θ0 bifurcation diagrams for ω/∆ω = 1/4. (a) β = 0. (b) β = π/100.
The capital letters A-H identify bifurcation points.
2.15 Diatomic Rotor in Tilted Fields: General Case
The parameter space for the general case is 3-dimensional: ω/∆ω, β, and the
energy. For small tilting angle the size of the regions near the poles is small and it
is diﬃcult to explore numerically in better detail. For larger values of β the polar
regions grow bigger and it is possible to see what is occurring near the poles.
2.15.1 Phase Space Structure: Energy Dependence
In ﬁgures 2.36-2.38 it is possible to see the E-θ0 bifurcation diagram, and how
the θ-pθ and φ-pφ surfaces of section change with the energy for ω/∆ω = 1/4 and
β = π/4. This ratio of ω/∆ω is attainable experimentally [10], and makes easy to
explore some aspects of the quantum-classical analogy for this system [11,27]. The83
1.5
1.0
0.5
0.0
−0.5
−1.0
−1.5
1 0.75 0.5 0.25 0
E
q0/p
Figure 2.36: E-θ0 bifurcation diagram for ω/∆ω = 1/4, β = π/4. Dotted lines for
energies explained below.
panels on ﬁgure 2.37 show SOS deﬁned by φ = 0 ( ˙ φ > 0) for diﬀerent values of the
energy. In ﬁgure 2.38 the surfaces of section are taken at θ = π/3 (˙ θ > 0), except
by panel (f) for which θ = π/10. The energies considered in ﬁgures 2.37-2.39 are
drawn as horizontal dotted lines in the bifurcation diagram 2.36.
For high energy, panels (a), in θ-pθ the system exhibits mostly regular behavior
with a small chaotic region associated with the 3-chain around the central conical
orbit. The quasiperiodic regions around the ﬁxed points near to the poles are
bigger than those of ﬁgure 2.30. For φ-pφ the orbits with small pφ are mostly
stable rotations about the lab-ﬁxed x-axis, with φ ≈ π/2,3π/2, see red orbits in
ﬁgure 2.39(a). For larger values of pφ the diatomic is rotating above the lab-ﬁxed
z-axis, green orbit in 2.39(a). The limit between these two types of rotation is
made by a separatrix clearly observed in panel 2.38(a). The unstable ﬁxed points
with pφ ≈ 0 correspond to plane pendulum rotations about the lab-ﬁxed y axis,
i.e., in the plane of the ﬁelds.84
As the energy is lowered, panels (b), the phase space becomes approximately
half regular half chaotic. This energy is close to the bifurcation energy in the
collinear case. There are new ﬁxed points observed in the bifurcation diagram
2.36, these new periodic orbits orbits can be seen in blue (unstable) and magenta
(stable) in the panel 2.39(b). In φ-pφ is observed that for trajectories with small pφ
the phase space remains almost unchanged. For E = 0.1, panels (c), the separatrix
has been completely destroyed and the chaotic strips above and below pφ = 0 in
φ-pφ have merged into a single global chaotic region. Although the regions around
the ﬁxed points near to the poles are still regular, when the energy is lowered to
E = 0, panels (d), these regions disappear into the chaotic sea. At this energy the
regular regions around the stable ’conical orbits’ have grown bigger and globally
the phase space looks less chaotic than for E = 0.1. In going from E = 0.1 to
E = 0 the red orbits of ﬁgure 2.39, panels (c) and (d), have changed from rotations
to librations.8
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Figure 2.37: θ-pθ surfaces of section at φ = 0 ( ˙ φ > 0), ω/∆ω = 1/4, β = π/4. (a) E=1.25; (b) E=0.5; (c) E=0.1; (d) E=0;
(e) E=-0.1; (f) E=-0.5.8
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Figure 2.38: φ-pφ surfaces of section at θ = π/3 (˙ θ > 0), ω/∆ω = 1/4, β = π/4. (a) E=1.25; (b) E=0.5; (c) E=0.1; (d)
E=0; (e) E=-0.1; (f) E=-0.5 (θ = π/10).8
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Figure 2.39: Some periodic orbits, ω/∆ω = 1/4, β = π/4. (a) E=1.25; (b) E=0.5; (c) E=0.1; (d) E=0; (e) E=-0.1; (f)
E=-0.5.88
Going now to panels (f), for E = −0.5, the phase space looks completely
regular. In θ-pθ there are two regions completely separated, each with a dominant
stable orbit, green and blue in ﬁgure 2.39(f), and an unstable orbit, red curves in
the same panel. In panel (f) of ﬁgure 2.38 it is possible to observe the φ-pφ surface
of section for the left side of θ-pθ; the two stable ﬁxed points in φ-pφ are made by
the vertical librations on the x = 0 plane around the y-axis, the two unstable by the
red orbits of 2.39(f). There is clearly a separatrix, which is destroyed as the energy
increases to E = −0.1, panels (e). An interesting change occurs as the energy is
increased from panels (e) to (d), the stable ﬁxed point at φ = 0,π undergone a
bifurcation, this is very clear in 2.38(d). In this bifurcation the stable libration
around the y-axis turns into unstable and two new stable orbits emerge from it.
These stable orbits make the four regular regions with positive and negative pθ in
panel 2.37(d).
2.15.2 E-α0 Bifurcation Diagram: β Dependence
The E-θ0 diagrams obtained from the symmetry line depend on the tilting angle β.
Finding the intersections of the symmetry line with its ﬁrst iterate gives period-1
and period-2 periodic orbits for a given energy; repeating this process for equally
spaced energies in a certain range gives a bifurcation diagram. Figure 2.40 shows
the E-α0 bifurcation diagram for diﬀerent values of β: 0, π/100, π/4, and π/2, for
ω/∆ω = 1/4.
These diagrams are 2π-periodic in terms of the α0 variable, deﬁned by equation
(2.111). There are many features in these diagrams to go into all the details.
Certain characteristics have been already discussed previously for panels 2.40(a)-
(c). It is noticed that the diagram for collinear ﬁelds is symmetric with respect to89
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Figure 2.40: E-α0 bifurcation diagrams for ω/∆ω = 1/4. (a) β = 0; (b) β = π/100;
(c) β = π/4; (d) β = π/2.90
α0 = π, this is due to the fact that the planes φ = 0 and φ = π are equivalent in
this ﬁeld conﬁguration. This reﬂection symmetry is lost for β 6= 0,π, however, at
β = π/2 the systems has a new reﬂection symmetry, this time with respect to the
θ = π/2 plane. This can be seen in the panel 2.40(d), which is symmetric with
respect to α0 = π/2 (θ = π/2,φ = 0) and with respect to α0 = 3π/2 (θ = π/2,φ =
π).
Since the potential energy contains the term −ω sinθcosφ for β = π/2, it is
expected to have periodic solutions at lower energies when φ = 0 than at φ = π.
In fact, for β = π/2 the Hamiltonian is
H =
1
2I
￿
p
2
θ +
m2
sin
2 θ
￿
− ω sinθcosφ − ∆ω cos
2 θ. (2.174)
The equations of motion are
˙ θ =
pθ
I
, (2.175a)
˙ φ =
pφ
I sin
2 θ
, (2.175b)
˙ pθ =
p2
φ cosθ
I sin
3 θ
+ ω cosθsinφ − ∆ω sin2θ, (2.175c)
˙ pφ = −ω sinθsinφ. (2.175d)
From the ﬁrst and third equations (θ,pθ) = (π/2,0) is a ﬁxed point in the θ-pθ
dynamics, and the motion in the plane θ = π/2 can be studied in the φ-pφ reduced
space
˙ φ = pφ/I, (2.176a)
˙ pφ = −ω sinφ. (2.176b)
These are simply the equations of a planar pendulum. About the lab ﬁxed z-axis
the system could rotate if E > ω/∆ω or librate about φ = 0, if −ω/∆ω < E <91
ω/∆ω. For energies E < −ω/∆ω, the θ = π/2 plane orbit does not exist. These
equatorial orbits are unstable due to the laser potential. For φ = 0 (α0 = π/2) and
E = −ω/∆ω the rotor is in unstable equilibrium in the θ direction but stable in φ
direction due to the dipolar attraction to the electric ﬁeld; for φ = π (α0 = 3π/2)
and E = ω/∆ω the diatomic is in unstable equilibrium in the θ and φ directions. As
the energy increases these equilibria turn into unstable equatorial periodic orbits,
undergoing multiple bifurcations as can be seen in panel 2.40(d).
2.16 Periodic Orbits and Quantum Eigenstates
For β 6= 0 the eigenstates are labeled by the index ν, ψν(θ,φ) [11, 72]. Some
of these eigenfunctions are localized near classical periodic orbits. In the case of
stable orbits the eigenstates are associated with quantized tori in the quasiperiodic
region of the periodic orbit. For unstable orbits the phenomenon of scarring is
observed [36]. For ω/∆ω = 1/4 and β = π/4 stable and unstable orbits together
with associated probability densities of eigenstates ψν(θ,φ) are shown in ﬁgures
2.41 and 2.42.92
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Figure 2.41: Probability densities for tilted rotor eigenstates ω=60, ∆ω=240,
β=π/4. Scaled eigenvalues are E/∆ω. Stable classical periodic orbits at the same
energy are also shown superimposed on quantum probability densities.93
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Figure 2.42: Probability densities for tilted rotor eigenstates ω=60, ∆ω=240,
β=π/4. Scaled eigenvalues are E/∆ω. Unstable classical periodic orbits at the
same energy are also shown superimposed on quantum probability densities.