On spectral properties of positive operators by Zhang, Xiao-Dong




In Partial Fulfillment of the Requirements 
for the Degree of 
Doctor of Philosophy 
California Institute of Technology 
Pasadena, California 
1991 
(Defended May 8, 1991) 
11 
To my country 
111 
Acknowledgements 
I am grateful to my thesis adviser Dr. W. A. J. Luxemburg for suggesting the the-
sis topic, for his guidance and his encouragement during the preparation of this thesis, 
and for providing me with many opportunities to interact with other mathematicians 
working in the same field. With this opportunity, I also want to express my thanks to 
Dr. C. D. Aliprantis of Indiana University-Purdue University, Dr. C. B. Huijsmans of 
University of Leiden and Dr. B. de Pagter of University of Delft for stimulating discus-
sions concerning the topic of this thesis. Finally, I would like to thank the Committee 
of Bohnenblust Travel Grants in Mathematics for providing me with travel fund which 




This thesis deals with the spectral behavior of positive operators and related ones 
on Banach lattices. We first study the spectral properties of those positive operators 
that satisfy the so-called condition (c). A bounded linear operator T on a Banach 
space is said to satisfy the condition (c) if it is invertible and if the number 0 is in 
the unbounded connected component of its resolvent set p(T). By using techniques 
in complex analysis and in operator theory, we prove that if T is a positive operator 
satisfying the condition (c) on a Banach lattice E then there exists a positive number a 
and a positive integer k such that Tk :2: a·I, where I is the identity operator on E. As 
consequences of this result, we deduce some theorems concerning the behavior of the 
peripheral spectrum of positive operators satisfying the condition (c). In particular, 
we prove that if T is a positive operator with its spectrum contained in the unit circle 
r then either a(T) = r or a(T) is finite and cyclic and consists of k-th roots of unity 
for some k. We also prove that under certain additional conditions a positive operator 
with its spectrum contained in the unit circle will become an isometry. Another main 
result of this thesis is the decomposition theorem for disjointness preserving operators. 
We prove that under some natural conditions if T is a disjointness preserving operator 
on an order complete Banach lattice E such that its adjoint T' is also a disjointness 
preserving operator then there exists a family of T-reducing bands {En: n :2: I} U 
{Eoo} of E such that TIEn has strict period n and that TIEoo is aperiodic. We also 
prove that any disjointness preserving operator with its spectrum contained in a 
sector of angle less than 7r can be decomposed into a sum of a central operator and a 
quasi-nilpotent operator. Among other things we give some conditions under which 
an operator T lies in the center of the Banach lattice. Also discussed in this thesis 
are certain conditions under which a positive operator T with a(T) = {I} is greater 
than or equal to the identity operator I. 
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Introduction 
Positive operators originated at the beginning of the nineteenth century. They 
were closely related to integral operators (whose study led to the development of mod-
ern functional analysis) and to matrices with nonnegative entries. However, positive 
operators were not investigated in a systematic manner until the theory of Riesz spaces 
(vector lattices) was well established. The study of the spectral properties of positive 
operators began much later and followed closely the development of the theory of 
normed Riesz spaces (Banach function spaces, or Banach lattices). Although there 
were some earlier extensions to infinite dimensions of the classical Perron-Frobenius 
theorems (see [SHl]) for positive matrices (matrices with nonnegative entries), a sys-
tematic study of the spectral theory of positive operators was not initiated until the 
early 1960's. Thereafter, the latter theory developed rather rapidly and many impor-
tant results were obtained. In 1974, H. H. Schaefer published his monograph Banach 
Lattice and Positive Operators [SHl], which is entirely devoted to the theory of posi-
tive operators and their spectral analysis. This book contains many important results 
up to the early 1970's. Since then, the spectral theory of positive operators has re-
ceived considerable attention and has found many applications in pure and applied 
mathematics. For instance, the study of ergodic properties of positive operators is 
one of the important topics in ergodic theory (see [A], [Nl] and [N2]), and the theory 
of semigroups of positive operators, which was established a decade ago, has found 
many applications in the theory of differential equations and the theory of probability 
(see [DA], [Nl], [N2] and [OS]). Also, as a branch of operator theory in functional 
analysis, the spectral theory of positive operators is closely related to the theory of 
operator algebras, namely Banach algebras and C·-algebras (see [Nl] and [N2]). 
The central problem in the study of spectral behavior of positive operators is 
to find out how the positivity interacts with other properties of the operators. It 
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started with the Perron-Frobenius theory on positive matrices (matrices with non-
negative entries), which was established around the turn of this century. One of the 
important results in this theory is the fact that the peripheral spectrum of a positive 
matrix A is cyclic in the sense that if ,X is an eigenvalue such that I,XI = rCA) (the 
spectral radius of A) and if ,X = 1,Xlei8 then 1,Xlein8 is also an eigenvalue of A for any 
integer n. Now consider a positive operator T on a Banach lattice E. The subset 
Pera(T) = {,X E a(T) : I,XI = reT)}, where reT) denotes the spectral radius of T, is 
called the peripheral spectrum of T. It can be shown that reT) is always in Pera(T). 
Many efforts have been made to show that the peripheral spectrum of a positve oper-
ator on a Banach lattice is cyclic. So far this problem is still open in its full generality. 
But some important partial results have been obtained. It is a deep result in this 
aspect that the whole spectrum of a lattice homomorphism is cyclic. Also if a posi-
tive operator satisfies the so-called growth condition then its peripheral spectrum is 
cyclic. We refer to [SH1] for proofs and some other information. In this thesis we 
show that if a positive operator T with reT) = 1 satisfies the so-called condition (c) 
then there exists a positive integer k such that a(Tk) n {z : Izl = l} = {l}. From this 
result and the spectral mapping theorem we see that the peripheral spectrum of Tis 
contained in the set of all k-th roots of unity. In particular, we show that if T is a 
positive operator such that aCT) ~ r (the unit circle) then either aCT) = r or a(T) 
is finite and cyclic and consists of k-th roots of unity for some k. So aCT) is cyclic in 
this case. 
Another way to investigate the spectral properties of positive operators is to de-
compose the operators into relatively simpler parts. Some results of this aspect were 
already obtained in [A] and [AH]. The main result of [AH] asserts that any quasi-
invertible disjointness preserving operator can be decomposed into a direct sum of 
its strictly periodic and aperiodic components. In this thesis we obtain this result in 
a more general setting by different approaches. Using this result we can prove some 
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deep properties of disjointness preserving operators. We also show that a disjointness 
preserving operator with its spectrum contained in a sector of angle less than 7r can 
be decomposed into a sum of a central operator and a quasi-nilpotent operator. As 
consequences of these results we derive various properties of disjointness preservmg 
operators. 
Chapter 1 
Banach Lattices and Positive Operators 
This chapter contains an account of those basic aspects of the theory of Banach 
lattices and positive operators that are needed later in the study of the spectral 
properties of positive operators. All the results in the first two sections are well 
known and can be found in any standard textbook, for example, [SRI], [LZ2] and [Z]. 
One of the results in Section 3 on the contractivity of the projection associated with 
the center is new and the proof can be found in the indicated reference. In Section 4 
we introduce the sign operator associated with a fixed element in a Banach lattice. 
The sign operator plays an important role in the study of the cyclic properties of the 
peripheral spectrum of positive operators. 
§1.1. Basic Theory of Riesz Spaces 
In this section we introduce some basic concepts in the theory of Riesz spaces 
that we need in the sequel. All these can be found in [LZ2] and [SRI]. Recall that an 
ordered vector space is a real vector space E equipped with an order relation:::; (i.e., 
with a transitive, reflexive and antisymmetric relation) which is compatible with the 
algebraic structures of E in the sense that it satisfies the following two properties: 
(1) If x, Y E E satisfy that x :::; y, then x + z :::; y + z for all z E E; 
(2) If x, y E E satisfy that x :::; y, then AX :::; AY for all real numbers A 2: o. 
Occasionally, the relation y 2: x will be used to mean that x :::; y. The set 
E+ := {x E E : x 2: o} is called the positive cone of E. 
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From now on we assume E to be an ordered vector space. A nonempty subset A 
of E is said to have a supremum or a least upper bound if there exists an element u 
in E such that a :::; u for all a E A and such that if v is some other element in E with 
the property that a :::; v for all a E A, then u :::; v. A similar definition can be given 
for the infimum or the greatest lower bound. 
A real Riesz space (or a vector lattice) is an ordered vector space E with the 
additional property that the supremum (hence, the infimum) of every finite subset of 
E exists. We denote the supremum and the infimum of the two elements x, y by x V y 
and x /\ y respectively. 
For an element x E E, the positive part of x is given by x+ = X V 0, the negative 
part by x- = (-x) V 0, and the absolute value by Ixl = x V (-x). Two elements 
x,y E E are said to be orthogonal or disjoint (denoted by x-iy) if Ixl/\ Iyl = O. If A 
is a subset of E, then the orthogonal complement of A is given by {A}d = {x E E : 
x-iy, Vy E A}. 
A Riesz subspace of E is a linear subspace of E which is itself a Riesz space under 
the ordering induced by that of E. A linear subspace J of E is called an ideal of E if 
y E J, x E E and Ixl :::; Iyl imply that x E J. A linear subspace of E is called a band 
if Bdd = B. Any band is an ideal, and any ideal is a Riesz subspace. 
Definition 1.1.1. A Riesz space E is called order complete (or Dedekind complete) 
if every nonempty order bounded above subset A (i.e., :3u E E such that x :::; u for all 
x E A ) has a supremum. 
A linear operator (or mapping) from a Riesz space E to another F is called 
positive if Tx ~ 0 in F whenever x ~ 0 in E. A linear operator from E to F is 
called regular if it is a difference of two positive linear operators. A linear operator 
from E to F is called order bounded if it maps order bounded subsets (i.e., order 
bounded from above and from below) in E into order bounded subsets in F. We will 
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use Lr(E, F) to denote the set of all regular operators. When E = F we simply use 
U (E). It is clear that any positive operator is regular, and any regular operator is 
order bounded. In general, order bounded operators are not regular, but if the range 
space F is order complete, then the situation will be different as the following result 
indicates. First notice that a natural order relation can be defined in U(E, F) by 
saying that Tt ~ T2 if and only if Ttx ~ T2x for all x ~ 0 in E. 
Proposition 1.1.2. Let E and F be any two Riesz spaces such that F is order com-
plete. Then any order bounded operator is regular, and Lr(E, F) is an order complete 
Riesz space under the natural ordering just introduced above, and the following hold: 
for all T t , T2 E Lr(E, F) and for all 0 ~ u E E, 
(i) (Tt V T2)(u) = SUp{Tl(V) + T2(w) : v, w ~ 0 and v + w = u}; 
(ii) (Tt 1\ T2)(u) = inf{Tt(v) + T2(W) : v, w ~ 0 and v + w = u}. 
A net {u o } in E is called increasing (in symbols U o j) if u,a ~ U o whenever f3 ~ Q:. 
The symbol U o i u means that {uo } is an increasing net such that sup{ u o } = u. The 
symbol U o 1 u has a similar meaning. Recall that a net {uo } in E is said to be order 
convergent to u E E if there exists a decreasing net {va} with the same index and 
va 1 0 such that luo - ul ~ va for all Q:. A linear operator from E into F is called 
order continuous if {Tuo } converges to 0 in order in F whenever {u o } converges to 0 
in order in E. 
A linear operator from E to F is called a lattice homomorphism (or a Riesz 
homomorphism) if ITxl = Tlxl for all x E E. Lattice homomorphisms can be char-
acterized by some other conditions. Any of the following conditions is equivalent to 
the condition that T is a lattice homomorphism. 
(1) T(u V v) = T(u) V T(v) for all u,v E E; 
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(2) T(u!\ v) = T(u)!\ T(v) for all u,v E Ej 
(3) T is positive and Tul..Tv whenever uJ..v. 
§1.2. Banach Lattices and Positive Operators 
In this section we introduce some basic concepts concerning Banach lattices and 
positive operators. Most of the materials presented in this section are standard and 
can be found in [SRI]. 
Recall that a real Banach lattice E is a real Banach space and a Riesz space at 
the same time such that Ixl ::; Iyl in E implies that Ilxll ::; Ilyli. To study the spectral 
properties of positive operators, we need to consider complex Banach lattices. They 
are defined to be the complexifications of the underlying real Banach lattices. Let E 
be a real Banach lattice and let Ec = E + iE. Then Izl = sup{ I cos Ox + sin Oy I : 0 ::; 
o ::; 211"} for each z = x + iy E Ec. For details, we refer to [SRI], pp.133-138. Let T 
be any linear map on Ec. Then T = Tl + iT2, where Tt, T2 map E into E and are 
said to be the real part and imaginary part of T respectively. In this case we write 
Tl = Re(T) and T2 = Im(T). 
From now on all the Banach lattices will be complex Banach lattices, and the 
notions and concepts introduced for real cases will extend to the complex cases nat-
urally. For details, we refer to [SRI]. From now on E will always denote a complex 
Banach lattice. 
A Banach lattice E is said to have: (1) a Fatou norm if 0 ~ Xa i x implies 
Ilxall i IIXllj (2) an order continuous norm if Xa 1 0 implies Ilxall 1 o. It is easy to 
see that if E has an order continuous norm, then E has a Fatou norm. Moreover, the 
dual Banach lattice E' of any Banach lattice E has a Fatou norm and any C(X)-space 
has Fatou norm (see [SRI]). 
Let B be a band in E. Then B is a closed ideal of E. If E is order complete, 
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then B is also a complementary subspace of E such that E = B EB Bd, where the 
direct sum is topological. For details, we refer to [SRI]. 
Let L( E) denote the Banach algebra of all bounded operators on E. Since any 
positive operator on E is bounded (see [SRI]), it is easy to see that Lr(E) is a subal-
gebra of L(E), which is not closed in general in the operator topology. If E is order 
complete, then it follows from Proposition 1.1.2 that U(E) is an order complete Riesz 
space. If we define a new norm II· Ilr on Lr(E) by IITllr = IIITIII, then Lr(E) will 
become a Banach lattice. This new norm is called the regular operator norm. 
Let T be a bounded operator on E. We use p(T), a(T) and r(T) to denote the 
resolvent set, the spectrum and the spectral radius of T respectively. If E is order 
complete, then Lr (E) is a Banach algebra under the regular norm, and the spectrum 
of an element T E Lr(E) in this Banach algebra is called the regular spectrum of T, 
which will be denoted by ao(T). For more information about the regular spectrum, 
we refer to [SR2], in which this concept was first introduced. One can easily see that 
ao(T) 2 a(T). In general, the inclusion is strict. Later we will give some conditions 
under which they are equal. Finally let us quote a result which will be needed later in 
the study of the spectral properties of positive operators. It is one of the important 
features that positive operators possess. For a proof, we refer to [SRI], pp. 323. 
Proposition 1.2.1. Let T be a positive operator on a Banach lattice. Then 
r(T) E a(T), i.e., the spectral radius of a positive operator is always in its spec-
trum. 
To study the cyclicity properties of the spectrum of positive operators we need 
the following well-known results. 
Proposition 1.2.2. Let T be a bounded linear operator on a Banach space X. If Zo 
is a boundary point of the spectrum a(T) ofT, then limz-+zQ,zEP(T) IIR(z,T)11 = 00. 
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Theorem 1.2.3. Let L:~=o anzn be a power series with coefficients an in a Banach 
lattice E. If an ~ 0 in E for all n and if ro > 0 is the convergence radius of this 
power senes, then z = ro is a singular point of the analytic function given by the 
power senes. 
For a proof of Proposition 1.2.2, we refer to [BE], pp. 24. Theorem 1.2.3 is the 
vector valued version of the well-known Pringsheim's theorem. We refer to the Ap-
pendix of [SR4] for a proof. Next we collect some basic properties of the ultraproducts 
of Banach spaces and Banach lattices. 
Let G be a (complex) Banach space and let T be a bounded linear operator on 
G. We use G to denote the ultraproduct of G with respect to a fixed filter finer than 
the Frechet filter, while l' denotes the canonical extension of T to G. The following 
proposition collects some basic properties of the ultraproduct. For the proofs, we re-
fer to [SR1], pp. 309-311. In the following Aa(T) and Pa(T) denote the approximate 
point spectrum and point spectrum of T respectively. 
Proposition 1.2.4. Let G be a nonzero Banach space and let G be any ultraproduct 
of G. For each bounded linear operator T on G and its canonical extension l' on G, 
the following hold: 
(i) a(T) = 17(1'); 
(ii) Aa(T) = Aa(T) = Pa(1'); 
(iii) [(AI - T)-l]'" = (AI - T)-l for all A E p(T) = p(1'); 
(iv) A number Ao is an (isolated) singularity (respectively, a pole of order k) of the 
resolvent R(A, T) if and only if the same is true of the resolvent R(,\, T); 
(v) If G is a Banach lattice, then G is also a Banach lattice, and the canonical map 
G -+ G is an isometric lattice homomorphism. Moreover, T is a positive operator on 
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G if and only if t is a positive operator on (;. 
§1.3. The Center of a Banach Lattice 
In this section we introduce the center of a Banach lattice and give without proofs 
some important properties of the center. Let E be a Banach lattice. The center of 
E, denoted by Z(E), is the collection of all those operators T E L(E) for which there 
exists a positive constant c such that ITxl ~ clxl for all x E E. It is known that Z(E) 
is Banach lattice under the natural ordering and a closed commutative subalgebra of 
L(E). In fact, the following hold: 
Theorem 1.3.1. The center Z(E) is a closed commutative subalgebra of L(E), al-
gebraically and order isomorphic to the Banach algebra and Banach lattice C(X) for 
a suitable compact Hausdorff space X. Moreover, Z(E) is a full subalgebra of L(E) 
in the sense that whenever T E Z(E) is invertible in L(E), then T-l E Z(E). Thus 
the spectrum of T E Z(E) coincides with the spectrum of the corresponding function 
in the Banach algebra C(X). 
The proof for the above theorem can be founded in [Lj and [SPj. When the Ba-
nach lattice E is order complete, Z(E) is exactly the band generated by the identity 
operator I on E in Lr(E). In this case, the operator norm and the regular norm 
in Z(E) coincide, and IITII = IITllr = inf{c > 0 : ITxl ~ clxl for all x E E}. Let 
<P denote the band projection associated with Z(E) when E is order complete. It 
is obvious that <P is a contraction with respect to the regular norm. It is a recent 
result that <P is also a contraction with respect to the operator norm as the following 
theorem indicates. We refer to [V] for a proof. 
Theorem 1.3.2. Let E be an order complete Banach lattice. Then II<P(T)II ~ IITII 
for all T E U(E). 
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Since cJ> is a contraction with respect to the operator norm on Lr(E), cJ> can be 
extended to Lr(E), the operator norm closure of Lr(E) in L(E). We will still use cJ> 
to denote its extension. From now on cJ> is defined on Lr(E). 
§1.4. The Sign Operator 
In this section we introduce the sign operator associated with a fixed element 
in an order complete Banach lattice. The sign operator will be needed later in the 
study of the cyclicity of the peripheral spectrum of positive operators. The materials 
presented in this section are well-known and can be found, for instance, in [KR]. 
Proposition 1.4.1. Let E be an order complete Banach lattice and let Xo be a fixed 
element in E. Then there exists a surjective isometry D such that 
(i) D E Z(E) and IDxl = Ixl = ID-1xl lor all x E E; 
(ii) Dlxol = Xo. 
Proof. We may assume that Xo is a nonzero element in E. Let Eo be the ideal 
generated by Xo in E. That is Eo = {x E E: Ixl ~ clxol for some number c}. It 
is well-known that Eo is an AM-space with unit Ixol under the norm Ilxllo = inf{c: 
Ixl ~ clxol}. So Eo can be identified with the Banach lattice C(X) for some compact 
space X. Moreover, under this identification Ixol corresponds to the constant one 
function Ix on X and Xo corresponds to a function h E C(X) such that Ih(t)1 = I 
for all t E X. We now define a linear operator D on Eo = C(X) by DI = h . I 
for all I E C(X). It is easy to see that (i) D E Z(Eo) and D is invertible; (ii) 
IDxl = Ixl = ID-1xl for all x E Eo and Dlxol = Xo. Since D is order continuous 
on Eo and since Eo is order dense in the band {xo}dd generated by Xo in E, D can 
extend to {xo} dd. Finally we define Dy = y for all y E {xo} d. It is easy to check that 
D has the required properties. 
9 
The operator given in the above proposition is called the sign operator associated 
with Xo. In the following two propositions we collect some properties of the sign 
operator. 
Proposition 1.4.2. Let E be an order complete Banach lattice and let T be a 
positive operator on E. Suppose that D is a linear operator on E such that IDxl = 
Ixl = ID-1xl for all x E E. Let TD = a-I D-1T D = A + iB, where a is a complex 
number such that lal = 1 and A = Re(TD), B = Im(TD)' Then A ~ T and 
T - A 1 - cosO 
IBI = B V (-B) ~ IsinOI + IsinOI T 
for any 7r =f- 0 E (0, 27r). 
Proof. First we observe that ITDI ~ T. On the other hand, 
ITDI = sup{1 cos OA + sin OBI: ° ~ 0 ~ 27r} ~ A. 
So A ~ T and T ~ cos OA + sin OB for any 0 E [0,27r]. From the latter we obtain 
This implies that 
T - cos OA B r 0 (0 ) . 0 ~ lor E , 7r 
sm 
T - cos OA 
and . 0 ~ B for 0 E (7r,27r). 
SIn 
T - cos OA 
IBI = BV (-B) ~ IsinOI 
T-A I-cosO 
S IsinOI + IsinOI T 
for all 7r =f- 0 E (0,27r) since A ~ T. The proof is finished. 
Proposition 1.4.3. Let E be an order complete Banach lattice and let T be a 
positive operator on E. Suppose that Txo = axo and Tlxol = Ixo!, where lal = 1 and 
Xo is a nonzero element in E. If D is the sign operator associated with Xo, then the 
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following hold: 
(i) Tx = a-1D-1TDx for all x E {x Ixl ~ clxolforsomenumberc}, the ideal 
generated by Xo in E; 
Proof. Let Tv = a-I D-1T D = A + iB, where Im(A) = Im(B) = o. Then 
and 
Tvlxol = Alxol + iBlxol· 
So Alxol = Tlxol. If Ixl ~ clxol, then I(T - A)xl ~ c(T - A)lxol = 0 since T ~ A 
by Proposition 1.4.2. So Tx = Ax for any x in the ideal generated by Xo. Also, by 
Proposition 1.4.2 we have 
. I-cosO 
IBxl~IBllxl~mf{ IsinOI Tlxl: 7r=j;OE (0,27r)} =0. 
Therefore, Tvx = Tx. Finally, if n ~ 0, then 
and 
The proof is completed. 
Chapter 2 
Spectral Theory of Positive Operators 
In this chapter we mainly consider invertible positive operators whose inverses 
are not necessarily positive. Other related operators are also discussed. In the first 
section we prove some preliminary results that are needed in the rest of this thesis. 
These results are also independently interesting. Other sections contain the main 
results of this chapter. The notations we use here are standard. 
§2.1. Preliminaries 
By an operator we mean a bounded linear operator on a Banach space. Let T 
be a bounded operator on a Banach space. We use a(T), p(T) and r(T) to denote 
its spectrum, resolvent set and its spectral radius respectively, while Poo(T) denotes 
the unbounded connected component of p(T). We use R(z, T) to denote (z I - Ttl 
if z E p(T). Recall that <1> denotes the band projection associated with the center of 
an order complete Banach lattice. We begin with the following definition: 
Definition 2.1.1. A bounded linear invertible operator T on a Banach space zs 
said to satisfy the condition (c) if the number 0 belongs to the unbounded connected 
component of p(T). 
The class of operators satisfying the condition (c) contains many important op-
erators as the following examples show. But first let us recall that a subset A of the 
complex plane is said to be cyclic if IAlein8 E A for any integer n whenever A E A and 
A = IAlei8 . 
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Examples 2.1.2. Let T be an invertible operator on a Banach space. Then any 
of the following conditions implies that T satisfies the condition (c): (i) aCT) is fi-
nite (this is always the case if the Banach space is finite dimensional); (ii) peT) is 
connected; (iii) There exists 0 < () < 211" such that {re i8 : r > O} is contained in 
peT); (iv) aCT) is cyclic and does not contain any circle with center at the origin. For 
example, when T is a lattice homomorphism on a Banach lattice aCT) is cyclic (see 
[SHI], pp. 325). 
Proposition 2.1.3. Let T be an order bounded operator on an order complete 
Banach lattice. Let Poo(T) be the unbounded connected component of peT). Then the 
following hold: 
(i) (z I - T)-l belongs to Lr(E) for any z E Poo(T)j 
(ii) The complex operator-valued function F(z) defined F(z) = <I>[(z I - Ttl] is an-
alytic in Poo(T). 
Proof. (i) For Izl > reT), R(z, T) = L':=o Tn / zn+1 and so R(z, T) is in Lr(E). Let 
D = {z E peT) : R(z, T) E Lr(E)}. Then D is a closed and open subset of peT). The 
fact that D is closed and open in peT) follows from the fact that U(E) is a closed 
su balgebra of L (E) and the following fact: if Zo E p( T) and if I z I < "R( Zo, T) ,,-1 
then z + Zo E peT), and moreover R(z + zo,T) = Lk:o(-z)kR(zo,T)k+1. Therefore 
Poo(T) ~ D. 
(ii) We know that R(z, T) is analytic in peT) and hence in Poo(T). By (i) F(z) is 
well defined for all z E Poo(T). Since R(z, T) satisfies the Cauchy integral formula 
in Poo(T) it follows from (i) and Theorem 1.3.2 that F(z) also satisfies the Cauchy 
integral formula in Poo(T). Therefore, F(z) is analytic in Poo(T). 
To prove the main theorem we need to prove several lemmas, which are also in-
dependently interesting. 
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Lemma 2.1.4. Let T be a positive operator on an order complete Banach lattice 
E. For each nonnegative integer n let Pn = <I>(Tn). Then the operator sequence 
{Pn : n ~ O} has the following properties: 
(i) Po = I and Pn . Pm ~ Pn+m for all n, m ~ 0; 
(ii) 0 ~ PI ~ r(T) . I, 
where I is the identity operator on E. 
Proof. (i) follows from the fact that <I>(5d<l>(S2) ~ <1>(5152) for any two positive 
operators 5b 52. To see this let 5i = Pi + Bi with Pi E Z(E) and Bi E Z(E)d, where 
i = 1, 2. Then 
Since P1B 2 and B 1P2 are both in Z(E)d (this follows from the fact that the absolute 
value of any operator in Z(E) is dominated by a multiple of the identity operator), 
we have 
Now the result follows. 
(ii) Let T = PI + B have the same meaning as above. Then 0 ~ PI ~ Tn. This 
implies that r(P1 ) ~ r(T). Since PI is in Z(E) it follows from Theorem 1.3.1 that 
o ~ PI ~ r(Pd . I. Now the result follows. 
Lemma 2.1.5. Let T be an invertible order bounded operator on an order complete 
Banach lattice. Assume that T satisfies the condition (c). Let Pn = <I> (Tn ) for all 
nonnegative integers n and let F(z) be as in Proposition 2.1.3 for all z E Poo(T). 
Then the following hold: 
(i) F(z) is analytic in Poo(T) and limz ...... oo F(z) = 0 and F(z) is not identically equal 
to zero; 
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(ii) If we identify Z(E) with C(X) for some compact space X and identify Pn as 
functions on X then limn--+oo[iPn(x)lP/n;::: r(T-1)-1 for any x E X. 
Proof. (i) The first statement follows from Proposition 2.1.3. For Izl > reT), F(z) = 
cl>[R(z, T)] = cl>(Lk=O Tk/ zk+1) = Lk:OPk/Zk+1. So we see that limz--+oo F(z) = 0 and 
F( z) is not identically equal to zero. 
(ii) Suppose that there exists a point Xo E X such that limn--+oo[iPn(xo)lP/n :::; 
r(T-1)-1 - c for some c > O. Let fez) = F(z)(xo), where F(z) is regarded as 
an element of C(X). By (i) we see that f(z) is analytic in Poo(T) , which con-
tains {z: Izl < r(T-1)-1} since T satisfies the condition (c). Now for Izl > reT), 
fez) = Lk:O Pk(XO)/zk+1. By hypothesis this series can be extended to {z: Izl> 
r(T-1)-1 - d. Therefore, f(z) can be extended to an entire function. By (i) f(z) 
has to be the zero function. This is a contradiction since Po(xo) = 1. 
§2.2. Positive Operators Satisfying the Condition (c) 
In this section we study various properties of those positive operators satisfying 
the condition (c) on a general Banach lattice E. Since we can consider the dual space 
and the adjoint operator if needed, we may assume that E is order complete. The 
following theorem is the first main result of this thesis. 
Theorem 2.2.1. Let T be an invertible positive operator on a Banach lattice E. 
Assume that T satisfies the condition ( c). Then there exist a positive number a and 
a positive integer k such that Tk ;::: a· I. More precisely, for any 0 < c < r(T-1)-1 
there exists a positive integer no such that Tn ;::: [r(T-1 )-1 - c]n . I whenever n is a 
multiple of no. 
Proof. We may assume that E is order complete. Fix 0 < c < r(T-1 )-1. We will use 
the previous notations. It follows from (ii) of Lemma 2.1.5 that for any point x E X 
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there exists a positive integer Nx depending on x such that PN:r (x) > [r(T- 1 )-l_c]Nr. 
Hence there is a neighborhood of x , say U(x), such that this inequality holds for all 
points in this neighborhood. Now {U(x) : x E X} is an open covering of X. By 
the compactness of X , there are finitely many points xI, X2,' •• ,Xm in X such that 
{U(x;): 1 ~ i ~ m} is still a covering of X. Let N1 ,N2,'" ,Nm be the correspond-
ing integers. Let no = NIN2 ... Nm. Then for any x E X there is a U(x;) such that 
x E U(x;) and so PN.(X) > [r(T-l)-l - c]N •. It follows from (i) of Lemma 2.1.4 that 
Therefore, Pno ~ [r(T- 1 tl - c]no . I. If n is a multiple of no then 
Notice that Pn = <I>(Tn). So the theorem follows. 
The above result and the method have several important consequences. We 
mention some of them in the following, and other consequences will appear in other 
sections. The following result is an easy consequence of the above theorem. It is one 
of the important features that positive operators possess. 
Corollary 2.2.2. Let T be a lattice isomorphism on an arbitrary Banach lattice E 
such that a(T) = {I}. Then T = I, the identity operator on E. 
Proof. Since T satisfies the condition (c), it follows from Theorem 2.2.1 that Tk ~ a·I 
for some positive integer k and some positive number a. Notice that T- 1 ~ O. So by 
the above we have 
a . T-k ~ Tk . T-k = I 
This implies that T- k E Z(E). By Theorem 1.3.1 and by the spectral mapping 
theorem we obtain T-k = I. Consequently, Tk = I. Now (T - 1)(Tk-l + ... + 1) = 0 
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and the second factor is invertible by the spectral mapping theorem. Hence, T = I. 
Corollary 2.2.3. If T is a lattice isomorphism on an arbitrary Banach lattice E 
and if T satisfies the condition (c), then there exists a positive integer k such that 
Tk E Z(E). 
Proof. The proof is similar to the first part of the above proof, where we showed 
that T-k E Z(E) for some positive integer k. So Tk E Z(E) since Z(E) is a full 
subalgebra of L(E) by Theorem 1.3.1. 
Remark. Corollary 2.2.2 is due to [SWA] in which a more general result is obtained. 
We will give a proof for this result in the following corollary. We put Corollary 2.2.2 
in a separate place because the proof is straightforward and unique. Corollary 2.2.3 
is essentially due to [AH]. In Chapter 3 we will generalize all of these results for 
disjointness preserving operators under less strict conditions. 
Sometimes it is important to know when an operator will belong to the center 
of the Banach lattice. The following result, due to [SWA], gives an answer to this 
question for lattice homomorphisms. The proof we give here is different from the 
original one. We will continue to discuss this question in Chapter 3 for some other 
types of operators. 
Corollary 2.2.4. Let T be a lattice isomorphism on E such that a(T) C (0,00). 
Then T E Z(E). 
Proof. By the above corollary, Tk E Z(E) for some positive integer k. Now consider 
the complex function f(z) = exp(1/k log z), which is defined and analytic in D = {z : 
\arg(z)\ < 1r}. Notice that a(T) U a(Tk) CD. So there exists an operator S E L(E) 
such that S = f(T k ). In fact, 
S = 21. { f(z)R(z, Tk)d z 
1rZ lc 
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where C is a simple closed curve in D with the spectrum of Tk contained in its interior. 
Since R(z, Tk) E Z(E) for all z E C (because Tk E Z(E) and Z(E) is a closed full 
subalgebra of L(E), see Theorem 1.3.1 of Chapter 1), it follows that S E Z(E). On 
the other hand, since f(zk) = z for all z E G = {z : larg(z)1 < 7rjk} and since 
(j(Tk) C G, we have S = f(Tk) = T. Therefore, T E Z(E). 
Another important consequence of Theorem 2.2.1 is the following result on the 
peripheral spectrum of positive operators satisfying the condition (c). First let us 
recall that the subset Per(j(T) = {'\ E (j(T) : 1,\1 = r(T)} is called the peripheral 
spectrum of T. 
Theorem 2.2.5. Let T be a positive operator on a Banach lattice E. Assume that 
T is invertible and satisfies the condition (c). Then there exists a positive integer k 
such that Pero(Tk) = {[r(T)]k}. So ifr(T) = 1 then (j(Tk) n {z: Izl = I} = {I}. 
Proof. We may assume that r(T) = 1. It follows from Theorem 2.2.1 that Tk ~ a· I 
for some positive number a and some positive integer k. Let Tk = a . I + B. Then 
B is a positive operator on E. Notice that r(B) = 1 - a since the spectral radius 
of a positive operator is an element of its spectrum (see Proposition 1.2.1) and since 
r(Tk) = 1. By the spectral mapping theorem, it holds that 
(j(Tk) = {a + z: z E (j(B)} ~ {a + z: Izl :::; 1 - a}. 
Hence, (j(Tk) n {z: Izl = I} = {I}. 
Theorem 2.2.6. Let T be a positive operator on a Banach lattice E. Suppose that 
there exists a sequence {an} of nonnegative numbers such that 
(i) Tn ~ anI for all n, where I is the identity operator on E, and 
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Then the peripheral spectrum of T is cyclic. 
To prove the theorem we need some preparation. The ideas and the techniques 
we are going to use come from [KRj and to which the following lemma is due. 
Lemma 2.2.6a. Let E be a Banach lattice and let T be a positive operator on E 
such that r(T) = 1. Assume that Txo = axo, where 0 =I Xo E E and lal = 1. Fix any 
Zo> 1 and let Eo be the ideal generated by R(zo,T)lxol. Then the following hold: 
(i) Eo is an AM-space with unit R(zo, T)lxol under a new lattice norm. Eo is T-
invariant and R(TIEo) ~ Zo and Ixol E Eo; 
(ii) If Eo = C(X) for some compact space X, then there exists qo E X such that 
Tnlxol(qo) = Zo - 1 for n = 0,1,2,···. 
Proof. To simplify notations we let R(z) = R(z, T) and uo = R(zo)lxol. Then 
Eo = {x E E: I x I ~ cUo for some c 2: O}. 
Eo is an AM-space with unit Uo under the norm 
IIxlio = inf{c 2: 0: Ixl ~ cuo}. 
Hence Eo can be identify with C(X) for some compact space X. Moreover, Uo corre-
sponds to the constant one function Ix on X. For proofs of these facts, we refer to 
[SHlj. Since ITuol = 1- Ixol + zoR(zo)lxoll ~ zoR(zo)lxol = ZoUo, (i) follows immedi-
ately. 
We now prove (ii). We identify Eo with C(X). First we notice that 
and that 
00 




2: L zon-1Tnlxol = Ix· 
n=O 
If (TkO! X ) ( q) > 1 for all q EX, then by the compactness of X there exists a posi ti ve 
number a such that T kolx 2: (1 + a)lx. This implies that 
00 
R(z, T kO)lx = L z-n-1Tnko Ix 
n=O 
00 
2: L z-n-l(1 + at1x = (z - (1 + a))-llx 
n=O 
for z > 1 + a. So r(TkO) 2: 1 + a, which is a contradiction. Hence 
Qk = {q EX: Tklx(q) = I} =1= 0 for any k. 
Since Ix ~ T1x ~ T21x ~ ... , we have 
Now each Qk is compact, so nk:l Qk =1= 0. Let qo be a point in this intersection. 
Then Tklx(qo) = 1 for all k. Now 
Hence, Tk-1Ixol(qo) = Zo - 1 for all k. The proof is finished. 
Lemma 2.2.6b. Let T be a positive operator on a Banach lattice E. Suppose that 
T satisfies the conditions in Theorem 2.2.6. Then Jor any nonzero positive operator 
Q E Z(E) and for any positive element Xo E E with Q2xo =1= 0, the point z = r(T) is 
a singularity oj the E-valued analytic Junction J(z) = QR(z, T)Qxo defined in p(T). 
Proof. For Izl > r(T), we have 
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Notice that QTnQxo ~ anQ2xo ~ 0 for any n by assumption. So 
This implies that liIDn--+oo IIQTnQxoI11/n = r(T). Now it follows from Theorem 1.2.3 
(the Pringsheim's theorem) that r(T) is a singularity of J(z). 
Proof of Theorem 2.2.6. Let r(T) = 1 and let a E <7(T) with lal = 1. By 
considering the ultraproduct space of the space E and the double dual space of the 
ultraproduct space (see Proposition 1.2.4), we may assume that E is order complete 
and a is an eigenvalue of T. Let Txo = axo with 0 =J Xo E E and fix Zo > 1. To 
simplify notations we let R(z) = R(z, T) when the meaning of R(z) is clear. 
Let Eo be the ideal generated by R(zo)lxol. By Lemma 2.2.6a we have T(Eo) ~ Eo 
and r(TIEo) :::; zo0 In this paragraph we will work in the AM-space Eo, which is 
identified with C(X) for some compact space X. For Zl > Zo, let 
R(zt} - aD-1 R(azl)D = A + iE, 
where Im(A) = Im(B) = 0, i.e., both A and B are real operators, and D is the sign 
operator associated with Xo (see Section 4 of Chapter 1). For any positive integer n, 
let 
with Im(Cn) = Im(Dn) = O. By Proposition 1.4.2, we see that Tn ~ Cn. Now let 
Then 
00 
o :::; zln-l An :::; L zlk-l Ak 
k=O 
= R(zt) - Re[aD-1 R(zla)D] = A. 
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By Lemma 2.2.6a there exists a point qo E X such that Tnlxol(qo) = Zo - 1 for all 
nonnegative integers n. Thus 
00 
o ::; Alxol(qo) = L zln-l(Anlxol)(qo) 
n=O 
00 
= L zln-l(Tnlxol -Ixol)(qo) = 0 
n=O 
since Anlxol = Tnlxol- Re(a-nD-1TnDlxol) = Tnlxol-Ixol. We know that Alxol 
can be identified as a nonnegative function on X, say f == Alxol. Let 
Zo - 1 Zo - 1 
Uk={qEX: f(q) < 2k }n{qEX: Ixol(q) > 2 }. 
Then Uk is an open neighborhood of qo. Since Eo is an order complete AM-space 
(since E is order complete), X is extremely disconnected (see [SRI], pp.I07-I08.). 
So Uk (the closure of Uk) is open and closed in X. Let Qk be the band projection 
associated with this open and closed subset. Then we have 
o ::; zln-lQkAnQklxol ::; QkAQklxol 
1 
::; QkAlxol ::; "kQklxol. 
Since Qk is in the center of the AM-space Eo and since Eo as a subset of E is an 
ideal of E, Qk can extend to be a band projection on E by setting QkX = 0 for all 
x E {R(zo)lxol}d. Finally, notice that Qklxol i: 0 by the choice of Qk. 
Now consider any ultraproduct space E of E. Let b = (D), D"-l = (D-1) and 
t = (T) be the canonical extensions of D,D-1 and T respectively. Let Q = (Qk) and 
let Xo E E be given by 
Xo = (II~:::::II) . 
Then QXo = Xo i: O. By the last paragraph we have 
QAnQxo = 0 in E for all positive integers n 
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i.e., QTnQXo = QCnQXo. Consider the ideal generated by Xo in E, which is given 
by 
L = {Y E E: IYI ~ cXo for some c :2: O}. 
Then for any Y E L, we have 
This implies that QTnQY = QCnQY. Now by Proposition 1.4.2 we obtain 
Therefore, we obtain 
for all positive integers n and for all Y E L. Since D, Qk E Z(E), we have QD = DQ. 
SO the above identity can be written as 
By using this identity repeatedly we obtain 
for any integer k (since L is invariant under Q, D and D"-l). 
Finally, we show that the peripheral spectrum of T is cyclic. That is to show 
ak E u(T) for any integer k. From the last paragraph we have, for Izl > 1, 
<Xl 
QR(z)QXo = L z-n-lQTnQXo 
n=O 
<Xl 
= L z-n-l D"-k(a-knQTnQ)Dk Xo 
n=O 
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By Lemma 2.2.6b we know that z = 1 is a singular point of QR(z)QXo. Now the 
above identity implies that z = 1 is also a singular point of QR(zak)QDkXo. In 
particular, z = 1 is a singular point of R(zak). This implies that ak is a singular 
point of R(z). This shows that ak E a(T) = a(T). The proof is finished. 
Corollary 2.2.7. Let T be a positive operator on a Banach lattice E such that 
r(T) > 0. Assume that 
(i) [0, r(T)) c p(T); 
(ii) z = r(T) is an isolated point of a(T). 
Then there exists a sequence {an} of nonnegative numbers such that Tn ~ anI and 
limn_=( an)l/n = r(T). Thus the peripheral spectrum of T is cyclic. 
Proof. We may assume that E is order complete. As before we identify the center 
Z(E) with C(X) for some compact space X. Let r(T) = 1. Let Pn = 4>(Tn) and let 
F(z) = 4>(R(z, T)). By Proposition 2.1.3 we know that F(z) is analytic in p=(T). In 
this case, [0,1) C p=(T). Fix any x E X. Then for Izl > 1, we have 
= p (x) 
J(z) = F(z)(x) = L :+1. 
n=O Z 
By assumptions and by Theorem 1.2.3 (the Pringsheim's theorem), z = 1 must be a 
singular point of J(z). So we must have 
As in the proof of Theorem 2.2.1 we can prove that for any c > 0 there exists a 
positive integer N such that PN ~ (1 - c)N I. Now choose n}, n2,··· such that 
Pnk ~ (1 - l/k)nkI. Now define 
if n = nk, 
otherwise. 
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Then Tn ~ anI for any nand 
By Theorem 2.2.6, the peripheral spectrum of T is cyclic. 
Remark. The last statement of Corollary 2.2.7 is due to Krieger (see [KR]). The 
techniques we used in the proof of Theorem 2.2.6 come from this paper. 
It is known that the whole spectrum of a lattice homomorphism is cyclic (see 
[SHl], pp. 325). E. Scheffold showed that any bounded closed cyclic subset of the 
complex plane is the spectrum of some lattice homomorphism (see [SF]). We now 
prove the following theorem, which asserts that if the spectrum of a positive operator 
is contained in its spectral circle then the spectrum of this operator is either the whole 
spectral circle or finite and cyclic. 
Theorem 2.2.8. Let T be a positive operator on a Banach lattice such that r(T) = 1. 
Suppose that a(T) is contained in the unit circle r. Then either a(T) = r or there 
exists a positive integer k such that (i) a(T) consists of k-th roots of unity and (ii) 
a(T) is cyclic. 
Proof. If a(T) is not the whole unit circle, then T satisfies the condition (c). 
By assumption and by Theorem 2.2.5 there exists a positive integer k such that 
a(Tk) = {I}. By spectral mapping theorem we have a(T) ~ {z : Zk = I}. So z = 1 
is an isolated point of a(T). Now by Corollary 2.2.7 we conclude that the peripheral 
spectrum of T is cyclic. 
Remark. In Theorem 2.2.8 the spectrum of T is not necessarily equal to {z : zk = I} 
for some positive integer k. For example, let E = LP(r), where 1 :::; p :::; 00 and r 
is the unit circle equiped with the Lebesgue measure. Define two operators Tl and 
T2 on E by Td(z) = f( -z) and Td(z) = f(e 21r/ 3i z) for any z E r. Now con-
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sider the product space E x E and the operator T = T t X T2. Then rs = I and 
a(T) = a(Tt ) U a(T2) = {I, -1, e21r/3i , e41r/3i }. Moreover, 6 is the smallest positive 
integer k such that a(Tk) = {I}. It is easy to see that some 6-th root of unity is not 
in a(T). 
We already see that if T is a positive operator such that its spectrum is properly 
contained in the unit circle then T satisfies the condition (c), and so by Theorem 2.2.1 
the projection of some power of T into the center Z(E) dominates a positive multiple 
of the identity operator and thus a nonsingular element in the center. We now show 
that the opposite is also true. 
Proposition 2.2.9. Let T be a positive operator on an order complete Banach 
lattice E such that aCT) ~ {z: Izl = I}. Then the following hold: 
(i) aCT) = {z: Izl = I} if and only if ~(Tn) is a singular element in Z(E) for each 
positive integer n; 
(ii) If aCT) = {z : Izl = I} and if Z(E) == C(X) for some compact space X, then 
there exists a point Po E X such that ~(Tn )(Po) = a for all positive integers n. 
Proof. (i) We have already shown that if aCT) is not the whole unit circle then the 
projection of some power of T into the center is a nonsingular element. It remains to 
show that if aCT) is the whole circle then each ~(Tn) is a singular element in Z(E). 
If this were not the case then we could find some positive integer n such that ~(Tn) 
is nonsingular in Z(E). So by Theorem 1.3.1 there exists a positive number a such 
that ~(Tn) ~ a· I. Thus Tn ~ a· I. As in the proof of Theorem 2.2.5 we can show 
that a(Tn) = {I}. This is a contradiction, since it follows from the assumption and 
the spectral mapping theorem that a(Tn) is the whole unit circle. 
(ii) For any positive integer n let Xn = {p EX: ~(Tn!)(p) = a}. By what we 
just proved, Xn is nonempty. Moreover, Xn is compact and X n+1 ~ Xn for any n 
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by Lemma 2.1.4. So it follows from the compactness of X that there exists a point 
Po E X such that Po E Xn for all n. By Lemma 2.1.4 again, we see that Po is the 
required point. 
§2.3. Some Consequences 
In this section we use the techniques developed in the previous sections to inves-
tigate the spectral properties of certain types of positive operators. Also we will give 
some conditions for which the regular spectrum is equal to the spectrum. We begin 
with the following definition (see also [AHl). 
Definition 2.3.1. Let T be an order (= regular) operator on an order com-
plete Banach lattice E. (i) T has strict period n if Tn E Z(E) and ITlk J...I for 
all k = 1,2,· .. , n - 1; (ii) T is aperiodic if ITlk J...I for all positive integers k. 
Theorem 2.3.2. Let T be a positive operator on an order complete Banach lattice 
E. Suppose that T has strict period n for some positive integer n. Then for any n-th 
root of unity a, O"(T) = aO"(T). So A E O"(T) if and only if IAI E O"(T) and A = IAla, 
for some n-th root of unity a. In this case, the whole spectrum of T is cyclic. 
Proof. By assumption, Tn E Z(E) and ITlk /\ I = 0 for k = 1,2,···, n - 1. For 
Izl > r(T), we have 
We know that F(z) is analytic in Poo(T) by Proposition 2.1.3. Hence zn-l(zn - Tn)-l 
can be extended to be an analytic function in Poo(T). So, for any z E Poo(T), we have 
that (zn - Tn)-l exists and thus zn E p(Tn). Now let Zo E O"(T). Then z[; E O"(Tn) 
and also (azo)n E O"(Tn). Hence, azo is not in Poo(T). 
Since T is positive and since Tn E Z(E) (thus O"(Tn) consists of nonnegative 
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numbers), we have a(T) C {z : zn 2 O} by the spectral mapping theorem. Hence, 
Poo(T) = p(T). It follows from the above paragraph that azo is not in p(T), i.e., 
azo E a(T). 
We now prove the last part of the theorem. Let .A E a(T) be a nonzero element. 
Then I.AI = a.A for some a with lal = 1. Since.An 2 0 by above, an = 1 and 
the conclusion follows by the first part of the theorem. The converse can be proved 
similarly. Finally, the fact that a(T) = aa(T) for any n-th root of unity a and the 
fact that a(T) = {z: zn 2 O} imply that a(T) is cyclic. 
Theorem 2.3.3. Let T be an aperiodic operator on E. Suppose that a(T) ~ {z : 
Izi = r(T)}. Then a(T) = {z: Izl = r(T)}. 
Proof. We use the same notations as before. Since T is aperiodic, we have F( z) = 1/ z 
for all z E Poo(T). We know that F(z) is analytic in Poo(T), and so 0 is not in Poo(T). 
From this, we conclude that a(T) = {z: Izl = r(T)}. 
Example 2.3.4. Let E = Lp(R) with 1 ~ p ~ 00. Let h(x) be any bounded 
measurable function on R such that Ih(x)1 = 1 for all x E R. Define an operator T 
on E by Tf(x) = h(x)f(x + 1) for all x E R. It is easy to see that T is an order 
bounded operator and that ITln 1-1 for all positive integer n. Also it is easy to show 
that T is double power bounded, from which we conclude that a(T) ~ {z : Izl = I}. 
Now it follows from the above result that a(T) = {z : Izl = I}. 
Theorem 2.3.5. Let T be a positive operator on an order complete Banach lattice 
E. 1fT has strict period n for some positive integer n, then ao(T) = a(T), i.e., the 
regular spectrum of T is equal to its spectrum. 
Proof. Since Tn E Z(E), we have 
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Let Ao E (fo(T). Then by the spectral mapping theorem A~ E (fo(Tn) = (f(Tn). 
Rence there exists A E (f(T) such that A~ = An. Let A = alAI for some a such 
that an = 1. By Theorem 2.3.2, IAI E (f(T). Now Ao = ,alAI for some ,a such that 
,an = 1. By Theorem 2.3.2 again we obtain Ao E (f(T). Therefore, (fo(T) ~ (f(T). 
Since (f(T) ~ (fo(T) is always true, we have shown that (fo(T) = (f(T). 
Theorem 2.3.6. Let E be an order complete Banach lattice and let T be a positive 
operator on E. If Ti l..Ti for any nonnegative integers i i= j, then {z: Izl = r(T)} ~ 
(fo(T) . 
Proof. Without loss of generality we may assume that r(T) = 1. Let R(z, T) = R(z). 
For Izl > 1, we have 
00 Tk 
R(z) = L HI' 
k=O z 
where the series converges in the regular norm of U(E). By assumption, we obtain 
00 Tk 00 Tk 
IR(z)1 = I L HI 1 = L: -I IHI = R(lzl). 
k=O z k=O Z 
So if Izol = 1, then 
lim IIR(z)llr = +00. 
z-+ZOtlzl>I 
This implies that Zo is a singular point of R( z) since R( z) is analytic in the topology 
induced by the regular norm. Thus Zo E (fo(T). 
Corollary 2.3.7. Let X be an extremely disconnected compact space and let 
E = C(X). Suppose that T is a positive operator on E such that Ti l..Ti for any 
nonnegative integers i =/:- j. Then the peripheral spectrum of T is the whole spectral 
circle, i.e., {z: Izl = r(T)} ~ (f(T). 
Proof. Since a linear operator on C(X) is bounded if and only if it is order bounded, 
we have Lr(E) = L(E) and the regular norm is equal to the usual operator norm (see 
[SRI], pp. 232). So (fo(T) = (f(T) and the result follows from the above theorem. 
29 
§2.4. Positive Isometries and Lattice Isomorphisms 
In this section we will use the results obtained in the previous sections to discuss 
some aspects of the properties of positive isometries and lattice isomorphisms and 
their relations. 
We begin with the finite dimensional case. Recall that if E is an n-dimensional 
complex Banach lattice then E is topologically and order isomorphic to cn. Hence 
any operator on E can be represented as an n X n matrix. Moreover, positive op-
erators on E correspond to matrices with nonnegative entries. First we prove the 
following interesting result, which is originally due to F. Beukers (by communication 
with C. B. Huijsmans). 
Theorem 2.4.1. If T is a positive operator on a finite dimensional Banach lattice 
such that u(T) = {I}, then T ~ I. 
Proof. Let dim(E) = n. Then T can be represented as an n X n matrix with non-
negative entries. Let A = T - I. Then A ~ -1. Now let A be represented as an 
n X n matrix (aij )nxn. Then aij ~ 0 for i =I j and aii ~ -1. 
Consider A2. Since U(A2) = {OJ, the trace of A2 is zero. But the trace of A2 
is the sum of its diagonal elements, all of which are nonnegative. In fact, the i-th 
diagonal element of A2 is Ek=1 aikaki and each aikaki is nonnegative. Therefore, all 
the diagonal elements of A2 are zero. In particular, we obtain aii = O. Hence all the 
entries of A are nonnegative and so T - I ~ O. The proof is completed. 
Corollary 2.4.2. Let T be a positive operator on a finite dimensional Banach lat-
tice such that u(T) ~ {z: Izl = I}. Then there exists a positive integer k such that 
Tk ~ I. 
Proof. Since T satisfies the condition (c), it follows from Theorem 2.2.1 that Tk ~ a·I 
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for some positive integer k and some positive number a. Let Tk = a . I + B. Since 
B is a positive operator, its spectral radius is an element of its spectrum. So we 
have r(B) ~ 1 - a. Rence a(Tk) C {a + z: \z\ ~ 1 - a}. On the other hand 
a(Tk) C {z: \z\ = I} by the spectral mapping theorem. So a(Tk) = {I}. Now the 
result follows from the above theorem. 
Remark. In the above proof we did not use the fact that a(T) is cyclic. From this 
fact we can conclude that there is some positive integer k such that a(Tk) = {I} and 
then the result follows from Theorem 2.4.1. For cyclic properties of the spectrum 
of positive operators on finite dimensional Banach lattices, we refer to [SRI]. The 
following theorem was proved for finite dimensional LP-spaces in [SH3]. 
Theorem 2.4.3. Let T be a positive contraction on a finite dimensional Banach 
lattice such that a(T) C {z: \zl = I}. Then T is an isometry. 
Proof. From Corollary 2.4.2 we see that there is a positive integer k such that 
Tk 2:: I. Let Tk = I + A. Then A is a positive operator. By assumption Tk is a 
contraction and hence 11(1 + A)nll ~ 1 for all nonnegative integers n. Notice that 
o ~ n . A ~ (1 + A)n, from which we conclude that A = O. Therefore, Tk = I and so 
T- 1 = Tk-l. So T- 1 is also a contraction. Hence T is an isometry. 
Corollary 2.4.4. 1fT is a positive contraction on a finite dimensinal Banach lattice 
such that a(T) = {I} then T = I. 
In general Theorem 2.4.3 is not true for infinite dimensional Banach lattices even 
though T is a lattice homomorphism. We will give a counterexample to explain this 
in the following. But if T is a lattice homomorphism and a contraction at the same 
time and if its spectrum is not the whole unit circle then it is easy to show that T is 
an isometry. We put this result into the following proposition. 
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Proposition 2.4.5. Let T be a lattice homomorphism on an arbitrary Banach lat-
tice. If T is a contraction and if O'(T) is properly contained in the unit circle then T 
is an isometry. 
Proof. By assumption we see that T satisfies the condition (c), so it follows from 
Corollary 2.2.3 that Tk E Z(E) for some positive integer k. So the spectrum of Tk 
consists of positive numbers. By the spectral mapping theorem O'(Tk) is still con-
tained in the unit circle, and so O'(Tk) = {1}. Now it follows from Theorem 1.3.1 that 
Tk = I and so T-l = T k- 1 , from which we conclude that T-l is also a contraction. 
Therefore, T is an isometry. 
Example 2.4.6. Choose a continuous function 9 : [0,1] --+ [0,1] as follows 
g(x) = { ~/2 
linear 




h(x) = i(x - P) 
if ° ~ x ~ 1/5 or 4/5 ~ x ~ 1, 
if 2/5 ~ x ~ 3/5, 
otherwise. 
if -00 < x ~ 0, 
if ° ~ x ~ 1, 
if k2 ~ x ~ P + 1(k = 1,2,···), 
otherwise. 
We now define T : Lp(R) --+ Lp(R), where 1 ~ p ~ 00, by 
T f(x) = h(x)f(x + 1) for all x E R. 
We prove that (1) T is a contraction but not an isometry; (2) T is a lattice isomor-
phism such that O'(T) ~ {z : Izl = 1}. From the way we define h, (1) and the first 
part of (2) are obvious. To prove that the spectrum of T is contained in the unit 
circle we need to prove that r(T- 1 ) ~ 1. First observe that 
So liT-nil ~ supxER Ih-1(x)h-1(x + 1)··· h-1(x + n - 1)1. For any x E R, the points 
x, x + 1,· .. ,x + n - 1 are contained in the interval [x, x + n - 1] of length n - 1. 
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In [x,x + n - 1] there are at most [yin] + 2 subintervals of the form [i,i + l](i is a 
nonnegative integer) on which the function h is not constant. Therefore, liT-nil ~ 
2[fo]+2. This implies that r(T- I ) ~ 1. We have finished the proof. Hence, we give 
a negative answer to a question proposed by H. H. Schaefer in [H3](pp.75). From 
Proposition 2.4.5 one can see that the spectrum of these operators must be the whole 
unit circle. 
Now we ask such a question: Let T be a positive contraction on a Banach lattice 
E such that its spectrum is properly contained in the unit circle {z : Izl = I}. Is 
it true that T is an isometry on E? Theorem 2.4.3 shows that answer is positive if 
the Banach lattice is finite dimensional. In general, we obtain from Theorem 2.2.5 
that a(Tk) = {I} for some positive integer k. If we can show that a(Tk) = {I} 
implies Tk ~ I, then it is easy to see that Tk = I, from which we can conclude that 
liT-III ~ 1, and so T is an isometry. We will discuss this question in next section, 
where we prove the following theorem. 
Theorem. Let T be a positive contraction on a Banach lattice E such that a(T) C 
{z: Izl = I} properly. If there exist constants 0 < a < 1/2 and c such that liT-nil = 
O(exp(cnO)) as n ~ +00, then T is an isometry on E. 
§2.5. On conditions under which T ~ I 
Corollary 2.2.2 shows that if T is a lattice homomorphism on a Banach lattice such 
that a(T) = {I} then T is the identity operator. C. B. Huijsmans and Ben de Pagter 
asked the following question: Let T be a positive operator on a Banach lattice E 
such that a(T) = {I}. Is it true that T ~ I, where I is the identity operator on 
E? So far this question is still open in its full generality. In this section we give 
some conditions for which this open question has a positive answer. Unless otherwise 
stated, the Banach lattices in this section are arbitrary (complex) Banach lattices 
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which may be assumed to be order complete. We first prove some lemmas which we 
need to prove our main results in this section. 
Lemma 2.5.1. Let S be a positive operator on E. Then 0::; <I>(S) ::; r(S)· I. In 
particular, if S is a quasi-nilpotent positive operator then <I>(S) = O. 
Proof. Let S = P + B with P E Z(E) and B E Z(E)d. Then 0 ::; P ::; S and so 
o ::; pn ::; sn. Hence, r(P) ::; r(S). Since P E Z(E), we have 0 ::; P ::; r(P) . I. Now 
the result follows. 
Lemma 2.5.2. Let A be a regular operator such that A;:::: -I and a(A) = {OJ. Let 
T(t) = exp(tA) be the semigroup generated by A. Then T(t) ;:::: 0 and a(T(t)) = {1} 
for all t ;:::: O. 
Proof. T(t) = exp(tA) = exp(t(I + A)) . exp( -t) ;:::: exp( -t) . I. It follows from the 
spectral mapping theorem that a(T(t)) = {l} for all t ;:::: O. 
Lemma 2.5.3. Let A be a regular operator such that A ;:::: -I and a(A) = {OJ. If 
there exists a positive integer N such that <I>(An) = 0 for all n ;:::: N then A ;:::: O. 
Proof. Consider the semi group T(t) = exp(tA) generated by A. By Lemma 2.5.1 
and Lemma 2.5.2 we see that 0 ~ <I>(T(t)) ~ I for all t ;:::: 0 and so 
00 tk<I>(Ak) 
o ~ {; k! ~ I. 
By assumption we get 
N-l tk<I>(Ak) 
0::; E k! :::; I 
for all t;:::: o. Hence <I>(AN-l) = ... = <I>(A) = O. Let A = P + B with P E Z(E) 
and B E Z(E)d. By the assumption that A ;:::: -I it follows that B ;:::: O. <I>(A) = 0 
implies that P = O. Hence A ;:::: O. 
Remark. The above semigroup method is originally due to A. R. Schep (by com-
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munication with C. B. Huijsmans) 
Lemma 2.5.4. Let A be the subalgebra of L(E) generated by T and I, where T is 
a positive operator with a(T) = {I}. Then the following statements hold: 
(i) A is the norm closure of {:Li=o aiTn : ai E C, n E N} and T-n E A for all 
n ~ 1; 
(ii) A is contained in Lr(E). 
Proof. (i) The first statement is obvious and the second one follows from the follow-
ing fact: T- 1 = :Lk:o( -1 )k(T - I)k. 
(ii) follows from (i). 
Theorem 2.5.5. Let T be a positive operator on a Banach lattice such that 
a(T) = {I}. Let A be the subalgebra of L( E) generated by T and I. If there ex-
ists an invertible operator 5 E A such that 5(T - I)k ~ 0 for some positive integer 
k. Then T ~ I. 
Proof. Let D = 5(T - I)k and let A = T - I. We want to show that A ~ O. Notice 
that Ak = 5-1 D, where 5-1 E A. For any power Ti of T, since a(Ti D) = {O}, it 
follows from Lemma 2.5.1 that iP(Ti D) = O. Therefore, iP( Q . D) = 0 for any Q E A 
by (i) of Lemma 2.5.4. In particular, we have 
for all nonnegative integers I. Now it follows from Lemma 2.5.3 that A > O. So 
T ~ I. 
We are now in position to prove the following theorem, which is one of the main 
results in this section: 
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Theorem 2.5.6. Let T be a positive operator on a Banach lattice such that a(T) = 
{I}. If there exists a nonzero complex function f(z) that is analytic in a neighborhood 
of the number 1 such that (i) f(l) = 0 and (ii) f(T) ~ O. Then T ~ I. 
Proof. Let f(z) = (z - l)kg(z) with g(z) being analytic in a neighborhood of 1 such 
that g(l) -=J O. Now (T - I)kg(T) ~ 0 and g(T) is invertible. If we can show that g(T) 
and its inverse are in the subalgebra generated by T and I then the result follows 
from Theorem 2.5.5. To show that g(T) and its inverse are in A we only need to 
observe the following: 
g(T) = 21. f g(z)(z - T)-l dz 
7rZ lc 
and a similar formula for g(Ttl with g(z) being replaced by l/g(z), where C is a 
smooth closed simple curve in a neighborhood of 1 with the number 1 in its interior. 
From Theorem 2.2.1 we see that Tn ~ (1 - c:)n . I for some n. If we assume 
that Tn ~ I for some n then we can show that T ~ I. If the Banach lattice is finite 
dimensional then by the Cayley-Hamilton Theorem the number 1 is a pole of the 
resolvent of T. Now if we assume that 1 is a pole of the resolvent of T for the general 
case then we can show that T ~ I. We collect all of these results and related ones in 
the next corollary. 
Corollary 2.5.7. Let T be as in Theorem 2.5.6. Then the following hold: 
(i) IfT2 ~ T orT ~ T2 then T ~ I,. 
(ii) If Tk ~ I for some positive integer k then T ~ I,. 
(iii) If 1 is a pole of the resolvent of T then T ~ I,. 
(iv) If (T - I)k ~ 0 for some positive integer k then T 2: I. 
Proof. The results follow from Theorem 2.5.6. All we have to do is to choose the 
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right functions J(z) for all the above cases. 
Next we show that if the negative powers of T do not grow too fast then the 
answer to the open question is positive. 
Theorem 2.5.8. Let T be a positive operator on an arbitrary Banach lattice E such 
that a(T) = {I}. IJthere exist 0 < a < 1/2 and a constant c such that 
liT-nil = O(exp(cnQ)) as n - +00 
then T ~ I. 
Proof. We may assume that E is order complete. By assumption there exists a 
bounded linear operator A E Lr(E) such that Tn = exp(nA) for any integer n. In 
fact, 
Now consider the operator valued function J(z) which is given by 
J(z) = <I>(exp(zA)) for all z E C. 
By Theorem 1.3.2 and the remark that follows this theorem, we can conclude that 
J(z) is an entire function. Since A is a quasi-nilpotent operator, it is easy to see that 
J(z) is an entire function of zero exponential type (see [BO] for definitions). 
If n is any positive integer, then IIJ(n)11 = 11<I>(Tn)11 ::; 1 by Lemma 2.1.4. So 
by Cartwright's theorem (see [BO], pp. 180) there exists a constant Ml such that 
IIJ(x)11 ::; Ml for any real numbers x ~ O. If x < 0 and if x = -n + t, where n is a 
positive integer and 0 ::; t ::; 1, then it follows from Theorem 1.3.2 that 
IIJ(x)11 = II<I>(T-n exp(tA))11 :c:; liT-nil· II exp(tA)11 
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where M2 = sUPO~t9 II exp(tA) II and M3 is given by the condition in the theorem. 
Therefore, there exists a constant M such that 
IIJ(x)1I ::; M exp(clxl a ) for all real numbers x. 
Now by theorem 6.6.9 in [BO), pp. 97 there exist constants K and b such that 
IIJ(z)1I ::; K exp(blzl a ) for all complex numbers z. 
Next we consider the entire function g(z) = J(z2). It is easy to see that for any 
c > 0 there exists a constant L depending on c such that 
since 2a < 1 by assumption. Moreover IIg(±n)1I = IIJ(n2 )1I = 1IcI>(Tn2)1I ::; 1. So it 
follows from a well-known theorem in the theory of entire functions (see [BO], pp. 183) 
that g(z) is a constant function, and so J(z) is a constant function. In particular, we 
have J(O) = J(l)' i.e., cI>(T) = I. Therefore, T 2: I. The proof is completed. 
Corollary 2.5.9. Let T be a positive operator on a Banach lattice such that a(T) = 
{I}. IJ there exists a positive number k such that 
then T 2: I. Conversely, iJT 2: I, then cI>(Tn) = I Jor any integer n. 
Proof. The proof is similar as above. Using the same notations, we consider the 
entire function J(z) given by above. Then by assumption we have 
Now it follows from theorem 10.2.11 in [BO], pp. 183 that J(z) is a polynomial of 
degree not exceeding [k) + 1. Observe that IIJ(n)1I = 11cI>(Tn)11 ::; 1 for any positive 
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integer n. So f(z) must be a constant function. In particular we obtain <I>(T) = I. 
So T ~ I. 
Conversely, if T ~ I, then T = I + A for some positive quasi-nilpotent operator 
A. Since any positve quasi-nilpotent operator belongs to Z(E)d by Lemma 2.5.1, we 
see that <I> (Tn ) = I for any positive integer n. Now T-l = I + I:k:l (-l)k Ak and 
I:k:l Ak is a positive quasi-nilpotent operator, so <I>(T-n) = I for any positive integer 
n. The proof is finished. 
Remark 1. It follows from Theorem 1.3.2 that the condition in Corollary 2.5.9 will 
be satisfied if liT-nil = O(nk). This is the case when T is a lattice homomorphism 
such that O'(T) = {I} or when T- l is a power bounded operator. Moreover, if 1 is a 
pole of the resolvent of T, then it is well known that IIT±nll = O(nk) for some positive 
integer k. 
Remark 2. The invariant subspace problem for those operators on Banach spaces 
that satisfy the growth condition in Theorem 2.5.8 has been studied in [AT]. Some of 
the ideas used in the proofs of the above results are borrowed from this paper. 
Theorem 2.5.10. Let T be a positive contraction on a Banach lattice E such that 
O'(T) C {z : Izl = I} properly. If T satisfies the condition in Theorem 2.5.8 or in 
Corollary 2.5.9 then T is an isometry on E. In particular, if O'(T) = {I}, then T is 
the identity operator on E. 
Proof. It follows from Theorem 2.2.5 that O'(TN) = {I} for some positive integer 
N. Now notice that TN also satisfies the growth condition in Theorem 2.5.8 or in 
Corollary 2.5.9. So by Theorem 2.5.8 or Corollary 2.5.9 we have TN ~ I. Now let 
TN = I + A. Then A is a positive operator on E. Since T is a contraction, we have 
IlnA11 ~ 11(1 + A)nll ~ 1 for any positive integer n. So A = 0 and TN = I. Thus 
T- l = TN-I, from which we see that IIT-lil ~ 1. So T is an isometry. 
Chapter 3 
Decomposition Theorems 
In this chapter we prove two different types of decomposition theorems for dis-
jointness preserving operators on Banach lattices. The first one is concerned with 
the decomposition of a disjointness preserving operator whose spectrum is contained 
in a sector of angle less than 11", and the second one deals with the decomposition 
of a disjointness preserving operator under the assumption that its adjoint is also a 
disjointness preserving operator. These results generalize some earlier ones. 
§3.1. Basic Properties of Disjointness Preserving Operators 
In this section we introduce disjointness preserving operators and give, without 
proofs, some basic properties of these types of operators. Proofs for these properties 
can be found in the indicated references. As in [A] and [AH], we introduce the fol-
lowing definition. 
Definition 3.1.1. A n order bounded operator T on a Banach lattice E is called a 
disjointness preserving or a Lamperti operator ijTxJ..Ty whenever x, y E E such that 
x..l.y. 
The class of disjointness preserving operators plays an important role in the study 
of the spectral properties of operators, and it contains many important operators as 
the following examples show. 
Example 3.1.2. Let T be an n x n matrix over C, the set of all complex numbers. 
If each row as well as each column of T contains at most one nonzero number, then 
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T is a disjointness preserving operator. 
Example 3.1.3. Let X, Y be two compact spaces and let T : C(X) _ C(Y) be 
a linear mapping. Then T is a disjointness preserving operator if and only if there 
exists a map <p : Y - X and a function h E C(Y) such that 
Tf(t) = h(t)f(¢>(t)) for all t E Y and all f E C(X), 
where h = T1x (Ix is the constant one function on X) and ¢> is uniquely determined 
and continuous on Yo = {t E Y : h(t) =J O}. This result was proved for lattice homo-
morphisms in [WO] and generalized to this setting in [A]. 
Example 3.1.4. (i) Weighted shift operators on E = Ip(N) or Ip(Z) with 1 :::; p :::; 00 
are disjointness preserving operators; (ii) All isometries on Lp(X) (1 :::; p :::; OO,p =J 2, 
and X is a a-finite measure space) are disjointness preserving operators. The proof 
for (i) is straightforward by the definition. (ii) was shown by Banach ([BA], pp.175) 
for X = [0,1] and by Lamperti ([LA]) for the a-finite case. 
Disjointness preserving operators have close relations with lattice homomorphisms. 
In fact, lattice homomorphisms are exactly those positive disjointness preserving op-
erators. Also notice that if T is a disjointness preserving operator then Tn is also a 
disjointness preserving operator for any positive integer n. The following proposition 
collects some basic properties of disjointness preserving operators. 
Proposition 3.1.5. 1. Let T be an order bounded operator on a Banach lattice E. 
Then the following assertions are equivalent: 
(i) T is a disjointness preserving operator; 
(ii) ITI exists and satisfies ITzl = IITlzl = ITlizl for all z E E. In particular, ITI zs 
a lattice homomorphism. 
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2. Let T be a disjointness preserving operator on E. Then the following statements 
hold: 
(i) T' has a modulus and IT'I = ITI'; 
(ii) T is invertible if and only if ITI is invertible. Moreover, if T is invertible, then 
T- 1 and T' are disjointness preserving operators and IT-II = ITI-1 . 
3. If T is a disjointness preserving operator, then ITn I = ITln for any positive inte-
ger n. 
For the proofs of the statement 1 and 2, we refer to [A]. Statement 3 follows from 
(ii) of statement 1 and mathematical induction. 
Using the techniques that we developed in Section 1 of Chapter 2 and the above 
proposition, we can prove the following result, which is a generalization of Corol-
lary 2.2.3, and which is essentially due to [AR] ( Proposition 5.4). The proof we give 
here is completely different. 
Proposition 3.1.6. 1fT is a disjointness preserving operator on a Banach lattice E 
such that T satisfies the condition ( c), then there exists a positive integer k such that 
Tk E Z(E). In particular, ifT is a disjointness preserving operator with a(T) = {1}, 
then T = I. 
Proof. Without loss of generality we may assume that E is order complete. It follows 
from Proposition 2.1.3 of Chapter 2 that F(z) := cI>[(zI - T)-l] is analytic in Poo(T). 
Now, for Izl > r(T), F(z) = E":=o Pn/ zn+t, where Pn = cI>(Tn). If we identify the 
center Z(E) with C(X) for some compact space X and identify Pn as functions on 
X, then as in the proof of Lemma 2.1.5 of Chapter 2 we can show that 
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Since <P is a lattice homomorphism it follows from Proposition 3.1.5 that 
Hence, we have 
for all nonnegative integers nand m. As in the proof of Theorem 2.2.1 of Chapter 2 
we can show that there exists a positive number a and a positive integer k such that 
IPkl ~ a· I. Therefore, ITlk ~ a· I. Now by Proposition 3.1.5 we obtain the following 
Thus T-k E Z(E) and so Tk E Z(E) by Theorem 1.3.1 of Chapter 1. 
If O"(T) = {I} then by what we just proved and by the spectral mapping theorem 
we have Tk = I. Now it is routine to conclude that T = I. The proof is completed. 
The following proposition is an immediate consequence of Proposition 3.1.5(ii) 
and the definition of compactness. We will need this result in Section 4 for the study 
of reducibility of disjointness preserving operators. 
Proposition 3.1.7. Let T be a disjointness preserving operator on an arbitrary 
Banach lattice E. Then T is compact if and only if ITI is compact. 
Proof. First assume that T is compact. Let {xn} be a norm bounded sequence in E. 
Then it follows from the compactness of T that there exists a subsequence of {Xn}, 
say {xn}, such that IITxn - TXmll -+ 0 as n, m -+ 00. By Proposition 3.1.5(ii), we 
have 
This implies that IIITI(xn - xm) II -+ 0 as n, m -+ 00. SO ITI is compact. Similarly, 
we can prove the other direction. 
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§3.2. Decomposition Theorems of Type I 
In this section we will show that if T is an order continuous disjointness preserving 
operator on a Banach lattice having the Fatou norm and if its spectrum is contained 
in a sector of angle less than 7r then T can be decomposed into the sum of its central 
part and its quasi-nilpotent part. As consequences of this result we deduce various 
properties of disjointness preserving operators. In this section E will always be an 
order complete Banach lattice unless otherwise is stated. 
Proposition 3.2.1. Let T be an order continuous lattice homomorphism on E. 
Then the following statements hold: 
(i) T(TI/\T2) = (TTI)/\(TT2) for any TI, T2 E Lr(E). In particular, (TTI)/\(TT2) = 0 
when TI /\ T2 = OJ 
(ii) 1fT = P + B with P E Z(E) and B E Z(E)d, then P B = o. In general, BP f:. o. 
But if, in addition, the adjoint T' is also a lattice homomorphism, then BP = 0 and 
p' .LB' in Lr(E'). 
Proof. The proof for (i) is standard and can be found, for example, in [AB], pp.91, 
Theorem 7.5. The proof for (ii) is as follows. By (i), we have 
0= T(I /\ B) = T /\ TB = (P + B) /\ (PB + B2) ~ B /\ PB ~ (a· P)B ~ 0, 
where a is a small positive number such that 0 ~ aP ~ I. Therefore, P B = o. 
We will give an example to show that BP i= 0 in general (see below). Now let 
us prove the last statement. Assume that T' is also a lattice homomorphism. Then 
T' = P' + B' with P' E Z(E') since the center is the band generated by the identity 
operator. Let B' = C+D with C E Z(E') and DE Z(E')d. Then T' = (P'+C)+D. 
Since an adjoint operator is always order continuous it follows from the first statement 
of (ii) that (P' + C)D = O. Notice that all these operators are positive, and so we have 
44 
P'D = 0 and CD = O. Therefore, (BP), = P'B' = P'C + P'D = P'C. Notice that 
PB = 0 implies B'P' = 0 and so CP' = O. Since Z(E') is commutative, P'C = CP'. 
Hence, (B P)' = 0 and so B P = O. Finally, since P'C = 0 and since P', C are in the 
center, we have P'...LC. Now D E Z(E')d implies that P'...LB'. 
Corollary 3.2.2. Let T be an order continuous disjointness preserving operator on 
E. Suppose that T = P + B with P E Z(E) and BE Z(E)d. Then IFI·IBI = O. In 
particular, P . B = O. If, in addition, T' is also a disjointness preserving operator, 
then IBI· IFI = 0 and P'...LB'. 
Proof. By Statement 1 of Proposition 3.1.5 we know that ITI is an order continuous 
lattice homomorphism. Since ITI = IFI + IBI with IFI E Z(E) and IBI E Z(E)d, 
it follows from Proposition 3.2.1 that IFI . IBI = O. Finally, by Proposition 3.1.5 
again, ITI' = IT'I is also a lattice homomorphism. So by Proposition 3.2.1 one has 
IBI· IFI = 0 and P'.lB'. 
Next we will give some examples of lattice homomorphisms and show that in (ii) 
of Proposition 3.2.1 BP =J 0 in general and that the order continuity of T cannot be 
omitted in (i) of the same proposition. 
Example 3.2.3a. Let E = C 2 and choose 
T=(~ ~). 
Then T is an order continuous lattice homomorphism on E. In this case, 
P = (~ ~) and B = (~ ~). 
It is easy to see that P B = 0, but B P =J O. 
Example 3.2.3b. Let X be a compact Hausdorff space that is extremely discon-
nected and whose topology is not discrete (this is possible, see [SHl], pp. 107-108). 
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Let E = C(X). Then E is an order complete Banach lattice. Let Xo E X be a 
nondiscrete point, i.e., any neighborhood of Xo contains more than one point. Let 
4> E E' be the Dirac measure at Xo, that is 4>(1) = f(xo) for all fEE. Now define 
a linear operator on E by T f( x) = 4>(1) Ix for any fEE and any x EX, where 
Ix is the constant one function on X. Then one has the following: (i) T is a lattice 
homomorphism; (ii) T2 = T; and (iii) T 1..1. 
The proof for (i) and (ii) are straightforward. We now prove (iii). Since X is ex-
tremely disconnected, there exists a decreasing net {UO/} of neighborhoods of Xo such 
that each U 0/ is open and closed in X and that nO/ U 0/ = {xo}. Let hOI be the charac-
teristic function of UO/. Then hOI E C(X). Now by Proposition 1.1.2 of Chapter 1 one 
has 
TA/(lx)=inf{T(I)+g: f,g~Oandf+g=lx} 
since Xo is a nondiscrete point of X. Therefore, TAl = O. Finally, we notice that 
T2 AT = T, so the conclusion of (i) of Proposition 3.2.1 fails. 
Before we state the main result of this section we need to fix some notations. For 
ro > 0,80 ,81 E [0, 27r), we call the subset 
of the complex plane C a sector. Here 81 is called the angle of the sector. 
Proposition 3.1.6 shows that if a disjointness preserving operator T satisfies the 
condition (c) then some power of T will be in the center Z(E). Now we would like to 
know under what conditions a disjointness preserving operator itself will be in the cen-
ter. It is shown in [Aj that if T is an invertible disjointness preserving operator such 
that its spectrum is included in a sector of angle less then 27r/3 then T E Z(E). Some 
generalization of this result has been obtained in [AHj for quasi-invertible disjointness 
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preserving operators. Here we obtain the following more general result. Remember 
that any order continuous Banach lattice as well as any dual Banach lattice has the 
Fatou norm. Also, any C(X)-space has the Fatou norm. 
Theorem 3.2.4. (Decomposition Theorem J) Let T be an order continuous 
disjointness preserving operator on an order complete Banach lattice E with Fatou 
norm. If O'(T) is included in a sector ~ of angle less than 1T' then T can be decomposed 
into T = P + B such that 
(i) P E Z(E) and IBI (hence B) is a quasi-nilpotent operator such that IPI·IBI = 0; 
(ii) O'(T) ~ O'(P) ~ O'oo(T), where O'oo(T) = C \ Poo(T). So P =I 0 if and only if T is 
not quasi-nilpotent. 
To prove the above theorem we need to do some preparation. As already men-
tioned, the center Z(E) of E can be identified with C(X) for some compact space X. 
So each P E Z(E) can be regarded as a continuous function on X, and thus we can 
write P( x) for any x E X to denote the value of the function P at the point x EX. 
From now on we will keep this in mind. 
In the following lemmas we will assume that T is an order continuous disjointness 
preserving operator on an order complete Banach lattice E. 
Lemma 3.2.4a. Suppose that E has the Fatou norm and suppose that O'(T) is 
included in a sector ~ of angle less than 21T'. If T is not quasi-nilpotent, then there 
exists a positive integer k such that 4>(Tk) =I 0, i.e. ITkl1\. I =I O. 
Proof. Assume on the contrary that ITkl1\. I = 0 for all positive integers k. By 
Proposition 3.1.5 this implies that ITlk I\. I = 0 for all k. Then by Proposition 3.2.1, 
we have ITli I\. ITli = 0 for i =I j. Now it follows from a result in [HPJ that the pe-
ripheral spectrum of T is equal to {z : Izi = r(T)}. Since r(T) > 0, this contradicts 
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to the assumption. 
Lemma 3.2.4h. Let Tk = Pk + Bk with Pk E Z(E) and Bk E Z(E)d. Identify Z(E) 
with C(X). If Pt(xo) =I- 0 for some Xo E X, then Pk(xo) = [PI(xo)]k for all positive 
integers k. 
Proof. We prove the Lemma by induction. First we observe that both ICI· IDI and 
IDI . ICI belong to Z(E)d for any C E Z(E) and any D E Z(E)d. Let k = 2. Then 
P2 = Pl + ~(Bn· It follows from Proposition 3.2.1 (i) that 
So PI21-~(Bn in Z(E). Since PI2(xo) =I- 0 by assumption, we must have ~(Bn(xo) = 
o. Now P2(xo) = Pl(xo) + ~(B;)(xo) = Pl(xo). 
Assume that the statement is true for k, i.e., Pk(xo) = PIk(xo). First observe that 
PHI = PIPk + ~(BIBk)' By Proposition 3.2.1 (i) again, we have 
So PI Pk.l~(BIBk) in Z(E). Now PIPk(XO) =I- 0 implies that ~(BIBk)(XO) - O. 
Hence, PHI(Xo) = PIPk(XO) = Pf+I(XO)' The proof is finished. 
Lemma 3.2.4c. Let Tk = Pk + Bk be the same as above. If E has the Fatou 
norm and if u(T) is included in a sector ~ of angle less than 7r, then Pk = Pf for all 
positive integers k. 
Proof. Fix any x E X. If Pk(X) = 0, then PI(X) = 0, since IPkl = ~(ITkl) = 
~(ITlk) 2:: [cI>(ITl)]k = IPti k by Statement 3 of Proposition 3.1.5. Now assume 
that Pk (x) =I- 0 for some k. If we can show that PI (x) =I- 0 then it follows from 
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Lemma 3.2.4b that Pk(x) = pNx), and the proof will be finished. If PI(X) = 0 
then there is a positive integer N ~ 2 such that PI(X) = ... = PN-I(X) = 0 and 
PN (x) #- O. Then we claim that if n is not a multiple of N then Pn (x) = o. The proof 
is as follows. Let IN + 1 ~ n ~ (l + l)N - 1 for some interger 1. Then Pn-lN(x) = 0 
by assumption. It follows from Proposition 3.2.1(i) and Proposition 3.1.5 that 
Since IPlNl(x) ~ IPNI1(x) > 0, we have ~(BlNBn-lN)(x) = o. Notice that 
Thus Pn(x) = 0 from above. So we have proved our claim. 
Next we consider the function J(z) := ~[(zI - T)-I](X) defined in Poo(T) (which 
contains C \ ~). By Proposition 2.1.3 of Chapter 2, we see that J(z) is analytic in 
Poo(T), and for Izl > reT), 
J(z) = ~ Pn(x). 
L..J zn+1 
n=O 
Since Pn(x) = 0 for any n which is not a multiple of N, we have, for Izl > reT), 
ZN-I 
J(z) = N P ( ). z - N X 
Notice that C\~ ~ Poo(T) in which J(z) is analytic. So the function zN-I(zN -
PN(X))-I, which is equal to J(z) for Izl > reT), can be extended to Poo(T). This is a 
contradiction, since zN - PN(x) = 0 has N solutions, some of which will be in Poo(T) 
when N ~ 2. Therefore, we proved that PI (x) #- o. 
Lemma 3.2.4d. Let B be an order bounded operator on E. Suppose that IBI is 
a quasi-nilpotent operator. Then P Band BP are quasi-nilpotent operators Jor any 
P E Z(E). 
Proof. Fix P E Z(E). Then there exists a positive number a such that IPI ~ a·I. So 
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I(P B)nl :::; anlBln. Since IBI is quasi-nilpotent, P B is also quasi-nilpotent. Similarly, 
we can show that BP is a quasi-nilpotent operator. 
Let P be a positive operator belonging to the center Z(E). Since Z(E) is order 
complete, the operator Po := sup{ nP 1\ I : n = 1,2,· .. } exists. It is easy to see that 
P5 = Po, so Po is a band projection. Actually, Z(E) can be identified with C(X) 
for some compact extremelly disconnected space (i.e., every open subset has an open 
closure, see [SRI] pp. 107-108), and so P is a continuous function on X. The closure 
of the open subset {x EX: P(x) =I- o} is closed and open in X, so its characteristic 
function is a continuous function on X, whose corresponding operator in Z(E) is 
exactly Po. The operator Po has the following property: 
Proposition 3.2.5. Let P E Z(E) be a positive operator and let S be any positive 
operator on E. Then PS = 0 if and only if PoS = o. Similarly, if S is order 
continuous, then SP = 0 if and only if SPo = o. 
Proof. Assume that PS = o. Then for any f E E+, we have 0 :::; (nP 1\ I)Sf :::; 
nP( S J) = o. Since Po( S J) = limn _ oo nP 1\ I( S J) = 0, we see that PoS = o. On the 
other hand, if we assume that PoS = 0, then {nP 1\ I)S = 0 for all n. In particular, 
{P 1\ I)S = O. Choose a small positive integer a such that 0 :::; aP :::; I. Then 
P 1\ I 2: aP and so aP S = O. The proof for the second part of the Proposition is 
similar, and hence will be omitted. 
Finally, we prove a lemma that we will use later. Basically, it means that under 
certain conditions the spectrum of the restriction of an operator to its non-trivial 
invariant subspaces will be closely related to the original spectrum of the operator. 
The following lemma is not stated in its most general form. 
Lemma 3.2.6. Let Y be a Banach space and let T be a bounded operator on Y. 
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Let Yo be a non-trivial invariant subspace of T. If <:T(T) is contained in a sector ~ of 
angle less than 27r, then <:T(Tlyo) ~~, where Tlyo is the restriction ofT to Yo. 
Proof. If the statement were not true then <:T(Tlyo) would have a boundary point, 
say '\, which does not belong to~. Since boundary points of the spectrum of a 
bounded operator are approximate eigenvalues (see [BE] pp.24), ,\ is an approximate 
eigenvalue of Tlyo, and thus an approximate eigenvalue of T. This is a contradiction 
to the assumption that <:T(T) ~ ~. 
Proof of Theorem 3.2.4. (i) If T is quasi-nilpotent, then ITI is also quasi-nilpotent 
by Statement 3 of Proposition 3.1.5, and so P = 0 and B = T. In the following 
we assumue that T is not quasi-nilpotent. Let T = P + B with P E Z(E) and 
BE Z(E)d. By Corollary 3.2.2, we have IPIIBI = o. 
Let Po := sup{nlPI/\I : n = 1,2,···}. Then Po is a band projection by the remark 
before Proposition 3.2.5, and it follows from Proposition 3.2.5 that PolBI = O. Let Eo 
be the band of E associated with Po. Then we have PoIBI(E) = {O}, which implies 
that IBI(E) ~ Eg. 
We may assume that Eg =I {O}, otherwise B = o. Now consider the operator 
BIEg. Since 0 :::; IBI :::; ITI, we see that B is also an order continuous disjointness 
preserving operator on E, and therefore, BlEd is an order continuous disjointness 
o 
preserving operator on Eg. Moreover, since P(Eg) = {O}, we see that Eg is an 
invariant band of T and T = Bon Eg. Therefore, <:T( BlEd) is also included in the sector 
o 
~ by Lemma 3.2.6. Since IBI /\ I = 0 (i.e. <1>( B) = 0), by applying Lemma 3.2.4c to B 
we see that Bk l..I for all positive integers k, and hence r(BIEd) = 0 by Lemma 3.2.4a. 
o 
So we showed that the restriction of B to Eg is a quasi-nilpotent operator. In the 
above we proved that B(E) ~ Eg, so for any fEE, we have 
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where IIBnllo means the norm of Bn when restricted to Eg. Hence, IIBn+111 ~ IIBnllo. 
IIBII· From this we see that B is a quasi-nilpotent operator on E. By Statement 3 of 
Proposition 3.1.5, we see that IBI is also a quasi-nilpotent operator. So we completed 
the proof for (i). 
(ii) We now prove that aCT) ~ a(P) ~ aoo(T). First we show that a(P) ~ aoo(T). 
As in the proof of Lemma 3.2.4c, we consider the analytic function fez) := <J>[(zI -
T)-l](X) defined in Poo(T) for any fixed x E X. By Lemma 3.2.4c, we have, for 
Izl > r(T), 
fez) = (z - P(X))-l. 
Hence, (z -P(x))-l is analytic in Poo(T), from which we conclude that P(x) is not in 
Poo(T), i.e., P(x) E aoo(T). Since a(P) = {P(x) : x E X}, we have a(P) ~ aoo(T). 
Now we prove the other inclusion. To prove that pep) ~ peT), we let z E pCP). 
Then we have 
zI - T = (zI - P)[I - (zI - Pt 1 B]. 
By Lemma 3.2.4d and by what we just proved, (zI - P)-l B is a quasi-nilpotent 
operator. So zI - T is invertible. Hence, we proved that pep) ~ peT). Therefore, 
a(T) ~ a(P). The proof is finished. 
Remark. In the above decomposition theorem, B P =f ° in general. We already 
gave an example (see Example 3.2.3a) to show this. Moreover, the angle 7r cannot be 
replaced by any bigger number. For instance, Let E = LP(R) with 1 ~ p ~ 00 and 
define a linear map Ton E by T f(x) = f( -x) for any fEE and any x E R. Then T 
is a lattice isomorphism such that (i) T2 = T and (ii) T 1.1, and thus aCT) = {-I,I}. 
Here aCT) is contained in a sector of angle 7r. If we write T = P + B with P E Z(E) 
and BE Z(E)d, then P = 0, B = T and B is not quasi-nilpotent. 
If the adjoint T' of T is also a disjointness preserving operator, then Proposi-
tion 3.2.I(ii) shows that BP = 0, and in this case we have the following decomposi-
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tion theorem. First recall that a band H of E is said to T-reducing if both Hand 
Hd are T-invariant. 
Theorem 3.2.7. Let T be an orner continuous disjointness preserving operator 
on E with the Fatou norm. Suppose that u(T) is contained in a sector 6. of angle 
less than 7r and suppose that the adjoint T' is also a disjointness preserving operator. 
Then there exist T -reducing bands Hand K such that 
(i)E=HffiK; 
(ii) TIH E Z(H) and TIK is quasi-nilpotent. 
Proof. By Theorem 3.2.4, T = P + B with P E Z(E) and B E Z(E)d such that 
IPIIBI = 0 and that IBI is a quasi-nilpotent operator. Consider the adjoint T' of 
T. Then T' = P' + B' with P' E Z(E') and B' E Z(E')d since IB'I = IBI' (by 
Proposition 3.1.5) is also quasi-nilpotent. On the other hand, since E' has the Fa-
tou norm and since T' is an order continuous disjointness preserving operator such 
that u(T') = u(T), by applying Theorem 3.2.4 to T' we see that T' = G + D with 
G E Z(E') and D E Z(E')d such that IGIIDI = o. Therefore, P' = G and B' = D, 
i.e., IP'IIB'I = o. Now notice that (IBIIPI)' = IPI'IBI' = IP'IIB'I = 0 by Proposi-
tion 3.1.5. Hence, IBIIPI = O. 
Let Po = sup{ nlPI!\ I: n = 1,2,· .. }. Then we know that Po is a band projection 
on E. By Proposition 3.2.5, we have PoB = BPo = O. Let H be the associated band 
with Po. Then the above shows that Hand K := Hd are T-reducing. Now it is easy 
to see that TIH = PIH and TIK = BIK. SO the proof is finished. 
Corollary 3.2.8. Let T be a disjointness preserving operator on an arbitrary Ba-
nach lattice F such that (i) T is invertible and (ii) u(T) is contained in a sector 6. of 
angle less than 7r. Then T E Z(F). 
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Proof. (i) It follows from Proposition 3.1.5 that T' is an invertible disjointness pre-
serving operator on F', which has the Fatou norm. Also, (j(T') is contained in the 
same sector. Now by Theorem 3.2.4(i) we have T' = C + D, where C E Z(F') and 
D E Z(F')d such that CD = O. Since in this case 0 E Poo(T'), it follows from (ii) of 
the same theorem that 0 E p( C), which implies that C is invertible. Now CD = 0 
implies that D = o. Hence, T' = C E Z(F') and Til E Z(F"). Since F is a closed 
sublattice of F", we have T E Z(F). 
Remark 1. In Theorem 3.2.7 the order completeness is required. Consider the Ba-
nach lattice c, the space of all convergent sequences. It is easy to see that c is not 
order complete. Define a lattice homomorphism T on c by 
if n is even, 
if n is odd. 
It is easy to verify that T' is a lattice homomorphism. But, as shown in [WI], T can 
not be decomposed in the way as in Theorem 3.2.7. 
Remark 2. Theorem 3.2.7 was proved in [WI] for compact lattice homomorphisms 
on order continuous Banach lattices under the assumption that the spectrum of the 
lattice homomorphisms consists of nonnegative real numbers, and Corollary 3.2.8 was 
proved in [A] under the assumption that (j(T) is included in a sector of angle less 
than 2Jr /3. 
Next we give some conditions on T such that the regular spectrum (jo(T) (see 
Section 3 of Chapter 1 for definition) is equal to (j(T). 
Proposition 3.2.9. Let T be an order continuous disjointness preserving operator 
on E with the Fatou norm. If (j(T) is contained in a sector ~ of angle less than Jr, 
then any of the following conditions implies that (jo(T) = (j(T). 
(i) peT) is connected; 
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(ii) T' is also a disjointness preserving operator. 
Proof. Let T = P + B be as usual, i.e., P E Z(E) and B E Z(E)d. Then by 
Theorem 3.2.4 we know that IBI is a quasi-nilpotent operator. 
(i) By assumption, we have Poo(T) = p(T). It follows from Theorem 3.2.4 that a(P) = 
a(T). Since a(T) ~ ao(T) is always true, it is enough to show that a(P) ;2 ao(T). 
To do this let z E p(P) and observe that zI - T = (zI - P)(I - (zI - P)-l B). 
Since Z(E) is a full subalgebra of L(E) and since l(zI - P)-l BI is quasi-nipoltent by 
Lemma 3.2.4d, we see that zI - T has a bounded inverse and the inverse is an order 
bounded operator on E. Therefore, z is not in ao(T). This shows that a(P) ;2 ao(T). 
(ii) Assume that T' is also a disjointness preserving operator. Then by Theorem 3.2.7 
we have 
ao(T) = ao(P) U ao(B) = ao(P) U {OJ = a(P) U {OJ = a(T). 
The proof is finished. 
§3.3. Decomposition Theorems of Type II 
In this section we prove another type of decomposition theorems for disjointness 
preserving operators without any restrictions on the spectrum of the operators. The 
main result asserts that under certain natural conditions a disjointness preserving 
operator can be decomposed into a direct sum of its strictly periodic and aperiodic 
components. This result generalizes an earlier one in [AR]. Our approach is different 
from that of [AH] in that we directly work on the given operators and related ones 
rather than the operators induced by the given operators on Z(E) as was done in 
[AR]. 
Through this section the Banach lattice E is assumed to be order complete unless 
otherwise stated. Let T be an order bounded operator on E. Recall that (i) T is said 
to have strict period n if Tn E Z(E) and ITlk A 1= 0 for k = 1,2" .. ,n - 1; (ii) T is 
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aperiodic if ITlk 1\ I = 0 for all k = 1,2,· ... 
A positive operator on E is called (i) interval preserving if T[O, x] = [0, Tx] for 
all 0 :::; x E E; (ii) almost interval preserving if T[O, x] is norm dense in [0, Tx] for all 
o :::; x E E. Interval preserving operators are also said to have the Maharam property 
(see [L]). The following results are well-known and we refer to [SW], pp. 74 for proofs. 
(1) T is a lattice homomorphism if and only if T' is interval preserving; 
(2) T is almost interval preserving if and only if T' is a lattice homomorphism. 
If F is a Riesz space we will use F;; to denote the order continuous dual of F, 
i.e., the set of all order bounded order continuous functionals on F. It is known that 
if F is a Banach lattice then F;; is a band of F'. We say that F;; separates the points 
of F if (F;;)O = {x E F: f(x) = 0 for all f E F;} = {O}. It is easy to show that 
any Banach lattice with order continuous norm as well as any dual Banach lattice 
has this property. For any dual Banach lattice E, if E = F', then each element in 
F induces an order continuous linear functional on E. In particular, all LP spaces 
have separating order continuous duals. Let T be an order continuous operator on F. 
Then it is easy to see that F; is invariant under T'. Moreover, if F is order complete, 
then the map T -+ T' from Lr(F) to U(F;) is a lattice homomorphism. We refer to 
[AB], pp. 92 for a proof. Using this result we can easily obtain the following. 
Lemma 3.3.ta. Let T be an order continuous lattice homomorphism on E such that 
T' is also a lattice homomorphism. Let S be an order continuous positive operator on 
E with the property that ST = T S. If E;; separates the points of E or if T is interval 
preserving, then (S 1\ I)T = (ST) 1\ T = T( S 1\ I). 
Proof. If T is interval preserving, then the result follows from the following identity 
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and Proposition 3.2.1 
A proof of this identity can be found in [AB], pp. 90. So in the rest of the proof we 
assume that E has separating order continuous dual. We restrict the adjoint of T to 
E;. By the result we just mentioned (see [AB], pp. 92) and by Proposition 3.2.1 (i), 
we have 
[(ST) /\ T]' = (T'S') /\ T' = T'(S' /\ 1) 
= T'(S /\ I)' = [(S /\ 1)T]', 
where the identity holds on E;;. So for any x E E and any j E E;;, we have 
j[(ST)/\T(x)] = j[(S/\I)T(x )]. Since E; separates points of E, we obtain (ST)/\T = 
(S /\ I)T. The proof is finished. 
Let 0 ~ P E Z(E). Then Q = sup{(nP) /\ I : n = 1,2, ... } exists and Q2 = Q 
is a band projection (see Section 2 of this chapter). We will call the range of Q the 
band associated with P or the support of P. 
Lemma 3.3.1h. Let T be an order continuous lattice homomorphism on E such that 
T' is also a lattice homomorphism. Suppose that T is interval preserving or E has 
separating order continuous dual. Let Tk = Pk+Bk with Pk E Z(E) and Bk E Z(E)d. 
Then the band Ek associated with Pk is T-reducing. Moreover, BklEk = o. 
Proof. Let Qk = sup{(nPk) /\ I: n = 1,2,· .. }. Then Qk is the band projection with 
range E k. It is enough to show that TQk = QkT. First we observe that 
So it follows from Lemma 3.3.1a that 
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The above limits are taken with respect to the order convergence. Finally, BklEk = 0 
follows from Proposition 3.2.1 (ii) and Proposition 3.2.5. 
We are now in position to prove the following theorem, which is the main result of 
this section. 
Theorem 3.3.1. (Decomposition Theorem IT) Let T be an order continuous 
disjointness preserving operator on E such that T' is also a disjointness preserving 
operator. Suppose that E;; separates the points of E or ITI is interval preserving. 
Then there exist a family {En: n = 1,2, ... } U {Eoo} of T -reducing bands of E such 
that 
(ii)TIEn has strict period nand TIEoo is aperiodic, 
where the direct sum in (i) is understood in the sense that each x E E can be uniquely 
represented as x = Xoo + 0 - limn_oo Lk=1 Xk with Xk E Ek and Xoo E Eoo and with 
the convergence being in order. 
Proof. By Proposition 3.1.5 we may assume that T is an order continuous lattice 
homomorphism such that T' is also a lattice homomorphism, since a decomposition 
for ITI is also a decomposition for T. First we notice that Lemma 3.3.1b holds under 
the assumptions in Theorem 3.3.1. 
Let T = PI + BI be as usual, 1.e., PI E Z(E) and BI E Z(E)d. Now if EI 
is the band associated with Pt then by Lemma 3.3.1b EI is T-reducing. Moreover, 
TIEl E Z(Et) and TIEd = BIIEd E Z(Ef)d. So TIEl has strict period 1. We now work 
I I 
on Et and consider the restriction of T to Ef. Let T2 = P2 + B2 with P2 E Z(Ef) 
and B2 E Z(Et)d. Let E2 ~ Et be the band associated with P2. Since Et and the 
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restriction of T to this band satisfy the conditions in Theorem 3.3.1, it follows from 
Lemma 3.3.1b that E2 is T-reducing and T21Et = B21Et E Z(Eg). It is easy to see 
that TIE2 has strict period 2. 
Now assume that we have constructed T-reducing and disjoint bands {Eb E2 , .•. ,En} 
of E such that 
(i) E1-1 = E; + E1 for i = 2,3, ... ,n; 
(ii) TIE, has strict period i for i = 1,2,· .. ,n; 
(iii) (TIE~)k E Z(E~)d for k = 1,2,· .. ,n. 
We now consider the Banach lattice E~ and the restriction of T to this space. It is easy 
to verify that all the conditions in Theorem 3.3.1 are satisfied. Let Tn+1 = Pn+ 1 + Bn+! 
with Pn+1 E Z(E~) and Bn+1 E Z(E~)d. Let En+! be the band associated with Pn+1. 
Then by Lemma 3.3.1b En+1 is T-reducing. Moreover, TIEn+l has strict period n + 1 
and (TIEd )n+! = Bn+tlEd E Z(E~+l)d. By mathematical induction we can con-
n+l n+l 
struct a family {En: n = 1,2, ... } of T-reducing bands having the properties stated 
in the theorem. Now let 
Then we have 
Finally, we show that TIEoo is aperiodic. Observe that for any positive integer 
k we have Eoo ~ Et. Since (T1Et)k E Z(Et)d by the above (iii), we see that 
(TIEoo)k E Z(Eoo)d. So TIEoo is aperiodic on Eoo. The proof is finished. 
Corollary 3.3.2. Let T be an order continuous disjointness preserving operator on 
E such that T' is also a disjointness preserving operator. Then any of the following 
conditions implies that T can be decomposed as in Theorem 3.3.1. 
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(i) E has order continuous norm; 
(ii) E is a dual Banach lattice; 
In particular, T' can be decomposed on E' as in Theorem 3.3.1. 
Proof. For (i) and (ii), it is enough to notice that in either case E has separat-
ing order continuous dual. Also, T' and T" are disjointness preserving operators by 
Proposition 3.1.5. 
Next we show that the decomposition theorem given in [AH] is a special case of 
Theorem 3.3.1. To do this let us recall that a disjointness preserving operator T on 
E is said to be quasi-invertible if the following conditions are satisfied (see [AH]): 
(i) T is order continuous and T is one-one (injective); 
(ii) {T(E)}dd = E; 
(iii) T' is a disjointness preserving operator. 
It has been shown in [AH] (see proposition 2.3 of this paper) that a disjointness pre-
serving operator T on E is quasi-invertible if and only if T is one-one and the range 
of T is an order dense ideal of E. By the use of the latter conditions we can prove 
the following. 
Proposition 3.3.3. Let T be a quasi-invertible disjointness preserving operator on 
E. Then ITI is interval preserving. 
Proof. By Proposition 3.1.5 ITI exists and is a lattice homomorphism on E. More-
over, ITllxl = ITxl for any x E E. So it follows from the above definition that 
ITI is also one-one (injective) and that the range of ITI is a dense ideal of E. Let 
F = ITI(E). Then F is also an order complete Riesz space. Since ITI : E --+ F is 
one-one and onto, there exists a linear map S : F --+ E such that SITI and ITIS are 
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the identities on E and on F respectively. It is easy to see that S is positive. Fix 
any 0 ~ x E E and let z E [0, ITlx] ~ F. Then we have 0 ~ Sz ~ S(lTlx) = x. 
So Sz E [0, x] and ITI(Sz) = z. Thus ITI[O, x] = [O,ITlx]. Therefore ITI is interval 
preservmg. 
Corollary 3.3.4.([AH]) Let T be a quasi-invertible disjointness preserving operator 
on E. Then T can be decomposed as in Theorem 3.3.1. 
Proof. It is an immediate consequence of Theorem 3.3.1 and Proposition 3.3.3. 
§3.4. Some Consequences 
In this section we use the results obtained in the previous sections to deduce cer-
tain properties of disjointness preserving operators. Through this section we assume 
that E is order complete and that T is an order continuous disjointness preserving 
operator on E. 
Let P E Z(E). We already see that Q = sup{(nIPI) /\ I: n = 1,2,···} is a band 
projection. Let Ep be the band associated with Q. Then the following holds. 
Lemma 3.4.1. Let x E E. Then Px = 0 if and only ifQx = o. 
Proof. Assume that Qx = O. Then Qlxl = 0 since Q is a lattice homomorphism. 
In particular, we obtain IPI /\ I(lxl) = O. Choose a small positive number 0 < c < 1 
such that clPI ~ I. Then 0 ~ clPI(lxl) ~ IPI /\ I(lxl) = O. This implies that Px = o. 
Now suppose that Px = O. Then IPI(lxl) = 0 since P E Z(E). So (nlPl) 1\ 
I(lxl) = 0 for all n. Since Qlxl = liIIIn_=(nIPI) /\ I(lxl), we have Qx = o. 
Proposition 3.4.2. Let P E Z(E) and let Ep be the band associated with P. Then 
P is one-one on Ep and {p(Ep)}dd = Ep. 
Proof. Let x E Ep and let Px = O. Then it follows from Lemma 3.4.1 that Qx = O. 
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But Qx = x since Q is the band projection on E p , and we have x = O. This shows 
that P is one-one on E p . Now we prove the last statement. Let x E Ep such that 
xl..P(Ep). In particular, we have Ixll..IPI(lxl). So Ixll..(nlPI) 1\ I(lxl) for all n. This 
implies that Ixll..Qlxl, i.e., Ixll..lxl. Hence x = O. Therefore, {P(Ep)}dd = Ep. The 
proof is finished. 
Theorem 3.4.3. Let T be a disjointness preserving operator on E such that T' is 
also a disjointness preserving operator. Assume that either E;; separates points of E 
or ITI is interval preserving. If T has strict period n, then for any n-th root of unity 
a it holds that a(T) = aa(T). 
Proof. First observe that under the assumptions given above, Theorem 3.3.1 holds. 
Let Pn = Tn. Then Pn E Z(E) by assumption. Let En be the band associated 
with Pn. Then by Lemma 3.3.1b En is T-reducing. Now consider the decomposition 
E = En EEl E~. It is easy to see that TIEn has strict period nand TIEg is quasi-
nilpotent such that (TIE~)n = O. By Proposition 3.4.2 Tn = Pn is one-one on En and 
{Pn(En)}dd = En. In particular, TIEn is one-one on En and {T(En)}dd = En. So TIEn 
is quasi-invertible on En (see [AH] or Section 3 of this Chapter). By Theorem 4.3, 
pp. 159 in [AH], we have 
Since TIEd is quasi-nilpotent, the following holds 
n 
= aa(TIEJ U aa(TIEg) = aa(T). 
The proof is finished. 
Theorem 3.4.4. Let T and E be as in Theorem 3.4.3. Then ao(T) = a(T). 
Proof. By assumption Tn E Z(E). Hence ao(Tn) = a(Tn) by the fact that 
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Z(E) is a full sub algebra. Let A E ao(T). By the spectral mapping theorem 
An E ao(Tn) = a(Tn). Thus there exists Il E a(T) such that An = Iln. So there 
exists an n-th root of unity a such that A = all. Now by Theorem 3.4.3 we have 
A E a(T). We have shown that ao(T) ~ a(T). Since the other inclusion is always 
valid, ao(T) = a(T). 
Remark. Theorem 3.4.3 and Theorem 3.4.4 were proved in [AR] for quasi-invertible 
disjointness preserving operators. These two theorems are also valid for positive op-
erators having strict period n (see Section 3 of Chapter 2). 
Next we investigate some aspects of the irreducibility and reducibility of disjoint-
ness preserving operators. In the following we assume that dim( E) > 1. Recall that 
an operator on E is called (i) irreducible if E and {O} are the only T-invariant closed 
ideals of E; (ii) band irreducible if E and {O} are the only T-invariant bands. 
Proposition 3.4.5. Let T be an order continuous disjointness preserving operator 
on E. Suppose that E has Fatou norm. If a(T) is contained in a sector.6. of angle 
less than 7r, then either a(T) = {O} or E has a proper T -invariant band. In particu-
lar, if r(T) > 0, then T is band reducible. 
Proof. By Theorem 3.2.4, T can be written as T = P + B with P E Z(E) and 
B E Z(E)d. Moreover, IBI is quasi-nilpotent. Let Eo be the band associated with 
P. We already showed that B(E) ~ Eg (see the second paragraph of the proof of 
Theorem 3.2.4). We consider several cases. (a) if Eg = {O}, then B = 0 and so 
T = P is reducible (since dim(E) > 1); (b) if Eg = E, then P = 0 and T = B 
is quasi-nilpotent; (c) if neither (a) nor (b) is true, then Eg is a proper T-invariant 
band. 
The following result is related to Proposition 3.4.5, although it is an immediate con-
sequence of some known results. 
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Proposition 3.4.6. Let T be a compact disjointness preserving operator on any 
infinite dimensional Banach lattice F. Then T is reducible, i. e., F has a proper T-
invariant closed ideal. 
Proof. By Proposition 3.1.7, we know that ITI is a compact lattice homomorphism. 
If ITI is irreducible, then r(ITI) > 0 by the main result of [Pl. By Proposition 3.1.5, 
r(T) = r(ITI) > O. Since the spectrum of a compact operator is discrete, it follows 
from Theorem 4.1 of [AJ that T has a proper invariant closed ideal. This ideal is also 
\T\-invariant. This is a contradiction. Hence ITI is reducible and so is T. 
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