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Abstract—Spectral Photon-Counting Computed Tomography
(SPCCT) is a promising technology that has shown a number of
advantages over conventional X-ray Computed Tomography (CT)
in the form of material separation, artefact removal and enhanced
image quality. However, due to the increased complexity and non-
linearity of the SPCCT governing equations, model-based recon-
struction algorithms typically require handcrafted regularisation
terms and meticulous tuning of hyperparameters making them
impractical to calibrate in variable conditions. Additionally, they
typically incur high computational costs and in cases of limited-
angle data, their imaging capability deteriorates significantly.
Recently, Deep Learning has proven to provide state-of-the-
art reconstruction performance in medical imaging applications
while circumventing most of these challenges. Inspired by these
advances, we propose a Deep Learning imaging method for
SPCCT that exploits the expressive power of Neural Networks
while also incorporating model knowledge. The method takes the
form of a two-step learned primal-dual algorithm that is trained
using case-specific data. The proposed approach is characterised
by fast reconstruction capability and high imaging performance,
even in limited-data cases, while avoiding the hand-tuning that is
required by other optimisation approaches. We demonstrate the
performance of the method in terms of reconstructed images
and quality metrics via numerical examples inspired by the
application of cardiovascular imaging.
I. INTRODUCTION
SPECTRAL Photon-Counting Computed Tomography(SPCCT) has recently gained attention in medical imaging
[1], [2], [3] as it was shown to provide a number of advan-
tages compared to conventional X-ray Computed Tomography
(CT), including material separation, beam-hardening artefacts
removal and enhanced image quality. An important example
is its ability to distinguish between various calcification levels
in atherosclerotic plaques, which informs the risk for coronary
artery disease [4], [5]. SPCCT is based on the development
of photon-counting detectors such as Medipix3 [6], which
allow for resolving the energies of detected photons using
a number of energy bins. The underpinning mathematical
model accounts for the spectral properties of the materials,
the source’s spectrum and the detector sensitivity, and has the
form of a non-linear attenuation law.
Reconstruction methods for SPCCT can be categorised
into: (i) direct, one-step reconstruction of the attenuation
coefficient or material volume/mass fractions [7], (ii) separate
tomographic reconstruction for each energy bin followed by
a material decomposition in the image domain [8], and (iii)
two-step schemes, based on material decomposition in the
projection domain, which is followed by separate tomographic
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imaging of the materials [9]. Out of these three approaches,
the first is the most general, at the cost of being the most
computationally expensive, whereas the second assumes an
approximate forward model which can cause artefacts and
deterioration of the image quality. As a result, in this paper
we opt for the third, two-step approach, which adheres to
the non-linear physics and additionally provides computational
efficiency.
The first step involves an unmixing process to resolve
each material’s projections (sinograms) from the measured
spectral data and takes the form of an ill-posed, non-linear
and generally non-convex problem, which poses challenges in
terms of stability and computational efficiency. The solution
of this problem can be addressed via variational methods as
in [9] where a regularised Gauss-Newton method is proposed.
However, this requires a careful tuning of the regularisation
parameters, otherwise the method may fail to recover a satis-
factory solution. A more robust alternative is examined in [10]
which takes into account the non-convexity of the problem
and suggests the solution of a series of locally convex sub-
problems, at the cost of increased computational complexity.
However, such conventional regularisation methods are based
on handcrafted terms that aim to capture some generic prior
feature of the solution, but are not customised to the intrinsic
features the solution exhibits for a specific task and dataset.
The second step involves the separate tomographic recon-
struction of each material’s volume or mass fraction based
on the ‘metadata’ obtained from the first step. This can
proceed using variational approaches based on e.g. sparsity, or
alternatively, using Deep Learning-based, data-driven methods,
which have shown to offer state-of-the-art performance [11],
[12]. A subclass of such schemes is based on unrolling an
iterative optimisation algorithm and representing the updates
as layers of a Neural Network (NN) [12]. This results into
learned algorithms which are trained to perform with high
accuracy for specific tasks and datasets. Additionally, these
algorithms can incorporate model knowledge for increased
efficiency and accuracy, especially when data are limited. Such
a scheme was recently proposed for conventional CT in [13]
based on primal and dual variable updates, and was shown to
outperform other approaches such as Total Variation or Filtered
Back-Projection followed by some form of denoising.
In this paper, we propose an extension of the learned primal-
dual algorithm in [13] to the SPCCT case, which takes the
form of a NN-based algorithm that is customised to the task
of imaging from case-specific spectral data, meaning data
corresponding to an area of interest such as the heart. The
method consists of two learned primal-dual algorithms, one
for each of the steps (unmixing and imaging), for which we
show that enhanced performance is feasible when they are
integrated and trained end-to-end. The proposed method offers
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2fast reconstruction, doesn’t require hand-crafted regularisation
terms or tuning of optimisation parameters and is optimised
for the imaging task with high performance even for media
comprising several materials.
In support of these claims, we present numerical results for a
toy-case of random-ellipse phantoms consisting of 5 materials,
as well as for a medical phantom generated with the 4D XCAT
software [14]. In particular, for the medical case we focus
on the problem of identification and imaging of a number
of materials in the heart area, including calcified plaques
in coronary arteries [15]. The existence of such plaques is
associated with increased Coronary Heart Disease (CHD),
whose risk depends on their size, position and composition
[16]. We show via numerical examples of a simplified plaque
phantom the potential of learned SPCCT to identify and image
plaques in the heart area and thus to provide quantitative
information for quantifying CHD risks.
II. SPCCT MODEL
We assume that the SPCCT imaging system consists of a
radiation source with normalised photon flux density S(E) (in
photons per unit area-time-energy) and a photon-counting de-
tector that can resolve detected photon energies into Nb energy
bins, with Db(E) the detector sensitivity in each bin, and E the
energy level. Taking into account the energy dependence of the
linear attenuation coefficient (LAC) µ(x,E), results into the
attenuation law for the expected number of detected photons
in each bin [17]
y¯b(µ) = y0
∫ Emax
0
S(E)Db(E) exp
{
−
∫
L
µ(x,E) dx
}
dE,
(1)
where y0 is the initial source intensity (photons per unit time-
area), Emax the maximum source energy and the line integral is
taken along an arbitrary line L that starts from the source and
ends on the detector. Taking into account the Poisson statistics
describing the process, results into a measurement model given
by the Poisson random variable y = [y1, . . . , yNb ] with yb ∼
Pois(y¯b). Although in theory the direct recovery of µ(x,E)
from y is possible, such a task faces very high computational
costs due to the complexity of discretising a 3D or 4D variable
simultaneously in the spatial and energy domains. A way to
surpass this problem is to seek a separable representation as
a sum of N terms
µ(x,E) =
N∑
k=1
µk(E)qk(x), (2)
which reduces significantly the computational complexity and
permits the splitting of the problem into two steps, where in
the first step we rewrite eq. (1) using eq. (2) as
y¯b(β) = y0
∫ Emax
0
S(E)Db(E) exp
{
−
N∑
k=1
µk(E)βk
}
dE,
(3)
where β = [β1, . . . , βN ] are the projections given by
βk =
∫
L
qk(x) dx. (4)
Inverting the data y gives the ‘metadata’ β which are then used
as input (for all lines L) for the second step of tomographic
imaging. Particular expansions of the type in eq. (2) include
representations in terms of the underlying physical processes
[18] and in terms of materials. In the latter case, µk(E)
are the linear attenuation coefficients of a list of materials
obtained from a database, e.g. NIST [19], and qk(x) are the
corresponding spatial coefficients. Since the measurements y
are described by independent Poisson variables yb, we can
write for the likelihood
p(y|β) =
Nb∏
b=1
p(yb|β), p(yb|β) = 1
yb!
y¯ybb exp{−y¯b}. (5)
The projections β can then be recovered by minimising
the Poisson log-likelihood or equivalently by minimising the
generalised, discrete Kullback-Leibler (KL) distance, which
can be considered as an appropriate data misfit [20], [21],
given by
DKL(y‖y¯) = yT log
(
y
y¯
)
+ 1T (y¯ − y), (6)
where 1 denotes the N -dimensional vector of ones and divi-
sion is elementwise. The Poisson log-likelihood is sometimes
approximated by a weighted Euclidean distance, but it should
be noted that this is only a good approximation for high photon
counts [20]. For both the KL and the weighted Euclidean
distance, the misfit terms are differentiable, but generally non-
convex due to the non-linearity [22], [10]. This poses a prob-
lem to optimisation methods, as they may fail depending on
initialisation and may require tuning of algorithmic parameters
[9], small step sizes with many iterations [22] or indeed solv-
ing additional subproblems [10]. A further complexity arises
due to the addition of hand-crafted regularisation terms which
aim to encode some prior information, such as smoothness or
sparsity promoting, on the projections β. Such an imposition
of a general prior is less natural in the projection domain and
although the Radon transform is smoothing and a certain level
of smoothness in the projections is to be expected for each
material and angle, choosing the appropriate regularisation
that combines information across materials and angles is not
straightforward. Regularisation terms based on mixed norms
(as in e.g. Collaborative Total Variation [23]) may be in
principle a reasonable choice, but are not equipped to capture
the specific features of the task at hand. As we propose in
this manuscript, such issues can be circumvented by the use
of learning algorithms.
Upon recovery of βk in the first step, the second step of
recovering qk(x) can proceed with modern tomographic recon-
struction techniques, although having limited-angle data makes
this task challenging. Nevertheless, state-of-the-art methods
based on Deep Learning are capable of obtaining images with
relatively small error [12], even in the sparse-view setting.
Specifically, the learned primal-dual algorithm proposed in
[13] is appealing due to its high reconstruction performance
and generality. For this reason, this method will be our main
tool for both steps of the imaging process as we describe in
the next sections.
3Note that inevitably some error will be incurred in the
recovery of β due to noise effects and algorithm-specific
variability. This will essentially be a bias term that may have
different magnitude for each material. Therefore, the usual
assumption of Gaussian noise for tomographic inversion is
generally not valid for the metadata obtained after the first
inversion step. If this is not taken into account, it can have a
negative effect on the performance of the algorithms.
A. Discrete model
For the purposes of this manuscript, we restrict our study
to the 2D case and use Np = Npx × Npy pixels as a basis
{χ1(x), . . . , χNp(x)} for the image domain. Then using a
basis of N materials with LACs µk, the expansion in eq. (2)
is expressed as
µ(x,E) =
N∑
k=1
µk(E)
Np∑
i=1
qkiχi(x), (7)
where the coefficients qki ≥ 0 can now be interpreted as the
volume fractions of material k in pixel i [7]. In particular,
when volume conservation is valid, which is a reasonable
assumption for the materials found in the human body [8],
the volume fractions obey qki ≤ 1 with
∑
k qki = 1, ∀i.
Equation (7) can also be written in terms of Mass Attenuation
Coefficients (MACs) mk and densities ρk, by using the relation
mk = µkρ
−1
k . Although the typical requirement for material
decomposition is Nb ≥ N , the above constraints can be
used to decompose N + 1 materials using Nb = N energy
bins, as well as to constrain and increase the accuracy of the
solution by eliminating a linear dependency. A special case is
when qki are restricted to take binary values, which can be
used to cast the problem into the discrete tomography setting
[22]. We note that these constraints will typically need to be
enforced explicitly in the solution of the resulting optimisation
problems via e.g. proximal operators [22], which increases
the computational complexity. Contrary to this, data-driven
models such as the one proposed here are able to implicitly
enforce any constraints by using training data which adhere
to them. Effectively, this simplifies the problem and reduces
computational costs.
Similarly, we discretise the energy integral using a quadra-
ture rule which gives Ne points Ej within the interval [0, Emax]
and corresponding weights w = [w1, . . . , wNe ], so that eq. (3)
is written as
y¯b(β) = y0
Ne∑
j=1
wjS(Ej)Db(Ej) exp
{
−
N∑
k=1
µk(Ej)βk
}
,
(8)
or collecting S(Ej) into a vector s, Db(Ej) into an Nb ×Ne
matrix D and µk(Ej) into an Ne×N matrix M , we can write
concisely
y¯(β) = y0D
(
ws exp
{−Mβ}), (9)
where multiplication of vectors is elementwise. For numerical
stability, we compute eq. (9) in the log domain and use a stable
implementation of the LogSumExp operation for computing
energy domain sums. For later use, we also require the adjoint
of the derivative with respect to β, given by
∂y∗(β) = −y0MT diag
(
ws exp
{−Mβ})DT . (10)
Up to this point, our expressions refer to a single arbitrary
line (X-ray trajectory) L. We now assume Nθ number of
projection angles and Nd detector elements for a total Nθ×Nd
rays. All preceding equations are then extended trivially by
applying operations pointwise for each ray L(θ, l) that cor-
responds to angle θ and detector element l. For the spectral
mixing, we define the non-linear operator y¯(β) : Y → Z, with
Y = RN×Nθ×Nd and Z = RNb×Nθ×Nd . For the projections,
we define the linear operator R(q) =
∑Np
i=1 wiθlqki : X → Y ,
with X = RN×Np and wiθl =
∫
L(θ,l)
χi(x) dx being the
contribution of each pixel i to the line integral for the line
L(θ, l).
B. Classical optimisation
Algorithm 1 General classical primal-dual algorithm
1: Input: D, A, λR, C, d, τ
2: Initialization: u0, z0, k = 0
3: while convergence criterion is not met do
4: zk+1 = ΓdD,λR,C(z
k, τ, A(uk), d)
5: uk+1 = ΓpD,λR,C(u
k, τ, ∂A∗(uk)(zk+1))
6: k = k + 1
7: return uk
The two subproblems can be formulated as optimisation
problems for a general functional F
F(u) = D(A(u); d) + λR(u) + C(u), (11)
where D corresponds to the misfit for data d and forward
operator A, R is the regularisation term with regularisation
parameter λ, and C encodes constraints. For the unmixing
problem with u = β, d = y and A(β) = y¯(β), suitable
choices are the KL distance as in eq. (6), a Collaborative
Total Variation regularisation term R [23] and an indicator
functional C for the simplex ∆ given by
∆
.
=
{
β ∈ Y |
N∑
k=1
βkθl = |L(θ, l)| andβ ≥ 0
}
, (12)
as can be derived from volume conservation. Similarly, for the
N tomography problems, suitable choices with u = q, d = β
and A(q) = R(q), are the Euclidean distance as data misfit, a
Total Variation regularisation term and a positivity constraint.
The tomography problem can be solved using convex op-
timisation methods [24] such as the Alternating Direction
Method of Multipliers (ADMM) or a primal-dual method in
general [25], using an appropriate formulation of eq. (11)
and the required proximal operators. The unmixing problem
poses a greater challenge as it is non-linear and generally
non-convex, which may cause convex optimisation methods
to fail to converge to a global minimum if the initial guess
is not optimal. Nevertheless, a variant of ADMM with non-
linear operator constraint [24] has shown in practice very good
4performance for a case of 3 materials [22], albeit with high
computational costs. Formulations based on the Bregman dis-
tance provide a more robust alternative, but require the solution
of subproblems which can increase the computational cost
even further [9]. Moreover, for both methods, the performance
generally deteriorates significantly with the addition of more
materials as the problem becomes more ill-posed in that case.
As shown in algorithm 1, both the linearised ADMM and
the ADMM with a non-linear operator constraint can be
formulated as iterative updates of the primal variable u and a
dual variable z using operators Γp and Γd that are in general
based on suitable expressions of the proximal operators for D,
R, C, acting on primal and dual variables via the operator A
and the adjoint of its Fre´chet derivative ∂A∗ (in practice, A
may be replaced by a stacked operator to allow an efficient
formulation). Apart from the regularisation parameter λ, the
algorithms also require a user-chosen step size τ for the primal
and/or dual updates, which can be cumbersome to fine-tune
for a specific problem. Even more generally, the choice of
D, C and particularly R may not be optimal for a specific
application. As we describe in the next section, data-based
methods can provide a competitive alternative to overcome
such problems.
III. LEARNED SPECTRAL CT
The starting point is to replace the proximal operators
Γp and Γd with general operators Γpωp and Γdωd that are
parameterised by a sequence of parameters ωp and ωd respec-
tively. Effectively, these operators generalise D, λR, and C
to implicitly learn a suitable data-fit term, a prior information
term and any constraints, as well as an implicit step size τ . The
physics of the model are still imparted through the operator
A, therefore increasing the stability and effectiveness of the
learned algorithm even with moderately-sized training data.
Additionally, more flexibility is inserted into the algorithm
by i) allowing the weights to change at each iteration, hence
denoted as ωpk and ω
d
k for the k-th iteration and ii) extending
the primal variable as u = [u1, . . . , unprimal ] and dual variable
as z = [z1, . . . , zndual ] to have memory between iterations
of size nprimal ≥ 2 and ndual ≥ 1 respectively. The general
form of the algorithm is outlined in algorithm 2. Note that an
important difference of the classical and learned algorithms
is that the first is typically run for many iterations and has
theoretical convergence guarantees, while the second is run for
a small, fixed number of iterations due to computational cost
considerations (in the training phase) and lack of convergence
guarantees.
Given a training dataset of ntrain pairs {u, d}, the training
phase of the learned primal-dual algorithm with niter iterations
involves the tuning of ωp, ωd, where the objective is to
minimise an empirical loss function L as
ωˆp, ωˆd ∈ arg minL(u, Tniter(d)), (13)
where Tniter(d) denotes the output of the algorithm for given
ωp, ωd and data d.
What remains is to choose representations of the operators
Γp
ωpk
and Γd
ωdk
such that i) they are complex enough to cap-
ture the sought features, ii) they can be applied effectively
once trained, and iii) the problem in eq. (13) can be solved
efficiently via e.g. first-order methods. Such requirements are
met by Deep Neural Networks (DNNs), so that the operators
are represented by one or more layers of the network and
the parameters ωpk and ω
d
k encode the weights and biases.
In addition, the operators A and ∂A∗ are embedded as fixed
layers within the networks. We proceed to describe the chosen
DNN architecture and the two ways that the learned algorithms
for unmixing and imaging can be arranged and trained, namely
as separate networks or integrated with end-to-end training.
A. DNN architecture
We represent the operators as in [13] using residual net-
works composed of convolutional layers and Parametric Rec-
tified Linear Unit (PReLU) activation functions. The choice of
convolutional layers is due to their computational effectiveness
and favourable properties such as translation invariance. For
the k-th iteration, the operator Γp
ωkp
is represented as
Γp
ωpk
= I + Cpk3 ◦ σ
p
k2
◦ Cpk2 ◦ σ
p
k1
◦ Cpk1 , (14)
where I is the identity operator, Cpki the i-th convolutional
layer with weights wpki and biases b
p
ki
, and σpki the i-th PReLU
activation function given as
σpki(x) =
{
x x ≥ 0
−cpki x < 0,
(15)
with weights cpki . We can then write ω
p as the collection of
all the weights in all iterations, given as
ωp =
{
ωp1 , . . . , ω
p
niter
}
, (16)
with each ωpk given by the collection of the corresponding
weights and biases as
ωpk =
{
cpk1 , c
p
k2
, wpk1 , w
p
k2
, wpk3 , b
p
k1
, bpk2 , b
p
k3
}
. (17)
A similar representation is used for the dual operator Γd
ωdk
.
In the following we denote by T unmixnunmix with nunmix itera-
tions, the learned algorithm corresponding to the unmixing
step and by T reconreco with nreco iterations the learned algorithm
corresponding to the imaging step. The two parts of the
inverse problem differ in the dimensions of the input and
output variables and therefore the implementation details of the
neural networks are also different. Specifically, for the imaging
task the primal operator in eq. (14) has input dimensions
Npx×Npy×(nprimal +1) where the last dimension is obtained
from the concatenation of u = q (assuming memory nprimal)
with ∂A∗(uk1)(z
k+1
1 ). The dual operator has input dimensions
Nθ ×Nd × (ndual + 2) where as before the last dimension is
due to concatenation. The convolutional layers in this case
are 2D, with the last dimension of the input operating as
the channel dimension. On the other hand, for the learned
unmixing task, the primal operator has input dimensions
N ×Nθ ×Nd × (nprimal + 1) and the dual operator has input
dimensions Nb × Nθ × Nd × (ndual + 2). The convolutional
layers can also be 2D in this case but to allow the network
to learn correlations between materials and bins, it is also
possible to use 3D convolutions that operate across the first
5three dimensions. We have found that this choice gives better
results in some cases, see for example the comparison for
random-ellipse phantoms in the results section. However, due
to memory limitations we were unable to use 3D convolutions
for examples with smaller pixel size.
B. Training methods
1) Separate learned unmixing and learned reconstruction
(SL): In the simplest case, the two learned primal-dual al-
gorithms can be arranged and trained separately. For learned
unmixing the training objective is to optimise ωp, ωd using
pairs of data {β, y}, so that L(β, βˆ) is minimised with
βˆ = T unmixnunmix (y). For learned reconstruction, the objective is to
minimise L(q, qˆ) using pairs of data {q, β}, with qˆ = T reconreco(β).
In the second step, the β used in training can be simulated
from the phantoms q and corrupted with e.g. Gaussian noise.
However, this ignores any systematic errors in the unmixing
step. Therefore, a better alternative is to first train the unmixing
algorithm and then use the recovered βˆ. This allows the
imaging algorithm to learn and correct any errors produced in
the first step. Since the two steps are trained separately, there
is still a limited flexibility in the training process to optimise
for the final task of imaging. The next approach is better suited
to this problem.
2) Integrated learned unmixing and reconstruction (IL): In
this approach, the two networks are integrated and trained end-
to-end, so that given data {q, y}, the objective is to minimise
L(q, qˆ) where qˆ = T reconreco(T unmixnunmix (y)). Note that the composition
of the two networks is possible by adding a connecting
flattening layer across the material dimension from the output
of the final primal variable of the unmixing step to the input
of the first dual iterate of the reconstruction step. This method
ensures that the two learned networks are optimised for the
final task of imaging and automatically takes into account any
error induced by the first unmixing step. As we report in the
results section, this approach performs better than SL and is
our method of choice for learned Spectral CT. An illustration
of the approach is shown in fig. 1.
Algorithm 2 Learned primal-dual algorithm
1: Input: A, d
2: Initialisation: u0, z0, k = 0
3: while k < niter do
4: zk+1 = Γd
ωdk
([zk, A(uk2), d])
5: uk+1 = Γp
ωpk
([uk, ∂A∗(uk1)(z
k+1
1 )])
6: k = k + 1
7: return uk1
IV. RESULTS
We present numerical results for synthetic datasets gener-
ated from i) a random-ellipse phantom which serves as an
example of data that have a high degree of variation, and ii)
a medical phantom of the heart area that has more structure
in the data and serves as a more realistic benchmark. In both
cases we assume a material basis with N = 5 consisting of
TABLE I
DATASET PARAMETERS
Dataset Type Npx Npy Pixel
size
[cm]
Nd Detector
el. size
[cm]
y0
e_5 ellipses 128 128 1.0 183 1.0 1012
m_5 medical 512 512 0.125 727 0.125 109
m_5_p medical
+ plaque
512 512 0.125 727 0.125 109
bone, tissue, calcium, air and with the fifth material varying
between adipose tissue, blood or omnipaque. Figure 2 shows
the material MACs mk(E), together with the source spectrum
S(E) of a 140 kVp source and the Nb = 8 energy bins which
are equally distributed in log-space between Emin = 30 keV
and Emax = 140 keV. The energy integral was approximated
using a Feje´r quadrature rule within the same range with
Ne = 16. The discretisation details for the chosen datasets
are shown in table I. For all cases we set nunmix = nreco = 10.
1) Random-ellipse phantom (dataset e_5): This type of
phantom contains a set of ellipses drawn from a Poisson
distribution with mean Nellipses = 25. The ellipses vary
randomly in size, shape, position, orientation and are randomly
assigned a material from the chosen list of materials (except
air). Then the remaining pixels in the domain are chosen as
air. For validation purposes, an altered version of the Shepp-
Logan phantom was also used.
2) Medical phantom (dataset m_5): All phantom data for
the medical use-case were generated using the 4D XCAT
phantom [14]. The program is based on real CT data and
allows for generating a wide range of anatomical features. All
slices in the datasets were chosen to be located in the upper
torso area to include the heart. The training and test data were
generated by varying the length, width, and height, as well
as by changing the spatial orientation of the phantoms, which
were also randomly altered between male and female. The
materials were assigned to the phantoms by selecting regions
with certain attenuation coefficients from the XCAT output. To
make the phantoms more realistic, overlapping materials were
allowed with two materials at 50% volume fraction each.
3) Medical phantom with plaque (dataset m_5_p): To go
towards the use-case of atherosclerosis, the phantoms were
modified to contain a single small patch of plaque. This was
generated in the left anterior descending vessel and scaled by
five iterations of binary dilation. We also used Omnipaque for
this experiment.
Implementation details: The implementation of the opera-
tors A and ∂A∗ was done using Python, the ODL library [26]
and the ASTRA toolbox [27] making use of GPU acceleration.
Reference classical optimisation methods were implemented
in ODL, while the NNs were implemented using Tensorflow
1.14 [28] with standard layers and by additionally adding the
operators A, ∂A∗ as custom Tensorflow layers.
The convolutional layers were 2D except for an experiment
for dataset e_5 and in all cases they had 32 filters with filter
size 3×3. Xavier initialisation was used for the NN weights w
and the biases b were initially set to zero. We further used the
ADAM optimiser for training, with default parameters, except
6flatten
Tr ai n i n g data 
Fig. 1. Illustration of the proposed integrated learned unmixing and imaging method (IL).
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Fig. 2. Material MACs mk(E) and normalised source spectrum S(E) used
in the numerical examples. Vertical dashed lines represent the Nb = 8 energy
bins used between Emin = 30keV and Emax = 140keV. Material densities
ρk in g/cm3. Data taken from NIST [19].
β2 = 0.99. For the learning rate, cosine annealing was used
with initial value 10−3. In addition, we applied global gradient
norm clipping, limiting the gradients norm to 1. The batch size
varied between the experiments, with batch size 1 enforced for
the medical datasets as anything larger caused memory issues.
As loss function L we used the mean square error.
For evaluation, a test dataset with the same parameters
but different random seed was used. Results are reported
with metrics: i) structural similarity index (SSIM), normalised
root-mean-square error (NRMSE) and peak signal-to-noise-
ratio (PSNR) for 100 samples and averaged per material. For
the random-ellipse dataset, the Shepp-Logan phantom was
additionally evaluated.
We performed extensive numerical tests with different opti-
misation and regularisation methods and we chose as a refer-
ence method the ADMM with non-linear operator constraint
and simplex constraint eq. (12), and the linearised ADMM
with TV regularisation for imaging.
The results for the random ellipse-phantom using SL are
shown in table II, while table III shows the same case using
IL (with 2D convolutions), which clearly outperforms the
first method with high SSIM. Even better results with IL
are shown in table IV using this time 3D convolutional
TABLE II
SSIM, NRMSE AND PSNR OF RANDOM-ELLIPSE (TOP) AND
SHEPP-LOGAN (BOTTOM) MATERIAL PHANTOMS WITH SL1 .
Bone Tissue Calc. Adip. Air avg.3
SSIM 0.773 0.721 0.786 0.653 0.716 0.730
NRMSE 0.674 0.682 0.704 0.791 0.264 0.623
PSNR (dB) 17.98 16.87 19.07 16.13 13.84 16.78
SSIM2 0.756 0.721 0.798 0.780 0.889 0.789
NRMSE2 0.810 0.511 2.122 1.013 0.202 0.932
PSNR2 (dB) 15.50 10.17 20.42 11.00 16.83 14.78
1 Unmixing network trained on dataset e_5 with adipose tissue for
20000 iterations and batch size 3. Imaging network trained for 20000
iterations with batch size 15.
2 Shepp-Logan phantom.
3 Average values over all materials.
layers and an increased number of training iterations. An
image reconstruction example with this last setup is shown
in fig. 3. For the medical phantom with fifth material being
blood, table V shows results using IL, in comparison with the
reference optimisation approach. Clearly, there is a substantial
improvement in both SSIM and NRMSE with the proposed
learned Spectral CT method. Additionally, on our workstation,
it took 0.23 s to produce an image with the learned approach
(once trained which required 19 h), compared to 37 s with
the reference method (parallelised). An example of phantom
reconstruction in this case is depicted in fig. 4, which shows
good identification of the material regions with only some
small features misidentified. Results for the case of a medical
phantom with an added enlarged plaque region are shown
in table VI with high SSIM, and a corresponding image
reconstruction is shown in fig. 5 which shows that the calcified
plaque region is clearly identified.
V. CONCLUSION
We have proposed a data-driven, model-informed approach
for fast SPCCT material identification and imaging, based
on two learned primal-dual algorithms for each of the steps
of unmixing and imaging. We have shown with numerical
examples, that this approach correctly identifies most material
regions with high SSIM in all cases. In the medical use-case
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SSIM, NRMSE AND PSNR OF RANDOM-ELLIPSE PHANTOMS (TOP)
AND SHEPP-LOGAN (BOTTOM) MATERIAL PHANTOMS WITH IL1 .
Bone Tissue Calc. Adip. Air avg.3
SSIM 0.933 0.844 0.939 0.805 0.959 0.896
NRMSE 0.270 0.502 0.391 0.954 0.092 0.442
PSNR (dB) 26.46 20.55 26.23 18.40 23.34 23.00
SSIM2 0.785 0.738 0.901 0.790 0.994 0.842
NRMSE2 0.982 0.515 0.970 1.011 0.020 0.495
PSNR2 (dB) 13.83 10.10 27.22 11.01 37.01 20.23
1 Trained on dataset e_5 with adipose tissue for 20000 iterations at
batch size 3.
2 Shepp-Logan phantom.
3 Avearage values over all materials.
TABLE IV
SSIM, NRMSE AND PSNR OF RANDOM-ELLIPSE (TOP) AND
SHEPP-LOGAN (BOTTOM) MATERIAL PHANTOMS WITH IL.1 .
Bone Tissue Calc. Adip. Air avg.3
SSIM 0.983 0.965 0.985 0.925 0.990 0.970
NRMSE 0.104 0.202 0.144 0.391 0.045 0.169
PSNR (dB) 34.36 29.66 35.46 24.64 30.27 30.88
SSIM2 0.849 0.726 0.925 0.591 0.997 0.818
NRMSE2 0.595 0.532 0.616 0.988 0.007 0.548
PSNR2 (dB) 18.18 9.82 31.17 11.21 45.72 23.22
1 Trained on dataset e_5 with adipose tissue for 30000 iterations at
batch size 10, using 3D convolutions for the unmixing.
2 Shepp-Logan phantom.
3 Average values over all materials.
Fig. 3. Comparison of densities (grey levels) for a ground truth random-
ellipse phantom (left) with 5 materials (dataset e_5) including adipose tissue
and the corresponding reconstruction (right) given by IL method (see also
table IV). Densities within 0 to 1.9 g/cm−3.
TABLE V
SSIM, NRMSE AND PSNR OF MEDICAL PHANTOMS WITH 5 MATERIALS
INCLUDING BLOOD, WITH IL1 .
Bone Tissue Calc. Adip. Air avg.3
SSIM 0.998 0.978 0.999 0.980 0.993 0.990
NRMSE 0.119 0.114 0.107 0.174 0.023 0.107
PSNR (dB) 36.35 26.46 41.82 28.73 34.71 33.65
SSIM classical2 0.528 0.258 0.895 0.228 0.549 0.492
NRMSE classical2 0.928 0.761 0.999 0.817 0.354 0.772
1 Trained on dataset m_5 for 15000 iterations at batch size 1.
3 Reference classical optimisation method.
4 Average values over all materials.
TABLE VI
SSIM, NRMSE, PSNR OF MEDICAL PHANTOMS WITH 5 MATERIALS
INCLUDING OMNIPAQUE AND CALCIFIED PLAQUE, WITH IL1 .
Bone Tissue Calc. Omnip. Air avg.2
SSIM 0.996 0.991 1.000 0.995 0.994 0.995
NRMSE 0.195 0.079 0.241 0.100 0.021 0.127
PSNR (dB) 32.28 29.14 43.56 35.09 35.12 35.04
1 Trained on dataset m_5_p for 15000 training iterations at batch size 1.
2 Average values over all materials.
of interest, it outperforms classical optimisation approaches
in both SSIM and NRMSE, while being also significantly
faster. It correctly images a medical phantom example with
a calcified plaque showing the potential of the method for
estimating CHD risk.
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