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Asset pricing theory tries to understand the values of contingent claims with
uncertain payments. More involved risks mean a higher rate of return expected to
compensate the risk premium, which in turn leads to a lower present price. One can
think of asset pricing theory as measuring the sources of aggregate risks that drive the
price dynamics of asset in question. This thesis is aimed at studying three facets of
asset pricing in financial markets. New numerical approach, semi-analytical method,
and important extension of applicability of existing estimation method are proposed
in this thesis.
Chapter 1 develops a new numerical method to price American-style Asian op-
tion in the context of the generalized autoregressive conditional heteroscedasticity
(GARCH) asset return process. The development is based on dynamic program-
ming coupled with the replacement of the normally distributed variable with a bi-
nomial one and the whole procedure is under the locally risk-neutral valuation rela-
tionship (LRNVR). We investigate the computational and implementation issues of
this method and compare them with those of a candidate procedure which involves
piecewise-polynomial approximation of the value function. Complexity analysis and
computational results suggest that our method is superior to the candidate one and
the generated GARCH option prices are capable of reflecting the changes in the con-
ditional volatility of underlying asset.
In Chapter 2 we propose a Gaussian estimation method for the three-factor
quadratic term structure models (QTSMs). Based on the recently developed Gaussian
method we derive an exact discrete model of continuous time interest rate and the
v
exact Gaussian likelihood function of discrete observations and model parameters.
Monte Carlo experiments show that the overall finite-sample performance of pro-
posed method is satisfactory in terms of sample bias and mean square error (MSE).
An empirical application to UK and US interest rates is also given. Moreover, to
extract more information from entire term structure such as market price of risk pre-
mium we also discuss the extensibility of proposed method to deal with a panel of
yields.
Chapter 3 studies the valuation of mortgage-backed securities (MBS) based on
copula function approach which enables us to construct joint first hitting time dis-
tribution in a mathematically convenient way. While Nakamura (2001) solves the
Volterra type integral equation by piecewise approximation, we provide an alter-
native semi-analytical copula based method which can construct joint distribution
flexibly and can be implemented without computational difficulty. We also introduce
the definition and some basic properties of copulas. Numerical experiments are made
to demonstrate the applicability and efficiency of proposed method. We also discuss
some possible model risks.
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Following the celebrated work of Black and Scholes (1973) and Merton (1973), re-
searchers have developed the option valuation models to incorporate volatility which
is an indisputable empirical fact. The time-varying volatility models can be gener-
ally classified into continuous-time ones and discrete-time Generalized Autoregres-
sive Conditional Heteroscedasticity (GARCH) ones. The early attempts to model
continuous-time stochastic volatility include Cox (1975), Merton (1976), and Geske
(1979). Hull and White (1987) proposed an additional process to govern the evolution
of volatility, known as bivariate diffusion model. However, all of these models face
the difficulty of implementing and testing because of the nonobservability of variance.
Since it was first proposed by Bollerslev (1986), GARCH process has increasingly
gained prominence as a powerful econometric tool. Moreover, as pointed out by
Heston and Nandi (2000), under a GARCH option model, one can calculate the
volatilities directly from the historical data of asset returns, which makes it easier to
value an option and estimate the model parameters from the discrete observations.
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The first attempt to price an option in the GARCH framework is done by Duan
(1990), in which, however, the risk-neutral valuation was incorrectly applied. Amin
and Ng (1993) developed their model free of the risk-neutral valuation relationship.
By exploring a generalized version of risk neutralization, referred to as the locally risk-
neutral valuation relationship (LRNVR), Duan (1995) provided sufficient conditions
for LRNVR to hold and derived the asset return process under this risk-neutralized
measure. Unfortunately these existing GARCH models have to be solved by Monte
Carlo simulation. Heston and Nandi (2000) developed a closed-form solution for
European option values and hedge ratios in a GARCH model. Their model allows
for multiple lags in the time dynamics of the return variance and also allows for the
correlation between the return and its variance. The only difference between their
option value under GARCH model and the option value under Black-Scholes model is
that with heteroscedastic variance the value is a function of current and lagged spot
asset price while with homoscedastic variance the value just depends on current asset
price.
To solve for American option in a GARCH model, Monte Carlo simulation has
been the only numerical method for a very long time. Tilley (1993), Barraquand
and Martineau (1995) and Broadie et al. (1997) presented three different simulation
methods numerically feasible for the simple pricing framework where the numbers
of early exercise possibilities are limited. By generalizing the binomial tree to time-
varying volatility, Ritchken and Trevor (1999) provided a lattice approximation to
value American options under GARCH process. Duan et al. (2001) proposed a Markov
chain approximation method for American option pricing. They developed an explicit
scheme for the GARCH model and proved its convergence.
But until recently applying GARCH process in the pricing of exotic options, such
as Asian options, is not well studied. Since Asian option’s payoff depends on the
average price of a primitive asset over a certain time period, it is less sensitive to
changes in underlying asset price and costs less than the plain vanilla options, making
it popular in financial market. It can be used to hedge the risk exposure of a firm
that plans to sell or buy some resources regularly during some period of time.
In the context of constant volatility, analytical solutions of discretely sampled
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geometric Asian option pricing models are available (Turnbull and Wakeman (1991)).
For arithmetic average case, which typically involves a numerical integral without
analytical solution, there is rich literature about how to approximate the solution,
such as Bouaziz et al. (1994), Rogers and Shi (1995), and Hull and White (1993), just
to name a few.
For the heteroscedastic variance case, the literature is relatively thin. Fouque and
Han (2003) proposed a way to price arithmetic Asian options under the fast mean-
reverting stochastic volatility hypothesis by means of the method in Fouque et al.
(2000). Wong and Cheung (2004) derived a semi-analytical solution to the geometric
Asian options and examined the implied volatilities.
This chapter develops an approximation method to price arithmetic Asian options
under a very flexible GARCH specification. As in Ben-Ameur et al. (2002), pricing
American-style options is formulated as a Markov decision process here, and the op-
tion value function satisfies a dynamic programming (DP) recurrence. We write the
option value as a function of current time, current primitive asset price, current aver-
age price and asset return’s conditional variance, and solve the DP system recursively
with backward induction.
We first formulate a numerical solution approach for our DP equation based on
piecewise trilinear interpolation over finite grids, following immediately from Ben-
Ameur et al. (2002). We prove that because of the conditional variance added as an
additional variable, the time complexity and the amount of calculation increase expo-
nentially. This makes the algorithm practically unimplementable. Then we propose
our alternative solution which involves replacing a normally distributed variable with
a discrete random variable that only takes finite values. Based on the established
properties of the value function, we provide a convergence proof for the proposed
method. Ways to choose the grid in a 3-dimension space will be discussed. We also
test the sensitivity of option value to the parameters of GARCH process, which helps
us to calibrate those parameters.
The remainder of this chapter is organized as follows. Section 2 describes our
GARCH model, Asian option contract, and recurrence structure of our model. The
properties of value function will be established in Section 3. In Section 4 we de-
3
velop the DP formulation and elaborate on the approximation procedure. Complexity
analysis and convergence proof will also be provided. Numerical experiments will be
made in Section 5, including the sensitivity test of option value with respect to model
parameters. The characteristics of implied volatility will also be discussed. Section 6
concludes.
1.2 The GARCH Model and Dynamic Program-
ming Formulation
Under the classical mathematical setting of Harrison and Pliska (1981), our discrete-
time market, consisting of one primitive asset and one default-free bond, is defined
on the probability space (Ω,F ,P). Let T be a positive real number (the terminal
time), then we assume Ft|0≤t≤T is the P-completion of the filtration generated by a
Brownian motion on (Ω,F ,P) and Ft|0≤t≤T satisfies the usual conditions, which are:
F0 contains all the null sets of P and Ft|0≤t≤T is right continuous.
We also assume that this primitive asset, whose price is denoted by St, does not
pay any dividend and the continuously compounded return on the default-free bond
is r, which is a constant. Two basic assumptions should be laid out. The first one is
that the log-spot price of the asset follows a particular GARCH process.
Assumption 1.2.1. The one-period rate of return is assumed to be conditionally




= r + λσt − 1
2
σ2t + σtt, (1.2.1)
and












t ∼ N(0, 1),
where λ is the constant unit risk premium (per unit of conditional standard deviation),
t is i.i.d., θi(−1 < θi < 1) reflects the asymmetric responses of volatility to positive
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and negative shocks, and s(> 0) acts as a Box-Cox transformation of the conditional
standard deviation σt. ω, αi, and βj are parameters of the GARCH specification
and all of them must be positive to ensure the conditional variance stays positive.












The above specified GARCH process is known as an asymmetric power ARCH
(APARCH) model (see Ding et al. (1993)). Note that when p = q = 0, the return
process reduces to the standard homoscedastic lognormal process in Black-Scholes
model.
Yet at this point we cannot value any option because we don’t know the risk-
neutral distribution of asset price. Duan (1995) provided sufficient conditions to
apply a locally risk-neutral valuation methodology which is applied in the following
theorem.





= r − 1
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σ2t + σtξt, (1.2.3)
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ξt ∼ N(0, 1),
where one should note that ξt−λ = t. To ensure the unconditional expectation EQ[σst ]




























































































































and L(·, ·, ·) is the Laguerre polynomial.
Proof. One can refer to the proof of Theorem 2.2 of Duan (1995).
Then immediately from Theorem 1.2.1 we have the following corollary







σiξi], under measure Q. (1.2.5)
This chapter focuses on the single lag version of the APARCH specification where
p = q = 1. We use the following simplified volatility equation
σst = ω + ασ
s
t−1(|ξt−1 − λ| − θ(ξt−1 − λ))s + βσst−1. (1.2.6)
Now we introduce our second assumption.
Assumption 1.2.2. The value function of a contingent claim with one period to
maturity can be calculated by Black-Scholes-Rubinstein formula.
This assumption can also be found in Duan (1995) and Heston and Nandi (2000).
By appealing to arguments of Rubinstein (1976) and Brennan (1979), we can have
Black-Scholes price with discrete-time trading. Thus with Assumption 1.2.1 and 1.2.2
we are ready to derive the values of contingent claims, and their prices can be written
as functions of underlying asset prices.
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We consider an American-style Asian option contract similar to that of Ben-Ameur
et al. (2002). Let T be the maturity date, and we equally space the time horizon from
0 to T into n time-steps, 0 = t0 < t1 < t2 < · · · < tn = T , with ti − ti−1 = ∆t for
i = 1, ..., n. Let m∗ be an integer satisfying 1 ≤ m∗ ≤ n, and the option can be
exercised only at dates tm where tm∗ ≤ tm ≤ tn. If the option is exercised at tm, we
define the payoff as (Stm −K)+ def= max(Stm −K, 0), where K is the predetermined
strike price and Stm = (St1 + St2 + · · · + Stm)/m is the arithmetic average of the
discretely sampled asset prices. Note that when m∗ = n, the option is actually
European-style.




which is a function of asset spot price, average price and conditional variance in
the state space [0,∞)3. Thus we can write the exercise value of the option (when
tm ≥ tm∗) as
V etm(Stm) = (Stm −K)+, (1.2.7)
while the holding value as
V htm(Stm , σ
2
tm+1




, Stm+1)|Ftm ], (1.2.8)
where ρ = e−r∆t is the discount factor over period [tm, tm+1]. The holding value is the
conditional expected value of option, under measure Q, at time tm+1 discounted to
time tm, which represents typically recursive nature. We can summarize the optimal






V htm(Stm , σ
2
tm+1






, Stm)) if tm∗ ≤ tm ≤ tn−1
V etm(Stm) if tm = T.
(1.2.9)
To solve equation (1.2.9), we should use backward induction. From the known
value VT at maturity, we can calculate Vtn−1 based on (1.2.9), and then Vtn−2 , and
so on. Although we can express Vtn−1 analytically, the closed-forms for Vtm where
m ≤ n− 2 are not available. In the next section, we elaborate on the approximation
methods for Vtm(m ≤ n− 2) and discuss their efficiency.
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1.3 Characterization of the Value Function
1.3.1 The Value Function Vtn−1
From the known value function at maturity VT = (ST −K)+, we now derive the
closed-form of Vtn−1 , the value one period before maturity. We know that
VT (ST , ST ) = max(
ST + (n− 1)Stn−1
n
−K, 0), (1.3.1)
and then at tn−1, we have
V htn−1(Stn−1 , σ
2
T , Stn−1) = ρE
Q[VT (ST , ST )|Ftn−1 ]
= ρEQ[(






EQ[(ST −K ′)+|Ftn−1 ], (1.3.2)
where K
′
= nK − (n− 1)Stn−1 .
For K
′ ≤ 0, one immediately has
V htn−1(Stn−1 , σ
2






By comparing the holding value and the exercise value V etn−1(Stn−1) = Stn−1 −K > 0,
one can easily find the optimal strategy.
When K
′
> 0, the holding value itself is actually the value of a European call
option under Black-Scholes model, with spot price Stn−1 , strike price K
′
, time to
maturity ∆t, volatility σT , and risk-free rate r. Then with the classic Black-Scholes
pricing formula, we have
V htn−1(Stn−1 , σ
2














, d2 = d1 − σT
√
∆t,
and N(·|Ftn−1) is conditional standard normal distribution function. Then, by com-
paring this holding value with the exercise value V etn−1 (when Stn−1 − K > 0), one
could easily decide whether to exercise or not.
Unfortunately, for tm < tn−1, no analytical solution is available, so we have to
resort to numerical method.
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1.3.2 General Features of the Value Function
As Ben-Ameur et al. (2002), we now prove the monotonicity and convexity prop-
erties of the value function, which will contribute to the convergence analysis of our
procedure.
Proposition 1.3.1. At each time step tm, where 1 ≤ m < n, the holding value
V htm(Stm , σ
2
tm+1
, Stm) is a continuous, strictly positive, strictly increasing, and convex
function of both Stm and Stm. It’s also continuous, strictly positive and nondecreasing
in σ2tm+1. Vtm(Stm , σ
2
tm+1
, Stm) shares the same properties with V
h
tm of its three variables
except that it’s nondecreasing in Stm. Also the value function V0(S0) has the same
properties as Vtm in S0.
Proof. The proof of the properties of V htm and Vtm in Stm and Stm is similar to that of
Proposition 1 of Ben-Ameur et al. (2002), so we omit the details here. We only focus
on the properties of value function in σ2tm+1 .
By denoting Stm+1/Stm = τtm+1 , we have






and note that it is lognormally distributed under Q as follows







For m = n− 1, the holding value is
V htn−1(Stn−1 , σ
2














where f is the conditional density function of τT and is continuous and bounded
over σ2T . Then by Lebesgue’s dominated convergence theorem, the integral V
h
tn−1 is
also continuous. To show that V htn−1 is nondecreasing in σ
2
T , one should note that
equation (1.3.4) implies that it’s an increasing function of σ2T while equation (1.3.3)





T , Stn−1) = max((Stn−1 −K)+, V htn−1)
is also continuous, strictly positive and nondecreasing in σ2T because it’s the maximum
of two functions which satisfy these properties.
We now use mathematical induction to show that these results hold for m < n−1.
First we assume that these properties hold for m+1, where 1 ≤ m ≤ n− 2, and then
that this implies the results should hold for m. We know that the holding value at
time tm of equation (1.2.8) is











, (mStm + Stmτ)/(m+ 1))f(τ |Ftm)dτ,
where f is the conditional density function of τtm+1 and σ
2
tm+2
is a known continuous,
bounded, and increasing function of σ2tm+1 . Since the integrand is continuous, strictly
positive, and bounded, so is V htm . Also note that V
h
tm is a positively weighted average
of V htm+1 which is a nondecreasing function of its inputs, and that with the increase




weights to lower values. These facts imply that V htm will not decrease on the increase
in σ2tm+1 . The properties of Vtm can be proved by a similar logic as the case where
m = n− 1. For V0, we could use the same arguments above to prove its properties as
well.
Proposition 1.3.2. For Stm > 0, and Stm2 > Stm1 > 0, we have
V htm(Stm , σ
2
tm+1









, Stm2)− Vtm(Stm , σ2tm+1 , Stm1) < Stm2 − Stm1,
for 1 ≤ m ≤ n.
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Proof. The proof is similar to that of Lemma 2 of Ben-Ameur et al. (2002).
1.4 Numerical Procedures for DP Equations
Before starting to fit the approximation to the value function, we rewrite the
value function as Vtm(Stm , σ
2
tm+1
, Stm−1), by noting that Stm−1 =
mStm−Stm
m−1 , which will
greatly simplify the integration when the approximation is implemented.
1.4.1 Trilinear Approximation
The approximation method we first consider is a piecewise polynomial which is
actually an extension of Ben-Ameur et al. (2002). While there are a lot of potential
polynomial functions available, including a piecewise constant function, a piecewise
linear function over cone, high-dimensional splines, and etc., the one we consider here
is a linear function in all of its variables. This is a trade-off in terms of the amount of
calculation and a desirable precision. The simple method such as piecewise constant
requires much finer partitions to achieve good precision, whereas complicated methods
such as high-dimensional spline will lead to overwhelming calculation and more time.
To apply the linear approximation in our three variables Stm , σ
2
tm+1
, and Stm−1 ,
also called trilinear approximation, we let 0 = a0 < a1 < a2 < · · · < ap < ap+1 =∞,
0 = c0 < c1 < c2 < · · · < cz < cz+1 =∞, and 0 = b0 < b1 < b2 < · · · < bq < bq+1 =∞,
which generate our grid points
G = {(ai, cg, bj) : 0 ≤ i ≤ p, 0 ≤ g ≤ z, and 0 ≤ j ≤ q}.
Here we abuse the notation a little bit: the p and q here have nothing to do with the
GARCH specification APARCH(s,p,q). These grid points partition our positive state
space [0,∞)3 into (p+ 1)(q + 1)(z + 1) cubes
Cigj = {(Stm , σ2tm+1 , Stm−1) : ai ≤ Stm < ai+1, cg ≤ σ2tm+1 < cg+1,
11
and bj ≤ Stm−1 < bj+1},
where i = 0, ..., p, g = 0, ..., z, and j = 0, ..., q.
The idea now is to approximate the value function Vtm by a trilinear function
of (Stm , σ
2
tm+1
, Stm−1) over each cube Cigj, being continuous at the boundaries. We




























for any (Stm , σ
2
tm+1
, Stm−1) ∈ Cigj. To determine those coefficients of this polynomial
we first compute the approximation of Vtm denoted by V˜tm , at each vertex of Cigj via
equation (1.2.7) to (1.2.9) by the available approximation V̂tm+1 of Vtm+1 . Then we
impose that V̂tm = V˜tm at every vertex, which gives us a system of eight equations for
each Cigj with eight unknowns. After solving the linear systems we have the values
at all the vertexes, so for those points not at the vertex, we simply use interpolation
by the adjacent vertexes.
We now show how to compute the approximation V˜tm given the available approx-
imation V̂tm+1 of Vtm+1 . Note that there is only one random variable ξtm+1 in the
expectation of equation (1.2.8), where Stm+1/Stm = τtm+1 is a function of ξtm+1 . Also
we have
σstm+2 = ω + ασ
s
tm+1
(|ξtm+1 − λ| − θ(ξtm+1 − λ))s + βσstm+1 , (1.4.2)
which contains the random variable ξtm+1 as well. The fact that our approximation
is piecewise linear in its three variables makes the integral very easy to compute
explicitly. More specifically, we have
V˜ htm(Stm , σ
2
tm+1























































































where Iigj(x, y, z) = I{(x, y, z) ∈ Cigj} is an indicator function, and ϕ is chosen to
be an integer l such that Stm ∈ [bl, bl+1). The function V˜ htm is then evaluated at the
points of G(ak, ch, bl) for k = 0, ..., p, h = 0, ..., z and l = 0, ..., q. Observe that in




, Stm) = Iigϕ(ak, ch, bl) = 1 only when the following two conditions
are satisfied at the same time
ai ≤ akτtm+1 < ai+1, (1.4.4)
cg ≤ σ2tm+2 = [ω + αcs/2h (|ξtm+1 − λ| − θ(ξtm+1 − λ))s + βcs/2h ]2/s < cg+1, (1.4.5)
for the random variable ξtm+1 . We denote the interval for ξtm+1 to satisfy condition
(1.4.4) and (1.4.5) to be [xuig,kh, x
d
ig,kh). Let dkl = ((m− 1)bl + ak)/m for k = 0, ..., p,
and l = 0, ..., q. Then at every vertex of our partitioned space we have

















where ϕ is chosen such that dkl ∈ [bϕ, bϕ+1),
Hig,kh = E









































and Qig,kh and Rig,kh will be evaluated numerically. Then we can easily find the
approximate value function
V˜tm(ak, ch, bl) = max(V˜
h
tm(ak, ch, bl), (dkl −K)+). (1.4.7)
With these values we can obtain V̂tm by interpolation as explained previously. We
iterate all of these integration and interpolation from terminal date to initial state
where the value V̂0 is finally found.
Note that in homoscedasticity case we can choose the constant grid which allows
us to precompute the expectations Hig,kh, Pig,kh, Qig,kh, and Rig,kh before the iter-
ation and makes the evaluation along the vertexes very fast. However due to the
heteroscedastic nature of GARCH, the probability distribution of the state variable
varies over time. An adapting grid is more appropriate which means that the values
of Hig,kh, Pig,kh, Qig,kh, and Rig,kh depend on time tm, so we have to recompute these
expectations at each time step, which increases the calculation amount substantially.
And with an additional variable σ2tm , the calculation here is exponentially heavier
than that of Ben-Ameur et al. (2002).
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Remark 1.4.1. The size of time complexity of this algorithm to compute the value
function is O(np4z4q) to calculate the sum in equation (1.4.6), plus O(npzq) to solve
the linear system for determining the coefficients in equation (1.4.1). So the over-
all time complexity is O(np4z4q). For comparison, the time complexity of the al-
gorithm of Ben-Ameur et al. (2002) is O(np2q). This substantiates that with a
linear piecewise polynomial approximation, conditional time-varying variance ag-
gravates the calculation greatly. As for the memory usage, this algorithm needs
to store value function matrix at time tn−1 and tm each with pzq entries, plus
64[pzq− (pq+ pz+ qz) + (p+ z+ q)− 1] coefficients in equation (1.4.1) and p+ z+ q
elements in vector a, c, and b. So at least we need a total of
8(2pzq + 64(pzq − (pq + pz + qz) + (p+ z + q)− 1) + (p+ z + q)) =
528pzq − 512(pq + pz + qz) + 520(p+ z + q)− 512
bytes of memory where integers occupy 4 bytes and reals 8 bytes.
1.4.2 Distribution Approximation
We now propose an alternative method to approximate the value function Vtm
which involves approximating the normal distribution of ξtm+1 instead of approaching
the value function itself. More specifically, based on the De Moivre-Laplace theorem,
we know that






where X follows a binomial distribution with parameters n′, p′ and q′ = 1 − p′. In
this chapter we use an improved version of this, which is obtained by a continuity
correction,
Pr(X ≤ x) .= N((x+ 0.5− n′p′)(n′p′q′)−1/2). (1.4.8)
Its accuracy for various values of n′ and p′ has been assessed by Raff (1956) and
Peizer and Pratt (1968). And we use the rule of thumb n′p′q′ > 9, which is studied
by Schader and Schmid (1989). Their study also showed that for a fixed n′ the
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maximum absolute error of the approximation is minimized when p′ = q′ = 1/2,
which implies that we have to choose a n′ greater than 36.





which means we replace the continuous variable ξtm+1 with a discrete random variable,
so it now can only take finite values. As a result, we can approximate the equation
(1.2.8) by
V̂ htm(Stm , σ
2
tm+1




















where Stm+1(ξtm+1) and σ
2
tm+2
(ξtm+1) signify that they are functions of ξtm+1 , and



















We build the same partitions for Stm , σ
2
tm+1
, and Stm−1 as in the previous section,
and start the iteration from the time tn−1, where we have closed-form solution to the
value function, towards the initial time t0. For those points which are not at any
vertex we simply use interpolation and extrapolation to find the values of them.
Remark 1.4.2. The overall time complexity of the algorithm to compute the value
function is O(npzqn′) to evaluate the function in equation (1.4.9), which makes this
algorithm quite promising when compared with the trilinear approximation intro-
duced in last section. And it only takes 16pzq + 8(p + z + q) bytes to store value
function matrix and the vector a, c, and b. Moreover, the following convergence
analysis will guarantee its accuracy.
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1.4.3 Convergence Analysis
As discussed by Ben-Ameur et al. (2002), because the state space is unbounded
and the value function is an increasing function of its inputs, to prove the conver-
gence of our algorithm as the partition becomes smaller and smaller is not an easy
thing. Following the work of Ben-Ameur et al. (2002) we first show that even with
heteroscedasticity if mc = min(ap, bq) −→ +∞ the probability that the trajectory of
{(Stm , Stm), 0 ≤ m ≤ n} ever exits the box (0, ap]× (0, bq] still decreases to 0 at a rate



























































Ben-Ameur et al. (2002) also shows that if one of Stm and Stm tends to be infinity,
the error of the value function only increases linearly. As for the σ2tm+1-dimension
of Vtm , we think 1 is large enough and use it as its upper limit. Consequently, the
approximation error outside of the cube C = (0, ap]× (0, 1]× (0, bq] is negligible if ap
and bq are large enough. This helps us prove the following proposition.
Define $a = sup1≤i≤p(ai−ai−1), $c = sup1≤g≤z(cg−cg−1), and $b = sup1≤j≤q(bj−
bj−1).
Proposition 1.4.3. If p, z, q, ap, and bq −→ +∞, cz −→ 1,$a, $b, and $c −→ 0,









|V̂tm(Stm , σ2tm+1 , Stm−1)− Vtm(Stm , σ2tm+1 , Stm−1)| −→ 0.
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and Vtm(Stm , σ
2
tm+1
, Stm) with respect to Stm are both bounded by a constant Lm(0 ≤














The arguments are similar to that of proposition 4 of Ben-Ameur et al. (2002). Specif-









, Stm)− Vtm(Stm1, σ2tm+1 , Stm) ≤ (Stm2 − Stm1)Lm. (1.4.12)
Moreover, since V htm(Stm , σ
2
tm+1
, Stm) is continuous, bounded, and nondecreasing in
σ2tm+1 , the derivative of V
h
tm with respect to σ
2
tm+1
is always bounded by a positive
sequence Bm in a large enough span (0, 1] for it. The sequence Bm exists because the
difference two bounded values is still bounded. This means, for σ2tm+11 ≤ σ2tm+12,
V htm(Stm , σ
2
tm+12





, Stm)− Vtm(Stm , σ2tm+11, Stm) ≤ (σ2tm+12 − σ2tm+11)Bm. (1.4.14)
Furthermore, the Lemma 1.3.2, equation (1.4.11), (1.4.12), (1.4.13), and (1.4.14) also
hold for V htm(·, ·, Stm−1) and Vtm(·, ·, Stm−1) because their derivatives do not exceed
those of V htm(·, ·, Stm) and Vtm(·, ·, Stm).





[Vtm(ak+1, ch+1, bl+1)− Vtm(ak, ch, bl)] ≤ Lm$a +Bm$c +$b.
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(1.4.15)
Similar to Ben-Ameur et al. (2002) we define %n = 0, and %m = 2(ρ%m+1 +
Lm$a +Bm$c +$b) for 0 ≤ m ≤ n. Also we define an increasing sequence of cubes
Cm = (0, c
0
m] × (0, 1] × (0, c0m] for 0 ≤ m < n, where c00 is chosen arbitrarily and
c0m+1 ≥ c00 such that
EQtm [|V̂tm+1(Stmτtm+1 , σ2tm+2 , Stm)− Vtm+1(Stmτtm+1 , σ2tm+2 , Stm)|
×I((Stmτtm+1 , σ2tm+2 , Stm) /∈ Cm+1)|Ftm ] ≤ ρ%m+1. (1.4.16)
Such a c0m+1 always exists because both V̂tm+1 (equation (1.4.9)) and Vtm+1 are bounded
and the probability that (Stmτtm+1 , σ
2
tm+2
, Stm) exits the cube Cm+1 in the first and
third dimension decreases faster than the inverse of any polynomial of c0m+1 when
c0m+1 tends to be infinity.
Then we should show that |V̂tm−Vtm| is bounded by %m over the cube Cm. Again we
will use mathematical induction. First note that this holds for m = n and m = n−1,
where V̂tm = Vtm . Next we assume that |V̂tm+1−Vtm+1| ≤ %m+1 for (Stm+1 , σ2tm+2 , Stm) ∈
Cm+1. Consequently, for (Stm , σ
2
tm+1
, Stm−1) ∈ Cm, we have
|V̂tm(Stm , σ2tm+1 , Stm−1)− Vtm(Stm , σ2tm+1 , Stm−1)|




|V̂tm+1(Stmτ, σ2tm+2 , Stm)− Vtm+1(Stmτ, σ2tm+2 , Stm)|f(τ |Ftm)dτ
≤ ρ%m+1Prob((Stmτtm+1 , σ2tm+2 , Stm) ∈ Cm+1)
+EQtm [|V̂tm+1(Stmτtm+1 , σ2tm+2 , Stm)− Vtm+1(Stmτtm+1 , σ2tm+2 , Stm)|
×I((Stmτtm+1 , σ2tm+2 , Stm) /∈ Cm+1)|Ftm ]
≤ 2ρ%m+1. (1.4.17)
Note that Schader and Schmid (1989) has shown that under the rule of thumb n′p′q′ >
9 the absolute error of our distribution approximation is 0.0007(n′p′q′)−1/2 when p′ =
0.5, which makes it easy for us to choose the grid size such that
Vtm − V̂tm ≤ Lm$a +Bm$c +$b.
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when Vtm > V̂tm . Then we obtain
|V̂tm − Vtm| − 2(Lm$a +Bm$c +$b)
≤ V̂tm − Vtm ≤ 2ρ%m+1.
These facts imply that in the cube Cm and under the assumptions of this proposition
|V̂tm(Stm , σ2tm+1 , Stm−1)− Vtm(Stm , σ2tm+1 , Stm−1)|
≤ 2ρ%m+1 + 2(Lm$a +Bm$c +$b)
= %m −→ 0.
This completes the proof.
This proof of proposition applies to the distribution approximation method, and
also to the trilinear approximation with slight changes.
1.4.4 Grid Choice
Following Ben-Ameur et al. (2002) we provide a purely heuristic but not necessar-
ily optimal way to partition our state space here. First note that based on Theorem
1.2.1 and with the forecast origin as time t0 = 0, the (n− 1)-step ahead forecast for
the conditional variance is








α[(1− θ)sA(s, λ) + (1 + θ)sA(s,−λ)] + β,




1− C(s, λ) + C
n−2(s, λ)σ2s0 (1), (1.4.19)
where














[D(s, λ, θ) +D(s,−λ,−θ)],
D(s, λ, θ) =
∫ +∞
λ




































































































































































2 (1− e( λ√
2
)),
and e(·) is the error function. To partition σ2tm+1-dimension, we take
c1 = (σ
s
0(n− 1))2/s − 5
√
(EQ[σ2stn−1 |F0])2/s − (σs0(n− 1))4/s,
cz−1 = (σs0(n− 1))2/s + 5
√




0(n− 1))2/s + 6
√
(EQ[σ2stn−1|F0])2/s − (σs0(n− 1))4/s.
For the distance between c1 and cz−1, we simply space it evenly.
For Stm and Stm−1 dimensions, we first make p = q, ai = bi for all i for simplicity.
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For 2 ≤ i ≤ p−2, ai is the quantile of order (i−1)/(p−2) of the lognormal distribution
of Stn−1/S0.
In our numerical analysis of next section, we run the algorithm repeatedly with
increasingly finer partitions and we examine the changes in the option value. The
experiments stop when there is no significant change in option value.
Also note that the variance equation specification (i.e. higher order terms) of
APARCH doesn’t come into the convergence proof and only has effect on our grid
dynamics. So the same method can be applied to different choice of GARCH model.
1.5 The Numerical Experiments
Example 1. To obtain the option values under GARCH process, we recognize that
the asset price St and the conditional volatility σt can serve as sufficient statistics.
For the GARCH model specified in equation (1.2.6) in our numerical example, we
take the parameter values from the estimation results of Ding et al. (1993), which
are ω = 1.4 × 10−5, α = 0.083, β = 0.92, θ = 0.373, λ = 7.452 × 10−3, and s = 1.43
respectively. These parameters together imply that the annualized (based on 365
days) stationary standard deviation is approximately 25.58%. Then we consider an
American-style Asian call option with S0 = 100, K = 100, T = 1/4 years, r = 0.05,
m∗ = 1, n = 13 (weekly exercise), and initial volatility σ0 = 0.2558. Also we consider
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some slight modifications of this example. We change the relative asset prices by
varying the strike price K and extend the time horizon from 0.25 to 0.5 while keeping
n = 13 fixed. And with GARCH model we can test the impact of different initial
volatilities on the option values. To do this, we set our initial volatility to be 20%
below the stationary level and 20% above. As we know, the higher initial volatility
will lead to a higher option value and the lower, the lower, which shows a positive
relationship. Note that we choose a short-dated option in our example. Given that
time complexity is a linear function of time-to-maturity (Remark 1.4.2), we should
expect the CPU time would be roughly doubled if we double the maturity.
Table 1.1 Prices of American Call Option for Different Maturities, Exercise prices
and Conditional Volatilities
(K, T , σ0)
p× z × q
20× 20× 20 30× 20× 30 40× 20× 40 50× 20× 50 60× 20× 60
(95,0.25,0.2047) 4.99339 4.99567 4.99678 4.99744 4.99787
CPU(hh:mm:ss) 00:02:40 00:12:05 00:39:59 01:38:02 03:33:46
(100,0.25,0.2047) 1.46930 1.47048 1.47105 1.47138 1.47161
CPU(hh:mm:ss) 00:02:05 00:09:39 00:31:45 01:19:24 02:49:27
(100,0.25,0.2558) 1.82496 1.82609 1.82664 1.82697 1.82719
CPU(hh:mm:ss) 00:02:10 00:10:21 00:43:32 01:20:47 02:44:54
(100,0.25,0.3070) 2.18040 2.18152 2.18206 2.18238 2.18259
CPU(hh:mm:ss) 00:02:04 00:10:22 00:36:08 01:20:40 03:05:19
(105,0.25,0.3070) 0.40899 0.41502 0.41426 0.41075 0.41443
CPU(hh:mm:ss) 00:01:04 00:03:58 00:11:43 00:28:25 00:49:29
(105,0.50,0.3070) 0.71218 0.71314 0.71362 0.71651 0.71442
CPU(hh:mm:ss) 00:00:56 00:04:02 00:11:14 00:26:10 00:53:15
We report our simulation results in Table 1.1, where we implemented the ap-
proximation method introduced in Section 1.4.2 with n′ = 40 in a MATLAB R14
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programming environment. Computations have been executed on a 1.70GHz Pen-
tium M PC with 512 Mbytes of memory and running the Windows operating system.
The CPU times are given for every set of parameter values with different grid spaces
and are reported in hours:minutes:seconds format.
The approximation of option value converges rapidly even at the very coarse grid.
With refined grid size, the changes of values are still at one in a thousand but the
CPU times increase exponentially, which is a sharp contrast to the results of Ben-
Ameur et al. (2002). The finest grid used by those authors is 2400 × 2400, but the
CPU time required by our finest grid 60 × 20 × 60, which is even sparser than the
coarsest grid of theirs, is much longer than the time required by their finest grid.
The main reason behind this is that they considered a homogeneous volatility model
with a 2-dimension value function, while we incorporate heteroscedastic conditional
volatility and the additional variable leads directly to the huge calculation amount.
As analyzed in Section 1.4.1, if we applied the trilinear approximation, just following
Ben-Ameur et al. (2002), to this 3-dimension case the CPU time would be practically
intolerable. A grid scheme 150× 150× 150 like the coarsest one in Ben-Ameur et al.
(2002) will require 1.748Gbytes of memory for data storage, which is far beyond the
capacity of our machine. Instead we compromise the normally distributed variable
to be a binomial variable which only takes finite elements. This method reduces
the time complexity greatly, does not require huge memory, and the convergence is
still satisfactory. Furthermore, like the approach of Longstaff and Schwartz (2001),
our method could also take the advantage of parallel computing architecture. While
they can separate the path generation and the estimation of conditional expectation
function across CPUs, we actually could divide our whole cube into different small
cubes and distribute the approximation in those small cubes to different CPUs, which
should conduct the calculation simultaneously. The approximated small cubes then
could be aggregated across CPUs to form the composite cube in the whole state space.
As such parallel computation should significantly improve the computational speed.
After a close look at the prices in Table 1.1, we find that a lower strike price
corresponds to a higher option value, a higher one to a lower value, and the extended
maturity results in larger option prices, just as expected. We also check the impact
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of different initial volatilities which are at the stationary level (0.2558), 20% below
the stationary level (0.2047), and 20% above (0.307), respectively. The simulation
results are consistent with our intuition: a higher volatility leads to a more expensive
option contract because it’s more possible for the underlying asset to achieve a larger
average.
Example 2. Here we compare our method with the one proposed by Longstaff and
Schwartz (2001) in terms of accuracy and efficiency. The key to their approach is the
usage of least squares to estimate the conditional expected payoff, which makes this
method readily applicable to path-dependent and multifactor cases. This technique
is also referred to as the least squares Monte Carlo (LSM) approach.
All the parameter inputs, together with computing environment are the same as
those in example 1. And to apply their method to our conditional heteroscedastic
case, we express the conditional expected payoff as a function of spot price of under-
lying asset, conditional variance, and average price, which is actually an extension
of the example in section 4 of Longstaff and Schwartz (2001) where an American-
Bermuda-Asian option was valued. The LSM results reported in Table 1.2 are based
on 50,000 (25,000 plus 25,000 antithetic) paths as in Longstaff and Schwartz (2001).
As for the basis functions in the regressions, we use a constant, the first two Laguerre
polynomials evaluated at the spot asset price, the first two Laguerre polynomials
evaluated at the conditional variance, the first two Laguerre polynomials evaluated
at the average asset price, and the cross products of these Laguerre polynomials up
to third-order terms. Thus there are a total of fourteen basis functions.
As shown by Table 1.2, the differences of the prices produced by two methods
are typically very small. And these differences are both positive and negative, which
are likely to be within the bid-ask spread. Another important observation is that for
LSM the time required to generate 50,000 paths is about 37 minutes which makes
the total computational time, including simulation and regression, much longer. One
possible explanation for the time-consuming part is that for this American call option
with conditional heteroscedasticity, we have to generate three data matrices of spot
asset price, conditional volatility, and average prices respectively with row number
equal to the number of paths and column number equal to n. So when we apply
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Table 1.2 Comparison with LSM when Pricing An American Call Option with Con-
ditional Heteroscedasticity
(K, T , σ0)
p× z × q LSM simulation
20× 20× 20 40× 20× 40 average (standard error)
(95,0.25,0.2047) 4.99339 4.99678 4.97890 (0.09965)
CPU(hh:mm:ss) 00:02:40 00:39:59 01:18:16
(100,0.25,0.2047) 1.46930 1.47105 1.45059 (0.04911)
CPU(hh:mm:ss) 00:02:05 00:31:45 00:46:51
(100,0.25,0.2558) 1.82496 1.82664 1.82380 (0.05161)
CPU(hh:mm:ss) 00:02:10 00:43:32 00:46:37
(100,0.25,0.3070) 2.18040 2.18206 2.23732 (0.06829)
CPU(hh:mm:ss) 00:02:04 00:36:08 00:46:12
(105,0.25,0.3070) 0.40899 0.41426 0.41275 (0.03097)
CPU(hh:mm:ss) 00:01:04 00:11:43 00:39:26
(105,0.50,0.3070) 0.71218 0.71362 0.71439 (0.09267)
CPU(hh:mm:ss) 00:00:56 00:11:14 00:39:57
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LSM algorithm to this exotic option case we have to find a good trade-off between
simulation times and calculation accuracy.
Example 3. As documented by Rubinstein (1985) and Sheikh (1991), the implied
volatilities of traded options exhibit a systematic pattern with respect to time to
maturity and the relative relationship between asset price and strike price. They
suggest a U-shape implied volatility graph with respect to different asset price to
strike price ratios, which is also known as volatility smile. Since there is no analytical
value function for the American-style Asian option, we therefore use the approach of
Ben-Ameur et al. (2002) to invert the GARCH option prices instead, which enables
us to peek the pattern of the implied volatility in a parsimonious way. We plot the
polynomial trendline of implied volatility extracted in this way against asset price to
strike price ratio for low and high initial volatility respectively. In both Figure 1.1
and Figure 1.2, the implied volatility trendlines for different maturities roughly show
a U-shape pattern.
We recognize that the estimated parameters of Ding et al. (1993) suggest a signif-
icant GARCH process, so the volatility must show a strong clustering phenomenon.
Also we note that the GARCH model is known to be asymmetrical and skewed to the
left side. The implication of these facts is that for a longer maturity the likelihood of
observing low variance is higher. Figure 1.1 and Figure 1.2 plot the implied volatil-
ities for three different maturities: T = 1/12 years, T = 1/4 years, and T = 1/2
years where the T = 1/2 case shows more low-variance states, which is consistent
with Duan (1995).
Rubinstein (1985) and Sheikh (1991) also showed a positive relationship between
the time to maturity and the option’s implied volatility for the at-the-money calls and
a possible reversal over a different time period. In our case as shown by Figure 1.1
and Figure 1.2, the implied volatility for the shortest-maturity option is always the
highest for both low and high initial conditional volatility case. This example could be
thought as an evidence of reversal reported by Rubinstein (1985) and Sheikh (1991).
Example 4. To examine the impact of the chances of early exercise we now alter
the parameter n (the times of observations before maturity) while holding the other
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Figure 1.2 Implied Volatility of the GARCH Option Price with a High Initial Con-
ditional Volatility
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Table 1.3 Prices of American Call Option As a Function of n
(K, T , σ0)
n
3 5 8 13 26 52
(95,0.25,0.2047) 5.64468 5.02283 5.03262 4.99339 4.97319 4.90577
(100,0.25,0.2047) 3.15508 2.40096 1.86762 1.46930 1.03674 0.71912
(100,0.25,0.2558) 3.88719 2.96585 2.31015 1.82496 1.29290 0.89487
(100,0.25,0.3070) 4.61762 3.52998 2.75230 2.18040 1.54895 1.07052
(105,0.25,0.3070) 2.13352 1.05776 0.88822 0.40899 0.32619 0.22620
(105,0.50,0.3070) 4.16622 2.59956 1.48860 0.71218 0.42012 0.35166
We can see clearly from Table 1.3 that the option price is a decreasing function
of n, which agrees with the findings of Ben-Ameur et al. (2002). They suggest a
possible reason that goes as follows. The increasing observation dates stabilize the
average value of underlying asset and this stabilization overrides the advantage of
early exercise. Our findings here actually lend support to their explanation.
Example 5. In this example we test the sensitivity of option price to the parameters
of GARCH model. Figure 1.3, Figure 1.4 and Figure 1.5 plot the correlation between
the GARCH option price and s (the Box-Cox transformation parameter), θ (the
leverage effect), and λ (the unit risk premium), respectively. The contract we use
here is (100, 0.25, 0.2558) for (K, T , σ0).
The trend in Figure 1.3 shows that the GARCH option price is a positive function
of the parameter s, especially when s > 1 the price increases with an increasing rate.
The implication is that Taylor (1986)/Schwert (1990)’s GARCH with s = 1 generates
a relatively low price whereas the GARCH of Bollerslev (1986) with s = 2 will lead
to a very high option value.
The U-shape of Figure 1.4 means that if θ significantly differs from 0, the asym-
metric response of volatility to different shocks will give rise to higher option values.
Moreover, no matter whether it is negative shock or positive shock that has a deeper
impact on current conditional volatility than past positive or negative shocks (i.e.,
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positive or negative value of θ), the θ’s with different signs all result in higher option
prices.
Figure 1.5 illustrates that the option price moves in the same direction with the
unit risk premium λ. This implies that for a riskier asset the option written on it
under GARCH model will be more valuable.










Figure 1.3 The GARCH Option Price As a Function of s
1.6 Conclusion
We studied in this chapter the possible numerical pricing methods for the American-
style Asian option under GARCH process since the GARCH option pricing model
appears to have certain desirable features and can correct the pricing biases based
on the Black-Scholes model. We extend the method of Ben-Ameur et al. (2002) to
trilinear piecewise polynomial approximation, and analyze the time complexity and
memory usage of this algorithm. We show that when the dimension of the state
30
Theta











Figure 1.4 The GARCH Option Price As a Function of θ
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Figure 1.5 The GARCH Option Price As a Function of λ
32
space becomes larger the approximation of the value function becomes much more
difficult and the calculation also becomes overwhelming. This is known as the curse
of dimensionality.
Instead of using piecewise polynomial to approximate the value function we pro-
pose to replace the normally distributed variable with a binomial one which only
takes finite elements. The complexity analysis shows that this alternative way re-
duces the calculation burden significantly. We also proved the convergence of this
method based on the continuity, monotonicity, and convexity properties of the value
function. Our numerical examples illustrate that even with relatively coarse grids the
option prices converge quickly. The prices dependent on the varying numbers of exer-
cise opportunity show that the stabilization of average price offsets the advantage of
more exercise chances. We also conducted the sensitivity analysis of option price with
respect to model parameters such as the Box-Cox transformation parameter s, the
leverage effect θ, and the unit risk premium λ. The simulation results demonstrate
that Bollerslev (1986)’s GARCH will generate the highest price and the asymmetric
response of volatility to different shocks and a riskier underlying asset both lead to
more valuable option contract. The ultimate test of this model is, however, still its
empirical performance. Since the market data is readily available and the technology
to estimate GARCH parameters has already been well developed, an overall efficiency
test of our numerical method is therefore easily implementable. Also note that we
focus on the fixed strike Asian option in this chapter, but the method can be easily
adapted to apply for floating strike case since K is a constant and we approximate
the option value at every cube vertex.
Although we have emphasized the single lag version of GARCH model, one can
extend it to multiple lags without too much difficulty. But since Assumption 1.2.2
states that the GARCH model is equivalent with the Black-Scholes model for one
period options, additional lags will not improve the accuracy for short term options.
Observe that we used a constant grid for all time steps, so if one uses an adapting grid
which fits the distribution of value function at different time steps, a better approx-
imation is expected to be reached. Meanwhile, to refine the grid is the most direct





Gaussian Estimation of Continuous
Time Quadratic Term Structure
Models of Interest Rate
2.1 Introduction
As the most popular model family, the affine term structure models (ATSMs)
designate the bond yields or the interest rates as an affine function of the underlying
state variables. As such, ATSMs nest some very famous models such as Vasicek (1977)
and Cox et al. (1985). However, despite the cumulative innovations in modeling and
their relatively good empirical performance (Dai and Singleton (2000)), ATSMs have
their inherent drawbacks (see Ahn et al. (2002) and Leippold and Wu (2003)). The
admissibility of an ATSM requires nonnegative correlations among the state variables,
which implies that more state variables will limit the flexibility of the ATSM in
specifying heteroscedasticity. Dai and Singleton (2000) also suggested that there may
be some omitted nonlinearity in the ATSMs. Moreover, all the models belonging
to ATSM family, in terms of empirical performance, imply positive possibilities of
negative interest rates, which was discussed in Backus et al. (2001) and Dai and
Singleton (2000, 2002).
Since the ATSMs examined by Dai and Singleton (2000) are maximally flexible,
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the inherent drawbacks of ATSMs motivate researchers to study the nonaffine family
models. Compared with the ATSMs, the interest rate models belonging to nonaffine
family have developed relatively slowly. As documented by Ahn et al. (2002), the early
theoretical works include the double square-root model of Longstaff (1989), the mul-
tivariate quadratic model of Beaglehole and Tenney (1991), the univariate quadratic
model of Beaglehole and Tenney (1992), the squared-autoregressive-independent-
variable nominal term structure (SAINTS) model of Constantinides (1992), the quadratic
model of Karuoi et al. (1992), the generalized SAINTS model of Ahn (1995), and the
models with inverted square-root diffusions developed by Ahn and Gao (1999). Leip-
pold and Wu (2002) also identified and characterized a quadratic model class, where
the bond yields are quadratic functions of the state variables. They illustrated that
the quadratic class is comparable to the ATSMs for analytical tractability but is
more flexible for model design. Furthermore, positive interest rate can be guaran-
teed with little loss of generality or flexibility. What’s more attractive is that under
the quadratic class the interest rates can be expressed as quadratic forms of state
variables, for which the moments and cross moments are known in closed form. Ahn
et al. (2002) made so far the most systematic study of the quadratic term structure
models, referred to as QTSMs by them. They developed a full-fledged QTSM which
is maximally flexible and has the potential to overcome the limitations of ATSMs.
They also formally explored how the all-encompassing QTSM can nest all the other
QTSMs as special cases.
Although the QTSMs have been around over one decade, the empirical studies
based on them have only been sporadic. As analyzed by Ahn et al. (2002), even in
the single state variable case the short rate of QTSMs is not a sufficient statistic for
the term structure since the short rate is a quadratic function of unobservable state
variables. Furthermore, since the interest rate is specified by a continuous time model,
the estimation method must address the discretization error just like the estimation
of ATSMs. These issues have been a major hindrance to empirical implementation
of QTSMs.
As one of a few important empirical works, Ahn et al. (2002) employed the effi-
cient method of moments (EMM) of Gallant and Tauchen (1996) to estimate a variety
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of QTSMs. As discussed, EMM is a suitable estimation scheme for QTSMs since it
can overcome the difficulties surrounding their empirical applications and has com-
putational advantages over the extended Kalman filter. In application, EMM uses
the elements of the score vector of the auxiliary model as the moment functions,
whose parameters are estimated by quasi-maximum likelihood (QML), then applies
these moment functions in the minimum chi-squared criterion. It approximates the
true data generating process by a semi-nonparametric model (Gallant and Tauchen
(1989)). The specification tests of Ahn et al. (2002) show that the QTSMs provide
a good description of the dynamics of zero-coupon bond yields. Relaxing the restric-
tions imposed by the SAINTS model of Constantinides (1992) dramatically improves
the fit of the quadratic class of models. And by allowing for correlations among state
variables the performance can be improved further. Compared with QTSMs, the
maximally flexible ATSM of Dai and Singleton (2000) fits the data poorly.
As a complement to Ahn et al. (2002), Leippold and Wu (2003) used an ap-
proach going in the opposite direction. They started with a list of salient features
of interest rates and then attempted to find a parsimonious quadratic specification
which accounts for them. Using U.S. treasury bond yields, those authors classified
the properties of interest rates into three categories: (1) general statistical proper-
ties, (2) forecasting relations, and (3) conditional dynamics. Then Leippold and Wu
(2003) transformed the property analysis into moment conditions and calibrated a
two-factor quadratic model by generalized method of moments (GMM). Compared
to the EMM applied in Ahn et al. (2002), the approach used in Leippold and Wu
(2003) may potentially lose some efficiency in parameter estimates from a purely
statistical perspective, but it links each piece of evidence and the necessary model
structure to account for it and therefore provides a guidance for future model design.
Another important work about the parameter estimation of QTSMs is Chen and
Poor (2002). They applied nonlinear filtering technique and quasi-maximum likeli-
hood estimation (QMLE) to QTSMs and discussed the asymptotic properties of the
QMLE, which turns out to be optimal under Kullback-Leibler criterion. Moreover,
the general consistency conditions for the QMLE were also derived.
In this chapter we use the recently developed Gaussian estimation methods for
37
continuous time dynamic models by Bergstrom (1983, 1985, 1986, 1990) to estimate
the parameter vector of QTSMs. Bergstrom (1983) provided a comprehensive treat-
ment of the problem of obtaining asymptotically efficient estimates of the structural
parameters of a closed, higher order, and continuous time dynamic model from vari-
ous types of data. In particular, we provided a detailed discussion of the second order
system and called the maximum likelihood estimates Gaussian estimates although
the disturbance is not assumed to be a Gaussian process. Also Bergstrom (1983)
derived the Gaussian estimates from a sample of integral observations and a sample
of mixed observations of stock data and integral data and discussed the asymptotic
properties of the estimates. Bergstrom (1985) elaborated on the problem of obtaining
the Gaussian estimates when the system is non-stationary, while Bergstrom (1986)
introduced some exogenous variables to the original system.
In empirical finance, these Gaussian estimation methods have been applied by
Nowman (1997) and Bergstrom and Nowman (1999) in the estimation of a range
of single- and two-factor models of the term structure of interest rate. Following
the general approach of Chan et al. (1992), Nowman (1997) modified the discrete
model used for estimation of the interest rate models of Chan et al. (1992) to apply
the Gaussian estimation methods. In Bergstrom and Nowman (1999), the general
Gaussian methods were extended to estimate a two-factor Gaussian term structure
model with unobserved state variables. Specifically, they considered the following
description of interest rate
r(t) = α− Y1(t)− Y2(t),
where α is a constant representing the long run average rate, and Y1(t) and Y2(t) are
two unobservable state variables representing the effect of two streams of news, good
and bad. This chapter, instead, focuses on the quadratic form of interest rate defined
in Ahn et al. (2002).
Section 2 below reviews the quadratic term structure models of Ahn et al. (2002).
Section 3 derives the exact discrete model, and discusses the Gaussian estimation
method and problem of model check. Section 4 reports the simulation study of the
finite-sample performance of proposed Gaussian method. The empirical results of
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Gaussian estimation are provided in section 5. We also discuss the possibility of
extending the estimation method to estimate all of the parameters of a QTSM from
the dynamics of a panel of yields in section 6. In section 7 we make summary and
concluding remarks.
2.2 The QTSMs
Consider a complete probability space (Ω,F , {Ft}0≤t≤T ,P), where T is fixed as a
strictly positive horizon time. {Ft}0≤t≤T is the P-completion of the filtration gener-
ated by a Brownian motion on (Ω,F ,P) and Ft|0≤t≤T satisfies the usual conditions
of right-continuity and completeness. The n-dimensional state variable vector Y (t) is
assumed to satisfy the assumption 2.2.1 under the physical measure P.
Assumption 2.2.1. The stochastic differential equations of the state variables Y (t)
are characterized as multivariate processes with mean reverting properties
dY (t) = [µ+ ξY (t)]dt+ Σdz(t), (2.2.1)
where µ and ξ are an n-dimensional vector and an n × n diagonalizable matrix of
structural parameters respectively. z(t) is an n-dimensional vector of standard Wiener
process that are mutually independent. The initial state Y (0) is known.
Given a state of the form (2.2.1), the instantaneous interest rate satisfies the
assumption 2.2.2.
Assumption 2.2.2. The nominal instantaneous interest rate is a quadratic function
of the state variables
r(t) = α+ β′Y (t) + Y ′(t)ΨY (t), (2.2.2)
where α is a constant, β is an n-dimensional vector, and Ψ is an n × n positive
semidefinite matrix. We assume the non-negativeness of α − 1
4
β′Ψ−1β, which is the




For the zero-coupon bond price and forward rate under the above assumptions,
one can refer to Ahn et al. (2002) and Leippold and Wu (2003). The model we
consider here is a three-factor canonical form of QTSM defined by Ahn et al. (2002).
Definition 2.2.1. We define the three-factor canonical form of QTSM by imposing







a symmetric matrix with diagonal terms all being one. µ ≥ 0. In addition, α > 0,
β = 0, and ξ is a diagonal matrix. Σ is a lower triangular matrix.
Therefore we can write equation (2.2.2) as
r(t) = α+ Y 21 (t) + Y
2
2 (t) + Y
2
3 (t) + 2Ψ12Y1(t)Y2(t)
+2Ψ23Y2(t)Y3(t) + 2Ψ13Y1(t)Y3(t), (2.2.3)
and equation (2.2.1) as
dY1(t) = [µ1 + ξ11Y1(t)]dt+ c1dw1(t), (2.2.4)
dY2(t) = [µ2 + ξ22Y2(t)]dt+ c2dw2(t), (2.2.5)








































Note that once [c1, c2, c3]
′ and [ρ12, ρ13, ρ23]′ are identified, so is Σ.
In addition, note that even though the state variable does not exhibit conditional
heteroscedasticity, the interest rate and bond prices under QTSM assumption have
this property.
2.3 The Gaussian Estimation Methods
We now apply the Gaussian estimation methods by Bergstrom (1983, 1985, 1986,
1990) to estimate the parameters of QTSM defined through (2.2.3) to (2.2.6). As in
Bergstrom and Nowman (1999), we extend the general Gaussian method to handle
unobservable state variables for term structure model.
It follows from the Theorem 2 of Bergstrom (1984) that the solutions to equations
(2.2.4), (2.2.5), and (2.2.6) are given by




















(eξii+ξjj − 1), (j = 1, 2, 3).
Then we apply the operator
(1− eξ11L)2(1− eξ22L)2(1− eξ33L)2
to equation (2.2.3) where L is a lag operator and find that r(t) satisfies the system
r(t)− f1r(t− 1)− f2r(t− 2)− f3r(t− 3)− f4r(t− 4)− f5r(t− 5)− f6r(t− 6)
= α(1− f1 − f2 − f3 − f4 − f5 − f6)
+[Y1(t)− eξ11Y1(t− 1)− (eξ22 + eξ33)(Y1(t− 1)− eξ11Y1(t− 2))
+eξ22+ξ33(Y1(t− 2)− eξ11Y1(t− 3))]2
+[Y2(t)− eξ22Y2(t− 1)− (eξ11 + eξ33)(Y2(t− 1)− eξ22Y2(t− 2))
+eξ11+ξ33(Y2(t− 2)− eξ22Y2(t− 3))]2
+[Y3(t)− eξ33Y3(t− 1)− (eξ11 + eξ22)(Y3(t− 1)− eξ33Y3(t− 2))
+eξ11+ξ22(Y3(t− 2)− eξ33Y3(t− 3))]2
+2Ψ12{[Y1(t)− eξ11Y1(t− 1)− (eξ11 + eξ33)(Y1(t− 1)− eξ11Y1(t− 2))
+eξ11+ξ33(Y1(t− 2)− eξ11Y1(t− 3))]
×[Y2(t)− eξ22Y2(t− 1)− (eξ22 + eξ33)(Y2(t− 1)− eξ22Y2(t− 2))
+eξ22+ξ33(Y2(t− 2)− eξ22Y2(t− 3))]}
+2Ψ23{[Y2(t)− eξ22Y2(t− 1)− (eξ11 + eξ22)(Y2(t− 1)− eξ22Y2(t− 2))
+eξ11+ξ22(Y2(t− 2)− eξ22Y2(t− 3))]
×[Y3(t)− eξ33Y3(t− 1)− (eξ11 + eξ33)(Y3(t− 1)− eξ33Y3(t− 2))
+eξ11+ξ33(Y3(t− 2)− eξ33Y3(t− 3))]}
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+2Ψ13{[Y1(t)− eξ11Y1(t− 1)− (eξ11 + eξ22)(Y1(t− 1)− eξ11Y1(t− 2))
+eξ11+ξ22(Y1(t− 2)− eξ11Y1(t− 3))]
×[Y3(t)− eξ33Y3(t− 1)− (eξ22 + eξ33)(Y3(t− 1)− eξ33Y3(t− 2))




ξ11 + eξ22 + eξ33),
f2 = −(eξ11 + eξ22 + eξ33)2 − 2(eξ11+ξ22 + eξ11+ξ33 + eξ22+ξ33),
f3 = 2[e
ξ11+ξ22+ξ33 + (eξ11 + eξ22 + eξ33)(eξ11+ξ22 + eξ11+ξ33 + eξ22+ξ33)],
f4 = −(eξ11+ξ22 + eξ11+ξ33 + eξ22+ξ33)2 − 2eξ11+ξ22+ξ33(eξ11 + eξ22 + eξ33),
f5 = 2e
ξ11+ξ22+ξ33(eξ11+ξ22 + eξ11+ξ33 + eξ22+ξ33),
f6 = −e2ξ11+2ξ22+2ξ33 .
For the purpose of the easy implementation we shall assume that µ = 0, although it’s
not essential for the validity of the procedure. Then we express the interest rate as
r(t) = f1r(t− 1) + f2r(t− 2) + f3r(t− 3) + f4r(t− 4)
+f5r(t− 5) + f6r(t− 6) + f0 + η¯t, (t ≥ 6) (2.3.3)
where
f0 = α(1− f1 − f2 − f3 − f4 − f5 − f6),
η¯t = [c1ε1t − (eξ22 + eξ33)c1ε1t−1 + eξ22+ξ33c1ε1t−2]2
+[c2ε2t − (eξ11 + eξ33)c2ε2t−1 + eξ11+ξ33c2ε2t−2]2
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+[c3ε3t − (eξ11 + eξ22)c3ε3t−1 + eξ11+ξ22c3ε3t−2]2
+2Ψ12{[c1ε1t − (eξ11 + eξ33)c1ε1t−1 + eξ11+ξ33c1ε1t−2]
×[c2ε2t − (eξ22 + eξ33)c2ε2t−1 + eξ22+ξ33c2ε2t−2]}
+2Ψ23{[c2ε2t − (eξ11 + eξ22)c2ε2t−1 + eξ11+ξ22c2ε2t−2]
×[c3ε3t − (eξ11 + eξ33)c3ε3t−1 + eξ11+ξ33c3ε3t−2]}
+2Ψ13{[c1ε1t − (eξ11 + eξ22)c1ε1t−1 + eξ11+ξ22c1ε1t−2]














ξ11 + eξ22)2 + e2ξ11+2ξ22 ]
+2Ψ12c1c2E(ε1tε2t)[1 + (e
ξ11 + eξ33)(eξ22 + eξ33) + eξ11+ξ33eξ22+ξ33 ]
+2Ψ23c2c3E(ε2tε3t)[1 + (e
ξ11 + eξ33)(eξ11 + eξ22) + eξ11+ξ33eξ11+ξ22 ]
+2Ψ13c1c3E(ε1tε3t)[1 + (e
























(eξ11+ξ33 − 1)[1 + (eξ11 + eξ22)(eξ22 + eξ33) + eξ11+ξ22eξ22+ξ33 ],




fir(t− i) + f0 + E[η¯t] + ηt, (t ≥ 6) (2.3.4)
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which is an AR(6) process.
Let η = [η6, η7, . . . , ηT ]
′ and Ω = E[ηη′]. By the Cholesky factorization, we have
Ω = MM ′, where M is a (T − 5) × (T − 5) lower triangular matrix. Now define
 =M−1η such that η =M, E() = 0, and E(′) = I, so we have
r(6)−∑6i=1 fir(6− i)− f0 − E[η¯t]
r(7)−∑6i=1 fir(7− i)− f0 − E[η¯t]
...
r(T )−∑6i=1 fir(T − i)− f0 − E[η¯t]
 =M, (t ≥ 6)
which is the ARMA representation of the exact discrete model satisfied by the obser-
vations r(0), r(1), . . . , r(T ). The parameters to be estimated are α, Ψ, ξ and Σ. The




(2t + 2 lnMtt), (2.3.5)
where Mtt is M ’s main diagonal element of row-t and column-t.
As a formal check on the dynamic specification of the model, we compute the
Box-Pierce type portmanteau test statistic proposed by Bergstrom (1990) for the null
hypothesis of white noise residuals. This uses the vector of transformed residuals
which, if the model is correct, are independent and have variance 1. The test is based











If l and T − l are sufficiently large, the distribution S will be approximately a chi-
square distribution with l degrees of freedom.
2.4 Implementation and Simulation
In practice the interest rates can only be observed at discrete time intervals. As
documented by Leippold and Wu (2003), these discrete observations present their
salient features in three dimensions: (1) summary statistics, (2) forecasting relations,
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and (3) the conditional dynamics. Leippold and Wu (2003) also analyzed the implica-
tions of quadratic models on these three layers of properties of interest rates. Among
the three features, the conditional dynamics is of greatest significance in risk man-
agement and option pricing. It is observed that conditional volatility of interest rates
has a hump-shaped mean term structure. In other words, the conditional volatility
increases with time horizon at the beginning, reaches a plateau, and then decreases
when horizon further increases. Leippold and Wu (2003) proved that a strong interde-
pendence among state variables is essential in generating a hump-shaped conditional
dynamics.
We generate sample paths for the QTSMs according to the method by Chapman
and Pearson (2000) for a given set of parameter values. To demonstrate the effective-
ness of this generation method, we simulate a path with 120,000 hourly observations
with the parameter set given by Table 2.1. Note that ρ12 = 0.9, ρ13 = 0.8, and
ρ23 = 0.7 are set to ensure the strong interdependence among state variables.
Instead of using the entire path, we pretend that we only observe daily data
and hence only a subset of all observations will be used. Based on the daily data,
we calculate the variance of changes r(t + k) − r(t) over periods of length k. If
r(t) has a hump-shaped dynamics, the variance of multiperiod changes, which is
V ar(r(t+k)− r(t))/k, should increase first, reach a peak, and then start to decrease.
Figure 2.1 depicts the annualized variance in multiperiod changes versus period length
k. It can be seen that the hump-shaped dynamics is well induced.
The implementation of Gaussian estimation method then proceeds as follows.
First we use an initial value set for parameters to evaluate the minus two times the
natural logarithm of likelihood function (2.3.5). Then we resort to multidimensional
optimization method, e.g. Powell’s quadratically convergent method, to minimize
(2.3.5) with prespecified error tolerance. To evaluate the finite-sample performance
of proposed estimation method, we conduct some small Monte Carlo experiments.
To be consistent with data frequency commonly used in practice, we choose the time
intervals to be 1/12, 1/52, and 1/250, which correspond to monthly, weekly, and
daily data respectively. For these three different frequencies the sample sizes will be
500, 1000, and 2000 correspondingly. The parameter settings and sample sizes are
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Figure 2.1 Hump-shaped Condition Dynamics of Daily Data
summarized by Table 2.2. These parameter values are chosen such that the first two
moments of interest rate could be close to what would be obtained from empirical
data. Then the model is fitted to the simulated sequence by proposed Gaussian
method. We repeat the experiment 1000 times for each data frequency, and report
the means, biases, standard errors, and mean square errors (MSE) of every estimate
in Table 2.3, Table 2.4, and Table 2.5.
One result from these tables is that Gaussian estimation method provides very
good estimates of all parameters in terms of bias and MSE. In terms of sample bias
compared with actual value relatively (bias/actual value), except for c2 and c3, those
estimates have very small sample biases which decrease substantially when sample
size increases. For example, the absolute sample biases of monthly data for ρ12, ρ13,
and ρ23 are 0.96%, 1.74%, and 1.36% respectively. And when it comes to weekly
data, the biases for ρ12, ρ13, and ρ23 become 0.07%, 0.11%, and 0.16% respectively.
Furthermore, in daily data case, those sample biases for ρ12, ρ13, and ρ23 decrease to
0.04%, 0.06%, and 0.14% respectively. For c2 and c3, the sample biases of monthly
data are 715% and 255%, which are nowhere near as satisfactory. However, with the
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Table 2.2 Parameter Setting and Sample Size
Monthly Weekly Daily
Sample Size 500 1000 2000
α 0.03 0.03 0.03
Ψ12 -0.6 -0.6 -0.6
Ψ13 -0.4 -0.4 -0.4
Ψ23 0.9 0.9 0.9
ξ11 -0.002 -0.0015 -0.005
ξ22 -0.003 -0.001 -0.005
ξ33 -0.04 -0.05 -0.01
c1 0.012 0.012 0.012
c2 0.004 0.004 0.004
c3 0.008 0.008 0.008
ρ12 0.9 0.9 0.9
ρ13 0.8 0.8 0.8
ρ23 0.7 0.7 0.7
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Table 2.3 Properties of Gaussian Estimates after 1000 Replications for Monthly Data
Parameter Mean Bias Standard Error MSE
α 0.0124 -0.0176 0.0797 0.0067
Ψ12 -0.6129 -0.0129 0.0602 0.0038
Ψ13 -0.4279 -0.0279 0.1063 0.0121
Ψ23 0.8926 -0.0074 0.0279 0.0008
ξ11 -0.0025 -0.0005 0.2435 0.0593
ξ22 -0.0033 -0.0003 0.3317 0.1100
ξ33 -0.0522 -0.0122 0.1284 0.0166
c1 0.0119 -0.0001 0.0325 0.0011
c2 0.0326 0.0286 0.0576 0.0041
c3 0.0284 0.0204 0.1145 0.0135
ρ12 0.9087 0.0087 0.0405 0.0017
ρ13 0.8139 0.0139 0.0531 0.0030
ρ23 0.6905 -0.0095 0.0358 0.0014
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Table 2.4 Properties of Gaussian Estimates after 1000 Replications for Weekly Data
Parameter Mean Bias Standard Error MSE
α 0.0266 -0.0034 0.0204 0.0004
Ψ12 -0.6009 -0.0009 0.0048 0.0000
Ψ13 -0.4018 -0.0018 0.0084 0.0001
Ψ23 0.9008 0.0008 0.0022 0.0000
ξ11 -0.0016 -0.0001 0.1159 0.0134
ξ22 -0.0012 -0.0002 0.1470 0.0216
ξ33 -0.0589 -0.0089 0.4444 0.1976
c1 0.0121 0.0001 0.0111 0.0001
c2 0.0186 0.0146 0.0167 0.0005
c3 0.0114 0.0034 0.0181 0.0003
ρ12 0.9006 0.0006 0.0032 0.0000
ρ13 0.8009 0.0009 0.0042 0.0000
ρ23 0.7011 0.0011 0.0028 0.0000
51
Table 2.5 Properties of Gaussian Estimates after 1000 Replications for Daily Data
Parameter Mean Bias Standard Error MSE
α 0.0297 -0.0003 0.0006 0.0000
Ψ12 -0.6006 -0.0006 0.0004 0.0000
Ψ13 -0.4009 -0.0009 0.0004 0.0000
Ψ23 0.9008 0.0008 0.0002 0.0000
ξ11 -0.0052 -0.0002 0.0938 0.0088
ξ22 -0.0049 0.0001 0.0908 0.0082
ξ33 -0.0105 -0.0005 0.0936 0.0088
c1 0.0120 0.0000 0.0048 0.0000
c2 0.0020 -0.0020 0.0102 0.0001
c3 0.0076 -0.0004 0.0085 0.0001
ρ12 0.9004 0.0004 0.0003 0.0000
ρ13 0.8005 0.0005 0.0002 0.0000
ρ23 0.7010 0.0010 0.0003 0.0000
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increase of sample size the biases for c2 and c3 drop dramatically. The tables show
that the sample biases for c2 and c3 are 365% and 42.5% in weekly data case, while in
daily data case, the two are 50% and 5% respectively. Moreover, one should note that
the sampling distribution of parameters is not always biased upward or downward for
all three frequencies. For example, the sampling distribution of Ψ12 and Ψ13 is biased
downward for monthly, weekly, and daily data, that of ρ12 and ρ13 is always biased
upward, whereas the sampling distribution of Ψ23 and ρ23 could be biased downward
or biased upward varying with sample size. This means that our Gaussian estimation
method does not cause upward or downward bias systematically.
Although the likelihood function is a very complicated function of parameters,
our Gaussian estimation method is still computationally efficient. Using MATLAB
code on a windows system running with a 2.80GHz Pentium D CPU, for example,
this Gaussian method only needs 12 seconds, 1.5 minutes, and 5 minutes to do a
single estimation for a sample size of 500, 1000, and 2000 respectively. Since efficient
method of moments (EMM) is based on simulations, however, computationally it is
less efficient. Yu and Phillips (2001) tried to compare Gaussian estimation and EMM
while estimating a one-factor short-term interest rate model (Chan et al. (1992)) with
four parameters to be estimated, and only found that EMM procedure is numerically
unstable and it could lead to singularity crashes or long convergence time.
2.5 Empirical Results
We use two series of interest rates in this empirical study, including UK sterling
rate obtained from Datastream and US treasury-bill yields from McCulloch and Kwon
(1993). The UK sterling rate is the British sterling certs one month middle rate over
the period from March 1975 to December 2005 containing 370 monthly observations.
The US rate is the 3-month treasury-bill yield from December 1946 to February 1991
which was also used by Ahn et al. (2002). It has 531 monthly observations.
Table 2.6 reports the descriptive statistics for UK and US data, where all the data
are in percentage. The table displays the means, standard deviations, and first six
autocorrelations (ρ1 to ρ6) of monthly rate (ri(t)) and first order difference of monthly
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rate (∆ri(t)) for UK and US respectively, where i = 1 denotes UK data and i = 2
for US data. The augmented Dickey-Fuller (ADF) statistics with a 5 percent critical
value of −2.869 are also reported. T represents the number of observations while std
means standard deviation. The average level of UK sterling rate is 8.9924 percent
with a standard deviation of 3.7213 percent, while the US rate has an average of
5.1258 percent with a standard deviation of 3.2854 percent. The autocorrelations for
the level data are close to 1 and decrease slowly for both sequences, while those of
first differences are relatively small and are not systematically positive or negative,
which is also true for both data series. The ADF statistics do not reject the null
hypothesis of a unit root at 5 percent level for the two level data series.
Table 2.6 Summary Statistics
Variable T Mean Std ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ADF
r1(t) 370 8.9924 3.7213 0.98 0.96 0.93 0.91 0.89 0.87 -1.603
∆r1(t) 369 -0.0177 0.6776 0.09 0.13 -0.07 -0.05 0.04 -0.02 -11.440
r2(t) 531 5.1258 3.2854 0.98 0.97 0.95 0.93 0.92 0.91 -2.359
∆r2(t) 530 0.0108 0.5422 0.11 -0.07 -0.03 -0.08 0.01 -0.13 -20.552
In Table 2.7, we present the Gaussian estimation results from estimating the three-
factor quadratic interest rate model on two different data series. Specifically Table 2.7
displays Gaussian parameter estimates, standard errors of estimates, maximized log
likelihoods (LF), and S statistics of Box-Pierce type portmanteau test for a check on
dynamic specification of the model. The S statistics has a critical value of 42.557 at
5% significance with l = 29 for the null hypothesis of white noise residuals.
The results of estimation suggest that the lower bounds of interest rate are 2.31%
and 0.43% for UK and US rate respectively, which are reasonable for our empirical
data where the minimum are 3.3281% (UK) and 0.473% (US). However, in Ahn
et al. (2002), the EMM results suggest counterfactual lower bounds which are greater
than some observations in the earlier part of sample period. The estimates of ξ11,
ξ22, and ξ33, which measure the speed of reversion of state variables, imply that for
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Table 2.7 Gaussian Estimates of the Three-factor Quadratic Interest Rate Model
Parameter
UK Sterling Rate US T-bill Rate
Estimate Standard Error Estimate Standard Error
α 0.0231 (0.0017) 0.0043 (0.0013)
Ψ12 0.5299 (0.0075) -0.6515 (0.2848)
Ψ13 -0.4115 (0.0113) -0.3356 (0.0151)
Ψ23 1.0107 (0.0138) 2.0041 (0.0393)
ξ11 -2.1662 (0.0472) -2.2013 (0.0340)
ξ22 -0.8795 (0.0053) -0.8118 (0.0068)
ξ33 -1.1678 (0.0104) -1.4762 (0.0125)
c1 0.0967 (0.0016) 0.0512 (0.0060)
c2 0.1787 (0.0008) 0.0117 (0.0002)
c3 0.0988 (0.0011) 0.1499 (0.0004)
ρ12 -0.9872 (0.0075) 0.5295 (0.1791)
ρ13 -0.8284 (0.0317) 0.5131 (0.0266)




both UK and US data the three state variables adjust at a similar speed. For UK
data sequence, the first state variable is negatively correlated with the second and
third state variables, whereas the the second and third state variables are positively
correlated. (Note that the state variables of UK and US are not necessarily the
same.) This is consistent with the arguments of Ahn et al. (2002) that QTSMs
do not require positive correlations among all state variables when compared with
ATSMs. The estimation results also show strong interdependence among three state
variables either for UK data or for US data, which, as discussed above, could imply a
hump-shaped conditional variance. Finally note that the application of S-statistic for
the null hypothesis of white noise residuals is not rejected at the 5 percent significance
level for both data sequences.
Additional insight into the model estimation can be derived from analyzing how
the model match the important properties of data, such as hump-shaped dynamics.
Figure 2.2 and Figure 2.3 depict the performance of three-factor quadratic model
in matching conditional dynamics of UK and US data respectively. The solid lines
correspond to the estimates reported in Table 2.7, while the dashed lines are implied
by the data. These figures show that the estimated models match the conditional
dynamics of data very well.
2.6 Extension of Methodology Applicability
In the previous sections we show that in a three-factor quadratic model, the short
rate’s dynamics can be expressed as an ARMA model. Thus estimation of the para-
meters driving the short rate is reasonably straightforward. However, after Dai and
Singleton (2000) it has become clear that the most efficient and informative technique
is to view the cross section of interest rate jointly as a panel. By doing so one can
consistently estimate the parameters of factor dynamics along with the market price
of risk premium, which is important to compute bond prices. In this section we will
discuss how to extend the estimation procedure described previously to incorporate











































Figure 2.3 Matching Hump-shaped Condition Dynamics of US Data
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Ahn et al. (2002) showed that if we let V (t, τ) be the nominal price at time t of
a default-free bond which will pay $1 at the time t+ τ , we have
V (t, τ) = exp[A(τ) +B(τ)′Y (t) + Y (t)′C(τ)Y (t)], (2.6.1)
where A(τ) (scalar), B(τ) (n-dimensional vector), and C(τ) (n × n matrix) satisfy















B(τ)′ΣΣ′B(τ) +B(τ)′(µ− δ0)− α, (2.6.4)
where the definitions of δ0 and δ1 are as in Ahn et al. (2002). The necessary initial
conditions are
A(0) = B(0) = C(0) = 0. (2.6.5)




[− A(τ)−B(τ)′Y (t)− Y (t)′C(τ)Y (t)]. (2.6.6)
After we have numerically solved out the A(τ), B(τ), and C(τ), we can apply
appropriate lag operators to equation (2.6.6) to eliminate the state variables Y (t) in
a much similar way we do that to equation (2.2.3). The difference here is that for each
time point we have to do this for every maturity since we want to extract information
from a panel of yields. The construction of log-likelihood function is different but still
similar. If we assume independence among maturities we could multiply likelihood
functions for different maturities and find a set of parameters which can maximize
the resulting log-likelihood function.
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2.7 Conclusion
In this chapter we have developed a procedure for the Gaussian estimation of
a specific quadratic term structure model defined by Ahn et al. (2002), based on
Gaussian methods by Bergstrom (1983, 1985, 1986, 1990), and extended the methods
to handle the unobservable state variables following Bergstrom and Nowman (1999).
For the three-factor canonical form of QTSM, we derived its exact discrete model and
the exact Gaussian likelihood function in terms of discrete observations. Monte Carlo
simulations showed that the overall finite-sample performance of proposed estimation
method is satisfactory in terms of bias and MSE. Although some parameters have
relatively large sample bias, increase of sample size substantially reduces the finite-
sample bias. Compared with the EMM suggested by Ahn et al. (2002) our Gaussian
method is computationally more efficient since EMM is a simulation-based method.
We also applied the Gaussian method to UK and US interest rates, and found that the
quadratic term structure model is well specified for both rates in terms of S statistics
of Box-Pierce type test.
Moreover we found that the parameters of our model are all identifiable. Since the
three-factor canonical QTSM is specified such that the parameters can be identified
by EMM in Ahn et al. (2002), it could be possible for us to relax some restrictions
to identify more parameters by proposed Gaussian method. So an important line of
future research is to investigate the capability of Gaussian method of more parameter
identification. Besides, extending the estimation method in this chapter to extract




Securities by a Copula Function
Approach
3.1 Introduction
As an important capital market innovation, the mortgage-backed security (MBS)
and its derivatives have kept gaining popular acceptance and considerable analysis
by both investment bankers and academics since 1980s. An MBS is created in such
a way that all the payments made by mortgagors, except for the servicing fees, go to
the security investors. These payments are usually guaranteed against default risk by
government agencies such as Government National Mortgage Association (GNMA)
or government-sponsored enterprises such as Fannie Mae.
However, despite its history over two decades the valuation of MBS still is not
completely resolved mainly because of the mortgagors’ prepayment behaviors. The
mortgagors are granted the options to prepay any portion of the outstanding mort-
gage principal at any time before maturity, which incurs uncertain future cash flows
for the MBS investors. And mortgagors do not prepay according to an optimal and
value-maximizing call policy, e.g., some mortgagors do not call their loans when the
mortgage rate exceeds the prevailing refinancing rate as pointed out by Schwartz and
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Torous (1989). Besides prepayment also occurs due to non-economic incentives of
the borrowers such as job change, family problems, etc. These facts make prepay-
ment behavior difficult to model because the detailed demographic information of the
mortgagors in a specific mortgage pool is usually unavailable to investors.
In the early attempts of Dunn and McConnell (1981a,b), prepayment was regarded
as a call option in a continuous-time setting and treated homogeneously in one spec-
ified pool. Hence the so-called burnout phenomenon was not treated. The burnout
phenomenon means that the mortgage pool burns out after the financial market goes
through the first declining period of interest rate lower than the mortgage rate since
the origination of the mortgage. Then those mortgagors who are sensitive to interest
rate prepay according to the optimal strategy and those who still stay in the pool are
insensitive to interest rate movement. This gives rise to the heterogeneity about the
rational or irrational behavior of individual mortgagor’s prepayment. Following the
method of Dunn and McConnell (1981a,b), Timmis (1985), Dunn and Spatt (1986),
and Johnston and van Drunen (1988) introduced some frictional factors such as cost
and lag against prepayment, but the prepayment behavior was basically still treated
homogeneously. Schwartz and Torous (1989) empirically modeled the prepayment as
a function of exogenous or explanatory variables in a regression model, and this typi-
cal approach to fit the observed prepayment data included the burnout phenomenon.
To model the heterogeneity comprehensively, an appropriate method is to intro-
duce a stopping time of the principal payment for different mortgagors, as in Duffie
and Gaˆrleanu (2001) for the valuation of the collateralized debt obligations. However,
the mortgage pool consists of too many loans compared with those of collateralized
debt obligations and the data are not readily available. Stanton (1995) proposed a
parsimonious model where the refinancing cost of a mortgage pool that determines
the time of prepayment of each mortgagor was assumed to follow certain distribution.
Although we have good priors about the underlying factors that drive prepayment,
the parametric forms of functional relationship between these underlying prepayment
incentives and prepayment behaviors are unknown. Researchers proposed to directly
estimate the prepayment probability which can be described by a survival function.
The proportional hazard model introduced by Cox and Oakes (1984) proves to be
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a convenient framework to model prepayment behavior, and it can also incorporate
other competing risks except for prepayment, such as default. Deng et al. (2000) em-
ployed a proportional hazard framework to present a unified model of competing risks
of prepayment and default, and analyzed these competing risks empirically by a large
sample of individual loan data maintained by Freddie Mac. Unobserved heterogeneity
was incorporated as well and found to be an important factor explaining borrowers’
prepayment behaviors. Jegadeesh and Ju (2000) reformulated the likelihood function
and estimated the prepayment model by a non-parametric method. They showed
that the relationship between prepayment triggers (mortgage age, ratio of mortgage
rate and prevailing interest rate, and expected and unexpected burnouts) and pre-
payment probability is highly nonlinear, which makes it difficult to be captured by
parametric functions. Recently Kau et al. (2004) specified the two baseline hazard
rates of prepayment and default as CIR processes and used a particle filter technique
to estimate this state-space model. With the estimation of a two-state term structure
these authors then compared the actual and predicted mortgage values in order to
infer the risk-adjusted processes.
Besides these empirical pricing literatures, an alternative approach is to impose
some parametric restrictions on the relationship between underlying prepayment and
default triggers and borrowers’ prepayment and default behavior in order to find a
tractable function for mortgage valuation. Kariya and Kobayashi (2000) developed
a one-factor valuation model that has the capacity to describe the burnout effect of
prepayment via a no-arbitrage argument in a discrete time setting. Their framework
directly embedded the heterogeneity of prepayment behavior into the pattern of the
periodic cash flows, where they assumed that the interest rate is the only trigger of
prepayment when it first hits a threshold level that is taken to be a random variable
with some probability distribution over the mortgage pool. Also they assumed that
the mortgage rate is a linear function of the interest rate which discounts the cash
flows of an MBS. The scheme devised as such can successfully model heterogeneity
of prepayment incentives of mortgagors. Furthermore Kariya and Kobayashi (2000)
studied the effect of the mean level of interest rate on the price of an MBS and provided
an estimation procedure for unknown parameters based on the observed prepayment
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history. However, the simple linear linkage between mortgage rate and short-term
interest rate doesn’t have firm empirical basis as discussed by Kariya et al. (2002).
Hence it is important to distinguish these two different interest rates and let them
follow their own random process. Moreover the technique of Kariya and Kobayashi
(2000) is not easily implementable without any computational complication because
it involves time-consuming Monte Carlo simulation to estimate the first hitting time
probability and discount the cash flows.
The framework of Kariya and Kobayashi (2000) was extended by Nakamura (2001)
to continuous time. Nakamura (2001) provided an alternative semi-analytic valuation
methodology by numerically solving the integral equation with respect to the first
hitting time density for a flat/curved boundary of prepayment-triggering threshold
and applying an appropriate change-of-measure technique. Nakamura (2001) also
incorporated one more uncertainty such as a stochastic long run average interest
rate which leads to a stochastic boundary of prepayment threshold. This further
extension makes the model a two-dimensional Markov process and one has to solve a
more complicated integral equation to calculate the first hitting time density. Besides
the prepayment risk, the default risk was introduced as well and a family of integral
equations that the joint probability densities of the two stopping times of these two
risks should satisfy was derived. Finally, the author commented on the derivation of
joint probability densities of multiple stopping times.
Another important extension of the model of Kariya and Kobayashi (2000) was
done by Kariya et al. (2002). They made a distinction between the mortgage rate
which defines the refinancing incentive factor and short-term interest rate which is
used for discounting the cash flows of an MBS. And they argued that a significant
increase in equity value could cause the sale of the house in order to withdraw equity.
As a result, they added an equity factor as the second prepayment incentive factor
which is based on rising property values. Therefore, the heterogeneity of prepay-
ment behavior was treated as that of incentive thresholds for changes of mortgage
rates and property values, with certain probability distribution over mortgage pool.
Specifically, the thresholds for two prepayment incentives of different mortgagors were
assumed to follow a bivariate normal distribution. With the short-term interest rate
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as the discount rate, the three-factor structure of Kariya et al. (2002) generates the
prepayments of an mortgage pool and therefore the pattern of cash flows, and the
value of the MBS is ready to be evaluated. However, as in Kariya and Kobayashi
(2000), the model of Kariya et al. (2002) also has to resort to Monte Carlo simula-
tion to estimate the first hitting time density, which makes the value calculation and
model calibration laden with computational difficulty.
The purpose of this chapter is to provide an alternative method to compute the
joint probability density of first hitting times other than the one used in Nakamura
(2001), namely, the copula function approach. The copula function used in multivari-
ate statistics has presented itself as an attractive tool to model dependence and to
specify the joint density of different first hitting times. With the origin in probability
and statistics, the copula functions allow us to link different prepayment times via a
large number of multivariate models and to build our prepayment model in such a
way that it can highlight dependence instead of just correlation.
Typically, when one has sufficient information on the marginal distributions but
not much on the aggregate, copula functions can be introduced to specify joint dis-
tribution. Usually credit derivatives are such kind of products where one has good
information on the individual’s survival probabilities but the dependence and aggre-
gate behavior is unknown. In financial literature, Li (2000) used copula functions to
study default correlation and valued some credit derivatives, such as credit default
swaps and first-to-default contracts. Giesecke (2003) also considered copula functions
to find joint default probability of different firms in credit risk modeling. MBS is fun-
damentally different from credit derivatives, because almost no information on the
mortgagors is known and a lot is known on the mortgage pool as a whole. We shall
look at all mortgagors at aggregate level. If we consider a single prepayment/default
trigger we can specify the underlying process and its dynamics. However, the de-
pendence across multi-triggers of prepayment/default remains unknown. This could
be seen as a commonality between MBS and credit derivatives and it provides an
opportunity to the application of copula functions. In this research, to be more spe-
cific, we will explore the application of three popular copula functions, the Clayton
copula, Gaussian copula, and t-copula, in the construction of joint probability distri-
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bution of first hitting times incurred by different prepayment triggers with underlying
processes. With the joint distribution we could evaluate the present values of cash
flows at every month and compute MBS price. The copula approach provides a semi-
analytical valuation framework for MBS and enables us to easily incorporate more
prepayment triggering elements or other competing risks. Besides the examination
of copula’s applicability and flexibility in MBS valuation, we also check the possible
model risks due to copula choice and parameter specification.
There are several significant features that make our method different from oth-
ers. First, instead of specifying and estimating hazard rate process directly and de-
termining the relationship between underlying prepayment triggers and prepayment
behaviors empirically from the data, we impose some reasonable restrictions on this
relationship in order to come up with a tractable functional form for MBS valuation.
Secondly, as we argue below, copula function is a flexible tool in modeling dependence
and makes our functional form analytically tractable. This also simplifies the model
calibration. Finally, under the copula function framework we can easily incorporate
other prepayment trigger events and competing risks such as default.
The rest of this chapter is organized as follows. In the next section we intro-
duce survival probability of a pass-through security and describe the typical cash
flows generated by this security with prepayment. We will make assumptions about
prepayment boundary, specify underlying processes and compute first hitting time
densities for prepayment triggers in section 3. The concept of copulas, their basic
properties and a few copula examples will be introduced in the following section. A
preliminary comparison of different copulas will also be provided in this section. In
section 5 we will give numerical experiments to examine the applicability and effi-
ciency of copula in MBS valuation and discuss some possible model risks. We make
some concluding remarks in last section.
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3.2 Cash Flow Functions of an MBS with Prepay-
ment
The framework of our model is outlined in this section. We give the description
of the typical cash flows from a pass-through security as an MBS, where defaults are
protected by a guaranty institution. To begin, we introduce a stopping time or first
hitting time τ p to denote the time-until-prepayment, also known as survival time,
which is the length of time before prepayment is triggered by some latent variables
for the first time. When there are several prepayment triggers which lead to different
first hitting times, τ p would be the minimum of them. This stopping time turns out
to be the building block for the valuation of MBS. In continuous models where time
scale is in terms of years, we have, for an MBS with maturity of N months, the
distribution function of prepayment time
F (t) = P (τ p ≤ t), (3.2.1)
and survival probability function
Q(t) = 1− F (t) = P (τ p > t). (3.2.2)
where t ≥ 0. At the origination of MBS, we have F (0) = 0 and Q(0) = 1. The
survival function Q(t) gives the probability that the mortgagor won’t prepay at least
before t. Furthermore we could define the probability that a mortgagor will prepay
during the next t years after the MBS has survived for x years
qx(t) = P (τ
p − x ≤ t|τ p > x). (3.2.3)
Similarly we have
px(t) = 1− qx(t) = P (τ p − x > t|τ p > x), (3.2.4)
which means after no prepayment for x years, there will be at least t years without
prepayment. Besides distribution function F (t) and survival functionQ(t), the hazard
rate function is also used to give instantaneous prepayment probability
h(t) =
F ′(t)









and we also have




− R t0 h(s+x)ds. (3.2.8)
Since the monthly payment only takes place at the end of each month, we only
need to compute the survival probability at finite discrete time points. Therefore
we first measure the prepayment of each month by single monthly mortality (SMM),
which is calculated as the prepayment for a specific month divided by the difference
between the mortgage balance at the beginning of that month and scheduled principle
payment. Then by defining the time scale as the number of periods we could express




(1− SMMpi ), (3.2.9)
where
SMMpn = 1−
P (τ p > tn)




and tn denotes the time period from 0 to n-th month in terms of years with n =
1, 2, ..., N .
Now we are ready to give typical cash flows functions from an MBS which is
based on fixed mortgage rate loans with equal monthly payment. We also assume
that there’s no partial prepayment. For convenience we shall use a notation similar
to that of Nakamura (2001). We let R0 be the mortgage rate per annum when the
contract is signed, C the coupon rate per annum of the pass-through, and S the
servicing rate per annum. When no prepayment occurs, let MP , MBn, Pn, and In
be the constant monthly payment, remaining balance, monthly principal payment,
and monthly interest payment at month n respectively. And the notation with a
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bar above means their counterparts in the case with prepayment. Then for the no
prepayment case we have
MP =MB0 × R0/12× (1 +R0/12)
N
(1 +R0/12)N − 1 ,
MBn =MB0 × (1 +R0/12)
N − (1 +R0/12)n
(1 +R0/12)N − 1 ,
Pn =MBn−1 −MBn =MB0 × R0/12× (1 +R0/12)
n−1
(1 +R0/12)N − 1 ,
and
In = MBn−1 ×R0/12
= MB0 × R0/12× [(1 +R0/12)
N − (1 +R0/12)n−1]
(1 +R0/12)N − 1 .
With prepayment taken into account the monthly payment becomes
MP n =MBn−1 × R0/12× (1 +R0/12)
N−n+1
(1 +R0/12)N−n+1 − 1 =MPn ×Qn−1,
the expected interest part in the monthly payment is
In =MBn−1 ×R0/12 = In ×Qn−1,
the expected monthly principal payment is
P n =MP n − In =MBn−1 × R0/12
(1 +R0/12)N−n+1 − 1 = Pn ×Qn−1,
then the monthly prepayment is
PRn = (MBn−1 − P n)× SMMpn
= (MBn−1 − Pn)×Qn−1 × SMMpn.
and at the end of month n, the mortgage balance will be
MBn = MBn−1 − P n − PRn
= MBn ×Qn.
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Now the total cash flow of this MBS to investors at month n can be calculated by




= anQn + bnQn−1, (3.2.11)
where






Note that an and bn are known variables and the only unknown variable is survival
probability Qn which is a function of random variable τ
p.
To evaluate the price of MBS we can use the general no-arbitrage pricing theory
for a discrete time framework as in Kariya and Kobayashi (2000) to calculate the









− R tntm rsdsCF n], (3.2.12)
where E∗m[·] is the conditional expectation at m under a risk neutral measure, and
rs is the risk-free interest rate process which will be specified in next section. In this
research we focus on the present price of MBS at origin with m = 0.
3.3 First Hitting Time Density
Observe from (3.2.11) and (3.2.12) that a typical expectation in valuing MBS is
of the form
E∗0 [e
− R t0 rsdsQ(t)]. (3.3.1)
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To determine Q(t), which is governed by the first hitting time τ p, one could use
historical prepayment rate to reconstruct the hazard rate function. For example, if we





from which we obtain a piecewise constant hazard rate function by (3.2.7). Then we
could find the empirical Q(t) function.
Another alternative way is to specify the processes of possible incentives, which
would trigger the prepayment should the incentive levels reach or cross over the
mortgagor’s threshold for the first time. With the process of prepayment triggers we
could determine the dynamics of first hitting times and then evaluate the expectation
(3.3.1). Kariya and Kobayashi (2000) and Kariya et al. (2002) resorted to Monte
Carlo simulation to calculate (3.3.1), while Nakamura (2001) solved the problem by
approximating the Volterra type integral with respect to the joint density of first
hitting times. We, instead, calculate the marginal densities and distributions of first
hitting times for different prepayment triggers, and then use the well-developed copula
functions to build multivariate distribution function of different first hitting times,
which will lead us to the distribution of τ p.
More specifically, we incorporate two prepayment triggers, namely the short term
interest rate and property value, which makes our model a two-dimensional Markov
process. For the interest rate rt it is assumed that a mortgagor will prepay if rt
decreases to his/her incentive threshold for the first time. This means that after pre-
payment the mortgagor could refinance at a lower cost. We formulate the prepayment
condition as
τ1 = inf(t|rt ≤ k1), (3.3.2)
where k1 denotes the prepayment threshold which in general depends on time and
some other state variables and is assumed to be distributed with certain probability
distribution over mortgage pool. However, for simplicity we assume the distribution
of k1 is constant over time. Meanwhile, an equity factor such as property value
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could also act as a prepayment trigger. For example we assume Pt to be the average
price level for the houses in the mortgage pool, and once the house price increases to
certain level for the first time the mortgagor will prepay his/her outstanding mortgage
balance and possibly sell the mortgaged house. Here, we deal with the logarithm of
house price and formulate the prepayment condition in a similar fashion to (3.3.2)
τ2 = inf(t| logPt ≥ k2), (3.3.3)
where k2 is mortgagor’s boundary to sell the house and also follows some probability
distribution over mortgage pool. Although it’s appropriate for k2 to depend on time,
for simplicity we also assume its distribution is constant over time just as k1.
We introduce an important assumption about these two boundaries k1 and k2
which reflects the different incentive levels of prepayment of different individual mort-
gagors. It is known as the heterogeneity of mortgage pool that leads to burnout
phenomenon of prepayment pattern.
Assumption 3.3.1. The prepayment thresholds of mortgagors (k1, k2) can be approx-
imated by a bivariate normal distribution within a specific mortgagor pool.
This assumption means that we categorize the mortgagors into different subgroups
according to their prepayment thresholds and those thresholds of different subgroups
follow a bivariate normal distribution. Within the same subgroup, the mortgagors
have the same incentive level and our prepayment model will call these mortgagors
to prepay at time τ p = min(τ1, τ2). And, we could replace Q(t) of (3.3.1) by an
indicator function I{τp>t}. So it’s likely that when one mortgagor subgroup prepays,
other subgroups haven’t prepayed yet since their prepayment conditions may not be
triggered yet. Next we will specify the processes of interest rate and house price which
allow us to compute the distributions of τ1 and τ2.
First, let us consider a complete probability space (Ω,F , {Ft}0≤t≤T ,P), where T is
fixed as a strictly positive horizon time. {Ft}0≤t≤T is the P-completion of the filtration
generated by a two-dimensional Brownian motion B(t) = (B0(t), B1(t))
′ on (Ω,F ,P)
and Ft|0≤t≤T satisfies the usual conditions of right-continuity and completeness. Since
our model assumes that the prepayment behavior is fully driven by the interest rate
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and house price movements, the market is dynamically complete. We will introduce
our processes under a unique risk neutral measure P∗ since change of measure from
physical measure P to P∗ only changes the constant terms of drift in our case.
Under risk neutral measure P∗, the short-term interest rate follows a mean-
reversion Ornstein-Uhlenbeck (OU) processes described as follows
drt = (θ − κrt)dt+ σ0dB∗0(t), (3.3.4)
and the logarithm of house price pt = logPt solves the following equation if we assume
the house price is a geometric Brownian motion





where B∗(t) = (B∗0(t), B
∗
1(t))
′ is standard Brownian motion on the probability space
(Ω,F ,P∗).
Note that ρ is the correlation coefficient of the innovations of interest rate and










It is well known that with (3.3.4) a zero-coupon bond, that provides a payoff of
$1 at time T > t, has a price at time t
P (t, T ) = A(t, T )e−B(t,T )rt ,
where





A(t, T ) = exp
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φT (t) = (φT0 (t), 0)
′,
and
φT0 (t) = −σ0
dP (t, T )/drt
P (t, T )
= σ0B(t, T ).
Thus after the Girsanov transformationBT (t) = B∗(t)+
∫ t
0
φT (s)ds is a two-dimensional
Brownian motion under the T -forward measure QT . The interest rate process (3.3.4)
and house price process (3.3.5) become
drt = (θ − κrt − σ20B(t, T ))dt+ σ0dBT0 (t)







e−κ(T−t) − κrt)dt+ σ0dBT0 (t), (3.3.7)
and













1− ρ2dBT1 (t)). (3.3.8)
More importantly, under the T -forward measure QT we could split an expectation
like (3.3.1) as
E∗0 [e
− R T0 rsdsI{τp>T}] = E∗0 [e
− R T0 rsds]EQ
T
0 [I{τp>T}]
= P (0, T )EQ
T
0 [I{τp>T}]
= P (0, T )×QT (τ p > T ). (3.3.9)
To determine the distribution of τ p under forward measure QT we have to compute
the distributions of τ1 and τ2 first.
To simplify the notations we consider the following stochastic differential equation
which is essentially the same as (3.3.7)
drt = (ψ + αe
λt − λrt)dt+ σdBt. (3.3.10)
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We are interested in getting the density function of the hitting time when rt hits some
prespecified boundary k for the first time, simply put as τ = inf(t|rt = k). After a




, we have under probability measure Q
dr˜t = (α˜e















and the first hitting time becomes τ˜ = τ/σ2 = inf(t|r˜t = k˜). Then, we could use the
following theorem.
Theorem 3.3.1. If r˜t is a solution of (3.3.11) starting from r˜0, then the distribution
of the first hitting time of a level k˜ by r˜t can be characterized by the following density,
Q(τ˜ ∈ dt)/dt = exp (− α˜2
4λ˜
(e2λ˜t − 1) + α˜(eλ˜tk˜ − r˜0)− λ˜
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(k˜ −Xs)2ds)|Xt = 0
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, if k˜ < r˜0.
(3.3.12)
where Q∗ is an equivalent measure with Q, under which r˜t is a Q∗-Brownian motion,
and Xt is a three-dimensional Bessel bridge over [0, t] starting from |k˜−r˜0| and ending
with 0.
Proof. The proof is quite similar to that of Go¨ing-Jaeschke and Yor (2003) where r˜t
follows an Ornstein-Uhlenbeck process. Here we give a sketch of proof for k˜ > r˜0
case.
















Note that r˜t is a Q
∗-Brownian motion. Then we have




(e2λ˜t − 1) + α˜(eλ˜tk˜ − r˜0)− λ˜
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(e2λ˜t − 1) + α˜(eλ˜tk˜ − r˜0)− λ˜
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(k˜ −Xs)2ds)|Xt = 0
]
Q∗(τ˜ ∈ dt).
This completes the proof.
For the special case k˜ = 0, we have a simple expression for the expectation of












However for a general k˜ 6= 0, we have to resort to simulation techniques to compute
the functional of the three-dimensional Bessel bridge in (3.3.12).
Similarly, to find the distribution of τ2 we are interested in the distribution of
hitting time when zt, starting from z0, hits some boundary b, where zt solves a process
like
dzt = (µ+ αe
κt)dt+ σdBt, (3.3.13)
which is a simplified form of (3.3.8). We use the following theorem.
Theorem 3.3.2. If zt is a solution of (3.3.13), the distribution of the hitting time
when zt hits some prespecified level b (b > z0) for the first time, τ = inf(t|zt = b), can
be characterized by
Q(τ ≤ t) = 1− exp (− α˜2
4λ









































which is a functional of B˜t.
Proof. The proof is similar to the calculation of the first hitting time density of an
arithmetic Brownian motion by means of reflection principle and change of measure.
We provide a sketch of proof here.
Assuming (3.3.13) is under probability measure Q, we consider a Girsanov trans-




















(e2λt − 1)− µ˜α˜
λ










which is a Q∗-Brownian motion.
Define the running maximum of zt as
M zt = max
0≤s≤t
zs.
We have the distribution function of first hitting time τ as
Q(τ ≤ t) = 1−Q(τ > t)
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= 1− exp (− α˜2
4λ





























This completes the proof.
To compute the integral of (3.3.14) we have to resort to some numerical method
again such as Monte Carlo simulation.
So far we have specified the dynamics of two individual triggers: interest rate and
average (log) house price. All mortgagors prepay according to their own thresholds
and the dependence between prepayment behaviors (τ1 and τ2) is caused by the fact
that all prepayments are caused by the same two driving triggers. However, the cor-
relation between interest rate and average house price is not the dependence of τ1
and τ2, and we don’t have sufficient information for their dependence structure (joint
distribution function). Since the interest rate and house price are subject to the same
set of economic uncertainty, there exists some positive dependence between them, or
simply put ρ > 0, which means τ1 and τ2 are positively dependent. To introduce a
dependence structure into our prepayment model we have to specify a joint distribu-
tion of prepayment times with given marginal distributions. However, knowing joint
distribution of different random variables allows us to determine the marginal distrib-
utions and correlation matrix among them, but not vice versa. Statistically there are
77
many available techniques to specify a joint distribution function with given marginal
distributions and a correlation structure. In this research we use the well-developed
theory of copulas to build multivariate joint distribution function. With origins in
probability and statistics, copula function has been proven to be a mathematically
convenient and attractive approach in dealing with multivariate models. It also high-
lights dependence among random variables rather than correlation. We will give a
brief description of copula functions in next section.
3.4 Copula Function Based Dependence Modeling
Basically, a copula function is a function which links or couples different univariate
marginal distributions to their joint multivariate distribution. We give a definition
as follows. For a comprehensive introduction to copulas one could refer to Nelsen
(2006).
Definition 3.4.1. A d-dimensional copula is a function C with the following prop-
erties,
1. Its domain is [0, 1]d, and its range is [0, 1];
2. C(u1, u2, . . . , ud) is increasing in each argument ui, for all i = 1, 2, . . . , d.
3. C(1, . . . , 1, ui, 1, . . . , 1) = ui, for all i = 1, 2, . . . , d.







(−1)i1+i2+···+idC(u1i1 , u2i2 , . . . , udid) ≥ 0,
where uj1 = aj and uj2 = bj for all j = 1, 2, . . . , d.
For an easy interpretation, let’s consider an Rd-valued random vectorX = (X1, X2, . . . , Xd)
with respective marginal distribution functions Fi which is continuous and has inverse
F−1i . Then we have
P (X1 ≤ F−11 (x1), X2 ≤ F−12 (x2), . . . , Xd ≤ F−1d (xd))
= P (F1(X1) ≤ x1, F2(X2) ≤ x2, . . . , Fd(Xd) ≤ xd)
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= C(x1, x2, . . . , xd),
where the d-dimensional distribution function C is the copula of X. It has a domain
[0, 1]d and uniform marginal distribution functions. Furthermore given the copula C
of X we could also determine the distribution function of X by marginal distribution
functions Fi
P (X1 ≤ y1, X2 ≤ y2, . . . , Xd ≤ yd)
= P (F1(X1) ≤ F1(y1), F2(X2) ≤ F2(y2), . . . , Fd(Xd)) ≤ xd)
= C(F1(y1), F2(y2), . . . , Fd(yd)).
Under appropriate assumptions on the marginal distribution functions, Sklar’s
theorem shows that there is a one-to-one correspondence between the distribution of
X and the copula function C. This implies that the dependence structure of X can
be reconstructed from copula and marginal distribution functions.
Theorem 3.4.2. Sklar’s Theorem. Let F be a joint distribution function with
margins F1, F2, . . . , Fd. Then there exits a copula C : [0, 1]
d → [0, 1] such that for all
y1, y2, . . . , yd in the extended real line [−∞,+∞]
F (y1, y2, . . . , yd) = C(F1(y1), F2(y2), . . . , Fd(yd)). (3.4.1)
If the margins are continuous then C is unique; otherwise C is uniquely determined
on RanF1×RanF2× · · · ×RanFd, where RanFi is the range of Fi. Conversely, if C
is a copula function and F1, F2, . . . , Fd are distribution functions, the function defined
by (3.4.1) is a joint distribution function with margins F1, F2, . . . , Fd.
Thus, the copula C of random vector X is actually a transformation of the dis-
tribution of X, and it’s an invariant representation of dependence structure of the
margins in a unifying manner. For a specific X with known marginal distributions,
we have indeed many choices for C. Normally when one chooses a copula it should be
related to the question in discussion. Nevertheless, in literature the copula choice is
not so much based on reasoning as on mathematical convenience. We will introduce
three popular copula functions from different copula families which will be used to
79
construct the joint distribution of our two first hitting times, τ1 and τ2. So we only
focus on two-dimensional case.
The Bivariate Clayton copula, also known as Cook and Johnson copula or Pareto
copula, belongs to the one-parameter family of Archimedean copulas and has a simple
form as follows,
Cβ(u, v) = (u
−β + v−β − 1)−1/β. (3.4.2)
The Clayton copula is well defined for β > 0 and when β → 0 and β → +∞ it
converges to a product copula and comonotonicity respectively. Since it can describe
lower tail dependence, Clayton copula is popular for financial modeling such as actu-
arial science and credit risk management.
The Gaussian copula may have the widest application so far, and along with
popular t-copula they belong to elliptical copula family. These elliptical copulas are
defined as
CG(u, v) = ΦΣ(Φ
−1(u),Φ−1(v)), (3.4.3)





We can easily find that (3.4.3) is simply derived from a multivariate Gaussian distribu-
tion ΦΣ with mean zero and correlation matrix Σ by transforming the inverse margins
of standard normal distribution Φ. And (3.4.4) is constructed in the same way where a
multivariate centered t-distribution tν,Σ with ν degrees of freedom, correlation matrix
Σ, and marginal distribution tν is used. Note that the dependence of Gaussian copula
is completely determined by its covariance, but for other non-Gaussian distributions,
covariance matrix provides very limited information especially for the extreme value
dependence. So the t-copula becomes more appealing since at the cost of one extra
parameter ν we have a flexible copula family which includes Gaussian copula as a
special case and allows for tail dependence.
To compare the results among different choices of copula functions we need to
have a dependence measurement independent of marginal distributions. Here, we
base our comparisons on a common Kendall’s tau. So, the parameter β of (3.4.2),
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which determines the dependence strength of Clayton copula, will be chosen such
that Kendall’s tau for Clayton copula is the same as those of elliptical copulas. From










where ρuv is the linear correlation coefficient of u and v.
After the choice of copula functions, we have to compute the pairwise correlation of
the first hitting times due to two prepayment triggers. If we have detailed knowledge
of specific individuals of the mortgage pool, we can obtain the correlation of two
discrete prepayment events. However, since the detailed knowledge of mortgage pool
is not readily available we use the CreditMetrics™ asset correlation approach where
Gaussian copula is used with the asset correlation as the correlation parameter in
the copula function. Thus, to build the joint distribution of two prepayment times,
we let the correlation parameter of elliptical copulas equal to the correlation between
the innovations of short term interest rate and house price. We should note that this
correlation is not the correlation coefficient between two prepayment times which
is much smaller than that of innovations of interest rate and house price. Similar
remarks can also be found in Li (2000).
To illustrate the impact of the choice of copula on the valuation of MBS, we make
a simulation study to show different joint first hitting time distributions produced by
different copula functions such as Clayton copula, Gaussian copula and t-copula with
4, 8 and 20 degrees of freedom. This is only a preliminary comparison, and more
detailed ones will be provided in the next section.
The input parameters are chosen such that they are close to real world values. For
interest rate process we have θ = 0.01, κ = 0.2, and σ0 = 0.02, and for house price
process we set µ = 0.05− 1
2
× 0.22 = 0.03 and σ1 = 0.2 since it is assumed to follow
a geometric Brownian motion. The innovations of these two processes are correlated
with a coefficient of ρ = 0.6. We let initial values r0 = 0.06 and p0 = log 100. The two
81
boundaries are set to be 0.04 and log 200 respectively, which means the prepayment
will be triggered when decrease of interest rate is more than 0.02 or increase of house
price is more than 100 whichever happens earlier. We consider a 30-year MBS with
monthly payment arrangement. Note that the Kendall’s tau of elliptical copulas is
τ(u, v) = 0.4097 and to make sure this is equal to that of Clayton copula, dependence
parameter β is calculated as β = 2τ(u, v)/(1− τ(u, v)) = 1.3879.
Figure 3.1 Clayton Copula Based Joint Distribution Function
Figure 3.1 to Figure 3.5 show the joint distribution of τ1 and τ2. Recall that from
(3.2.2) we can express the survival probability as
Q(t) = P (τ p > t)
= P (min(τ1, τ2) > t)
= P (τ1 > t, τ2 > t)
= 1− P (τ1 ≤ t)− P (τ2 ≤ t) + P (τ1 ≤ t, τ2 ≤ t). (3.4.7)
We observe from Figure 3.1 to Figure 3.5 that based on Clayton copula it appears that
mortgagors are the least likely to prepay, especially when it’s near the termination of
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Figure 3.2 Gaussian Copula Based Joint Distribution Function
Figure 3.3 t4-Copula Based Joint Distribution Function with 4 degrees of freedom
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Figure 3.4 t8-Copula Based Joint Distribution Function with 8 degrees of freedom
Figure 3.5 t20-Copula Based Joint Distribution Function with 20 degrees of freedom
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contract the cumulative survival rate is about 0.2 higher than those based on elliptical
copulas. In other words, from modeling perspective it’s easier for a mortgage contract
to survive if we assume Clayton copula rather than Gaussian or t-copulas. More
detailed analysis of MBS price sensitivity to copula choice can be found in following
section.
3.5 Numerical Experiments
For our baseline model we consider a 30-year MBS with a $100 face value and 7%
mortgage rate per annum which consists of 6.5% coupon rate per annum and 0.5%
servicing fee. Payments are made every month with N = 360. From Assumption 3.3.1
we embed heterogeneity into our model by dividing the mortgage pool into q = 10
subgroups according to the bivariate normal distribution of the two thresholds. The
average boundary for interest rate and the average difference between spot log house
price and initial log house price are set to be µb1 = 0.02 and µb2 = 0.7 respectively.
Their standard deviations are σb1 = µb1/3 and σb2 = µb2/3 with correlation coefficient
ρb = 0.5 as assumed in Kariya et al. (2002). Then we divide our mortgage pool into
subgroups in the following way
qη1 = µb1 + 3σb1,
and
qη2 = µb2 + 3σb2.
where η1 and η2 are the division width of each subgroup in terms of interest rate
boundary and log house price boundary. Thus the mortgagors in l-th subgroup will
prepay either when the interest rate drops below lη1 or when the gap between spot
log house price and initial log house price equals or goes over lη2, whichever happens
earlier. Since we assume the two boundaries follow a bivariate normal distribution
the weight of l-th subgroup out of the whole mortgage pool can be expressed by





















(l − 1)η1 − µb1
σb1
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Pbq = 1− ΦΣ
(
(q − 1)η1 − µb1
σb1
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where l = 2, 3, . . . , q − 1. With these, the equation (3.3.9) now becomes
E∗0 [e




T (τ pl > T ), (3.5.1)
where
τ pl = min(τ1l, τ1l),
τ1l = inf(t|rt ≤ lη1),
and
τ2l = inf(t| logPt − logP0 ≥ lη2).
For the interest rate process we assume the adjustment velocity to long term level
κ = 0.2, long term interest rate 0.06 with θ = 0.012, and the volatility parameter
σ0 = 0.04. The initial value is 0.05. For the house price process we set its drift 0.05,
its volatility σ1 = 0.2, which gives us µ = 0.05− 0.5 ∗ 0.22 = 0.03, and starting value
P0 = 100. Their innovations are correlated with ρ = 0.5.
Table 3.1 shows the main results calculated based on Clayton copula, Gaussian
copula and t-copula with 4, 8 and 20 degrees of freedom respectively. Besides the
results with parameter input for baseline model we also compute MBS price with
slight alternations of individual parameters. For comparison, we adopt the simulation
method proposed by Kariya et al. (2002) and calculate the MBS price with interest






























































































































































































































































































































































































































































































































The 2nd column gives the prices of MBS as a straight bond without prepayment,
the 3rd to 7th column give the prices based on different copulas, while the last column
gives the results of Monte Carlo simulation for 10, 000 times. The difference between
straight bond and MBS with prepayment reflects the compensation for the uncertain
future cash flows due to prepayment, also known as option adjusted spread. This
difference will increase when the forward rate curve becomes downward-shaped. We
notice that Clayton copula and Gaussian copula give very close prices for MBS, while
the prices based on t-copulas are a little smaller. When we increase the degrees of
freedom the prices given by t-copulas move towards those of Gaussian as expected
since when ν →∞, t-distribution converges to Gaussian distribution.
Either decrease of the mean of threshold for interest rate or increase of the mean
of threshold for house price could lead to relatively big rise of MBS price since the two
thresholds directly determine the time and amount of prepayment. We also change
the volatilities of interest rate and house price to make them less or more volatile, and
we find that lower volatility of interest rate results in higher MBS price, but lower
volatility of house price lead to lower MBS price, which is unexpected. However, note
that we focus on the log house price process, and if we choose a lower volatility of
house price, we actually increase the mean of log house price to make it closer to
prepayment threshold. The effect of higher mean of log house price overrides that of
lower volatility, and overall we have a lower MBS price.
The effect of different correlation between innovations of interest rate and house
price is examined as well. And, we find a positive connection of MBS price and this
correlation coefficient. Since Clayton copula only allow positive dependence, we only
check the positive correlation between the innovations of interest rate and house price
themselves. As initial interest rate is above the threshold and initial house price is
below its threshold, only when they move in opposite direction there would be more
chances of prepayment and hence a lower MBS price. So, with a stronger positive
correlation, the interest rate and house price tend to move in the same direction.
When it is possible for one to hit the prepayment threshold, it’s not likely for another
one to trigger prepayment. Thus increase of correlation will increase the MBS price.
Figure 3.6 depicts the present values of cash flows of our baseline MBS model
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Figure 3.6 Present Values of Cash Flows of Baseline Model
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based on different copulas. What is remarkable is that different copula-based models
give almost the same monthly cash flows. This substantiates the joint distributions
compared in last section, where we find that except that Clayton copula has a little
bit higher joint probability Gaussian and t-copulas show close probability values.
Our three choices of copulas present convergent final results although they couple
marginal distributions in different ways. Another thing to note is that at earlier
stages of MBS contract, the cash flow from prepayment overwhelms that of straight
bond, and after the surge of prepayment cash flow smooths out rapidly. This is
because those mortgagors who are sensitive to drop in interest rate or rise in house
price prepay immediately when the thresholds are hit, and those who are insensitive
stay in the mortgage pool and pay their mortgages according to the contract.
To investigate the price sensitivity of MBS to initial interest rate, or the duration of
MBS, we change the value of r0 to observe the behavior of MBS price. Figure 3.7 shows
how MBS price moves when r0 and interest rate threshold distribution (characterized
by µb1 and σb1) have a parallel shift, while in Figure 3.8 we fix the prepayment
threshold distribution against the shift of r0, where with fixed µb1 and σb1, threshold
only changes within a certain range.
Both figures give positive duration of MBS like the straight bond as one might
expect. In Figure 3.7, we also find a negative convexity in the middle range of r0
whereas in the lower and upper range of r0 positive convexity is observed. This is
consistent with Nakamura (2001). However, when we fix the threshold distribution
against moving r0, only negative convexity can be observed in the whole range of
r0. And, negative duration is not found as in Nakamura (2001) which is only a
typical feature of severely default-risky fixed income securities. Note that different
copula-based models give consistent observations about duration and convexity.
To measure the price sensitivity of an MBS contract with specific parameter con-
stellation to different copula choice, or the risk of erroneous model and model misspec-
ification, we use the Gaussian-copula-based price to divide the prices of alternative
copulas-based MBS models. More specifically, we use our baseline model parameter
inputs with a varying ρ, and for each fixed ρ we record the price ratio of different
copula-based price over the one calculated from Gaussian copula based model.
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Figure 3.7 MBS Price Sensitivity to Initial Interest Rate with a Moving Threshold
Distribution
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Figure 3.8 MBS Price Sensitivity to Initial Interest Rate with a Fixed Threshold
Distribution
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Figure 3.9 MBS Price Sensitivity to Copula Choice I
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Figure 3.9 illustrates that with the increase of innovation correlation ρ, the dis-
crepancy between Gaussian copula price and other copula prices gets smaller and
smaller. Since t-copula has a lower survival probability for τ1 and τ2, it gives rela-
tively low price for MBS. As ν → ∞, t-distribution approaches normal distribution
the price, and difference between t-copula and Gaussian copula tends to shrink as
expected. Consistent with Table 3.1, we find no firm evidence for a systematic price
discrepancy between Gaussian copula and Clayton copula. As for the model choice,
i.e. model misspecification, Figure 3.9 implies that if the true copula were a Gaussian
copula but a Clayton copula were presumed instead, the price would not deviate from
the true value. But if a t-copula were used, only with higher degrees of freedom and
higher value of correlation ρ, the price difference would be sizable.
Figure 3.10 shows a similar scenario where we assume the Clayton copula is the
true copula. If a copula other than Clayton copula were used, we could draw the
same conclusions as we did above based on Figure 3.9.
For a comprehensive study of model risk of copula choice we have to examine the
impact of copula choice on a large number of possible parameters and different MBS
contracts. We have to scrutinize how the price will differ if we choose a different
copula for a specific parameter set and contract.
Another source of model misspecification is the choice of dependence parameter
in our copula functions. Recall that we use the correlation coefficient of innovations
of interest rate and house price as the dependence parameter of the two prepayment
times τ1 and τ2. However, this is not the correlation between τ1 and τ2, and the true
value should be much smaller than the innovation correlation. Li (2000) used asset
correlation as a substitute of the correlation of survival times of default derivatives
as in CreditMetrics™. We could also use the correlation between interest rate and
house price themselves as the correlation of prepayment times in copula functions.
To study this source of model risk, we compute the corresponding ρ0 from (3.3.6) for
each ρ and calculate corresponding MBS price based on ρ0. Then for each ρ we have a
corresponding price ratio of the price calculated from ρ0 over the price calculated from
ρ, which is plotted in Figure 3.11. Also note that for our baseline model parameter
ρ0 < ρ and it is a decreasing function of time t.
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Figure 3.10 MBS Price Sensitivity to Copula Choice II
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Figure 3.11 MBS Price Comparison with Different Dependence Parameter
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As Figure 3.11 shows, if the true dependence parameter were the correlation co-
efficient between interest rate and house price and we used innovation correlation
ρ (> ρ0) instead, all the MBS prices based on different copulas would have been
underpriced. Furthermore, the discrepancy between true value and underpriced one
is an increasing function of ρ. In other words, we must be very careful about the
choice of copula dependence parameter. If we can’t obtain the parameter from past
empirical information, the innovation correlation or underlying asset correlation are
readily available substitutes.
3.6 Concluding Remarks
In this chapter, we develop an alternative method to Nakamura (2001) and provide
a semi-analytical valuation model of MBS by exploring the application of copula func-
tions in constructing the joint distribution of first hitting times. Instead of piecewise
approximation of the joint probability of prepayment times or Monte Carlo simulation
of underlying assets, we propose to use appropriate copula functions to build the joint
distribution of the first hitting times due to multiple prepayment triggers, because
copula function approach has established itself as a practical and convenient way to
deal with dependence relationship. The concept of copulas, their basic properties and
some popularly used copula functions are introduced.
In our case, we specify two possible prepayment triggers, interest rate and house
price. With the underlying processes of interest rate and house price we derive the
first hitting time distributions separately which are actually marginal distributions of
overall prepayment time. Then we resort to copulas to construct joint probability dis-
tribution from each marginal distribution. Numerical experiments show that different
copulas give similar results about MBS price to those given by simulation. They are
capable of exhibiting the characteristic features of MBS such as monthly cash flows
and duration. We also check some possible sources of model risk. It turns out that
no systematic pattern of prices given by Clayton copula and Gaussian copula can be
found while for t-copula with higher degree of freedom it can produce results conver-
gent to those of Gaussian copula. Another source of model risk is wrong specification
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of model parameter. We examine the MBS prices when we use correlation coefficient
of innovations between interest rate and house price as substitutes of dependence
parameter of copula, and find out that when innovation correlation increases, the two
sets of price may diverge.
Since our model can be easily extended to incorporate more prepayment triggers
or other competing risk such as default risk, we may face a possibly high jeopardy of
model risk. To reduce the potential model risk, i.e. which copula to choose, we have
to have a deeper insight into the underlying dependence structure of the data and
come up with goodness-of-fit tests for copulas.
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