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Abstract
Some fractional Newton methods have been proposed in order to find roots of nonlinear equations using
fractional derivatives. In this paper we introduce a fractional Newton method with order α + 1 and compare
with another fractional Newton method with order 2α. We also introduce a fractional Traub method with order
2α + 1 and compare with its first step (fractional Newton method with order α+ 1). Some tests and analysis
of the dependence on the initial estimations are made for each case.
Keywords: Nonlinear equations, fractional derivatives, Newton’s method, Traub’s method, convergence,
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1 Introduction
In this section we introduce some conepts related with fractional calculus, and a fractional Newton method recently
proposed with Caputo and Riemann-Liouville derivatives.
Caputo fractional derivative of a function f(x) of order α > 0, a, α, x ∈ R is defined as
cDαa f(x) =


1
Γ(m− α)
∫ x
a
df (m)(t)
dt(m)
dt
(x− t)α+1−m
, m− 1 < α ≤ m ∈ N,
df (m)(t)
dt(m)
, α = m ∈ N.
(1)
The Caputo derivative holds the propery of nonfractional derivative, cDαaC = 0, being C a constant, as we can see
in [1]. We will be using m = 1 in this paper.
The following theorem provides a Taylor power serie of f(x) with Caputo Derivative.
Theorem 1 (Theorem 3, [2]). Let us suppose that cDjαa f(x) ∈ C([a, b]) for j = 1, 2, . . . , n + 1 where α ∈ (0, 1],
then we have
f(x) =
n∑
i=0
cDiαa f(a)
(x − a)iα
Γ(iα+ 1)
+ cD(n+1)αf(ξ)
(x − a)(n+1)α
Γ((n+ 1)α+ 1)
, (2)
with a ≤ ξ ≤ x, for all x ∈ (a, b] where cDnαa = cD
α
a · cD
α
a · · · cD
α
a (n times).
A fractional Newton method with Caputo derivative has been proposed in [3], as shown in the following iterative
expression:
xk+1 = xk − Γ(α+ 1)
f(xk)
cDαx¯f(xk)
, k = 0, 1, 2, . . . (3)
with Γ(α+ 1) as a damping parameter. Let us denote this method CFN1.
Riemann-Liouville fractional derivative of first kind of f(x) with order α, 0 < α ≤ 1, is defined as
Dαa+f(x) =


1
Γ(1− α)
d
dx
∫ x
a
f(t)
(x− t)α
dt, 0 < α < 1,
df(t)
dt
, α = 1.
(4)
1
The Riemann-Liouville derivative does not hold the propery of nonfractional derivative, Dαa+C 6= 0, being C a
constant.
The following theorem provides a Taylor power serie of f(x) with Riemann-Liouville Derivative (see [4]).
Theorem 2 (Proposition 3.1, [5]). Let us assume the continuous funtion f : R −→ R has fractional derivatives of
order kα, for any positive integer k and any α, 0 < α ≤ 1, then the following equality holds,
f(x+ h) =
+∞∑
k=0
hαk
Γ(αk + 1)
Dαka+f(x), (5)
where Dαka+f(x) is the Riemann-Liouville derivative of order αk of f(x).
Another fractional Newton method was proposed in [3] with Riemann-Liouville derivative, as shown in the
following iterative expression:
xk+1 = xk − Γ(α+ 1)
f(xk)
Dαa+f(xk)
, k = 0, 1, 2, . . . (6)
with Γ(α+ 1) as a damping parameter. Let us denote this method R-LFN1.
Now we introduce the design of a fractional Newton method with Caputo derivative and without damping param-
eter, as shown in the next subsection. Let us denote this method CFN2.
2 Convergence analysis
2.1 Newton method with Caputo derivative
Theorem 3. Let the continuous function f : D ⊆ R −→ R has fractional derivative with order kα, for any positive
integer k and any α ∈ (0, 1], in the interval D containing the zero x¯ of f(x). Let us suppose cDαx¯f(x) is continuous
and not null at x¯. If an initial approximation x0 is sufficiently close to x¯, then the local convergence order of the
fractional Newton method of Caputo type
xk+1 = xk −
(
Γ(α+ 1)
f(xk)
cDαx¯f(xk)
)1/α
, k = 0, 1, 2, . . . (7)
is at least α+ 1, being 0 < α ≤ 1, and the error equation is
ek+1 =
Γ(2α+ 1)− (Γ(α+ 1))2
α(Γ(α + 1))2
C2e
α+1
k +O
(
e2α+1k
)
.
Proof. The Taylor expansion of f(x) and its Caputo-derivative at xk around x¯ can be expressed by
f(xk) =
cDαx¯f(x¯)
Γ(α+ 1)
[
eαk + C2e
2α
k + C3e
3α
k
]
+O
(
e4αk
)
and
cDαx¯f(xk) =
cDαx¯ f(x¯)
Γ(α+ 1)
[
Γ(α+ 1) +
Γ(2α+ 1)
Γ(α+ 1)
C2e
α
k +
Γ(3α+ 1)
Γ(2α+ 1)
C3e
2α
k
]
+O
(
e3αk
)
being Cj =
Γ(α+ 1)
Γ(jα+ 1)
cDjαx¯ f(xk)
cDαx¯f(xk)
for j ≥ 2.
The quotient
f(xk)
cDαx¯f(xk)
can be calculated as
f(xk)
cDαx¯ f(xk)
=
1
Γ(α+ 1)
eαk +
(Γ(α+ 1))2 − Γ(2α+ 1)
(Γ(α+ 1))3
C2e
2α
k + O
(
e3αk
)
,
that multiplying by Γ(α+ 1) results
Γ(α+ 1)
f(xk)
cDαx¯f(xk)
= eαk +
(Γ(α+ 1))2 − Γ(2α+ 1)
(Γ(α+ 1))2
C2e
2α
k +O
(
e3αk
)
.
2
The expansion of Newton’s binomial for fractional powers is given by
(x+ y)r =
N∑
k=0
(
r
k
)
xr−kyk, k,N ∈ {0} ∪ N,
where the generalized binomial coefficient is (see [6])
(
r
k
)
=
Γ(r + 1)
k!Γ(r − k + 1)
, k ∈ {0} ∪ N.
Thus,
(
Γ(α + 1)
f(xk)
cDαx¯f(xk)
)1/α
=
(
eαk +
(Γ(α+ 1))2 − Γ(2α+ 1)
(Γ(α+ 1))2
C2e
2α
k
)1/α
= ek +
Γ(α+ 1)
1!Γ(α)
e1−αk
(Γ(α+ 1))2 − Γ(2α+ 1)
(Γ(α+ 1))2
C2e
2α
k +O
(
e2α+1k
)
.
As Γ(1/α+ 1) =
1
α
Γ(1/α), so simplifying
(
Γ(α+ 1)
f(xk)
cDαx¯f(xk)
)1/α
= ek +
(Γ(α+ 1))2 − Γ(2α+ 1)
α(Γ(α+ 1))2
C2e
α+1
k +O
(
e2α+1k
)
.
Let xk+1 = ek+1 + x¯ and xk = ek + x¯.
ek+1 + x¯ = ek + x¯− ek +
Γ(2α+ 1)− (Γ(α + 1))2
α(Γ(α + 1))2
C2e
α+1
k +O
(
e2α+1k
)
.
Therefore
ek+1 =
Γ(2α+ 1)− (Γ(α+ 1))2
α(Γ(α + 1))2
C2e
α+1
k +O
(
e2α+1k
)
.
In the next subsection we introduce the design of a fractional Newton method with Riemann-Liouville derivative
and without damping parameter. Let us denote this method R-LFN2.
2.2 Newton method with Riemann-Liouville derivative
Theorem 4. Let the continuous function f : D ⊆ R −→ R has fractional derivative with order kα, for any positive
integer k and any α ∈ (0, 1], in the interval D containing the zero x¯ of f(x). Let us suppose Dαka+f(x) is continuous
and nonsingular at x¯. If an initial approximation x0 is sufficiently close to x¯, then the local convergence order of
the fractional Newton method of Riemann-Liouville type
xk+1 = xk −
(
Γ(α+ 1)
f(xk)
Dαka+f(xk)
)1/α
, k = 0, 1, 2, . . . (8)
is at least α+ 1, being 0 < α ≤ 1, and again the error equation is
ek+1 =
Γ(2α+ 1)− (Γ(α+ 1))2
α(Γ(α + 1))2
C2e
α+1
k +O
(
e2α+1k
)
.
Now we introduce the design of a fractional Traub method with Caputo derivative and without damping
parameter using CFN2 as first step, as shown in the next subsection. Let us denote this method CFT.
3
2.3 Traub method with Caputo derivative
Theorem 5. Let the continuous function f : D ⊆ R −→ R has fractional derivative with order kα, for any positive
integer k and any α ∈ (0, 1], in the interval D containing the zero x¯ of f(x). Let us suppose cDαx¯f(x) is continuous
and not null at x¯. If an initial approximation x0 is sufficiently close to x¯, then the local convergence order of the
fractional Traub method of Caputo type
xk+1 = yk −
(
Γ(α+ 1)
f(yk)
cDαx¯f(xk)
)1/α
, k = 0, 1, 2, . . . (9)
being
yk = xk −
(
Γ(α+ 1)
f(xk)
cDαx¯f(xk)
)1/α
, k = 0, 1, 2, . . .
is at least 2α+ 1, being 0 < α ≤ 1, and the error equation is
ek+1 =
(
B
αA1−1/αCα−12
+
1
α
(
AΓ(2α+ 1)
(Γ(α + 1))2
−B
))
e2α+1k +O
(
e3α+1k
)
being
A =
(
Γ(2α+ 1)− (Γ(α+ 1))2
α(Γ(α + 1))2
)α
Cα2
and
B = α
(
Γ(2α+ 1)− (Γ(α+ 1))2
α(Γ(α + 1))2
)α−1
Cα−12(
1
α
(
Γ(3α+ 1)− Γ(2α+ 1)Γ(α+ 1)
Γ(2α+ 1)
C3 + Γ(2α+ 1)
(Γ(α+ 1))2 − Γ(2α+ 1)
(Γ(α + 1))3
C22
)
+
1
2α
(
1−
1
α
)(
((Γ(α+ 1))2 − Γ(2α+ 1))2
(Γ(α + 1))4
)
C22
)
.
Proof. The Taylor expansion of f(x) and its Caputo-derivative at xk around x¯ can be expressed by
f(xk) =
cDαx¯f(x¯)
Γ(α+ 1)
[
eαk + C2e
2α
k + C3e
3α
k + C4e
4α
k
]
+O
(
e5αk
)
and
cDαx¯f(xk) =
cDαx¯ f(x¯)
Γ(α+ 1)
[
Γ(α+ 1) +
Γ(2α+ 1)
Γ(α+ 1)
C2e
α
k
+
Γ(3α+ 1)
Γ(2α+ 1)
C3e
2α
k +
Γ(4α+ 1)
Γ(3α+ 1)
C4e
3α
k
]
+O
(
e4αk
)
being Cj =
Γ(α+ 1)
Γ(jα+ 1)
cDjαx¯ f(xk)
cDαx¯f(xk)
for j ≥ 2.
The quotient
f(xk)
cDαx¯f(xk)
can be calculated as
f(xk)
cDαx¯f(xk)
=
1
Γ(α+ 1)
eαk +
(Γ(α+ 1))2 − Γ(2α+ 1)
(Γ(α+ 1))3
C2e
2α
k
+
((
Γ(2α+ 1)Γ(α+ 1)− Γ(3α+ 1)
Γ(2α+ 1)Γ(α+ 1)
)
C3
−
Γ(2α+ 1)
Γ(α+ 1)
(
(Γ(α + 1))2 − Γ(2α+ 1)
(Γ(α + 1))3
)
C22
)
e3αk +O
(
e4αk
)
,
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that multiplying by Γ(α+ 1) results
Γ(α+ 1)
f(xk)
cDαx¯f(xk)
= eαk +
(Γ(α + 1))2 − Γ(2α+ 1)
(Γ(α + 1))2
C2e
2α
k
+
((
Γ(2α+ 1)Γ(α+ 1)− Γ(3α+ 1)
Γ(2α+ 1)
)
C3
−Γ(2α+ 1)
(
(Γ(α+ 1))2 − Γ(2α+ 1)
(Γ(α+ 1))3
)
C22
)
e3αk +O
(
e4αk
)
.
Raising this expression to the power 1/α:
(
Γ(α+ 1)
f(xk)
cDαx¯f(xk)
)1/α
= ek +
1
α
e1−αk
((
(Γ(α+ 1))2 − Γ(2α+ 1)
(Γ(α+ 1))2
C2e
2α
k
)
+
(
Γ(2α+ 1)Γ(α+ 1)− Γ(3α+ 1)
Γ(2α+ 1)
C3
−Γ(2α+ 1)
(Γ(α+ 1))2 − Γ(2α+ 1)
(Γ(α + 1))3
C22
)
e3αk
)
+
Γ(1/α+ 1)
2Γ(1/α− 1)
e1−2αk
(
(Γ(α + 1))2 − Γ(2α+ 1)
(Γ(α + 1))2
C2e
2α
k
)2
+O
(
e3α+1k
)
.
As Γ(1/α+ 1) =
1
α
Γ(1/α) =
1
α
(1/α− 1)Γ(1/α− 1), this implies that
Γ(1/α+ 1)
2Γ(1/α− 1)
=
1
2α
(
1
α
− 1
)
. Simplifying:
(
Γ(α+ 1)
f(xk)
cDαx¯f(xk)
)1/α
= ek +
(
(Γ(α+ 1))2 − Γ(2α+ 1)
α(Γ(α + 1))2
)
C2e
α+1
k
+
(
1
α
(
Γ(2α+ 1)Γ(α+ 1)− Γ(3α+ 1)
Γ(2α+ 1)
C3
+ Γ(2α+ 1)
Γ(2α+ 1)− (Γ(α+ 1))2
(Γ(α+ 1))3
C22
)
+
1
2α
(
1
α
− 1
)(
((Γ(α+ 1))2 − Γ(2α+ 1))2
(Γ(α + 1))4
)
C22
)
e2α+1k
+O
(
e3α+1k
)
.
Let ek = xk − x¯, we can say that
yk = x¯−
(
(Γ(α+ 1))2 − Γ(2α+ 1)
α(Γ(α + 1))2
)
C2e
α+1
k
−
(
1
α
(
Γ(2α+ 1)Γ(α+ 1)− Γ(3α+ 1)
Γ(2α+ 1)
C3
+ Γ(2α+ 1)
Γ(2α+ 1)− (Γ(α+ 1))2
(Γ(α+ 1))3
C22
)
+
1
2α
(
1
α
− 1
)(
((Γ(α+ 1))2 − Γ(2α+ 1))2
(Γ(α+ 1))4
)
C22
)
e2α+1k +O
(
e3α+1k
)
.
Let us evaluate f(yk):
f(yk) =
cDαx¯f(xk)
Γ(α+ 1)
[
(yk − x¯)
α + C2 (yk − x¯)
2α
]
+O
(
e3αk
)
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where
(yk − x¯)
α
=
((
Γ(2α+ 1)− (Γ(α + 1))2
α(Γ(α+ 1))2
)
C2e
α+1
k
+
(
1
α
(
Γ(3α+ 1)− Γ(2α+ 1)Γ(α+ 1)
Γ(2α+ 1)
C3
+ Γ(2α+ 1)
(Γ(α+ 1))2 − Γ(2α+ 1)
(Γ(α + 1))3
C22
)
+
1
2α
(
1−
1
α
)(
((Γ(α + 1))2 − Γ(2α+ 1))2
(Γ(α+ 1))4
)
C22
)
e2α+1k
)α
+O
(
eα
2+3α
k
)
=
(
Γ(2α+ 1)− (Γ(α+ 1))2
α(Γ(α+ 1))2
)α
Cα2 e
α2+α
k
+ α
(
Γ(2α+ 1)− (Γ(α + 1))2
α(Γ(α+ 1))2
)α−1
Cα−12 e
α2−1
k(
1
α
(
Γ(3α+ 1)− Γ(2α+ 1)Γ(α+ 1)
Γ(2α+ 1)
C3 + Γ(2α+ 1)
(Γ(α+ 1))2 − Γ(2α+ 1)
(Γ(α+ 1))3
C22
)
+
1
2α
(
1−
1
α
)(
((Γ(α + 1))2 − Γ(2α+ 1))2
(Γ(α+ 1))4
)
C22
)
e2α+1k +O
(
eα
2+3α
k
)
=
(
Γ(2α+ 1)− (Γ(α+ 1))2
α(Γ(α+ 1))2
)α
Cα2 e
α2+α
k
+ α
(
Γ(2α+ 1)− (Γ(α + 1))2
α(Γ(α+ 1))2
)α−1
Cα−12(
1
α
(
Γ(3α+ 1)− Γ(2α+ 1)Γ(α+ 1)
Γ(2α+ 1)
C3 + Γ(2α+ 1)
(Γ(α+ 1))2 − Γ(2α+ 1)
(Γ(α+ 1))3
C22
)
+
1
2α
(
1−
1
α
)(
((Γ(α + 1))2 − Γ(2α+ 1))2
(Γ(α+ 1))4
)
C22
)
eα
2+2α
k +O
(
eα
2+3α
k
)
.
We can see that α2 + 3α ≥ 3α for all α ∈ [0, 1]. It is also clear that if we choose the first element of expansion
C2 (yk − x¯)
2α will have order (α+ 1)2α = 2α2 + 2α ≥ 3α for all α ∈ [0.5, 1]. So,
f(yk) =
cDαx¯f(xk)
Γ(α+ 1)
[(
Γ(2α+ 1)− (Γ(α+ 1))2
α(Γ(α+ 1))2
)α
Cα2 e
α2+α
k
+ α
(
Γ(2α+ 1)− (Γ(α+ 1))2
α(Γ(α + 1))2
)α−1
Cα−12(
1
α
(
Γ(3α+ 1)− Γ(2α+ 1)Γ(α+ 1)
Γ(2α+ 1)
C3 + Γ(2α+ 1)
(Γ(α+ 1))2 − Γ(2α+ 1)
(Γ(α+ 1))3
C22
)
+
1
2α
(
1−
1
α
)(
((Γ(α+ 1))2 − Γ(2α+ 1))2
(Γ(α+ 1))4
)
C22
)
eα
2+2α
k
]
+O
(
eα
2+3α
k
)
.
Let us call
A =
(
Γ(2α+ 1)− (Γ(α+ 1))2
α(Γ(α + 1))2
)α
Cα2
and
B = α
(
Γ(2α+ 1)− (Γ(α+ 1))2
α(Γ(α + 1))2
)α−1
Cα−12(
1
α
(
Γ(3α+ 1)− Γ(2α+ 1)Γ(α+ 1)
Γ(2α+ 1)
C3 + Γ(2α+ 1)
(Γ(α+ 1))2 − Γ(2α+ 1)
(Γ(α + 1))3
C22
)
+
1
2α
(
1−
1
α
)(
((Γ(α+ 1))2 − Γ(2α+ 1))2
(Γ(α + 1))4
)
C22
)
,
6
then
f(yk) =
cDαx¯f(xk)
Γ(α+ 1)
[
Aeα
2+α
k +Be
α2+2α
k
]
+O
(
eα
2+3α
k
)
.
The quotient
f(yk)
cDαx¯f(xk)
results
f(yk)
cDαx¯f(xk)
=
Aeα
2+α
k
Γ(α+ 1)
+
1
Γ(α+ 1)
(
B −
AΓ(2α+ 1)
(Γ(α+ 1))2
)
eα
2+2α
k +O
(
eα
2+3α
k
)
,
that multiplying by Γ(α+ 1) results
Γ(α+ 1)
f(yk)
cDαx¯f(xk)
= Aeα
2+α
k +
(
B −
AΓ(2α+ 1)
(Γ(α+ 1))2
)
eα
2+2α
k + O
(
eα
2+3α
k
)
.
Raising this expression to the power 1/α:
(
Γ(α+ 1)
f(yk)
cDαx¯f(xk)
)1/α
= A1/αeα+1k +
1
α
e−α
2+1
k
(
B −
AΓ(2α+ 1)
(Γ(α+ 1))2
)
eα
2+2α
k +O
(
e3α+1k
)
= A1/αeα+1k +
1
α
(
B −
AΓ(2α+ 1)
(Γ(α+ 1))2
)
e2α+1k +O
(
e3α+1k
)
.
Let xk+1 = ek+1 + x¯ and xk = ek + x¯.
ek+1 + x¯ = ek + x¯+
[
−ek +A
1/αeα+1k +
(
B
αA1−1/αCα−12
)
e2α+1k
]
−
[
A1/αeα+1k +
1
α
(
B −
AΓ(2α+ 1)
(Γ(α + 1))2
)
e2α+1k
]
+O
(
e3α+1k
)
.
Therefore
ek+1 =
(
B
αA1−1/αCα−12
+
1
α
(
AΓ(2α+ 1)
(Γ(α+ 1))2
−B
))
e2α+1k +O
(
e3α+1k
)
.
In the next subsection we introduce the design of a fractional Traub method with Riemann-Liouville derivative
and without damping parameter using R-LFN2 as first step. Let us denote this method R-LFT.
2.4 Traub method with Riemann-Liouville derivative
Theorem 6. Let the continuous function f : D ⊆ R −→ R has fractional derivative with order kα, for any positive
integer k and any α ∈ (0, 1], in the interval D containing the zero x¯ of f(x). Let us suppose Dαka+f(x) is continuous
and nonsingular at x¯. If an initial approximation x0 is sufficiently close to x¯, then the local convergence order of
the fractional Traub method of Riemann-Liouville type
xk+1 = yk −
(
Γ(α+ 1)
f(yk)
Dαka+f(xk)
)1/α
, k = 0, 1, 2, . . . (10)
being
yk = xk −
(
Γ(α+ 1)
f(xk)
Dαka+f(xk)
)1/α
, k = 0, 1, 2, . . .
is at least 2α+ 1, being 0 < α ≤ 1, and again the error equation is
ek+1 =
(
B
αA1−1/αCα−12
+
1
α
(
AΓ(2α+ 1)
(Γ(α + 1))2
−B
))
e2α+1k +O
(
e3α+1k
)
being
A =
(
Γ(2α+ 1)− (Γ(α+ 1))2
α(Γ(α + 1))2
)α
Cα2
7
and
B = α
(
Γ(2α+ 1)− (Γ(α+ 1))2
α(Γ(α + 1))2
)α−1
Cα−12(
1
α
(
Γ(3α+ 1)− Γ(2α+ 1)Γ(α+ 1)
Γ(2α+ 1)
C3 + Γ(2α+ 1)
(Γ(α+ 1))2 − Γ(2α+ 1)
(Γ(α + 1))3
C22
)
+
1
2α
(
1−
1
α
)(
((Γ(α+ 1))2 − Γ(2α+ 1))2
(Γ(α + 1))4
)
C22
)
.
In the next section we are going to test functions, and analyze the dependence on the initial estimation of the
Newton and Traub methods shown before.
3 Numerical stability
In this section we will be using Matlab R2018b with double precission arithmetics, |xk+1−xk| < 10
−8 or |f(xk+1)| <
10−8 as stopping criterium, and a maximum of 500 iterations. For calculation of Gamma function we use the
program made in [7]. For Mittag-Leffler function we use the program provided by Igor Podlubny in Mathworks.
3.1 Numerical results
In this subsection we are going to test 4 functions in order to make a comparisson between the methods desgned
before by using different initial estimations.
Our first function is f1(x) = −12.84x
6 − 25.6x5 + 16.55x4 − 2.21x3 + 26.71x2 − 4.29x − 15.21 with roots x¯1 =
0.82366 + 0.24769i, x¯2 = 0.82366 − 0.24769i, x¯3 = −2.62297, x¯4 = −0.584, x¯5 = −0.21705 + 0.99911i and
x¯6 = −0.21705− 0.99911i.
In table 21 we can see that CFN1 requires less iterations than CFN2 for a real value of x0, while in tables 22 and
23 CFN2 requires less iterations than CFN1 for a large value of imaginary part.
CFN1 method CFN2 method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.6 -0.85348-0.1491i 0.29821 28.343 500 -0.58406 1.7603e-07 0.0035619 500
0.65 -0.71052-0.087443i 0.17488 11.329 500 -0.58401 4.1154e-08 6.7515e-04 500
0.7 -0.62035-0.029249i 0.058499 2.98929 500 -0.584 9.9926e-09 1.1322e-04 432
0.75 -0.584+4.9256e-09i 9.6537e-09 4.1645e-07 151 -0.584 9.8524e-09 4.6756e-05 230
0.8 -0.584-2.882e-09i 8.5475e-09 3.0465e-07 50 -0.584 9.6579e-09 1.8943e-05 124
0.85 -0.584-2.5108e-09i 9.468e-09 2.606e-07 28 -0.584 9.9396e-09 7.7541e-06 67
0.9 -0.584+1.0144e-09i 3.9203e-09 7.3851e-08 19 -0.584 9.109e-09 2.6706e-06 37
0.95 -0.584+3.1405e-10i 2.5822e-09 2.4894e-08 13 -0.584 7.3622e-09 6.4461e-07 20
1 -0.584 3.0876e-06 8.8694e-10 6 -0.584 3.0876e-06 8.8694e-10 6
Table 1: Fractional Newton1 and Newton2 results for f1(x) with Caputo derivative and initial estimation x0 = −1.5
CFN1 method CFN2 method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.6 -7.22e+02-1.05e+01i 15.573 1.8225e+18 500 -0.21705+0.99914i 1.2135e-07 0.0052781 500
0.65 -2.7481-0.1014i 0.2028 4.26e+02 500 -0.21705+0.99911i 2.9641e-08 0.0010503 500
0.7 -2.6804-0.05406i 0.10812 1.8541e+02 500 -0.21705+0.99911i 9.9222e-09 2.2511e-04 410
0.75 -2.629+0.0062659i 0.012531 18.709 500 -0.21705+0.99911i 9.9267e-09 9.7312e-05 249
0.8 -2.6229+3.6288e-09i 8.1391e-09 1.0204e-05 203 -0.21705+0.99911i 9.9588e-09 4.1526e-05 161
0.85 -2.6229-2.8915e-09i 8.548e-09 8.3609e-06 128 -0.21705+0.99911i 9.214e-09 1.6051e-05 113
0.9 -2.6229-1.2931e-09i 5.0518e-09 3.4133e-06 92 -0.21705+0.99911i 8.5555e-09 5.7295e-06 85
0.95 -0.584 1.7332e-09 1.6709e-08 73 -0.21705+0.99911i 7.8139e-09 1.5795e-06 68
1 -0.21705+0.99911i 2.8445e-07 2.9798e-11 54 -0.21705+0.99911i 2.8445e-07 2.9798e-11 54
Table 2: Fractional Newton1 and Newton2 results for f1(x) with Caputo derivative and initial estimation x0 = −1.5+1e04i
8
CFN1 method CFN2 method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.6 -7.22e+02-1.03e+01i 15.571 1.8197e+18 500 -0.21705+0.99914i 1.2135e-07 0.0052781 500
0.65 -2.7481-0.1014i 0.2028 4.26e+02 500 -0.21705+0.99911i 2.9641e-08 0.0010503 500
0.7 -2.6804-0.054i 0.10812 1.8541e+02 500 -0.21705+0.99911i 9.9222e-09 2.2511e-04 410
0.75 -2.629+0.0062659i 0.012531 18.709 500 -0.21705+0.99911i 9.9267e-09 9.7312e-05 249
0.8 -2.6229+3.631e-09i 8.1356e-09 1.02e-05 203 -0.21705+0.99911i 9.9588e-09 4.1526e-05 161
0.85 -2.6229-2.8848e-09i 8.5408e-09 8.3538e-06 128 -0.21705+0.99911i 9.214e-09 1.6051e-05 113
0.9 -2.6229-1.2902e-09i 5.0472e-09 3.4103e-06 92 -0.21705+0.99911i 8.5555e-09 5.7295e-06 85
0.95 -0.584+1.5616e-10i 1.7329e-09 1.6707e-08 73 -0.21705+0.99911i 7.8139e-09 1.5795e-06 68
1 -0.21705+0.99911i 2.8474e-07 2.986e-11 54 -0.21705+0.99911i 2.8474e-07 2.986e-11 54
Table 3: Fractional Newton1 and Newton2 results for f1(x) with Caputo derivative and initial estimation x0 = 1e04i
In the case of R-LFN1 and R-LFN1 can be observed the same behavior as in Caputo case. In table 24, R-LFN1
requires less iterations than R-LFN2 for a real value of x0, while in tables 5 and 6 R-LFN2 requires less iterations
than R-LFN1 for a large value of imaginary part.
R-LFN1 method R-LFN2 method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.6 -0.82233-0.15603i 0.31207 24.999 500 -0.58402 8.2311e-08 0.001664 500
0.65 -0.71232-0.10603i 0.21206 12.298 500 -0.584 2.0291e-08 3.3261e-04 500
0.7 -0.64534-0.058604i 0.11720 5.6486 500 -0.584 9.9746e-09 9.2638e-05 354
0.75 -0.59261-0.008992i 0.017984 0.76427 500 -0.584 9.9858e-09 4.0402e-05 196
0.8 -0.584-3.9918e-09i 9.8676e-09 3.5368e-07 72 -0.584 9.6983e-09 1.6881e-05 110
0.85 -0.584-2.8194e-09i 8.8611e-09 2.4785e-07 32 -0.584 9.4322e-09 6.8049e-06 62
0.9 -0.584-9.6669e-10i 4.1273e-09 7.9749e-08 20 -0.584 8.923e-09 2.4689e-06 35
0.95 -0.584+4.9765e-10i 3.9835e-09 3.9713e-08 13 -0.584 9.0322e-09 7.4692e-07 19
1 -0.584 3.0876e-06 8.8694e-10 6 -0.584 3.0876e-06 8.8694e-10 6
Table 4: Fractional Newton1 and Newton2 results for f1(x) with Riemann-Liouville derivative and initial estimation
x0 = −1.5
R-LFN1 method R-LFN2 method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.6 -7.22e+02-1.05e+01i 15.573 1.8225e+18 500 -0.21706+0.99913i 9.3943e-08 0.0040855 500
0.65 -2.748-0.10116i 0.20233 4.2559e+02 500 -0.21705+0.99911i 2.3654e-08 8.3809e-04 500
0.7 -2.6802-0.053771i 0.10754 1.8454e+02 500 -0.21705+0.99911i 9.9497e-09 2.1234e-04 389
0.75 -2.6287+0.0059679i 0.011935 17.824 500 -0.21705+0.99911i 9.8157e-09 9.2268e-05 241
0.8 -2.6229-4.1357e-09i 9.5805e-09 1.201e-05 202 -0.21705+0.99911i 9.7617e-09 3.9571e-05 158
0.85 -2.6229-2.824e-09i 8.3565e-09 8.1719e-06 128 -0.21705+0.99911i 9.8212e-09 1.6555e-05 111
0.9 -2.6229-1.2802e-09i 5.0059e-09 3.3815e-06 92 -0.21705+0.99911i 9.607e-09 6.2489e-06 84
0.95 -0.584+2.5552e-10i 2.6575e-09 2.6494e-08 73 -0.21705+0.99911i 7.1581e-09 1.4445e-06 68
1 -0.21705+0.99911i 2.8445e-07 2.9798e-11 54 -0.21705+0.99911i 2.8445e-07 2.9798e-11 54
Table 5: Fractional Newton1 and Newton2 results for f1(x) with Riemann-Liouville derivative and initial estimation
x0 = −1.5 + 1e04i
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R-LFN1 method R-LFN2 method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.6 -7.22e+02-1.03e+01i 15.571 1.8197e+18 500 -0.21706+0.99913i 9.3943e-08 0.0040855 500
0.65 -2.748-0.10116i 0.20233 4.2559e+02 500 -0.21705+0.99911i 2.3654e-08 8.3809e-04 500
0.7 -2.6802-0.053771i 0.10754 1.8454e+02 500 -0.21705+0.99911i 9.9497e-09 2.1234e-04 389
0.75 -2.6287+0.0059679i 0.011935 17.824 500 -0.21705+0.99911i 9.8157e-09 9.2268e-05 241
0.8 -2.6229-4.1292e-09i 9.5763e-09 1.2005e-05 202 -0.21705+0.99911i 9.7617e-09 3.9571e-05 158
0.85 -2.6229-2.8175e-09i 8.3495e-09 8.1651e-06 128 -0.21705+0.99911i 9.8212e-09 1.6555e-05 111
0.9 -2.6229-1.2773e-09i 5.0014e-09 3.3785e-06 92 -0.21705+0.99911i 9.607e-09 6.2489e-06 84
0.95 -0.584+2.5644e-10i 2.6577e-09 2.6496e-08 73 -0.21705+0.99911i 7.1581e-09 1.4444e-06 68
1 -0.21705+0.99911i 2.8474e-07 2.986e-11 54 -0.21705+0.99911i 2.8474e-07 2.986e-11 54
Table 6: Fractional Newton1 and Newton2 results for f1(x) with Riemann-Liouville derivative and initial estimation
x0 = 1e04i
Now, let us compare the Traub methods CFT and R-LFT with their first steps CFN2 and R-LFN2 respectively for
f1(x). In both tables 7 and 8 we can see that Taub method requires less iterations than its first step.
CFN2 method CFT method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.6 -0.58406 1.7603e-07 0.0035619 500 -0.58402 6.2898e-08 0.0012681 500
0.65 -0.58401 4.1154e-08 6.7515e-04 500 -0.584 1.1562e-08 1.8867e-04 500
0.7 -0.584 9.9926e-09 1.1322e-04 432 -0.584 9.9588e-09 6.9453e-05 268
0.75 -0.584 9.8524e-09 4.6756e-05 230 -0.584 9.9889e-09 2.7995e-05 138
0.8 -0.584 9.6579e-09 1.8943e-05 124 -0.584 9.5606e-09 1.0693e-05 73
0.85 -0.584 9.9396e-09 7.7541e-06 67 -0.584 9.4657e-09 4.0225e-06 39
0.9 -0.584 9.109e-09 2.6706e-06 37 -0.584 6.8084e-09 1.0286e-06 22
0.95 -0.584 7.3622e-09 6.4461e-07 20 -0.584 5.2078e-09 1.8928e-07 12
1 -0.584 3.0876e-06 8.8694e-10 6 -0.584 2.2023e-10 5.329e-15 5
Table 7: Fractional Newton2 and Traub results for f1(x) with Caputo derivative and initial estimation x0 = −1.5
R-LFN2 method R-LFT method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.6 -0.58402 8.2311e-08 0.001664 500 -0.58401 2.9398e-08 5.9231e-04 500
0.65 -0.584 2.0291e-08 3.3261e-04 500 -0.584 9.9696e-09 1.3359e-04 411
0.7 -0.584 9.9746e-09 9.2638e-05 354 -0.584 9.9316e-09 5.6773e-05 220
0.75 -0.584 9.9858e-09 4.0402e-05 196 -0.584 9.7458e-09 2.35e-05 119
0.8 -0.584 9.6983e-09 1.6881e-05 110 -0.584 9.5628e-09 9.4891e-06 65
0.85 -0.584 9.4322e-09 6.8049e-06 62 -0.584 9.3134e-09 3.6307e-06 36
0.9 -0.584 8.923e-09 2.4689e-06 35 -0.584 9.6151e-09 1.3022e-06 20
0.95 -0.584 9.0322e-09 7.4692e-07 19 -0.584 3.6166e-09 1.3015e-07 12
1 -0.584 3.0876e-06 8.8694e-10 6 -0.584 2.2023e-10 5.329e-15 5
Table 8: Fractional Newton2 and Traub results for f1(x) with Riemann-Liouville derivative and initial estimation x0 = −1.5
Our second function is f2(x) = ix
1.8−x0.9− 16, with roots x¯1 = 2.90807− 4.24908i and x¯2 = −3.85126+1.74602i.
In tables 9-16 can be observed exactly the same behavior for f2(x) as in tables 21-8 for f1(x).
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CFN1 method CFN2 method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.6 -3.8512+1.746i 9.6447e-09 9.1533e-08 135 -3.8518+1.7463i 1.9397e-06 0.0040584 500
0.65 -3.8512+1.746i 8.7093e-09 7.1238e-08 83 -3.8513+1.746i 4.5637e-07 7.7439e-04 500
0.7 -3.8512+1.746i 8.0195e-09 5.5214e-08 57 -3.8512+1.746i 7.0051e-08 9.4467e-05 500
0.75 -3.8512+1.746i 7.7567e-09 4.3576e-08 41 -3.8512+1.746i 9.934e-09 8.9604e-06 430
0.8 -3.8512+1.746i 9.2798e-09 4.0719e-08 30 -3.8512+1.746i 9.9356e-09 3.2931e-06 207
0.85 -3.8512+1.746i 5.0655e-09 1.623e-08 23 -3.8512+1.746i 9.9551e-09 1.1831e-06 100
0.9 -3.8512+1.746i 4.2584e-09 8.8324e-09 17 -3.8512+1.746i 9.5415e-09 3.8313e-07 49
0.95 -3.8512+1.746i 2.6355e-09 2.6468e-09 12 -3.8512+1.746i 7.6885e-09 8.4483e-08 23
1 -3.8512+1.746i 5.3275e-06 1.5148e-11 4 -3.8512+1.746i 5.3275e-06 1.5148e-11 4
Table 9: Fractional Newton1 and Newton2 results for f2(x) with Caputo derivative and initial estimation x0 = −4.5
CFN1 method CFN2 method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.6 -2.13e+06+6.44e+06i 7.3797e+03 1.9819e+12 500 -3.8518+1.7463i 2.2298e-06 0.0044117 500
0.65 -2.66e+06+2.85e+06i 1.111e+04 7.3325e+11 500 -3.8513+1.746i 5.3091e-07 8.5424e-04 500
0.7 -9.52e+05+8.15e+02i 8.7223e+03 5.783e+10 500 -3.8512+1.746i 8.1441e-08 1.0495e-04 500
0.75 -33.9538-2.0387i 8.805 5.7372e+02 500 -3.8512+1.746i 9.9227e-09 8.9528e-06 449
0.8 -3.8512+1.746i 6.2175e-09 2.7282e-08 279 -3.8512+1.746i 9.8951e-09 3.2824e-06 226
0.85 -3.8512+1.746i 6.3861e-09 2.0462e-08 148 -3.8512+1.746i 9.7471e-09 1.1622e-06 120
0.9 -3.8512+1.746i 3.3987e-09 7.0493e-09 83 -3.8512+1.746i 9.6653e-09 3.8753e-07 68
0.95 -3.8512+1.746i 3.3555e-09 3.3698e-09 46 -3.8512+1.746i 6.6872e-09 7.4289e-08 42
1 -3.8512+1.746i 3.5728e-09 5.4025e-15 23 -3.8512+1.746i 3.5728e-09 5.4025e-15 23
Table 10: Fractional Newton1 and Newton2 results for f2(x) with Caputo derivative and initial estimation x0 = −4.5+1e07i
CFN1 method CFN2 method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.6 -2.13e+06+6.44e+06i 7.3797e+03 1.9819e+12 500 -3.8518+1.7463i 2.2298e-06 0.0044117 500
0.65 -2.66e+06+2.85e+06i 1.111e+04 7.3325e+11 500 -3.8513+1.746i 5.3091e-07 8.5424e-04 500
0.7 -9.52e+05+8.16e+02i 8.7223e+03 5.783e+10 500 -3.8512+1.746i 8.1441e-08 1.0495e-04 500
0.75 -33.9537-2.0384i 8.805 5.7372e+02 500 -3.8512+1.746i 9.9227e-09 8.9528e-06 449
0.8 -3.8512+1.746i 6.2175e-09 2.7282e-08 279 -3.8512+1.746i 9.8951e-09 3.2824e-06 226
0.85 -3.8512+1.746i 6.3862e-09 2.0462e-08 148 -3.8512+1.746i 9.7471e-09 1.1622e-06 120
0.9 -3.8512+1.746i 3.3987e-09 7.0493e-09 83 -3.8512+1.746i 9.6653e-09 3.8753e-07 68
0.95 -3.8512+1.746i 3.3555e-09 3.3698e-09 46 -3.8512+1.746i 6.6872e-09 7.4289e-08 42
1 -3.8512+1.746i 3.5728e-09 3.662e-15 23 -3.8512+1.746i 3.5728e-09 3.662e-15 23
Table 11: Fractional Newton1 and Newton2 results for f2(x) with Caputo derivative and initial estimation x0 = 1e07i
R-LFN1 method R-LFN2 method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.6 -3.8512+1.746i 9.8908e-09 7.0198e-08 321 -3.8514+1.7461i 7.6079e-07 0.001593 500
0.65 -3.8512+1.746i 9.5716e-09 6.0692e-08 105 -3.8513+1.746i 1.8874e-07 3.2037e-04 500
0.7 -3.8512+1.746i 8.3392e-09 4.5994e-08 61 -3.8512+1.746i 2.9902e-08 4.0532e-05 500
0.75 -3.8512+1.746i 6.5731e-09 3.048e-08 43 2.908-4.249i 9.9785e-09 7.4479e-06 367
0.8 -3.8512+1.746i 7.592e-09 2.8258e-08 30 2.908-4.249i 9.8775e-09 2.8264e-06 192
0.85 -3.8512+1.746i 8.3034e-09 2.3137e-08 22 -3.8512+1.746i 9.4686e-09 1.0137e-06 93
0.9 -3.8512+1.746i 9.4241e-09 1.7387e-08 16 -3.8512+1.746i 9.9072e-09 3.6628e-07 45
0.95 -3.8512+1.746i 1.649e-09 1.5036e-09 12 -3.8512+1.746i 7.7314e-09 8.0728e-08 22
1 -3.8512+1.746i 5.3275e-06 1.5148e-11 4 -3.8512+1.746i 5.3275e-06 1.5148e-11 4
Table 12: Fractional Newton1 and Newton2 results for f2(x) with Riemann-Liouville derivative and initial estimation
x0 = −4.5
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R-LFN1 method R-LFN2 method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.6 -2.13e+06+6.44e+06i 7.3797e+03 1.9819e+12 500 -3.8515+1.7461i 8.7906e-07 0.001737 500
0.65 -2.66e+06+2.85e+06i 1.111e+04 7.3325e+11 500 -3.8513+1.746i 2.2124e-07 3.5516e-04 500
0.7 -9.52e+05+8.15e+02i 8.7223e+03 5.783e+10 500 -3.8512+1.746i 3.5062e-08 4.53e-05 500
0.75 -33.9404-2.18i 8.8264 5.7359e+02 500 -3.8512+1.746i 9.9505e-09 7.3526e-06 371
0.8 -3.8512+1.746i 6.9815e-09 2.5986e-08 277 -3.8512+1.746i 9.8631e-09 2.8101e-06 197
0.85 -3.8512+1.746i 7.3824e-09 2.057e-08 147 -3.8512+1.746i 9.4884e-09 1.0155e-06 110
0.9 -3.8512+1.746i 4.3678e-09 8.0585e-09 82 -3.8512+1.746i 9.0672e-09 3.3871e-07 65
0.95 -3.8512+1.746i 2.0381e-09 1.8585e-09 46 -3.8512+1.746i 7.0456e-09 7.4115e-08 41
1 -3.8512+1.746i 3.5728e-09 5.4025e-15 23 -3.8512+1.746i 3.5728e-09 5.4025e-15 23
Table 13: Fractional Newton1 and Newton2 results for f2(x) with Riemann-Liouville derivative and initial estimation
x0 = −4.5 + 1e07i
R-LFN1 method R-LFN2 method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.6 -2.13e+06+6.44e+06i 7.3797e+03 1.9819e+12 500 -3.8515+1.7461i 8.7906e-07 0.001737 500
0.65 -2.66e+06+2.85e+06i 1.111e+04 7.3325e+11 500 -3.8513+1.746i 2.2124e-07 3.5516e-04 500
0.7 -9.52e+05+8.16e+02i 8.7223e+03 5.783e+10 500 -3.8512+1.746i 3.5062e-08 4.53e-05 500
0.75 -33.9403-2.1796i 8.8264 5.7358e+02 500 -3.8512+1.746i 9.9505e-09 7.3526e-06 371
0.8 -3.8512+1.746i 6.9817e-09 2.5987e-08 277 -3.8512+1.746i 9.8631e-09 2.8101e-06 197
0.85 -3.8512+1.746i 7.3825e-09 2.0571e-08 147 -3.8512+1.746i 9.4884e-09 1.0155e-06 110
0.9 -3.8512+1.746i 4.3678e-09 8.0585e-09 82 -3.8512+1.746i 9.0672e-09 3.3871e-07 65
0.95 -3.8512+1.746i 2.0381e-09 1.8584e-09 46 -3.8512+1.746i 7.0456e-09 7.4115e-08 41
1 -3.8512+1.746i 3.5728e-09 3.662e-15 23 -3.8512+1.746i 3.5728e-09 3.662e-15 23
Table 14: Fractional Newton1 and Newton2 results for f2(x) with Riemann-Liouville derivative and initial estimation
x0 = 1e07i
CFN2 method CFT method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.6 -3.8518+1.7463i 1.9397e-06 0.0040584 500 -3.8514+1.7461i 6.9328e-07 0.0014451 500
0.65 -3.8513+1.746i 4.5637e-07 7.7439e-04 500 -3.8512+1.746i 1.2842e-07 2.1663e-04 500
0.7 -3.8512+1.746i 7.0051e-08 9.4467e-05 500 -3.8512+1.746i 1.577e-08 2.0497e-05 500
0.75 -3.8512+1.746i 9.934e-09 8.9604e-06 430 2.908-4.249i 9.859e-09 5.2033e-06 257
0.8 -3.8512+1.746i 9.9356e-09 3.2931e-06 207 -3.8512+1.746i 9.6449e-09 1.8367e-06 120
0.85 -3.8512+1.746i 9.9551e-09 1.1831e-06 100 -3.8512+1.746i 9.1797e-09 6.0224e-07 57
0.9 -3.8512+1.746i 9.5415e-09 3.8313e-07 49 -3.8512+1.746i 9.1356e-09 1.8638e-07 27
0.95 -3.8512+1.746i 7.6885e-09 8.4483e-08 23 -3.8512+1.746i 5.5216e-09 2.6074e-08 13
1 -3.8512+1.746i 5.3275e-06 1.5148e-11 4 -3.8512+1.746i 1.1681e-05 3.5527e-15 3
Table 15: Fractional Newton2 and Traub results for f2(x) with Caputo derivative and initial estimation x0 = −4.5
R-LFN2 method R-LFT method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.6 -3.8514+1.7461i 7.6079e-07 0.001593 500 -3.8513+1.746i 2.7288e-07 5.6848e-04 500
0.65 -3.8513+1.746i 1.8874e-07 3.2037e-04 500 -3.8512+1.746i 5.3251e-08 8.9778e-05 500
0.7 -3.8512+1.746i 2.9902e-08 4.0532e-05 500 -3.8512+1.746i 9.9711e-09 1.1573e-05 435
0.75 2.908-4.249i 9.9785e-09 7.4479e-06 367 -3.8512+1.746i 9.9117e-09 4.3496e-06 215
0.8 2.908-4.249i 9.8775e-09 2.8264e-06 192 -3.8512+1.746i 9.5765e-09 1.5662e-06 105
0.85 -3.8512+1.746i 9.4686e-09 1.0137e-06 93 -3.8512+1.746i 9.7086e-09 5.6297e-07 52
0.9 -3.8512+1.746i 9.9072e-09 3.6628e-07 45 -3.8512+1.746i 8.1865e-09 1.5588e-07 25
0.95 -3.8512+1.746i 7.7314e-09 8.0728e-08 22 -3.8512+1.746i 8.0857e-09 3.4712e-08 12
1 -3.8512+1.746i 5.3275e-06 1.5148e-11 4 -3.8512+1.746i 1.1681e-05 3.5527e-15 3
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Table 16: Fractional Newton2 and Traub results for f2(x) with Riemann-Liouville derivative and initial estimation x0 =
−4.5
Our third function is f3(x) = e
x−1 with only real root x¯ = 0. It is necessary to use a value of α close to 1 to ensure
the convergence. In this case have not been used imaginary values for the initial estimations due to erratic behavior
of results, i.e., not necessarily CFN2 and R-LFN2 will have better results than CFN1 and R-LFN1 respectively by
increasing the absolute value of imaginary part of initial estimation. In table 17 we can see that CFN2 requires
much less iterations than CFN1, while in table 18 the behavior is almost the same.
CFN1 method CFN2 method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.9 -8.1428e-05+4.6123e-04i 9.2247e-04 4.6835e-04 500 2.6106e-09 2.5158e-08 2.6106e-09 8
0.91 -3.2586e-05+2.0793e-04i 4.1587e-04 2.1047e-04 500 1.2569e-09 1.351e-08 1.2569e-09 8
0.92 -1.0636e-05+7.7362e-05i 1.5472e-04 7.8089e-05 500 7.2879e-09 8.8464e-08 7.2879e-09 7
0.93 -2.598e-06+2.187e-05i 4.374e-05 2.2023e-05 500 3.2741e-09 4.5591e-08 3.2741e-09 7
0.94 -4.1185e-07+4.0939e-06i 8.1878e-06 4.1145e-06 500 1.3017e-09 2.1227e-08 1.3017e-09 7
0.95 -3.2825e-08+3.9614e-07i 7.9228e-07 3.975e-07 500 9.0542e-09 1.7783e-07 9.0542e-09 6
0.96 -7.9157e-10+1.2077e-08i 2.4154e-08 1.2102e-08 500 2.9901e-09 7.3682e-08 2.9901e-09 6
0.97 1.9341e-09-8.4739e-09i 2.1421e-08 8.6918e-09 17 7.2773e-10 2.3997e-08 7.2773e-10 6
0.98 3.0856e-09-5.6805e-09i 2.2259e-08 6.4645e-09 11 5.2033e-09 2.5831e-07 5.2033e-09 5
0.99 7.0684e-09-6.7644e-09i 6.6485e-08 9.7837e-09 7 4.0463e-10 4.0319e-08 4.0463e-10 5
1 6.5401e-17 1.5194e-08 0 4 6.5401e-17 1.5194e-08 0 4
Table 17: Fractional Newton1 and Newton2 results for f3(x) with Caputo derivative and initial estimation x0 = 0.2
R-LFN1 method R-LFN2 method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.9 -1.01e-04+4.84e-08i 2.3837e-07 1.0176e-04 500 -3.72e-04+1.23e-19i 6.7672e-07 3.7289e-04 500
0.91 -9.71e-05+3.77e-08i 2.2269e-07 9.7116e-05 500 -3.15e-04+1.32e-22i 5.7799e-07 3.1534e-04 500
0.92 -9.16e-05+3.03e-08i 2.0596e-07 9.1637e-05 500 -2.63e-04+7.94e-23i 4.8744e-07 2.6335e-04 500
0.93 -8.5e-05+2.52e-08i 1.8797e-07 8.5216e-05 500 -2.16e-04+7.45e-20i 4.0451e-07 2.1646e-04 500
0.94 -7.77e-05+2.11e-08i 1.6846e-07 7.7728e-05 500 -1.74e-04-1.32e-23i 3.2865e-07 1.7423e-04 500
0.95 -6.90e-05+1.74e-08i 1.4717e-07 6.9027e-05 500 -1.36e-04-1.98e-23i 2.5931e-07 1.3628e-04 500
0.96 -5.89e-05+1.34e-08i 1.2373e-07 5.8939e-05 500 -1.02e-04+9.92e-24i 1.9576e-07 1.0215e-04 500
0.97 -4.72e-05+9.08e-09i 9.768e-08 4.7242e-05 500 -7.03e-05+2.42e-20i 1.33e-07 7.036e-05 500
0.98 -3.24e-05+3.98e-09i 6.3507e-08 3.2418e-05 500 -4.57e-05-1.75e-09i 9.0754e-08 4.5746e-05 500
0.99 -1.84e-05-8.37e-10i 3.7563e-08 1.8423e-05 500 -2.13e-05+7.35e-21i 4.2567e-08 2.1369e-05 500
1 6.5401e-17 1.5194e-08 0 4 6.5401e-17 1.5194e-08 0 4
Table 18: Fractional Newton1 and Newton2 results for f3(x) with Riemann-Liouville derivative and initial estimation
x0 = 0.2
Let us now compare Traub method with its first step for f3(x). In both tables 19 and 20 can be observed that
Taub method requires less iterations than its first step.
CFN2 method CFT method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.9 2.6106e-09 2.5158e-08 2.6106e-09 8 9.2854e-09 3.1633e-07 9.2854e-09 5
0.91 1.2569e-09 1.351e-08 1.2569e-09 8 4.3293e-09 1.7542e-07 4.3293e-09 5
0.92 7.2879e-09 8.8464e-08 7.2879e-09 7 1.8388e-09 9.0552e-08 1.8388e-09 5
0.93 3.2741e-09 4.5591e-08 3.2741e-09 7 6.9418e-10 4.2699e-08 6.9418e-10 5
0.94 1.3017e-09 2.1227e-08 1.3017e-09 7 2.2469e-10 1.79e-08 2.2469e-10 5
0.95 9.0542e-09 1.7783e-07 9.0542e-09 6 6.4561e-09 7.0013e-07 6.4561e-09 4
0.96 2.9901e-09 7.3682e-08 2.9901e-09 6 1.8294e-09 2.9042e-07 1.8294e-09 4
0.97 7.2773e-10 2.3997e-08 7.2773e-10 6 3.6228e-10 9.4541e-08 3.6228e-10 4
0.98 5.2033e-09 2.5831e-07 5.2033e-09 5 3.7599e-11 1.9964e-08 3.7599e-11 4
0.99 4.0463e-10 4.0319e-08 4.0463e-10 5 1.5139e-09 2.7685e-06 1.5139e-09 3
1 6.5401e-17 1.5194e-08 0 4 1.3111e-17 1.7116e-08 0 3
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Table 19: Fractional Newton2 and Traub results for f3(x) with Caputo derivative and initial estimation x0 = 0.2
R-LFN2 method R-LFT method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.9 -3.72e-04+1.23e-19i 6.7672e-07 3.7289e-04 500 -1.99e-04+3.82e-07i 3.6114e-07 1.993e-04 500
0.91 -3.15e-04+1.32e-22i 5.7799e-07 3.1534e-04 500 -1.67e-04+5.22e-07i 3.0667e-07 1.6748e-04 500
0.92 -2.63e-04+7.94e-23i 4.8744e-07 2.6335e-04 500 -1.38e-04+6.6e-07i 2.5688e-07 1.3892e-04 500
0.93 -2.16e-04+7.45e-20i 4.0451e-07 2.1646e-04 500 -1.13e-04+7.52e-07i 2.1135e-07 1.133e-04 500
0.94 -1.74e-04-1.32e-23i 3.2865e-07 1.7423e-04 500 -9.04e-05+7.47e-07i 1.6986e-07 9.0407e-05 500
0.95 -1.36e-04-1.98e-23i 2.5931e-07 1.3628e-04 500 -7e-05+6.52e-07i 1.3232e-07 7.0024e-05 500
0.96 -1.02e-04+9.92e-24i 1.9576e-07 1.0215e-04 500 -5.19e-05+5.46e-07i 9.8323e-08 5.1901e-05 500
0.97 -7.03e-05+2.42e-20i 1.33e-07 7.036e-05 500 -3.46e-05+7.8e-07i 6.319e-08 3.466e-05 500
0.98 -4.57e-05-1.75e-09i 9.0754e-08 4.5746e-05 500 -2.37e-05-1.66e-09i 4.8178e-08 2.3718e-05 500
0.99 -2.13e-05+7.35e-21i 4.2567e-08 2.1369e-05 500 -1.11e-05+4.41e-08i 2.2946e-08 1.1127e-05 500
1 6.5401e-17 1.5194e-08 0 4 1.3111e-17 1.7116e-08 0 3
Table 20: Fractional Newton2 and Traub results for f3(x) with Riemann-Liouville derivative and initial estimation x0 = 0.2
Our fourth function is f4(x) = sin 10x− 0.5x + 0.2 with real roots x¯1 = −1.4523, x¯2 = −1.3647, x¯3 = −0.87345,
x¯4 = −0.6857, x¯5 = −0.27949, x¯6 = −0.021219, x¯7 = 0.31824, x¯8 = 0.64036, x¯9 = 0.91636, x¯10 = 1.3035,
x¯11 = 1.5118, x¯12 = 1.9756 and x¯13 = 2.0977.
CFN1 method CFN2 method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.6 1.9756 8.408e-09 1.8613e-08 36 1.9757-5.4314e-07i 1.4339e-07 2.6898e-04 500
0.65 1.9756 9.1296e-09 1.6527e-08 24 2.0977 9.8912e-09 5.2792e-06 169
0.7 1.3035 8.4237e-09 3.0203e-08 63 2.0977 9.9073e-09 3.0502e-06 121
0.75 1.9756 4.0708e-09 4.2781e-09 10 1.9756+7.6535e-08i 9.868e-09 4.5063e-06 235
0.8 1.3035 9.976e-09 2.3499e-08 22 1.5118+7.3334e-08i 9.5351e-09 1.7694e-06 76
0.85 1.3035 4.7561e-09 8.2545e-09 18 0.91636 9.1437e-09 9.5832e-07 51
0.9 -0.6857+1.3551e-09i 4.3677e-09 1.0885e-08 18 -1.3647-1.2595e-09i 9.5876e-09 2.2755e-07 42
0.95 3.8845 0.1703 0.83083 500 20.89+0.30176i 9.9619e-09 1.3042e-06 81
1 4.3892 0.22037 2.0846 500 4.3892 0.22037 2.0846 500
Table 21: Fractional Newton1 and Newton2 results for f4(x) with Caputo derivative and initial estimation x0 = 3
Tests with imaginary initial estimations have not been included because there is no convergence for these cases
with f4(x).
R-LFN1 method R-LFN2 method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.6 1.9756 7.7242e-09 1.6581e-08 33 1.9757 1.4235e-07 2.7305e-04 500
0.65 1.9756 7.3338e-09 1.2864e-08 23 2.0977 9.8532e-09 4.9292e-06 158
0.7 -52.34-1.8753i 0.18129 6.9714e+07 500 2.0977 9.9595e-09 2.9517e-06 116
0.75 1.9756 3.7455e-09 3.8012e-09 12 1.9756+4.5877e-08i 9.8631e-09 4.5403e-06 238
0.8 -0.8821-0.015482i 0.030964 0.15115 500 1.5118 9.9545e-09 1.817e-06 77
0.85 1.5118 6.0787e-09 1.913e-08 32 0.91636 9.2941e-09 9.6601e-07 51
0.9 -0.6857-6.4093e-10i 4.9751e-09 1.243e-08 15 -1.3647+1.3711e-08i 9.0915e-09 2.162e-07 42
0.95 5.6793 0.28537 2.397 500 22.146+0.30774i 6.5531e-09 9.4542e-07 51
1 4.3892 0.22037 2.0846 500 4.3892 0.22037 2.0846 500
Table 22: Fractional Newton1 and Newton2 results for f4(x) with Riemann-Liouville derivative and initial estimation
x0 = 3
14
CFN2 method CFT method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.6 1.9757-5.4314e-07i 1.4339e-07 2.6898e-04 500 1.9757+4.4325e-08i 5.3605e-08 9.8416e-05 500
0.65 2.0977 9.8912e-09 5.2792e-06 169 NaN+NaNi NaN NaN 3
0.7 2.0977 9.9073e-09 3.0502e-06 121 -0.6857+6.042e-09i 9.9241e-09 7.4684e-06 224
0.75 1.9756+7.6535e-08i 9.868e-09 4.5063e-06 235 1.9756+2.9642e-08i 9.7623e-09 2.6495e-06 142
0.8 1.5118+7.3334e-08i 9.5351e-09 1.7694e-06 76 0.91636 9.7441e-09 1.3325e-06 52
0.85 0.91636 9.1437e-09 9.5832e-07 51 0.31824 8.3509e-09 5.3216e-07 32
0.9 -1.3647-1.2595e-09i 9.5876e-09 2.2755e-07 42 0.91636-1.7656e-09i 8.5295e-09 1.7466e-07 23
0.95 20.89+0.30176i 9.9619e-09 1.3042e-06 81 NaN+NaNi NaN NaN 2
1 4.3892 0.22037 2.0846 500 4.0815 0.25782 1.8154 500
Table 23: Fractional Newton2 and Traub results for f4(x) with Caputo derivative and initial estimation x0 = 3
R-LFN2 method R-LFT method
α x¯ |xk+1 − xk| |f(xk+1)| iter x¯ |xk+1 − xk| |f(xk+1)| iter
0.6 1.9757 1.4235e-07 2.7305e-04 500 NaN+NaNi NaN NaN 3
0.65 2.0977 9.8532e-09 4.9292e-06 158 2.6655+0.051224i 9.9621e-09 1.2812e-05 450
0.7 2.0977 9.9595e-09 2.9517e-06 116 2.0977+2.0416e-09i 9.8235e-09 1.7922e-06 74
0.75 1.9756+4.5877e-08i 9.8631e-09 4.5403e-06 238 1.9756+1.5019e-08i 9.8996e-09 2.6985e-06 143
0.8 1.5118 9.9545e-09 1.817e-06 77 0.91636 9.5075e-09 1.2959e-06 52
0.85 0.91636 9.2941e-09 9.6601e-07 51 -0.87345+1.6392e-10i 8.282e-09 3.3276e-07 31
0.9 -1.3647+1.3711e-08i 9.0915e-09 2.162e-07 42 -0.021219+2.2677e-09i 6.3651e-09 9.7585e-08 18
0.95 22.146+0.30774i 6.5531e-09 9.4542e-07 51 NaN+NaNi NaN NaN 2
1 4.3892 0.22037 2.0846 500 4.0815 0.25782 1.8154 500
Table 24: Fractional Newton2 and Traub results for f4(x) with Riemann-Liouville derivative and initial estimation x0 = 3
We can see that the number of iterations does not necessarily reduce when α increases and the methods converges
to multiple roots.
3.2 Convergence planes
In this subsection we are going to analyze the dependence on the initial estimation of the Newton and Traub
methods by using convergence planes defined in [8] and used in [3] for the same purposes as in this paper.
Let us regard f1(x). In figures 1, 2, 3 and 4 we can see that CFN1 and R-LFN1 have a higher percentage of
convergence than CFN2 and R-LFN2 respectively, not only with real or imaginary initial estimations, but also
with Caputo or Riemann-Liouville derivative.
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Figure 1: Convergence planes of CFN1 and CFN2 on f1(x) with x0 real
-1 -0.5 0 0.5 1
105
0.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
(a) CFN1, −1e+ 05i ≤ x0 ≤ 1e+ 05i, 47.47%
convergence
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(b) CFN2, −1e+ 05i ≤ x0 ≤ 1e+ 05i, 29% convergence
Figure 2: Convergence planes of CFN1 and CFN2 on f1(x) with x0 imaginary
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(a) R-LFN1, −3 ≤ x0 ≤ 3, 47.08% convergence
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(b) R-LFN2, −3 ≤ x0 ≤ 3, 28.85% convergence
Figure 3: Convergence planes of R-LFN1 and R-LFN2 on f1(x) with x0 real
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(a) R-LFN1, −1e+ 05i ≤ x0 ≤ 1e+ 05i, 47.54%
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(b) R-LFN2, −1e+ 05i ≤ x0 ≤ 1e+ 05i, 29.84%
convergence
Figure 4: Convergence planes of R-LFN1 and R-LFN2 on f1(x) with x0 imaginary
Now, let us analyze the case of Traub and its first step. It can be observed in figures 5 and 6 that Traub methods
have a higher percentage of convergence than their first steps.
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(a) CFN2, −3 ≤ x0 ≤ 3, 27.15% convergence
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(b) CFT, −3 ≤ x0 ≤ 3, 41.5% convergence
Figure 5: Convergence planes of CFN2 and CFT on f1(x) with x0 real
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(a) R-LFN2, −3 ≤ x0 ≤ 3, 28.85% convergence
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(b) R-LFT, −3 ≤ x0 ≤ 3, 44% convergence
Figure 6: Convergence planes of R-LFN2 and R-LFT on f1(x) with x0 real
Let us regard f2(x). In figures 7-12 we can observe exactly the same behavior for f2(x) as in figures 1-6 for f1(x).
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(a) CFN1, −6 ≤ x0 ≤ 6, 75.5% convergence
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(b) CFN2, −6 ≤ x0 ≤ 6, 18.82% convergence
Figure 7: Convergence planes of CFN1 and CFN2 on f2(x) with x0 real
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(a) CFN1, −1e+ 08i ≤ x0 ≤ 1e+ 08i, 44.07%
convergence
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(b) CFN2, −1e+ 08i ≤ x0 ≤ 1e+ 08i, 17.81%
convergence
Figure 8: Convergence planes of CFN1 and CFN2 on f2(x) with x0 imaginary
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(a) R-LFN1, −6 ≤ x0 ≤ 6, 80.52% convergence
-6 -4 -2 0 2 4 6
0.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
(b) R-LFN2, −6 ≤ x0 ≤ 6, 19.39% convergence
Figure 9: Convergence planes of R-LFN1 and R-LFN2 on f2(x) with x0 real
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(a) R-LFN1, −1e+ 08i ≤ x0 ≤ 1e+ 08i, 44.09%
convergence
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(b) R-LFN2, −1e+ 08i ≤ x0 ≤ 1e+ 08i, 19.37%
convergence
Figure 10: Convergence planes of R-LFN1 and R-LFN2 on f2(x) with x0 imaginary
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(a) CFN2, −6 ≤ x0 ≤ 6, 17.82% convergence
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(b) CFT, −6 ≤ x0 ≤ 6, 28.68% convergence
Figure 11: Convergence planes of CFN2 and CFT on f2(x) with x0 real
20
-6 -4 -2 0 2 4 6
0.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
(a) R-LFN2, −6 ≤ x0 ≤ 6, 19.39% convergence
-6 -4 -2 0 2 4 6
0.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
(b) R-LFT, −6 ≤ x0 ≤ 6, 31.08% convergence
Figure 12: Convergence planes of R-LFN2 and R-LFT on f2(x) with x0 real
Let us regard f3(x). For this function the results are very different to f1(x) and f2(x). In figure 13 we can see that
CFN2 improves considerably the percentage of convergence of CFN1 for real values of initial estimations, while in
figure 14 there is no convergence at all with both methods for imaginary values of initial estimations. In figure 15
R-LFN2 slightly improves R-LFN1, while in figure 16 the percentage convergence holds for both methods.
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(a) CFN1, −10 ≤ x0 ≤ 10, 13.83% convergence
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(b) CFN2, −10 ≤ x0 ≤ 10, 99.62% convergence
Figure 13: Convergence planes of CFN1 and CFN2 on f3(x) with x0 real
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(a) CFN1, −1e+ 06i ≤ x0 ≤ 1e+ 06i, 0% convergence
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(b) CFN2, −1e+ 06i ≤ x0 ≤ 1e+ 06i, 0% convergence
Figure 14: Convergence planes of CFN1 and CFN2 on f3(x) with x0 imaginary
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(a) R-LFN1, −10 ≤ x0 ≤ 10, 0.58% convergence
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(b) R-LFN2, −10 ≤ x0 ≤ 10, 0.8% convergence
Figure 15: Convergence planes of R-LFN1 and R-LFN2 on f3(x) with x0 real
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(a) R-LFN1, −1e+ 06i ≤ x0 ≤ 1e+ 06i, 0.25%
convergence
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(b) R-LFN2, −1e+ 06i ≤ x0 ≤ 1e+ 06i, 0.25%
convergence
Figure 16: Convergence planes of R-LFN1 and R-LFN2 on f3(x) with x0 imaginary
In the case of Traub, it can be observed in figure 17 that Traub method does not improve the percentage
convergence of its first step with Caputo derivative, while in figure 18 we can observe that Traub improves the
percentage convergence of its first step with Riemann-Liouville derivative as in f1(x) and f2(x).
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(a) CFN2, −10 ≤ x0 ≤ 10, 99.62% convergence
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(b) CFT, −10 ≤ x0 ≤ 10, 57.78% convergence
Figure 17: Convergence planes of CFN2 and CFT on f3(x) with x0 real
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(a) R-LFN2, −10 ≤ x0 ≤ 10, 0.8% convergence
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(b) R-LFT, −10 ≤ x0 ≤ 10, 1.47% convergence
Figure 18: Convergence planes of R-LFN2 and R-LFT on f3(x) with x0 real
In figures 19-24 we can see the behavior for f4(x).
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(a) CFN1, −5 ≤ x0 ≤ 5, 30.39% convergence
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(b) CFN2, −5 ≤ x0 ≤ 5, 16.46% convergence
Figure 19: Convergence planes of CFN1 and CFN2 on f4(x) with x0 real
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(a) CFN1, −5i ≤ x0 ≤ 5i, 45.2% convergence
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(b) CFN2, −5i ≤ x0 ≤ 5i, 39.85% convergence
Figure 20: Convergence planes of CFN1 and CFN2 on f4(x) with x0 imaginary
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(a) R-LFN1, −5 ≤ x0 ≤ 5, 30.06% convergence
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(b) R-LFN2, −5 ≤ x0 ≤ 5, 16.88% convergence
Figure 21: Convergence planes of R-LFN1 and R-LFN2 on f4(x) with x0 real
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(a) R-LFN1, −5i ≤ x0 ≤ 5i, 44.28% convergence
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(b) R-LFN2, −5i ≤ x0 ≤ 5i, 55.66% convergence
Figure 22: Convergence planes of R-LFN1 and R-LFN2 on f4(x) with x0 imaginary
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(a) CFN2, −5 ≤ x0 ≤ 5, 16.46% convergence
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(b) CFT, −5 ≤ x0 ≤ 5, 24.29% convergence
Figure 23: Convergence planes of CFN2 and CFT on f4(x) with x0 real
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(a) R-LFN2, −5 ≤ x0 ≤ 5, 16.88% convergence
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(b) R-LFT, −5 ≤ x0 ≤ 5, 25.04% convergence
Figure 24: Convergence planes of R-LFN2 and R-LFT on f4(x) with x0 real
We can see for f4(x), in general, that CFN1 and R-LFN1 methods have a higher percentage of convergence than
CFN2 and R-LFN2 methods respectively. We can also see that Traub methods improve Newton methods.
4 Concluding Remaks
Two new fractional Newton methods and two fractional Traub methods have been designed with Caputo and
Riemann-Liouville derivatives. These methods do not need a damping parameter to prove the order of convergence.
Some tests were made, and the dependence on the initial estimation was analized. In general, the fractional Newton
methods proposed in [3] has better properties than the fractional Newton methods designed in this paper in terms
of wideness of the basins of atractions of the roots, even though the new Newton methods could show better results
with large absolute values of the imaginary part of the initial estimations. The Traub methods improve the new
Newton methods, not only because require less iterations, but also because have higher percentage of convergence.
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