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through the northward advection of heat and moisture, as well as convergence in the region of the LLJ 
nose. However, accurate numerical model forecasts of LLJs remain a challenge, related to the 
performance of the planetary boundary layer (PBL) scheme in the stable boundary layer. Evaluated here 
using a series of LLJ cases from the Plains Elevated Convection at Night (PECAN) program are 
modifications to a commonly used local PBL scheme, Mellor–Yamada–Nakanishi–Niino (MYNN), 
available in the Weather Research and Forecasting (WRF) Model. WRF forecast mean absolute error 
(MAE) and bias are calculated relative to PECAN rawinsonde observations. The first MYNN modification 
invokes a new set of constants for the scheme closure equations that, in the vicinity of the LLJ, decreases 
forecast MAEs of wind speed, potential temperature, and specific humidity more than 19%. For 
comparison, the Yonsei University (YSU) scheme results in wind speed MAEs 22% lower but specific 
humidity MAEs 17% greater than in the original MYNN scheme. The second MYNN modification, which 
incorporates the effects of potential kinetic energy and uses a nonzero mixing length in stable conditions 
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ABSTRACT
The Great Plains low-level jet (LLJ) is influential in the initiation and evolution of nocturnal convection
through the northward advection of heat and moisture, as well as convergence in the region of the LLJ nose.
However, accurate numerical model forecasts of LLJs remain a challenge, related to the performance of the
planetary boundary layer (PBL) scheme in the stable boundary layer. Evaluated here using a series of LLJ
cases from the Plains Elevated Convection at Night (PECAN) program aremodifications to a commonly used
local PBL scheme, Mellor–Yamada–Nakanishi–Niino (MYNN), available in the Weather Research and
Forecasting (WRF) Model. WRF forecast mean absolute error (MAE) and bias are calculated relative to
PECAN rawinsonde observations. The first MYNN modification invokes a new set of constants for the
scheme closure equations that, in the vicinity of the LLJ, decreases forecast MAEs of wind speed, potential
temperature, and specific humidity more than 19%. For comparison, the Yonsei University (YSU) scheme
results in wind speed MAEs 22% lower but specific humidity MAEs 17% greater than in the original MYNN
scheme. The second MYNN modification, which incorporates the effects of potential kinetic energy and uses a
nonzeromixing length in stable conditions as dependent on bulk shear, reduceswind speedMAEs 66% for levels
below the LLJ, but increases MAEs at higher levels. Finally, Rapid Refresh analyses, which are often used for
forecast verification, are evaluated here and found to exhibit a relatively large average wind speed bias of 3m s21
in the region below the LLJ, but with relatively small potential temperature and specific humidity biases.
1. Introduction
The influence of theGreat Plains low-level jet (LLJ) on
the initiation and evolution of nocturnal convection in the
central United States, through its northward transport
of heat and moisture and an increase in low-level con-
vergence, has been investigated by several studies as
reviewed in Stensrud (1996). Climatologically, linkages
between the LLJ and a maximum in moisture transport
and associated precipitation in spring and summer over
the Great Plains have been identified (Higgins et al. 1997;
Walters and Winkler 2001). Stronger moisture conver-
gence and convection exist for specific events if the LLJ is
coupled with upper-level features that promote vertical
motion, such as a baroclinic wave or a lower-tropospheric
front (Augustine and Caracena 1994; Wang and Chen
2009). Squitieri and Gallus (2016) find a higher predic-
tive skill for rainfall from mesoscale convective systems
(MCSs) when the LLJ exists in a synoptic setting of cy-
clonic flow instead of one with anticyclonic flow. Fore-
casting LLJ location and strength is thus important for
forecasting convective precipitation in the Great Plains.
Challenges remain, however, in the use of mesoscale
models for LLJ forecasting. LLJ evolution is influenced
by the turbulent mixing of the boundary layer (Hu et al.
2013; Klein et al. 2016), the parameterizations and effects
of which differ among planetary boundary layer (PBL)
schemes. Local PBL schemes, such as theMellor–Yamada–
Nakanishi–Niino (MYNN) PBL scheme (Mellor and
Yamada 1982; Nakanishi 2001; Nakanishi and Niino
2004), parameterize the vertical eddy transport of heat
and momentum using only gradients of mean variables that
are defined locally. Nonlocal schemes, such as the Yonsei
University (YSU) scheme (Hong et al. 2006), include a
countergradient term in the boundary layer to account
also for mixing effects of large eddies. The effect is a re-
duction in vertical gradients of heat and momentum and
effective reduction in local mixing. In general, nonlocalCorresponding author: David E. Jahn, djahn@iastate.edu
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PBL schemes result in relatively stronger wind speeds
and warmer temperatures at low levels of the boundary
layer over night as compared to local schemes (Kleczek
et al. 2014; Hu et al. 2010).
For nonlocal schemes, vertical mixing is related to a
diagnosed mixing length that represents the effective
depth over which turbulent-eddy mixing has relevant
influence on boundary layer evolution. According to
similarity theory, turbulence would start to diminish as
the gradient Richardson number (Ri) exceeds 0.25 and
tend toward zero as the boundary layer stability becomes
relatively large, such as whenRi approaches 1.0 (Grachev
et al. 2013). Mixing length in PBL schemes is thus often
dependent on stability either defined by a Richardson
number or Obukhov length (Schmengler et al. 2015; Milovac
et al. 2016). The MYNN scheme defines mixing length
in consideration of environmental stability, the vertical
profile of turbulent kinetic energy (TKE), and buoyancy
effects (Nakanishi 2001).
Certain studies have countered the conventional thinking
of similarity theory, giving evidence that significant turbu-
lence persists even under relatively strong stable conditions
as related either to nonzero turbulence potential energy
(Zilitinkevich et al. 2007, hereafter ZL07) or an increase in
mixing length in a stable environment for conditions of
relatively strong bulk wind shear (Sun et al. 2012).
In the MYNN scheme, forecasted vertical mixing and
boundary layer evolution are sensitive also to the clo-
sure parameters, which are constants that determine
the relative influence of shear or buoyancy terms of the
second-order closure equations in the production of
turbulent energy or of terms related to energy dissipation
or redistribution (Nakanishi 2001; Jahn et al. 2017b).
Based on large-eddy simulation (LES) data of simulated
LLJ cases, Jahn et al. (2017a, hereafter J17a) derive a new
set of MYNN closure parameters to improve LLJ me-
soscale model wind speed forecasts.
The unique contribution of the present study is the
evaluation of recent modifications to the MYNN PBL
scheme in the forecast of the Great Plains LLJ. As de-
scribed above, these modifications include a new set of
closure parameters, the inclusion of turbulent potential
energy, and an updated mixing length formulation for
the stable boundary layer (SBL) related to bulk shear.
Unique also to this study is the use of nighttime ob-
servations for forecast validation that are of spatial and
temporal resolution considerably higher than convention-
ally available. The Plains Elevated Convection at Night
(PECAN) program (Geerts et al. 2017) provides a pleth-
ora of in situ and remotely sensed observations during
active weather days over the central Great Plains during
1 June–15 July 2015. The PECAN data allow for verifi-
cation of model forecasts directly against observations
rather than strictly against model reanalyses, as is often
done. Accordingly, this study also investigates the veracity
of using model analyses as reference ‘‘truth’’ to validate
LLJ forecasts in a manner similar to what Thompson et al.
(2003) did for severe storm environments.
In the present study, specific forecasts of environmental
parameters that characterize the LLJ environment and its
influence on convective storm development, including
wind speed, potential temperature, specific humidity, and
thermodynamic stability, are evaluated using amodel run
with convection-allowing horizontal grid spacing and with
variations in the PBL scheme. To allow for comparison
with a nonlocal PBL scheme, LLJ forecasts using the YSU
scheme are also considered. PBL schememodifications are
described in section 2. The setup of model experiments
based on select PECANLLJ cases is described in section 3.
Section 4 presents general results of model forecasts based
on different PBL schemes as well as an evaluation of the
appropriateness of using model analyses for validation.
Section 5 summarizes the results and discusses future work.
2. Modifications to PBL schemehereafter
The various PBL scheme modifications as evaluated
here are described below.All are implemented within the
framework of the MYNN PBL scheme in the Weather
Research and Forecasting (WRF; Skamarock et al. 2008)
Model version 3.8.
a. New closure parameters for the SBL
To define the mixing effects of turbulent eddy co-
variance in a mesoscale model, the MYNN PBL scheme
uses a set of closure equations, in which a set of pa-
rameters determine the relative influence of turbulent
energy production, dissipation, and redistribution. Ex-
ample equations used to calculate 2 of the 10 momen-
tum, heat flux, and variance terms (uiuj and uiu using





































where A1, C2, and C3 are 3 of the 8 MYNN closure pa-
rameters. (Reference J17a for the full list of covariance
equations.) Variables u and y represent orthogonal
horizontal components of the wind speed that are de-
partures from the mean wind U and V, while w is the
vertical wind. Here, q is related to TKE such that
q2 5 u2 1 y2 1w2. The mean potential temperature is u,
and u2 is the potential temperature variance. The horizontal
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mean is represented by an overbar. Also,L is the turbulent
mixing length (the calculation ofwhich is described below),
g is the vertical acceleration due to gravity, and a is a co-
efficient of thermal expansion.
J17a formulate a new set of closure constants appropriate
for use in the SBL (Table 1) using a set of inverted closure
equations that define closure parameters, and which are
dependent on eddy covariance values that are explicitly de-
fined using LES data for a set of LLJ cases. Example
equations for parametersA1 andB1 are given belowanduse




























Details of this modification are given in J17a.
b. New mixing length

















such that LS is related to Obukhov length, LT in-
corporates the influence of TKE, and LB considers
buoyancy effects (see Nakanishi 2001 for details). This
approach, in accordance with Monin–Obukhov theory,
limits vertical mixing within the context of an SBL.
Recent studies, however, have documented an increase
in turbulence intensity in an SBL, and thus also mixing
length, with an increase in wind speed when velocities
are above a certain threshold (Sun et al. 2012). Based on
these findings, a new expression for mixing length has










This expression is applicable for an SBL when the mean
wind speed at a given levelV(z) is above a set threshold,
Vs 5 8ms
21. The diagnosed boundary layer depth is
zBL, and Vrel is arbitrarily set to 10ms
21. The maximum
value of L is restricted to the boundary layer depth zBL.
As stated in J17a, Eq. (6) is rudimentary in its appli-
cation of the results found in Sun et al. (2012) related to
the mixing length. Even so, this approach, which allows
for a larger mixing length as compared to similarity
theory, provided a level of improvement in model de-
piction of PBL evolution for certain LLJ experiments in
J17a and thus is considered once again here within the
context of Great Plains LLJ cases.
c. Explicit inclusion of turbulent potential energy
ZL07 propose the explicit inclusion of turbulent po-












for which N is the Brunt–Väisälä frequency, u2 is
the potential temperature variance, and b5 g/T0 is a
buoyancy parameter with T0 a reference absolute tem-
perature. ZL07 derive an expression for vertical motion
fluctuations Ez that are dependent on TPE through a
flux Richardson number, Rif 5EP/(EK 1EP) (where






























































where the constants Cr 5 3, CK 5 1:08, Ct1 5 0:228,
Ct2 520:208, and C3 522:25 are derived empirically
in ZL07.
Rather than assuming systemdependence on a threshold
Richardson number, above which stability would dictate
suppression of turbulence and associated vertical motion
(as is the case of Monin–Obukhov theory), Ez sustains
turbulence associated with the mean shear even under
strongly stable conditions. Finally, to calculate the eddy





E0:5z L . (12)
TABLE 1. The original and new MYNN closure parameters.
Closure
parameter A1 A2 B1 B2 C1 C2 C3 C5
Original 1.18 0.67 24.0 15.0 0.14 0.73 0.34 0.20
New 0.38 0.61 15.0 11.4 0.03 0.73 0.79 0.20
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3. Methodology
Four experiment types are configured based on model
forecasts with varying combinations of PBL scheme
modifications (Table 2) as described in section 2 and are
referred to as MYNNorig, MYNNnew, ZLSun, and
YSU. The first three are based on the MYNN scheme
framework. YSU is used to provide a comparison with a
commonly used nonlocal scheme.
PBL scheme modifications are evaluated based on
WRF Model forecasts of 12 LLJ cases from the PECAN
project and compared against rawinsonde observa-
tions at fixed sites in the PECAN domain (Fig. 1 and
Table 3). The 12 cases are chosen with a nocturnal LLJ
over the PECAN region (primarily over Kansas) with
core wind speeds greater than 10m s21 lasting for
several hours. Several wind speed thresholds have
been considered here, and using 10m s21 differenti-
ates well the LLJ region. Also, to avoid the direct
effects of nearby convection, we select cases with no
precipitation at or near a majority of PECAN fixed
rawinsonde sites during balloon launch periods (gen-
erally 0000–0600 UTC). The dates in 2015 of chosen
cases include 3, 11, 20, 22, 24, 25, and 26 June and 1, 6,
10, 12, and 16 July. The LLJ occurred for each case
between 0000 and 1200 UTC.
The model configuration is identical for all forecasts of
any one LLJ case. The 1000-km2 horizontal domain with
4-km grid spacing is centered over Kansas City, Missouri
(Fig. 1). Vertically, the domain extends to 100 hPa and
uses a stretched grid of 46 sigma levels with 10 points
below 250m AGL to resolve well the LLJ. (Tests with
double the number of vertical grids in the LLJ region
yielded similar results.) Model initial and boundary
conditions are provided by the North American Me-
soscale Forecast System (NAM) archived files through
the National Centers for Environmental Information.
WRF boundary conditions are based on NAM fore-
casts that are initialized at the same time as the WRF
forecasts. The NAM data are at 12-km grid spacing,
which provides an even 3:1 grid ratio for downscaling
to the WRF grid at 4-km grid spacing. The 24-h WRF
forecasts are initialized at 1200 UTC, and boundary
conditions are updated every 6 h. All forecasts use
the Noah land surface scheme (Chen and Dudhia
2001) and the WRF single-moment 5-class (WSM5)
microphysical scheme (Hong et al. 2004). Shortwave
and longwave radiation processes are represented, re-
spectively, by the Dudhia scheme (Dudhia 1989) and
the Rapid Radiative Transfer Model (RRTM; Mlawer
et al. 1997). No cumulus parameterization scheme
is used.
WRF forecasts are evaluated by calculating mean ab-
solute error (MAE) and bias for wind speed, potential
temperature, and specific humidity relative to five PECAN
rawinsonde soundings (Holdridge and Turner 2015;
Vermeesch 2015; Clark 2016; UCAR–NCAR 2016a,b)
available in the model domain and within the WRF
forecast period. PECAN data for potential temperature
and specific humidity are derived using temperature
and relative humidity observations. The WRF data are
extracted as a vertical 1D profile at the grid point nearest
to the location of a given PECAN sounding (five sites).
PECAN sounding data are log interpolated to sigma
levels of theWRF vertical grid. (Data are interpolated to
sigma levels rather than pressure levels to alleviate in-
terpolation errors when there are discrepancies between
surface pressures of the WRF and the observations.)
MAEs and bias are averaged over three specified vertical
TABLE 2.Description of PBLparameterization schemes evaluated.
Individual schemes are described in section 2.
Label PBL scheme
MYNNorig Original MYNN scheme, version 3.0 (v3.0), per
WRF v3.8
MYNNnew MYNN scheme, v3.0, with new closure
parameters (J17a)
ZLSun Explicit inclusion of TPE (ZL07) invoked within
the framework of theMYNN schemewith a new
mixing length for the SBL in consideration of
bulk shear (Sun et al. 2012, J17a)
YSU YSU scheme per WRF v3.8
FIG. 1. WRF domain (green area) showing the region of
the PECAN study (box with dashed line) and the launch sites
of PECAN rawinsondes used for WRF forecast validation
(Table 3).
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layers: the surface layer (from the surface up to 150m
AGL, which is generally the region below the core of the
LLJ), the LLJ layer (between 150 and 700m AGL, the
layer that generally coincides with the core of the LLJ),
and the layer above the LLJ (above 700 and below 2500m
AGL). Because this grid is nonuniform and stretched,
the vertical averages of the MAE and bias values are
weighted at a given point by the vertical grid spacing at
that point. These error values are then averaged across
all times for which PECANdata are available (generally
0000–0600 UTC), across the five PECAN rawinsonde
sites in the WRF domain, and across the 12 cases to
obtain a single MAE or bias value for each PBL scheme
and for each of the three defined vertical regimes
(above, below, and concurrent with the LLJ).
A t test is used to determine if the difference in the av-
erage MAEs associated with two PBL schemes is statisti-
cally significant. Specifically, a paired-sample t test is used,
which evaluates the null hypothesis that two related da-
tasets have identicalmeans (here averageMAEs).A single
data point in these MAE datasets represents the vertically
averageddifference between aWRF forecast based onone
of four PBL schemes, and rawinsonde sounding data from
one of five PECAN sites, for 1 of the 12 LLJ cases, and at
one specific time (generally between 0000 and 0600UTC).
Each dataset is a collection of individual MAE data points
that are gathered from forecasts using the same PBL
scheme (MYNNorig, MYNNnew, ZLSun, and YSU) and
the same vertical layer (below, above, and concurrent with
the LLJ). This yields datasets of sufficiently large sample
size (generally over 275 MAE data points) for a t test to
determine statistical differences (Ghasemi and Zahediasl
2012).AP value of less than 0.05 is used to indicate that the
difference in average MAEs between the PBL schemes is
statistically significant.
The veracity of using model analysis data for valida-
tion purposes is evaluated by comparing Rapid Refresh
(RAP) analyses (Benjamin et al. 2016) with PECAN
rawinsonde observations. The National Centers for
Environmental Prediction of the National Oceanic and
Atmospheric Administration (NOAA) produce a RAP
analysis every hour based on a 3D assimilation of avail-
able data from the various NOAA observation platforms
(surface, radar, rawinsonde, satellite, etc.), which are
extensive, but not ubiquitous. RAP analysis MAE and
bias are calculated using the same method as in the
evaluation of WRF forecasts based on extracted vertical
profiles of PECAN data for the five PECAN sites and
12 LLJ cases interpolated to WRF sigma levels as com-
pared with associated PECAN rawinsonde profiles of
wind speed observations and derived values of potential
temperature and specific humidity. It should be noted
that PECAN data are not assimilated as part of the RAP
analyses.
4. Results
MAE and bias are computed relative to PECAN ra-
winsonde observations across all forecasts associated with
the same PBL scheme (MYNNorig, MYNNnew, ZLSun,
andYSU) to ascertain the impact onWRFModel forecast
skill for wind speed, potential temperature, and specific
humidity as well as CAPE and CIN for a set of LLJ cases.
TheMAEs and bias of RAP analyses are evaluated as well
for the same LLJ cases. The t-test results are not explicitly
presented here, and differences between MAE values
among forecasts of different PBL schemes are interpreted
as being statistically significant unless noted otherwise.
a. Wind speed forecasts
Composite plots of WRF forecast and RAP analysis
wind speed values and bias relative to PECAN obser-
vations are given (see Figs. 2 and 4) and comprise data as
averaged across all 60 experiments. Because the suite of
experiments represents five sites in the PECAN domain
at varying elevation levels, the composites are formu-
lated using wind speeds at reference heights that are
locally defined above ground level. A composite time-
line of average wind speed bias at 525m AGL (a height
that is generally in proximity to the observed LLJ peak)
shows MYNNnew wind speed biases are 1m s21 or less
at the general time of LLJ initiation, roughly around
0000 UTC for all cases, through 0300 UTC. Thereafter,
MYNNnew winds at 525-m height are underpredicted
by as much as 2m s21. The MYNNnew average peak
magnitude of the LLJ at 0600 UTC is close to observed,
but is displaced more than 300m too low (Fig. 4),
causing wind speeds to be underpredicted by as much as
2m s21 at the level of the observed LLJ peak (525m;
Fig. 3) and overpredicted at lower levels (Fig. 2). Even
so, the MYNNnew bias is not as large as that of
ZLSun or MYNNorig, which exhibit underforecast
wind speeds of 3m s21 or more in the LLJ layer. A
relatively low LLJ can be indicative of a relatively
shallow PBL, which is a feature of local PBL schemes,
such as MYNN, that has been observed by other studies
TABLE 3. PECAN launch sites for rawinsonde data used in
the study.
Site ID Location Lon (8) Lat (8) Elev (m)
FP2 Greensburg, KS 299.3 37.6 681
FP3 Ellis, KS 299.6 38.9 646
FP4 Minden, NE 299.0 40.5 662
FP5 Brewster, KS 2101.4 39.4 1045
FP6 Hesston, KS 297.4 38.1 451
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(Cohen et al. 2015; Cohen et al. 2017) and could be due
to a local scheme’s inability to represent well the effects
of large-scale turbulent eddies.
The YSU composite also places the LLJ peak too low,
about 150m below that observed and, in addition, un-
derpredicts the magnitude of the LLJ at 0600 UTC
by 1.5m s21. Although YSU MAE, which is averaged
over a 6-h period (0000–0600 UTC; Fig. 2), is 3m s21
over the LLJ layer, the composite of YSU wind speed
bias at 0600 UTC is not more than 1.5m s21 and is the
smallest at all levels as compared to the other PBL
schemes. It is possible that the mixing of large-scale
eddies, such as when using a local PBL scheme, allows
for the entrainment of lower-momentum air above the
LLJ and thus an effective reduction of the LLJmagnitude.
The RAP analysis composite timeline shows wind
speeds at 525m that are 1ms21 weaker than the observa-
tions during the development of the LLJ (0200–0400UTC)
and greater than the observed winds by 1m s21 at
0600 UTC after LLJ full development for levels above
the wind maximum (525m). Figure 2 shows the RAP
analysis MAE over the LLJ layer is 2.1m s21 and its
bias of21.2m s21 is larger in magnitude than the biases
for MYNNnew and YSU. The surface layer presents a
different picture, however, than the LLJ layer. Al-
though the RAP bias is relatively small at higher levels,
it increases up to 3m s21 just above the surface (Fig. 4).
This result suggests potential problems for LLJ studies
that invoke RAP analyses for forecast verification be-
low 200m AGL.
AlthoughMYNNnew results in a lower averageMAE
for the LLJ layer as compared toMYNNorig, its average
MAE for the surface layer is 1.9m s21 (72%) higher
(Fig. 2). This forecast error consists of wind speeds that
are largely overforecast, as indicated by a relatively
large positive bias of 3.2m s21 for the surface layer. At
0600 UTC, the MYNNnew composite bias is greater
than 6m s21 near the surface (Fig. 4). As mentioned
above, these large wind speeds at lower levels are as-
sociated with an LLJ maximum that develops on aver-
age 300m lower than observed. Conversely, ZLSun
exhibits an average MAE that is much smaller for the
surface layer as compared to the LLJ layer, with a value
0.8m s21 (31%) less than that of MYNNorig. Specifi-
cally at 0600 UTC (Fig. 4), the wind speed biases for
MYNNorig and ZLSun are similar.
FIG. 2. WRF wind speed forecast by PBL scheme and RAP analysis (left) MAE (m s21) and (right) bias (m s21)
for three vertical layers as defined in the text and designated by color as given in the legend.As described in the text,
MAE and bias represent the average error across 12 LLJ cases and five PECAN sites (60 experiments).
FIG. 3. For the same 60 experiments in Fig. 2, time series are
given of WRF forecast composite and RAP analysis wind speed
bias (m s21) relative to PECAN rawinsonde observations at 525m
AGL between 0000 and 0600 UTC. WRF forecasts using different
PBL schemes andRAP analyses are designated by color as given in
the legend.
1114 WEATHER AND FORECAST ING VOLUME 33
Unauthenticated | Downloaded 12/09/20 01:05 AM UTC
An explanation for the large differences in wind
speeds at lower levels among the PBL schemes does not
involve so much the surface-layer scheme, which is the
same MYNN scheme that is invoked by MYNNorig,
ZLSun, and MYNNnew, as it does the difference in
mixing coefficients among the schemes. Stronger eddy
diffusion coefficients for momentumKm (Fig. 5) and thus
stronger mixing result in a reduction of wind speeds in
and below the LLJ layer for ZLSun and MYNNorig as
compared to the other PBL schemes. (Fig. 4). Conversely,
smaller Km values for MYNNnew indicate relatively
weak mixing and thus sustained stronger winds.
b. Potential temperature forecasts
MAEs for potential temperature forecasts in the LLJ
layer for MYNNnew or YSU are of similar magnitude
and are, respectively, 0.5K (24%) and 0.4K (19%)
smaller than that of MYNNorig (Fig. 6). However, YSU
results in a positive bias of 1.4K, which is larger in mag-
nitude than the negative bias of MYNNorig. This warm
bias by YSU is consistent with the results of previous
studies (Cohen et al. 2015) and could be due to the en-
trainment of relatively warm air above the PBL (refer-
ence the potential temperature composite in Fig. 7) due
to large-scale mixing of a nonlocal PBL scheme. The
MYNNnew potential temperature forecast bias is nearly
zero. Also, for the surface layer, MYNNnew is the only
scheme that results in a reduction inMAE, which is 0.38C
(17%) lower compared to MYNNorig, a result not found
to be statistically significant. The RAP analysis exhibits
MAE values less than 1K and a bias of less than 0.5K for
all layers.
Consistent with these MAE values, a vertical profile
of composite potential temperature forecast bias (Fig. 7)
at 0600 UTC shows for YSU a relatively large warm bias
between 1 and 2K in the LLJ layer, andMYNNorig and
ZLSun have a bias of 21K or cooler. The MYNNnew
exhibits a bias of 1K in the lower part of the LLJ layer.
The RAP analysis maintains a bias of less than 0.25K in
the LLJ layer.
FIG. 4. For the same set of 60 experiments in Fig. 3, composites of WRF forecast and RAP analyses (left) wind
speed vertical profile values and (right) bias relative to PECAN observations at 0600 UTC (18-h forecast). Light
gray horizontal lines denote surface and LLJ layers as described in the text.
FIG. 5. Vertical profiles of eddy diffusion coefficients for mo-
mentum Km (m
2 s21), from WRF forecasts with different PBL
schemes (designated by color in the legend) for a single LLJ case at
0600 UTC 1 Jul 2015 at Hesston, KS.
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In the surface layer, all PBL schemes as well as the
RAP analysis demonstrate a warm bias. The YSU fore-
cast bias of 2.0K is double that of the other schemes. The
warm biases for MYNNorig and ZLSun are depicted for
0600 UTC in Fig. 7, but these schemes produce cooler
potential temperatures as compared to observations early
on, thus resulting in negative bias values as calculated
over the 6-h period (0000–0600 UTC) as in Fig. 6.
c. Specific humidity forecasts
MYNNnew and ZLSun both result in specific hu-
midity forecast MAEs of 1.4 g kg21 for the LLJ layer,
which are 0.4 g kg21 (22%) smaller than the specific
humidityMAE forMYNNorig (Fig. 8). TheMYNNnew
forecast bias over the LLJ layer is smaller than that of
the RAP analysis and nearly eliminated. YSU results in
anMAE 0.3 g kg21 (17%) higher thanMYNNorig and a
bias of21.8 g kg21. The RAP analysis exhibits a dry bias
of 0.5 g kg21 and greater in the surface and LLJ layers.
A composite of specific humidity bias across all cases
at 0600 UTC (Fig. 9) shows a distinct dry bias for YSU
of 21.25 gkg21 in both the surface and LLJ layers. The
large-scale mixing of a nonlocal PBL scheme could here
as well allow for downward entrainment of relatively dry
air. The lack of such largemixing with local PBL schemes
results in a nearly equal moist bias forMYNNnew and an
even larger bias forMYNNorig. A study analogous to the
current one in the assessment of local and nonlocal PBL
schemes over the Southeast United States (Cohen et al.
2017) does not give evidence of a strong YSU dry bias,
which suggests possible regional differences in the ap-
plication of a given PBL scheme.
TheRAP analysis demonstrates a dry bias of21gkg21
in the surface layer, which is reduced to near zero toward
the top of the LLJ layer. Above the LLJ layer at levels
higher than 1800m, there is a dry bias for all PBL
schemes. For the layer above the LLJ, there is not found a
statistical significance in the MAE differences in specific
FIG. 6. As in Fig. 2, but for MAE and bias of WRF forecasts and RAP analyses of potential temperature (K).
FIG. 7. As in Fig. 4, but showing vertical profiles of potential temperature and associated bias (K).
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humidity for MYNNnew, ZLSun, and YSU as compared
to MYNNorig.
d. MUCAPE and MUCIN forecasts
Because the LLJ is known to play a critical role in the
evolution and sustenance of nocturnal mesoscale con-
vective systems that generally consist of at least some el-
evated convection, the most unstable CAPE (MUCAPE)
is diagnosed for each forecast at each site and hour for
which PECAN soundings are available. MUCAPE is
determined by systematically calculating CAPE based on
vertical profiles of temperature and dewpoint tempera-
ture for each case using lifted air parcels that initiate from
different vertical grid levels at 25-hPa increments between
the surface and 700hPa. Most unstable CIN (MUCIN) is
calculated based on parcels that initiate from the same
level as identified for the parcel having the MUCAPE.
Forecast MAE and bias values for MUCAPE and
MUCIN are then calculated relative to PECAN values
and averaged across the experiment set in the same
manner as per other variables.
YSU results in the lowest average MUCAPE MAE,
with a value roughly half that of theother PBL schemes and
with a near-zero bias (Fig. 10). The MUCAPE MAE for
RAP is comparable to the result for YSU, although
with a slight positive bias. A different trend was iden-
tified by Cohen et al. (2017) for cases from the South-
east, for which YSU slightly overpredicted CAPE and
an observational analysis similar to RAP underpredicted
MUCAPE.
The average MUCIN MAEs for all PBL schemes are
similar, ranging between 105 and 120 J kg21, with YSU
being the largest. The relatively large MUCIN positive
bias for YSU is associated with its slight warm bias
(Fig. 6) and large dry bias (Fig. 8) at low levels, which
results in a higher level of free convection and thus a
stronger MUCIN. Likewise, a slight dry bias for RAP
contributes to a positiveMUCIN bias of nearly the same
FIG. 8. As in Fig. 6, but for MAE and bias of WRF forecasts and RAP analyses for specific humidity (g kg21).
FIG. 9. As in Fig. 7, but showing vertical profiles of specific humidity and associated bias (g kg21).
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magnitude as YSU. Conversely, the relatively large
negative MUCIN bias for MYNNorig is likely associ-
ated with its relatively large moist bias (Fig. 8).
5. Discussion and summary
The performance of certain modifications to the
MYNN PBL scheme in the WRF Model is evaluated
using 12 LLJ cases for five sites (60 experiments) from
the PECAN project for which extensive rawinsonde
data are available. MYNNnew forecasts use a new set of
closure parameters. The ZLSun forecasts use a PBL
scheme that is modified to include TPE as well as a new
mixing length. TheMYNNnew and ZLSun forecasts are
compared to MYNNorig and YSU forecasts, which use
the original MYNN and YSU schemes, respectively.
Additionally, the RAP analyses for the same experi-
ments are evaluated against PECAN observations.
In the core LLJ region, YSU andMYNNnew result in
the best wind speed forecasts with averageMAEs across
all 12 cases and five PECAN sites that are 22% and 19%
lower, respectively, than MYNNorig, as well as the best
potential temperature forecasts for both with respective
MAEs 19% and 24% lower than MYNNorig. However,
YSU has a warm potential temperature bias that is larger
in magnitude than the cool 1.1-K bias of MYNNorig.
YSU also results in a specific humidity dry bias and
associated average MAE that is 17% above that for
MYNNorig, while the other three MYNN schemes re-
sult in average specific humidity MAEs that are 22%
smaller as compared to MYNNorig. It could be argued
that MYNNnew performs the best overall in the LLJ
layer withMAE values that are reduced by 19%ormore
as compared to MYNNorig in the forecast of wind
speed, potential temperature, and specific humidity.
Given the impact these variables have in determining
local environmental instability, future work is needed to
investigate explicitly the impact of PBL scheme modi-
fications on convection initiation and evolution.
Below the LLJ and near the surface, the changes
implemented in MYNNnew should be used with caution,
as relatively high wind speed forecast errors occur with an
averageMAE 72% higher than that of MYNNorig. These
errors are attributed to an LLJ maximum, the magnitude
ofwhich iswell forecast byMYNNnew, butwhich is placed
300m below that observed. Near the surface, ZLSun re-
sults in the smallest wind speed MAE, with a value 66%
lower than MYNNorig. Thus, ZLSun would perform well
for applications dependent on wind forecasts only in the
lower levels of the boundary layer. Future work is war-
ranted to identify PBL scheme modifications that would
result in optimal performance at all levels.
Notable differences have been revealed between
RAP analyses and the PECAN rawinsonde data. For the
set of LLJ cases here, after the LLJ is fully developed
RAP analyses exhibit an average wind speed bias of
0.5m s21 above the surface layer, but a relatively large
average bias of 3m s21 in the lower surface layer, a result
that should signal a need for caution when using RAP
analyses for forecast verification of wind speeds near the
surface. RAP analysis potential temperature and spe-
cific humidity biases are less severe, ranging between21
and 1K and between 21 and 0.5 gkg21, respectively,
over the surface and LLJ layers. Differences between
RAP analyses and the PECAN soundings can vary sig-
nificantly among different cases, such that care should
be taken when validating model forecasts against model
analyses for any one case. Future work should compare
RAP analyses to observations for a larger sample of
cases and compare the differences for LLJ cases with
those valid for other types of events.
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FIG. 10.WRF forecast (left) MUCAPE and (right) MUCINMAE (J kg21; green bars) and bias (J kg21; black bars)
by PBL scheme and for the RAP analysis. MUCAPE and MUCIN are diagnosed as given in the text.
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