Various modifications of reverse time migration (RTM) provide asymptotic inverses to the subsurface offset extended Born modeling operator for constant-density acoustics. These approximate inverses have the same quality (asymptotic accuracy) as do generalized Radon transform pseudoinverses, but they can be computed without any ray tracing whatsoever. We have developed an approximate inverse of this type whose additional computational cost, above that of subsurface offset extended RTM, is negligible.
INTRODUCTION
Reverse time migration (RTM) with space-shift imaging condition (Sava and Fomel, 2003) is the transpose or adjoint of the spaceshift (or subsurface offset) extended Born modeling operator of constant-density acoustics (Stolk et al., 2009 ). Remarkably, preand postmultiplication with relatively low-cost auxiliary operators convert the RTM operator from an adjoint into an asymptotic inverse operator. This observation is implicit in a few works on "true amplitude migration" (Zhang et al., 2007; Xu et al., 2011) , and it was made explicit by ten Kroode (2012 Kroode ( , 2014 and Hou and Symes (2015b) . In one of its forms, the approximate inverse is
in whichF is the subsurface offset extended Born modeling operator (the dependence on the background model is suppressed) and F Ã is its adjoint (a form of RTM). The functions W model and W data are the model-and data-domain weight operators, defined by
Here, v is the background or migration velocity (vðx; zÞ in 2D and vðx; y; zÞ in 3D); D x , D h , and D z are the x-, h-, and z-direction derivatives, respectively (where h is the subsurface offset), applied in the image domain; I t is the indefinite time integral; D z s and D z r are the source and receiver depth derivatives, respectively, applied in the data domain; Pð : : : Þ (the reciprocal is used in Hou and Symes, 2015b ) is a so-called pseudodifferential operator (ΨDO) of order zero, an oscillatory integral defined by its symbol or amplitude, also denoted as P (see equation 11 below); andF † is an asymptotic inverse in the sense thatF †F − I suppresses highfrequency components, i.e., in the same sense as the generalized Radon transform (GRT) or Kirchhoff inverses (Beylkin, 1985; Bleistein, 1987; Operto et al., 2000) . Of course, GRT inverses require extensive computation of traveltime and amplitude tables. The operatorF † requires no ray-related computations at all.
Note that the operator W model defined by Hou and Symes (2015b) is written here as W −1 model , so thatF † is expressed as the adjoint ofF with respect to weighted norms. This observation leads to a dramatic acceleration of iterative extended least-squares migration (Hou and Symes, 2016a) .
In this paper, we derive and illustrate an alternative approximate
in which Q is a ΨDO with properties similar to those of P. We show thatF ‡ is an asymptotic inverse in the same sense as isF † , and we illustrate its equivalent accuracy with a nontrivial numerical example. However, note that the expression 3 forF ‡ does not take the form of an adjoint ofF with respect to weighted norms.
The steps necessary to evaluate the right sides of equations 1 and 3 are as follows: 1) Apply the weight operator W data to the data. Our previous papers Symes, 2014, 2015b ) discuss implementation of this step. For example, for shallow tow-depth streamer data (free surface, small z s , z r relative to the shortest wavelength to be imaged), the vertical source and receiver derivatives are present in the recorded traces already, as a side effect of ghosting.
If the data are free of ghost reflections, shift the vertical derivatives to the migration using a dipole Green's function in RTM. 2) For equation 3: Apply the time derivative, or include one less time integration in the definition of W data . 3) Apply the extended RTM operatorF Ã , formulated with absorbing boundary if the source and receiver vertical derivatives are already applied to the data, otherwise formulated with the vertical dipole source and receiver. 4) a) For equation 1: Apply square roots of Laplacians in x; z and h; z (2D) or x; y; z and h x ; h y ; z (3D). This step requires partial Fourier transforms of 3D data (for 2D inversion) or 5D data (for 3D inversion). b) For equation 3: Apply the z-derivative. 5) Apply the operators P (equation 1) or Q (equation 3), or appropriate approximations. 6) Scale by appropriate power of v and numerical factors.
For kinematically accurate v, the output ofF Ã focuses near h ¼ 0, and an appropriate approximation for P or Q is the identity operator, i.e., a "no-op." We will say a few words about the general case in the "Discussion" section.
Comparison of steps 4a (for equation 1) and 2 and 4b (for equation 3) suggests that implementation of equation 3 is likely to be less computationally demanding than implementation of equation 1 because no spatial transforms are involved in the former implementation. At least for kinematically accurate migration velocity, with Q neglected, equation 3 defines a least expensive RTM-based approximation inverse, as computationally feasible as subsurface-offset extended RTM itself.
In the next section, we will outline the theoretical derivation of equations 1 and 3, limiting ourselves to 2D for simplicity. In the following section, we present an example based on the Marmousi model (Bourgeois et al., 1991) . The "Discussion" section points out some open questions about the constructions described here.
THEORY
In this section, we sketch an approach for construction of approximate inverse operators, reserving mathematical details for the appendices. We make extensive use of results from Hou and Symes (2015b) . To avoid confusion, we prefix all citations of equations from that paper by "HS-." We also use the notation of that paper, in particular ϕðx r ; x s ; x; z; hÞ ¼ Tðx s ; z s ; x − h; zÞ þ Tðx r ; z r ; x þ h; zÞ for the offset reflection time as a function of the source location ðx s ; z s Þ, receiver location ðx r ; z r Þ, midpoint ðx; zÞ, and subsurface offset h. Source and receiver depths are idealized as being the same for all traces, so we drop z s ; z r from the argument list of ϕ. We assume for simplicity that ∂ϕ∕∂z > 0 in the domain of interest, i.e., that the reflection time is increasing with depth throughout the region of nonzero reflectivity. This assumption is consistent with the use of horizontal subsurface offset.
The key computation is the asymptotic approximation of a GRT of the special form M a uðx;z;hÞ¼ Z dx r dx s dx 0 dz 0 dh 0 aðx r ;x s ;x;z;h;x 0 ;z 0 ;h 0 Þ ×δðϕðx r ;x s ;x;z;hÞ−ϕðx r ;x s ;x 0 ;z 0 ;h 0 ÞÞuðx 0 ;z 0 ;h 0 Þ;
defined by the phase ϕ and an amplitude function a. Appendix A shows that M a uðx; z; hÞ
x s ðx; z; h; k x ∕k z ; k h ∕k z Þ; x; z; hÞ:
In this representation,û denotes the Fourier transform of u and Qðx; z; h; k x ∕k z ; k h ∕k z Þ is a symbol of order zero, i.e., the amplitude (nonoscillatory) factor in the standard representation of a ΨDO. Properties of symbols are described in many standard texts, e.g., Taylor (1981) . The value Q is defined explicitly in Appendix A and satisfies
The term in brackets is a function of the source and receiver locations x r ; x s that are in turn functions of midpoint and offset coordinates and wavenumbers. This functional relationship depends on determining the takeoff slowness vectors ∇ x;z Tðx r;s ; z r;s ; x AE h; zÞ of rays connecting sources and receivers to scattering points, from the stationary phase conditions that lead to the asymptotic formula 5. The details are given in ten Kroode (2012) and Appendix A of Hou and Symes (2015b) and are also sketched in Appendix A. A convenient starting point for the derivation of formulas 2 and 3 is equation HS-20, expressing the extended Born operator applied to an extended perturbation δvðx; z; hÞ of the (nonextended) velocity model vðx; zÞ, modified by time integrations and vertical source and receiver derivatives, and approximated by ray theory Green's functions. As in Hou and Symes (2015b) , we adopt the notation convention that θ r ¼ θðx r ; z r ; x þ h; zÞ for the surface takeoff angle of the ray from ðx þ h; zÞ to the receiver at ðx r ; z r Þ, and similarly for θ s and other functions of source and receiver locations and scattering points, with primes for functions of primed variables. 
Equation 7 implies that
The fact I Ã t ¼ −I t and application of approximation 5 turns equation 9 into equation HS-21 (the derivation details can be found in Appendix A of Hou and Symes, 2015b) :
Here, 
Using the fact I 
NUMERICAL EXAMPLE
In this section, we use the synthetic Marmousi model (Bourgeois et al., 1991) to compare the accuracy of the two approximate inverse formulas. We use a kinematically accurate velocity; in fact, we gen- Hou and Symes erate the (Born) data with the same velocity model used to invert it via formulas 1 and 3, so the data to which the operators P and Q are applied are focused near h ¼ 0. Thus, these two operators act as approximate identities and are neglected in our computations. Figure 2 plots the extended inversion produced by the two formulas and their difference. The comparison illustrates that both formulas for the approximate inversion express the same nature and produce very similar results. The difference mainly corresponds to the energy out of the asymptotic framework, e.g., the diving wave and refractions. As explained by Hou and Symes (2015b) , the physical model can also be recovered by stacking along the subsurface offset axis (nonextended inversion). We plot the stacked images and their difference in Figure 3 . These two stacked images are visually almost identical. The artifacts that appear in the extended images also cancel during the stacking process. The middle trace extracted from the reflectivity model, and the two stacked images (Figure 4a ) further show the similarity of the two formulas. To further verify the effectiveness of the approximate inverse operators, we apply an extended Born modeling operator on the inverted extended images to resimulate the data. Figure 5 plots the middle shot of the original data, the resimulated data for the extended images using formulas 1 and 3, and the difference between the two resimulated data. The approximate inversion using both formulas produces almost the same level of relative data misfit compared with the original data. The middle trace (zero offset) extracted from the middle shot of the original data and two resimulated data confirms this view more clearly (Figure 4b) . The substantial difference, especially at a large offset, between the two resimulated data (Figure 5d ) results from the energy out of the asymptotic framework and shows the effect of the different ΨDOs in two formulas.
DISCUSSION
We thank Fons ten Kroode for pointing out that the asymptotic inverse 3 may be derived easily from equations 7 and 8 in ten Kroode (2014) , which summarize an argument analogous to that explained here. The operator defined by equation 1 is the adjoint ofF in weighted norms on model and data spaces defined by W model and W data . Because the weighted normal operatorF †F is approximately the identity, the operatorF is approximately unitary in the norms defined by the weight operator 2, so that Krylov subspace iterations such as conjugate gradients converge very rapidly to solutions of the extended least-squares migration problem (Hou and Symes, 2015a , 2016a , 2016b . It remains to be seen whether the approximate inverse operator shown in equation 3 can play a similar role in accelerating Krylov methods.
The ΨDOs P and Q are in principle necessary for asymptotically accurate recovery of unfocused extended models via 1 and 3. These operators have a low approximate rank, and efficient algorithms exist for approximating their action (Bao and Symes, 1996; Demanet and Ying, 2011) . However, all of these algorithms have at least the complexity of the Fourier transform, so in fact they have a substantial cost, especially in 3D. Moreover, only approximations may be computed; at present, the degree of approximation necessary to obtain an accurate approximate inverse is unknown. Experience so far suggests that for convergence acceleration of iterative algorithms, it may be possible to ignore P as we have done here.
The derivations presented here are in principle valid only in the absence of triplications (multiple wave arrivals). However, there is ample evidence that this restriction is not really necessary (Stolk et al., 2009; ten Kroode, 2012 ten Kroode, , 2014 . The absence of turning rays is a more fundamental limitation. To include them would require inclusion of vertical subsurface offsets (Biondi and Symes, 2004) .
CONCLUSION
In this paper, we have derived a formula for an approximate extended Born inversion, whose additional cost beyond that of extended RTM is negligible. By theoretical derivation and numerical experiment, we have demonstrated that the operator derived here, while substantially less expensive to implement (especially in 3D), achieves the same order of asymptotic accuracy as that described in our previous work.
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PSEUDODIFFERENTIAL APPROXIMATION OF THE GRT
We show that equation 5 gives a high-frequency asymptotic approximation of GRT 4, by modifying the argument explained in Appendix A of Hou and Symes (2015b) . This argument begins with the assumption that ∂ϕ∕∂z > 0, where the input function u ≠ 0 (in the application, u will be the velocity perturbation δv). Clearly, only those ðx 0 ; z 0 ; h 0 Þ contribute to the evaluation of M a uðx; z; hÞ for which of ϕðx r ; x s ; x; z; hÞ ¼ ϕðx r ; x s ; x 0 ; z 0 ; h 0 Þ for some x s ; x r . Solve this equation for z 0 ¼ Zðx r ; x s ; x; z; h; x 0 ; h 0 Þ -given the assumption, the solution is at least locally unique. Note that as a distribution in ðx 0 ; z 0 ; h 0 Þ, From relation A-3 it follows that the wave vector ðk x ; k z ; k h Þ determines the ray connecting the scattering points ðx AE h; zÞ to the ðx r ; z r Þ; ðx s ; z s Þ, respectively; hence, the latter become functions of the co-vector ðx; z; h; k z ; k z ; k h Þ. In terms of these functions, to leading order in k z , M a uðx; z; hÞ in which v AE ¼ vðx AE h; zÞ; v ¼ vðx; zÞ. The relation HS-A21 defines q r ; q s in terms of v; v AE and ∂ϕ∕∂z, and HS-A24, HS-A25, and HS-A26 define the ∂ϕ∕∂z, as functions of ðx; z; h; k x ; k z ; k h Þ. The reader will note that Q is dimensionless, and it is homogeneous of degree zero in ðk x ; k z ; k h Þ; hence, it is really a function of ðk x ∕k z ; k h ∕k z Þ. A bit of algebra using the quoted identities also establishes that
Qðx; z; 0; k x ∕k z ; k h ∕k z Þ ¼ 1: (A-8) : (B-2)
Substitution of these identities in B-1 leads directly to equation 16, hence leading to the asymptotic inverse formula 3 as described in the "Theory" section.
