There are several situations in which a person with visual impairment or blindness needs to extract information from an image. For example, graphical representations are often used in education, in particular, in STEM (science, technology, engineering, and mathematics) subjects. In this contribution, we propose a set of six sonification techniques to support individuals with visual impairment or blindness in recognizing shapes on touchscreen devices. These techniques are compared among themselves and with two other sonification techniques already proposed in the literature. Using Invisible Puzzle, a mobile application which allows one to conduct non-supervised evaluation sessions, we conducted tests with 49 subjects with visual impairment and blindness, and 178 sighted subjects. All subjects involved in the process successfully completed the evaluation session, showing a high level of engagement, demonstrating, therefore, the effectiveness of the evaluation procedure. Results give interesting insights into the differences among the sonification techniques and, most importantly, show that after a short training, subjects are able to successfully identify several different shapes.
INTRODUCTION
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1
To address these difficulties, a common approach consists in transferring the image onto a physical support that can be perceived through the tactile sense. For example, two tools that are commonly used for educational purposes are tactile drawings, generally produced using specialized devices such as embossers and/or swell-paper 2 (see Figure 1 ), or arithmetic pin boards, which can be active or passive (see Figure 2 ).
While these solutions are easy to use and conceptually simple, they also have several drawbacks. First, in many cases these physical supports need to be manually created (e.g., embossing a drawing on tactile paper), and special training is required for the person who has to produce them. In other cases, physical supports need to be printed/reproduced with specialized hardware, which is often expensive. Second, in order to be clearly readable, these physical supports often must be quite large, and cannot contain too many details, e.g., text and other symbols. Indeed, in many cases, a small drawing from a textbook needs to be reproduced on an entire tactile page, while larger figures often need to be split into different pages. This leads to a third problem: the set of tactile pages and other physical supports is often bulky and heavy.
In order to overcome these limitations, a different approach is to use auditory feedback to "sonify" the image/shape, i.e., to convey visual information through the acoustic channel. Beyond designing an effective sonification technique, another major challenge is to tune the sonification technique and evaluate it with a large number of users. Designing and testing with final users (in particular, those with visual disabilities) is indeed a time consuming task [Petrie et al. 1996] . For example, most of the contributions proposed so far in the literature are evaluated with small groups of users, making it difficult (if not impossible) to assert the statistical significance of experimental data.
This article addresses the above problems and advances the state-of-the-art along two main directions. The first contribution is the proposal of six new "sonification modes", i.e., software modules that combine an image exploration paradigm with a sonification technique. The proposed sonification modes have been specifically designed to be used on touchscreen devices; the user explores the figure with one finger and can recognize it, thanks to the combination of audio feedback and proprioception. One of the proposed sonification modes represents a benchmark, based on a two-dimensional exploration paradigm. The others are based on a mono-dimensional exploration paradigm along the vertical axis. The sonification techniques combine elements derived from previous proposals with novel solutions, such as frequency-dependent sound spatialization (employing both interaural level and time differences). The aim of the proposed sonification techniques is to convey binary images 3 requiring very little user training. The second contribution is the design and implementation of a technique to compare sonification modes. This technique is composed of a methodology and its implementation within an application for mobile devices (i.e., the most common type of touchscreen devices). The main idea behind the methodology is that each test subject is introduced to a single sonification mode and is asked to complete specific tasks, which become increasingly more complex the more the subject uses the application. The aim of each task is to recognize an invisible shape by exploring it using the selected sonification mode. After the exploration, the subject is asked to identify the correct shape (i.e., the explored one) from a set of four possible choices shown on screen or described through synthesized speech.
The design of this evaluation methodology was driven by two main objectives: first, to enable the quantitative comparison of the sonification modes (e.g., in terms of the average number of correct answers). The second objective was to enable the development of an automated evaluation tool that allows one to conduct a large number of tests with minimal supervision. This contribution also presents Invisible Puzzle, a mobile application that implements this methodology and that trains subjects, challenges them to complete all tasks, and collects their performance. Invisible Puzzle is fully accessible to individuals with blindness, thanks to VoiceOver. 4 During the design of Invisible Puzzle, it emerged that the lack of interaction with the supervisor raised two main challenges: explaining to the subject how to use the sonification modes and motivating them to concentrate on the tasks. To face these problems, Invisible Puzzle first instructs the subject with a very short video (approximately 15 seconds) and then adopts a gamification approach to engage test subjects through levels of increasing difficulty, allowing them to gradually get proficient in the sonification mode.
To evaluate the effectiveness of the proposed sonification modes, this article presents the statistical analysis of the experimental data collected through Invisible Puzzle with 49 subjects with blindness. The six sonification modes proposed in this contribution are compared among themselves and with two sonification techniques previously proposed in the literature. The analysis shows that one of the novel sonification modes (called "1D-FF Pure") emerges as the most effective. Using this sonification mode, after a short (automated) training, subjects can correctly recognize a shape in a few seconds. For example, after practicing for less than 3 minutes with points and lines, four out of six subjects with blindness correctly completed all tasks involving simple shapes like squares, triangles, and circles. The time required to recognize each of these shapes is less than 19 seconds, on average.
In order to evaluate the effectiveness of the proposed methodology, we also conducted 178 tests with sighted subjects. For all 227 tests, the only action required by the supervisor was to invite the subjects, run the application and, if necessary, turn VoiceOver on/off. This proves that both the methodology and its implementation with Invisible Puzzle are effective in limiting the supervision effort, hence, suggesting, as discussed in this article, that a remote and unsupervised evaluation is indeed possible.
Finally, this article also presents the statistical analysis of experimental data collected from sighted subjects. This allows us to better understand the differences in the cognitive process and to compare the effectiveness of the training based on audio instructions only with that based on audio and graphical information.
This article is extended from a previous conference publication [Gerino et al. 2015] . The main differences, with respect to the conference version, are listed below. -This article describes a version of Invisible Puzzle that also implements two sonification modes adapted from existing literature [Dallas Jr and Erickson 1983; Yoshida et al. 2011] . Section 3.3 describes how these solutions have been implemented in Invisible Puzzle. The two techniques are experimentally compared with the others proposed in this article and results are presented in Section 6. -As discussed in Section 6, new tests were conducted, with 78 additional subjects (47 sighted and 31 blind) for a total number of 178 sighted and 49 blind subjects. New tests also include additional tasks, increasing their number from 16 to 24. -Section 6 now reports a more thorough statistical analysis, including inferential analysis of the survey data in relation with the performance data. -We added Section 6.5 to report the main comments we received from the subjects involved in the evaluation. -Sections 3.4 and 5.3 have been added to report additional details about Invisible Puzzle, including the implementation of the sound generation techniques and the architecture for remote data collection. -The literature review (Section 2) has been improved, and now it also includes an overview of works in the field of sensory substitution. -Appendix A reports the set of images used in Invisible Puzzle tasks.
This article is organized as follows. Section 2 describes the related work. The six proposed sonification techniques are presented in Section 3, together with a description of the two sonification techniques that were adapted from existing works. Section 4 describes the proposed evaluation methodology, while Section 5 describes Invisible Puzzle and its design process. The experimental results are analyzed in Section 6. Finally, Section 7 concludes the article and identifies future work.
RELATED WORK
The problem of non-visual exploration of images has been widely studied in the scientific literature and many prototypes have been developed and evaluated with blind and visually impaired people. Proposed solutions can be broadly divided into two groups: tactile or haptic representations ( [Kurze 1996; Xu et al. 2011; Bernareggi et al. 2008; Monnai et al. 2014; Kim and Lim 2011] ) and image sonification. The focus of this review is on the latter group, with particular attention to the techniques that can be adopted to recognize shapes on touchscreen devices. Yeo and Berger [2005] propose a framework for designing image sonification methods, categorizing various aspects of the sonification process such as time and spatial exploration, image analysis, and sonification mapping. In particular, authors identify two classes of auditory displays: those adopting the probing approach, which allow the user to interactively change the portion of the image to be sonified, and those based on the scanning approach, where image data is scheduled to be sonified in a predefined order. As we show in the following sections, the sonification techniques proposed in this contribution are based on the probing method.
Fish proposes a technique for real-time sonification of images captured with analog electronic devices (e.g., a camera) [Fish 1976 ]. An image-to-sound mapping is defined in order to represent image features through sound, following psychoacoustic principles. The vertical position of a pixel is represented through the frequency of the tone, while the horizontal position is represented as the ratio of sound amplitudes presented to each ear through binaural headphones. Image information is conveyed to the user following a scanning approach. Dallas Jr and Erickson [1983] propose a similar technique, which relies on a scanning approach but adopts a slightly different image-to-sound mapping. The vertical position of each pixel is still represented through frequency, but the horizontal position is conveyed through time and brightness through loudness. This technique is adopted in the "The vOICe" project [Meijer 1992 ] that aims at enabling individuals with visual impairment to explore frames captured through a camera. Another technique based on a scanning approach is introduced by . This technique adopts a novel image-to-sound mapping designed to represent color images through pleasant sounds. The vertical position of the pixel is mapped to a note (pitch) in a pentatonic musical scale. The luminance of the pixel is mapped to the attenuation (volume) of the note. The color of the pixel is mapped to different musical instruments.
The solutions mentioned above have some aspects in common with the sonification techniques proposed in our contribution. In particular, they share the general idea of the image-to-sound mapping. Still, it is important to underline that our approach addresses a different problem. The aforementioned sonification techniques adopt a scanning approach and are mainly designed to convey complex image information from a real-time video stream. A comparison with our scenario outlines two main differences: first, we aim at representing binary drawings in the form of shapes. Second, we adopt a probing approach, allowing users to interactively choose which part of the image should be sonified.
The adoption of a probing approach on touchscreen devices has been explored already by other contributions, such as work done by Yoshida et al. [2011] , which investigates a method for exploring images on a smartphone through sound. Two sonification modes were designed: local area sonification and distance-to-edge sonification. In the first mode, when the user slides a finger over an edge, a sound representing the line is played. In the second mode, a pulse train signal is used to represent the finger's distance to the closest edge. Another contribution that adopts a probing approach was proposed by Taibbi et al. [2014] . This contribution presents AudioFunctions, an iPad application to support visually impaired students in exploring function graphs. AudioFunctions adopts three sonification techniques to convey information about a function graph. The "non-interactive" technique sonifies the whole function with an approach similar to "The vOICe". The "mono-dimensional interactive" technique is similar to the "noninteractive" technique, but it allows the user to choose the vertical portion of the image to be sonified by dragging a finger along the horizontal bar that represents the x-axis. Finally, the "bi-dimensional interactive" technique is similar to Yoshida's "distance-toedge".
An important stream of research has been conducted with respect to the adoption of sonification techniques in Sensory Substitution Devices (SSD). Among others, investigate the problem of visual rehabilitation through SSD. They observe that, in the past, most approaches to visual rehabilitation through SSD have not been successful due to inaccurate theoretical neurobiological knowledge about the brain plasticity, and to the lack of effective solutions to provide training during the visual rehabilitation process. In contrast, more recent results in the field of neurobiology actually provide evidence of the effectiveness of sonification in visual rehabilitation [Levy-Tzedek et al. 2012; Wright et al. 2012] . One remarkable result presented by Striem-Amit et al. [2012] supports the idea that sonification is effective in visual rehabilitation. Indeed, authors present a case study conducted with nine subjects that have been trained for 8 months (for a total of 73 hours, 2 hours per week) to use "The vOICe." After the training, five of these subjects acquired the visual skills required by the World Health Organization to pass the blindness threshold.
Another case study has been performed evaluating EyeMusic ] with 12 blind subjects (including early, late, and congenitally blind) and 10 blind-folded subjects. After 3 hours of training, the subjects were able to recognize approximately 91% of basic geometric shapes in 13.9 to 16.6sec and 85% of colors in 9.3sec. A direct comparison between our solutions and EyeMusic is not possible for a number of reasons, including the fact that different sets of images have been used. Still, we highlight that with one of the techniques we propose (i.e., 1D FF Pure), blind users are able to recognize relatively complicated geometrical shapes in 75% of the cases, after a training of approximately 7 minutes.
SONIFICATION MODES
In this section, we describe the six sonification modes developed within this study and how we adapted two existing solutions.
All sonification modes are based on a parameter mapping approach [Hermann and Ritter 1999] . The sonified parameter is the luminance of a specific area of the image. Each sonification mode is characterized by three main components:
-Exploration paradigm -defines how the image can be explored, and which portion is considered for sonification given the position of the finger on the screen. Three exploration paradigms are defined-two based on a probing approach and one based on a scanning approach. -Audio rendering technique -transforms the selected image portion into higher level information. -Sound generator -generates the sound signals.
In this contribution, we describe a benchmark sonification mode based on the bidimensional (2D) exploration paradigm (Section 3.1). A larger number of novel sonification modes (5) are developed for the uni-dimensional (1D) exploration paradigm (Section 3.2). Finally, two sonification modes derived from previous literature are introduced (Section 3.3). An example of each sonification mode is available online. 
2D Exploration
We designed the 2D exploration paradigm to provide a benchmark, a very intuitive method for the user, as it mimics how a person with blindness explores drawings on swell paper. A similar solution is defined as "bi-dimensional interactive" by Taibbi et al. [2014] and "local area sonification" by Yoshida et al. [2011] . 2D exploration allows the user to touch the screen and to sonify the specific pixel touched in that moment. 6 The rendered sound, therefore, depends on both the horizontal and the vertical position of the finger on the screen, hence the name bi-dimensional (2D) exploration.
The audio rendering stage takes in input the luminance of the pixel being touched and re-scales it in a range of sound frequencies between 100Hz for the lowest luminance value (i.e., black color) and 1,000Hz for the highest (i.e., white color). The resulting frequency value is then used by the sound generator, which produces a sinusoidal wave at that frequency, with fixed amplitude.
1D Exploration
The 2D exploration paradigm requires users to explore the image along two dimensions in order to perceive all image features. As reported by Taibbi et. al [2014] , and also confirmed by the experimental results presented in Section 6, 2D exploration is time consuming.
The 1D exploration paradigm was designed to tackle this issue, allowing users to explore the image by touching the screen and moving their finger up and down on a single dimension. The sonified portion of the image does not correspond only to the touched pixel (as in 2D exploration), but to the whole horizontal line (flush line) at the The 1D exploration paradigm is similar to the technique proposed by Dallas Jr and Erickson [1983] , as it simultaneously represents all image features on the flush line. However, there are two main differences: first, our solution is interactive, as it adopts a probing approach, while the one by Dallas adopts a scanning approach. Second, while the solution proposed by Dallas sonifies image features along a vertical line, our approach sonifies a horizontal line. This choice was driven by the fact that we use audio spatialization (based on both interaural time and level differences) to convey additional information about the explored images. Indeed, it has been shown in the literature that it is more natural for the user to associate left-right spatialized audio information to graphical features on a horizontal line [Wenzel et al. 1993; Algazi et al. 2001] .
In general terms, the luminance of the pixels on the flush line is rendered, generating a low-frequency sound for pixels located on the left part of the screen, gradually changing to high frequency for pixels located on the right part of the screen. Furthermore, sounds generated from pixels on the left part of the screen are spatialized on the left, gradually changing toward the center and the right for pixels on other parts of the flush line. A schematic representation of the 1D interaction and sonification modes can be found in Figure 3 .
It is important to underline that all the sounds corresponding to a single flush line are reproduced at the same time, not sequentially, moving on the line from left to right. This is due to the fact that the aim is to design a sonification mode with a probing approach, i.e., a real-time interactive system. This requires the audio feedback to instantaneously render the flush line as a whole. For example, if the user slides a finger on the screen (e.g., from the top to the bottom), in each instant, he/she will hear the sonification of the current flush line. This would not be possible if the flush line was described with a time-varying sound (e.g., a sound obtained by scanning the flush line from left to right in 1 second).
In order to allow for a clear discrimination between concurrent low-and highfrequency sounds, sound spatialization was implemented using both Interaural Level Differences (ILD) and Interaural Time Differences (ITD). The ILD range was set to a maximum of 20dB for left-right positions, linearly scaled down to 0dB for the center position. Similarly, the ITD range was set to a maximum of 1ms. These values are consistent with spatial hearing literature [Moore 2012] .
The high-low frequency and left-right spatialization mapping were developed to be as intuitive as possible, taking inspiration from the keyboard of a piano, with the lowfrequency notes on the left and the high-frequency notes on the right. The frequency ranges utilized for the sonification are consistent with the equal loudness curve, therefore, with the frequency range for which the human hearing has enhanced loudness sensitivity [Moore 2012] .
Two different audio rendering techniques have been developed using this exploration paradigm, namely Variable Frequency (VF) and Fixed Frequency (FF).
3.2.1. 1D VF. The 1D VF audio rendering technique has been designed in order to represent image features on the flush line at the highest possible resolution (i.e., there is a continuous mapping between the x coordinate of each pixel on the flush line and frequency/spatialization parameters of the generated sound). A luminance threshold is established. Each pixel on the flush line with luminance above this threshold is sonified with a sound generator, whose frequency is associated with the horizontal position of the correspondent pixel. The frequency range is scaled between 100Hz for the first pixel on the left, and 1618Hz for the last pixel on the right. Furthermore, low-frequency sounds are spatialized on the left, gradually moving toward the right for high-frequency sounds, as described previously.
With this particular audio rendering technique, a horizontal white line corresponds to a number of sounds equal to the line length in pixels (possibly a few hundred). This could potentially create issues in terms of saturation of the output audio channel and, more importantly, it creates a redundancy of information; the ability of the human hearing system to discriminate between several sounds at different frequencies is, in fact, ultimately limited.
To address this problem, a minimum distance is established between sonified pixels. This is achieved as follows. Starting from the left side of the screen, when a pixel is found with luminance above the threshold, a few following pixels are not sonified, regardless of their luminance. The number of these pixels is determined in order to allow for a maximum of 24 concurrent sounds. This value was established considering the maximum sensitivity of the human hearing system in terms of frequency bands detection (the Bark scale [Zwicker 1961]) . During initial informal pilot tests, users reported to be able to distinguish up to four to six different concurrent sounds, which correspond to the sonification of certain specific sections of the most complex images used for the evaluation (see Figure 5 ). If more concurrent sounds were present (e.g., a horizontal line), users perceived something similar to a narrow-band noise signal, oriented more toward the left, the center, or the right, depending on the position of the line. This allowed them to detect "high-luminance" zones in specific parts of the screen.
Two sound generators are usually employed in literature for image sonification: pure tone and noise. We implemented both of them.
-1D VF Pure. The sound generators produce pure sinusoidal sounds.
-1D VF Noise. The sound generators produce narrow-band noise (1/3 octave band width).
1D FF.
Due to the particular features of the audio rendering process (i.e., VF and fixed amplitude), both 1D VF sonification modes allow for smooth frequency changes when exploring an image. However, several sounds with very similar frequencies might be present at the same time and at the same amplitude, creating comb filters and phasing, which are perceived as a marked vibrato effect. This effect could potentially be unpleasant for certain users (see Reddy and Uma [2015] ). To tackle this problem, we designed the 1D FF audio rendering technique that generates tones with 24 predefined frequencies. The flush line is divided into 24 equally-sized sectors. The average luminance of each sector is directly sonified, modifying the amplitude of 24 sound generators, each continuously reproducing a signal at a fixed frequency, from 100Hz for the generator correspondent with the sector at the extreme left of the screen, to 1,440Hz for the generator correspondent with the band at the extreme right. The number of sectors is consistent with the number of concurrent sound generators described in Section 3.2.1.
For example, the amplitude of a generator correspondent with a sector in which there are only black pixels is 0, gradually (logarithmically) scaled up to 1 (maximum) for a sector in which there are only white pixels. The sound of each generator is spatialized from the left to the right, considering the horizontal position of the associated sector.
In 1D FF, we use the two sound generators already defined for 1D VF. However, considering the level of annoyance generated by listening for long periods of time to pure tones and random-generated noise, we decided to also introduce a third solution which employs a music signal as the sound generator. This option is expected to be more enjoyable.
-1D FF Pure. The sound generators produce pure sinusoidal sounds. -1D FF Noise. The sound generators produce narrow-band noise (1/3 octave band width). -1D FF Music. Instead of 24 sound generators, one for each sector, a single sound generator consisting of a music track player is used. The sound is split into 24 bands, each with center frequencies going from 100Hz to 1,440Hz in 1/3 octave bands. The average luminance of each sector on the flush line is associated with the amplitude of the corresponding band (left to right, low to high frequency, left to right spatialization). As an example, if the luminance of a sector on the right of the flush line is high, and for all other sectors is low, then only some high-frequency components of the actual music will be audible, spatialized on the right. The track chosen for the playback is an 8-second extract from a pop song, continuously looped as long as the user keeps a finger on the screen. Thanks to the presence of a drum-kit and of several tuned instruments (no voice), the frequency spectrum is rather broad (40Hz to 20kHz).
Due to the particular features of the audio rendering process (i.e., fixed frequency and variable amplitude), the 1D FF Noise and 1D FF Pure sonification modes generate stepped frequency variations without the vibrato effect perceivable in the VF modes. Furthermore, the variable amplitude associated with the pixel luminance, allows for a higher compatibility with grayscale images if compared with the threshold rendering technique adopted for the VF modes. We leave the evaluation of this sonification mode with grayscale images as a future work.
Adaptation of Existing Solutions
In order to compare the sonification techniques described in the former sections with previous solutions, we implemented two sonification modes derived from Dallas Jr and Erickson [1983] and Yoshida et al. [2011] . In the following sections, we report details on how they have been adapted and implemented.
3.3.1. 1D Non-Interactive Pure. The first technique, derived from Dallas Jr and Erickson [1983] , is very similar to the 1D Fixed Frequency Pure technique described in Section 3.2.2. Starting from the description reported in Section 3.2.2, it adopts an exploration paradigm that differs from our contribution on two key aspects. First, it uses a scanning approach instead of a probing approach, i.e., it uses a non-interactive exploration paradigm where the user cannot decide at every moment what portion of the image should be sonified. Second, it represents image features on a vertical flush line rather than on a horizontal one.
This was implemented within a new sonification mode, called "1D NI Pure" (NI stands for "Non-Interactive"). Considering the exploration paradigm, in 1D NI Pure, the sonification starts when the user touches the screen and does not depend on the point being touched.
The image is horizontally divided into 24 equally sized columns. Upon touch, image features inside each column are automatically sonified in sequence, from left to right, in a total time of 4 seconds. This implies that each column is sonified for 1/6 second, before automatically moving to the next one. The audio rendering technique adopted is similar to the one used for 1D Fixed Frequency Pure (see Section 3.2.2). Each column is subdivided along the vertical axis in 24 sectors of equal size, each associated to a sound generator. The average luminance of each sector is sonified, modifying the amplitude of the corresponding sound generator. Each generator reproduces a pure tone signal at a fixed frequency, ranging from 100Hz for the sector on the bottom to 1440Hz for the sector on the top of the image. Our implementation of this technique adopts the same pure tone sound generators already defined for our novel techniques. Yoshida et al. [2011] , adopts the same exploration paradigm introduced with our 2D technique, i.e., it sonifies image features of the point being touched by the user. However, the sound rendering technique differs because it conveys two different parameters: the luminance of the point being touched and the distance between the touched point and the closest edge in the image. Originally (i.e., in Yoshida et al. [2011] ), this technique implemented two separate sonification modes: the Local area sonification, which uses a scanning approach like the one adopted in 1D NI Pure, and the Distance-to-edge sonification, which uses a probing approach like our 2D technique. Considering the complexity of such approach, and the fact that one of the goals of Invisible Puzzle is to allow individuals to start playing the game without any particular training, we have decided to implement only the Distance-to-edge mode.
2-D Pulse. The second technique, derived from
Within "2D pulse" (the name given to this implementation), luminance is represented in the same way as in our 2D technique. Distance to the closest edge is pre-computed for each pixel using the Felzenszwalb algorithm [Felzenszwalb and Huttenlocher 2004] and stored in a look-up table. When the user touches a pixel in the image, the corresponding value is retrieved from the look-up table. In order to convey distance information to the user, the audio rendering technique maps the distance value to the period of a pulse train sound. The pulse train period for a point which is at the maximum distance from an edge is 1 second, linearly decreasing as the touch gets closer to the edge.
Implementation Details
The sonification modes adopted in Invisible Puzzle have been implemented as an iOS library on top of an existing open-source framework called The Amazing Audio Engine (TAAE).
7 By adopting this framework, it is possible to implement sound generation and filtering components very rapidly, without having to deal with the low-level programming aspects of the iOS audio system. In TAAE, sound is produced using audio processing components of three different types. The first type, called Channel, is used to generate sound, either programmatically or by reading audio data from a file. The second type, Filter, receives sound from another component (e.g., a channel) and uses digital signal processing techniques to alter it. A third type of audio processing component, called Channel group, is used to mix together the output of (potentially many) other components (e.g., two channels). The software library that implements the sonification modes is available on request.
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We extended the basic TAAE components to define nine personalized audio processing components (see Table I ). Each sonification mode is then implemented as a combination of some of these components into an audio processing pipeline. Sound generators (as defined above) correspond to channels, in the TAAE terminology. Similarly, audio rendering techniques are implemented through pipelines.
For example, the 2D sonification mode is implemented with a pipeline containing only a Pure channel where the sine wave frequency varies accordingly to the luminance of the point being touched.
A more complex and refined pipeline is required to implement 1D FF Pure (see Figure 4(a) ). Each of the 24 sectors of the flush line (see Section 3.2.2) is associated with a pipeline composed of four elements: a Pure channel, an ITD filter, an ILD filter, and a Volume filter. The output of the 24 pipelines is mixed together by a FF channel group. When each pipeline is initialized, predefined values for sine wave frequency and spatialization are set. At runtime, the FF channel group receives an array of 24 values, each one representing the average pixel luminance in each sector, and dynamically modifies the volume multiplier of each pipeline, accordingly.
A similar pipeline is used to implement 1D FF Noise (see Figure 4 (b)), with two fundamental differences. First, the Noise channel is used instead of the Pure one. Second, there is an additional Band Pass filter in each pipeline. At initialization time, the band pass frequency is set with a predefined value (which is the same frequency used as input for the Pure channel in 1D FF Pure). 1D FF Music is the same as 1D FF Noise, with the only difference being that it uses the Music channel instead of the Noise channel. 1D VF Pure is similar to 1D FF Pure, as it uses the same 24 pipelines (see Figure 4(c) ), but differs in two key aspects. First, sine wave frequency and spatialization values are not defined at initialization time, but they are dynamically set as described in the following. Second, the input provided to the VF channel group at runtime is the array of points on the flush line. Each one of these points is dynamically associated to a pipeline whose sine wave frequency and spatialization values are proportional to the point horizontal position. Finally, 1D VF Noise (see Figure 4(d) ) is similar to 1D VF Pure with the difference of adopting the Noise channel instead of Pure and the presence of an additional band pass filter whose value is dynamically set by the VF channel group.
EVALUATION METHODOLOGY
The overall goal of the experimental evaluation is to understand how effectively each sonification mode allows subjects to perceive shapes and images. To achieve this goal, we measure how fast and how precisely subjects are able to recognize images through sound, and the extent of the effort involved in this process. We also associate these measures with subjects' personal data, such as age and familiarity with video games, and with additional qualitative data, e.g., how much each user enjoyed using the application.
Each subject conducts the evaluation using a single sonification mode. There are two motivations for this choice. First, from the methodological point of view, we want to exclude that the results collected for one task are biased by the fact that the subject has previously experienced a different sonification mode. Second, from the subject's point of view, it is simpler to learn how to explore shapes with a single sonification mode.
The main objective of the evaluation is to ask the subject to solve some tasks (see Section 4.1). Since tasks involve the use of a sonification mode, a training phase is required (see Section 4.2). After the subject has solved all tasks, a questionnaire is presented (see Section 4.3).
Tasks
In each task, the test subject is challenged to recognize a shape by using the sonification mode. Clearly, the shape to be recognized is not visible and can only be perceived by sound. The subject can freely explore the shape without time constraints.
When subjects believe they have recognized the shape, they can move to the "answer phase." In this phase, the subject cannot explore the shape anymore. Instead, four shapes are presented, one of them being the one that has just been explored. The subject has to recognize the shape that has just been explored (i.e., correct answer), hence, distinguishing it from the other three (i.e., wrong answers). Sighted users can see the four possible answers, while a textual description is provided to subjects with visual impairment.
All images used in the tasks (including the target image and the three wrong answers for each tasks) are reported in Appendix A and as online resources.
5 Please observe that each figure's caption in Appendix A is the text that is read to subjects with blindness.
While a subject faces a task, performance and usage information are continuously collected. As motivated in Section 4.2, a subject can face the same task in more than one attempt. Hence, we collect data for each attempt in each task. Note that after the first attempt, the user knows which is the correct answer and, hence, we are mainly interested in analyzing the results for the first attempt 8 . For each attempt in each task, we collect:
-"Task time": the time needed to complete the attempt (i.e., from the first touch on the screen to the moment in which the response is given); -"Exploration time": the time in which the finger was touching the screen; -"Number of touches": the total number of times the screen is touched during exploration; -"User response": which response is given by the user and whether or not it is correct. 
Initial Training and In-test Learning
Considering subjects' training, the goal is to introduce the subject to the challenge (i.e., recognize hidden images) and to the basics of the interaction paradigm. This is achieved by playing a very short video (15 seconds) that presents both graphical and spoken instructions. Three of these have been created, one for each exploration paradigm (the videos are available online 5 ). After playing the video, a "learning task" is presented in which the shape is visible (a textual description of the shape is also provided for subjects with blindness). Subjects can freely explore the image, becoming acquainted with the sonification mode.
After these two training steps, a large portion of subjects (up to 50% for some sonification modes) are still unable to recognize a simple shape (i.e., a dot on the center right of the screen). In order to offer further training, we adopt two solutions. First, when the wrong shape is selected during a task, the correct answer is shown (or read) to the subject, allowing the repetition of the same task. With this approach, the subject can precisely associate the audio feedback with the shape that, in this case, is known.
The second solution for offering further training consists in adopting a gamification approach [Deterding et al. 2011] , so that exploration tasks are designed to gradually increase in difficulty. Six groups are defined, each one consisting of four tasks. The first three groups focus each on a particular type of shape: dots, line segments, and polygons, respectively. The fourth group confronts the user with shapes from all previous groups, while the fifth and sixth are focused on more complex shapes. The fifth group comprises objects of a different nature: French playing cards suits, vehicles, animals, and fruits (examples in Figure 5 ). The sixth group contains letters, both uppercase and lowercase, and numbers. An additional "learning task" (i.e., a task in which the image is visible) is presented at the beginning of each of the first three groups in order to provide additional training.
The increasing difficulty of the tasks implies that new elements can be gradually introduced. For example, the first two tasks in the first group consist in a single dot positioned in different locations on the screen. The third and fourth tasks are more complex, as they contain two dots, which, in one case, are located on the same flush line. Thanks to this approach, it is possible to avoid that the user faces tasks that are too challenging (and frustrating) too early in the game. At the same time, by finely tuning the increasing difficulty of the tasks, it is possible to engage the user by presenting challenges that are not too easy. This is in line with the "Flow theory" from Csikszentmihalyi [2009] .
Questionnaire
After completing all tasks, subjects are asked to complete a questionnaire that has three main objectives: first, to obtain a subjective evaluation of the sonification mode. Second, to collect personal information that can be associated with performance data. And third, to allow the individual to give comments about the test. Table II reports the details of the questionnaire. Note that since the evaluation procedure was implemented by our Invisible Puzzle application (described in Section 5), some of the questions refer specifically to Invisible Puzzle.
INVISIBLE PUZZLE
The minimum requirements in terms of software development for enabling the evaluation described in Section 4 would consist in an application that implements only the sonification modes. However, such a software would require an operator to supervise the entire evaluation process, hence, negatively affecting evaluation scalability (i.e., getting a large number of test subjects).
In this section, we present Invisible Puzzle, an iOS application that implements the sonification modes and automates the evaluation, in the sense that no supervisor intervention is required, except for asking a subject to participate. Invisible Puzzle trains subjects to use the sonification mode, challenges them to complete the tasks, collects performance data, and administers the questionnaire.
The Design of Invisible Puzzle
Invisible Puzzle was designed employing a user-centered approach through a series of iterations. The whole process benefited from feedback given by many subjects, including four blind individuals (one of which is a member of the research group and an author of this article). Nevertheless, feedback from sighted subjects was also considered, and the design of the initial training stage resulted to be even more challenging with these subjects.
From the interaction design point of view, the most challenging part was to introduce the user to two basic activities: to explore the screen and to terminate the exploration (with a double tap).
In its first version, Invisible Puzzle presented a textual explanation of these activities. However, we observed that the explanation was not enough for users to understand how to explore the image.
To tackle this problem, in the second version, we added a "learning task" after the textual description. However, we observed that many sighted users, in particular, with the 2D sonification mode, tended to tap on the visible dots rather than to slide a finger on the screen. As a consequence, in the following task (i.e., with a hidden shape), users did not know how to interact. This problem was addressed by substituting the initial textual explanation with a video that included a speech-based description. This description is more detailed than the purely textual one and includes the explanation of the challenge (i.e., to recognize hidden shapes). With this solution, most users were able to use the 2D sonification mode, but some of them still had problems with the sonification modes based on the 1D exploration paradigm. Users did not seem to understand that the image was sonified in its full width independently of the horizontal position of the point being touched.
To address this problem, we further modified Invisible Puzzle so that, when using the 1D exploration paradigm, the user is constrained to slide a finger over a small column on the right edge of the screen (all touches outside this column have no effect). Furthermore, the flush line was visually represented on the screen (see Figure 6(a) ).
Finally, some subjects did not understand how to terminate a task and, hence, remained stuck on the first one. This issue was solved by displaying a text message (text-to-speech for blind subjects) reminding the subjects about how the task could be completed (double-tap on the screen) every time the subject did not touch the screen for 2 seconds (see Figure 6(b) ).
Thanks to this design process, we developed the introductory and training section of Invisible Puzzle, which allowed all subjects involved in the experiments to complete the tasks without the need of external support.
To summarize, the interaction for completing a task works as follows: in the exploration view, the subject explores a (hidden) shape through sonification (Figures 6(a) and 6(b)). When the subject believes to have recognized the shape, he/she double-taps on the screen. Invisible Puzzle subsequently presents the answer view (see Figure 6 (c)) that contains the explored shape together with the other three, in random order. The user has to identify the explored shape by touching it. For users with blindness, the four possible choices are described with text-to-speech.
During the informal tests conducted as part of the user-centered design, we observed a problem with the automated evaluation. In the absence of a supervisor, subjects were less motivated to concentrate on the tasks and to complete the evaluation procedure. This posed an additional challenge; the evaluation procedure should engage the subjects, encouraging them to continue and devote effort in completing the assigned task. This requires the procedure to be carefully tuned in order to avoid being boring (e.g., tasks should not be too easy) or frustrating (e.g., tasks should not be too difficult). The choice of the tasks (detailed in Appendix A) is the result of this tuning stage.
Non-Visual Interaction with Invisible Puzzle
Thanks to VoiceOver, non-graphical information can be conveyed to users who are blind. By using standard VoiceOver interaction, users can explore the interface either by exploring its components with their finger or by using a swipe gesture to navigate among the interface components one by one.
Standard VoiceOver interaction allows users to access non-graphical components of the user interface. However, there are two pieces of graphical information that need to be conveyed to users with blindness: the initial training video and the images that are displayed during a learning task and in the answer view.
We designed the training videos so that their audio content provides all the necessary information. In practice, all visual information is also verbally described (we recall that the videos are available online 5 ). For what concerns the images, they are associated with an alternative text (i.e., a text that is automatically read through text-to-speech). As mentioned in Section 4.1, the alternative texts are reported in Appendix A (each figure's caption is the alternative text for that figure) .
A video showing how a person with blindness can use Invisible Puzzle is available online 5 .
Remote Data Acquisition
Invisible Puzzle performs an instrumented remote evaluation [Hartson et al. 1996] collecting: (a) quantitative data during app usage (listed in Section 4.1); (b) user's answers to the questionnaire (described in Section 4.3). The logging system is composed of three main elements, as shown in Figure 7 : a data collection library (which is part of Invisible Puzzle), a Representational State Transfer (REST) server, and a Database Management System (DBMS). The data collection library has three main purposes. First, to query the server for the sonification mode that must be adopted in each test session. This preliminary operation is required in order to guarantee that all sonification modes are evenly evaluated, even if test sessions are conducted in parallel with no supervisor intervention. The second purpose is to collect usage data and questionnaire results. Finally, the third purpose is to send the collected data to the REST server in a reliable way (i.e., performing local caching in order to be resilient to networking issues).
EVALUATION RESULTS
In order to get statistically significant results, Invisible Puzzle was tested by a considerable number of subjects. In addition to 49 individuals with blindness (analysis in Section 6.2), we also carried out tests with individuals without visual impairment (analysis in Section 6.3). Indeed, as we discuss in Section 6.4, the comparison between the results of the two groups can help in identifying similarities and differences in the cognitive process behind image exploration [Katz and Picinali 2011] .
Additionally, results from the two groups can help in obtaining statistically significant data to guide future development and experimental studies for both visually impaired and sighted subjects. Indeed, while this article is motivated by the needs of people with visual impairments, it cannot be excluded that sighted users can also benefit from sonification techniques in some particular contexts. These include situations in which the user cannot look at the device's screen, for example when he/she is operating particular machines or tools that require full visual concentration. The need for sonification techniques might also arise in situations in which the user is interacting with a device that has no screen at all, like the wearable devices that are becoming popular nowadays (e.g., wristbands).
Experimental Setting
All tests were conducted on iPhone 5 and iPhone 5S devices (both have the same screen size), and during the tests, subjects wore Apple EarPod headphones. Tests with subjects with visual impairment were conducted in Italy, while tests with sighted subjects were conducted in Italy and in the UK. 9 Tests were conducted in various environmentsmainly in offices, and in a few cases, the library, laboratories, and breakout spaces. In all cases, tests have been conducted in environments with low ambient noise.
Tests were not supervised, in the sense that subjects were asked to conduct the experiment and no other information was provided, apart for the expected duration of the test (i.e., approximately 15 minutes). The authors served as supervisors and invited students, friends, and colleagues to use the application. The device was provided by the supervisor, who was also in charge of starting Invisible Puzzle and (de)activating VoiceOver. During the evaluation, the supervisor was in the same room as the subject, but was not observing the test. For example, a common situation was a test taking place in the supervisor's office; while the supervisor worked at his computer, the subject tried to complete the different tasks within Invisible Puzzle. Some of the tests (i.e., those used in our earlier publication [Gerino et al. 2015] ) consisted in four groups of four tasks, for a total of 16 tasks. Two additional groups (i.e., eight additional tasks) were added to the remaining tests (i.e., 30 tests with visually impaired subjects and 42 with sighted subjects), for a total of six groups (24 tasks).
The evaluation involved 227 subjects; 49 subjects with blindness and 178 sighted subjects. Table III reports the number of subjects with visual impairment involved in the evaluation of each sonification mode, together with the aggregated personal data we collected from the questionnaire. Table IV reports the same data for sighted subjects. Table V reports mean values (m) and standard deviations (σ ) for the parameters measured during the use of Invisible Puzzle, for each sonification mode. Results refer to the initial 16 tasks by the 49 subjects with visual impairments. Considering that, in this particular case, the performance of the subjects was characterized by both speed (i.e., exploration time) and accuracy (i.e., percentage of correct answers), an initial analysis was performed in order to look for potential interactions between these two parameters. A Pearson product-moment correlation was run to determine the relationship between exploration time and percentage of correct answers. There was a medium, positive correlation between these, which was statistically significant (r = 0.33, n = 49, p = 0.021). A Multivariate Analysis of Variance (MANOVA) was then performed. Using Pillai's trace, a significant effect was found of the sonification on the exploration time and percentage of correct responses [V = 0.66, F(14, 82) = 2.36, p = 0.008]. Univariate analysis was then performed, starting with the percentage of correct answers, which is displayed in the box plot in Figure 8 . This value represents the percentage of tasks in which subjects gave the correct answer in the first attempt. 1D FF Pure yields better results, on average, if compared with the other sonification modes. Considering that the dataset is normally distributed, a one-way ANOVA analysis was conducted, showing that the differences are not statistically significant [F(4, 251) = 1.63, MSE = 783, p = 0.167]. The results observed for the percentage of correct answer have been correlated with other parameters (e.g., whether the subject plays a musical instrument), but no statistically significant difference emerged.
Results: Subjects with Visual Impairment
1D FF Pure yields better results also considering exploration time 10 (as shown in Figure 9 ). Also in this case, considering that the data set is normally distributed, a oneway ANOVA analysis was used. The differences are statistically significant [F(7, 776) = 12.50, MSE = 543.72, p < 0.001]. Tukey post-hoc analysis shows that 1D FF Pure is significantly better than 2D ( p = 0.035), 1D VF Pure ( p = 0.004), 1D VF Noise ( p < 0.001), and 1D FF Noise ( p = 0.001). It is important to underline that inferential analysis was carried out considering the time taken to complete every first attempt, and not the average time for each subject. It is possible to note that the average task time is 12.5 seconds larger than exploration time. This is due to the fact that task time includes the exploration time plus the time spent selecting the answer. For users who are blind, this requires listening to the description of each of the four shapes and selecting the chosen one.
Considering the results of the questionnaire (see Table VI) , it emerges that all sonification modes require high concentration (there is no statistical significant difference among the different sonification modes). Furthermore, subjects enjoyed Invisible Puzzle more with 1D FF Pure, which is in line with the fact that this sonification mode allows subjects to quickly complete the tasks with a high percentage of correct answers. The general satisfaction in using this sonification mode is reflected in the intention to play with it again and in the evaluation of how pleasant its sound is. Indeed, subjects found the sound of 1D FF Pure as pleasant as the sound of 1D FF Music, which was actually designed with the specific aim of producing a pleasant sound.
As reported in Section 4, tasks have increasing difficulty. It is, therefore, interesting to consider the different results (in terms of percentage of correct answers) in the different chapters. This is reported in Table VII . While inferential analysis does not show any statistically significant difference, we can observe that 1D FF Pure has good performance in all groups (i.e., it is the sonification mode with best performance in groups 1, 2, and 4, while in group 3, it is the second after 2D). In contrast, 1D NI Pure is the sonification mode with the worst percentage of correct answers (it has the lowest value in all groups but group 4). Considering the last two groups (4 and 5, whose results are available for five sonification modes only), we can observe that in group 5, all sonification modes (except 2D pulse) do not allow the subjects to distinguish the figures; indeed, the average number of correct results is about the same as the baseline value of 25% (we recall that the correct answer should be chosen in a set of four possible candidates). Instead, in group 6, all sonifications except 1D NI Pure have much better Similarly to the analysis conducted in Section 6.2, a Pearson product-moment correlation was run to determine the relationship between exploration time and percentage of correct answers. There was a small, positive correlation between these, which was statistically significant (r = .29, n = 178, p < 0.001). A MANOVA was then performed. Using Pillai's trace, a significant effect was found of the sonification on the exploration time and percentage of correct responses [V = 0.66, F(14, 340) = 11.98, p < 0.001].
A univariate analysis was then performed. Considering the percentage of correct answers (see box plot in Figure 8 ), the 2D sonification mode is slightly better than the 1D (e.g., mean 75% with 2D and 73.5% with 1D FF Noise). The sonification that exhibits worse results according to this metric is 1D NI Pure, with a value of 61.9%. Considering that the data sets are normally distributed, a one-way ANOVA analysis was conducted. The results show that there are no statistically significant differences between the eight sonification modes [F(7, 170) = 1.90, MSE = 0.02, p = 0.072].
Interestingly, there are statistically significant differences [F(1, 176) = 16.92, MSE = 0.02, p < 0.001] between subjects that do not play musical instruments (66% correct, σ = 14.3) and those who do (74% correct, σ = 12.7). On the other hand, no statistically significant difference can be found between individuals who play computer games (1 hour per week or more, 69% correct, σ = 14.3) and individuals who do not (less than 1 hour per week, 65% correct, σ = 15.6).
The performances with the various sonification modes exhibit clearer differences in terms of exploration time, as shown in Figure 9 . 2D, 2D pulse, and 1D FF Music require a longer exploration time if compared with the other four sonification modes. One-way ANOVA analysis reveals that the differences between the seven sonification modes are statistically significant [F(7, 2840) = 115.0, MSE = 148.37, p < 0.001]. As expected, the post-hoc Tukey analysis highlights that 1D VF Pure, 1D VF Noise, 1D FF Pure, and 1D FF Noise are not significantly different among themselves, but each of them is significantly different (i.e., it has a shorter exploration time) with respect to the other sonification modes, i.e., 2D, 1D FF Music, and 2D Pulse ( p < 0.001 for each pair). 2D is not significantly different from 1D FF Music ( p = 0.995), but both sonification modes are significantly different (shorter exploration time) than 2D pulse ( p < 0.001 in both cases).
Considering, again, the exploration time, statistically significant differences [F(1, 2846) = 7.19, MSE = 189.55, p = 0.007] are found between subjects that do not play musical instruments (mean exploration time 16.1s per task, σ = 13.7) and those who do (mean exploration time 14.7s per task, σ = 13.8). Task time is approximately 2.8 seconds higher than exploration time for all sonification modes. The statistical differences between sonification modes are similar to those emerging for the exploration time metric. One-way Anova shows statistically significant differences [F(7, 2846) = 103.24, MSE = 167.96, p < 0.001] between the groups. The post-hoc Tukey analysis highlights that 1D VF Pure, 1D VF Noise, 1D FF Pure, 1D FF Noise, and 1D NI Pure are not significantly different among themselves, but each of them is significantly better (i.e., allows smaller task time) than the other three sonification modes (2D, 1D FF music, and 2D Pulse). Furthermore, 2D and 1D FF music are significantly better than 2D Pulse.
Considering the qualitative data collected through the questionnaire (see Table IX ), other interesting aspects emerge. First, higher concentration is required for some of the sonification modes (1D FF Noise, 1D FF Music, and 2D Pulse), but no statistically significant difference emerges. Instead, there are statistically significant differences for the level of enjoyment. 1D FF Pure is enjoyed significantly more than 2D, 1D NI Pure, and 2D Pulse ( p < 0.001). The same results hold for reported intention to play again with Invisible Puzzle. 1D FF Pure is significantly better than 2D, 1D NI Pure, and 2D Pulse ( p = 0.023, p = 0.010, and p < 0.001, respectively). Finally, 1D FF Music is the sonification mode with the most appreciated sound, and the difference is significant with respect to all other sonification modes (0.000 < p < 0.025)), except 1D FF Pure. Table X reports the percentage of correct answers in the different groups of tasks. No statistically significant differences emerge among the sonification modes in the four groups of tasks except for 1D NI Pure, which shows significantly worse results than the other sonification modes in the first group [F(7, 170) = 5.40, MSE = 0.04, p < 0.001]. It appears that this sonification mode is less intuitive than the others, and that some additional training in the first group of tasks is necessary. This is confirmed by the fact that for task groups 2, 3, and 4, no significant differences emerge if compared with the other sonification modes. From Table X, we can also observe that the average percentage of correct answers is much lower in the fourth group of tasks. This was expected; as discussed in Section 4, the tasks in the fourth group are more challenging than those in the previous ones.
High-level Considerations about Experimental Results
This contribution focuses on two main aspects: the effectiveness of the sonification modes and the scalability of the evaluation. Looking at the subjects' performances 11 using the various proposed sonification modes, we can conclude that, despite the very short training, users can successfully recognize geometric shapes after a few seconds of exploration. Considering, for example, the third group of tasks, subjects are asked to recognize geometric figures of a different nature (e.g., squares, circles, diamonds) and size. We expected these tasks to be challenging for subjects adopting the 1D exploration paradigm, because of having to deal with sounds generated by two or more points on the same flush line. For example, considering the fourth task in the third group (see Figure 10 ), despite the similarity between the correct answer (a wide diamond) and one of the possible alternatives (a narrow diamond), the percentage of correct answers is 76% among all subjects who used one of the 1D sonification modes we proposed. Results are even better for subjects adopting the 1D FF Pure sonification mode, considering that all the individuals managed to correctly identify the right answer. Using the five 1D sonification modes we propose, subjects gave a correct answer in 70% of the cases for all tasks of group three. If we consider the results of 1D FF Pure, it can be observed that four subjects (out of six) correctly recognized all the shapes, with a mean exploration time of 18.5 seconds. It is important to remember that these subjects only practiced with the technique during task groups 1 and 2. On average, before starting group 3, each of these users practiced for less than 3 minutes (i.e., 176s).
Looking at the scalability of the evaluation, a specific challenge has been to quickly introduce the user to the exploration paradigm. Thanks to the user-centric approach described in Section 5.1, all subjects successfully completed the evaluation procedure without the need of any external intervention. This does not mean that the introductory explanation (i.e., the video) provides an exhaustive explanation on its own; it is the combination of the explanation with the following interactive trial that allowed subjects to get proficient with the sonification modes. To support this conclusion, it can be considered that with the 1D sonification modes, only 44% of the subjects with visual impairment provided a correct answer in the first task. This means that, before starting the first task, more than half of the blind subjects did not actually understand how the sonification mode worked. However, more than 78% of subjects that gave a wrong answer in the first task, gave a correct answer in the second one, which is set, approximately, at the same level of difficulty. This suggests that the errors in the first task helped the subjects to understand how the sonification mode worked.
A final challenge met when designing the evaluation procedure was to engage subjects so that they could complete the procedure without distractions. Results show that Invisible Puzzle achieves this objective. In particular, there are some sonification modes that are more suited to subject engagement. We originally expected 1D FF Music to be more engaging. Instead, results showed that listening to music required a higher attention load, and the sonification mode that resulted more enjoyable by both sighted subjects and subjects with visual impairment was 1D FF Pure.
Comparing the performance of sighted and visually impaired subjects (see Tables VIII and V), we can observe that, on average, sighted subjects had a faster exploration time. This is statistically significant for all sonification modes (e.g., for 1D FF Pure [F(1, 462) Tables VII and X) , two different trends can be observed. In groups 1 and 2, sighted subjects have a significantly higher level of correct answers ([F(1, 225) = 11.09, MSE = 0.05, p = 0.001] for group 1 and [F(1, 225) = 4.24, MSE = 0.05, p = 0.041] for group 2). In the third group, sighted subjects are slightly better, on average, but no statistically significant difference can be observed. Finally, in the fourth group, blind subjects have statistically significant better results ([F(1, 225) = 21.02, MSE = 0.06, p < 0.001]). This suggests that subjects with visual impairment require a longer initial training, but ultimately reach higher performance levels. This can partially be motivated by the fact that part of the training is still based on visual clues (e.g., the initial video). After a few minutes of training, individuals with visual impairment become significantly more effective in recognizing the figures, possibly due to the fact that they explore it more carefully (i.e., they devote a longer time to explore).
Subjects' Comments
This section discusses the qualitative remarks reported by the subjects involved in the evaluation of the sonification techniques.
First, several subjects, especially those with visual impairment, underlined (either by telling the operator or by writing it in the comment section) that they had fun playing with Invisible Puzzle (e.g., "Very entertaining and challenging!", 12 "Nice"). At the same time, some subjects remarked that the early stage of the game was not trivial, as it required them to figure out by themselves how the sonification technique worked. Furthermore, most of the subjects that faced the long version of the test (i.e., with 24 tasks in total) reported that the game was too challenging. In particular, they reported it being very difficult to recognize objects (group 5). For example: "The level with objects is too tough. I couldn't distinguish the car from the airplane." Also, some subjects reported to be annoyed by the pure-tone sound and by the high pitch (e.g., "The sounds were a bit annoying," "Sound is annoying, in particular in the challenging levels").
Some subjects noted that, in the most challenging tasks, they did not have a clear understanding of the hidden shape, but they were able to correctly answer thanks to the fact that Invisible Puzzle presented a multiple choice, which effectively restricted the range of possible shapes. Furthermore, almost all of the visually impaired subjects reported it to be easier to recognize a shape when the context was known (e.g., in group 6, subjects knew that they were exploring letters and digits). This might also explain the fact that the results in group 6 are much better than those in group 5. In group 5, subjects knew that they had to recognize "objects," which is a very generic term, while in group 6, they knew they had to recognize letters and digits, which dramatically reduces the amount of possible shapes.
Some users reported problems in distinguishing circles from polygons. Others noted that, more in general, figures with curved lines (e.g., letters, the car) were harder to recognize. An additional problem was also found with individuals with visual impairment; in some cases, they did not know the shape associated to the description of an object (e.g., lowercase letters).
A final remark concerns the interactivity of the application. Some subjects with visual impairment that used 1D NI Pure expressed their concerns for the lack of interactivity of this sonification mode.
CONCLUSIONS
This article presents six sonification modes that allow people with blindness to explore images. These sonification modes have been compared among themselves and with two further sonification modes adapted from previous works. The large number of tests conducted with individuals with visual impairment gives evidence that subjects are able to recognize shapes after a few minutes of training, and that there are some sonification modes that allow a faster and more enjoyable detection. In particular, 1D FF Pure has the best trade-off among percentage of correct answers, exploration time and general user satisfaction.
This article also presents an evaluation methodology and its implementation through Invisible Puzzle, a software application that automates the process of training subjects and administering tests. The software has proved to be effective, and it allowed the authors to conduct a large number of tests with a limited effort. For more than 200 tests, no supervisor intervention was required, except for asking subjects to conduct the test and running the application. As a consequence, this article presents tests with 49 subjects with visual impairment, a number that is much higher if compared with other similar studies in the area of assistive technologies (e.g., Meijer [1992] , Yoshida et al. [2011] , Su et al. [2010] , and Taibbi et al. [2014] ). The large number of test subjects allows for more effective statistical analysis of the collected data.
While the adopted approach eases the process of collecting evaluation data, it still has two limitations. First, it requires someone to invite the subject, who, therefore, needs to be personally in touch with the supervisor. Second, the test is conducted on a device provided by the supervisor, hence, the supervisor and the subject must be in the same physical location. To further scale up the number of test subjects, it is necessary to allow subjects to conduct the evaluation on their own device, independently.
The authors are currently working in this direction; the experience derived from the design of Invisible Puzzle, and the results about the sonification modes, allowed our team to develop an advanced version of Invisible Puzzle, which has been made publicly available on the AppleStore.
13 While users play with Invisible Puzzle, performance data are regularly collected. In particular, we expect that, by advertising Invisible Puzzle in communities of people with visual impairment, it will be possible to remotely collect a large amount of evaluation data. Furthermore, if Invisible Puzzle ultimately matches its intended aim of being entertaining, users will likely play with it for more than one session, hence, allowing to conduct a longitudinal study.
Considering possible future research related with the presented work, Invisible Puzzle can be extended along a number of directions. First, it could be possible to adopt more sophisticated techniques to evaluate how clearly a subject identifies a figure. With the current version of Invisible Puzzle, subjects explore a figure and are then asked to identify it among others. An alternative solution could consist in asking the user to first explore a hidden image, and then redraw it on the device. The drawn shape can then be automatically compared to the hidden one, and a 2D correlation score could be given in order to estimate the similarities. We believe that this solution could give more insights on the actual user's understanding of the image.
Another possible improvement consists in evaluating to which extent more complex images can be perceived. This includes the use of grayscale images and, by designing new sonification modes, color images. While, in theory, the three solutions based on 1D FF can be already used on real-world grayscale images, their effectiveness for this kind of application needs to be carefully evaluated.
As a future work we also intend to take into account the impact of ambient noise on the performance. While our study was conducted in environments with low ambient noise, we cannot exclude that higher ambient noise could have an impact on the overall performances of subjects. This consideration is even more important if we consider that the public version of Invisible Puzzle can be used anywhere.
Finally, we intend to introduce additional features in order to make the exploration more interactive, such as the possibility to zoom in and out in the image, or the separation of the image into layers so that each layer can be explored separately.
