Abstract-Protein binding microarray (PBM) is a highthroughput platform that can measure the DNA binding preference of a protein in a comprehensive and unbiased manner. In this paper, we describe the PBM motif model building problem. We apply several evolutionary computation methods and compare their performance with the interior point method, demonstrating their performance advantages. In addition, given the PBM domain knowledge, we propose and describe a novel method called kmerGA which makes domain-specific assumptions to exploit PBM data properties to build more accurate models than the other models built. The effectiveness and robustness of kmerGA is supported by comprehensive performance benchmarking on more than 200 datasets, time complexity analysis, convergence analysis, parameter analysis, and case studies. To demonstrate its utility further, kmerGA is applied to two real world applications: 1) PBM rotation testing and 2) ChIP-Seq peak sequence prediction. The results support the biological relevance of the models learned by kmerGA, and thus its real world applicability.
I. INTRODUCTION

G
ENE expression is primarily regulated by the DNA binding of various modulatory transcription factors (TFs) onto cis-regulatory DNA elements near genes in human and other eukaryotes [1] . Different binding combinations of TFs may result in a gene being expressed in different tissues or at different developmental stages. To fully understand a gene's function, it is essential to identify the TFs that regulate the gene and the corresponding TF binding sites (TFBSs) [2] , [3] .
Several in silico TFBS sequence pattern learning methods (also known as motif discovery methods) have been proposed; for instance, Hughes et al. [4] proposed a Gibbs sampling algorithm called AlignACE, to sample and evaluate different possible motif models using a maximum a priori log likelihood score. Bailey and Elkan [5] have proposed multiple EM for Motif elicitation to optimize the expected value of a statistic related to the information content of motif models. In particular, evolutionary computational methods have been demonstrated promising in motif discovery; for instance, Che et al. [6] have proposed a genetic algorithm to exhaustively search for all possible locations of TFBSs. Multiobjective genetic algorithm has also been proposed by Kaya [7] , taking into account the TFBS pattern similarity, length, and support. Expectation-maximization (EM) algorithm has been wrapped inside a genetic algorithm framework for discovering spaced TFBSs by Li [8] . Special gap penalties have also been introduced into genetic algorithm by Liu et al. [9] . Two special genetic algorithm operators, SHIFT and ADJUST, have been proposed to improve BioOptimizer with genetic algorithm by Wei and Jensen [10] . A population clustering evolutionary algorithm has been proposed for diverse TFBS learning by Lones and Tyrrell [11] . Chan et al. [12] applied memetic computing with gradient descents to optimize for a consensus TFBS pattern. Detailed comparisons can be found in the survey by Tompa et al. [13] .
On the other hand, protein binding microarray (PBM) was developed to measure the binding preference of a protein to a complete set of k-mers in vitro [14] . The PBM data resolution is unprecedentedly high, comparing with the other traditional techniques. It has also been shown to be largely consistent with those generated by in vivo genomewide location analysis (ChIP-Chip and ChIP-Seq) [14] . As a result, researchers have applied the PBM technique onto many TFs, and a large amount of PBM data has been being accumulated and deposited to the UniProbe database [15] . In light of this deluge of quantitative affinity data, traditional approaches that rely on cut-offs are no longer adequate. Robust and probabilistic methods were developed to take into account those quantitative affinity data. In light of that, Seed and Wobble has been proposed as a seed-based approach using rank statistics [14] . RankMotif++ was proposed to maximize the log likelihood of their probabilistic model of binding preferences [16] . MatrixREDUCE was proposed to perform forward variable selections to minimize the sum of squared deviations [17] . MDScan was proposed to combine two search strategies together, namely word enumeration and positionspecific weight matrix updating [18] . PREGO was proposed to maximize the Spearman rank correlation between the predicted and the actual binding intensities of ChIP-Chip data [19] . Herd clustering was proposed for multiple TFBS motif elucidation on PBM data [20] .
Nonetheless, to the best of the authors' knowledge, there is not any customized evolutionary algorithm which is specifically designed for TFBS pattern learning on PBM data. Therefore, in this paper, we propose a novel method called kmerGA so that the PBM k-mer ranking information can be fully captured. To this end, we apply several optimization algorithms to more than 200 PBM datasets for performance comparison, demonstrating that kmerGA can exploit PBM domain knowledge for evolving TFBS models from PBM data.
II. PROBLEM DESCRIPTION
For each PBM dataset of the DNA-binding protein of interest, we are given a set of DNA sequences {seq 1 , seq 2 , . . . , seq n } and the corresponding normalized signal intensity values {I 1 , I 2 , . . . , I n } (e.g., array #1). Following the PBM data analysis convention, we refer to such type of input dataset as an array in this paper. To extract informative motif data, a sliding window of length k is used to scan each DNA sequence seq i (and its reverse complement) in order to count and record the normalized signal intensity values for each k-mer. Once all the DNA sequences are scanned, a list of normalized signal intensity values is obtained for each k-mer that is present in those DNA sequences. The median of the list is calculated as the median signal intensity μ m for each k-mer s m . Among those k-mers, some are motif instances (positive k-mers) while the others are just background k-mers. Robust estimate procedures proposed in RankMotif++ [16] can then be applied to learn the positive k-mers. Nonetheless, it has been pointed out that such a robust procedure may not be suitable for all proteins [21] . In light of that, the highly ranked k-mers are regarded as the positive k-mers in this paper.
After a set of positive k-mers were selected, they are aligned using a multiple sequence alignment method such as [22] . The aligned k-mers are then input for training a motif matrix model to represent the binding preferences of the DNA-binding protein of interest, using optimization algorithms.
In this paper, we aim at evolving motif models (using evolutionary computation) which can truly capture the information from PBM data, reflecting the true binding sequence preferences of DNA-binding proteins. In particular, we seek to evolve matrix models to accurately rank the median signal intensities of positive k-mers. Therefore, the problem is formulated as follows.
Input: A set of aligned positive DNA k-mers with their median signal intensities 
under the following sparse linear constraints:
where X m is the rank of S (s m ) and Y m is the rank of μ m . X andȲ are the average ranks and the function S (s m ) is defined as follows:
where B i is the occurring fraction of the ith nucleotide in all the background sequences [23] .
III. METHODOLOGY
In this paper, we have introduced a motif model building problem which is to rank the top k-mers from PBM. We note that past literature usually focus on recognizing motif consensus patterns which is not our major focus here. We focus on evolving good models to fit regressions on the ranks of the top k-mers from PBM. To obtain the models needed, we apply the existing methods as well as propose and apply a new evolutionary algorithm (kmerGA) to PBM benchmark datasets.
A. Representation
To represent each candidate TFBS sequence pattern, we adopt the position frequency matrix (PFM) representation which is the de facto TFBS model standard [23] . Each TFBS sequence pattern of width w is represented as a 4-by-w matrix . The jth column corresponds to the jth position of the underlying TFBS, whereas the ith row of corresponds to the ith biological character. In the context of DNA sequences, we have four characters {A, C, G, T}. Therefore, ij is the occurring fraction of the i biological character at the jth position; for example, the PFM of the SOX9 protein is tabulated as follows: We can observe that the nearly invariant positions of the SOX9 motif are the fourth and seventh position. At the fourth position, cytosine (C) is found to be dominant while guanines (G) and thymines (T) have just been found few times.
B. Scoring Scheme
As mentioned in the problem description, our objective is to maximize the Spearman rank correlation coefficient f ( , D) between the predicted binding affinity and the actual binding affinity. Therefore, the scoring scheme in this paper is the Spearman rank correlation coefficient f ( , D). After each run of each method, within the final population
is reported to be the final Spearman rank correlation coefficient achieved by that run.
In the following sections, we will have multiple runs for each method on each dataset. Therefore, the mean and standard deviation of the final Spearman rank correlation coefficients will be computed to summarize the multiple runs' performance of each method on each dataset. To statistically quantify the significance of the performance difference, t-tests are computed to observe the performance difference between the proposed method (kmerGA) and the other methods on each dataset.
C. Existing Methods' Description
Several existing methods have been applied to the proposed problem (see Section II), including interior point method (IPM) [24] , genetic algorithm (GA) [25] , differential evolution (DE) [26] , crowding genetic algorithm (CGA) [27] , and crowding differential evolution (CDE) [27] . Those methods are selected to represent different algorithmic paradigms; for instance, interior point method represents the line search optimization paradigm [28] ; genetic algorithm represents the nature-inspired optimization paradigm [29] ; differential evolution represents the stochastic beam search optimization paradigm [30] , [31] ; and crowding differential evolution and crowding genetic algorithm represent the multimodal optimization paradigm [32] .
D. Proposed Approach (kmerGA)
The previously described methods are generic ones which can be widely applied to different problems. Nonetheless, they have not taken advantages of specific domain knowledge. In the context of PBM data, we would like to note that the sequence context and numerical locality have not been fully explored by those generic methods. To take into account those PBM-data-specific features, we propose a novel genetic algorithm (kmerGA) which reproductive operators can fully explore such features as shown in Fig. 1 .
1) Block Crossover: It has been reported that TFBSs usually consist of binding cores, controlling its sequence specificity [33] . To promote effective binding core exchanges during evolution, it is intuitive to propose a block crossover operator which can exchange the binding core information between individuals as shown in Fig. 1 . A random continuous block is exchanged between individuals to give birth to offspring. To handle boundary, circular blocks can be exchanged. There are two control parameters for block crossovers: 1) the block starting column index and 2) block width. In this paper, we randomly choose the starting column index and width uniformly. 
2) Sequence Context Crossover:
In addition to block crossovers, we would like to note that some positions of the existing TFBSs are highly conserved (i.e., low entropy) [34] . To exploit such a feature, a sequence context crossover operator is proposed as shown in Fig. 1 . In that operator, two individuals are chosen based on the parent selection scheme given. One individual becomes the base (e.g., individual A in Fig. 1 ) while the columns of the other individual are examined for their information entropy (e.g., individual B in Fig. 1 ). The column with the lowest information entropy is chosen for column swap between the two individuals. The rationale behind it is that we assume conserved (low entropy) positions are rare in nature. If it can be found, it means that it has undergone sufficient positive selection over a long period of evolution, reflecting its functionally important role in TFBSs [34] .
3) Intermediate Crossover: The previous two crossover operators are all based on block exchanges. They are very suitable for diversity maintenance and global exploration, but not for immediate convergence. To remedy that, the classic intermediate crossover operator is adopted in the proposed approach [35] . Briefly, an offspring can be generated by taking the average values of two individuals.
4) Block Mutation:
Similar to block crossover, block mutation is inspired from the existing knowledge on TFBS binding cores [33] . In a block mutation, a random block is chosen as shown in Fig. 1 . All of the elements inside the chosen block are mutated simultaneously. The idea is actually similar to the hypermutation operators proposed in [36] . The major difference is that we limit our mutation range to blocks.
5) Column Mutation: Block mutations are somewhat de novo. In practice, it is hard for a block mutation to succeed in few runs. Thus column mutation is proposed to be practical for incremental convergence as shown in Fig. 1 . A random column is chosen and mutated. It can be regarded as a special case of block mutation where block width is set to 1.
6) Random Mutation:
To ensure the explorative power of the proposed method, random mutation is also adopted [35] . In random mutation, each element of matrix model has a probability to be mutated in each generation, regardless of its position in matrix model.
E. Time Complexity Analysis
In this section, we focus on the time complexity of the proposed approach (kmerGA) since the complexities of the other methods used have been well-studied in the past [35] .
For parent selection, stochastic uniform selection is used, resulting in linear complexity O(N) where N is the population size used. Once parents are selected, the crossover operators are applied to each parent pair. In essence, the bottleneck of the crossover operators in this paper is the sequence context crossover operation while the others are just block exchanges (i.e., block crossover) and simple algebraic operation (i.e., intermediate crossover) which linearly scales with the sizes of the models (O(5L)). On the other hand, sequence context crossover involves an additional step to calculate the column information entropies, which results in another time complexity O(5L). In total, each sequence context crossover costs O(5L + 5L) which is still linear. After the crossover operations, mutation operators are applied. From After the fitnesses have been computed, truncation is used as survival selection [35] . Merge-sort is applied to truncate the whole population in each iteration. Thus a time complexity of O(N log N) is expected.
In summary, each iteration of kmerGA costs O(LN +NML+ NM log M + N log N) in time complexity.
IV. EXPERIMENTS
A. Data Sources
We have adopted the PBM datasets from [16] . Specifically, the PBM datasets focus on five proteins of interest. For each protein, we have two array sets of DNA probe sequences, i.e., arrays #1 and #2. Each DNA probe sequence on the array is associated with a normalized signal intensity value. The higher the value, the higher is the binding preference of a DNA-binding protein to that DNA sequence. For each DNAbinding protein, the two arrays (data replicates) are both used for performance comparison. In particular, we seek to examine how each method can rank the aligned input k-mers accurately using the fitness function (i.e., the Spearman rank correlation coefficient in Section II).
B. Parameter Setting
All methods are implemented in MATLAB codes with the default floating point number representation. Progressive multiple alignment is adopted; pair-wise distances between sequences are computed by counting the proportion of sites at which each pair of sequences are similar and different using NUC44 (ignoring gaps) [37] . Assuming equal variance and independence of evolutionary distance estimates, the guide tree is calculated by the neighbor-joining method. For all evolutionary computation methods, population type is overlapping [35] . Population size is set to 50. On each dataset, we have run each method 30 times to collect enough performance measurements for statistical tests (i.e., t-tests). Regarding about the termination condition, as mentioned in the previous study [38] , different algorithms perform different operations in one generation, it is unfair to set the termination condition as the number of generations. Alternatively, it is also unfair to adopt CPU time because it substantially depends on the implementation techniques for different algorithms; for instance, the sorting techniques to find elitists and the programming languages used. In contrast, fitness function evaluation is always the performance bottleneck [39] . 1 Thus the termination condition is set to 1000 fitness function evaluations in this paper. The uniform nucleotide background distribution from PBM is adopted. Numerical finite difference method is adopted to approximate gradients for the interior point method. For all genetic algorithm methods except kmerGA, block crossover and random mutation are adopted. For kmerGA, all of the previously described crossover and mutation operators are used. For each crossover, we draw a random value [0,1] to see which crossover and mutation operators are used (0.2 for block crossover, 0.2 for sequence context crossover, and 0.6 for intermediate crossover; 0.2 for block mutation, 0.2 for column mutation, and 0.6 for random mutation.). For all genetic algorithm methods, crossover probability is set to 0.8 while mutation probability is set to 0.05. Gaussian mutation with step size 0.5 is applied [35] . Parent selection is set to stochastic uniform selection. For Genetic Algorithm (GA), roulette-wheel (also known as fitness proportional) selection is used for survival selection; for Crowding Genetic Algorithm (CGA), crowding selection is used for survival selection; for kmerGA, truncation is used for survival selection. For all differential evolution methods, crossover probability is set to 0.8 while the trial vector coefficient F is set to 0.9. For crowding-based methods, crowding factor is set to the population size, avoiding replacement errors.
C. Performance Comparison
We have run each method on each dataset for 30 times. For each run, the fittest individual model is selected as the final model. For each dataset, we have calculated the mean and standard deviation of the 30 runs for each method as shown in Table I . From the table, it is observed that kmerGA performs the best among the six methods. In particular, kmerGA consistently achieves the highest means, reflecting that kmerGA is competitive at recovering the ranks of the k-mers on different PBM datasets. To assess its performance rigorously, we have computed t-tests to ascertain that the performance of kmerGA is different from the others with sound statistical significance (p < 0.05). It is observed that kmerGA performance is statistically different from the other methods on all datasets except Ceh-22_deBruijn_v1. Another observation is that all evolutionary computing techniques show better performance than the state-of-the-art numerical technique (IPM) which has additional fitness evaluations on gradient approximation.
D. Parameter Analysis
To access the robustness of kmerGA, a parameter analysis is conducted. Similar to other evolutionary methods, population size is an important parameter for kmerGA. Thus we have rerun kmerGA on the previous datasets to see how the performance of kmerGA is changed with population size. In particular, population is varied from 25 to 200 under the same number of fitness evaluations (NFEs). The results are depicted in Fig. 2 . It can be observed that kmerGA usually works best with small population sizes on most datasets under the same NFEs, even for population size = 25. Its performance is degraded as the population size is increased. The results are interesting because it implies that the performance of kmerGA can be improved further from the results tabulated in Table I . On the Ceh-22 and Oct-1 datasets, kmerGA can still work very well with population size = 50.
E. Convergence Behavior
To observe the convergence behavior of kmerGA, a convergence analysis is conducted. The NFEs is varied to observe the convergence behavior of kmerGA as shown in Fig. 3 . It can be observed that a monotonically fitness-increasing trend is shared across the PBM datasets, although their convergence rates vary on a case by case basis.
F. Extended Performance Comparison
To demonstrate the performance of kmerGA further, all the methods were run and tested on the comprehensive mouse PBM dataset repository [41] , which consists of 230 PBM array datasets. The results are tabulated in Tables A1-A4 of supplementary material. It can be observed that, although the benchmark datasets have been comprehensively expanded, kmerGA still performs the best on nearly all of the datasets with statistical significances, demonstrating its superior performance. In addition, except kmerGA, we observe that the canonical DE algorithm is the best method among the other methods in this paper. It may imply that stochastic beam search methods using arithmetic operators (e.g., DE) can work well for the problem proposed in this paper, in contrast to block exchange methods (e.g., GA) and single line search methods (e.g., IPM).
If we relax our termination condition to be tenfold (i.e., 10 000 fitness function evaluations), their performance may be different. Thus we have conducted additional experiments on the same datasets with the relaxed termination condition. The results are tabulated in Tables A5-A8 of the supplementary material. It can be observed that kmerGA can still achieve the best performance on more than 200 datasets, demonstrating its unique effectiveness. Another interesting observation is that CGA stands out among the other methods while the canonical DE algorithm performs relatively less competitive than before. A possible explanation is that the relaxed termination condition fully unleash the multimodal optimization ability of CGA, enhancing its global optimization ability in this paper. It is not surprising since such a phenomenon is also observed in the previous numerical multimodal optimization studies [38] .
G. Model Analysis
After the runs (30 runs for 240 PBM datasets), we have learned thousands of models. It is interesting for us to investigate how the models have been distributed. In particular, besides model fitnesses in Tables A1-A8 , we are also interested in the average column entropies and lengths of the models as shown in Fig. 4 . It can be observed that the average column entropies of the models tend to be polarized to the highest values, reflecting that the sequence patterns we have learned are very complex from the information theory view. On the other hand, it can be observed that the model lengths are usually around 12-14 nt which are consistent with the existing TFBS knowledge [21] .
H. Case Studies 1) Tri-Helical Helix-Turn-Helix Domain:
The tri-helical helix-turn-helix (tHTH) domain family is a DNA-binding domain composed of three alpha helices joined by short strand of amino acids. It has been found in hundreds of DNAbinding proteins from both eucaryotes and procaryotes. tHTH domains usually act in dimers. As an illustrative example, the Mybl1 protein is selected and studied in depth. In particular, we are interested in the models we have learned from its PBM datasets using kmerGA. Thus we have aggregated the 30 models we have learned from its 30 runs and depicted its sequence logo as shown in Fig. 5 . It can be observed that the sequence logo consists of two reverse complement motifs (AAC and GTT), reflecting that the Mybl1 protein uses the dimeric binding mechanism to bind to its binding sites. It is consistent with the previous observation that some tHTH proteins bind to DNA in dimeric forms. To investigate it further, we have plotted a boxplot and cumulative distribution function (CDF) plots for the column entropies at different positions of the models we have learned on the Myb1 dataset in the same figure (i.e., Fig. 5 ). Interestingly, it can be observed that the dimeric binding phenomenon can still be observed; for instance, the column entropy of the dimeric hinge column position (i.e., position 9) is found lower than those of the other binding column positions (i.e., positions 6-8 for the AAC motif and positions 10-12 for the GTT motif). Another interesting observation is that the nucleotide fractions of the models have correlations with their model fitnesses as shown in Fig. 5 . It can be observed that the adenine fractions of the models are positively correlated to the models' fitnesses (Spearman rank correlation coefficient = 0.63 with p = 0.00019). In contrast, the guanine fractions of the models are negatively correlated to the models' fitnesses (Spearman rank correlation coefficient = −0.51 with p = 0.0043). A possible explanation is that adenines are usually found near core binding column positions which encourage their occurrences for high model fitnesses, while the role of guanine is the opposite.
2) Winged Helix Turn Helix Domain:
The winged helix turn helix (wHTH) domain family is a DNA-binding domain which has three alpha helices and four beta strands (e.g., PF03444). Especially, the domain is characterized by the alternative intervention between the helices and strands. A schematic of wHTH is shown in PDB with the code "4IRI" in which a crystal structure of the auto-inhibited ERG ETS domain-DNA complex with the wHTH domain can be found. Our previous computational experiments include several proteins with tHTH domains. As an illustrative example, the Foxa2 protein is selected and studied in depth. In particular, we are interested in the models we have learned from its PBM datasets using kmerGA. Thus we have aggregated the 30 models we have learned from its 30 runs and depicted its sequence logo as shown in Fig. 6 . In contrast to the Myb1 protein, Foxa2 binds to DNA in monomer fashion. Thus we can observe that the sequence logo of Foxa2 is not composed of two reverse complement motifs. Instead, it is just a single motif which core binding length spans across 8 nt. To investigate it further, we have plotted a boxplot and CDF plots for the column entropies at different positions of the models we have learned on the Foxa2 dataset in the same figure (i.e., Fig. 6 ). Interestingly, it can be observed that the column entropy distribution is different from the Mybl1. Different columns have different entropy distribution, reflecting the monomeric binding nature of Foxa2. In addition, we observe that positions 5 and 8 are more conserved across the model population than the others. It gives insights into how the Foxa2 protein binds to DNA. For the sake of completeness, we have also plotted the scatter plots for the relationship between nucleotide fractions and model fitnesses on the Foxa2 dataset. None of the nucleotides are found statistically correlated to model fitnesses. 
3) Basic Helix-Loop-Helix Domain:
The basic helix-loophelix (bHLH) domain family is a DNA-binding domain which consists of two alpha helices connected by a loop structure (e.g., PF00010). In most cases, they bind to DNA as a dimer (i.e., two domains). A schematic of bHLH can be found using the PDB code "2QL2." Similar to wHTH, the proteins with bHLH domains should bind to two motifs. Thus we have searched through the PBM datasets and investigated the bHLH matrix models we have learned. As an illustrative example, the Bhlhb2 protein is selected. Similar to the previous domains, its models learned are depicted in Fig. A2 of the supplementary material. We can observe the phenomenon similar to the Mybl1 protein. The matrix models we have learned are composed of two (reverse) complement DNA motifs (CAC and GTG), indicating that the Bhlhb2 binds to DNA in a dimeric fashion. It is supported by the entropy analysis plots further in the same figure. Similar to the previous proteins, the neighboring positions (i.e., positions 1 and 10) are high in entropy, which implies their lesser roles in binding. Regarding about the nucleotide fractions, we can observe that there is a positive correlation between cytosine fractions and model fitnesses with statistical significances (p = 0.0074).
4) SAND Domain:
The SAND (Sp100, AIRE-1, NucP41/75, DEAF-1) domain family is commonly found in nuclear proteins. It functions in chromatin-dependent transcription control with its DNA-binding modular structure which consists of a strongly twisted, five-stranded antiparallel beta-sheet with four alpha-helices packing against one side of the beta-sheet (e.g., IPR000770). A schematic of SAND domain can be found using the PDB code "1OQJ." Unlike the previous domains, SAND domain is a relatively unknown domain. Thus we have searched through the PBM datasets and investigated the SAND matrix models we have learned. As an illustrative example, the Gmeb1 protein is selected. Similar to the previous domains, its models learned are depicted in Fig. A3 of the supplementary material. We can observe the phenomenon similar to the Foxa2 protein, indicating that the Gmeb1 may function as a monomer for DNA binding. In addition, we observe that positions 5 and 8 are more conserved across the model population than the others. It gives insights into which nucleotides the Gmeb1 protein binds to for specificity-determining binding. From the scatter plots for the relationships between nucleotide fractions and model fitnesses on the Gmeb1 dataset, we can observe that the adenine fractions of the models are positively correlated to the models' fitnesses (Spearman rank correlation coefficient = 0.39 with p = 0.032). In contrast, the guanine fractions of the models are negatively correlated to the models' fitnesses (Spearman rank correlation coefficient = −0.44 with p = 0.015). A possible explanation is that guanines are usually found in the noncore binding column positions (i.e., positions 5 and 8), discouraging their occurrences for high model fitnesses, while the role of adenine is the opposite. 
5) C2H2 Zinc Finger Domain:
The C2H2 zinc finger (C2H2 ZF) domain family is the most characterized type of zinc finger domains. It is commonly found in mammalian TFs. It has diverse functions in regulating gene expressions. It adopts a simple beta-beta-alpha fold with a specific protein sequence motif with two cysteines and two histidines. A schematic of C2H2 ZF domain can be found using the PDB code "2JPA." The distinguishing feature of C2H2 ZF domains is that they usually occur in tandem. To estimate the PBM data capability, we have searched through the PBM datasets and investigated the C2H2 ZF matrix models we have learned. As an illustrative example, the Zic2 protein is selected. Similar to the previous domains, its models learned are depicted in Fig. A4 of the supplementary material. We can observe that cytosines and guanines are highly enriched in the matrix models as well as the scatter plots between nucleotide fractions and model fitnesses (p = 0.00035 and p = 0.0072, respectively). It is consistent with the previous studies that cytosines and guanines are the core binding nucleotides required for zinc finger DNA binding [43] . Nonetheless, we would like to note that zinc finger domains usually bind to DNA sequences in multiple units. Such biological context information cannot be captured by PBM technology.
V. REAL WORLD APPLICATIONS
A. PBM Rotation Testing
We usually have two PBM array datasets for each protein of interest for control. To test the accuracy of the models learned using kmerGA, we can apply each model to its corresponding replicate alternatively; for instance, a model learned on array #1 can be applied to rank the probes on array #2 and vice versa. Especially, we are interested in the abilities of the models learned using kmerGA to predict positive probes among all the available probes in an array dataset. Thus we have adopted the traditional measure to define positive probes on each dataset [16] . Mathematically, we define a positive probe to be the probe y whose normalized signal intensity m y > mi + 4σ , where mi and σ are the median and the median absolute deviation (MAD) of all the probe normalized intensities in the same dataset divided by 0.6745 (the MAD of the unit normal distribution), respectively. Following that definition, we have tested the models learned using kmerGA on the previous benchmark PBM datasets. We applied the models to perform the binary classification tasks on the corresponding datasets. In particular, we use a sliding window (with the same length as the learned model of the protein of interest) to scan each sequence and adopt the maximal score as the score of each sequence. Mathematically, given a DNA sequence
) is the function S described in the background section.
The area under curve (AUC) of receiver operating characteristics (ROCs) curve is adopted as the performance metric to estimate the models' accuracies which are depicted in Fig. 7 .
From the results, it can be observed that the models learned using kmerGA usually show good performance in predicting positive probes on another array dataset. Comparing to DE and CGA, most of the AUC values achieved by kmerGA are above 0.5 which is the baseline performance value, demonstrating the utility of the models learned using kmerGA. It also implies PBM array data consistency.
B. ChIP-Seq Peak Sequence Predictions
To demonstrate the utility of the models we have learned using kmerGA further, we have followed the past literature to apply the models to predict ChIP-Seq peak sequences among a set of genomic sequences [44] . In particular, we have checked which models we have learned from the mouse PBM datasets are found in the ENCODE database (K562 cell line), resulting in the following proteins of interests, namely Egr1, Mafk, and Max. The Egr1 protein is called early growth response protein 1, a zinc finger protein encoded by Egr1 gene in mammalian genomes [45] . It is a nuclear protein for regulating cell differentiation and mitogenesis, which is also suggested to be involved in different cancers [46] . In contrast, the Mafk protein is a relatively unknown basic leucine zipper TF responsible for developmentally regulated expression of the globin genes [47] . The third one is the Max protein which is a member of the bHLH leucine zipper family of TFs. It can interact with several other proteins including the oncoprotein, Myc [48] .
Following the convention in [44] , we have obtained the ChIP-Seq peak sequences from their BED files in the ENCODE database. After that, we randomly sample equal amounts of sequences with the same lengths as the peak sequences such that a ChIP-Seq peak sequence dataset is obtained for each protein of interest. In each dataset, half of the sequences are the peak sequences from the ENCODE database while the other half are the background sequences randomly sampled.
After the ChIP-Seq peak sequence datasets are obtained, similar to the previous section, we applied the models learned using kmerGA to perform the binary classification tasks on the ChIP-Seq peak sequence datasets using B M (D).
Having scanned the datasets, we checked our predictions with the actual peak labels. The results are depicted as ROC curves in Fig. 8 . It can be observed that the models learned using kmerGA are found beneficial for the proteins of interests in predicting peak sequences (above baseline). Nonetheless, kmerGA performs differently on different datasets; for instance, as expected, the models learned on the Zbtb3 PBM dataset are just marginally better than the baseline. It can actually be foreseen because the in vitro PBM technology limits itself to k-mer enumeration which is not suitable for the zinc finger family, including the Zbtb3 protein, since zinc finger proteins usually bind to DNA in tandem in vivo.
VI. CONCLUSION
In recent years, high-throughput biotechnologies enable the massive generation of real life data. In particular, PBM allows us to measure the binding specificities of DNA-binding proteins comprehensively. To navigate and extract informative binding site information from PBM data, we have proposed and described evolutionary computation methods to be applied to evolve and learn binding site models which can accurately reflect the ranking of top binding sites (i.e., top aligned k-mers). We have shown that the evolutionary computation methods have better performance than the interior point method, one of the best numerical optimization methods nowadays. In addition, the huge population of the models learned along with evolutionary computation methods can enable better understandings on DNA-binding mechanism.
As an illustrative example, we have proposed and described a novel method, namely kmerGA. It assumes and exploits PBM data properties to achieve competitive results on more than 200 datasets. The robustness of kmerGA has also been demonstrated using convergence analysis and parameter analysis. In particular, the accumulated population of the models learned using kmerGA after multiple runs enable case studies to be carried out to reveal novel insights into how different proteins bind to DNA sequences. Two real world applications have been proposed and described to demonstrate the utility of the models learned by kmerGA. The first one is to test the PBM data consistencies using the models learned, while the second one is to apply the models to predict ChIP-Seq peak sequences from other sequences.
Although the above, we would like to note that our performance results should not be over-interpreted to other motif discovery studies since the current problem formulation is different from the past literature reviewed in Section I. The potential drawback is that it relies on a sliding window to segment DNA probe sequences into individual k-mers, which may lose the sequence context information. We expect such an limitation will be alleviated when a future improved PBM technology can generate binding affinities for longer probes (i.e., higher k value). Similar to other evolutionary algorithms, the proposed method (kmerGA) is stochastic in nature. Therefore, we suggest multiple runs of kmerGA to avoid any suboptimal convergence.
In the future, predicting the measured binding affinities will be an interesting direction, should the PBM technology be improved to be more noise-free and platform-independent than the current form.
