Pairs of texture figures, defined by contrast in spatial frequency, orientation or both cues (redundant texture definition) had to be detected within a homogeneous Gabor field. In line with expectation we find better detection performance for arrangements with higher feature contrast along the border where the figures abut. Redundantly defined figures show synergy, a significant performance increase compared to the prediction of independent processing of orientation and spatial frequency cues. As found in previous studies [Spatial Vision 16 (2003) 459; Vision Research (submitted for publication)] this performance advantage is negatively correlated with visibility. In particular, figures with high border feature contrast are easily detectable but show weak synergy whereas figures with low border feature contrast are barely detectable but remarkably benefit from redundant texture definition. Closer analysis reveals that the form of the figures is also crucial: As long as they maintain a clear two dimensional shape the synergy effect is only marginally affected by variation figure size and border length. But when they degrade to one dimensional Gabor element arrays, synergy almost completely vanishes. The results imply that both factors, low visibility and objecthood, are critical for feature synergy. We conclude that facilitation across feature domains serves to segregate figure from ground when the signal from a single domain is too weak to enable object detection and vanishes under conditions of stable object vision.
Introduction
In early visual processing a scene is decomposed into features. Object vision then requires the reintegration of visual features into meaningful wholes. The question of feature integration is one of the key questions of vision research and has raised much controversy in the last decades (see overview and discussion in Phillips & Singer, 1997) . In psychophysical experiments the attempt was made to show that processing of elementary visual features, such as luminance, color, orientation, spatial frequency or direction of motion, does not occur in independent pathways, but interacts in various tasks. This was done by measuring the improvement of performance for targets that vary from the surround in more than one feature dimension (redundant targets). If there is more facilitation than expected from the assumption of independent feature processing then this is taken to indicate feature synergy (Kubovy & Cohen, 2001; Kubovy, Cohen, & Hollier, 1999) . At the time the results of studies on feature synergy appear more or less inhomogeneous. In some studies facilitation effects among feature domains are reported (Abele & Fahle, 1995; Bach, Schmitt, Quenzer, Meigen, & Fahle, 2000; Beck, 1967; Caelli & Moraglia, 1985; Callaghan, 1984 Callaghan, , 1989 Callaghan, Lasagna, & Garner, 1986; Farell, 1984; Kubovy & Cohen, 2001; Kubovy et al., 1999; Nothdurft, 1993 Nothdurft, , 2000 Rivest & Cavanagh, 1996) , but others failed to find them, even with the same features (Gray & Regan, 1997; Pashler, 1988; Phillips, 2001; Phillips & Craven, 2000) . It may thus be argued that the conditions under which interaction across feature domains occurs in visual tasks are not sufficiently clear.
Recently, we have focused on the improvement of detection performance resulting from a redundant definition of target textures with orientation and spatial frequency cues (Meinhardt & Persike, 2003 , submitted for publication). We found that synergistic processing of spatial frequency and orientation cues only occurs when targets are barely detectable with either of both cues alone. With increasing detectability synergy decreased and the facilitative interaction among feature domains finally turned into an inhibitive one when the target was clearly distinguished from background. Further, synergistic processing was observed only for texture figures, i.e. when texture elements could be grouped to form a square, but not for a random distribution of target elements. These results led to the hypothesis that synergy across feature domains has a definite functional role in the chain of mechanisms which signal the presence of objects. In particular, it vanishes in favour of maintaining feature identity when a target object is clearly visible with a single cue. In this study we further investigate the effects of border feature contrast and object form on detection performance.
Methods
All stimuli were defined as lattices comprising 22 · 22 Gabor texture elements, each with a diameter of about 1°visual angle. The Gabor elements constituting the background of a figure were always horizontally aligned (0°rotation) and characterised by a spatial frequency of 4.5 cycles per degree (cpd).
A texture figure is defined by a subset of Gabor elements that differ from the background elements either with respect to spatial frequency, or orientation, or both of these parameters. The extend of the difference defines the feature contrast. Texture figures were presented in pairs, with feature contrast varied in opposite direction (see Fig. 1 ).
The figures were presented in three sizes (12, 14 or 36 elements), each size was realized in three border lengths (4, 6, or 12 elements); therefore, the aspect ratio of the figures was varied (see Fig. 2A ). A special case is the 12 element figure with a 12 element border which forms just a column but no matrix of target elements. In order to study the effect of border feature contrast we placed the two texture figures either spatially adjacent or separated by a gap having the size of two background texture elements (see Fig. 2B ). Spatially adjacent figures have a feature contrast along the border where the figures abut (see also Fig. 1 ) that is twice the size of the feature contrast of the figures separated by the gap.
Eighteen observers with normal or corrected to normal vision and no former psychophysical experience participated. They viewed binocularly at a distance of 60 cm using a chin rest and signaled their responses by pressing a button on an external response keyboard. Patterns were generated with a VSG2/3 stimulus generator and displayed on a gamma corrected Samsung 950p+ color monitor with 50 cd/m 2 mean luminance. The monitor was driven at a refresh rate of 100 Hz and a pixel resolution of 1024 · 768. The room was darkened so that the ambient illumination matched the illumination on the screen to a fair degree of approximation. All patterns were displayed at the same Michelson contrast of ðL max À L min Þ=ðL max þ L min Þ ¼ 0:8, which is far beyond contrast detection threshold. An experimental trial was initialized by a small fixation mark which remained for 300 ms. After a blank screen interval of 200 ms a sequence of two stimulus frames was displayed. Two frame durations were used: 170 and 85 ms. Each frame was followed by a noise pixel mask of 200 ms duration. Both pattern-mask sequences were separated by a blank screen interval of 300 ms. In half of the trials the stimulus frames contained only reference texture patterns (homogeneous 22 · 22 element textures filled with horizontally aligned Gabor elements as used for the background, see Fig. 1 ); in the other half one of the two frames contained a texture figure (target). Reference and target patterns appeared at the first and the second temporal position with equal likelihood. Subjects had to decide whether both stimulus frames were identical or not (same-different task). Acoustical feedback about correctness was provided after each trial. Although more time consuming the same-different task was preferred to a simple yes-no procedure because it is free of memory effects in criterion anchoring, since a reference pattern appears on every trial (see Macmillan & Creelman, 1991) .
Feature contrast detection performance was measured by estimating d 0 sensitivity from the obtained hit and false alarm rates assuming Gaussian noise and the equal variance case (Green & Swets, 1988) . These rates were estimated from 32 repetitions of the same experimental condition. Since the factor levels of the design comprise two display times (85 and 170 ms), two target pattern arrangements (adjacent and nonadjacent), three feature conditions (orientation, spatial frequency and both), three figure sizes (12, 24 and 36 elements) and three border lengths (4, 6, and 12 elements), a total of 3456 target and 3456 reference trials was administered to each of the 18 subjects. Measurements were collected in five sessions taking 90 min each, at consecutive days. The subjects were made familiar with the task in one warming up session before the main experiment started. Then the feature contrast values of both feature dimensions were individually calibrated for each subject such that they corresponded to a fixed sensory criterion ðd 0 ¼ 0:6Þ. This was done in order to achieve perceptual equivalence among both feature dimensions and to keep the performance levels comparable between subjects. In the calibration measurement feature contrast values were employed that were either hard or easy to detect. The feature contrast corresponding to the criterion value was interpolated via a regression procedure for each feature dimension (for details see Meinhardt & Persike, 2003) . In all conditions of the experiment only these fixed and individually calibrated values of feature contrast were used for the single dimensions and exactly these values were combined to form feature conjunctions. The means of these feature contrast values, taken over the subjects, were D f ¼ 0:33 cpd for spatial frequency and D / ¼ 1:2°visual angle for orientation.
The degree of detectability of a figure can be represented by a corresponding 
where the subscript ? denotes orthogonality (independence) of the d Green & Swets, 1988; Tanner, 1956 ).
1 Prediction according to (1) enables a statistical test of whether the observed d 0 sensitivity for redundantly defined texture
? which is to be expected when the feature pathways are independent. This difference can also be expressed on a percent scale, namely:
If hit rates of 1 and false alarm rates of 0 are observed it is necessary to apply a correction (Macmillan & Creelman, 1991, p. 10 ). Perfect hit rates were replaced by 1 À ð2N Þ À1 , where N is the number of repetitions. The values obtained by this procedure were generally larger than 2.8 but smaller than 3.7. It was necessary to apply this correction to 22 of the 1944 measurements. False alarm rates of zero were not observed. , shows highly significant effects for all conditions in planned pairwise comparisons done within a 5 factorial complete repeated measurements ANOVA (see Table 1 ). Hence we find that there is a general and robust feature synergy effect in the detection of objects comprised of Gabor elements differing with respect to orientation and spatial frequency. Closer inspection of the synergy effects for display time and border arrangement (see Table 1 This observation leads to the relation of visibility and synergy. In order to further explore this we asked how the synergy effect, measured as percent advantage (2) Fig. 4 for the nine figures and the two figure arrangements. Each data point results from aggregating the data of 18 subjects for both timing conditions and therefore rests on 36 measurements. The plot reveals that adjacent and nonadjacent figures form two perceptually distinct pattern classes. Adjacent figures are easy to detect even when defined by a single feature and show weak synergy. Nonadjacent figures are hard to detect when defined by just a single feature and benefit remarkably from redundant target definition. Recall that the reason for the better visibility of adjacent figures is that they have double the feature contrast along the border where the two figures abut (see Section 2). So Fig. 4 shows that visibility, as mediated by border feature contrast, and synergy are negatively correlated. Since the sample is small and there are outliers, we halved the values of each axis at their median (see dotted lines in Fig. 4A ) and calculated the /-correlation, r U , indicating a highly significant negative correlation between visibility and synergy (r U ¼ À0:77, v 2 ¼ 10:9, 1 Tanner (1956) first introduced (1) as ''dimensional orthogonality''. It is computationally simple, but represents perceptual independence only if the two latent random variables meet restrictive distributional requirements. For all feature levels realized in the experiment the corresponding joint distributions must be bivariate normal distributions with the same variance-covariance matrix (Ashby & Townsend, 1986) . Tests of this assumption in comparable experiments revealed violations in many cases (Ashby & Townsend, 1986) . Further criticism derives from the claim that a concept of independence must treat the perceptual and decisional level separately. Doing this shows that dimensional orthogonality further implies constant decision bounds (Ashby & Townsend, 1986 , but see Thomas, 1986 for criticism of Ashby's and Townsend's approach). Despite these restrictions, dimensional orthogonality is a good test of independence when it serves as null hypothesis which effects have to be tested against. Since it implies a relatively large degree of facilitation for independent feature processing, its prediction is hard to beat. Note that for reaching 1 unit of d 0 just 1= ffiffi ffi 2 p ¼ 0:707 units are necessary for each of two equally visible single features. This means that there is approximately 30% ''redundancy gain'' for two independent feature dimensions. The probability summation model, which has widely been used to describe the perceptual effects of well separated spatial frequencies and orientations in contrast detection tasks (see Graham, 1989 for overview), leads to a redundancy gain estimation in the range of 12-22%, depending on the steepness estimate of the psychometric curve (Graham, 1989; Watson, 1982; Meinhardt, 1999 Meinhardt, , 2000 . For our purposes it is useful to employ an independence prediction which serves as a strong benchmark for the facilitation achieved with redundant target definition, since we are interested in excluding that the observed facilitation is compatible with any notion of independent signal processing. Two groups of outliers in the sample are identified by eye inspection. The first group comprises the patterns used to familiarize the subjects with the task and the kind of features (see arrows in Fig. 4A ). These reach the highest synergy levels within each pattern class.
Results

3
The second are the figures which are just 1-dimensional arrays of Gabor elements. One criterion to identify outliers is the closeness of a point to the regression line, since this line represents the relationship between visibility and synergy as found in the whole sample. Doing this we see that the single element arrays have far less synergy with respect to their visibility than other patterns. Both patterns are the ones having the lowest visibility within their corresponding class, and since the regression of synergy on visibility is negative, they are expected to show the highest synergy values. Instead, synergy deteriorates most for these patterns.
As seen in Fig. 4 , the relationship of visibility and synergy is mediated by pattern class, which implies that the variation of visibility within each class of patterns is not sufficient to reveal the covariation of visibility and synergy. 4 Hence, as an alternative way of identifying outliers, one can judge whether a pattern is representative of its class, independent of the relationship found between the measurement variables. This can be done by judging the distance of each point from its class centroid with a measure which accounts for the fact that the axes are correlated and have different variance. A distance measure which does exactly this is the Mahalanobis distance (Kendall & Stuart, 1968, p. 259f) . Its square is defined as
Here, x i is the measurement vector of the ith case (here: pattern), l j is the centroid and R À1 j the inverse of the variance-covariance matrix of the variables in class j. Fig. 4B shows the data with standardized axes, i.e. equal variances of the synergy and visibility scale. In this space we calculated contours of equal distance to the class centroids, both with the whole data set (grey) and with excluded outliers (black). The figure shows that the 2 The relationship of synergy and visibility is not an artefact of ceiling effects in the d 0 measure. Note that there is slightly less than 30% synergy for nonadjacent patterns (see Table 1 ). For adjacent patterns the base level of performance with a single cue is about d 0 ¼ 1 (see Fig.  3 ). So the level predicted by the independence model (1) is about ffiffi ffi 2 p . To be 30% better requires a d 0 of 1.84 for redundant cues. For the observed mean false alarm rate of 0.21 this corresponds to a hit rate of 0.85, which is still on the steep part of the hit probability curve. Moreover, the plot shown in Fig. 4 looks very similar when the difference measure d
is used instead of the relative measure (2), since the synergy advantage for nonadjacent patterns exists on an absolute level (see Table 1 ). The data configuration does also not substantially change when the mean value of the single cues' visibility serves as x-axis variable, but this lets the pattern class difference appear less pronounced.
3 Since for these patterns comparability of measurement conditions is hurt, it would be justified to exclude these data points from the analysis. We decided to keep them for the purpose of illustration. 4 The fact that pattern class and visibility are confounded is, of course, unsatisfactory, since it precludes a unique conclusion on the relation between synergy and visibility. This means that we cannot exclude the possibility that there are other hidden properties associated with adjacent and nonadjacent patterns which mediate this relation. In support of our interpretation, the negative correlation of synergy and visibility was found in experiments where the feature contrast level was systematically varied (Meinhardt & Persike, 2003 , submitted for publication). resulting ellipsoids have principal axes which are not in the direction of the regression line (grey solid line in Fig.  4B ), reflecting lack of negative correlation among the variables for within class data. Second, one sees that the single element arrays have points with largest intra-class deviation. This is confirmed by evaluating the squared Mahalanobis distances for each point (see Table 2 ). Whether one includes the outliers in the calculation of the variance-covariance matrices or not, the single element arrays are always the figures with largest separation from the class centroid and therefore most atypical of each class.
Discussion
The finding that visibility and feature synergy are negatively correlated confirms previous results on the detectability of texture figures in Gabor random fields (Meinhardt & Persike, submitted for publication). Defining texture figures with Gabors varying randomly with respect to spatial frequency, orientation, or both, it was shown that the advantage of redundantly defined targets monotonously declines with the visibility of the single features, where visibility was systematically varied. Further support comes from the finding of synergetic effects in feature contrast detection but lack of such effects when highly salient targets have to be discriminated (Abele & Fahle, 1995; Meinhardt & Persike, 2003) . These observations substantiate the prominent role of visibility for feature synergy.
The fact that the variation of object size and border length has only marginal effects on feature synergy shows that these variables are not really critical. Apparently, the synergy effect is rather robust against a variation of object form. As long as the figures have a clear 2D shape, the best predictor for synergy is visibility. The analysis of outliers reveals that synergy deteriorates when figures loose their 2D shape and are degraded to 1D element arrays. Synergy is then no longer predicted by visibility.
The finding that there is no synergy for 1D element arrays directly corresponds to the lack of synergy found for randomly distributed Gabor elements (Meinhardt & Persike, submitted for publication). Apparently, stretching of textures in 2D is an important side condition of feature synergy. This conclusion is also suggested by the results of Kubovy et al. (1999) . Placing texture borders formed by color, form or both cues in spatially parallel, orthogonal or coincident arrangements they found that the emergence of synergy does not hinge on the mere presence of texture borders but on the spatial coincidence of features in two rectangular objects.
These findings, taken together, indicate that the mechanisms which signal border feature contrast are not critical for synergy among feature domains. Instead, the spatial correspondence of activity spread in different feature maps seems to be relevant (Kubovy & Cohen, 2001; Kubovy et al., 1999) . Indeed, the simultaneous stimulation of areas with two features is the critical experimental condition in studies reporting a strong synergy effect, provided the visibility of the single features is low (Abele & Fahle, 1995; Bach et al., 2000;  Kubovy & Cohen, 2001; Kubovy et al., 1999; Meinhardt & Persike, 2003; Thomas & Olzak, 1990) . This gives rise to the presumption that mechanisms which control processes of texture filling-in are involved (Caputo, 1998; De Weerd, Gattass, Desimone, & Ungerleider, 1995; Grossberg & Todorovic, 1988; Pettet & Gilbert, 1992; Ramachandran & Gregory, 1991) . If so, then synergy is not a property shown at an early filtering stage, but at a later stage of surface representation which rests on spatial feature homogeneity, disregarding spatial discontinuities among the single stimulus elements (Caputo, 1997) . In this view, synergy arises when the spreading of two features coincides in a spatial map, but only when one feature is not sufficient to built the representation of a homogeneous surface. To test this hypothesis requires experimental techniques apt to control the temporal characteristics of texture surface spread (Caputo, 1998; Paradiso & Nakayama, 1991) and is left to subsequent experimentation.
