Abstract: Among the counting-based technologies available for gene expression profiling, massively parallel signature sequencing (MPSS) has some advantages over competitors such as serial analysis of gene expression (SAGE) or direct sequencing of cDNA and is ideal for building complex relational databases for gene expression. The goal of our present study was 1 a comparison between the in vivo global gene expression profiles of tissues infected with different strains of Salmonella obtained using the MPSS technology. In this article, we develop an exact ANOVA type model for this count data using a zero inflated Poisson (ZIP) distribution, different from the existing methods that assume continuous densities. We adopt two Bayesian hierarchical models-one parametric and the other semiparametric with a Dirichlet process prior that has the ability to "borrow strength" across related signatures, where signature is a specific arrangement of the nucleotides, usually 16-21 base-pairs long. Modeling each signature-count by a ZIP, we assume a normal density for the log-transformed mean parameter of the Poisson part. The mean of this normal density is assumed to have a linear model structure with parameters capturing the signature effect and the treatment effect. In the parametric model these parameters are given the usual conjugate prior distributions, whereas in the semiparametric case, the 'treatment effect' parameter is given a Dirichlet process prior with a normal baseline distribution, resulting in automatic clustering of the signatures. The deviance information criterion (DIC) is used for model choice and inference on differential expression is based on the posteriors of the 'treatment effect' parameters. To this end, symmetrized Kullback-Leibler (KL) divergences with bootstrapped cut-off values are used, as well as the Kruskall-Wallis test for the equality of medians. Among the genes associated with the differentially expressed signatures identified by our semiparametric model, there are several important Gene Ontology categories that are consistent with the existing biological knowledge about the host response to Salmonella infection. We conclude with a summary of the biological significance of our discoveries.
INTRODUCTION
The transcription profiling technique measures the expression of a gene in a biological sample by quantifying the mRNA. DNA microarray technology has dominated the fields of molecular biology and genomics by allowing researchers to measure the expression levels of thousands of genes simultaneously. However, it is now well-known that the microarray technology has its own limitations. For example, microarray users are limited only to the probes printed on a commercial/custom manufactured slides. Further more, one must have knowledge about the nucleotide sequences of the genes that are being investigated in order to create the probes,. This may be a problem for genome-wide studies of higher organisms. In addition, microarray studies are subject to variability relating to probe hybridization differences and cross-reactivity, element-to-element differences within microarrays during spotting, and microarray-to-microarray differences (Audic et al 1997 , Wittes et al 1999 , Richmonds et al 1999 . These all factors lead to the detection of their individual expressions becomes very difficult.
Recently, a number of alternative technologies have emerged that are capable of addressing some of the issues described above. Two examples are Serial Analysis of Gene Expression (SAGE) and Massively Parallel Signature Sequencing (MPSS). Both, SAGE and MPSS present a similar output: a list of short sequences (tags) and a frequency for each tag.
However, the method of obtaining the tag list is dramatically different. SAGE uses concatenated tags that are sequenced using a traditional automated DNA sequencing method. A SAGE library may contain more than 50,000 tags (average of 100,000 tags, Velculesu et al 1995) . In contrast, MPSS uses a cloning and sequencing method whereby hundreds of thousands of sequences are obtained simultaneously by sequencing off of beads using a technique of enzymatic digestion and hybridization. A MPSS library may contain more than 1,200,000 tags (Brenner et al 2000) . Both methods are capable of uniformly analyzing gene expression irrespective of mRNA abundance and without a priori knowledge of the transcript sequence.
The data generated by these methods are count data, as opposed to the log signal intensity or log red/green ratio obtained from microarrays.
Gene expression data contain significant technology-dependent noise. The removal of this noise (i.e., pre-processing) is a statistical challenge in itself, however, any attempt at a statistical analysis is further complicated by the enormity of the number of genes involved compared to the limited number of biological samples usually available. Since traditional methods of classical statistical inference have proven inadequate to handle this type of highthroughput data, a great deal of methodological research has gone into developing new inference procedures, or modify the existing ones.
In this article, we focus on gene expression of bovine ileal Peyer's patch infected with Salmonella enterica serovar Typhimurium as analyzed by MPSS. In the next section, we briefly explain theMPSS technology. In section 3, we explain the data collection process and provide a brief literature survey of the existing statistical techniques for analyzing MPSS and SAGE data. In Section 4, we explain our statistical models and methodology. Section 5 provides some of the computational details associated with the models introduced here, as well as our analysis of the data. In Section 6, we discuss the results of our analysis, while Section 6 discusses their biological interpretation. We end with a few concluding remarks in Section 7. A brief review of the MPSS technology and the MCMC computation details can be found in the Appendix.
Review of MPSS technology
Since MPSS is based on transcript counting, it depends heavily on the ability to uniquely identify every mRNA in a sample. For this purpose, first a cDNA signature/tag conjugate library is constructed. Poly(A) + mRNA is extracted from the tissue of interest and from it, cDNA is synthesized. The 20 bases adjacent to a specific site upstream from the poly-A tail of each cDNA (a site that reads GATC) are captured. The 17 nucleotides including the GATC and its contiguous 13-mer are together called a signature for the mRNA it came from.
These signatures are then amplified by PCR and a unique identification tag is added to each of them. Subsequently, multiple pools of several hundred thousand signature/tag conjugates are amplified and the tags are hybridized with microbeads, each of which has on it several thousand copies of one of the anti-tags. The microbeads loaded with the signature/tag conjugates are isolated by using a florescence-activated cell sorter. A million to a millionand-a-half loaded microbeads are assembled in a flow cell and the signature sequences on those beads are determined. It involves the parallel identification of four bases by means of hybridization to fluorescently labelled encoders, followed by the removal of those 4 bases (via digestion with an endonuclease enzyme) and the exposure of the next four bases, and so on.
Two important points to remember in this context are: (a) two separate sets of microbeads containing the same signature library are used along with two different initiating adaptors for the endonuclease digestion process and (b) for each of these, the signature identification process is independently carried out k times (k = 2 − 4). The purpose behind these is to ensure that fewer signatures are missed, thereby increasing the resolution. The two separate runs of the endonuclease digestion process mentioned in (a) are called a two-stepper process and a four-stepper process respectively. In some cases, a three-stepper process is used instead of one of them. The k independent runs of the signature identification process within each stepper process are called replicates. The signatures corresponding to every mRNA in the tissue-sample are, therefore, identified and counted 2k times during MPSS. So, for every signature involved, we end up getting two sets of k counts. These counts are actually reported after standardization to a million, that is, a signature having a count of 72 among 1.5 million microbeads will be reported as having 48 TPM (transcripts per million). For example, if a two-stepper process is used along with a four-stepper and each has 4 replicates, the TPM values for a particular signature might be (5,0,9,13) and (0, 3, 12, 20 Reinartz et al. (2002) , Stolovitzky et al. (2005) , Crawford et al. (2006) and Brenner et al. (2000) , among others.
Data Collection and Analysis
The dataset was generated by Khare et al. (2006) 
Review of MPSS data analysis methods
From a statistical point of view, an MPSS experiment involving m signatures produces a dataset with m rows, each containing two sets of k TPM (transcripts per million) values.
Suppose we have two tissue-samples (say, one healthy and the other, diseased) and it is of our interest to discover signatures that are differentially expressed between the samples. Reinartz et al. (2002) suggest the following procedure, in case there is only one count per signature. Let the counts be x 1 and x 2 in the two samples for a particular signature. Since a certain microbead may or may not contain that signature and a million microbeads are examined for the presence of that signature in each sample ('million' because we are using TPM values), it is like a million coin-tosses repeated twice. Let p 1 be the expression level of this signature in sample 1 and p 2 be that in sample 2. Then, clearly, x 1 ∼ Bin(10 6 , p 1 ) and x 2 ∼ Bin(10 6 , p 2 ) and the null hypothesis of no differential expression boils down to
6 , p 2 = x 2 /10 6 and in order to test this null hypothesis against the two-sided alternative, a normal approximation is appropriate. In other words, use the test statistic z = ( p 1 − p 2 )/{ p(1 − p)(10 −6 + 10 −6 )} 0.5 , where p = (x 1 + x 2 )/(10 6 + 10 6 ).
One problem with this approach is that it does not clarify what data are being used. If the single count per signature that is being used is actually the selected mean (i.e., the largest of all the counts for that signature), it would be better modeled by the maximum of a number of i.i.d. binomial random variables. On the other hand, a normal-approximated binomial testing procedure might be appropriate when the sum of the counts for a signature is considered. Even then, such signature-by-signature testing methods incorrectly assume that the signatures are independent of each other, especially signatures corresponding to the same gene. Another drawback in their method is the lack of protection against false discoveries that are essential as thousands of hypothesis tests have to performed simultaneously.
Another testing procedure based on empirical modeling was put forward by Stolovitzky et al. (2005) . Their dataset was generated by a two-stepper process along with a four-stepper, each with 4 replicates. Instead of using the TPM values directly, they use log 10 (T P M Stolovitzky et al. (2005) noticed that, the variation decreases as the mean increases (a phenomenon typically observed in logtransformed Poisson data) and it does so at different rates for the following three scenarios:
(i) When none of the eight TPM counts is zero; (ii) When some of them are zeroes but neither the sum of the four TPM counts from the two-stepper process nor that from the four-stepper process is zero; (iii) When exactly one of the two sums mentioned above is zero but not both.
Typically, the rate of decrease in replicate-variation (as the mean increases) is the highest in case (i), while the other two cases are quite comparable to each other. In view of this, they decided to standardize the replicate θ ij 's for each signature in each sample by their standard deviation, following which, a new plot of standard deviation versus mean within each stepper process no longer shows different rates of decrease. Then they model the common distribution of the standardized data by the curve f (x) = 1 2 exp{−x 2 /(0.5 + 0.6 | x |)}, which has slightly heavier tails than a Gaussian curve, and use it for computing the p-value of the test for differential expression. For the i th signature, they reject the null hypothesis of no differential expression against the two-sided alternative if the conditional probability of observing a greater absolute difference between the means of the standardized θ ij 's from the two samples is "small", given that the average of those two means is some value Θ (say).
Although this seems to be a more sophisticated approach than the normal-approximated binomial test, it has its own drawbacks. The authors' decision to work with log-transformed counts means that they had to leave all of the zero counts from their analysis, except for acknowledging the effect of zero counts on the inter-replicate variations and adjusting for it. In addition, the authors do not mention false discovery rate (FDR) control despite the fact that simultaneous testing for the differential expression of several thousand signatures necessitates some protection against false discoveries
Review of SAGE data analysis methods
From a data-centric view point, MPSS and SAGE technologies produce similar output: the frequency of occurrence of signatures/tags. As a result, it might be possible to use the the methods developed for SAGE data analysis equally well in for analyzing MPSS data and vice versa, as suggested in Vencio et al (2004) . For this reason, we review SAGE data analysis methods that could be applied to MPSS data as well.
Most of the off-the-shelf SAGE analysis techniques for testing differential expression use simple chi-square test for equality of proportions or perform t-tests after transforming the data (Mann et al 2000) . Even though such simplistic assumptions are easy-to-use, they do not adequately model the complexity of biological processes or account for the interdependencies among genes. Alternative approaches use hierarchical models to address these issues. Vencio Poisson likelihood with either gamma prior or a log-normal prior is suitable for modeling SAGE data. A key feature in the above methods is the mixture model approach to account with-in class variability. However, they do not model the complex dependency among the genes and instead assume just exchangeability, as is the case in Baysian hierarchical models.
In this article, we adopt a new approach to analyzing MPSS data that addresses these issues. In our Bayesian hierarchical model, we
• model each signature-count by a zero-inflated Poisson (ZIP) distribution and assume a normal density for the log-transformed mean parameter of the Poisson part;
• assume the mean of the above-mentioned normal density to have a linear model structure with parameters capturing the signature effect and the treatment effect;
• start with a parametric model where these parameters are given the usual conjugate prior distributions (i.e., normal and inverse gamma);
• proceed to fit a semiparametric model where the 'treatment effect' parameter is given a Dirichlet process prior with a normal baseline distribution;
• borrow strength within each cluster of signatures, since the semiparametric model results in automatic clustering;
• use the deviance information criterion (DIC) for choosing between these two models;
• draw inference on differential expression of signatures based on the posteriors of the 'treatment effect' parameters, using symmetrized Kullback-Leibler (KL) divergences with bootstrapped cut-off values, as well as the Kruskal-Wallis test for the equality of medians; A somewhat similar modeling idea can be found in, for example, Carota and Parmigiani (2002) in the regression context. But to our knowledge, we are the first to modify and adopt it for MPSS-type count-data. Even though our analysis and application is for the MPSS data analysis, we believe that the methods are equally applicable for analyzing SAGE data, owing to the similarities between the nature of the data.
Bayesian Hierarchical Model

Parametric Model
Let Y ijk be the k th replicate count observed for the i th signature under the j th treatment. (i = 1, . . . , I; j = 1, . . . , J and k = 1, . . . , K). We assume that conditional on the parameters (p, λ ijk ), Y ijk are independently distributed ZIP (p, λ ijk ) for i = 1, . . . , I; j = 1, . . . , J and k = 1, . . . , K. In other words,
for some 0 < p < 1, where
where ǫ ijk is the random residual component and follows Normal(0, σ 2 ǫ ). Hence, we assume that conditional on the parameters (η i , β ij ), λ ijk s are independent each with lohnormal density. The use of a residual component in the link-function specification is consistent with the belief that there may be unexplained sources of variation in the data, perhaps due to explanatory variables that were not recorded in the original study. This is particularly appropriate for Poisson data sets where over-dispersion is commonly observed. The use of residual effects within GLMs is discussed in Sun et al. (2000) and is a special case of the class of generalized linear mixed models (Zeger and Karim, 1991; Breslow and Clayton, 1993) . Here, we assume that conditional on the parameters (η i , β ij ), λ ijk s are independent each with lognormal density so equation (2) can now be re-written as:
where η i is the effect of the i th signature and β ij is the effect of the j th treatment nested within the i th signature. We elicit conjugate priors in the hierarchical model and center the parameters for efficient MCMC sampling (Gelfand et al.,1995) . Let N IG be the Normal-Inverse Gamma family of conjugate distributions in which, the mean has a Normal distribution conditionally on the variance and the variance marginally follows an Inverse-Gamma distribution with hyper-prior parameters u and v having the appropriate subscripts. In other words,
With this notation in mind, we specify the priors as:
However, the specification of the zero-inflation parameter makes the sampling from the (conditional) posterior distribution extremely difficult. Agarwal et al (2002) , Ghosh et al (2006) cleverly handle the problem by introducing a latent variable. In the context of our dataset, denoting the latent variable corresponding to Y ijk by Z ijk , the complete
where n 0 = i j k z ijk and n = IJK. Here, z ijk = 1 implies that the kth replicate in the jth treatment for the ith gene was not not sampled.
We assume a Beta(a, b) prior on p and elicit conjugate priors for all the variance parameters. In summary, our hierarchical model is given by:
Semiparametric Model
We extend the model in Section 3.1 to a semiparametric setup where simultaneously we can infer the clustering of the signatures such that signatures within a cluster share a common value for their regression coefficients. Thus, similar signatures will borrow strength (or shrink) their regression coefficients locally rather than shrinking towards the global mean. Furthermore, clustering of the data offers insight about signatures that behave similarly in the experiment. By comparing signatures of unknown function with profiles that are similar to signatures of known functions, clues to function may be obtained. Hence, co-expression of genes will be of of interest.
We exploit the Dirichlet Process (Ferguson, 1973) prior for the regression coefficients to obtain the clusters. A random probability measure P on a measurable space (X , B(X )),
where X is a subset of the real line and B(X ) is the collection of Borel sets on X , is said to have a Dirichlet Process prior with the baseline probability measure Q and the tuning parameter τ (denoted by DP(τ Q)) if for any partition {A i } n i=1 of X , the vector of probabilities (P (A 1 ) , . . . , P (A n )) has a Dirichlet(τ Q(A 1 ), . . . , τ Q(A n )) distribution.
The realizations of a Dirichlet process are almost surely discrete, which helps in clustering. Assigning a Dirichlet process on the regression coefficients, we induce ties among their values. That is, for every pair of objects i = j, there will be a positive probability that β i = β j . The clustering of the signatures encoded by the ties of the regression coefficients will simply be referred to as the clustering of the regression coefficients and, hence, the clustering of the corresponding signatures. We postulate the hierarchical model as:
where τ is the tuning parameter and Normal(0, σ 2 β ) is the baseline distribution.
Posterior inference based on a Dirichlet process (DP) prior has been widely discussed in the literature. Ferguson (1973) introduced the Dirichlet process and Antoniak(1974) extended it to a DP mixing framework. Except in simple cases with few observations (Kuo, 1986) , DP mixing was computationally intractable until Escobar and West (1995 and earlier reference therein) developed a convenient version of the Gibbs sampler (Gelfand and Smith, 1990) Gelfand (1997) and Carota and Parmigiani (2002) for extensions to the generalized linear model frame work. Both of these approaches obtain a nonconjugate structure and use a more complex MCMC algorithm successfully to handle that problem. In our problem, the number of regression parameters is large and so these algorithms may not be very efficient.
In our modeling scheme, the introduction of the residual component ǫ makes our computation much more efficient. By adopting this Gaussian residual effect, many of the conditional distributions for the model parameters are now in the standard form, thus greatly aiding computation. To be specific, conditional on the λ-values, the model (2) is independent of Y and can be written as a standard Bayes linear regression with log(λ) as the response and β as the regression parameters. Now using a DP prior over the β-values, this can be transformed to a conjugate problem, with the analytical form of the marginal distribution available. Hence our method enables us to use the efficient sampling scheme of Escobar and West (1998) 
Posterior sampling
Sampling from the posterior in the parametric case was performed using a block Gibbs sampler. All the conditionals distributions except for the λ-values and the p's have conjugate forms. Using latent variables leads to sampling from the conditional distribution of the zero-inflation parameters again from its conjugate distribution. A Metropolis-Hastings step with log-Normal proposal was used for drawing λs. In the semiparametric case, successive sample observations are drawn using the Polya urn scheme due to West (1995,1998) . A total of 150,000 samples were drawn from the joint posterior. Of them, 30,000 were discarded as burn-in and the remaining samples are thinned down by a factor of 30 to give us reasonably less-dependent posterior samples. The DP precision parameter, τ was empirically estimated using can see that chain converged and is mixing well. A discussion on the prior elicitation on the precision parameter can be found in West (1992) . Certain choices in model specification allow us to efficiently simulate the draws from the joint posterior distribution of the parameters, such as, modeling log(λ) with a normal distribution. The full conditionals required in the MCMC simulation are given in the Appendix for both the parametric and the semiparametric models.
Clustering
At each iteration of the MCMC, we obtain cluster membership information, i.e., which signatures belong to the same cluster. We can form a pairwise association matrix based on this information. Let δ be the pairwise association matrix defined as follows. The (i, i ′ ) th cell = 1 if {β i1 , β i2 , β i3 } and {β i ′ 1 , β i ′ 2 , β i ′ 3 } belong to the same cluster and = 0 otherwise. Clearly, δ(i, i) = 1 for each i. After M iterations in the MCMC, we can estimate the pairwise probability matrix as (2002) used the estimated pairwise probability matrix to form the cluster structure by using (1−δ) as a distance measure. We followed this approach to form an agglomerative hierarchical cluster with complete linkage. Among the other alternatives to determine the cluster configuration, Dahl (2007) used a least-squared approach to find the best cluster within the MCMC framework. This has the advantage that the number of clusters is not needed a priori. However, it is less reliable because, it is based on a single realization in MCMC. The advantages of using agglomerative hierarchical clustering as opposed to choosing a cluster realization is that the clusters are nested.
As a result, the cluster membership does not change significantly even when the number of clusters changes. In the Bayesian framework, we can estimate the number of clusters either empirically or otherwise, as discussed before. In our case, the distribution of the number of clusters is unimodal and approximately symmetric with mode around 69, as shown in Fig. 1(b) . We used this information to cut the tree to form the clusters in an objective manner, utilizing the cluster size information available within the MCMC.
In Fig. 2 , the profile plots of the treatment effects in seven representative clusters are shown. The plots in a column correspond to a specific treatment and plots in a row correspond to a particular cluster. For example, the profile plot in the 2 nd row and 1 st column corresponds to the kernel density estimates of the treatment effects parameters in the LB strain for all the signatures in the 19 th cluster (β i,LB i ∈ S 19 ).
The cardinality of the cluster is also shown in the plot (34 in this case). It is evident from the profile plots that the distributions of the treatment effects parameters are very similar when they are in the same cluster. This enables us to identify genes that are likely to be co-expressed, which may eventually lead to the discovery of pathways.
As the cardinality increases, the profiles tend to be dissimilar due to the nature of the agglomerative clustering. This allows the biologists to look at different cluster configurations by cutting the dendrogram at different levels. In the present case, we chose to cut the tree by using the mean of N b , though other subjective choices may possibly be justified too.
Model selection
We used the Deviance Information Criteria (DIC) (Spiegelhalter et al, 2002) for model comparison. We have four models to begin with: the parametric and the semiparametric models with either regular Poisson or zero-inflated Poisson (ZIP) likelihood. We ran all four models on a small number of signatures and found that the parametric and semiparametric with ZIP likelihood were competing and the models with ZIP likelihood have smaller deviance compared to the models based on the Poisson likelihood. In our analysis on the full data-set, the DIC for the parametric model was 29221 and it was 29091 for the semiparametric model and thus the semiparametric model was selected.
The semi-parametric model also leads to improved estimates, for example treatment effects and signatures effects have a smaller MSE compared to their counter-parts in the parametric model. In Fig. 3(a) , we plotted the 95% credible intervals for some signatures η i 's, the signature effects parameters and clearly the semiparametric model produced tighter intervals. We have also fitted the simple Poisson regression for each signature independently and plotted the corresponding credible intervals for those signatures in fig. 3(b) . It is clear that these intervals are much wider compared to the intervals corresponding to both parametric and semiparametric models. Furthermore, the remaining three models can be considered as special cases of the semiparametric model with the ZIP likelihood. It becomes evident if we note that the Poisson is a special case of ZIP with p = 0 and parametric model can be obtained setting τ = ∞ in the semiparametric model.
Simulation details
We have developed the software in MATLAB. We exploited the matrix representation and vector processing capabilities of MATLAB for accelerating the simulation time, particularly in implementing the block-Gibbs sampler. We run this algorithms on the our shared-memory heterogeneous Linux cluster with more than six nodes with at least one dedicated node. Typical configuration of the nodes in our cluster has 16GB RAM and eight dual core processors clocking 2.46GH. It took nearly three days to complete the simulation for 189,000 draws and for 23,000 signatures. From a computational point of view, reducing the number of genes to a manageable few, cuts down the simulation time dramatically. For example, a simulation involving 5000 genes (selected using an initial filtering method) takes about 4 hours for the same number of MCMC samples. We have made our software available for download from the corresponding authors website.
Results
Here (2004) and Lewin et al. (2006) . Other choices are Ishwaran and Rao's (2005) asymptotic approach, the marginal posterior-based method of Gottardo et al. (2006) and the posterior tail probability-based approach of Bochkina and Richardson (2006) .
All these approaches require certain assumptions about posterior distributions either to simplify the computations or to compute the thresholds. To avoid these difficulties, we proposed to use two non-parametric methods, one based on symmetrized KullbackLeibler (KL) divergences and the other the nonparametric Kruskal-Wallis test.
For the KL divergences, for each signature, we simulated 5000 sample-observations from the posterior of each β ij (j = 1, 2, 3). Then we computed three pairwise KL divergences (LB vs. MT, LB vs. WT and MT vs. WT). We declared the signature differentially expressed if at least one of these three is 'significantly large'. In order to identify the cut-off values beyond which we will call a KL distance 'significantly large', we resorted to the bootstrapped distribution of KL divergences. For each pairwise comparison (say, between LB and MT), recall that we have 5000 observations from each of the two corresponding posteriors. From these 5000 observation-pairs, we selected a bootstrap sample of size 1000 and computed the KL divergence between the two posteriors based on them. We repeated this process 500 times, thereby ending up with 500 bootstrapped KL divergences between those two posteriors and computed the pvalue based these bootstrapped KL-divergences. We have plotted the histograms of the p-Values of tests for differential expression among all treatment pairs in Fig. 4 .
A quick examination of thehistogram indicates that distribution of the p-values in MUT vs. WT are different from the rest of the pairwise comparisons. We also note that the distributions of the posterior distributions (see Fig. 5 ) of the treatment effects are non-normal. Thus we used a nonparametric n-way ANOVA, the Kruskal-Wallis test for equality of the medians (KW). However, as discussed in earlier sections, there can be many false discoveries due to the I >> K problem. Controlling false discoveries within the Bayesian framework is possible by eliciting a mixture distribution under the null and the alternate hypotheses for the effects parameters, see, for example, Gottardo et al. (2006) . However, such an approach renders the MCMC simulation extremely difficult because we have more than two treatments and we lose conjugacy in the DP specification. To control the false discovery rate, we used the pFDR approach developed by Storey et al (2003a Storey et al ( ,2003b , which has a Bayesian interpretation. We used the qvalue R-package developed by Alan Dabney and John Storey that is availble for download from the URL http://genomics.princeton.edu/storeylab/qvalue/.
The significance decisions were based on these q-values at the α = 0.05 level.
Among the numerous signatures that were detected to be differentially expressed by our inference methodology, we summarized the results for a few that spread across five important Gene Ontology categories (elaborated on in the next section). Figure 5 provides the posterior densities (smoothed histograms) of the treatment effects (i.e., the β ij values) based on samples from those posteriors for signatures associated with genes that code for the proteins L-selectin, Ferritin, cAMP, Beta-actin, Laminin receptor, Rho-GTP, Cytokeratin-18 and MMPs. All of these signatures were found to be differentially expressed among the three tissue-samples by our Bayesian semiparametric method. It seems that there were some differences among the signature effects for the eight signatures mentioned above, although the final verdict regarding the differential expression (or otherwise) of a signature is based on the posteriors of its β ij values.
Finally, in Table 1 , we show the q-values for pairwise differential expression across all pairs, along with the clustering information.
Biological Significance of Discoveries
We now scrutinize the lists of differentially expressed signatures obtained through our Bayesian semiparametric analysis and discuss the biological significances of some of the corresponding genes. Among the genes associated with the differentially expressed signatures detected by our semiparametric model, there are many important gene ontology (GO) groups based on their biological functions. For example, we found representatives of the functional categories "actin cytoskeleton and extracellular matrix", "adhesion molecules", "ferritin-heavy polypeptide 1", "signal transduction" and "matrix metalloproteins and tissue inhibitors of metalloproteins". The detection of signatures corresponding to genes in these categories is consistent with the existing literature on the interactions between Salmonella typhimurium and the host-tissue proteins. We briefly elaborate on each of these functional categories.
Actin Cytoskeleton and Extracellular Matrix: The Type III secretion system (T3SS) encoded at Salmonella Pathogenicity Island I secretes effector proteins into the host intestinal/epithelial cell which bind to the actin cytoskeleton and induce the formation of ruffles in the cell membrane and Salmonella internalization (Guiney and Lesnick (2005) , Patel and Galan (2005) ). The statistical methodology described here identified MPSS signatures representing beta-actin, cytokeratin 18, Rho-GTP and laminin receptor 1 as differentially expressed between the LB and WT infected tissues; see
Adhesion Molecules: L-selectin (lymphocyte adhesion molecule-1, CD62E, ELAM-1) is a transmembrane glycoprotein member of the selectin family of adhesion molecules expressed on the surface of activated leukocytes (Worthylake and Burridge (2001) ).
Expression of L-selectin is essential for the initial contact between leukocytes and endothelial cells required for extravasation of inflammatory cells into sites of inflammation (Barkhausen, Krettek et al. (2005) ). Up-regulation of L-selectin in the WT infected tissue compared to LB was expected and indeed, our methodology detected differential expression of signatures corresponding to L-selectin between those tissue-samples, see Figure 5 (e).
Ferritin, Heavy Polypeptide 1: Our methodology identified MPSS signatures for heavy polypeptide 1 ferritin to be significantly upregulated in WT and LB tissues compared to MT loops of ileum having Peyer's patch ( Fig. (5(f) ). This is a biologically significant observation, because ferritins are ubiquitous iron storage proteins in plants, microorganisms and animals that play fundamental roles in soluble and cellular Fe homeostasis (Boughammoura et al. 2007) . Ferritins also have a profound influence on inflammation and host resistance to pathogens (Ghio et al. 1997 ).
Matrix Metalloproteins: Matrix metalloproteinase (MMPs) are a group of enzymes that are capable of cleaving all components of the extracellular matrix that are involved in tissue invasion, extracellular matrix remodeling, angiogenesis and inflammation (Malemud 2006) . In the present case, our methodology discovered downregulation of MMPs in the MT infected tissue compared to the WT infected and LB tissues; see Signal Transduction: The cAMP-regulated phosphoproteins (ARPP-16, ARPP-19, ARPP21 and DARPP32) modulate signal transduction, linking infection to host immunity, see Horiuchi et al. (1990) and Rakhilin et al. (2004) ). The increased expression of cAMP-regulated phosphoproteins observed in S. typhimurium-infected tissues compared to LB, as discovered by our methodology, suggests that these phosphoproteins play a role in mediating some of the actions of vasoactive intestinal peptide (VIP) and cAMP-dependent protein kinases such as PKA in the intestine; see Figure 5 (h).
Among the clusters detected by our semiparametric model, there are a few with special biological significance. In Table 1 , we show selected signatures that were differentially expressed. Annotation information was obtained by using the Expressed Sequence Tags It is interesting that a colony stimulating protein and scavenger receptor are co-expressed. As often the case, clustering in our analysis is also exploratory in nature. We have verified, though not comprehensively, the clustering information against the reference clusters available at NCBI GEO repository. We looked at the signatures that belong to a specific cluster produced by our method and searched for a cluster this particular signature belongs to by looking at the UniGene IDs. Even though the cluster memberships are not identical, we observed similarities in terms of their biological functions and GO categories. Other clusters that we detected will be the subjects of future biological investigations and may add to existing knowledge about the host-pathogen interaction.
Concluding Remarks
Expression profiling techniques based on transcript counting offer a powerful alternative to conventional microarray technology and address some of its shortcomings. In the existing literature, MPSS data (or some transformation thereof) have been modeled by continuous densities. We have proposed two Bayesian hierarchical models for such count data and developed inference methodology for detecting the differential expression of a signature among the three tissue-samples. We adopted a flexible semiparametric modeling approach that enables automatic clustering and strength-borrowing within the clusters, thereby eliminating the unrealistic independence assumption among the signatures that has been exploited in the existing literature.These methods would be particlarly useful when the sample size will be small as in the hierarchical setup they allow to borrow strength among correlated signatures. In future we shall investigate more efficient, optimal initial filterings which will acclerate the computing time.
Furthermore, Our proposed method can be used to analyze SAGE data which has been discussed in section 3.2. Hence, the proposed methods would be useful to analyze count data generated by deep sequencing technology which is becoming mainstream in bilogical studies these days.
Appendix: Conditional distributions for MCMC
In the parametric model, Gibbs sampling has standard conditionals given by:
-z ijk , the latent variables as Bernoulli trials:
.
-p from its conjugate posterior (using the latent variables):
where n = IJK and n 0 = z ijk .
where
-β i ≡ {β i1 , β i2 , β i3 } and σ β from
In the semiparametric case, all of the above conditional distributions remain the same except for the βs. The poly-urn scheme based method gives us the following conditionals (Escobar and West 1998):
• β i ≡ {β i1 , β i2 , β i3 } as vector using the Polya-urn scheme
• draw cluster representatives as:
Here S i is the set of all (signature) indexes in cluster i and n i is |S i |, the cardinality of the set S i . After drawing the cluster representatives, update: (a) cluster membership; (b) number of clusters and (c) τ . 
