Abstract. We present existence, uniqueness, and sharp regularity results of solution to the stochastic partial differential equation (SPDE)
In this article, we prove that there exists a unique solution u to (0.1), and + gx H γ p (τ,δ 1−p/2 ,l 2 ) , (0.3) where p ≥ 2, γ ∈ R, τ is an arbitrary stopping time, δ(ω, t) is the smallest eigenvalue of α ij (ω, t), H γ p (τ, δ) is a weighted stochastic Sobolev space, and B γ+2(1−1/p) p is a stochastic Besov space.
introduction
The second-order elliptic and parabolic partial differential equations (PDEs) with unbounded or degenerate leading coefficients have been widely studied for a long time (see .e.g. [16, 17, 18, 19, 20] ). Such equations naturally arise in the modeling of random phenomenon related to diffusion. For instance, consider the stochastic process X t governed by dX t = b(ω, t)dt + σ(ω, t)dB t , X 0 = x, where b(ω, t) is R d -valued, σ(ω, t) is d × d-matrix-valued, and B t is d-dimensional Brownian motion. Then, for any smooth function f (x), u(t, x) := E [f (X t )] satisfies the parabolic PDE u t = 1 2 (σσ * ) ij u x i x j + b i u x i , t > 0; u(0, ·) = f (x).
Here σ * is the transpose of σ. Since (σσ * ) is symmetric, it is only guaranteed that (a ij (ω, t)) := (σσ * ) ≥ 0.
(1.1)
Such connections between PDEs and stochastic processes illustrate that boundedness and uniform ellipticity conditions of leading coefficients are somewhat restrictive for the study of general PDEs (and SPDEs).
In this article we study a weighted L p -regularity theory (p ≥ 2) of SPDE du = (a ij (ω, t)u x i x j + f )dt + (σ ik (ω, t)u
where indices i, j moves from 1 to d, k runs through {1, 2, 3, · · · }. Einstein's summation convention with respect to repeated indices i, j, k is assumed. We assume very minimal conditions on the coefficients, that is, the coefficients are merely measurable in (ω, t) and satisfy
together with the local integrability Actually condition (1.4) is necessary to make sense of equation (1.2).
To the best of our knowledge, the theory of SPDE with degenerate and unbounded leading coefficients was initiated in [8] and [6] respectively, and the result in [8] was extended to the case of system in [2] . Recently, this type SPDEs have been developed in various directions in L 2 -spaces. For instance, a regular strong solution to quasilinear degenerate SPDEs is studied in [3] and the existence of an L 2 -valued continuous solution to SPDEs with space-time dependent random coefficients a ij (t, x) which are allowed to be both unbounded and degenerate is handled in [23] .
However, roughly speaking, if p > 2 and the coefficients are degenerate then the results in the literature (see e.g. [8] ) only say that equation (1.2) has a unique continuous L p -valued solution u and
where
Note that in estimate (1.5) the solution u is not smoother than u 0 , f and g. Actually (1.5) is the best possible estimation in the extreme degenerate case, i.e. if a ij (ω, t) = 0 and σ ik (ω, t) = 0 for all i, j, k, ω, t. Because, in this case, we have u(t, x) = u 0 (x) + and thus it cannot be expected that the solution u is smoother than data u 0 , f , and g. In other words, if degeneracy of diffusion is too strong, then there is no smoothing effect enough to make solutions regular than data. However, if the matrix (α ij (t)) d×d in (1.3) is not identically zero then the question whether u xx ∈ L p (R d ) on the set {(ω, t) : (α ij ) d×d > 0} naturally arises.
It turns out the the answer to the above question is "yes". In this article we prove that under the conditions (1.3) and (1.4), it holds that 6) where p ≥ 2, γ ∈ R, τ is an arbitrary stopping time, δ = δ(ω, t) is the smallest eigenvalue of (α ij (ω, t)), |σ(ω, t)| = max i |σ i | l2 , H γ p is a Sobolev space, and B γ+2(1−1/p) p is a Besov space. We mention that our weights in estimate (1.6) are not in A p -weight class which is a very important function class in the Fourier analysis (see Remark 2.8 below). Thus, even if the coefficients are not random, estimate (1.6) can not be obtained based on the estimation of the sharp function (u xx )
# or Calderón-Zygmund approach. See e.g. [14, 7] for detail of such approachs.
In summary, we list the novelty of our result:
(1) Coefficients a ij (ω, t) and δ ik (ω, t) are not necessarily bounded.
ij (ω, t) and δ ik (ω, t) can be random, and merely measurable in (ω, t).
This article is organized as follows. In Section 2, we introduce our main result together with some related function spaces. In Section 3, we prove the solvability and a priori estimate for deterministic equations without boundedness and ellipticity conditions on the leading coefficients. In Section 4, stochastic PDEs with additive noises are treated, and finally the proof of the main theorem is given in Section 5.
We finish the introduction with notation used in the article.
• N and Z denote the natural number system and the integer number system, respectively. As usual R d stands for the Euclidean space of points
..}, and functions u(x) we set • For p ∈ [1, ∞), a normed space F and a measure space (X, M, µ), L p (X, M, µ; F ) denotes the space of all F -valued M µ -measurable functions u so that
where M µ denotes the completion of M with respect to the measure µ.
If there is no confusion for the given measure and σ-algebra, we usually omit the measure and the σ-algebra. Moreover, if a topology is given on X, then the subspace of all continuous functions in L ∞ (X, M, µ; F ) is denoted by C(X; F ).
• For functions depending on ω, t, and x, the random parameter ω ∈ Ω is usually omitted.
• By F and F −1 we denote the d-dimensional Fourier transform and the inverse Fourier transform, respectively. That is,
• If we write N = N (a, b, · · · ), this means that the constant N depends only on a, b, · · · .
Setting and main results
Let (Ω, F , P ) be a complete probability space, {F t , t ≥ 0} be an increasing filtration of σ-fields F t ⊂ F , each of which contains all (F , P )-null sets. By P we denote the predictable σ-algebra generated by {F t , t ≥ 0} and we assume that on Ω there exist independent one-dimensional Wiener processes w 1 t , w 2 t , ..., each of which is a Wiener process relative to {F t , t ≥ 0}.
We study the following initial value problem on
As mentioned in the introduction, Einstein's summation convention with respect to indices i, j, k is assumed and the argument ω is omitted in the above equation for the simplicity of notation.
First, we introduce some deterministic function spaces related to our results. For
It is well-known that if γ = 1, 2, · · · , then
. For a tempered distribution u ∈ H γ p and φ ∈ S(R d ), the action of u on φ (or the image of φ under u) is defined as
Let l 2 denote the set of all sequences a = (a 1 , a 2 , · · · ) such that
In particular, we set 
where B r (0) := {x ∈ R d : |x| ≤ r} andΨ is the Fourier transform of Ψ. For a tempered distribution u, we define
where the convergence is understood in the sense of distributions. Due to (2.3),
with the order γ and the exponent p is the space of all tempered distributions u such that
Similarly, the homogeneous Besov spaceḂ
with the order γ and the exponent p is the space of all tempered distributions u such that 
Next, we introduce stochastic Banach spaces. Denote
, and for a stopping time τ and weight function δ = δ(ω, t) ≥ 0, denote
and We say that u satisfies (or is a solution to) the equation
in the sense of distributions if for any
. Due to the above fact, one can use Sobolev's mollifier to approximate u with smooth functions as in the deterministic case. Indeed, let φ ∈ C ∞ c (R d ) have a unit integral, and denote φ
Now we introduce our assumptions on the coefficients a ij (t) and σ ik (t). Set
and
The coefficients a ij (t), σ ik (t) are predictable for all i, j, k, and
Remark 2.6. (i) Obviously, Assumption 2.5 allows the coefficients to be unbounded or degenerate.
(ii) Without loss of generality, we may assume that the coefficients a ij (t) and α ij (t) are symmetric, i.e.
Thus if we denote by δ(t) the smallest eigenvalue of the matrix (α ij (t)), then Assumption 2.5 implies
Here is the main result of this article.
Suppose that Assumption 2.5 holds and
to (2.1), and for this solution we have 12) where
The proof of this theorem is given in Section 5.
where the sup is taken over all cubes on R d (cf. [5, Section 7.1]). Note that, due to the term
However since our coefficients a ij (t) and σ ik (t) can be degenerate on sets with positive measures, our weights are generally not in A p -class, which makes us unable to use A p -weight theories from the Fourier analysis.
(ii) Suppose that a ij and |σ i | l2 are bounded. Then, since δ is also bounded, the conditions for f and g in Theorem 2.7 are as follows:
(iii) If the matrix (α ij (t)) is uniformly elliptic, that is, there exists a positive constant ε > 0 such that δ(t) ≥ ε, then in Theorem 2.7 it is assumed that
Furthermore, if δ(t) ≥ ε and |σ| l2 is bounded, then our data spaces are given by
). Therefore our data spaces for f , g obviously include the classical data spaces (cf. [11] ).
(iv) If p = 2, then 1 − p/2 = 0. Thus δ(t) 1−p/2 is not well-defined if δ(t) = 0. In this case, we define δ(t) 1−p/2 = 1.
(v) We chose the smallest eigenvalue δ(t) of (a ij (t)) as the weight in our results. However, it is possible that Theorem 2.7 holds with any function δ(t) satisfying (2.10) in place of the smallest eigenvalues.
Deterministic linear equations
In this section, we consider the following deterministic equation on
The coefficients a ij depend only on t. We say that u is a (weak) solution to (3.1) if (3.1) holds in the sense of distributions, that is, for any φ ∈ C ∞ c (R d ) the equality
holds for all t ≤ T .
Here we assume
and set
We emphasize that there is no bounded assumption on a ij (t). However, to make sense of equality (3.2) , it is at least required that 
where N = N (p, T ).
Proof. If the coefficients are bounded, then the lemma is a classical result and can be found, for instance, in [8, 2] . The proof for general case is similar. Nonetheless, we give a detailed proof for the sake of the completeness. We use Sobolev mollifiers. Fix a nonnegative φ ∈ C
Note that (3.2) and (3.8) make sense due to (3.4) . By the chain rule, for any p > 1,
and thus by the Fundamental theorem of calculus
To apply Fubini's theorem we first note that, since u
Thus, integrating both sides of (3.9) with respect to x, and applying Fubini's theorem and the integration by parts, we have
Due to (3.3),
By Hölder's inequality and Young's inequality, for any constant c > 0
where q = p p−1 . Therefore taking c > 0 small so that
where N depends only on p and T . Observing
and using u ε → u in C([0, T ]; L p ), we finally get (3.7).
Remark 3.2. If (3.5) holds, then by (3.4) and (3.6),
In Lemma 3.1, local integrability of the coefficients a ij (t) is not assumed. However, (3.5) is needed for the proof of the existence as follows. 10) where N depends only on p and T .
Proof. We remark that the theorem is a classical result if the coefficients are bounded, and we give a proof for the general case for the sake of the completeness. Part I. (Estimate and Uniqueness) Due to (3.5), We define
We will first show that u(t, x) defined as
is a solution to equation (3.1) if u 0 and f are sufficiently smooth, where E ′ is the expectation in the probability space (Ω ′ , F ′ , P ′ ). Then by using an approximation, we finally prove the existence of a solution for general u 0 and f .
We divide the details into several steps.
(i) Let u 0 ∈ C 2 ∩ H 2 p and f = 0. Then by Itô's formula, for all t ∈ [0, T ],
Thus u(t, x) satisfies equation (3.1). Also note that
Therefore, from (3.13) it easily follows that 
By integrating the above terms with respect to s from 0 to t and the Fubini theorem,
Therefore u(t, x) is a solution to equation (3.1). The inclusion u ∈ C ([0, T ]; L p ) can be easily obtained from (3.15) as was shown in
Then by (i) and (ii), for all n ∈ N u n (t,
Also, using (3.2) corresponding to (u n , f n , u n 0 ), and then taking n → ∞, we easily find that u is a solution to equation (3.1). The theorem is proved. 
More generally, following the proof of the theorem, one can check that u defined in (3.17) belongs to C([0, T ]; L p ) and becomes a solution to (3.1) under a weaker condition, that is, if u 0 ∈ L p and f ∈ L 1 ((0, T ); L p ).
Indeed, in the above approximation, we can take u
Take u n from (3.16), then by Minkowski's inequality and the translation invariant of the L p -norm,
Also, by (3.18),
Therefore for any φ ∈ C ∞ c (R d ) and t ∈ (0, T ), taking n → ∞ to the equality
In other words, the function u defined in (3.17) is a solution to (3.1) if u 0 ∈ L p and f ∈ L 1 ((0, T ); L p ). Moreover, by (3.18), sup t≤T u n (t) − u(t) p → 0 as n → ∞, and therefore
Note that, since σ ′ is not random, both
s have Gaussian distributions with mean zero and the same covariance, and therefore they have the same distribution. Thus by Itô's formula and a change of variables,
This will be used later for the solution representation to SPDEs (see Remark 4.2(ii) below).
Stochastic linear equations with additive noises
In this section, we study the following SPDE with additive noises:
where τ is a bounded stopping time. We assume that the coefficients a ij are predictable functions of (ω, t) and satisfy
We denote by H ∞ c (τ, l 2 ) the space of stochastic processes g = (g 1 , g 2 , .
. .) such that g k = 0 for all large k and each g k is of the type
, and τ i are stopping times with τ i ≤ τ . Similarly, we denote by H ∞ c (τ ) the space of stochastic processes g such that 
p for all p ∈ (1, ∞) and γ ∈ R. Theorem 4.1. Let p ∈ [2, ∞), T ∈ [0, ∞), γ ∈ R, and τ be a stopping time such that τ ≤ T . Assume that the coefficients a ij (t) are locally integrable in t, that is,
.
(4.4)
Proof. If the coefficients are bounded then the results were proved in [8] .
Due to the isometry of the map (1 − ∆) γ/2 on H 
Applying (stochastic) Fubini's theorem, and the integration by parts, we have
By the BDG (Burkholder-Davis-Gundy) inequality, the Hölder inequality, and the generalized Minkowski inequality,
. By Hölder's inequality and Young's inequality, for any constant c > 0
Similarly,
Therefore taking c > 0 small enough, we obtain
where N depends only on p and T . Obviously, this a priori estimate yields the uniqueness of the solution.
Part II. (Existence) We divide the proof of the existence into several steps.
(i) First, we assume that u 0 = 0, f = 0, and
For a while, we additionally assume that there exists a positive constant M > 0 such that
Let (Ω ′ , F ′ , P ′ ) be a probability space different from (Ω, F , P ) and W ′ t be a Wiener process on (Ω ′ , F ′ , P ′ ). Take a symmetric matrix-valued process σ
For each fixed ω ∈ Ω, we define the stochastic process
where W ′ t is a Wiener process on a probability space (Ω ′ , F ′ , P ′ ). Then by [21, IV,Theorem 63], the process X ′ t,ω has a F ′ ⊗ F ⊗ B([0, ∞))-measurable version and predictable for each fixed ω. Set
and for each ω, consider the deterministic PDE
Note that by the Fubini Theorem, the BDG inequality, and the Hölder inequality, 9) and similarly,
Applying (4.9) and Hölder's inequality, we have
, and by Remark 3.4(i),
is a solution to (4.8) such that z ω ∈ C ([0, τ ]; L p ), and
This, (4.10), (4.9), and (4.11) yield that z is F t -adapted, L p -valued predictable, and
Therefore u becomes a solution to
To remove the bounded condition (4.6), consider stopping times
Then, since (4.6) holds with τ n and n, by the above result there exists a solution u n to (4.
. By the uniqueness of a solution and a priori estimate (4.4) obtained in Part I, u n = u m a.e. on {(ω, t) : t ∈ [0, τ n (ω)]} for all m ≥ n, and
where the limit is the point-wise limit on a subset of {(ω, t) : t ∈ [0, τ (ω))}. Since τ n → τ (a.s.) as n → ∞, we haveũ ∈ C([0, τ ); L p ) (a.s.), andũ becomes a (distribution-valued) solution to (4.1) for t < τ . Also, sinceũ = u n for t ≤ τ n , we have
and therefore, applying Fatou's lemma to (4.13), we conclude
Note also that, since u n is defined as in (4.12) for t ≤ τ n , it follows that if t < τ thenũ is equal to the right hand side of (4.12), which is adapted and continuous L p -valued process on [0, τ ]. Therefore, we conclude that there exists a continuous extension u which is a version ofũ and a solution to (4.1) in the class
(ii) Second, we assume
For each ω, consider the equation
(4.14)
Take X ′ t,ω from (4.7), and define
Then by Remark 3.4(i), z ω is a solution to (4.14) and z ω ∈ C ([0, τ (ω)]; L p ) for each ω. Moreover, by the generalized Minkowski inequality,
Moreover, due to (i), formula (4.12) gives a unique solutionv to the equation
. Then considering u := z +v, we finally find a solution to equation
as n → ∞. Then for each n, by (ii) there exists a solution
to the equation
and thus for all n, m
; L p )) and by taking the limit, we have a solution u ∈ L p (Ω, F ; C ([0, τ ]; L p )) to equation (4.1). The theorem is proved.
The results of the following remark will not used anywhere in this article. 
) is needed to make sense of y ω which is defined by
(ii) If coefficients a ij (t) are not random, then for any
, and g ∈ L p (τ, l 2 ) then solution to the equation
Actually this is a well known result if the coefficients are bounded and have uniform ellipticity condition. The general case can be proved based on Ito's formula. For simplicity, we only consider the case u 0 = 0 and f = 0. Considering an approximation argument we may assume g ∈ H 2 p (τ, l 2 ). This is possible because there are no derivatives of g in formula (4.17) .
Using (4.16) and applying the integration by parts, the Fubini Theorem, and the stochastic Fubini theorem, we have
for all t ∈ [0, τ ] (a.s.). By Itô's formula (cf. Remark 3.4(ii)), for all t ≥ r and ω, we have
Thus from (4.18), (4.19) , and the stochastic Fubini theorem, we have
for all t ≤ τ (a.s.). Hence, the claim is proved.
From now on, we focus on higher regularity of solution to equation (4.1).
Lemma 4.3. Suppose there are constants κ, M > 0 such that
, and for this solution we have 22) where
Proof. The existence and uniqueness are consequence of Theorem 4.1. Estimate (4.22) was proved by Krylov ([11, 12] ), however we give some details below because Krylov used H 23) and thus one gets (4.22) by taking T → ∞.
Step 2. In general, take a solution v (cf. [11, Theorem 5.1] ) to equation
; L p )) for any T > 0. Then using a classical result in PDE (see e.g. [15] ) for each ω,
Thus, taking the expectation and letting T → ∞, we get
Finally, note thatū :
By the result of Step 1 and (4.24),
The inclusion above is due to conditional Jensen's inequality. Then, by [22, Theorem 1.4.7], for each t,
Thus, taking the conditional expectation to equation (4.28) with respect toF t and using (4.29), (4.31), and (4.30), we conclude thatū satisfies
In other words, both u andū are solutions to (4.1) in the class
; L p ). By the uniqueness result of Theorem 4.1, we get u =ū. Therefore,
This and (4.27) finish the proof of the lemma. and let ψ(t) be the inverse of β(t). Then ψ(β(t)) = t and thus ψ ′ (β(t))β ′ (t) = ψ ′ (β(t))δ(t) = 1, ∀(ω, t). Since for each fixed ω ∈ Ω, β(t) is a strictly increasing continuous function with respect to t, we have ψ(t) = inf{s ∈ [0, ∞) : β(s) > t}.
Thus for each ω, ψ(t) is a strictly increasing continuous function with respect to t and β(t) = inf{s ∈ [0, ∞) : ψ(s) > t}.
In particular, both ψ(t) and β(t) are stopping times. Definẽ Then m k t is a square integrable continuous martingale relative toF t such that
dt.
Thus there existF t -adapted independent Wiener processesw Recall that u is a solution to (4.1) and consider the function v(t, x) := u(ψ(t), x). Then v satisfies dv(t, x) = a ij (ψ(t))u x i x j (ψ(t), x)ψ ′ (t) + f (ψ(t), x)ψ
with initial condition v(0, x) = u 0 , wherẽ a ij (t) = a ij (ψ(t))ψ ′ (t) = a ij (ψ(t))/δ(ψ(t)), f (t, x) = f (ψ(t), x)ψ ′ (t) = f (ψ(t), x)/δ(ψ(t)), andg (t, x) = g(ψ(t), x) ψ ′ (t) = g(ψ(t), x)/ δ(ψ(t)).
Since δ(ψ(t)) is the smallest eigenvalue of a ij (ψ(t)), a ij (t)ξ i ξ j = a ij (ψ(t)) 1 δ(ψ(t)) ξ i ξ j ≥ |ξ| Step 2. Second, we only assume that u xx ∈ L p (τ, δ) ∩ L p (τ ).
(4.36)
In other words, we remove condition (4.34) in this step. For ε > 0, denote a ij ε (t) = a ij (t) + εI, δ ε (t) := δ(t) + ε.
and lim n→∞ τ n = τ (a.s.). Thus by Step 2, for all n ∈ N, ε 1 , ε 2 > 0, Finally by Fatou's lemma and the approximation argument, we obtain (4.33). The lemma is proved.
Proof of Theorem 2.7
Since (1 − ∆) γ/2 is an isometry both on Sobolev spaces and Besov spaces, we may assume that γ = 0.
First observe that for any φ ∈ C Therefore, u(t, x) := v(t, x + x t ) ∈ L p (Ω, F ; C ([0, τ ]; L p )) becomes a unique solution to equation (2.1) and satisfies (2.11) and (2.12). The theorem is proved.
