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a分位余命関数の単調性の検定
荒木孝治
1. 序
Joe and Proschan (1983)は a分位余命関数に関する各種の仮説の検定
方式を提案し，その漸近的な性質を調べた。本稿では， a分位余命関数の単
調性の仮説に対する彼らの検定統計量の一般化を行い，その漸近的な性質を
調べる。
非負値をとる確率変数Xが連続な寿命分布F(x)に従い (F(o)=0)，その
生存関数をF(x)(=l-F(x)）， 余命関数を瓦(y)（＝F(x+y)/F(x))とす
る。 O<a<lなるaに対し， Fのa分位余命関数 q.F(X)を
q.Fは） ＝尻—1(a) =inf{y ：尻（y)~a}
=F-1(1-年 (x))-x,O~x<F• (1) = SU p {x :F (x) <1} 
と定義する。但し，¢＝1-aである。尻(y)は， あるシステムが X時間生存
したという条件を与えたときの余命の条件付分布であり， q.F(X) はそのa
分位関数である。特に a=0.5のq.F(X)をメジアン余命関数と呼ぶ。
寿命特性に関する次の仮説の検定問題を考える。
帰無仮説 Ho:F(x) = l-exp(-μx) 
対立仮説 H1:0~x~y なる X と Y に対して， q.F(X)~q.F(Y) で，
(1) 
q.F(X)は一定ではない
帰無仮説は，寿命分布Fが死亡率μの指数分布であることを意味し，対立
(1) q≪F(X)の単調増加性の検定も以下の議論と同様に構成できる。
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仮説は，Fのa分位余命関数が単調減少である (decreasinglOOa-percentile 
residual life function；以下， DPRL丑と略記する）ことを意味する。「分
布が指数分布である」ことと， 「全てのaに対して a分位余命関数が一定
である」こととは同値である。 また， 「分布Fが IFR(IncreasingFailure 
Rate)である」ことと「Fが全ての O<a<lなるaに対して DPRL-aで
ある」こととは同値であり， DPRL-aである関数には，最終的に IFRとな
る分布（例えば，バスクブの形をした危険率を持つもの）が含まれることが
(2) 
わかる。
社会科学の様々な分野，例えば，経営学，人文地理学，心理学，犯罪学に
おいて，組織や個体がとるある状態の継続パクーンは行動の有益な測度であ
(3) 
る。人が，ある職業に就いている期間，ある地域に居住する期間，犯罪に従
事している期間等がそうである。特に，ある個休がある状態をとればとるほ
どその状態から離れる可能性が少なくなる，という慣性 (inertia)あるいは
慣性の累積という概念が関心をもたれており，様々な形でモデル化されてい
る。 Morrisonand Schmittlein (1980), Schmittlein and Morrison (1981) 
は平均余命関数 (meanresidual life function)を用いてそれらの瑛象の解
析の可能性を論じ， さらに， メジアン余命関数を分析の道具として導入し
た。慣性はa分位余命関数（あるいは平均余命関数）の単調増加性として表
硯される。
2. 検定統計量
分布Fからの大きさ nのランダムサンプルに基づく順序統計量を X1<…
<X.とし，その標本平均をえとする。 ' 
第1節で述べた仮説の検定のために Joeand Proschan (1983)が提案し
た統計量（以下， JP統計量と略記する）は次のようなものである。
(2) 以上のa分位余命関数の性質に関しては， Joeand Proschan (1984)を参照。
この文献では， 他にも PRL-aに関して様々 な特徴づけが行われている。
(3) Gerchak (1983), pp.194-196, より。
a分位余命関数の単調性の検定（荒木）． w.＝I::X,{B( i-1 --）-Bは）｝
た1””
但し， B(t)は， i=1-t,み＝1-a, とするとき，
-t2§2-1)／4 
B(t)＝｛-- --t町(a-4-1)炉ー(a-2-1)}
で与えられる。
w"は,DPRL-a性を検出する測度
if O~t~a 
if a<t~l 
△(F) = J J F（“炉(y){q心 (x)-qaF(y)}dF(x)dF(y)
（ェ＜ッ）
(419)3 
から導出された。本稿では，この測度における積分に対する重みを少し一般
化した
△Jk(F) = J J Fi(x)炉(y){qaF(x)-qaF(Y)}dF(x)dF(y) 
(s <y) 
を考える。ここで， Kとjは正の整数である。すると， W"の導出と同様に
して次の統計量
i-1i W圧→~x; ｛釦(~)-Bバー）｝，（j,k=I, 2,…） 
i •~ n n 
を得る。但し， B;k(t)は，
BH(t) = 
{―屈｛和1-1}／（j+1)（K+1) if 0年 a
f£+1{（ai+H2_1)tl+l_（aH1-l)} ;u+1) Ck+1) 
if a<t~l 
で与えられる。
w.と Wmの間には， W.=Wu.の関係が成立する。 Wmはデークの
スケール変換に関して不変ではないので，不変性を保証するために
W*J1n= Wikn／兄
とする。以下，一般性を失うことなく帰無仮説においてμ =1としてよい。
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ん（F)= I; I;f 1(Fは））Ji』(F(y)){F(min{x,y})-F(x)F(y)}dxdy 
J瓜t)= -dB瓜t)/dt
平〔1／（i+1)-{1/（i+1)＋1/（K+1)｝和1]
I1cc1-a-0+1>)/U+1)-1（一るi+A+2)B+1{1/（j+1)＋1/（K+1)}］
(4) 
とする。このとき，次の定理が成立する。
定理。 Fは連続な DPRL-aの分布で F-1tまaで連続とする。このとき，
”V2(Wik•一△,,.(F)）は平均0, 分散、い(F) の正規分布に漸近的に従う。
帰無仮説， すなわち， 死亡率1の指数分布の下での漸近分散、20Jとは，
(j+l)2(k+l)2、2。id2
(K+1 i+2k+3 i+K+2 
= 2k+1―i+2k+2+ 2i+2k+3) （み1+1)
j+1 - -
び＋ j+l ―(2k+1)（j+2k+2) （j+2k+2)（2j+2k+3) aiサ＋1
で与えられる。特に j=k=lのとき，
、2011= 叫(3a2-12a+ 11) 
420ii 
である。
以上の結果より，次の検定方式を提案する。
検定方式：標準正規分布の上側100aパーセント点を z、とするとき，
＊ 
”1グ Wlh
oヽi1 >z. 
ならば帰無仮説 Hoを棄却し，対立仮説 H1を採択する。
この検定方式は，次の性質を持つ。
系。定理の条件の下で△11(F)>Oのとき， nlバW*11nlヽOJIが十分大きい
ときに帰無仮説 Hoを棄却し， 対立仮説 H1を採択する検定方式は一致性
(4) 証明は Joeand Proschan (1983)，定理1と同様。
(5) 
を持つ。
3. 漸近効率
a分位余命関数の単調性の検定（荒木） (421)5 
Pitmanによる漸近相対効率 (PitmanARE ; Pitman Asymptotic 
Relative Efficiency)を求め， JP統計量およびその他の統計量と，新しく
提案した統計量との検定の効率を比較する。
Pitman AREは検定方式の効率を比較するための代表的な基準である。
サンプルの大きさをnとするとき，あるパラメータ 0に関する検定で，帰無
仮説 Ho:8={}。と，これに漸近的に (n→oo)収束する対立仮説の例{{}』
を考える。対立仮説の下での二つの検定統計量の列 {S.(i)},i=l,2,が漸
近的に平均 μ(S.(i),8り，分散炉(S.(i),8りの正規分布に従うとき，統計
量 S.(i)に基づく検定の効力 (efficacy;以下， eff(S(i)）と表す）を
eff(S(i)) = lin μ'(S.(i), 8。)
n→OO V五ヽ (S.(i)ぶ）
と定義する (μ'(S塁(i),x)=dμ(S羅(i),X)／む）。このとき， ｛S.(2)）に対する
{S算(1)）の PitmannARE（以下， ARE(l,2)と記す）は，
ARE(l, 2) = { eff(S(l)) eff(S・(2)) 
} 2 
と定義される。この量は，二つの統計量が同じ検出力を持つのに必要とする
サンプルの大きさの逆数の漸近的な比であり， 1より大きいとき，すなわち
ふ(1)の効力の方が大きいとき， S.(1)の方がサンプルの大きさが少なくて
済むということから， S算(2)と比べて S.(1)の検定の効率が高いと解釈で
きる。
次の4つの分布に対して AREを求める。
① Weibull分布
尻s(X)=exp（ーが） ((j~l,x~O) 
(5) 証明は Joeand Proschan (1983)，系1と同様。
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③ Linear faiure rate分布
和 (x)=exp(-x-0. 50炉）
⑧ Makeham分布
凡u(x)=exp(-x-O(x+e-エ-1)}
(O~O,x~O) 
({j~o，硲~O)
④ 全てのT(8ニTニ1)に対して DPRL-rである分布
lexp(-x) if 0三X<-0.5logB
瓦 (X)＝l豆exp{-（1-0)（X+0.5log旬｝ if-0.5log知 <-log§
祇 u2exp(-“―log"/i) if-log距~x<oo
但し， O~O<l,O<f3<1で，瓦1-(3.
分布①に対しては 0=1のとき，分布③～④に対しては 0=0のとき，こ
れらの分布は危険率μ =lの指数分布になる。
微分と積分の交換が可能の時，
μ'(W*“⑰ o) =d△;i(F;e)/dO 
dF” し）
=f;B';i(F;o(x))~ dx dO 
であることから， 各分布に対して μ'(W*;., 80), i = 1,2, 3,は次のようにな
る。
(1) 分布①のとき
d△;i(Flo) ＝ 11 {~+~} {A1(j+k+ 1)-H(j+k+l)) dfJ -'j+l I k+l 
ふ(k+l)-H(k+l)
j+l 
但し， Cを Eulerの定数（すなわち， C= 0.5772156・・・）とするとき，
ふ(m)= {1-C+log(m)} /m2, 
a分位余命関数の単調性の検定（荒木）
H(m)＝「-loga exp(-mx)xlog(x)dx/am. 
(2) 分布③のとき
d△ik(F心 -loga ＝ dO -(k+l)2(f+k+2) 
(3) 分布③のとき
d△ik(F3o) a ＝ dO -(k+l) (k+2) (j+k+3) 
(4) 分布④のとき
1) (a,~)=(. 25,. 25), (.5,. 25), (. 75,. 25), 
(. 5,. 5) (. 75,. 5) (. 75,. 75)のとき
d△Ji (Fao) ん（j+k+2)-A2(k+l)
do = (j+1)（K+1) 
但し， A2(m)= ((3m-fJm/2)/m. 
2) (a,~)=(. 25,. 5), (. 25,. 75), (. 5,. 75)のとき
d△ji(F3o) = A3(i+K+2)-A3(K+1) 
dO -. --u+-1) (k+l) 
但し， Aa(m)=(a-m-1_1)（固m＿祠m/2)/m.
(423)7 
これらの値を表にすると表1~4のようになる。 なお，関数 H(m)の値
については Simpsonの1/3公式を用いて数値積分により求めた。 また，
DMRLとNBUEについては Joeand Proschan (1983)を参照。
Weibull分布に対しては，どのaに対しても効率の高くなる jとKの組合
せがある。特に a=.75のとき，どの jとk(1~j,k~5) に対しても効率
の改良が見られ，最大は (j,k) = (5, 5)のときの1.53倍である。
Linear failure rete分布に対しては効率の改良は見られない。
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Makeham分布に対しては，
て効率の改良が見られ，
分布④に対しては，
a=. 75 のとき， l~j~5, l~k~3 に対し
最大は1.13倍 (j=5,k=lのとき）である。
(a, (3) = (.25,. 5) (. 5,. 75) (. 5,. 25) (. 75,. 35)のと
き， l~j,k~5 なる j,k に対して， 効率の顕著な改良が見られる。 またこ
のとき， 一部を除いて， DMRLゃ NBUEの検定統計量の効率よりも良
1,ヽ
゜
表1. 分布①に対する W*jと•の efficacy の 2 乗
a=.25, 
戸'
1 : 
2 : 
： 
3 : 
4 : 
5 ! ： 
W*庄 NBUE 
ー ? ? ? ?
.5730 
.5497 
.5346 
.5248 
.5185 
.9513 
-.7795 
.6963 
.6478 
.6164 
.3731 
.3602 
.3517 
.3458 
.3419 
.3266 
.3176 
.3111 
.3068 
.3039 
.2958 
.2888 
.2841 
.2810 
.2788 
? ??????????????
、 ?
???????
? ?
?
?
??
?
???
?
???
.7007 1.441 
-9999999,••999999
ヽヽヽヽヽヽ
99999
ヽ
9999999999‘
、、
>>
12345
W*庄 DMRL NBUE 
ー ? ? ? ?
.4425 
.4473 
.4547 
.4631 
.4720 
.3950 
.3973 
.4018 
.4076 
.4131 
.3727 
.3749 
.3790 
.3827 
.3872 
.3627 
.3657 
.3680 
.3713 
.3749 
.3599 
.3607 
.3632 
.3659 
.3687 
.7007 1.441 
a=.75 l 
戸 i
1 1 i 
W*；ん• DMRL NBUE 
ー ? ? ? ?
.3378 
.3556 
.3711 
.3844 
.3963 
.3528 
.3644 
.3746 
.3840 
.3939 
.3660 
.3738 
.38i2 
.3900 
.4075 
.3751 
.3809 
.3892 
.4099 
.4134 
.3816 
.3903 
.4163 
.4171 
.5170 
.7007 1.441 
表2.
a分位余命関数の単調性の検定（荒木）
分布③に対する W*ihの efficacyの2乗
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．?[>
12345
W*Jb DMRL NBUE 
ー ? ? ? ?
.1990 
.1677 
.1479 
.1344 
.1247 
.0977 
.0843 
.0754 
.0691 
.0645 
.0590 
.0522 
.0474 
.0439 
、0412
.0403 
.0364 
.0335 
.0313 
.0296 
.0299 
.0274 
.0255 
.0240 
.0229 
8203 .7500 
， 
a=.5 ! 
戸 i
` 1 
2 
3 
4 
5 
ー
.2742 
.2491 
.2338 
.2237 
.2167 
2 
.1656 
.1528 
.1444 
.1385 
.1343 
W*ii• DMRL NBUE 
?
.1193 
.1118 
.1065 
.1026 
.0996 
?
.0947 
.0897 
.0860 
.0832 
.0809 
?
.0796 
.0760 
.0732 
.0710 
.0692 
.8203 .7500 
•••• ?
???
W*；‘" DMRL NBUE 
ー ? 3^ ? ?
.3800 
.3659 
.3574 
.3516 
.3475 
.2845 
.2734 
.2657 
.2600 
.2555 
.2351 
.2261 
.2193 
.2140 
.2098' 
.2029 
.1953 
.1894 
.1846 
.1806 
.1792 
.1727 
.1675 
.1632 
.1596 
.8203 .7500 
表3. 分布⑧に対する W*Jhのefficacyの2乗
?
?
? ?
??????????
．
?
??
W*jin DMRL NBUE 
ー ? ? ? ?
.0427 
.0391 
.0365 
.0345 
.0331 
.0288 
.0263 
.0245 
.0232 
.0222 
.0210 
.0193 
.0181 
.0172 
,.0165 
.0162 
.0151 
.0142 
.0136 
.0130 
.0131 
.0123 
.0117 
;0112 
.0108 
.0583 .0833 
10(426) 第 34 巻 第
?
号
． ． ． ?>>
12345
.0406 
.0400 
.0397 
.0396 
.0396 
.0337 
.0329 
.0324 
.0320 
.0318 
W 肛
ー ? ?
.0292 
.0285 
.0280 
.0277 
.0274 
?
.0262 
.0256 
.0252 
.0248 
.0246 
?
.0241 
.0235 
.0231 
.0228 
.0225 
DMRL 
.0583 
NBUE 
.0883 
a=.75 j 
戸 i
1 
2 
3 
4 
5 
W*Jと• DMRL NBUE 
ー ? ? ? ?
.0316 
.0331 
.0342 
.0350 
.0357 
.0325 
.0331 
.0335 
.0338 
.0341 
.0324 
.0324 
.0325 
.0325 
.0325 
.0316 
.0314 
.0312 
.0310 
.0308 
.0304 
.0301 
.0298 
.0295 
.0292 
.0583 .0883 
表4.
a=.25, fJ=.5 
-： :[ 
9 2 l ： 
分布④に対する W*ik• の efficacy の 2 乗
W*J贔• DMRL NBUE 
ー ? ? ? ?
.0006 
.0003 
.0027 
.0064 
.0106
.0078 
.0150 
.0221 
.0286 
.0342 
.0300 
.0387 
.0460 
.0519 
.0565 
.0529 
.0600 
.0654 
.0693 
.0721 
.0702 
.0747 
.0777 
.0796 
.0806 
.0321 .0055 
NBUE DMRL 
a=.25, f:J=.75 
, 
W*jん•
ー ? ? ? ?
.0655 
.0643 
.0600 
.0550 
.0503 
.0618 
.0533 
.0460 
.0400 
.0353 
.0403 
.0329 
.0273 
.0231 
.0199 
.0225 
.0178 
.0114 
.0120 
.0102 
.0116 
.0090 
.0072 
.0059 
.0050 
.0000 
?
a分位余命関数の単調性の検定（荒木） (427)11 
a=.5, /3=. 75 
， 
戸 I
1 i i 
2 l 
3 i 
4 l ， 
5 l 
W*Jん• DMRL NBUE 
ー ? ? ? ?
.0346 
.0504 
.0628 
.0722 
.0793 
.0884 
.1005 
.1087 
.1143 
.1182 
.1213 
.1268 
.1299 
.1316 
.1325 
.1337 
.1346 
.1344 
.1337 
.1328 
.1341 
.1324 
.1305 
.1286 
.1268 
.0000 
?
?― ― ??
•999999
ヽ
•999‘,>
12345
，???• ― ― ???
W*J』•
ー ? ? ? ?
.0400 
.0432 
.0453 
.0468 
.0477 
.0446 
.0455 
.0459 
.0459 
.0456 
.0447 
.0443 
.0436 
.0427 
.0417 
.0423 
.0411 
.0398 
.0384 
.0371 
.0386 
.0369 
.0353 
.0337 
.0322 
???99999999
●
99999999-•99999,'‘,
、、
999999999999,‘,•99999
? ???
.0104 .0153 
a=.5, /3=.5 
戸 i
1 
2 
3 
4 
5 
W*J』• DMRL NBUE 
ー ? ? ? ?
.0557 
.0530 
.0499 
.0470 
.0444 
.0430 
.0384 
.0346 
.0315 
.0289 
.0294 
.0253 
.0222 
.0197 
.0177 
.0187 
.0158 
.0135 
.0118 
.0104 
.0114 
.0094 
.0079 
.0068 
.0060 
.0321 .0055 
a=.75, P=.75 
--7 
: 2 i ： 
W＊ル• DMRL NBUE 
ー ? ? ? ?
.0198 
.0163 
.0139 
.0123 
.0112 
.0077 
.0059 
.0048 
.0040 
.0035 
.0026 
.0019 
.0015 
.0012 
.0010 
.0008 
.0006 
.0004 
.0003 
.0003 
.0002 
.0002 
.0001 
.0001 
.0001 
.0000 
。
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fJ=.25 
W＊ル・ DMRL NBUE 
ー ? ? ? ?
.0095 
.0110 
.0123 
.0134 
.0143 
.0130 
.0142 
.0151 
.0159 
.0164 
.0156 
.0163 
.0169 
.0172 
.0174 
.0171 
.0175 
.0176 
.0176 
.0175 
.0177 
.0176 
.0174 
.0171 
.0167 
.0104 .0153 
a=.75, 
一〉:
1 
2 [ 
3 : ： 
4 l ： 
5 l ： 
/3=.25 
W*jん• DMRL NBUE 
ー ? ? ? ?
.0033 
.0041 
.0047 
.0053 
.0053 
.0056 
.0064 
.0070 
.0074 
.0078 
.0077 
.0083 
.0087 
.0090 
.0091 
.0092 
.0095 
.0097 
.0098 
.0097 
.0100 
.0100 
.0100 
.0099 
.0098 
.0104 .0153 
a=.75, /3=.5 
〉．
l i 
2 : 
： 
： 
3 i 
4 l ： 
5 i ，
W*i』• DMRL NBUE 
ー ? ? ? ?
.0193 
.0195 
.0191 
.0185 
.0178 
.0185 
.0172 
.0159 
.0148 
.0138 
.0145 
.0128 
.0114 
.0103 
.0093 
.0100 
.0086 
.0074 
.0065 
.0058 
.0064 
.0053 
.0045 
.0039 
.0034 
.0321 .0055 
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