Smart Cities are no longer just an aspiration, they are a necessity. For a city to be smart, accurate data collection or improvement the existing ones is needed, also an infrastructure that allows the integration of heterogeneous geographic information and sensor networks at a common technological point. Over the past two decades, laser scanning technology, also known as LiDAR (Light Detection and Ranging), has become a very important measurement method, providing high accuracy data and information on land topography, vegetation, buildings, and so on. Proving to be a great way to create Digital Terrain Models. The digital terrain model is a statistical representation of the terrain surface, including in its dataset the elements on its surface, such as construction or vegetation. The data use in the following article is from the LAKI II project "Services for producing a digital model of land by aerial scanning, aerial photographs and production of new maps and orthophotomaps for approximately 50 000 sqKm in 6 counties: Bihor, Arad, Hunedoara, Alba, Mures, Harghita including the High Risk Flood Zone (the border area with the Republic of Hungary in Arad and Bihor)", which are obtained through LiDAR technology with a point density of 8 points per square meter. The purpose of this article is to update geospatial data with a higher resolution digital surface model and to demonstrate the differences between a digital surface models obtain by aerial images and one obtain by LiDAR technology. The digital surface model will be included in the existing geographic information system of the city Marghita in Bihor County, and it will be used to help develop studies on land use, transport planning system and geological applications. It could also be used to detect changes over time to archaeological sites, to create countur lines maps, flight simulation programs, or other viewing and modelling applications.
INTRODUCTION
A "smart" city is a city that gathers information and uses modern technology to streamline traffic, improve public transport, living conditions, and reduce pollution and energy consumption.
Light Detection and Ranging (LiDAR) is a laser scanning technology that in the last two decades has become a much appreciated measurement method, providing high accuracy data and information about topography, vegetation, buildings and proving to be aa precise method of Digital Terrain Models (DTM) generation. LiDAR is using a laser scanning system with an integrated inertial measurement unit (IMU) and a Global Navigation Satellite System (GNSS) receiver that enables each measurement from the point cloud to be georeferenced. Combining more points to create a 3D representation of the object or of the area. Products obtained from LiDAR can be used to provide high accuracy -both absolute and relative -to allow data users to know the location of the collected data and the manner in which every point relates to the distance to the object it represents. This technology has replaced photogrammetry for more accurate Digital Surface Model (DSM) creation. LiDAR data, in the form of point clouds, can be used to map whole cities, allowing city decision makers to accurately identify structures or areas of interest in perfect details. Features and objects such as road networks, bridges, street details and vegetation can be easily classified. LiDAR products can also be used to highlight changes and anomalies such as surface degradation, slope changes and vegetation growth. A single pulse transmitted from an aircraft may have multiple returns. Part of the LiDAR pulse penetrates the vegetation cover and it is reflected on the ground surface (Clark et al. 2004) . By identifying and isolating vegetation cover and artificial structures from the bare earth terrain, a DTM can be generated. However, in creating a DTM some constraints associated with the airborne scanner may include inadequate data to identify steep slopes and breaklines, and the areas of water bodies that are not covered by data (Uddin 2008) . The main component of the LiDAR is the point cloud (ground and non-ground points). By using different interpolation methods such as Kriging, Inverse Distance Weight, Spline and Topo-to-Raster (Hutchinson's, 2011) a DTM is obtained after a classification process. LiDAR technology is also used in bathymetry and involves measuring the signal return time from object on the water to sensor, by using the green spectrum of the laser beam (532 nm). Two beams are projected into a rotating mirror, one of the beams penetrates the surface of the water and so detects the bottom of the water under favorable conditions. The most difficult part of LiDAR technology is the point cloud classification. In the last decade scientists have developed several techniques for classifying LiDAR data. The first classification method was proposed by Vosselman (2000) . In this method, the difference in height between two points is defined as a morphological distance function. Filters have some disadvantages when there are tall buildings or small areas, in this case the building points will be classified as ground. Other methods of classification based on distance are: by Kilian et al. (1996), and Zhang et al. (2003) . The second classification method is based on the progressive density of an irregular triangular network (TIN). In Axelsson (2000) , ground points are classified by iterative construction of a triangular surface pattern. The third classification method is based on linear prediction and robust interpolation (Kraus and Pfeifer, 2001 ). The approach is made on a surface model defined for the entire set of points who is approaching iteratively to the surface of the ground. However, these two classification methods do not behave very well with the surface of small or complex objects, as reported by Sithole and Vosselman (2004) .
Over the last 150 years, photogrammetry tools and techniques have progressed through four distinct phases of development and each time the access to technology and the quality of data derived from them have dramatically improved (Linder 2009 ). This development began with flat table photogrammetry . The photos were orientated base on points that are easy to identify, known as Ground Control Points (GCP). The next step, analog photogrammetry , is defined by the use of stereoscopy and aerial photographs. Specialists are ready to create the depth of illusion in images by simultaneously orienting and viewing two images, known as pairs of stereoscopic model, taken from the same area with GCP lesscompensated locations. Viewing and measuring stereo pairs has been tedious and has required costly training and good mechanical tools, but has helped create a correct topographic plan. The computers were inaugurated in the analytical photogrammetry era and allow specialists to compute and record less costly distances and more easy-tohandle tools. However, this type of work is limited by the speed of the operator, and the size and quality of the images. The current step is digital photogrammetry (2000-present) and is characterized by the use of digital images and computer software that automates many tasks and requires little training and is more accessible than ever (Leberl & Thurgood 2004) . Recent advances in digital photogrammetry, allow software users to take measurements at a higher speed and resolution, at a lower cost than ever before. These qualities have shown the potential to improve many geospatial applications of photogrammetric measurements such as MDS (Lane et al 2000 , Leberl & Thurgood 2004 , Jancso & Melykuti 2011 , Fonstad et al., 2013 . The potential of digital photogrammetry has already been demonstrated for various applications and data sets, including aerial images, satellite images (Haala and Rothermel, 2012) . Photogrammetric methods are converted from analog to digital (Honkavaara et al., 2008) . Large-format photogrammetric digital cameras have been commercially marketed since 2000 (Camer, 2006) . High-resolution and highquality digital cameras have improved image quality, which establishes a new potential for automatic image measurement and interpretation. Digital images, coupled with advanced direct georeferencing methods, make updated georeferenced images available to users within hours of collecting those (Honkavaara et al., 2008) .
The object of this article is to obtain an accurate DSM, who can lead to a better geospatial data. DSM measures the height values above ground. This includes terrain features, buildings, vegetation and power lines etc. DSM therefore provides a topographic model of the earth's surface. DSM can be used to create 3D flight simulations, support location-based systems and augmented simulated environments.
THE STUDY CASE

The LAKI II project -generalities
The input data for this paper is based on LAKI II technical project. Nearest neighbour algorithm for the areas with large gaps, such as waters, using the grid's height. This method of interpolation is a distribution function that is defined in relation to some point of a point process already existing. The nearest neighbour function is defined as follows:
where: D = the distribution function P = point located in b(x, r) x = arbitrary point location
After the interpolation, the point cloud has been filtered based on heights for vegetation, the min slope, and the max and min area, the min height the result being a classified point cloud (Figure 4) . For an improved output, after the automatic classification, a manual one was performed ( Figure 5 ). The resulted point cloud has 13 million 3D points. For the DTM generation the following steps were performed: from the point cloud a TIN was generated. TIN format is: a model of the surface using irregularly-spaced points and lines. Many approaches have been developed to create TINs from elevation data and most methods are based on Delaunay triangulation (Cazals and Giesen, 2006; Dey, 2006) . In a Delaunay triangulation the circumscribing circle of each triangle contains no other points, thus maximizing the minimum angle of each triangle. However, the final result of a TIN method may not strictly be a Delaunay triangulation and slight difference in the generated surface may result. TIN format can more accurately model the terrain surface than a raster, but it usually requires a more computationally expensive method to be adopted.
Based on the TIN format of the point clouds, a grid was generated, disregarding the density (raster type with a 10cm x 10cm resolution). The height value obtained by triangulating in the grids' cells centre was used. The DSM has been derived from all the valid points on the earth (on the ground or above) and can be seen in Figure 6 . Figure 6 . DSM from LiDAR data (10cmx10cm)
DSM from aerial images
A Photogrammetric project base on the reference coordinate system, the datum, the units, and the used camera has been created ( Figure 7 ). For the next step the 8 images from the study area were imported. Pyramid layers for the images in the block were computed. Pyramid layers are used to optimize image display and automatic tie point collection. Using this pyramids, image contents are preserved and computation times is reduced. The parameters for the interior and exterior orientation were defined. The pixel size is 5.7 µm. The coordinates of the projection centres of the images and the rotation angles were defined to generate the exterior orientation. The data from the LAKI II project has ground control points measured in the field. Aerial triangulation is the process of establishing a mathematical relationship between the images, the camera or sensor model and the ground. The information resulting from aerial triangulation is required as input for the orthorectification, DSM creation, and stereo-pair creation processes (Leica 2006) . For this step was used the Orima application of the software and were generated tie points in the overlap areas. The Root Mean Square (RMS) of the aerialtriangulation was 0.07 m. Zeiss/Intergraph DMC-II-140 aerial mapping system (Bethmann, 2014) . SGM is a widespread algorithm for image matching to generate 2.5D point cloud. Originally developed for stereo-image matching, several extensions have been proposed to use more than two images within the matching process (multibaseline matching, multi-view stereo). Most of these extensions still perform the image matching in (rectified) stereo images and combine the pairwise results afterwards to create the final solution. SGM is employed in the optimization step, as it defines a global 2D energy function E that depends on the disparity map dimension (E. Karkalou, C. Stentoumis, G. Karras, 2017): ( 2 1 2 (2) where: C (p (D (p) = is a date term for each pixel p = pixel Np = the neighbourhood XPRO SGM was used to generate the point cloud in LAS format (8 million points) and the DSM raster with a resolution of 20cm x 20cm.
Difference between the two generated DSM
To highlight differences in point cloud metadata for both LAS files were use the histograms from these two types of data (point clouds-2.5D and 3D in the open source software -Cloud Compare shown in Figure 8 and 9). The difference it is seen in the number of classes, the mean and the standard deviation between the two point clouds.
The comparison started by visualizing the differences in the software application and by measuring the point from the DSM obtain by LiDAR technology. From the measurements it can be seen that the DSM from LiDAR is located above the ground points from the stereo model, and that means that one of them is generated wrong (Figure 10 ). Figure 10 . The stereo model obtain by aerial images and the DSM from LiDAR date Also in the point cloud selection were performed some measurements in both LAS files (the point cloud from LiDAR and the point cloud from aerial images) shown in Figure 11 and the results written in Table 1 : Table 1 . The results from the point's measurements in Stereo Models Figure 11 . The measurement taken in the point cloud The next step was the comparison between the two obtained DSMs using the open source software. After uploading the DSM cloud (e.g. .las format) or the 3D point cloud, you can perform visual assessments, generate cross-sections, compute cloud-to-cloud differences, generate best-fitting planes and measure point-to-plane distances/flatness error, etc.
The aligning of the two point clouds was made using tools from this software. The reference was the point cloud from the LiDAR technology. There were selected 15 points for the aligning, but the points with the maxim errors were eliminated. After the alignment process ( Figure 12 ) the results are displayed, such as the final RMS = 1.31625, the scale of 0.996 and the matrix transformation (Oniga E., 2017). However, the establishment of a good reference dataset is not a straightforward task: pixel-wise matching provides for surface representations at a geometric resolution that is usually higher than the one available from LiDAR data. The results are: the maxim error is 5 m and Sigma is 3 m (Figure 13 ). The next method used was to compute cloud-to-mesh distance. By creating a 3D point cloud mesh from LiDAR data usingminim number of octree is 11 levels. That means that the point cloud is converted to polygon mesh or triangle mesh models automatic with the software. This algorithm of triangle meshes is used to obtain a better quality of the surface area.
The method of minim 11 levels of octree is the simplest method and there were used the default parameters.
Then, the mesh became the reference used in the comparison process. The result parameters are the maximum error 4 m and Sigma 2 m shown in Figure 14 . Figure 14 . The result of the cloud-to-mesh compare A quality assurance for elevation products (DSM) should consider three main sources of error: Photogrammetric Modelling Error (PME), due to an imperfect sensor model, Measurement Error (ME), due to errors in the elevation measurement method and Surface Modelling Error (SME), due to interpolation errors. After merging the two point clouds (Figure 15) , with the LiDAR as the base of the points, the result was a point cloud with 22 million of 3D points. The RMS of this point cloud is 4.793cm. From the point cloud, using all the algorithms mentioned before was generated the raster in a GEOTIFF format with a resolution of 10x10cm (Fig 16) . The result for the study area is a higher resolution DSM obtained by the improved 3D points from the LiDAR data with the 2.5D point cloud from aerial imagine. The point cloud has 22 million 3D points. 
CONCLUSIONS
We can conclude that LiDAR DSM is more accurate than digital aerial camera DSM (shown in Table 2 ), one of the reasons is the low overlap of the aerial images. The difference between the two methods is due to the parameters used in the project algorithms. Table 2 . The parameters to compare the two DSM With this improved DSM the geospatial data from the study area will be more accurate. The spatial resolution is 10 cm, data is shown in Figure 16 , resulting that the objects of the study area are more detailed and looks like a topographic plan at 1: 500 scale.
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