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INTRODUCTION
We are concerned with functional equations of the form Throughout this paper, we assume that A(0) has 1 as its simple eigenvalue and has no other eigenvalues of the form σ µ , µ = (µ 1 , . . . , µ s ) ∈ N s 0 . If this is the case, then there exists a nontrivial r × 1 vector of compactly supported distributions on R s such that is a solution of the refinement equation (1.1) (see [10] and [20] ). Moreover, if 1 and 2 are two nontrivial solutions of the refinement equation (1.1), then 1 = c 2 for some constant c.
The partial derivative of a differentiable function f with respect to the j th coordinate is denoted by D j f , j = 1, . . . , s, and for µ = (µ 1 
The function x → x µ (x ∈ R s ) is called a monomial, and its (total) degree is |µ|. A polynomial is a linear combination of monomials. The degree of a polynomial q = µ c µ x µ is defined to be deg q := max{|µ| : c µ = 0}. By q(D) we denote the differential operator µ c µ D µ . Let denote the linear space of all polynomials, and let k denote the linear space of all polynomials of degree at most k. By convention, −1 = {0}.
We use (Z s ) to denote the linear space of all (complex) sequences on Z s . A sequence u on Z s is called a polynomial sequence, if there is a polynomial q such that u(α) = q(α) for all α ∈ Z s . The degree of u is the same as the degree of q. We use P (Z s ) to denote the linear space of all polynomial sequences on Z s , and use P k (Z s ) to denote the linear space of all polynomial sequences of degree at most k. For 1 ≤ p ≤ ∞, by p (Z s ) we denote the Banach space of all complex sequences u on Z s such that u p < ∞, where
and u ∞ is the supremum of {|u(α)| : α ∈ Z s }. The support of a sequence v on Z s is defined to be supp v := {α ∈ Z s : v(α) = 0}. If supp v is a finite set, then we say that v is finitely supported. 
Let F = (f 1 , . . . , f r ) T be an r × 1 vector of compactly supported functions in L p (R s ) (1 ≤ P ≤ ∞). We say that the shifts of f 1 , . . . , f r are stable if there are two positive constants C 1 and C 2 such that
It was proved in [16] and [14] that the shifts of f 1 , . . . , f r are stable if and only if, for every ω ∈ R s ,
The cascade operator Q a associated with the refinement mask a is defined by
Let 0 be a nontrivial r × 1 vector of compactly supported functions in W k p (R s ). The iteration scheme n = Q a n−1 , n = 1, 2, . . . , is called a cascade algorithm, or a subdivision scheme. Suppose the subdivision scheme converges in W k p (R s ), that is, there exists some ∈ (W k p (R s )) r such that
Then is a solution of the refinement equation (1.1). For the sequence ( n ) n=1,2,... to converge in the Sobolev space, the initial vector 0 of functions must satisfy certain conditions. In Section 2 we clarify those conditions and give a formal definition for the convergence of subdivision schemes in Sobolev spaces. This study is related to polynomial reproducibility of . In Section 3 we introduce the subdivision and transition operators associated with the refinement equation in (1.1) and consider invariant subspaces of the transition operators. Finally, in Section 4, we give a characterization for the convergence of the subdivision scheme in the Sobolev space in terms of the p-norm joint spectral radius of a finite collection of the transition operators restricted to a certain invariant subspace.
A comprehensive study of stationary subdivision schemes was given in [3] . In [11] and [9] , the p-norm joint spectral radius was employed to give a characterization of the L P convergence of subdivision schemes. Vector subdivision schemes were investigated in [18] and [22] . The present paper is closely related to [8, 15, 23] , in which (scalar) subdivision schemes in Sobolev spaces were discussed.
POLYNOMIAL REPRODUCIBILITY
The purpose of this section is to find appropriate conditions on 0 such that the subdivision scheme n = Q n a 0 (n = 1, 2, . . .) converges in W k p (R s ). This problem is related to polynomial reproducibility of .
We assume that the dilation matrix M is isotropic, that is, there exists an invertible s × s matrix such that
where σ 1 , . . . , σ s are complex numbers and
where ρ is the spectral radius of M. For any given vector norm · on R s , there exist two positive constants C 1 and C 2 such that the inequalities
hold for every positive integer n and every vector v ∈ R s . Let f be a smooth function on R s . By using the chain rule for differentiation, we have
It follows that
To a multi-index µ we associate the polynomial q µ given by
, from the above discussion we obtain the following identity:
The factorial of a multi-
Then we have the following Leibniz rule for differentiation:
Suppose φ 1 , . . . , φ r are compactly supported functions in L 1 (R s ) such that the r × 1 vector := (φ 1 , . . . , φ r ) T is a solution of the refinement equation (1.1). It was proved in [5] and [18] that A(0) has 1 as its simple eigenvalue, and its other eigenvalues are less than 1 in modulus, providedˆ (0) = 0 and span {ˆ (2βπ) : β ∈ Z s } = C r . The following lemma extends this result. Proof. A repeated use of (1.2) giveŝ
for n = 1, 2, . . . and ω ∈ R s . Setting ω = 2βπ for β ∈ Z s in the above equation, we obtain
Note that M T is an isotropic matrix with a spectral radius of ρ. Thus, (2.5) together with (2.1) gives
This in connection with (2.4) yields
Let V be the linear subspace of C r spanned byˆ (2βπ), β ∈ Z s \{0}. By our assumption, span {ˆ (2βπ) : β ∈ Z s } = C r ; hence, either V = C r or dim V = r − 1. If V = C r , then we would haveˆ (0) ∈ V and lim n→∞ (ρ k A(0)) nˆ (0) = 0, which is impossible since A(0)ˆ (0) =ˆ (0). Therefore, dim V = r − 1 and V is an invariant subspace of A(0). We deduce from (2.6) that the spectral radius of ρ k A(0)| V is less than 1 in modulus. This completes the proof of the lemma.
From Lemma 2.1, we make the following assumption on the matrix A(0):
Eigenvalue Condition. The matrix A(0) has 1 as a simple eigenvalue and the other eigenvalues are of modulus less than ρ −k , where ρ denotes the spectral radius of the dilation matrix M.
Let A(0) satisfy the eigenvalue condition, and choose B 0 to be a left 1 × r eigenvector of the matrix A(0) corresponding to eigenvalue 1. Let B µ (|µ| ≤ k) be the 1 × r vectors given by the recursive relation
This equation can be rewritten as
where I r denotes the r × r identity matrix. By Lemma 2.1, the matrix I r − σ µ A(0) is invertible for any multi-index µ with 0 < |µ| ≤ k. Therefore, the vectors
Note that q ν (−iD)F is the Fourier transform of q ν F . LEMMA 2.2. The following identity holds for |µ| ≤ k:
By using (2.2) and (2.3) we obtain
where ξ := (M T ) −1 ω. Using new indices γ = µ − λ and τ = ν − λ in the above double sum gives
Consequently,
This completes the proof of the lemma. 
Since is compactly supported and lies in (W k 1 (R s )) r , each q ν is also, |ν| ≤ k, and by the Riemann-Lebesgue lemma we obtain
Thus, by (2.1),
This shows J µ, (2βπ) = 0 for all β ∈ Z s \{0}. The proof of the lemma is complete.
These conditions are called the Strang-Fix conditions of order k + 1 (see [25, Theorem II] ). By using the Poisson summation formula one can easily prove that the above conditions are equivalent to the following conditions:
for all |µ| ≤ k and a.e. 
Proof. For n = 1, 2, . . . , let n := Q n a 0 . Given multi-indices ν and µ, the Fourier (2.11) and the compactness of the union of all of the supports of , 0 , 1 , . . . , it follows that
Hence, for all |µ| ≤ k we have
where ρ is the spectral radius of the dilation matrix M. Consequently,
Thus, by (2.9) and Lemma 2.2 for all β ∈ Z s \{0}, we have 
THE SUBDIVISION AND TRANSITION OPERATORS
The subdivision operator S a is the linear operator on ( (Z s )) 1×r defined by
The transition operator T a is the linear operator on ( 0 (Z s )) r×1 defined by
The subdivision and transition operators were used in [4, 12, 17 ] to study refinement equations.
For u ∈ ( (Z s )) 1×r and v ∈ ( 0 (Z s )) r×1 , we define the bilinear form u, v as follows:
Clearly, S a is the algebraic adjoint of T a with respect to the bilinear form given above. Indeed,
LEMMA 3.1. Let U be a finite dimensional subspace of ( (Z s )) 1×r , and let
Then U is invariant under the subdivision operator S a if and only if V is invariant under the transition operator T a .
Proof. Suppose U is invariant under S a . Let v ∈ V . Then for any u ∈ U , S a u lies in U . Hence,
This shows T a v ∈ V for v ∈ V . In other words, V is invariant under T a . Now suppose V is invariant under T a . For u ∈ U , we have
Since U is finite dimensional, U is spanned by finitely many elements, For a given mask a for which A(0) satisfies the eigenvalue condition, we define U k ⊂ (P (Z s )) 1×r to be the linear span of u µ , |µ| ≤ k, where each u µ is given by
In view of (2.10), for any solution ∈ (W k p (R s )) r of the refinement equation (1.1) for a, we have
The main purpose of this section is to establish the following result.
THEOREM 3.2. If the subdivision scheme associated with mask a converges in W k p (R s ) (1 ≤ p ≤ ∞), then U k is invariant under the subdivision operator S a and V k is invariant under the transition operator T a .
The proof of this theorem requires two auxiliary lemmas. Let be a complete set of representatives of the cosets of Z s /M T Z s , and let E be a complete set of representatives of the cosets of Z s /MZ s . Clearly, # = #E = | det M|. Without loss of generality we assume 0 ∈ E and 0 ∈ . LEMMA 3.3. There exists some F in Y k such that for every γ ∈ ,
Proof. Choose compactly supported functions h 1 , . . . , h r ∈ C k (R s ) such that the shifts of h 1 , . . . , h r are linearly independent. Let
where η ∈ R s is chosen so that e i(M T ) −1 2πγ ·η = 1 for all γ ∈ \{0}. By our choice of g, g(ω) is a trigonometric polynomial of ω. Moreover, g(0) = 1 and g((
where
This verifies (3.4) for γ = 0. Moreover, for γ ∈ \{0} and β ∈ Z s , it follows from (3.5) thatF
Since the shifts of h 1 , . . . , h r are linearly independent, we have
Therefore, (3.4) is valid for every γ ∈ .
It would be interesting to know whether there always exists some
Proof. For β ∈ Z s and γ ∈ , let
Then we have
By our assumption, w(Mα
Since α∈Z s w(α)F (· − α) = 0, it follows that c βγ = 0 i.e.,
This in connection with (3.6) gives
But the matrix (e −iε·(M T ) −1 2πγ ) ε∈E, γ ∈ is invertible (see [12, Lemma 3.2] ). Therefore, we obtain w(ε) = 0 for all ε ∈ E. This completes the proof.
Proof of Theorem 3.2. By Lemma 3.3, there exists an element
On the other hand, it follows from (3.7) that 
. , w r ). Note that
Hence, since u and v are polynomial sequences, for each j = 1, . . ., r and each ε ∈ E, there exists a polynomial p j,ε ∈ k such that w j (ε + Mβ) = p j,ε (β) for all β ∈ Z s . We shall show w = 0. For this purpose we employ the difference operator ∇ γ for each γ ∈ Z s defined by 
where each c j,ε is a complex constant. It follows from (3.10) that
By Lemma 3.4 we deduce that c j,ε = 0 for all j = 1, . . . , r and all ε ∈ E. This is a contradiction. Therefore, S a u − v = w = 0. In other words, S a u = v lies in U k . This shows that U k is invariant under S a . Finally, by Lemma 3.1, V k is invariant under T a .
CHARACTERIZATION OF CONVERGENCE
The uniform joint spectral radius was introduced in [24] . This concept was employed in [6] to investigate the regularity of refinable functions. The joint spectral radius was introduced in [26] for p = 1 and in [11] for 1 < p < ∞, where it was applied to the L pconvergence of subdivision schemes.
Let us recall the definition of the p-norm joint spectral radius. Let V be a finite-dimensional vector space equipped with a vector norm · . For a linear operator A on V , define
Av .
Let A be a finite multiset of linear operators on V . For a positive integer n we denote by A n the nth Cartesian power of A:
and, for p = ∞, define
For 1 ≤ p ≤ ∞, the p-norm joint spectral radius of A is defined to be
It is easily seen that this limit indeed exists, and
Clearly, ρ p (A) is independent of the choice of the vector norm on V .
Recall that E is a complete set of representatives of the cosets Z s /MZ s . It is assumed that 0 ∈ E. For ε ∈ E, let A ε be the linear operator on ( 0 (Z s )) r defined by
where G is the set given by
Let (K) denote the linear space of all sequences supported in K. It is easily seen that ( (K)) r is invariant under every A ε , ε ∈ E.
Recall that V k is the linear space defined in (3.3). Let
Then V is a finite-dimensional vector space. We are in a position to give a characterization of the convergence of a subdivision scheme in Sobolev spaces. 
Furthermore, the subdivision scheme associated with mask a converges in C k (R s ) if and only if V k is invariant under A ε for every ε ∈ E and ρ ∞ ({A ε | V : ε ∈ E}) < m −k/s .
We shall establish the theorem for the case 1 ≤ p < ∞ only. The proof for the case p = ∞ is similar.
For
and v ∞ = max 1≤j ≤r v j ∞ . Let A := {A ε : ε ∈ E}. We define, for 1 ≤ p < ∞,
, and for p = ∞,
Proof. For ε ∈ E we have
There exists a positive integer N such that
Therefore,
The first result now follows by choosing N 0 sufficiently large. The second result also follows by taking the nth root of the last inequality to obtain
The proof for the case p = ∞ is analogous.
For n = 1, 2, . . . , let a 1 := a and a n (α) = β∈Z s a n−1 (β)a(α − Mβ), α ∈ Z s .
For v ∈ ( 0 (Z s )) r , we define a n * v to be the element in ( 0 (Z s )) r given by a n * v(α) := Since V k is shift-invariant, we have v(ε + ·) ∈ V k . Hence, A ε v = T a (v(ε + ·)) is in V k . This shows that V k is invariant under A ε for each ε ∈ E.
We write A for {A ε : ε ∈ E}. Suppose X is a basis for the vector space V . There exists a positive constant C independent of n such that 
