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T h i s  r e p o r t  d e s c r i b e s  t h e  s ta te  of  the  a r t  i n  s e q u e n t i a l  p r o c e s s i n g  
t e c h n i q u e s  f o r  t r a j e c t o r y  e s t i m a t i o n  as seen  by t h e  a u t h o r s .  Some of t h e  
material p re sen ted  is a t u t o r i a l  i n t e r p r e t a t i o n  a n d  summary of  w e l l  known 
r e s u l t s ;  o t h e r  material is new. A major   topic   discussed is t h e  e f f e c t  o f  
n o n l i n e a r i t i e s ,  w i t h  t h e  a i m  o f  d e v e l o p i n g  a n d  j u s t i f y i n g  p r a c t i c a l  a l g o r i -  
thms f o r  t r e a t i n g  t h e  p r o b l e m .  S i n c e  n o n l i n e a r ,  maximum l i k e l i h o o d  esti- 
mat ion  theory  has  been  successfu l ly  used  i n  o r b i t  d e t e r m i n a t i o n  f o r  some 
years ,  th i s  approach  has  been  emphas ized  over  the  more recent ly  sugges ted  
non l inea r  minimum var iance  technique .  
Sec t ion  1 is the  In t roduc t ion ,  and  ou t l ines  the  t echn ica l  p rob lems  
t o  b e  d i s c u s s e d .  S e c t i o n  2 d e s c r i b e s  t h e  minimum va r i ance  e s t ima t ion  
technique and some of  the approximations which have been suggested in  order  
t o  make t h e  a l g o r i t h m  p r a c t i c a l .  S e c t i o n  3 d i scusses  maximum l i k e l i h o o d  
e s t i m a t i o n ,  c o n t r o l ,  and e r r o r  a n a l y s i s  o f  t h e  form p r e s e n t l y  employed f o r  
o rb i t   de t e rmina t ion .   Sec t ion  4 d e r i v e s   t h e  maximum l i k e l i h o o d   e s t i m a t o r  
f o r  unknown a c c e l e r a t i o n  ( s t a t e  n o i s e ) ,  and  develops a p r a c t i c a l  a l g o r i t h m  
fo r  so lv ing  the  p rob lem.  Sec t ion  5 d i s c u s s e s  some non l inea r  and numerical  
p r o p e r t i e s  o f  s e q u e n t i a l  o r b i t  d e t e r m i n a t i o n  a l g o r i t h m s ,  and de r ives  a 
theorem which i s  fundamental  to  some forms of  sequent ia l  es t imat ion.  
Sec t ion  6 ana lyzes  e s t ima t ion  in  the  p re sence  o f  a s l i g h t  n o n l i n e a r i t y ,  and 
compares seve ra l   r ea sonab le   e s t ima to r s .   Sec t ion  7 t reats o r b i t  parameters 
which ,  for  some reason such as computer  l imitat ion,  have not  been included 
i n   t h e   e s t i m a t i o n   p r o c e s s   ( s y s t e m a t i c   e r r o r s ) .   S e c t i o n  8 d i s c u s s e s   t h e  
t reatment  of  correlated data  which does not  have the usual ly  assumed 
Markoff p rope r ty .  
Th i s  r epor t  desc r ibes  the  work of  s i x  ind iv idua l s .  Sec t ions  1 and 3 
were c o n t r i b u t e d  by C. G. P f e i f f e r ;  Head, Mathematical  Physics  Sect ion,  
Guidance  and  Analysis  Dept.,  TRW Systems Group. Sec t ion  2 by R. E.  
Mor tensen;  Ass is tan t  Professor  of  Engineer ing ,  UCLA, and c o n s u l t a n t ,  
TRW Systems  Group.  Section 4 by C. G. P f e i f f e r  a n d  D. D.  Morr ison;   Staff  
Engineer ,   Analy t ica l   Research   Opera t ions ,  TRW Systems  Group.  Section 5 by 
D. D. Morr ison.   Sect ion 6 by J. V. Breakwell; Professor   o f   Engineer ing ,  
S t andfo rd   Un ive r s i ty ,   and   consu l t an t ,  TRW Systems  Group.  Section 7 by 
.. , 
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W. H .  Berry; Member o f  t he  Techn ica l  S t a f f  , Guidance and Analysis Dept. , 
TRW Systems  Group,  and C. G. P f e i f f e r .   S e c t i o n  8 by M. H .  Merel; Member 
of  the  Technica l  S ta f f ,  Guidance  and  Analys is  Dept . ,  TRW Systems  Group. 
At tempt ing  to  main ta in  cont inui ty  be tween the  ra ther  d iverse  subjec ts  
t r ea t ea ,  compi l a t ion  and  minor  r ev i s ion  was done  by C. G. P f e i f f e r .  
Edi t ing  and  typ ing  was performed by D. A. Henderson. 
I n  o r d e r  t o  a v o i d  d u p l i c a t e  p u b l i c a t i o n ,  n o t  a l l  o f  t h e  a n a l v s i s  
completed  under   this   contract   has   been  included  here .  Thus to   comple t e   t he  
d i s c u s s i o n  on s e q u e n t i a l  p r o c e s s i n g  t e c h n i q u e s  t h e  r e a d e r  s h o u l d  r e f e r  t o  
"Mathematical Problems of Model ing Stochast ic  Nonlinear  Dynamic Systems'' 
by R. E.  Mortensen,  issued as NASA Report CR-1168, and "On t h e  I d e n t i f i c a t i o n  
of  Observable  Orbi t  Parameters ,  with Applicat ion to  Lunar  Orbi ter  Tracking" 
by C .  G.  P f e i f f e r ,  w h i c h  is  scheduled  to  appear  in  the  January-February  
1969  i s sue  of  t h e  J o u r n a l  o f  t h e  A s t r o n a u t i c a l  Sciences.  (The l a t t e r  work 
was a l s o  p a r t i a l l y  s u p p o r t e d  by NASA c o n t r a c t  NAS 9-4810, administered by 
Manned Spacecraf t   Center ,   Houston,   Texas) .  I n  a d d i t i o n ,  two o the r   pape r s  
not  covered by th i s  con t r ac t  shou ld  be  cons ide red  as p a r t  o f  t h i s  d i s c u s s -  
i on :  "Maximum Like l ihood Recurs ive  Nonl inear  F i l te r ing ' '  by  R. E. Mortensen, 
publ i shed  in  Journa l  of  Opt imiza t ion  Theory  and  Appl ica t ions  " (Vol. 2 ,  No. 6 ,  
1968,  pp  386-394),  and  "Methods for  Nonlinear  Least  Squares  Problems and 
Convergence  Proofs''  by D.  D.  Mor r i son ,  pub l i shed  in  the  Jet  Propuls ion  
Laboratory Tracking and Orbi t  Determinat ion Seminar  Proceedings (February 
23-26, 1960,   Pasadena ,   Cal i forn ia) .  
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1. INTRODUCTION 
I n  t h e  o r b i t  d e t e r m i n a t i o n  p r o b l e m  w e  are given a n o n l i n e a r  dynamic 
system of  the form 
where x is  t h e  s ta te  vec to r ,  cons i s t ing  o f  pos i t i on  and  ve loc i ty  o f  t he  
s p a c e c r a f t  p l u s - a n y  p a r a m e t e r s  w h i c h  a f f e c t  t h e  a c c e l e r a t i o n  o f  t h e  v e h i c l e  
( in  which case - - 0,  xi = c o n s t a n t ) ;  u ( t )  is  a con t ro l  (gu idance )  t o  be  d x i  d t  
app l i ed ,  such  as o n e  o r  more a c c e l e r a t i o n  i m p u l s e s  t o  b e  s u p p l i e d  b y  t h e  
spacecraf t  engine ;  and  - i s  s ta te  no i se ,  such  a s  random s o l a r  wind o r  
l eakage   o f   t he   spacec ra f t   a t t i t ude   con t ro l   sys t em.  We know that  sometime 
d u r i n g  t h e  f l i g h t  w e  w i l l  be  g iven  a sequence of d a t a  p o i n t s  
dw 
d t  
a n d  t h a t  t h i s  d a t a  w i l l  b e  u s e d  i n  some way i n  real  t i m e  t o  p r e d i c t  
( e s t i m a t e )  t h e  s t a t e  a t  t h e  f i n a l  time T ,  x ( T ) ,  o r  a t  some e a r l i e r  time. 
It is  f e a s i b l e  t o  do t h i s ,  f o r  i f  (1.1) is thought  of as a d i s c r e t e  e q u a t i o n ,  
so  t h a t  t h e r e  are a f i n i t e  number of  s t a t e  d is turbances  dw( t i ) ,  then  w e  can 
model t h e  d a t a  as 
z(N) = H ( x ( o ) ,  dw) + n(N) N ( 1 . 3 )  
where  x(0) is  t h e  i n i t i a l  c o n d i t i o n ,  dw is a v e c t o r  o f  s t a t e  d i s t u r b a n c e s  
up t o  t and,  n(N) i s  da ta   no ise .   Thus ,  v ia  ( l . l ) ,  ( 1 . 3 )  and  the  assumed 
a p r i o r i  s ta t is t ics  of x(O), dw, and  n(N), a s ta t i s t ica l  r e l a t i o n s h i p  
between  z(N)  and  x(T)  can  be  derived,  and,  given  z(N), a meaningful estimate 
of x ( T )  can   be   ob ta ined .   I f   such   an -es t ima te  i s  made a t  t < t based upon 
a p a r t i a l  se t  o f  d a t a  z(K),  and  the  estimate is-later r e v i s e d  a t  t > t 
based upon t h e  l a r g e r  d a t a  se t  z ( J ) ,  t he  e s t ima t ion  p rocedure  is s a i d  t o  b e  
N ’  
K N’ 
J I<’ 
s e q u e n t i a l .   S e q u e n t i a l   e s t i m a t i o n  i s  a lmost   a lways   requi red   for   space  
m i s s i o n s ,  f o r  t h e  g u i d a n c e  c o r r e c t i o n s  must be  appl ied  before  .a l ; i . . che  da ta  
”“”. 
has been obtained.  
r i  
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The ultimate sequential estimation procedure is to revise the estimate 
of x (T) after each new data point z(t.) is obtained. It is in general neither 
1 
necessary nor practical to do this, but, for the special case of linear 
systems with Gaussian, white disturbances nand dw, Kalman has shown [1],[2] 
an elegant way to do this. His work was generalized in [3] to obtain for 
an arbitrary stochastic process the necessary and sufficient conditions 
which must apply (i.e., the wide sense Markoff property) if the procedure 
is to yield the minimum variance estimate. It was then pointed out in [4] 
that, if the necessary and sufficient conditions apply, the stochastic 
process can always be modeled as a linear dynamic system with white Gaussian 
dis turbances . 
Thus in the nonlinear case it is not at all clear how to do sequential 
estimation. Several approaches have been tried or suggested: 
(1) apply the linear Kalman filter, hoping that enough data will 
be obtained to cause the estimate to converge to a reasonable 
answer 
(2) apply a modified form of the linear Kalman filter which includes 
nonlinear correction terms 
(3) calculate the true minimum variance estimate, which is the first 
moment of the conditional probability density function of the 
state, given the data 
(4) derive some approximation to the true minimum variance estimate 
(5) calculate the true maximum likelihood estimate by iterating over 
all the available data to find the root of the differentiated 
likelihood function 
(6) derive an approximation to the true maximum likelihood estimate 
Methods (1) and (2) sometimes work, but theoretical justification is lacking 
and counterexamples can be constructed where such an approach is poor. 
Method (3) is elegant and intuitively satisfying, but is at present not 
practical because a multidimensional, nonlinear partial differential equa-
tion must be solved. Method (4) is another way of arriving at Method (2), 
and suffers the same limitations. Method (5) is presently used in orbit 
determination work, where a sequential estimate is needed at only a few times 
during the mission. This approach has been highly successful, but has the 
potential disadvantage for future applications that some time and computer 
-2-
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c a p a b i l i t y  i s  r e q u i r e d  i n  o r d e r  t o  f i n d  t h e  estimate. Method (6)  has  
rece ived  l i t t l e  a t t en t ion ,  ma in ly  because  Method (5) has  been  ava i lab le  and  
the  computa t iona l  load  and  t i m e  l a g  h a v e  n o t  b e e n  a n  i m p o r t a n t  f a c t o r .  
I n  t h i s  r e p o r t  w e  d i s c u s s  certain q u e s t i o n s  a r i s i n g  i n  n o n l i n e a r  s e q u e n -  
t i a l  o r b i t  d e t e r m i n a t i o n .  I n  s o  doing w e  w i l l  have i n  mind the  fo l lowing  
problem areas : 
(1) s t o c h a s t i c  m o d e l i n g  - It is n o t  a t  a l l  clear what meaning can be 
g i v e n  t o  a s o l u t i o n  o f  t h e  n o n l i n e a r  d i f f e r e n t i a l  e q u a t i o n  ( 1 . 1 )  when s t a t e  
n o i s e  (-) is p r e s e n t .   T h i s   q u e s t i o n ,   w h i c h   r e q u i r e s   t h a t   t h e   a n a l y s t   t a k e  
a p o s i t i o n  o n  t h e  I t o  vs. S t r a t o n o v i c h  c a l c u l u s ,  h a s  b e e n  t r e a t e d  u n d e r  t h i s  
con t r ac t   and  i s  d i s c u s s e d  i n  [5].  We s h a l l  n o t  r e p e a t  t h a t  work h e r e ;  s u f f i c e  
i t  t o  s a y  t h a t  t h e  S t r a t o n o v i c h  i n t e r p r e t a t i o n  w i l l  be assumed unless i t  is  
s t a t e d  o t h e r w i s e  . 
dw 
d t  
( 2 )  minimum v a r i a n c e  vs. maximum l i k e l i h o o d  estimatirox - Ei the r  o f  
t h e s e  w e l l  known estimators could be employed, depending upon f ac to r s  such  
as ease of   mechanizat ion  for  a par t icu lar  problem and  personal  tas te .  These 
two forms w i i l  be  d iscussed  i n  S e c t i o n s  2 and 3 .  
( 3 )  combined e s t i m a t i o n  a n d  c o n t r o l  - Al though  th i s  r epor t  i s  primar- 
i l y  d e v o t e d  t o  t h e  e s t i m a t i o n  p r o b l e m ,  i t  is  w e l l  known t h a t  t h e  combined 
e s t i m a t i o n  a n d  c o n t r o l  p r o b l e m  l e a d s  t o  some new and  puzz l ing  cons idera t ions .  
Fo r  example ,  t he  pa r t i a l  d i f f e ren t i a l  equa t ion  o f  ? l e thod  ( 3 )  above  should 
be modif ied s o  as t o  o b t a i n  t h e  e q u i v a l e n t  o f  t h e  dynamic  programming 
s o l u t i o n .  The combined  problem i s  d i s c u s s e d  i n  S e c t i o n  3 from t h e  maximum 
l i k e l i h o o d  p o i n t  of view i n  a n  a t t e m p t  t o  j u s t i f y  t h e  p r e s e n t l y  employed 
procedure in  orbi t  determinat ion and guidance work.  
( 4 )  t h e  e f f e c t  o f  n o n l i n e a r i t i e s  - This  ques t ion ,  which  is  c e n t r a l  t o  
t h i s  r e p o r t ,  i s  d iscussed  f rom var ious  poin ts  of  view i n  S e c t i o n s  2 - 6.  
(5) numer i ca l  cons ide ra t ions  - It is w e l l  known t h a t  e v e n  i n  l i n e a r  
sys tems numer ica l  roundoff  e r ror  can  cause  the  estimate to  d ive rge  f rom 
t h e  t r u e  v a l u e .  This q u e s t i o n  i s  d i s c u s s e d  i n  S e c t i o n  5. 
(6) convergence   p roper t ies  - I f   o n e  is w i l l i n g   t o   i t e r a k e x o y e r  some . -  
o r  a l l  of t h e  d a t a  i n  o r d e r  t o  g e t  a n  estimate, i t  n e e d s  t o  -b<&own t h a t  
the  chosen  a lgor i thm w i l l  converge and that  the converged answer w i l l  b e  
unique .   This   ques t ion  is  d iscussed  i n  S e c t i o n  5 and i n   R e f e r e n c e  [ 6 ] .  
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(7 )  s e l e c t i o n  of obse rvab le  o rb i t  pa rame te r s  - Whatever  a lgori thm i s  
employed, i t  is clear t h a t  t h e  number o f  o r b i t  p a r a m e t e r s  ( i . e . ,  i n i t i a l  
cond i t ion  componen t s  and  acce le ra t ion  pa rame te r s )  shou ld  be  r e s t r i c t ed  to  
t h e  minimum r e q u i r e d  t o  model t h e  d a t a ,  t h a t  is, only  the  "observable"  
parameters   should   be   es t imated .   This   ques t ion  w a s  t r e a t e d  u n d e r  t h i s  
con t r ac t ,  and  i s  d i s c u s s e d  i n  R e f e r e n c e  [ 7 ] .  
(8) c o n s i d e r a t i o n  o f  s y s t e m a t i c  e r r o r s  - As a p r a c t i c a l  matter, i t  i s  
u s u a l l y  t r u e  t h a t  some of  the  observable  parameters  are l e f t  o u t  of t h e  
model because   o f ,   s ay ,   compute r   l imi t a t ions .  The t reatment   of   these  unes-  
t imated parameters,  which are c a l l e d  s y s t e m a t i c  e r r o r s ,  i s  d i s c u s s e d  i n  
S e c t i o n  7. 
(9)  t r ea tmen t  o f  co r re l a t ed  da t a  - Deriva t ions  o f  o r b i t  d e t e r m i n a t i o n  
a lgor i thms usua l ly  assume uncorre la ted  (whi te )  da ta  noise ,  suppos ing  tha t  
c o r r e l a t e d  d a t a  c o u l d  b e  e a s i l y  i n c o r p o r a t e d  as pa r t  o f  t he  mode l  o f  t he  
dynamic  system.  This is  n o t  n e c e s s a r i l y  t r u e ,  e s p e c i a l l y  i f  t h e  d a t a  n o i s e  
i s  n o t  a f i r s t  o r d e r  Markoff  process.   This  question i s  d i s c u s s e d  i n  
Sec t ion  7 .  
",. 
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2. M I N I M U M  VARIANCE ESTIMATION 
2 .1  INTRODUCTION 
The v a r i o u s  t e c h n i q u e s  o f  s e q u e n t i a l  s t o c h a s t i c  e s t i m a t i o n  h a v e  t h e i r  
o r i g i n s  i n  t h e  e a r l y  l e a s t - s q u a r e s  d i f f e r e n t i a l  c o r r e c t i o n  schemes f o r  o r b i t  
de te rmina t ion .  One j u s t i f i c a t i o n  f o r  t h e s e  e a r l y  s c h e m e s  i s  the   t heo ry   o f  
maximum l i k e l i h o o d  e s t i m a t i o n  t o  b e  d i s c u s s e d  i n  S e c t i o n  3 .  An account  of 
the development  of  orbi t  determinat ion methods is g i v e n  i n  t h e  p a p e r  b y  
Mowery [ 8 ] .  The nonl inear .  minimum v a r i a n c e  s e q u e n t i a l  e s t i m a t o r  f o l l o w s  
f rom the  sugges t ion  of  S t ra tonovich  [ 9 ]  t h a t  t h e  f u n d a m e n t a l  e n t i t y  i n  
s e q u e n t i a l  e s t i m a t i o n  is  t h e  c o n d i t i o n a l  p r o b a b i l i t y  d e n s i t y  f u n c t i o n  
P ( ~ ’ t ~ y [ t o , t l  ) f o r  t h e  c u r r e n t  s t a t e  ( E )  be ing  e s t ima ted ,  g iven  the  r eco rd  
o f  t h e  o b s e r v a t i o n a l  da ta  (y ) . I n  S e c t i o n s  2 . 3  and  2 .4  the  pa r t i a l  
d i f f e r e n t i a l  e q u a t i o n s  f o r  t h i s  f u n c t i o n  are d iscussed .  The basic   problem 
i s  t o  make inferences  concern ing  the  behavior  of  a c e r t a i n  N a r k o v  s t o c h a s t i c  
process ,  us ing  only  the  informat ion  to  be  g leaned  f rom a knowledge  of a 
model f o r  g e n e r a t i n g  t h e  p r o c e s s  t o g e t h e r  w i t h  t h e  p a s t  h i s t o r y  of obser- 
va t ions  o f  a r e l a t e d  p r o c e s s .  
[ t o , t l  
I n  o t h e r  w o r d s ,  w e  are given a model which generates two r e l a t e d  
s t o c h a s t i c   p r o c e s s e s .  The problem i s  t o  compute   t he   cond i t iona l   p robab i l i t y  
d i s t r i b u t i o n  o f  t h e  c u r r e n t  s t a t e  o f  t h e  f i r s t  p r o c e s s ,  g i v e n  t h e  p a s t  h i s -  
t o ry   o f   obse rva t ions   o f   t he   s econd   p rocess .   S t r a tonov ich [20]   a t t acked   t h i s  
problem in  acco rdance  wi th  the  s t anda rd  approach  used  in  the  s tudy  of 
Markov processes ,  namely ,  to  f ind  a p a r t i a l  d i f f e r e n t i a l  e q u a t i o n  f o r  t h e  
t r a n s i t i o n   p r o b a b i l i t y   d e n s i t y   f u n c t i o n .   S t r a t o n o v i c h   d e r i v e d  a n o n l i n e a r  
s t o c h a s t i c  p a r t i a l  i n t e g r o - d i f f e r e n t i a l  e q u a t i o n  w h i c h  h e  a s s e r t e d  is  obeyed 
b y  t h e  c o n d i t i o n a l  p r o b a b i l i t y  d e n s i t y  f o r  t h e  c u r r e n t  s ta te  o f  t h e  f i r s t  
p rocess   g iven   t he   r eco rd   o f   obse rva t ions   o f   t he   s econd   p rocess .  Somewhat 
l a t e r ,  t h e  same equat ion  w a s  rederived by Kashyap [IO1 
[I11 
S t i l l  l a te r ,  Kushner  published . a  paper   in   which   he   c la imed 
S t r a t o n o v i c h ’ s  r e s u l t s  were i n  e r r o r  b e c a u s e  o f  a f a i l u r e  t o  t a k e  i n t o  
accoun t   ce r t a in   s econd   o rde r  terms. T h i s  i s s u e  arises because   the   observed  
p r o c e s s   c o n t a i n s   a d d i t i v e   w h i t e   n o i s e .  A s  a c o n s e q u e n c e ,  t h e ~ p a r t i a l  d i f f -  
e r e n t i a l  e q u a t i o n  f o r  t h e  c o n d i t i o n a l  d e n s i t y  e f f e c t i v e l y  c o n t a i n s  a - w h i t e  
n o i s e  f o r c i n g  term. This  means tha t   ce r t a in   ma themat i ca l   pa tho log ie s  ar ise  
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in dealing with this equation. In a revised version [12] of his paper, 
Kushner clarified this issue somewhat and effectively recognized that the 
discrepancy between his results and those of Stratonovich is related to the 
divergence between the Ito and Stratonovich stochastic calculi [5]. In a 
d . B [13] h' d h . f h III correspon ence ltem, ucy emp aSlze t e lmportance 0 t e to ca cu us 
and presented some results which are equivalent to some of those of Kushner. 
The subject of nonlinear filtering has been the topic of a number of 
reports and papers (See References 14-27) since Bucy's note[13]. The purpose 
of this Section is to present a tutorial discussion of the main results 
which have been obtained so far, attempting to resolve some questions which 
have arisen concerning these works, and to discuss some suggested approxi-
mations intended to simplify the calculation of the nonlinear minimum var-
iance estimate. 
2.2 THE MODEL AND THE PROBLEM 
In this Section, the problem and the main results will be stated first 
in Stratonovich form, in order to be as intelligible as possible to those 
not familiar with the Ito Calculus. Following that, the same material will 
be presented in Ito form. See Reference [5] for an explanation of the 
Stratonovich and the Ito stochastic calculus. For simplicity, only the case 
of scalar-valued random processes will be treated in detail, since the 
generalization to the vector-valued case is quite direct. 
Consider a plant described by a nonlinear differential equation with 
a white noise forcing term: 
x(t) f (x(t), t) + n1 (t) (2.1) 
The state x(t) is not directly observable. Rather, in general one observes 
a nonlinear time-varying function of x(t) which is corrupted by more white 
noise: 
yet) h (x(t), t) + n2 (t) (2.2) 
At the initial time t , the initial state has a probability distribution 
o 
which has a density function denoted as p (~). One knows the function 
o 
po( ~ )' and also one knows the history of yeT) over the interval to ~ T ~ t. 
Denote the record of this function over the whole interval as y[ 
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In  Refe rence  151 , i t  is  e x p l a i n e d  t h a t  ' t h e  Markov s t o c h a s t i c  p r o c e s s  
generated by equat ion (2.1)  is c h a r a c t e r i z e d  by i ts  t r a n s i t i o n  d e n s i t y  
f u n c t i o n  p ( S , t l n , s ) .  T h i s  d e n s i t y  f u n c t i o n  is obta ined  as a s o l u t i o n  t o  
the  Fokker-Planck-Kolmogorov p a r t i a l  d i f f e r e n t i a l  e q u a t i o n .  
The problem is t o  f i n d  o u t  how t h i s  d e n s i t y  f u n c t i o n  is modified when 
one condi t ions only on the  in fo rma t ion  con ta ined  in  the  r eco rd  o f  obse rva t ions  
Y[ to , t l  r a t h e r  t h a n  on any e x a c t  knowledge of the s ta te  a t  some time p r i o r  
t o  t .  
D e f i n e  t h e  c o n d i t i o n a l  d e n s i t y  f u n c t i o n  p ( < , t ( y  
[ toy t l  ) by 
The problem,  then, is t o  compute t h i s  f u n c t i o n .  
2 .3  THE PARTIAL DIFFERENTIAL EQUATION FOR THE C O N D I T I O N A L  DENSITY 
We assume e x p l i c i t l y  t h a t  t h e  n o i s e  t e r m s  n and n i n  ( 2  . l )  and  (2.2) 1 2 
are gaussian and independent ,  and that  
L e t  p ( S y t l q , t o )  b e  t h e  t r a n s i t i o n  f u n c t i o n  f o r  t h e  Markov process  
generated by (2 .1 ) ,  and l e t  po b e  t h e  p r o b a b i l i t y  d e n s i t y  f o r  t h e  i n i t i a l  
s ta te .  For   convenience ,   def ine   the   func t ion   q(< , t )  by 
W 
L e t  E d e n o t e  m a t h e m a t i c a l  e x p e c t a t i o n  t a k e n  o v e r  t h e  s p a c e o f s a m p l e  
X 
pa ths  of t h e   x ( t )   p r o c e s s   a l o n e ,  i .e . ,  E denotes   averaging  over-only  the 
X 
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denote the quantity 
B(X[to,t]' Y[to,tt exp f[t[ h(X(l),l)Y(l) 
o 
t , t Let r( i; 'Yl ] ,t) denote the quantity 
o 
1 
2 
(2.7) 
It is shown in References [14] and [19] that the sought-for quantity in 
(2.3) may be written 
ro 
f (2.8) 
-00 
So far, all the equations we have written have the correct form 
regardless of whether the Ito or the Stratonovich calculus is to be used. 
However , from this point on it makes a difference whether the integral in 
the exponent in (2.6) is interpreted as an Ito integral or a Stratonovich 
integral. We will proceed from this point following the Stratonovich 
approach. 
It is shown in Reference [19] that r(~'Y[t t],t) satisfies the forward 
0' 
equation 
ar 
at 
NOy7 define 
+ 
\jJ (t) 
1 
2 
00 
f 
-00 
a
2
r + [h(~,t)y(t) - t h 2 (~,t)] r a~2 
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(2.9) 
(2.10) 
Equation  (2.8)  becomes 
Employing t h e  u s u a l  r u l e s  of ca lcu lus ,  one  has  
(2.11) 
(2.12) 
A f t e r  some manipulat ion and the use of (2.8) - (2.12) , one arrives a t  
t h e  f o l l o w i n g  f o r w a r d  e q u a t i o n  f o r  p ( < , t l y  
[ t O , t l  1: 
m 
I n  g e n e r a l ,  t h e  s o l u t i o n  of t h e  n o n l i n e a r  f i l t e r i n g  p r o b l e m  r e q u i r e s  
tha t  (2 .13 )  be  so lved  in  real time, as t h e  d a t a  y ( t )  is rece ived .  The 
boundary  condi t ions on (2.13) are 
(2.14) 
where p (5) is t h e  a p r i o r i  d e n s i t y  f o r  t h e  i n i t i a l  s ta te  a t  t i m e  t and 
0 0’ 
(2.15) 
The minimum mean-squared error Bayes estimate of t h e  c u r r e n t  s ta te  
is given by 
m 
(2.16) 
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In general, it is not possible to find an ordinary differential equation 
obeyed by x(t) and forced by yet) which can be solved directly without first 
finding p( ~ ,tly[ ]), because direct differentiation of (2.16) leads to an 
t ,t 
o 
ordinary differential equation for x(t) which involves the unknown higher 
moments of p( ~ ,tIY[to,t]). In the special case when both f( ~ ,t) and h( ~ ,t) 
are linear in ~ , then p( ~ ,tly[ ]) will be gaussian. In this case, one t ,t 
o 
may assume 
[ 2 J-1/2 ! ~ -~(tJ2 J 2 1f a ( t) exp - 2 
20' (t) 
(2.17) 
Substitution of (2.17) into (2.13) and matching coefficients of 
powers of (~-x) leads eventually to the well-known Kalman-Bucy filter equa-
tions for x(t) and O' 2 (t). The same approach applies when x(t) is a vector 
and O' 2 (t) is a matrix. See Reference [15]for a typical derivation of the 
Kalman filter using this approach. In carrying out this approach, of course, 
the differentiation of (2.17) with respect to t and substitution in (2.13) 
is all done according to the rules of ordinary calculus, i.e., ~(t) is 
treated just as if it were a deterministic function of t rather than a ran-
dom process. 
2.4 THE ITO FORMULATION 
In order to recast these results in Ito form, it is necessary to begin 
by rewriting equation (2.3). Let 
t t 
w2 (t) f n2(T)dT z( t) f ye T) dT (2.18) 
't t 0 0 
and rewrite (2.2) as 
dz (t) h(x(t),t) dt + dw2 (t) . (2.19) 
The segment z[ ] contains exactly the same information as y[ ]' so now t ,t t ,t 
o 0 
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one  condi t ions  on z r a t h e r   t h a n  y I n   p l a c e   o f   t h e   q u a n t i t y  
d e f i n e d   i n   ( 2 . 3 ) ,  w e  write p I ( < , t l z  ) .  The s u b s c r i p t  I s t a n d s   f o r   I t o .  
1 toy t l  [toyt3 
[ t o , t l  
The q u a n t i t y  d e f i n e d  i n  e q u a t i o n  ( 2 . 6 )  is now replaced  by  
t 
8, (X I 
(2.20) 
I n  (2.20) , t h e  f irst  i n t e g r a l  i n  t h e  e x p o n e n t  i s  t o  b e  i n t e r p r e t e d  as a n  I t o  
i n t e g r a l .  
In  ana logy  to  (2 .7)  , d e f i n e  
In  ana logy  to  (2 .8)  , w e  now have 
( 2 . 2 2 )  
It i s  shown i n  R e f e r e n c e  [L9] t h a t  b y  a p p l y i n g  t h e  r u l e s  o f  I t o  c a l c u l u s  
to  (2.20)  and  (2.21),  i t  is p o s s i b l e  t o  o b t a i n  t h e  f o l l o w i n g  f o r w a r d  e q u a t i o n  
d r  t I  
It should  be  noted  tha t  equat ion  (2 .23)  is not  0btaine.d from equat ion (2.9)  
j u s t  by  making  the  formal  change  of  var iab les  ind ica ted  by  (2 .18)  and  (2 .19) .  
The two equat ions  are d i f f e r e n t  b e c a u s e  t h e  p a r t i a l  d i f f e r e n t i a l  w i t h  r e s p e c t  
t o  t i n  (2.23) i s  an Ito d i f f e r e n t i a l ,  w h e r e a s  t h e  p a r t i a l  d e r i v a t i v e  w i t h  
-11- 
r e s p e c t  t o  t i n  (2.9) i s  u n d e r s t o o d  i n  t h e  S t r a t o n o v i c h  s e n s e .  Now d e f i n e  
Equation  (2.22)  becomes 
.( 2.24) 
(2.25) 
Employing t h e  I t o  s t o c h a s t i c  d i f f e r e n t i a l  r u l e  a l o n g  w i t h  ( 2 . 2 4 )  a n d  ( 2 . 2 5 ) ,  
03 7 
Define 
03 
= $ - l ( t )  
I. . 
(2.26) 
Equation (2.26) may b e  r e w r i t t e n  
Equat ion (2.28)  should be compared wi th  the  cor responding  St ra tonovich  form,  
which i s  equat ion   (2 .12) .   Af te r  some manipulat ion  and  the  use  of   (2 .23)  - 
(2.25)  and  (2.28),   one arrives a t  t h e  I t o  f o r m  o f  t h e  f o r w a r d  e q u a t i o n  f o r  
1: 
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(2.29) 
Again i n  t h e  s p e c i a l  case when b o t h  f ( c , t )  a n d  h ( < , t )  are l i n e a r  i n  
5, i n  exac t  ana logy  to  (2 .17 )  one  may assume 
Subs t i t u t ion  o f  (2 .30 )  in to  (2 .29 )  and matching coefficients of powers 
of ( E - ; )  w i l l  a g a i n  l e a d  t o  e x a c t l y  t h e  same well-known Kalman-Bucy f i l t e r  
e q u a t i o n s  f o r  x ( t )  and IS ( t )  , p r o v i d e d  o n e  u s e s  t h e  I t o  c a l c u l u s  f o r  comput- 
i n g  t h e  s t o c h a s t i c  d i f f e r e n t i a l  w i t h  r e s p e c t  t o  t. This  is a point  which 
can   l ead   t o   con t rove r sy   ( fo r   example ,  see Reference  [15]).   For  examples of 
such a d e r i v a t i o n  i n  t h e  c a s e  w h e r e  x is  a v e c t o r  and IS is a ma t r ix ,  see 
References  [24] ,  [ 2 5 ] ,  and  [26] .  The ex tens ion   o f   t h i s   de r iva t ion   t o   t he  non- 
l i n e a r  c a s e  is  a l s o  d i s c u s s e d  i n  t h e s e  r e f e r e n c e s .  
z 
" 
,. 2 
2.5 THE ONE-DIMENSIONAL LINEAR PROBLEM 
I n  t h e  l i n e a r  t i m e - i n v a r i a n t  c a s e ,  e q u a t i o n s  ( 2 . 1 )  and  (2.2) become 
5 ( t )  = a x ( t )  + n,( t )   (2 .31
where a and c are c o n s t a n t s .  
The Stratonovich form of  the p a r t i a l  d i f f e r e n t i a l  e q u a t i o n  f o r  t h e  
c o n d i t i o n a l   d e n s i t y  is e q u a t i o n   ( 2 . 1 3 ) .   I n   t h e   p r e s e n t   c a s e ,   t h i s   e q u a t i o n  
becomes 
(2.33) 
,cL) 
A s  sugges t ed  in  Sec t ion  2 .3 ,  w e  assume a solut ion of  the form of  
equa t ion  (2 .17 ) ,  and  subs t i t u t e  i t  i n t o  t h e  p a r t i a l  d i f f e r e n t i a l  e q u a t i o n  
i n  o r d e r  t o  o b t a i n  o r d i n a r y  d i f f e r e n t i a l  e q u a t i o n s  f o r  k ( t )  and IS 2 ( t ) .  
When t h i s  is done ,  t he  r e su l t i ng  equa t ions  are 
-13- 
W t )  dt  = &(t) + cu2(t) Cy(t )  - c;z(t)J (2.34) 
d 2  
d t  - to (t)I = 1 + zacr (t) - c rJ (t) 2 2 4  (2.35) 
A boundary condition must be imposed on t h e  s o l u t i o n  o f  t h e  p a r t i a l  d i f f -  
e r e n t i a l  e q u a t i o n ,  as g i v e n   i n   e q u a t i o n   ( 2 . 1 4 ) .   I n   t h e   p r e s e n t  case, l e t  
us t a k e  
i . e . ,  t h e  i n i t i a l  s t a t e  x ( t  ) = x i s  non-random  and known e x a c t l y .  
0 0 
I n  o r d e r  t o  s a t i s f y  t h i s  b o u n d a r y  c o n d i t i o n ,  w e  must  apply appropriate  
co r re spond ing   i n i t i a l   cond i t ions   t o   equa t ions   (2 .34 )   and   (2 .35 )   above .  The 
c o r r e c t  i n i t i a l  c o n d i t i o n s  are 
;(to) = x. (2.37) 
u (to)= 0 2 (2.38) 
Equat ions   (2 .34)   and   (2 .35) ,   subjec t   to   (2 .37)   and   (2 .38) ,  may be  so lved  by  
s tandard  methods.  The s o l u t i o n s  are found   t o   be  
u (t) = 2 
%(t) = 
where 
t 
?a + c s i n h  h(T  - to) y ( T ) d T  
-ti7 - a sinh h ( t  - 
0 
to 
x =  JX-2  
(2.39) 
(2.40) 
(2.41) 
Equation (2.40) makes i t  c l e a r  t h a t  a s u f f i c i e n t  s ta t is  t i c  on t h e  p a s t  
h i s t o r y  o f  t h e  d a t a  i s  t h e  l i n e a r  f u n c t i o n a l  
-14- 
2.6 A ONE-DIMENSIONAL NON-LINEAR EXAMPLE 
I n  o r d e r  t o  u n d e r s t a n d  t h e  n o n l i n e a r  case, i t  is convenient  to  have 
a t  hand a non l inea r  p rob lem fo r  wh ich  the  exac t  so lu t ion  is known. Using 
t h e  p r e c e d i n g  r e s u l t s ,  w e  can manufacture such a problem. Our i d e a  is t o  
c o n s t r u c t  a nonlinear problem which i s  ac tua l ly  equ iva len t  t o  the  p reced ing  
l i n e a r  o n e  by making a s u i t a b l e  n o n l i n e a r  t r a n s f o r m a t i o n  of t h e  state v a r i -  
a b l e  i n  b o t h  t h e  p l a n t  a n d  t h e  o b s e r v a t i o n  e q u a t i o n s .  
Cons ider  the  nonl inear  change  of  var iab les  
v ( t )  = s i n h   [ x ( t ) ] ( 2 . 4 2 )  
T h i s  p a r t i c u l a r  n o n l i n e a r i t y  h a s  a l r e a d y  b e e n  d i s c u s s e d  i n  pp.  14-20  of 
Reference  [51, so w e  e x p e c t  t h a t  i t s  i n t r o d u c t i o n  i s  going to  cause a d iver -  
gence between the Stratonovich and I to  forms of  the nonl inear  f i l ter ing 
equat ions.   Al though  this  makes the  problem more s u b t l e ,  no ac tua l   paradoxes  
w i l l  a r ise  so  long as w e  remember the  con ten t  of Reference 151. 
L e t  us   cont inue  using  the  Stratonovich  form of the   equa t ions .  The 
p l an t  equa t ion  ( 2  .l) now becomes 
(2.43) 
The obse rva t ion  equa t ion  ( 2 . 2 )  now becomes 
y ( t >  = c s i n h - I   [ v ( t ) ]  + n,(t)   (2.44
Thus , equat ions (2.43)  and (2.44)  a long with the nonl inear  change of  var iables  
x ( t )  = s i n h - I   [ v ( t ) ]   ( 2 . 4 5 )  
are comple te ly   equiva len t   to   equa t ions   (2 .31)   and   (2 .32) .  However, w e  can 
p r e t e n d  t h a t  w e  were given only eqs.  (2 .43)  and (2.44) ,  and asked to  f ind 
t h e  o p t i m a l  n o n l i n e a r  f i l t e r  € o r  t h i s  model. 
L e t  us w r i t e  down the exact  answer.  Since the minimum va r i ance  Bayes 
estimate i s  t h e  c o n d i t i o n a l  mean, w e  have 
-15- 
I 
L 
vet) = E {vet) I yet t]} 
0' 
= E {Sinh [x (t)] I Yet t]} 
0' 
[
A 2 S - x(t)] 
e 2cr2(t) (2.46) 
In (2.46), cr 2 (t) and i(t) are of course still given by (2.39) and (2.40) 
respectively. 
Making use of a known result, we have at once from (2.46) that 
- 1/2 co 
[211: 0 2 (t)] 1 sinh S e 
_co 
1/2 02(t) 
= e sinh x(t) 
- [S - x(t)]2 
2cr2 (t) 
(2.47) 
For emphasis, let us review what we have done up to this point. We 
know the optimal estimate ~(t) for the linear filtering problem defined by 
(2.31) and (2.32). We make the nonlinear change of variables (2.42). By 
(2.46) and (2.47), we therefore find that the optimal estimate vet) is 
2 ~(t) = e 1/2 cr (t) sinh [x(t)] (2.48) 
This is, therefore, the exa ct solution to the nonlinear filtering problem 
defined by (2.43) and (2.44). 
2.7 THE FILTER EQUATIONS 
We now wish to explore whether this optimal estimate ~(t) can be 
obtained as the solution to some nonlinear filtering equations analogous to 
the linear filtering equations (2 . 34) and (2.35) for x(t) . In the present 
case because of the fact that the quantity 
-16-
--~--~~-- - -- ----
J s inh  X(T - to) y(-r)dz 
r 
,. 
is a s u f f i c i e n t  s t a t i s t i c  f o r  computing x ( t ) ,  i t  is  a l s o  a s u f f i c i e n t  s tat-  
i s t i c  f o r  computing  G(t) .   Consequent ly ,   in   the  present   case  there  w i l l  
e x i s t  some exact n o n l i n e a r  f i l t e r i n g  d i f f e r e n t i a l  e q u a t i o n s  whose s o l u t i o n  
This  is t o  b e  c o n t r a s t e d  w i t h  t h e  g e n e r a l  n o n l i n e a r  f i l t e r i n g  p r o b l e m  
i n  wh ich  the re  does  no t  ex i s t  a s u f f i c i e n t  s ta t i s t ic ,  and consequently 
t h e r e  are no e x a c t  ( f i n i t e  d i m e n s i o n a l )  n o n l i n e a r  f i l t e r i n g  e q u a t i o n s .  I n  
t h e  g e n e r a l  case, t h e  o n l y  e x a c t  e q u a t i o n  w o u l d  b e  t h e  p a r t i a l  d i f f e r e n t i a l  
e q u a t i o n  f o r  t h e  c o n d i t i o n a l  p r o b a b i l i t y  d e n s i t y  i t s e l f .  
A 
The  most d i r e c t  way t o  f i n d  t h e  e x a c t  e q u a t i o n s  f o r  v ( t )  is s imply  to  
d i f f e r e n t i a t e  ( 2 . 4 8 )  d i r e c t l y ,  making  use  of ( 2 . 3 4 )  and ( 2 . 3 5 ) .  In   do ing  
t h i s  d i f f e r e n t i a t i o n ,  w e  m u s t  b e  c a r e f u l  t o  r e c a l l  t h e  d i s c u s s i o n  i n  
Reference [51. I f  w e  d i f f e r e n t i a t e  ( 2 . 4 8 )  accord ing   to   the  rules  of t h e  
I t o  s t o c h a s t i c  c a l c u l u s ,  t h e n  w e  w i l l  g e t  a n  I t o  s t o c h a s t i c  d i f f e r e n t i a l  
equa t ion  wh ich  mus t  be  so lved  by  the  ru l e s  o f  t he  I to  ca l cu lus  in  o rde r  t o  
ge t   t he   r i gh t   answer .  On t h e   o t h e r   h a n d ,   i f  w e  d i f f e r e n t i a t e  ( 2 . 4 8 )  
a c c o r d i n g  t o  t h e  r u l e s  o f  o r d i n a r y  c a l c u l u s ,  t h e  r e s u l t i n g  d i f f e r e n t i a l  
equa t ion  w i l l  be  in  S t r a tonov ich  fo rm and must be  so lved  accord ingly .  
We emphasize that  w e  r e a l l y  are f r e e  t o  f o l l o w  e i t h e r  r o u t e  a t  t h i s  
p o i n t .  The c o r r e c t   f o r m   f o r   t h e   c o n d i t i o n a l   d e n s i t y   f o r   x ( t )  i s  gauss i an ,  
w i th  va r i ance  0 ( t )  and mean x( t )  , as given by ( 2 . 3 9 )  and ( 2 . 4 0 )  r e spec t -  
i ve ly .   Th i s   gauss i an   cond i t iona l   dens i ty  is s imul t aneous ly   t he   S t r a tonov ich  
s o l u t i o n  of equat ion  ( 2 . 1 3 )  and  the  I to  so lu t ion  o f  equa t ion  ( 2 . 2 9 ) ,  keeping 
i n  mind t h a t ,  i n  t h e  p r e s e n t  c a s e ,  
A 2 
Fur the rmore ,  i n  t he  p re sen t  case the  I to  and  the  S t r a tonov ich  fo rms  o f  t he  
equations obeyed by f;(t) and u ( t )  c o i n c i d e ;  e i t h e r  way t h e  c o r r e c t  e q u a t i o n s  
are ( 2 . 3 4 )  and ( 2 . 3 5 ) .  Str ic t ly   speaking ,   o f   course ,   the   change   of   no ta t ion  
r ep resen ted  by equa t ions  ( 2 . 1 8 )  and ( 2 . 1 9 )  should be made i n  o r d e r  t o  c a s t  
equat ion  ( 2 . 3 4 )  i n to  the  p rope r  I to  fo rm,  bu t  t h i s  does  no t  a l t e r  t h e  t r u t h  
2 
o f  t h e  s t a t e m e n t s  w e  h a v e  j u s t  made. 
L e t  u s  con t inue ,  u s ing  the  S t r a tonov ich  ca l cu lus  fo r  pu rposes  o f  
e x p o s i t i o n .  
D i f f e r e n t i a t i n g  e q u a t i o n  ( 2 . 4 8 )  b y  t h e  r u l e s  o f  o r d i n a r y  c a l c u l u s ,  
w e  have 
( 2 . 5 0 )  
y i e l d s  f i n a l l y  
+ 2 v ( t )  [l + 2a CJ ( t )  - c ( t ) ]  1 -  2 2 4  
( 2 . 5 1 )  
( 2 . 5 2 :  
Equation ( 2 . 5 2 )  a long   wi th   equat ion  ( 2 . 3 5 )  t h u s   c o n s t i t u t e s   t h e  
S t r a t o n o v i c h  f o r m  o f  t h e  o p t i m a l  n o n l i n e a r  f i l t e r  f o r  t h e  n o n l i n e a r  f i l t e r -  
i ng  p rob lem rep resen ted  by  the  S t r a tonov ich  eqs .  ( 2 . 4 3 )  and ( 2 . 4 4 )  . 
2 . 8  APPROXIMATIONS OF THE ESTIMATION EQUATIONS 
The s o l u t i o n  o f  t h e  g e n e r a l  minimum v a r i a n c e  n o n l i n e a r  e s t i m a t i o n  
problem is  very   d i f f icu l t   to   mechanize .   Consequent ly ,  i t  appears   necessary  
to  search  for  sub-opt imal  es t imators  which  are easier t o  compute,  and  which 
s t i l l  possess  near-minimum e s t i m a t i o n  e r r o r .  S i n c e  t h e  e x a c t  minimum vari-  
a n c e  s e q u e n t i a l ' e s t i m a t o r  i s  known f o r  t h e  l i n e a r  p r o b l e m  w i t h  g a u s s i a n  n o i e  
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namely the Kalman-Bucy f i l t e r  , one  approach  to  sub-opt imal  es t imat ion  is  t o  
a t t e m p t  t o  f i n d  c o r r e c t i o n  terms f o r  t h e  Kalman-Bucy f i l t e r  f o r  the case of 
s l i g h t  n o n - l i n e a r i t y .  The  remainder of S e c t i o n  2 w i l l  be d e v o t e d  t o  a 
d i s c u s s i o n  of t h i s  a p p r o a c h  t o  s u b - o p t i m a l  f i l t e r i n g .  
The l i t e r a t u r e  on th i s  problem may b e  c l a s s i f i e d  i n  several d i f f e r e n t  
ways ,  acco rd ing  to  the  bas i c  approach  adop ted  fo r  t he  e s t ima t ion  p rocedure  
and  the  underlying  assumptions  about   the  model .  The a p p r o a c h  t o  t h e  
problem may b e  e i t h e r  s t a t i s t i ca l  o r  n o n - s t a t i s t i c a l .  In s ta t i s t ica l  pro- 
c e d u r e s ,  t h e  e x i s t e n c e  of certain u n d e r l y i n g  p r o b a b i l i t y  d i s t r i b u t i o n s  m u s t  
b e  p o s t u l a t e d ,  a n d  s t a t i s t i c a l - t y p e  estimates such as maximum l i k e l i h o o d  o r  
minimum-variance  Bayes are s o u g h t .   I n . n o n - s t a t i s t i c a l   p r o c e d u r e s ,   t h e  
problem i s  viewed as one of choosing an estimate which achieves the optimum 
curve f i t  t o  t h e  a c t u a l  d a t a  a c c o r d i n g  t o  some c r i t e r i o n  s u c h  as least- 
squares   or   Chebyshev.  The underlying  model may b e  e i t h e r  s t a t i c  o r  dynamic. 
For dynamic systems, the s t a t e  space  may b e  e i t h e r  c o n t i n u o u s  o r  d i s c r e t e ,  
and time may b e  t a k e n  e i t h e r  as a c o n t i n u o u s  v a r i a b l e  o r  as a d i s c r e t e  
v a r i a b l e .  
The compilat ion of  a bibl iography which i s  e x h a u s t i v e  i n  a l l  o f  t h e s e  
ca tegor ies  would  be  an  enormous task,  and consequently w i l l  no t  be  a t t empted  
he re .  A few i s o l a t e d  r e f e r e n c e s  t o  t h e  l i t e r a t u r e  w i l l  b e  g i v e n  t o  i l l u s t r a t e  
some o f   t h e   c a t e g o r i e s .  Most o f   t he   c i t ed   r e fe rences   t hemse lves   con ta in  
f a i r l y  e x t e n s i v e  b i b l i o g r a p h i e s ,  so t h a t  t h e  r e a d e r  i n t e r e s t e d  i n  a p a r t i -  
c u l a r  area should a t  least  b e  a b l e  t o  f i n d  a l e a d .  
It shou ld  be  po in ted  ou t  t ha t  much more o f  t h e  p u b l i s h e d  l i t e r a t u r e  is 
d e v o t e d  t o  t h e o r e t i c a l  f o r m u l a t i o n s  t h a n  t o  a c t u a l  n u m e r i c a l  s o l u t i o n s  o f  
par t icu lar   p roblems.   Consequent ly ,  i t  i s  n o t  r e a l l y  p o s s i b l e  t o  make a 
meaningful comparison among the var ious possible  approaches and models  which 
m i g h t  b e  a p p l i e d  i n  a g iven   s i t ua t ion .   The re fo re ,   t he re  are only r a t h e r  
v a g u e  g u i d e l i n e s  a v a i l a b l e  t o  a i d  t h e  u n i n i t i a t e d  e n g i n e e r  i n  c h o o s i n g  a 
method of a t t a c k  f o r  h i s  p a r t i c u l a r  p r o b l e m .  Adding to  the  bewi lde rmen t  
is  t h e  f a c t  t h a t  e s t a b l i s h e d  w o r k e r s  i n  the  f i e ld  t end  to  have  deve loped  
s t r o n g  p r e f e r e n c e s  f o r  a p a r t i c u l a r  a p p r o a c h ,  t o  t h e  e x c l u s i o n  o f  a l l  o t h e r s ,  
which they can j u s t i f y  o n l y  o n  a s u b j e c t i v e  b a s i s .  
Any book on s ta t i s t ica l  es t imat ion  theory  should  serve f o r  a n  i n i t i a l  
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o r i e n t a t i o n  f o r  s t a t i c  problems. One s t a r t i n g  p o i n t  m i g h t  b e  t h e  c h a p t e r  
by  Balakr i shnan  in  Reference  [28i .  
References 183 a n d  1 6 1 t r e a t  t h e  s u b j e c t  as a least squares  curve  
f i t t i n g  problem i n  d i s c r e t e  time. Sec t ion  6 i s  a n  i n t e r e s t i n g  d i s c u s s i o n  
of  one a spec t  o f  t he  sub jec t  f rom th i s  same s t andpo in t .  
Reference [ 291 t reats  t h e  s u b j e c t  as a problem of computing 
maximum l i k e l i h o o d  estimates i n  c o n t i n u o u s  time, al though i t  is a l s o  
p o s s i b l e  t o  i n t e r p r e t  t h e  a p p r o a c h  t a k e n  t h e r e  as cont inuous time least  
s q u a r e s  c u r v e  f i t t i n g .  
Reference  [2 l ]d iscusses  a problem of continuous-time minimum-variance 
Bayes  es t imat ion of t h e  s ta te  of a s y s t e m  w i t h  d i s c r e t e  s ta te  space.   This  
r e f e r e n c e  shows p a r t i c u l a r l y  c l e a r l y  how the  d i sc repancy  be tween  the  I to  
and  S t r a tonov ich  ca l cu l i  appea r s  i n  con t inuous - t ime  s tochas t i c  e s t ima t ion  
problems, a d i f f i c u l t y  w h i c h  d o e s  n o t  arise in  d i sc re t e - t ime  p rob lems .  
F i n a l l y ,  References[22]-[23]provide good s t a r t i n g  p o i n t s  f o r  i n v e s t i -  
gating the problem of finding minimum-variance Eayes estimates of  the  s ta te  
of continuous-time nonlinear dynamic systems with continuous s ta te  spaces .  
2.9 EXAMPLES OF SIMPLIFYING APPROXIMATIONS 
A c lose  s tudy  of the  s imple  example  d iscussed  in  Sec t ion  2 .7  should  
e n a b l e  u s  t o  r e s o l v e  some q u e s t i o n s  a b o u t  t h e  v a l i d i t y  of  v a r i o u s  p l a u s i b l e  
approximations,  a t  l eas t  i n  t h i s  s p e c i a l  c a s e .  
The crudest   approximation i s  comple t e   l i nea r i za t ion .   Th i s  means w e  
expand a l l  n o n l i n e a r i t i e s  i n  t h e  m o d e l ,  e q s .  ( 2 . 4 3 )  and  (2 .44 ) ,  i n  Tay lo r  
series, and r e t a i n  o n l y  f i r s t  o r d e r  terms. The e f f e c t  o f  t h i s  is t o  y i e l d  
approx ima te  equa t ions  fo r  t he  mode l  wh ich  look  exac t ly  l i ke  the  o r ig ina l  
l i n e a r  e q u a t i o n s  (2.31) and  (2.32) , w i t h  x ( t )  r e p l a c e d  by v ( t )  . N a t u r a l l y ,  
t he  exac t  Kalman f i l t e r  f o r  t h i s  a p p r o x i m a t e  l i n e a r i z e d  model t u r n s  o u t  t o  
be given by equat ions (2.34)  and (2.35)  with G(t)  replaced by v( t ) .  
This  approximation i s  tantamount  to  making the approximation 
s i n h   [ x ( t ) ]  M x ( t )   ( 2 . 5 3 )  
i n  (2.42) and so  n a t u r a l l y  w e  come out  with the approximate estimate 
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B 
G(t )  x ; t ( t )  ( 2 . 5 4 )  
It should   be   po in ted   ou t   tha t   the   above   procedure  is - n o t   e q u i v a l e n t  
t o  f i r s t  d e r i v i n g  t h e  e x a c t  n o n l i n e a r  f i l t e r  ( 2 . 5 2 )  and  then  l i nea r i z ing  
- i t .  This can be seen by comparing eqs. ( 2 . 4 2 )  and ( 2 . 4 8 ) .  Whereas t h e  
l i n e a r i z a t i o n  of ( 2 . 4 2 )  y i e l d s  ( 2 . 5 4 ) ,  t h e  l i n e a r i z a t i o n  of ( 2 . 4 8 )  y i e l d s  
( 2 . 5 5 )  
Consequent ly ,   l inear iza t ion   of  ( 2 . 5 2 )  must l e a d  t o  ( 2 . 5 5 )  r a t h e r  t h a n  ( 2 . 5 4 ) .  
Another  approximation frequent ly  suggested i s  the  so -ca l l ed  maximum 
l i k e l i h o o d  f i l t e r  ( e . g . ,  see Reference [ 2 9 1 ) .  A l t h o u g h  t h i s  f i l t e r  c a n  b e  
obtained through a fo rma l  de r iva t ion  from bas i c  a s sumpt ions ,  i t  amounts t o  
j u s t  r e t a i n i n g  t h e  f o r m  of t h e  Kalman f i l t e r ,  e q s .  ( 2 . 3 4 )  and ( 2 . 3 5 ) ,  b u t  
r e p l a c i n g  t h e  l i n e a r  terms i n  eq. ( 2 . 3 4 )  by the  corresponding  model non- 
l i n e a r i t i e s  from ( 2 . 4 3 )  and ( 2 . 4 4 ) .  I n   t h e   p r e s e n t   c a s e ,   t h e   r e s u l t  is of 
the form 
" d$( t )  
d t  - a dl + j2(t)  s inh- I   [<( , ) I  
+ ccs ( t )  y ( t )  - c s i n h - l   [ & t ) l /  2 1  ( 2 . 5 6 )  
Although  this   resembles  ( 2 . 5 2 )  somewhat, i t  i s  s impler .  
I n c i d e n t a l l y ,  i t  shou ld  be  po in ted  ou t  t ha t  acco rd ing  to  maximum l i k e -  
l i h o o d  e s t i m a t i o n  t h e o r y ,  i f  i t  i s  known t h a t  G ( t )  i s  t h e  maximum l i k e l i h o o d  
estimate of x ( t )  , and i f  i t  is known tha t  equa t ion  ( 2 . 4 2 )  connects  v( t )  and 
x ( t )  , t h e n  n e c e s s a r i l y  t h e  maximum l i k e l i h o o d  estimate of v ( t )  is  given by 
<(t) = s i n h   [ x ( t ) ] ( 2 . 5 7 )  
Thus , w e  may compare equat ions  ( 2 . 4 8 )  and (2.57) t o  see t h e  t h e o r e t i c a l  
d i f fe rence  be tween the  minimum va r i ance  Bayes estimate and the  maximum 
l i k e l i h o o d  estimate. 
This comparison is mean ingfu l  i n  the  p re sen t  case only because of  the 
fact  t h a t ,  f o r  t h e  l i n e a r ,  g a u s s i a n  p r o b l e m  t o  w h i c h  t h e  Kalman f i l t e r  a p p l i e s  
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e x a c t l y ,  t h e  minimum variance and maximum l i k e l i h o o d  estimates coinc ide .  
Thus , the  &( t )  g iven  by  (2 .40)  is s imul t aneous ly  the  minimum va r i ance  and  
maximum l i k e l i h o o d  estimate o f  t h e  x (  t )  g e n e r a t e d  b y  ( 2 . 3 1 ) .  
I n c i d e n t a l l y ,   e q u a t i o n  (2.56) s h o u l d   n o t   b e   t a k e n   t o o   l i t e r a l l y .  It 
is o n l y  i n t e n d e d  t o  i n d i c a t e  t h e  f o r m  o f  t h e  f i l t e r  e q u a t i o n s  w h i c h  r e s u l t s  
when the  p rocedure  desc r ibed  in  Refe rence  [291  is  a p p l i e d  t o  t h e  n o n l i n e a r  
system  (2.43) .  However, t h i s   p r o c e d u r e   e n c o u n t e r s   d i f f i c u l t i e s   w h i c h  do 
no t  occur  in  Refe rence1291  , b e c a u s e  o f  t h e  c o e f f i c i e n t  d 1 + v ( t )  m u l t i -  
p ly ing  n ( t )  i n  (2.43) . A s  p o i n t e d  o u t  i n  R e f e r e n c e  [ 5 ]  , t he  p re sence  o f  
a s t a t e  dependent  coef f ic ien t  mul t ip ly ing  whi te  no ise  immedia te ly  leads  to  
the   S t ra tonovich- I to   d ivergence .  A s  a matter of f a c t ,   t h e   c o r r e c t   f o r m   o f  
t he  l i ke l ihood  func t iona l ,  g iven  by  eq .  (5 )  o f  Re fe rence  [29 ] ,  is  no 
longer  clear when t h e r e  are s t a t e  dependen t  non l inea r i t i e s .  The re fo re  w e  
shou ld  say  on ly  tha t  t he  p rocedure  desc r ibed  in  Refe rence  [291, when e x t r a -  
p o l a t e d  i n  a p l a u s i b l e  way, a p p e a r s  t o  l e a d  t o  a f i l t e r  e q u a t i o n  h a v i n g  
the  form represented  by  eq.  (2.56).  
z 
1 
For   the  same r e a s o n ,  t h e  c o e f f i c i e n t  o ( t )  i n  e q u a t i o n  ( 2 . 5 6 )  i s  2 
probably  not  the  same funct ion  g iven  by  eq. (2.39)  and  obtained as a 
s o l u t i o n  of eq.   (2.35).  The p rocedure   desc r ibed   i n   Re fe rence   [29 ]   can   be  
made t o  l e a d  t o  a d i f f e r e n t i a l  e q u a t i o n  o f  Rica t t i  t y p e  f o r  t h i s  c o e f f i c i e n t ,  
b u t  i t  w i l l  c o n t a i n  terms which depend on j ( t )  , t hus  coup l ing  the  CI ( t )  
and j ( t )  e q u a t i o n s ,  b e c a u s e  o f  t h e  p r e s e n c e  o f  t h e  f a c t o r  
m u l t i p l y i n g  n ( t >  i n  ( 2 . 4 3 )  , as j u s t  me-ntioned. 
2 
1 
For reasons given ear l ier ,  i t  seems c o r r e c t  t o  b e l i e v e  t h a t  t h e  
;( t )  g iven  by  (2 .57)  i s  t h e  c o r r e c t  maximum l i k e l i h o o d  estimate o f  v (  t )  . 
However, d i r ec t   d i f f e ren t i a t ion   o f   (2 .57 )   and   u se   o f   (2 .34 )   does   no t   y i e ld  
(2 .56) .  Again,  there  i s  a d iscrepancy  caused  by  the  fac tor  d 1 + j2 ( t )  . 
A d e t a i l e d  i n v e s t i g a t i o n  o f  t h e  n o n l i n e a r  f i l t e r i n g  p r o b l e m  when t h e  
n o i s e  e n t e r s  w i t h  a s t a t e -dependen t   coe f f i c i en t   appea r s   d i f f i cu l t .   Such   an  
i n v e s t i g a t i o n  w a s  f e l t  t o  e x c e e d  t h e  s c o p e  o f  t h e  p r e s e n t  e f f o r t .  Conse- 
quent ly ,  w e  c o n t e n t  o u r s e l v e s  h e r e  w i t h  p o i n t i n g  o u t  some o f  t h e  q u e s t i o n s  
which arise i n  s u c h  a case. 
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3. MAXIMUM LIKELIHOOD ESTIMATIONy CONTROL AND ERROR ANALYSIS 
3 . 1  INTRODUCTION 
S e q u e n t i a l  o r b i t  d e t e r m i n a t i o n  m u s t  b e  c a r r i e d  o u t  i n  real  t i m e  f o r  
space   miss ions  so  t h a t   c o n t r o l   ( g u i d a n c e )   c o r r e c t i o n s   c a n   b e   a p p l i e d .  The 
method  presently  employed is  s t r a i g h t f o r w a r d .  A model  of  the motion of  the 
s p a c e c r a f t  is c o n s t r u c t e d ,  a n d  p r o b a b i l i t y  d e n s i t y  f u n c t i o n s  d e s c r i b i n g  t h e  
random behavior  of i n i t i a l  c o n d i t i o n s ,  t r a j e c t o r y  d i s t u r b a n c e s  a n d  d a t a  
n o i s e  are p o s t u l a t e d .  Then given a d a t a   r e c o r d  a t  time t cons i s t ing   o f  
a l l  da t a   ob ta ined   up  t o  t estimates of t h e  i n i t i a l  condi t ions   and   d i s -  
tu rbances  are ca l cu la t ed  by  app ly ing  an i te ra t ive  Newton-Raphson technique 
t o  f i n d  t h e  r o o t  of t h e  d i f f e r e n t i a t e d  l i k e l i h o o d  f u n c t i o n .  The c o n t r o l  
(guidance) is  then determined by t r e a t i n g  t h e s e  estimates as though  they 
were t h e  t r u e  v a l u e s  f o r  a de t e rmin i s t i c  sys t em,  and  e r ro r  ana lys i s  i s  per- 
formed by  l i nea r i z ing  the  equa t ions  o f  mot ion  abou t  t he  e s t ima ted  t r a j ec to ry .  
Th i s  i n tu i t i ve ly  r easonab le  p rocedure  has  been  used  wi th  much success .  It  
is  t h e  p u r p o s e  o f  t h i s  S e c t i o n  t o  d i s c u s s  t h e  t h e o r e t i c a l  j u s t i f i c a t i o n  f o r  
t h e  p r e s e n t l y  employed e s t i m a t i o n ,  c o n t r o l ,  a n d  e r r o r  a n a l y s i s  a l g o r i t h m s .  
The r e s u l t s  w i l l  no t  app ly  t o  t h e  most general  form of t h e  s t o c h a s t i c  con- 
t r o l  problem, and an exception w i l l  b e  d i s c u s s e d  i n  S e c t i o n  3 . 2 .  
k’ 
k’ 
It should  be  noted  tha t  a s e q u e n t i a l  e s t i m a t i o n  p r o c e d u r e  o f  t h i s  t y p e  
d o e s  n o t  p e r m i t  t h e  c o n t r o l  t o  b e  a p p l i e d  i m m e d i a t e l y  a f t e r  r e c e i v i n g  t h e  
l a s t  da t a  po in t ,  because  some time is r e q u i r e d  i n  o r d e r  t o  p r o c e s s  t h e  
t o t a l  d a t a  r e c o r d .   T h i s   c o n s i d e r a t i o n   h a s   t h u s   f a r   n o t   b e e n   i m p o r t a n t   i n  
orb i t  de te rmina t ion  and  guidance  problems,  where  e f f ic ien t  numer ica l  t ech-  
niques  have  been  developed.   Consider ing  the  capabi l i ty   of   present-day 
computers,  and the many s i m p l i f i c a t i o n s  w h i c h  c a n  b e  i n t r o d u c e d  i f  o n e  is  
w i l l i n g  t o  a c c e p t  some approx ima t ion  e r ro r ,  t he re  is n o  r e a s o n  t o  b e l i e v e  
t h a t  t h e  c o m p u t a t i o n a l  t i m e  l a g  w i l l - b e  a l i m i t i n g  f a c t o r  f o r  f u t u r e  m i s s i o n s .  
I n  any case, t h i s  i s  a prac t ica l  p roblem which  can  only  be  d iscussed  by  
r e f e r r i n g  t o  a s p e c i f i c  a p p l i c a t i o n ,  r e c o g n i z i n g  t h a t  t h e  alternatives t o  
t h e  maximum l i k e l i h o o d  a l g o r i t h m  are t h e  n u m e r i c a l  s o l u t i o n  of a n o n l i n e a r  
p a r t i a l  d i f f e r e n t i a l  e q u a t i o n ,  o r  some a p p r o x i m a t i o n  o f  t h a t  s o l u t i o n ,  o r  
dynamic programming. 
I’, 
?! 
r; -23- 
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3 . 2  OPEN  LOOP MAXIMUM LIKELIHOOD CONTROL 
The combined est imat ion and control  problem might  be best  understood 
by f i r s t  c o n s i d e r i n g  a re la t ive ly  s imple  example  of  open- loop  maximum l i k e -  
l i hood  con t ro l ,  where  the  con t ro l  co r rec t ion  is  based upon o n l y  a p r i o r i  
i n fo rma t ion  r a the r  t han  da ta  ga the red  du r ing  the  mis s ion .  
Suppose t h a t  a t  time to a s i n g l e  c o r r e c t i o n  i m p u l s e  v e c t o r  u is t o  b e  
app l i ed  so  as t o  c a u s e  t h e  "most l i k e l y "  s ta te  a t  t h e  f i n a l  time T t o  b e  a 
des i r ed   va lue .  L e t  t he   equa t ions  of mot ion   be  
" 
dx 
d t  - f ( x ,  t )  t < t s T  0 
where x is  t h e  s ta te  v e c t o r .  The i n i t i a l   c o n d i t i o n  a t  t(+) i s  x where 
x is  a Gaussian  vector   with  covariance  matr ix  A and mean e q u a l  t o  
[ u  + Ku]. The K is supposed   to   be  a g iven   ma t r ix .  Thus t h e  c o n t r o l  u 
impuls ive ly   changes   the  s ta te  a t  t a c c o r d i n g   t o  
0 0' 
0 0 
0 
X = x(to(+)) = x ( t ( - ) )  + Ku 
0 0 
( 3 . 2 )  
where  x ( t  (-)) is a Gaussian vector  with mean equa l  t o  1-1 and Covariance I\ 
Assuming a one-to-one  mapping  of x t o  t h e  f i n a l  s t a t e  x = x(T)  of   the  
form xT = g ( x o > ,  t h e  p r o b a b i l i t y  d e n s i t y  f u n c t i o n  of x is  
0 0 
0 T 
T 
where c i s  t h e   c o e f f i c i e n t  of t he   Gauss i an   dens i ty   func t ion   o f  x and 
0' 
Def ine  the  l i ke l ihood  func t ion  
But 
ax 
ax, 
is the  inve r se  de t e rminan t  o f  t he  s ta te  t r a n s i t i o n  m a t r i x  
I 
and i t  can be shown t h a t  (see [ 301 , pp. 28) 
Then t h e  most l i k e l y  v a l u e  o f  x i s  t h a t  v a l u e  2 which s a t i s f i e s  T T 
aXT I ” I ¶  
axO 
But for  hami l ton ian  sys tems where  the  s t a t e  t r a n s i t i o n  m a t r i x  is  symplec t ic  
( see  [ 311 , pp.  306) i t  can   be  shown t h a t  = 1 and  hence   t race  [-] = 0. 
I n  t h i s  c a s e  w e  have q(fr ) = 0,  and 
ax  af 
ax  ax 
0 
T 
I n   o t h e r   w o r d s ,   f o r   a n y   d e s i r e d   f i n a l  s t a t e  w e  c a n   f i n d   t h e   c o n t r o l  u 
f rom (3 .9 ) ,  j u s t  as t h o u g h  t h e  i n i t i a l  c o n d i t i o n s  were n o t  random. ( i . e . ,  
hami l ton ian  sys tems can  be  t rea ted  as though they were d e t e r m i n i s t i c )  
Al though th is  proper ty  i s  a l s o  assumed i n  p r e s e n t  o r b i t  d e t e r m i n a t i o n  w o r k ,  
where data  is processed and an estimate of x is o b t a i n e d  b e f o r e  t h e  c o n t r o l  
is a p p l i e d ,  i t  i s  n o t  a t  a l l  c l e a r  t h a t  s u c h  a procedure is  t h e o r e t i c a l l y  
j u s t i f i e d .  One purpose  o f  t he  d i scuss ion  to  fo l low i s  t o  show tha t  unde r  
c e r t a i n  c o n d i t i o n s ,  s u c h  a separa t ion  of  the  es t imat ion  and  cont ro l  problems 
i s  indeed  l eg i t ima te .  
T 
0 
Clea r ly  the  s imple  r e su l t  (3 .9 )  does  no t  app ly  when trace [-I # 0 ,  af ax 
i n  which case a s ta t i s t ica l  “b ia s“  must be  in t roduced .  This  should  not  
be  an  unexpec ted  conclus ion ,  for  a similar r e s u l t  a p p l i e s  i f  o n e  s o u g h t  t o  
con t ro l  t he  expec ted  va lue  E[x  1 .  For  example, i n  t h e  s i m p l e  case T 
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dx 
d t  
1 
" - a  = f l  
with x2(0)  = x 2 (0) 
1 
and 
where u i s  t h e   a p r i o r i   v a r i a n c e   o f  x (0) .  Note   tha t  w e  have 2 1 1 
t r a c e  (-) = t r a c e  af ax [: :I = O 
2 
and  even s o  t h e   s t a t i s t i c a l   b i a s  cI1 occurs .  One shou ld   no t   app ly   t he  
maximum l i k e l i h o o d  a l g o r i t h m  i n  t h i s  case, however ,  for  the assumption of  
a one-to-one  mapping  between x and x i s  v i o l a t e d .  
0 T 
3 . 3  A MAXIMUM LIKELIHOOD ESTIMATION AND CONTROL TECHNIQUE 
I n  t h i s  S e c t i o n  w e  s h a l l  f o r m u l a t e  a gene ra l  maximum l i k e l i h o o d  esti-  
mat ion  and  cont ro l  technique  which  leads  to  a algori thm which i s  c o n s i s t e n t  
w i t h  p r e s e n t  p r a c t i c e  i n  o r b i t  d e t e r m i n a t i o n  and  guidance.  Consider a 
d i s c r e t e ,  n o n l i n e a r  dynamic s y s t e m  d e s c r i b e d  b y  t h e  v e c t o r  d i f f e r e n t i a l  . 
equat ion  
O < t . < T  (3.10) 
1 
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where t is one  of a c lose ly  spaced  set  o f  d i s c r e t e  times ( 0 ,  
t - .  t i 5' t2 
.. . 
i' N-1 '  tN = T I ,  x ( i )  is  t h e  dynamic s ta te  a t  time t d x ( i )  = x ( i + l ) -  i' 
x ( i ) ,  ui is a c o n s t a n t  c o n t r o l  a p p l i e d  i n  t h e  i n t e r v a l  d t ,  a n d  dw is t h e  
s ta te  d i s t u r b a n c e  a p p l i e d  i n  t h e  i n t e r v a l  d t . t  To s ides tep  mathemat ica l  
i 
d i f f i c u l t i e s  w e  s h a l l  assume t h a t  d x ( i )  i s  defined by (3.10) '  where dw(i)  
is s ta te  n o i s e   i n   t h e   S t r a t o n o v i c h   s e n s e .  A t  each t i m e  t d a t a  w i l l  b e  
obtained which i s  of  the  form 
i 
z = h ( x ( i )  , ti> + ni 
i (3.11) 
where n is d a t a   n o i s e .   F o r   s i m p l i c i t y  w e  s h a l l  assume z is a scalar.  We 
assume t h a t  t h e  c o n t r o l  u, a p p l i e d  a t  each t i m e  t, is a func t ion  o f  t he  
i i 
e n t i r e  d a t a  r e c o r d  
a p r i o r i .   D e f i n i n g  
I I 
up t o  t . ,  where  th i s  func t ion  i s  supposed  to  be  spec i f i ed  
t h e  d a t a  v e c t o r  
1 
z ( i )  = [ z  z  z 
T 
0' 1' 2 i-1' Z zi 1 (3.12) 
w e  have 
L e t  t h e  t o t a l  s t a t e  of  the  sys tem be  
rn 
(3.13) 
(3.14) 
S ince  x ( i )   depends  upon y and  {u u  u 1 ,  i t  f o l l o w s   t h a t ,   f o r   a n y  
s p e c i f i e d  f u n c t i o n  u ( z ) ,  t h e  u and z are impl i c i t l y  compl i ca t ed  func t ions  
of  yo  and  nT = [no,   n l ,   -an 3 .  I n  p a r t i c u l a r ,  i f  z ( i )  i s  w r i t t e n  i n  t h e  
form 
0 0 '  1' i-1 
N 
where H i s  a vec to r   func t ion   and  i 
+The s ta te  may inc lude  ce r t a in  cons t an t  "acce le ra t ion"  pa rame te r s  
i n  which case d\ = 0. xk' 
I! 
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m 
n ( i )  = [ n  n  n *-"nil  1 
0' 1' 2' 
'p 
(3.16) 
t h e n  t h e  p a r t i a l  d e r i v a t i v e s  o f  z ( i )  w i t h  r e s p e c t  t o  y are obta ined  by  the  
r e c u r s i v e  r e l a t i o n  
0 
where 
S i m i l a r l y ,  
where n i s  one component of n ,   and i 
From t h e s e  e x p r e  s s i o n s  [ q] au(  i,) and [q] all( i) can be  c a l c u l a t e d .  
(3.17) 
(3.18) 
(3.19) 
Suppose t h a t  an a p r i o r i  p r o b a b i l i t y  d e n s i t y  f u n c t i o n  of y and  the  
0 
t o t a l  n o i s e  v e c t o r  n = n(N) i s  ava i l ab le ,   deno ted  by po(yoy  n) .  L e t  t h e  
f i n a l  s t a t e  b e  yT = [x(T) ,  dwoy - - .  dwrJ] and  assume t h a t   t h e r e  is  a 
T' 
one-to-one  mapping  of  (y  n) t o   ( y T y  z) ,  where z i s  t h e   t o t a l   d a t a   v e c t o r  
z(N). Then 
0' 
where u is  t h e  t o t a l  v e c t o r  u ( N ) ,  w h i c h  is a f u n c t i o n  of y and  n.  
0 
-2 8- 
A p p l y i n g  t h e  i n v e r s e  r e l a t i o n s h i p s ,  t h e  a p r i o r i  p r o b a b i l i t y  d e n s i t y  f u n c t i o n  
of t h e  d a t a  a n d  f i n a l  s ta te  is 
where I.. I is the  de te rminant  of  the  inverse  Jacobian  mat r ix  
.... c ............. 
0 :  I 
- 1 
I :  - 0  
...................... ( % ) I  (E) 
.-I 
where I i s  t h e   i d e n t i t y   m a t r i x .  Then 
But from  (3.19) 
0 
1 
X 
X 
0 
0 
1 
X 
0 
0 
0 
1 
0 
0 
0 
0 
-1 
(3.20) 
(3.21) 
(3.22) 
s i n c e  (E) (e) (2) can be shown t o  b e  a l o w e r  t r i a n g u l a r  m a t r i x  w i t h  
ze ros  on the  main  diagonal .  Then = 1 and  (3.21)  becomes 1% 1-l. az 
I aYO 
b 
It 
-29- 
This  is t h e  i n v e r s e  o f  t h e  d e t e r m i n a n t  o f  t h e  w e l l  known d e t e r m i n i s t i c  s ta te  
t r a n s i t i o n  matrix ( i n c l u d i n g  t h e  dw v a r i a b l e s ) ,  e v a l u a t e d  for a g iven  
y6(yT, z )  and  u (z> .  
Suppose that  a t  some time t w e  are g iven  the  da t a  vec to r  z (K)  and  K 
t h e  p r e v i o u s l y  a p p l i e d  c o n t r o l  u(K-1).  The p r o b a b i l i t y  d e n s i t y  c o n d i t i o n e d  
upon  z(K) is 
where 
m m  
( 3 . 2 3 )  
( 3 . 2 4 )  
and z(N-K) is t h e   d a t a   t o   b e   o b t a i n e d   a f t e r  t L e t  t h e   s u p e r s c r i p t  A 
deno te   t he  maximum l i k e l i h o o d  estimate. D e f i n e   t h e   l i k e l i h o o d   f u n c t i o n  
K’  
Then YT(K) t h e  a n t i c i p a t e d  d a t a  g(N-K) , and  the  p re sen t  p lus  an t i c ipa t ed  
c o n t r o l  u(N-K) are ob ta ined  as the  va lues  wh ich  s imul t aneous ly  sa t i s fy  
L 
( 3 . 2 6 )  
( 3 . 2 7 )  
where u(N-K) = [t, I++~, . . . %] = u(z(N-K))  (The  PzK(z(K))  does  not 
e n t e r   i n t o  ( 3 . 2 6 )  o r  ( 3 . 2 7 )  because z(K) i s  g iven . )  The in s t an taneous  
u(K) i s  t h e n  t h e  f i r s t  e l e m e n t  o f  u (N-K) . This  a lgor i thm i s  supposed to  
b e  a p p l i e d  a t  a l l  times tK where data  is  in t roduced .  
No te  tha t  t he re  is  ano the r  maximum l ike l ihood  e s t ima t ion  p rocedure  
which  can  be  devised.   Suppose  that   he   subset  of  components  of 9 which 
appear   in   the   per formance   index  P a re  denoted by $ , where  yT = [yTIy y 1. 
T 
T T  
T1 T T 2  
-30- 
D e f i n e  t h e  m a r g i n a l  d i s t r i b u t i o n  
m 
(3.28) 
Then e q u a t i o n s  similar t o  (3.26) and (3.27) are developed  but  wi th  p* K 
r e p l a c i n g  p and $ r e p l a c i n g  9 I n   t h i s  case t h e   u n i n t e r e s t i n g  components 
a r e  i n t e g r a t e d  o u t  p r i o r  t o  f i n d i n g  t h e  estimates and  the  con t ro l ,  and  
K T1 .T '  
yT2 w e  are c o n t r o l l i n g  t h e  " m a r g i n a l  mode" o f  t h e  t r a j e c t o r y .  I f  t h e  e n t i r e  
y v e c t o r  i s  estimated  and  the  components y are se l ec t ed ,   wh ich   occu r s  
when p is  used, w e  are c o n t r o l l i n g   t h e  ''modal t r a j e c t o r y " .  It can   be  
shown t h a t  t h e s e  two t e c h n i q u e s  y i e l d  i d e n t i c a l  r e s u l t s  when the  sys t em 
is l inea r ,  o the rwise  they  do  no t .  Con t ro l  of t he  marg ina l  mode h a s  t h e  
most e s the t i c  appea l ,  bu t  fo r  computa t iona l  conven ience  w e  s h a l l  work wi th  
t h e  modal t r a j e c t o r y .  E s s e n t i a l l y ,  w e  w i s h  t o  a v o i d  c a l c u l a t i n g  a proba- 
b i l i t y  d e n s i t y  f u n c t i o n  i n  real  t i m e .  
n 
T T1 
K 
3 . 4  ON THE SEPARABILITY OF ESTIMATION AND CONTROL 
The  combined e s t ima t ion  and  con t ro l  a lgo r i thm deve loped  in  Sec t ion  3 . 3  
might  not  be p r a c t i c a l  to   apply.   Analogous  to   the  open  loop  control   problem 
d i s c u s s e d  i n  S e c t i o n  3 .2 ,  where  the  so lu t ion  can  be  d ivo rced  f rom s t a t i s t i ca l  
c o n s i d e r a t i o n s ,  w e  seek  to  in t roduce  assumpt ions  which  a l low the  es t imat ion  
and  con t ro l  p rob lems  to  be  sepa ra t ed .  Tha t  i s ,  w e  w i s h  t o  j u s t i f y  a pro- 
c e d u r e   w h e r e b y   t h e   i n i t i a l   c o n d i t i o n  y can   be   es t imated  a t  t g iven   da t a  
up t o  t and t h i s   e s t i m a t e   c a n   b e   t r e a t e d  as though i t  were t h e   t r u e  s t a t e  
of a de te rminis t ic  sys tem for  the  purpose  of  comput ing  the  cont ro l .  
0 K'  
K '  
Suppose t h a t  d t  i n  (3.10) i s  s u f f i c i e n t l y  small s o  t h a t  t h e  s t a t e  
t r a n s i t i o n  m a t r i x  [k] can  be  represented  by  i t s  continuous analogue. 
Then, as i n  S e c t i o n  3.2,  
a Y O  
( 3 . 2 9 )  
For many a p p l i c a t i o n s  i t  i s  t r u e   t h a t  trace [-] E 0 ,  and  hence 5 1. a f  ax 
a Y O  
Fo r  example ,  t h i s  cond i t ion  app l i e s  when the continuous form of (3.10) is  
-31- 
a Hamiltonian  system. Then l e t  us  assume t h a t  
(3.30) 
(B) t h e   a p r i o r i   p r o b a b i l i t y   d e n s i t y   f u n c t i o n  p (y  n) 
0 0' 
i s  of  the  form 
P,(Y,, n) = P (Yo> Pn(n>  (3.31) Y 
where y and n are bo th  Gauss i an  va r i ab le s  wi th  ze ro  mean. 
0 
( C )  t h e  ni are uncor re l a t ed ,  i . e .  
T E [n  n ] = r = d iagona l  
Then,  using  (3.15),  
(3.32) 
where A and r are, r e s p e c t i v e l y ,   t h e   a p r i o r i   v a r i a n c e s   o f  y and n .  The 
yo  and  H(yoy  u) are cons ide red  to  be  imp l i c i t  func t ions  o f  y and 2. 
Because  of  the  form of (3 .32) ,   the   l ike l ihood  equat ions   (3 .26)   and   (3 .27)  
become 
0' 
T 
(3.33) 
(3.34) 
-32- 
where I(N-K) is t h e  (N-K) d i m e n s i o n a l   i d e n t i t y   m a t r i x .  But 
[ auy:K)]= 
L e t  b e  a s o l u t i o n   o f  
0 
( 3 . 3 5 )  
( 3 . 3 6 )  
Then,  because  of ( 3 . 3 5 )  and  assumption (C), i t  f o l l o w s  t h a t  ( 3 . 3 3 )  and 
( 3 . 3 4 )  are s a t i s f i e d  by t h i s   v a l u e   o f   a l o n g   w i t h  
0 
where &(N-K) the  an t i c ipa t ed  con t ro l ,  wh ich  depends  upon t h e  c o n t r o l  l a w  
u(z)  , and u(K) is the  p rev ious ly  de t e rmined  ( f ixed )  con t ro l .  
S ince  w e  have as y e t  made no  a s sumpt ions  abou t  t he  ap r io r i  spec i f i ed  
f u n c t i o n  u ( z ) ,  i t  i s  now l e g i t i m a t e  t o  d e f i n e  t h e  a n t i c i p a t e d  c o n t r o l  
G(N-K) as a funct ion  of  9 (K),  where 9 (K) i s  the  so lu t ion  o f  (3 .10 )  wi th  
yo(K)  used t o  d e f i n e  t h e  i n i t i a l  c o n d i t i o n s  x and the   d i s tu rbances  dw 
The u(N-K) might  be determined,  say,  by minimizing some performance index 
J(yT(K),  u(N-K)).  Then 
T T 
0 i '  
aJ 
au  (N-K) = o  ( 3 . 3 8 )  
def ines   the   cont ro l .   For   example ,  ( 3 . 3 8 )  would  be  the  Euler-Lagrange 
e q u a t i o n  i f  t h e  c o n t r o l  were continuous and the system were d e t e r m i n i s t i c .  
This G(N-K) has  the  p rope r ty  tha t  a t  each time t some func t ion  o f  t he  an t i -  
c i p a t e d  maximum l i k e l i h o o d  estimate o f  t h e  f i n a l  s t a t e  i s  minimized.  Since 
% a t  every t i m e  t i s  i n  t h i s  way a funct ion  of  $ (K),  which i n  t u r n  is a 
func t ion   of   z (K) ,  i t  f o l l o w s   t h a t   u ( z )  is  a w e l l  de f ined   func t ion .  Then 
t h e  combined es t imat ion  and  cont ro l  procedure  is as fo l lows:  
K 
R T 
( a )   f i n d  yo from ( 3 . 3 6 )  
( b )   u s i n g   t h i s   v a l u e   i n  (3.10) and ( 3 . 3 8 ) ,  f i n d   t h e   a n t i c i p a t e d  
K c o n t r o l  G(N-K) and hence u( tK) as t h e  f i r s t  element of  G(t  ) 
-33- 
Equation ( 3 . 3 7 )  can  be  used  to  de te rmine  i (N-K) , b u t  t h i s  is n o t  re- 
q u i r e d  t o  d e f i n e  i(N-K).  Note t h a t  i(N-K) i s  the data  which would be real- 
i z e d  i f  $ d i d  d e s c r i b e  t h e  t r u e  v a l u e s  o f  x a n d  t h e  p a s t  a n d  f u t u r e  d i s -  
turbances dw. and i f  t h e  f u t u r e  d a t a  n o i s e  were t o  be   zero .  Thus i (N-K)  
is t h e   d a t a   c a l c u l a t e d  a t  times t < t i tN on t h e  modal t r a j e c t o r y  d e f i n e d  
by Go (K) and ii(N-K). 
0 0 
1- , 
K 
The es t imat ion  and  cont ro l  equat ions  deve loped  here  might  be  s impler  
t o  implement i n   c o n t i n u o u s ,   r a t h e r   t h a n   d i s c r e t e ,   f o r m .  A s  po in t ed   ou t  
above,  the  continuous  form of ( 3 . 3 8 )  i s  the  Euler-Lagrange  equat ion.  The 
cont inuous  form of  the  es t imat ion  equat ion  ( 3 . 3 6 )  i n c l u d i n g  t h e  e f f e c t s  o f  
c o n t i n u o u s  s t a t e  n o i s e ,  w i l l  be  deve loped  in  Sec t ion  5. 
3.5 THE MOMENTS OF THE CONDITIONAL ESTIMATION ERROR 
F o r  e r r o r  a n a l y s i s  p u r p o s e s  i t  may be  necessary  to  compute  a t  time t 
c e r t a i n  s ta t i s t ics  o f  t h e  e s t i m a t i o n  e r r o r  E = yo - yo(K)  assoc ia ted  wi th  
t h e  estimate y . To a v o i d  t h e  n e c e s s i t y  of d e r i v i n g  a compl i ca t ed  e r ro r  
p robab i l i t y  dens i ty  func t ion ,  an  approx ima te  expres s ion  fo r  t he  moments of 
E can be  developed,  which becomes e x a c t  u n d e r  c e r t a i n  a s y m p t o t i c  c o n d i t i o n s .  
For convenience w e  w i l l  hence fo r th  d rop  , t he  subsc r ip t s  K and 0 ,  and E w i l l  
be   unde r s tood   t o  mean E = [yo - io (K) I z (K) 1.  
K 
K 
n 
0 
K 
Suppose L d d t  t h e  e s t i m a t i o n  e q u a t i o n  ( 3 . 3 6 )  is  w r i t t e n  
o = n  G - A ~ ( ? >  r [H (Y) + n - H ( 3 1  ( 3 . 3 9 )  -1 
where H(y) i s  unde r s tood  to  mean , u(K-l)) ,   wi th  u(K-1) f i x e d  a t  i t s  
predetermined  values,   and 
Ylc (y 
A (i)  = [$- 
Then ( 3 . 4 0 )  i m p l i c i t l y  d e f i n e s  
b e  expanded about  an  a rb i t ra ry  poin t  
( 3 . 4 0 )  
t h e  random v a r i a b l e  9 (y ,nj ,  which can 
y = a ,  n = b i n  t h e  form 
-34- 
+ higher order terms (3.41) 
Applying  the  implicit  function  theorem,  (3.41)  yields 
where,  assuming r is  diagonal, B is  the  symmetric  matrix  with  elements 
and r is  the  residual  vector 
(3.44) 
The  higher  order  terms  can  be  evaluated  by  repeated  differentiation  of 
(3.42)  and  (3.43). 
(3.45) ' 
Suppose we are  given a  data  vector z which  yields  the  estimate 9 .  * 
Choose a = 9 and b = z - h(a) in (3.41), which  implies  that  $(a,b) = a. 
This  value  of b is  the  best  estimate of n, given z .  Holding z fixed, so 
that 9 = a is  fixed,  the  estimation  error  conditioned  upon z is E = y - 9 
= y - a. Then  from  (3.41) we have 
-35- 
( 3 . 4 6 )  
+ h i g h e r  order terms. 
The series ( 3 . 4 6 )  i m p l i c i t l y   d e f i n e s  E (n-b). Since  E(O) = 0,  w e  can  apply 
( 3 . 4 6 )  t o  o b t a i n  
E h i g h e r  o r d e r  terms i n  (n-b) 
[AT r-11 (n-b) + . . . 
The moment g e n e r a t i n g  f u n c t i o n  f o r  E is 
m 
M E ( 6 )  = 1 exp [eT E (n-b)] pn(n) dn 
"Co 
m 
T T r'l 
=: c / e x p  E(n-b) - n - nl dn 
"m 2 
where. 0 is  a parameter  vector  and c is  the  coe f f i c i en t  o f  t he  Gauss i an  
d e n s i t y  f u n c t i o n  p . The pth moment of   the ith component  of E is  then  
given by 
n 
( 3 . 4 7 )  
( 3 . 4 8 )  
( 3 . 4 9 )  
Al te rna t ive ly ,  one  cou ld  eva lua te  the  moments of E d i r e c t l y  from ( 3 . 4 7 ) ,  
s i n c e  n is a zero  mean, Gauss ian  var iab le  wi th  known c o v a r i a n c e .  I n  e i t h e r  
case  i t  would b e  n e c e s s a r y  i n  p r a c t i c e  t o  d e l e t e  some o f  t he  h ighe r  o rde r  
terms i n  ( 3 . 4 7 ) .  T h i s  c a n  b e  j u s t i f i e d  i f  terms of the  form 
-36- 
are  negligibly  small  for  large p, which  is  implied  if  the  variance  of E: is
small. 
Note  that  the  first  moment  E[€]  is  the  difference  between  the  maximum 
likelihood  and  minimum  variance  estimates,  which  is  defined  by  the  property 
that E [ € ]  = 0 .  Thus  the  minimum  variance  estimate  is {a + E [ € ] ) .  If  only 
the  linear  term in (3.47)  is  significant,  as  would be the  case  if  the 
asymptotic  conditions  to  be  discussed  in  Section  3.6  apply,  then  both  esti- 
mates  are  (approximately)  the  same,  and  both  produce  a  Gaussian  estimation 
error  with  variance  (A r A). This  expression  will  be  developed  in 
Section  3.6. 
T -1 
3.6 THE ASYMPTOTIC  MOMENTS OF THE CONDITIONAL  ESTIMATION ERROR 
A  simplified  (truncated)  form of (3.47)  can  be  devised  under  certain 
"asymptotic"  conditions,  which  can  apply  if  state  noise  is  not  present. 
Assume  that  the  system  (3.10)  is  observable  and  asymptotically  well  condi- 
tioned,  where 
Definition:  A  dynamic  system  is  said  to  be  completely  observable  at 
K time t if  the  normal  matrix  (information  matrix)  has  full  rank  for  all 
y, where 
,. 
(3.50) 
A  system  is  said  to be asymptotically well conditioned  if  the  eigenvalues 
of  N (9) go  to  infinity  as t goes  to  infinity. K K 
Definition:  The  asymptotic  form  of  (3.47)  is  the  series  obtained  by 
deleting terms of order IN I . -1 2 
The linear  terms of the  asymptotic  form  are  as  given  by  (3.42)  and 
(3.43). The  higher  order  terms  can  be  evaluated  by  noting  that 
(3.51) 
-37- 
Then i f  
i t  follows that ( symbol ica l ly)  
where (5) involves  terms of the type t>) - , s i n c e  
S i m i l a r l y ,  
s o  tha t   ( symbol i ca l ly )  
( 3 . 5 2 )  
( 3 . 5 3 )  
( 3 . 5 4 )  
( 3 . 5 5 )  
( 3 . 5 6 )  
-38- 
Thus t o  s e c o n d  o r d e r  ( 3 . 4 6 )  is a p p r o x i m a t e l y  l i n e a r  i n  (n-b)  and  quadratic 
i n  E .  I f   t h e   c u b i c  terms i n  ( 3 . 5 2 )  are n e g l i g i b l e ,   a n d   i f  i s  o f   o r d e r  
-1 N , t h e n   o n l y   t h e   l i n e a r  terms o f  ( 3 . 4 7 )  are s i g n i f i c a n t   a n d  
E = N A r (n-b) -1 T -1 ( 3 . 5 7 )  
The e s t i m a t i o n  e r r o r  i s  then (approximately)  a Gauss i an  va r i ab le ,  w i th  
E [ € ]  = - N  A r- 'b = -  N A a -1 T -1 -1 ( 3 . 5 8 )  
s i n c e  AT b = A a. This  is t h e   c o r r e c t i o n  term which makes t h e  estimate 
f o r  a l inear  sys tem unbiased  over  the  ensemble  of  a l l  d a t a  r e a l i z a t i o n s  
( R e c a l l  t h a t  E is t h e  e r r o r  o b t a i n e d  h o l d i n g  t h e  d a t a  f i x e d ) .  The v a r i a n c e  
is  
-1 
E [ E - N  A a ]  = N  A r -1  -1 2 -1 T -1 AT N-l -1 = N  ( 3 . 5 9 )  
Assuming t h e  l i n e a r  a p p r o x i m a t i o n  is reasonable ,  the  asymptot ic  mean of E 
could  be  obta ined  wi thout  inver t ing  the  series ( 3 . 4 6 )  by tak ing  the  expec ta-  
t i o n  o f  ( 3 . 4 6 )  and s u b s t i t u t i n g  E [ E  ] as   obtained  f rom  the  Gaussian  approxi-  
m a t i o n  f o r  a l l  p > 1. 
P 
3.7 THE ASYMPTOTIC STATISTICS OF THE ESTIMATION ERROR FOR  PARTIALLY 
OBSERVABLE SYSTEMS 
An asympto t i c  fo rm o f  the  e r ro r  s t a t i s t i c s  can  be  deve loped  fo r  some 
components  of t h e  s t a t e  of  a par t ia l ly  observable  system, where the normal  
m a t r i x  d o e s  n o t  h a v e  f u l l  r a n k .  T h i s  s i t u a t i o n  i s  t o  b e  e x p e c t e d  when 
s t a t e  n o i s e  is  p r e s e n t .  
Suppose the s ta te  v e c t o r  i s  decomposed i n t o  two p a r t s  a c c o r d i n g  t o  
yT = [y,, y , ] ,  and l e t  ( 3 . 4 2 )  and ( 3 . 4 3 )  b e  w r i t t e n  
T T  
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=I M21 M12 %2 
M22 
1 
I 
-1 
-1 
( 3 . 6 0 )  
( 3 . 6 1 )  
( 3 . 6 2 )  
( 3 . 6 3 )  
( 3 . 6 4 )  
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In  (3 .65)  w e  have 
A12 = 0 and A21 = 
(-) 
(-) 
(,,) 
where 
K 
Suppose that 
assumed t h a t  y1 and y are ap r io r i  uncoup led ,  s o  t h a t  
0. From (3.60)  and  3.61) w e  have 
2 
- N22) 
-1 
(3.66) 
(3.67) 
(3.68) 
(3.69) 
t h e r e  is a weak coupling between y1 and y 2 ,  i n  t h e  s e n s e  
t h a t  N12 % 0 ,  B12 M 0 ,  and hence M12 M 0.  Then 
(%) 
(g) 
(3.70) 
(3.71) 
(3.72) 
I n  p a r t i c u l a r ,  t h i s  i s  t h e  c a s e  i f  y 2  is the  unobservable  por t ion  of 
t h e  s ta te  v e c t o r ,   f o r   t h e n  A2 = 0. Thus i f  N asymptot ica l ly   goes   to  
i n f i n i t y  w h i l e  N remains small, w e  assert t h a t  t h e  a n a l y s i s  of Sect ion  3 .4  
c a n  b e ' a p p l i e d  e s s e n t i a l l y  u n c h a n g e d  t o  t h e  o b s e r v a b l e  components of the 
state. This  conclus ion  is important  when t h e r e  are many system parameters 
t o  be  cons ide red ,  e .g . ,  when s t a t e  n o i s e  is p resen t .  
11 
22 
\ -41- 
:\ 
II B 
3 . 8  APPROXIMATE  DIFFERENTIAL EQUATIONS FOR THE ESTIMATION ERROR BIAS 
I n  S e c t i o n  3 .6  i t  w a s  shown t h a t  t h e  c o n d i t i o n a l  e s t i m a t i o n  e r r o r  
becomes asymptot ical ly  Gaussian,  and i t  was s u g g e s t e d  t h a t  t h e  e r r o r  b i a s  
(mean) in  the  non-asympto t i c  case ( f in i te  normal  mat r ix)  might  be  approxi -  
mated by using the Gauss i an  a s sumpt ion  to  ca l cu la t e  the h i g h e r  moments i n  
t h e  ( 3 . 4 6 ) .  Cons i s t en t   w i th   t h i s   app roach ,  i t  i s  p o s s i b l e   t o   d e r i v e   a n  
a p p r o x i m a t e  d i f f e r e n t i a l  e q u a t i o n  f o r  t h e  e s t i m a t i o n  e r r o r  b i a s .  The 
me thod  can  on ly  be  r igo rous ly  ju s t i f i ed  fo r  obse rvab le  sys t ems  wi th  no  
s ta te  n o i s e ,  b u t  t h e  e f f e c t  o f  s t a t e  n o i s e  w i l l  be  inc luded  for  comple teness .  
L e t  & and  dG(t)   be   the estimates o f   t h e   i n i t i a l   c o n d i t i o n s ,   d e t e r -  
0 
mined  from data   z(K),   where t I tK. Define 
d [6w( t ) ]  = d[w( t )  - G ( t ) ]  
Expanding   the   r igh t   hand   s ide   o f  ( 3 . 1 )  about   [G(t) ,   d ; ( t ) ] ,   and  ( for  s i m -  
p l i c i t y )  d e l e t i n g  t h e  c o n t r o l ,  w e  have 
L e t  E [ ~ ~ ( t ) & . ( t ) ]  = p . . ( t ) .  Then in t roducing  the  Gauss ian  assumpt ion  for  
J 1 J  
t he  pu rpose  o f  ca l cu la t ing  moments  on the  r igh t  hand  s ide  o f  t he  d i f f e ren -  
t i a l  e q u a t i o n  ( e . g . ,  f i r s t  moment i s  z e r o ,  e t c . ) ,  w e  have 
4 a f i  
j "k 1 m ax a ax  ax ) ('jk ' l m )  
+ terms of order  (p jk)  4 
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I' 
The p ( t )  can b e  c a l c u l a t e d  from 
- 
i j  
3 
1 a fi 
+ 3! k , l ,m  ( a  "k ax 1 ax m )(pk1 'mj) 
+ 3 !  k , l , m  c (-)(pkl a \ a  1 m Pmi) 
+ terms of   o rder   (p i j )  4 -k y i j  i , j; .=1,*.. 
,n  
(3.75) 
where 
Cons i s t en t  w i th  the  Gauss i an  a s sumpt ion ,  t he  in i t i a l  cond i t ions  fo r  (3 .74 )  
a n d ( 3 . 7 5 ) a r e Y   r e s p e c t i v e l y ,   E [ E . ( O ) ]  = 0 and  E[pij(0)] = Nxo where N is  t h a t  
p o r t i o n  of t he  no rma l  ma t r ix  o f  (3 .50 )which  desc r ibes  the  in i t i a l  cond i t ions .  
S i m i l a r l y ,  t h e  y ( t )  would  be ca lcu la ted   as   though  the   sys tem were l i n e a r .  
This should be done by f i n d i n g  t h e  e r r o r  c o v a r i a n c e  a s s o c i a t e d  w i t h  t h e  
cont inuous   es t imator   o f  (-), t o  b e  d i s c u s s e d  i n  S e c t i o n  6. A l t e r n a t i v e l y ,  
one   could   f ind  an approximate y ( t )  from the  well known Kalman f i l t e r  
equat ions .  
-1 
1 x0 
i j  
d& 
d t  
i j  
N o t e  t h a t  t h i s  method of f i n d i n g  t h e  e s t i m a t i o n  e r r o r  s t a t i s t i c s  
d i f f e r s  from other approximation techniques employing Gaussian moments i n  
t h a t  t h e  modal t r a j e c t o r y  G ( t )  is used as t h e  r e f e r e n c e ,  r a t h e r  t h a n  t h e  
a p r i o r i   t r a j e c t o r y .   R e c a l l i n g   t h e   d i s c u s s i o n   o f   t h e   a s y m p t o t i c   p r o p e r t i e s  
of t h e  e s t i m a t i o n  e r r o r  o f  S e c t i o n  3 . 6 ,  i t  appea r s  t ha t  moment t r u n c a t i o n  
c a n  o n l y  b e  j u s t i f i e d  i f  o n e  e x p a n d s  a b o u t  t h e  modal t r a j e c t o r y .  T h i s  w i l l  
b e  t h e  b a s i s  f o r  t h e  l i n e a r i z e d  a n a l y s i s  t o  b e  p r e s e n t e d  i n  S e c t i o n s  7 and 8. 
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4 .  ESTIMATION OF UNKNOWN ACCELERATION 
4.1 INTRODUCTION 
The  maximum  likelihood  estimation  algorithm  developed  in  Section 3 
requires  that  the  initial  conditions  and  the  random  acceleration  function 
be  simultaneously  estimated.  The  resulting  solution  includes  the  "smoothed" 
(rather  than  "filtered")  estimate  of  the  acceleration  function  at  every 
instant  in  time,  based  upon  the  entire  data  record.  This  property,  plus 
the  fact  that  linearity  is  not  assumed,  distinguishes  this  approach  from 
the  treatment  of  state  noise  in  Kalman  filtering.  The  Kalman  form  of  the 
estimator  can  be  extended  to  treat  the  linear  data  smoothing  problem,  how- 
ever,  as  is  shown  in  [32]. 
This  type  of  problem  arises  in  many  applications,  such  as  the  recon- 
struction  of  liftldrag  histories  for  re-entry  vehicles,  or  the  analysis  of 
trajectories  perturbed  by  random  thrust  acceleration, or the  determination 
of  orbits  which  are  perturbed  by  model  errors  of  unknown  origin.  Probably 
the  most  important  application  is  the  latter. In this  case  one  assumes 
that  an  unknown  acceleration  is  acting,  pretends  that it is  white  noise 
with  some  hypothetical  variance,  and  recovers  an  estimate  of  the  unknown 
function  which  is  hopefully  a  reasonable  approximation  of  physical  reality. 
In  this  Section we shall  develop a  continuous  expression  for  a 
more  general  form  of  the  estimation  algorithm  presented  in  Section (3 .5) ,
by  using a  variational  approach  (see  also  [33]). A practical  numerical 
algorithm  for  solving  the  problem will  be  developed,  as  well  as  a  successive 
approximation  technique  which  may  be  adequate  for  some  applications.  A 
simple  example will  be  discussed,  and  the  associated  estimation  using  the 
algorithm  to  estimate  non-white  acceleration  will  be  analyzed. 
4.2  FORMULATION OF THE  PROBLEM 
Let  the  equations  of  motion  be 
dx = f(x,  t)dt + G(x, t) dw ( 4 . 1 )  
where  x  is  the  n-dimensional  the  state  vector,  composed  of  the  position  and 
velocity  coordinates  plus  all  parameters  which  affect  the  tracking  problem 
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( f .  = 0 i f  xi is a constant  parameter) ;  the m-dimensional  vector  
a ( t )  = [ ~ ( t ) ]  is  t h e  random  (unknown) a c c e l e r a t i o n  f u n c t i o n ,  a n d  G(x, t )  
is  a matrix  which  depends upon t h e  state and time. For  example, i f  x is 
a s ix   d imens iona l   vec to r ,   where   (x  x   ) are v e l o c i t y  components  and 
1 
dw 
1’ 2, 3 
(x4, x5, x )a re  p o s i t i o n  components , then  a possible  form of  G is [-be], 
where I i s  t h e  3 x 3 i d e n t i t y  m a t r i x .  I n  t h i s  c a s e  n = 6 and m = 3 .  L e t  
t h e  d i f f e r e n t i a l  o f  t h e  i- data  type  (e .g . ,  the  incrementa l  change  of  the  
d o p p l e r  i n t e g r a l )  b e  g i v e n  by 
I 
6 
t h  
dpi = h i ( x ( t ) ,   t ) d t  + dn i ( t )  i = l , .  . . k  
where k is  t h e  number of d a t a  t y p e s ,  h i ( x ( t ) ,  t )  i s  some non l inea r  func t ion  
of X and t ,  and d n . ( t )  i s  da ta   no i se .   Suppose   t ha t   w . ( t>   and   n i ( t>  are 
uncor re l a t ed ,  ze ro  mean, Gauss ian  s tochas t ic  processes ,  where ,  a t  each t i m e  
t ,  
I 1 
E [ dwi]’ = [ owi2] d t  i = l , .  . . m  
i = l , .  . . k  
Thus w . ( t )  a n d  n . ( t )  are  Wiener   p rocesses .   Fur thermore ,   suppose   tha t   the  
a p r i o r i   d i s t r i b u t i o n  of  t h e   i n i t i a l  s t a t e  x is Gaussian,   wi th  mean and 
covar iance   mat r ix  A .  Consider ing   the   vec tors  dw and  dn  composed, r e spec t -  
1 1 
0 
i ve ly ,  o f  t he  dw( t . )  and  dn ( t . )  a t  t h e  d i s c r e t e  times { t  tl’ . . . t . . . t,) , 
t h e   j o i n t   a p r i o r i   p r o b a b i l i t y   d e n s i t y   f u n c t i o n   ( p . d . f . )   f o r   { x  dw, dn)  
is of  the form 
1 1 0’ i’ 
0 )  
. . - [ p .  d.f.(dw(tN)].[p.d.f.(dn(to))]...[p.d.f.(dn(tN))] (4.3) 
where  each  [p .d . f . ]  is Gaussian. L e t  zi = (dt ). Takfng   the   nega t ive   o f  
t h e   l o g a r i t h m   o f   ( 4 . 3 ) ,   s u b s t i t u t i n g  [ z  - hi(x,  t ) ]  d t  f o r  d n i ( t ) ,  a n d  
p a s s i n g  t o  t h e  l i m i t  as d t  + 0,  t h e  l i k e l i h o o d  f u n c t i o n  f o r  ( x o ,  6, a) is 
dpi 
i 
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where to = 0 and T i s  the   du ra t ion   o f   t r ack ing .   G iven   da t a   z ( t )   t he   p rob lem i s  
to   choose  estimates o f   t h e   i n i t i a l   c o n d i t i o n ,  x a n d   a c c e l e r a t i o n   f u n c t i o n ,  
& ( t )  , which  maximizes  the  l ike l ihood func t ion  p. 
A 
0’ 
4 . 3  THE FORM OF THE ESTIMATION EQUATIONS 
The es t imat ion  equat ions  can  be  obta ined  as t h e  s o l u t i o n  o f  a c a l c u l u s  
o f  v a r i a t i o n s  p r o b l e m  o f  t h e  Mayer type .  Def ine  the  add i t iona l  s t a t e  v e c t o r  
component p ( t ) ,  w i t h  
and 
k 2 -1 
ddQ = $ [on ( t ) ]   [ z i  - h i ( x ,   t ) ]  d t  2 1=1 i 
Thus p(T) is t h e   l i k e l i h o o d   f u n c t i o n ,  as p e r  ( 4 . 4 ) .  Adjoin   the  1; t o  ( 4 . 1 )  
a n d  c o n s t r u c t  t h e  v a r i a t i o n a l  e q u a t i o n  d e s c r i b i n g  v a r i a t i o n s  f r o m  t h e  b e s t  
estimate of t he  t r a j ec to ry  (deno ted  by  A ) ,  given by 
d t  [““I 6p = [E  :][:;] + [ ZT] 6a ( 4 . 7 )  
,. h 
where  6x( t )  = x ( t )  - x ( t ) ,  6 a ( t )  = a ( t )  - a ( t ) ,  and 
-4 6 -  
I 
F 
F ( t )  = [m] + [ & ( t ) ]  T [ aGT(G(t),  
ax ax ( 4 . 9 )  
G(t)  = G ( G ( t ) ,   t )  (4.11) 
I n t r o d u c e  t h e  s t a t e  t r a n s i t i o n  m a t r i x  a s s o c i a t e d  w i t h  t h e  v a r i a t i o n a l  e q u a t i o n  
( 4 . 7 ) ,  which is  of t h e  form 
where  U(t ,  s )  i s  t h e   f a m i l i a r   m a t r i x  , and t h e  row vec to r  A ( t ,  S )  T 
h a s  t h e  p r o p e r t y  t h a t ,  f o r  f i x e d  t ,  
- X ( t ,  S) = - [A ( t ,  S) F(s )  + H(s)] d T  T ds ( 4 . 1 2 )  
Note t h a t  A(T, s) i s  the   Lagrange   mul t ip l ie r   vec tor   o f  [ 3 3 ] .  The s o l u t i o n  
of ( 4 . 7 )  can  then  be  wr i t t en  in  the  fo rm 
:* 
- t  
6 x ( t )  = u ( t ,  0) 6x0 + 1 U(t ,  S) G(s) a ( s )  ds 
0 
( 4 . 1 3 )  
( 4 . 1 4 )  
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where 
(4.15) 
I f  p (T)  i s  t o  b e  m a x i m i z e d  w i t h  r e s p e c t  t o  a r b i t r a r y  v a r i a t i o n s  i n  fr and 
k ( t )  , i t  fo l lows  tha t  6p(T)  must  be  zero  for  a l l  v a r i a t i o n s  6x  and 6 a ( t ) ,  
f o r  i f  t h i s  w e r e  n o t  t r u e  w e  could improve the value of p(T) by a f i r s t -  
o r d e r   c h a n g e   i n   t h e s e   q u a n t i t i e s .   T h u s ,   ( t a k i n g   t h e   t r a n s p o s e )  
0 
0 
X(T,  0 )  + A (xo - p )  = 0 -1 * ( 4 . 1 6 )  
where ['I was obtained  from ( 4 . 5 ) .  The s o l u t i o n  f o r  X(T, s)  can  be 
e x p l i c i t l y  o b t a i n e d  i n  terms of U ( s ,  o ) ,  f o r  i t  can be shown t h a t  
- U ( s ,  0 )  = F ( s ) U ( s , o )  d ds  
Then 
and i t  is  e a s i l y  v e r i f i e d  t h a t  
AT(T, s)  = H ( T )  U ( T ,  0 )  clT] U-'(S, 0 )  [. 
s a t i s f i e s  ( 4 . 1 2 ) .  D e f i n e   t h e   f a m i l i a r  row m a t r i x  
( 4 . 1 8 )  
( 4 . 1 9 )  
a. 
( 4 . 2 0 )  
( 4 . 2 1 )  
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Then,  from ( 4 . 1 0 ) ,   ( 4 . 1 6 ) ,   ( 4 . 1 7 )  and ( 4 . 2 0 ) ,  w e  have 
( 4 . 2 2 )  
- h i ( & ( t ) t )   ] d t  ( 4 . 2 3 )  
Equat ions ( 4 . 2 2 )  and ( 4 . 2 3 )  are t h e  r e s u l t s  w e  s eek .  The s o l u t i o n   o f   t h e  
est imat ion  problem is  t h e  2 and i(s) which s a t i s f i e s  t h e s e  e q u a t i o n s .  
0 
4 .4  A NUMERICAL  ALGORITHM FOR SOLVING THE PROBLEM 
Suppose  tha t  observa t ions  are  made a t  d i s c r e t e  times i t . } ,  where  the  
1 
measured  observa t ion  vec tor  i s ,  a c c o r d i n g  t o  4 . 2 ,  dp( t i )  = p ( t i )  - ~ ( t ~ - ~ ) .  
The computed (p red ic t ed )   obse rva t ion  a t  t g iven   t he  estimate of t h e  s t a t e  i' 
A 
a t  i s  [h(X(t i  - 1), ti-l ) ] d t .  Assume the   da t a   has   been   no rma l i zed  s o  
t h a t  u ( t )  = 1 f o r  a l l  i = 1, 2 ,  ... k,  a n d   d e f i n e   t h e   d a t a   r e s i d u a l  L n i 
I f  p ( t )  i s  a k d imens iona l  vec to r  (usua l ly  k = 1) then  [- ah ] is a k by n 
m a t r i x  ( u s u a l l y  n = 6 )  and  the  ma t r ix  
a d t )  
i s  a l s o  a k by n matrix,  where U ( t )  deno te s  the  s t a t e  t r a n s i t i o n  m a t r i x  
U ( t ,  0). S u p p o s e   t h a t   h e   a p r i o r i   v a r i a n c e   o f  x i s  i n f i n i t e  (A = 0) , 
so  t h a t  t h e  d i s c r e t e  f o r m  of ( 4 . 2 2 )  i s  
-1 
0 
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( 4 . 2 6 )  
i 
B~ = A .  r T 
j =1 J j  
( 4 . 2 8 )  
t h e n  ( f o r  d t  s u f f i c i e n t l y  s m a l l )  t h e  e q u a t i o n s  o f  m o t i o n  are 
Each t i m e  a d a t a  p o i n t  is  passed,  B i s  changed  simply  by 13 + A r -+ 6. If 
B = 0 a f t e r  t h e  l a s t  d a t a  p o i n t  is  processed ,  then  the  problem i s  f i n i s h e d .  
I f   n o t ,   t h e n  x must be  changed. To see how  much x must  be  changed,  define 
T 
0 0 
s o  t h a t  a v a r i a t i o n  6x r e s u l t s  i n  a v a r i a t i o n  6B given by 
0 
6 8  = N6x . We a l s o  d e f i n e  M = M(t) so t h a t  6 x ( t )  = U(t)   M(t)  &xo. Now 
6x s a t i s f i e s  t h e  d i f f e r e n t i a l  e q u a t i o n  
0 
I f  M s a t i s f i e s  t h e  d i f f e r e n t i a l  e q u a t i o n  w h e r e  F = F ( t )  i s  def ined by ( 4 . 9 )  
f i = V $ N ,  ( 4 . 3 1 )  
then 6 x  = U M 6x w i l l  s a t i s f y  t h e  r e q u i r e d  d i f f e r e n t i a l  e q u a t i o n  as may be  
s e e n  b y  s u b s t i t u t i o n :  
0 
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= fi M 6xo + U fi 6xo 
= F U M 6 x o + U V I $ N 6 x o  
= F 6x + I$ N 6xo 
= F G x + @ 6 $  . ( 4 . 3 2 )  
A t  each  da ta  t i m e ,  t h e  v a r i a t i o n  i n  r can be computed 
= A M 6xo ( 4 . 3 3 )  
Now t h e  c h a n g e  i n  t h e  v a r i a t i o n  of $ a t  each  da ta  t i m e  can  be  computed: 
B + A  r + B  T 
6 6  + A 6 r  -+ 6B T 
N 6xo + A A M 6xo + N 6x T 
0 
N + A ~ A M - + N  . 
F i n a l l y ,   i f  B 0 a f t e r  t h e  las t  d a t a  time then  a v a r i a t i o n  of  6x = 
[N( t )  ]-I B (T) should make i t  near  zero .  
0 
I n  summary, w e  have  e s t ab l i shed  the  fo l lowing  a lgo r i thm:  
I n i t i a l  c o n d i t i o n s  f o r  i n t e g r a t i o n  
x ( t )  = x = a p p r o x i m a t e  i n i t i a l  s ta te  v e c t o r  ( 6  x 1 v e c t o r )  
M(O) = U(0) = I (6 x 6 ma t r i ces )  
0 
" " 
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B ( 0 )  = 0 ( 6  x 1 v e c t o r )  
N ( 0 )  = 0 ( 6  x 6 ma t r ix )  
E q u a t i o n s  t o  b e  i n t e p r a t e d  
ir = f ( x ,  t) + 4 B , where 4 = (G R G V ), V = U T T  -1 
Data process ing  (per formed each  da ta  t ime)  
r = [ h ( x ) ] d t  - dp 
B f A  r + B  T 
N + A ~ A  M +  N 
I n i t i a l  s ta te  c o r r e c t i o n  ( p e r f o r m e d  a f t e r  a l l  da ta  has  been  processed)  
6x = - [ N ( t ) ] - l  B ( T )  
0 
I f  &xo = 0 ,  the  problem is  f i n i s h e d ;  o t h e r w i s e  x + &xo -+ x. , and  the 
0 
i n t e g r a t i o n  i s  r e s t a r t e d .   A f t e r   c o n v e r g e n c e ,   t h e   a c c e l e r a t i o n   f u n c t i o n  i s  
given by & ( t )  = [ R ( t )  G ( t ) ,  V ( t ) ]  B ( t ) .  T T 
No te  tha t  t he  inve r se  of t h e  state t r a n s i t i o n  U ( t )  c a n  b e  s i m p l y  
obta ined .  The s t a n d a r d   v a r i a t i o n a l   e q u a t i o n s  are 
fi = FU, U(t ) = I, U ( t )  = 6 x 6 ma t r ix  
0 
where F is t h e  m a t r i x  o f  p a r t i a l  d e r i v a t i v e s  o f  components of f w i t h  r e s p e c t  
t o  components of q. The inverse   o f  U is c a l l e d  t h e  a d j o i n t  m a t r i x  : V = U . -1 
This  mat r ix  can  be  computed by V = J U T  J T  , where 
This is  known as the   " Jacob i   i nve r se"  of U. To p r o v e  t h a t  t h i s  is t h e  
i n v e r s e  o f  U n o t e  f i r s t  t h a t  F h a s  t h e  form 
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where YT = Y. It f o l l o w s   t h a t  F J + J F = 0 .  L e t t i n g  $I = VU, i t  fo l lows  T T  T 
t h a t  i = $ U + V C =  JU J U +  JU J U =  JU F J U +  JU J F U =  -T T T T .  T T T  T T  
JU (F J + J F)U = 0. S i n c e  r$(t ) = I and I$ = 0, i t  f o l l o w s   t h a t  r$ 3 I 
and V 5 U . 
T T T  T 
0 
-1 
4.5 A SUCCESSIVE  APPROXIMATION TECHNIQUE FOR  SOLVING THE PROBLEM 
Exis t ing  orb i t  de te rmina t ion  computer  programs so lve  the  nonl inear  
es t imat ion problem when no random a c c e l e r a t i o n  i s  present  by  a modified 
Newton-Raphson method.  That i s ,  equat ion  (4 .22)  is l i n e a r i z e d   a b o u t   t h e  
K- estimate of x t h e  (K + 1)- e s t i m a t e  i s  obta ined  by s o l v i n g  a set  of t h  s t  
0' 
l i nea r   equa t ions ,   and   t he   p rocedure  i s  i t e r a t ed   t o   conve rgence .   Th i s   p ro -  
cedure w i l l  obvious ly  g ive  an  approximate ly  cor rec t  es t imate  of  the  para-  
meter v e c t o r  x i f  only small ampli tude random a c c e l e r a t i o n  i s  p r e s e n t .  
I t ,  t h e r e f o r e ,  seems reasonable  to  suppose  tha t  the  present ly  employed  
parameter  es t imat ion  a lgor i thm could  be  modi f ied  s o  as t o  r e f l e c t  t h e  
presence of small a p p l i t u d e  a c c e l e r a t i o n .  Such a method w i l l  be  developed 
h e r e .  
0 
Assume the  da t a  has  been  no rma l i zed  s o  t h a t  0 2 ( t )  = 1 f o r  a l l  i ,  n i 
and l e t  
x = t h e  K- estimate of x - K  t h  
0 0 
*K a ( t )  = t h e  K- estimate o f  a ( t )  th 
Holding a ( t )  f i x e d ,  e x p a n d  ( 4 . 2 2 )  t o  f i r s t  o r d e r  i n  f t o  o b t a i n  -K 
0 
- K + l  - K 
IX0 - x 0 ] = [ A - l  + 81-l (d [AT( t )  IK[z( t )  - h ( x K ( t )  , t ) l d t  
(4.34) 
\$ 
i 
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where   [A( t ) ]  , [ U ( t ,   o ) ]  , and [ G ( t ) l K  are t h e   p r e v i o u s l y   d e f i n e d  matrices, 
eva lua ted  on t h e  K- e s t ima ted  t r a j ec to ry ,  and  the  no rma l  ma t r ix  is 
K K 
t h  
k T  
N~ = 1 [AT( t )   A i ( t ) lK   d t  
i=l 0 1 
( 4 . 3 5 )  
The r ev i sed  estimate of a ( t )  is  
[ & ( s ) ] ~ + ~  = [ R ( s )  GT(s)   VT(s) IK  [AT( t ) lK[z( t )  - h ( x   ( t ) ,   t ) ] d t  ( 4 . 3 6 )  K+1 
S 
This  a lgor i thm i s  t o  b e  i t e r a t e d  t o  c o n v e r g e n c e ,  w h e r e  t h e  p a r t i a l  d e r i v a t i v e  
matr ices  could be changed a t  e a c h  i t e r a t i o n  i n  o r d e r  t o  i n t r o d u c e  t h e  e f f e c t  
of n o n l i n e a r i t y .   N o t e   t h a t   e q u a t i o n  ( 4 . 3 4 )  i s  i d e n t i c a l   t o   t h e   f o r m   p r e s e n t l y  
implemented i n  o r b i t  d e t e r m i n a t i o n  p r o g r a m s ,  e x c e p t  t h a t  t h e  c a l c u l a t e d  
r e s i d u a l s  r e f l e c t  t h e  e f f e c t  of &(s)  a n d  s u c c e s s i v e  i t e r a t i o n s  i n t r o d u c e  
changes i n  &(t)  as an  in te rmedia te  s t e p .  
It is n o t  a t  a l l  c l ea r  t ha t  t he  sugges t ed  success ive  approx ima t ion  
technique w i l l  converge.  The so lu t ion  o f  t he  l i nea r i zed  p rob lem can  be  
thought  of as a success ive  approx ima t ion  t echn ique  fo r  i nve r t ing  a ma t r ix .  
To see t h i s ,  s u p p o s e  t h a t  t h e r e  is only one data type which is  l i n e a r  i n  
x and a ( t )  , t h a t  i s  
0 
t 
z ( t )  = A(t)  x. + [E ( t ) ]  1 U(t ,  S )  G(s) a ( s )  ds + dt dn 
0 
( 4 . 3 7 )  
Suppose  that  !A = 0 and IS ( t )  = IS f o r  a l l  t ,  and l e t  equat ions  ( 4 . 2 2 )  and 2 
W V i 
( 4 . 2 3 )  b e  w r i t t e n  i n  t h e  s y m b o l i c  f o r m  ( t h i n k  of a ( t )  as t h e  i n f i n i t e -  
d imens iona l  vec tor  a )  
[A-l + N] f; + P i  = f l ( z )  
0 
[I + oV M I  & + ov Qxo = o f 2 ( z )  2 2 -  2 
V 
( 4 . 3 8 )  
( 4 . 3 9 )  
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where P ,  M and Q are l inear i n t e g r a l  o p e r a t o r s  d e n o t i n g ,  r e s p e c t i v e l y ,  
t h e  o p e r a t i o n s  
m + 
m + 
[U-l(s ,o)   G(s) lT J T  [ A T ( t )   A ( t ) ]   d t  
S 
and 
f l ( z )  = 1 T T  A z d t  
0 
A 
Using equat ion ( 4 . 3 9 )  t o  e l i m i n a t e  cx f rom equat ion ( 4 . 3 8 1 ,  w e  have 
( A i l  + N - G P I I  + oV2 MI-' Q) Go = ( f l ( z )  - G PII + oV2 M 1 - l  f 2 ( z ) )  
V V 
( 4 . 4 0 )  
I f  ov2 is s u f f i c i e n t l y  small, an   approximate   so lu t ion  for G i s  
0 
x = [Ao + N 1 - l  f l  ( z )  A -  -1 
0 
( 4 . 4 1 )  
A 
and the  cor responding  approximat ion  for  cx is 
[; i+l 2 
= 0 { f 2 ( z )  - M [ & I i  - Q[;li+l} 
V 
(4.44) 
It c a n  b e  shown t h a t  t h i s  p r o c e s s  c o n v e r g e s  t o  t h e  c o r r e c t  a n s w e r  i f  0 
is  s u f f i c i e n t l y  small. Reca l l ing   the   meaning   of   the   opera tors  P ,  M y  and Q ,  
equations  (4.43)and  (4.44) are i d e n t i c a l  t o  equat ions  (4 .22)   and  (4 .23)   for  
t h e  l inear case. Thus i t  appea r s   t ha t   t he   success ive   approx ima t ion   t echn ique  
w i l l  c o n v e r g e  f o r  l i n e a r  s y s t e m s  i f  0 * is  s u f f i c i e n t l y  small. 
2 
V 
V 
4.6 ON THE ERROR STATISTICS ASSOCIATED WITH ESTIMATING UlKNOWN, 
NON-WHITE ACCELERATION 
The e s t i m a t i o n  e q u a t i o n s  f o r  d e t e r m i n i n g  & and  G(t)  depend  upon  the 
parameters  CT , which is t h e  a p r i o r i  v a r i a n c e  o f  t h e  w h i t e  d a t a  n o i s e ,  a n d  
0 2, which is t h e  a p r i o r i  v a r i a n c e  o f  t h e  w h i t e  random a c c e l e r a t i o n .  I n  
p rac t i ce ,  one  migh t  app ly  such  an  a lgo r i thm to  s impl i fy  the  t a sk  of esti- 
mating an unmodeled acce le ra t ion  wh ich  i s  n o t  w h i t e ;  t h a t  i s ,  t h e  p o s t u l a t e d  
model i s  to  be  though t  o f  as a n  a p p r o x i m a t i o n  t o  p h y s i c a l  r e a l i t y .  G i v e n  
0 a sub-opt imal   es t imator  i s  then  obtained  which  depends upon the   pa ra -  
meter CT . G i v e n   t h e   t r u e   e r r o r  s ta t i s t ics  of t h e  unmodeled a c c e l e r a t i o n ,  
t h e  a n a l y s t  mus t  t hen  de te rmine  the  r e su l t i ng  e s t ima t ion  e r ro r  s ta t i s t ics  
as a func t ion   o f  CT and  choose CT s o  as t o   a c h i e v e   a n   a c c e p t a b l e   r e s u l t .  
I n  t h i s  s u b s e c t i o n  s u c h  a n  a n a l y s i s  w i l l  b e  i l l u s t r a t e d  b y  t r e a t i n g  a s i m -  
p l i f i e d  t r a j e c t o r y  model  which descr ibes  the motion over  a s h o r t  t r a c k i n g  
arc.  C o n s i d e r i n g   t h e   i n e v i t a b l e   u n c e r t a i n t i e s   i n   t h e   a p r i o r i  s ta t i s t ics ,  
i t  is  p r o b a b l y  t r u e  t h a t  t h e  s i m p l i f i e d  a n a l y s i s  w i l l  b e  a d e q u a t e  f o r  d e t e r -  
mining a r u l e   f o r   s e l e c t i n g   t h e  CT parameter .  
2 0 
n 
W 
n y  2 
W 
2 
W W 
2 
a 
4.6 .1  The Simplif ied Problem 
Suppose the one component  of t h e  v e l o c i t y  v a r i a t i o n  f r o m  a per turbed  
t r a j e c t o r y  o v e r  a s h o r t  arc can be descr ibed by 
+ = a ( t )  (4.45) 
where is  t h e   v e l o c i t y   v a r i a t i o n   a n d   a ( t )  is t h e  unknown a c c e l e r a t i o n . ?  
? T h i s  m o d e l  a s s u m e s  t h a t  t h e  g r a v i t a t i o n a l  a c c e l e r a t i o n  c a n  b e  r e p r e s e n t e d  
as a func t ion  o f  time, so  t h a t  g r a v i t y  v a r i a t i o n s  are z e r o  i n  e q u a t i o n  ( 4 . 4 5 ) .  
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We p o s t u l a t e   t h a t  a ( t )  is w h i t e   a c c e l e r a t i o n   n o i s e   w i t h   v a r i a n c e  0 and 
t h a t  t h e  a p r i o r i  v a r i a n c e  o f  t h e  i n i t i a l  c o n d i t i o n  v i s  i n f i n i t e .  The d a t a  
c o n s i s t s  o f  
a ’  
0 
w h e r e   n ( t )  i s  w h i t e   d a t a   n o i s e .  L e t  
t 
B(t)  = /  a ( s ) d s  
0 
Then,  applying  Section 4 . 3 ,  t h e  maximum l ike l ihood  e s t ima tes  (deno ted  
by *) of vo and B ( t )  are found from 
vo*(T) = z ( t )  - B * ( t )  d t  
0 1 
where 
x = (2). 
( 4 . 4 6 )  
( 4 . 4 7 )  
( 4 . 4 8 )  
( 4 . 4 9 )  
I f  a ( t )  is indeed  wh i t e  acce le ra t ion  no i se  the  va lue  of X i s  determined;  
o therwise ,  A i s  a parameter   to   be   chosen .   In   th i s   sec t ion   the   dependence  of 
t h e  e s t i m a t i o n  e r r o r  s t a t i s t i c s  upon X w i l l  be examined. 
4.6 .2  The Es t ima t ion   E r ro r  S t a t i s t i c s  
L e t  
* 
E V = vo -v 0 
EB( t )  = BX(t ) -B( t )  
( 4 . 5 0 )  
( 4 . 5 1 )  
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t h e n ,  s u b s t i t u t i n g  e q u a t i o n  ( 4 . 4 6 )  , 
V 
0 
and 
Since  
( 0 )  = -cY(O) B 
t h e  s o l u t i o n  of t h i s  e q u a t i o n  is  
= X Jts inh A( t - s )  
0 
-s t cosh X ( t - s )  a ( s ) d s  
0 
( 4 . 5 2 )  
( 4 . 5 3 )  
( 4 . 5 4 )  
( 4 . 5 5 )  
( 4 . 5 6 )  
( 4 . 5 7 )  
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where w e  have  in t eg ra t ed  by p a r t s  t o  e l i m i n a t e  t h e  & ( s )  and & ( o )  terms. 
Assuming f o r  t h e  moment t h a t  E [ E  2 ]  i s  n e g l i g i b l y  small, t h e  i n t e g r a t e d  
a c c e l e r a t i o n  (B) e s t i m a t i o n  e r r o r  is descr ibed  by t h e  a u t o c o r r e l a t i o n  
func t ion  
V 
where t 2 T and 
= X20n2 JTsinh X ( t - s )  sinh X (T-s 
0 
+ IL/ Losh X(t-sl)cosh A(-r-s2)R(s 1’ s 2 )ds lds2  
0 0  
( 4 . 5 8 )  
( 4 . 5 9 )  
( 4 . 6 0 )  
Note   tha t  E [ E  2(t)] = r ( t , t ) .  The i n i t  
descr ibed  by ( see  equa t ion  ( 4 . 5 2 )  : 
B 
2 
0 
CT = E [cV2] = 
n 
V 
i a l  c o n d i t i o n  e s t i m a t i o n  e r r o r  is 
(4.61) 
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s i n c e ,  from e q u a t i o n  ( 4 . 5 7 )  , 
E [ ~ ( S ~ ) E ~ ( S ~ ) ]  = -Xon2/S2 s i n h  X(s2 - s)  6 ( s l - s ) d s  
0 
- (Xon2) s i n h  X(s -s ) s 2  s =I 0 2 1  s > s  1 2 
and hence 
( 4 . 6 2 )  
T T  
2 
- (>)/ 1 E[n(sl)EB(s2)]   dslds2 = 2 (%) (s inh AT - AT (4 .63‘)  
0 0  
AT 
We a l s o  h a v e  
( 4 . 6 4 )  
0 0  
Equat ions ( 4 . 5 8 )  and ( 4 . 6 1 )  are  t h e  r e s u l t s  w e  seek.  
4 .6 .3  S e l e c t i o n  of the  Tracking  T ime  and Est imat ion Parameter 
The va lues  of T and A can be chosen s o  as to  minimize a bound  on t h e  
e r r o r  v a r i a n c e  u *. Since  a ( t )  i s  n o t  w h i t e  n o i s e  t h e r e  is an M s u c h  t h a t  
V 
( 4 . 6 5 )  
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From equation (4.48) w e  have 
0 
+ M / t c ~ ~ h  A ( t - s )  d s  cosh A (.r-s)ds 
0 0 
A On2 
= -  
2 [cosh A t  s i n h  A T  - A T  cosh X ( t  - T) ] 
+ -  '' s i n h  At s i n h  A T  
A 2  
Then t h e  l a s t  term on the  r igh t  hand  s ide  of  equat ion  (4 .61)  i s  bounded 
a c c o r d i n g  t o  
(4.66) 
(cosh AT - 1 )  2 + -  
A4T2 
and a bound  on 0 has   been   e s t ab l i shed .   Suppose   t ha t  we assume t h a t  AT 
is  s u f f i c i e n t l y  l a r g e  so t h a t  t he  ( s inh  AT cosh AT) terms dominate  equation 
(4.61) , and  de f ine  
V 
X 0  n 
2k2 
2 
u 2(bound) = - [cosh k ( s i n h  k - k) + 3 s i n h  k - k]  (4.67) 
V 
+- . (cosh k - 1 )  2 
A2k2 
-61- 
where k = AT. Minimiz ing  equat ion  (4 .67)  wi th  respec t  to  h and T y i e l d s  
=(?) 11 3 (4.68) 
k = X T Z l  (4.69) 
Thus w e  conc lude  tha t  X should  be  chosen  accord ing  to  equat ion  (4 .68)  and  
t h e   o p t i m a l   t r a c k i n g  time is  T = 1 / X .  The corresponding  bound  on u i s  
then  
2 
V 
0 5 1.48 X on 2 
V 
(4.70) 
Note  tha t  w e  g e t  t h e  i n t u i t i v e l y  o b v i o u s  r e s u l t  t h a t  X + m and T +. 0 as 
M -+ m, o r  as u + 0. Conversely, X -+ 0 and T + m as M -+ 0 o r  as u + m. 
The l a t t e r  case is  usua l ly  a s sumed  in  o rb i t  de t e rmina t ion ;  t ha t  i s ,  i t  i s  
p o s t u l a t e d  t h a t  random a c c e l e r a t i o n  is  n e g l i g i b l e  a n d  t h e  e n t i r e  random 
component  of t h e  d a t a  r e s i d u a l  i s  a t t r i b u t e d  t o  d a t a  n o i s e .  
2 
n  n 
4.6.4 An App l i ca t ion   t o   Luna r   Orb i t e r   T rack ing  
A s  an  example of t h e  a p p l i c a t i o n  o f  t h e s e  r e s u l t s ,  c o n s i d e r  t h e  case 
of  t r a c k i n g  a s p a c e c r a f t  i n  o r b i t  a b o u t  t h e  moon. Suppose  the unmodeled 
g r a v i t a t i o n a l  e f f e c t s  p r o d u c e  a p e r i o d i c  a c c e l e r a t i o n  of the  form 
?The  dimensions  of  equation  (4.68) are c o m p a t i b l e ,  f o r  i f  M i s  i n  u n i t s  o f  
( f t2 / sec4)  and  an2  i s  i n   u n i t s  of ( f t  2 / sec) ,  w e  have X i n  u n i t s  o f  ( l / s e c )  . 
-6 2- 
a ( t )  = a cos w t  (4.71) 
where u = 1 0  m/sec . The  corresponding  speed  error  would  be -4 2 a 
(4.72) 
and  the  maximum B i s  descr ibed  by (u  / w >  = 0.5 m/sec f o r  l / w  = 5,000 sec a 
(approximately 1 . 4  h o u r s ) .  The a c c e l e r a t i o n  a u t o c o r r e l a t i o n  f u n c t i o n  is 
R ( t , T )  = IS cos ut cos UT (4.73) a 
and M = 10 m /sec . L e t  t h e   d o p p l e r   d a t a   n o i s e   v a r i a n c e   b e  IS = 60(10 ) 
m /sec, co r re spond ing  to  a one s igma "countedrr  doppler  data  error  of  0 .1  
m/sec f o r  a 60 second  count. Then 
-8 2 4 -2 
2 n 
(4.74) 
T = - -  I 
x - 245 sec (4.75) 
CJ < .Ob m/sec v -  (4.76) 
A l t e r n a t i v e l y ,   i f  u = 60(10 ),  corresponding   to  a one  sigma  counted 
doppler  e r ror  of  0 .0032 m/sec f o r  a 60 sec count ,  w e  have T = 24.5 sec. 
I n  t h i s  case, only a v e r y  s h o r t  t r a c k i n g  i n t e r v a l  is ind ica t ed ,  wh ich  impl i e s  
t h a t  a sequen t i a l  f i l t e r ing  t echn ique  shou ld  be  employed  wi th  a dynamic 
model which includes s t a t e  n o i s e  ( a  Kalman f i l t e r ) .  
-5 
n 
-63- 
5. PROPERTIES OF SEQUENTIAL ORBIT DETERMINATION ALGORITHMS 
5 .1  INTRODUCTION 
It is shown i n  R e f e r e n c e  [ 6 l t h a t  t h e  i t e r a t e d ,  w e i g h t e d  least squares  
(maximum l i k e l i h o o d ] ,  n o n l i n e a r  o r b i t  d e t e r m i n a t i o n  a l g o r i t h m  w i l l  converge 
unde r   ce r t a in   hypo theses .  It is not   poss ib le ,   however ,   to   g ive  a similar 
proof  for  the  par t icu lar  sequence  of  computa t ions  known as t h e  Kalman 
f i l t e r .  I n  t h i s  method t h e  i n f o r m a t i o n  c o n t a i n e d  i n  early d a t a  p o i n t s  
(o r  ba t ches  o f  da t a  po in t s )  is  s t o r e d  i n  t h e  f o r m  o f  a n  estimate and an 
e r ror  covar iance  mat r ix ,  and  the  rev ised  estimate which  incorpora tes  the  
most r e c e n t  d a t a  p o i n t  ( o r  b a t c h  o f  d a t a  p o i n t s )  i s  obta ined  as though the 
system were l i n e a r .  I n  t h i s  case t h e  n e g l e c t e d  n o n l i n e a r  e f f e c t s  c o u l d  l e a d  
to  d ivergence ,  which  means t h a t  a g iven  da ta  po in t  cou ld  cause  the  estimate 
t o  move away f rom the  “ t rue”  va lue .  A second  source  of  divergence,  which 
can  a l so  occur  in  the  we igh ted  least squares  form of t h e  estimate and i n  
l inear  sys tems (where  the  weighted  leas t  squares  and Kalman forms are 
t h e o r e t i c a l l y  i d e n t i c a l ) ,  i s  numerical   roundoff   error .   Both  of   these 
sources of divergence w i l l  b e  d i s c u s s e d  i n  t h i s  S e c t i o n ,  a n d  a theorem 
which i s  t h e  b a s i s  f o r  s e q u e n t i a l  e s t i m a t i o n  w i l l  be  p re sen ted .  In  
Sec t ion  6 a n  a n a l y s i s  o f  t h e  e f f e c t  o f  n o n l i n e a r i t i e s  i n  c e r t a i n  s e q u e n t i a l  
e s t ima to r s  w i l l  b e  c a r r i e d  o u t  i n  d e t a i l .  
5.2 THE LEAST SQUARES ALGORITHM 
We measure  an N d imens iona l  da t a  vec to r  z ( t h a t  i s ,  w e  t a k e  N M 
obse rva t ions ) ,  and c a l c u l a t e  f o r  c o r r e s p o n d i n g  times the  N dimensional  
v e c t o r  z (x) which would be observed i f  t h e  s p a c e c r a f t  were on t h e  tra- 
j ec to ry  impl i ed  by t h e  i n i t i a l  s ta te  v e c t o r  x and  the  g iven  per turba t ion  
model. We t ake   t he   d i f f e rence   be tween   t he  z and z c a l l e d   t h e   r e s i d u a l ,  
weight i t  a c c o r d i n g  t o  t h e  r e c i p r o c a l  o f  t h e  s t a n d a r d  d e v i a t i o n  e x p e c t e d  
f o r  t h a t  o b s e r v a t i o n  p l u s  any c ross  co r re l a t ions  be tween  obse rva t ions .  
These are g e n e r a l i z e d  i n  a n  N x N var iance-covar iance   mat r ix  W . I f  t h e  
a p r i o r i   v a r i a n c e   o f   t h e   i n i t i a l   c o n d i t i o n s  is i n f i n i t e  ( A  = 0 )  , then  
the  orb i t  de te rmina t ion  problem is  to  de t e rmine  x = x s o  as to  minimize  
t h e  s c a l a r  e x p r e s s i o n  
C 
M C Y  
-1 
0 
0 
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I f  a decomposition of W can be found of  the form W = R R,  and i f  new 
v a r i a b l e s  g (x) = R zc(x)  , gM = R z are in t roduced ,  (5.1) becomes 
T 
C M 
A program which minimizes (5.1) i s  c a l l e d  a minimum variance program, and 
a program  which  minimizes (5 .2)  i s  c a l l e d  a least squares  program. It  is 
s o m e t i m e s  s a i d  t h a t  t h e  minimum va r i ance  fo rmula t ion  i s  more gene ra l  t han  
t h e  l eas t  squa res  fo rmula t ion  and  tha t  t o  so lve  the  minimum variance problem 
i t  is n e c e s s a r y   t o   i n v e r t  a v e r y   l a r g e   m a t r i x ,  W . Nei ther   s ta tement  i s  
q u i t e  t r u e ,  s i n c e ,  as seen above, any least  squares  program that  permits  
t h e  a b o v e  s o r t  of change of v a r i a b l e  w i l l  s o l v e  t h e  minimum var iance  pro-  
b l em,  and ,  i n  s impl i fy ing ,  i t  is on ly  necessa ry  to  know t h e  m a t r i x  R ;  i t  
is no t  necessa ry  to  know W. The l a t t e r  f a c t  is  impor tan t  s ince  R is gen- 
e r a l l y  s i m p l e r  t o  compute  and, in p r a c t i c a l  cases, is  a s i m p l e r  m a t r i x  t o  
handle  than  W .  
-1 
We c o n s i d e r  t h a t  w e  want to  minimize expression ( 5 . 2 ) ,  which w e  
rewrite as 
where h(x)  = g (x) - gM. L e t  A b e  t h e  matrix o f  p a r t i a l  d e r i v a t i v e s  o f  
t h e  components  of g (and  hence  of   h)   with  respect   to   the  components   of   x .  
The p a r t i a l .  d e r i v a t i v e s  are eva lua ted  a t  t h e  p o i n t  x . L e t  x b e   a n  
approximation.  Then,  expanding  for a f i r s t  o r d e r  T a y l o r  series about  x 
w e  have 
C 
C 
0 0 
0 ’  
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L e t  @(v)  be  def ined  by  
where v = x - x and 
Hence,  choosing x t o  
t o  minimize O(v). 
0 
The problem of 
ing  p rob lem wi th  the  
ho = h(xo) .  Then (5.3) can b e  written r ( x )  = @ ( v ) .  
minimize r(x)  i s  approx ima te ly  the  same as choosing v 
minimizing  @(v)  i s  a l i n e a r ,  l eas t  s q u a r e s  c u r v e  f i t t -  
s o l u t i o n  
v 0 = - (ATA)- '  A T  h 0 
The d i f f e r e n t i a l  c o r r e c t i o n  p r o c e s s  c o n s i s t s  of f i n d i n g  t h e  v e c t o r  v 
l e t t i n g  x + v be   the   next   approximat ion ,   and   repea t ing   the   p rocess .  
0' 
0 0 
The above   abs t r ac t ion  is a c t u a l l y  much o v e r s i m p l i f i e d .  In t h e  
prac t ica l   p roblem,   for   example ,   @(v)  i s  m i n i m i z e d  s u b j e c t  t o  t h e  s i d e  con- 
d i t i o n  t h a t  t h e  components of v shou ld  be  wi th in  p re sc r ibed  bounds .  Th i s  
p reven t s  d ive rgence  in  many n e a r l y  s i n g u l a r  a n d / o r  n o n l i n e a r  p r o b l e m s .  A s  
t h e  i t e r a t i o n s  p r o c e e d ,  t h e  b o u n d s  are p e r m i t t e d  t o  grow o r  f o r c e d  t o  s h r i n k ,  
depending  on  whether  the  i te ra t ions  are s u c c e s s f u l .  
5 .3  SIMPLE SEQUENTIAL PROCESSING 
I n  t h e  f o l l o w i n g ,  a s u b s c r i p t  o f  1 i n d i c a t e s  o l d  d a t a ,  a n d  a sub- 
s c r i p t  o f  2 i n d i c a t e s  new d a t a .  The problem i s  to   min imize  @ (v) + 0 2 ( v ) ,  
where Oi(v) = (hoi + Aivl . Before   t he  new d a t a  comes i n ,   o n e  can a l r e a d y  
f i n d  t h e  s o l u t i o n  
2 1 
With t h e  new d a t a  t h e  s o l u t i o n  i s  
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Note  tha t  one  can  f ind  v by adding  the  "new normal  matr ix"  A2T A2 t o  t h e  
"old normal matrix' '  and  the new set o f   c o e f f i c i e n t s  A ho2 t o   t h e  
o l d  set  of c o e f f i c i e n t s  A . Hence i t  i s ,  i n   g e n e r a l ,   n o t   n e c e s s a r y  
to  so lve  the  whole  problem anew each t i m e  new d a t e  comes i n .  
2 
A1 All 
1 h o l  
Note t h a t  x + v1 is t h e  s o l u t i o n  f o r  t h e  o l d  d a t a ,  a n d  x + v is  
0 0 2  
t h e  s o l u t i o n  w i t h  a l l  da t a .  No te  tha t  bo th  co r rec t ions  are in t ended  to  be  
added t o  t h e  same nominal  vec tor .  S ince  the  bas ic  problem i s  non l inea r ,  
a f t e r  a l l  t he  da t a  has  been  p rocessed ,  t he  f ina l  de r ived  co r rec t ion  shou ld  
be   added   to  x and   t he   p rocess   t hen   r epea ted   w i th  a l l  d a t a  c o l l e c t i v e l y .  
The above process is  t h e n  t h e  o r d i n a r y  d i f f e r e n t i a l  c o r r e c t i o n  p r o c e s s ,  
0, 
excep t  t ha t  one  can ,  po in t  ou t  i n t e rmed ia t e  r e su l t s ;  one  s imply  t akes  the  
ma t r ix  A A and the  vec tor  A h f o r  t h e  d a t a  " s o  f a r , "  and p r i n t s  o u t  t h e  T T 
0 
s o l u t i o n  
(A' A) -' A T  ho 
f o r  t h i s  d a t a .  Only when a l l  the  da ta  has  been  processed  does  one  ac tua l ly  
u s e  t h e  s o l u t i o n  v as a c o r r e c t i o n  t o  x - t h e  i n t e r m e d i a t e  r e s u l t s  are only 
f o r  i n f o r m a t i o n .  
0' 
One can prove the convergence of  the general  method described above 
u n d e r   s u i t a b l e   h y p o t h e s e s ;   b u t   t h i s  is beyond the   p re sen t   s cope .  Two t h ings  
are f a i r l y  s i m p l e  however: ( a )  f o r  a process  to  converge ,  i t  should  have 
t h e  p r o p e r t y  t h a t  i f  one starts ou t  w i th  the  r igh t  answer ,  one  s t ays  the re ;  
and  (b) i f  t h e  n o r m a l  m a t r i x  
.v 
is nons ingu la r ,   t he  method  under   discussion  has   property  (a) .  To prove 
( b ) ,  o n e  n o t e s  t h a t  t h e  v e c t o r  o f  p a r t i a l  d e r i v a t i v e s  o f  r w i t h  r e s p e c t  t o  
t h e  components of x i s  j u s t  
A T  h 0 +(i' ho) 
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Hence-a t  a s o l u t i o n  
A h o = O ,  v = A  A T ( ) - ' A  T h o = O .  
5.4 SEQUENTIAL PROCESSING WITH SHIFTING NOMINAL  TRAJECTORY 
I n  t h i s  me thod ,  one  f inds  the  so lu t ion  v f o r  t h e  o l d  d a t a ,  c o r r e c t s  1 
the   nominal   t ra jec tory   immedia te ly   by  x = x + v and   processes   the  new 
d a t a  w i t h  t h e  new n o m i n a l .  T h i s  r e s u l t s  i n  a s l i g h t  s i m p l i f i c a t i o n  s i n c e  
t h e  A1 hol term drops  ou t  o f  t he  r igh t  s ide  o f  (5 .4 ) , s imply  because  AT h = 0 
i s  a s o l u t i o n  t o  t h e  p r o b l e m .  
1 0  1' 
More p r e c i s e l y ,  l e t  a s u p e r s c r i p t   o f  (0) mean e v a l u a t e d  a t  x and a 
0 )  
s u p e r s c r i p t   o f  (1) mean eva lua ted  a t  x Then t h e   s e q u e n t i a l   p r o c e s s i n g  
method c o n s i s t s  o f  e v a l u a t i n g  
1' 
x i  = x + v  0 1  
x2 = x i  t v 2 
As t he  p rocess ing  con t inues ,  t he  nomina l  va lue  o f  x changes each time new 
d a t a  is  added. I f  t h e  p r o c e s s  is n o t  i t e r a t e d  t h e  a l g o r i t h m  i s  t h e  Kalman 
f i l t e r .  
The claim i s  sometimes made tha t  t he  above  p rocess  avo ids  the  need  
for  i t e r a t i o n s .  A more accu ra t e  s t a t emen t  wou ld  be  tha t  i t  prevents   one 
from i te ra t ing   even   though  one   should .  The d i f f i c u l t y  is  tha t   even  i f  one 
starts ou t  w i th  the  co r rec t  answer ,  one  does  no t  s t ay  the re ,  and  hence  the  
previously mentioned property of converg ing  processes  i s  n o t  m e t .  
-6 8- 
T o  prove   the  l a s t  statement, l e t  x(') b e  t h e  t r u e  s o l u t i o n .  Then 
Now exc lud ing  the  excep t iona l  ca se  when x(') is a s o l u t i o n  t o  t h e  o l d  d a t a  
a lone  and  the  new d a t a  a l o n e :  
m 
Hence v # 0 and x # xo.  Expanding  h2 i n  a Taylor  series about x g ives  1 0 
where in  gene ra l  t he  r ema inde r  term E i s  nonzero. 
L e t  
. 
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v2 s a t i s f i e s  
A/') + A:"] 
A/') t (A;'))' A2(') t F 1 
T 
- (A:')) A:') v i  
Hence 
This  shows t h a t  i f  t h e  p r o b l e m  is l i n e a r  ( t h a t  i s ,  i f  E = F = E = 0) then 
v + v = 0,  and w e  would  s tay a t  t h e  c o r r e c t  s o l u t i o n .  I f  the  problem is 
not   l inear ,   however ,  v + v # 0 ,  and w e  would n o t  s t a y  a t  t h e  c o r r e c t  
1 2  
1 2  
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s o l u t i o n .  I t e r a t i n g  on  the  da t a  obv ious ly  w i l l  no t  co r rec t  t h i s  p rob lem.  
5.5 RATE OF NONLINEAR DIVERGENCE OF THE KALMAN FILTER 
I n  t h i s  s e c t i o n  w e  w i l l  i n v e s t i g a t e  t h e  extent t o  which the  non- i t e r -  
a ted  sequent ia l  p rocess ing  methods  wi th  sh i f t ing  nominal  ( the  Kalman f i l t e r )  
does  not  converge.   Instead of a t tempt ing   to   p rove   convergence ,  w e  w i l l  
o u t l i n e  a proof  tha t  under  cer ta in  hypotheses  the  d ivergence  i s  n o t  t o o  
seve re .  
The basic  problem i s  to  choose  x 
c o n d i t i o n  f o r  t h e  m i n i m i z a t i o n  o f  h ( x )  
ATh (x) 
t o  minimize  Ih(x) I . A necessary  
is t h a t  
2 
= o  
where the p a r t i a l  d e r i v a t i v e  m a t r i x  A i s  eva lua ted  a t  x.  
I n  t h e  Kalman f i l t e r  method, suppose that the problem has been solved 
f o r  a l l  p rev ious  da t a ,  new d a t a  h a s  a r r i v e d ,  and one wishes to  solve the 
problem with the old and new data combined. A subsc r ip t  o f  1 w i l l  r e f e r  
t o  o l d  d a t a  a n d  a s u b s c r i p t  of 2 w i l l  r e f e r  t o  new d a t a .  The v e c t o r  xl is  
t h e  o r b i t a l  e l e m e n t  v e c t o r  a f t e r  p r o c e s s i n g  t h e  o l d  d a t a  and x is  t h e  
o r b i t a l  e l e m e n t  v e c t o r  a f t e r  i n c l u d i n g  t h e  new d a t a .  A supe r sc r ip t  o f  
1 and 2 w i l l  r e f e r  t o  w h e r e  a m a t r i x  o r  v e c t o r  is evaluated.  For  example 
2 
h2  means t h e  r e s i d u a l  v e c t o r  f o r  t h e  new d a t a  e v a l u a t e d  a t  t h e  o l d  
o r b i t a l  e l e m e n t  v e c t o r  x 1’ 
After  having  processed  the  o ld  da ta ,  one  has  an  e r ror  
I f  t he  o ld  da t a  had  been  p rocessed  exac t ly  w e  would  have E = 0. 1 
In  the  sequent ia l  p rocess ing  method,  one  computes  a c o r r e c t i o n  v 
by so lv ing  the  sys tem of  equat ions  
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a n d  l e t t i n g  
x 2 = x  + v  . 1 
The main problem now is t o  e v a l u a t e  
Expanding h (2) and 11 (2) i n  power series a b o u t  t h e  p o i n t  x g i v e s  1 2 1 
h1(2) = hl + A1 (l) v + E 1 
If t h e  f u n c t i o n s  were l i n e a r ,  t h e  e r r o r s  E: would  be  zero.  Also, t h e  
e r r o r s  
1" €2 
would be  ze ro  i f  t h e  f u n c t i o n s  were l i n e a r .  
T h i s  f o r m u l a  i n d i c a t e s  t h e  g r o w t h  o f  t h e  e r r o r  i n  t h e  Kalman f i l t e r  
processing  method. The added  e r ro r  i n  each s tep occurs  because of  the 
non l inea r  terms r e f l e c t e d  by E ~ ,  E ~ ,  P1, P2. (By i t e r a t i n g  on t h e  new d a t a  
i t  is p o s s i b l e  t o  g e t  r i d  o f  t h e  terms invo lv ing  E and  p2, as w i l l  be  d i s -  
2 
c u s s e d  i n  S e c t i o n  6 . )  
It i s  p o s s i b l e  t o  u s e  t h e  mean va lue  theo rem to  expres s  the  e r ro r s  
E E P1, P i n  terms o f   s e c o n d   p a r t i a l   d e r i v a t i v e s   o f   t h e   r e s i d u a l  com- 
ponen t s  w i th  r e spec t  t o  components  of x and  then  use  the  above  formula 
t o  prove a r igorous theorem about  the growth of  t h e  e r r o r  i n  terms of 
bounds  on  these  second par t ia l  der iva t ives .  S ince  these  bounds  are u s u a l l y  
n o t  e s t i m a t e d  e a s i l y  i t  i s  f e l t  t h a t  s u c h  a theorem would be of largely 
academic  in t e re s t .  
1' 2' 2 
j 
5.6 DIVERGENCE DUE TO NUMERICAL  ROUNDOFF ERROR 
It has been frequent ly  observed that  the sequence of  computat ions 
c a l l e d  a Kalman f i l t e r  sometimes produces numerical ly  unstable  resul ts ,  
even  in  the  l i nea r  case .  Th i s  can  be  caused  by numer ica l  roundoff  e r ror .  
I n  o r d e r  t o  s h e d  more l i g h t  on t h i s  phenomenon, w e  w i l l  examine f a i r l y  
comple te ly  the  s imples t  non t r i v i a l  problem i n  which a Kalman f i l t e r  i s  
app l i ed .  Even i n  t h i s  s i m p l e  c a s e ,  some o f  t h e  r e s u l t s  are f a i r l y  h a r d  t o  
ob ta in .  It i s  hoped t h a t  a complete   understanding  of   the s i m p l e  case is  
u s e f u l  i n  u n d e r s t a n d i n g  t h e  more gene ra l  case. 
The r e s u l t s  which w i l l  be  shown are: (a)  The " i n s t a b i l i t y "  i s  no t  
r e a l l y  an i n s t a b i l i t y  i n  t h e  u s u a l  s e n s e .  It i s  a n  i n c r e a s e  i n  t h e  v a r i a n c e  
and a b i a s  i n  t h e  mean of  the  estimate, and the  increase  and  b ias  can  be  
t h e o r e t i c a l l y  p r e d i c t e d .  (b)  The same phenomenon occurs  by t h e  "least 
squares"  a lgor i thm,  but  i t  shows up la ter .  
The case cons idered  here  is the s imple problem of f i n d i n g  t h e  mean 
of a set  of  number y wi th  mean 7 and s tandard  devia t ion  1. i 
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We w i l l  cons ide r  two a lgor i thm for  comput ing  y s e q u e n t i a l l y :  k 
I :  c o = o  
so = 0 
11: v = 1 1 
V - k+l - Vk - Vk (1 + Vk)-l 
- 
a k+l  - vk+l 'k+l 
- 
These two methods are  g e n e r a l l y  c a l l e d  t h e  l ea s t  squares  method  and 
t h e  Kalman f i l t e r  method i n  somewhat harder   problems.   (Actual ly  method 2 
i s  t h e  "Kalman f i l t e r  me thod  wi thou t  sh i f t i ng  nomina l " .  Th i s  f ac t  
does  not  a f fec t  the  present  a rgument . )  
If t h e  a r i t h m e t i c  were d o n e  e x a c t l y ,  t h e  r e s u l t s  o f  b o t h  p r o c e s s e s  
I and I1 would b e  t h e  same. However, s ince  the  computa t ions  are done  on a 
compute r  w i th  f in i t e  word l e n g t h ,  t h e  r e s u l t s  w i l l  b e  d i f f e r e n t .  
Consider a f loa t ing  po in t  mach ine  wi th ,  s ay ,  3 d e c i m a l  d i g i t s .  
Suppose  that  S is  computed exac t ly .   Th i s  i s  a reasonable   assumpt ion   i f  
t h e  mean of  the  random  numbers y is  n e a r  z e r o ;  i n  t h i s  case t h e r e  i s  no 
appreciable  growth of  roundoff  error  in  the computat ion of S 
k 
k 
k' 
I n  method 1, t h e r e  w i l l  be  no e r r o r  a t  f i r s t ,  and  one w i l l  have 
Ck = k. As  soon as k = 1,000, however,   the  computation 1000 + 1 w i l l  
r e s u l t  i n  1000 on  the  3 place computer .  Successively adding 1 w i l l  n o t  
change  the  succeeding  values   of  C Hence the  computer w i l l  p roduce   for  
method I 
k '  
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1 I: (computer) a = - 
k 
f o r  k I 1000 
The mean and  s tandard  devia t ion  of  % c a n  b e  e a s i l y  computed 
k 5 1000 
- 
ak 1000 ’ ‘k 1000 
k -  -- -  E ; k > 1000 . 
This shows tha t  t he  compute r  estimate of  the mean w i l l  be  b iased  and  tha t  
t he  s t anda rd  dev ia t ion  o f  t he  estimate w i l l  grow f o r  k L 1000. 
An a n a l y s i s  o f  method I1 can  be  given i n  similar fashion.   There i s  
a d i f f e r e n c e  i n  t h a t  t h e  c o m p u t a t i o n s  are n o t  d o n e  e x a c t l y  f o r  e a r l y  v a l u e s  
of  k;  one  can  however show t h a t  t h e  r o u n d o f f  e r r o r s  are s t a b l e .  Hence 
assume t h a t  t h e  c o m p u t a t i o n s  i n  method I1 are c a r r i e d  o u t  e x a c t l y  f o r  e a r l y  
va lue   o f   k ;  v = - a t  f i r s t .  The computations w i l l  b reak  down when v + 1 
is ind i s t ingu i shab le   f rom 1 on  the  computer.  This  happens when v = ,005 
o r  k = 200. A t  t h i s  p o i n t  a l s o ,  vk is  i n d i s t i n g u i s h a b l e  from  vk  and w e  
have v = vk f o r  k 1 200. Hence  method I1 produces   t he   r e su l t  
1 
k k  k 
k 
k+l  
1 k 
11: (computer) ak = T; Y j  Y 
j = l  
k I 200 
The  two methods are compared i n  F i g u r e s  5.1 and 5.2 w i t h  t h e  r e s u l t s  
w i th  no machine error .  They i l l u s t r a t e  t h a t  t h e r e  is i n  f a c t  a b i a s  and 
and  inc reas ing  s t anda rd  dev ia t ion  fo r  bo th  me thods  I and 11. 
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t Mean of estimate 
- "" ~ + k  
Figure  5 .1  
h 
Standard  dev ia t ion  
of estimate 
Figure 5 .2  
One might  ob jec t  to  the  above  s imple  case as b e i n g  u n r e a l i s t i c  f o r  t h e  
r e a s o n  t h a t  b e f o r e  t h e  " i n s t a b i l i t y "  would show up on a r e a l i s t i c  c o m p u t e r  
one  would  have t o  p r o c e s s  a n  u n r e a l i s t i c  number of d a t a  p o i n t s ;  f o r  ex- 
ample ,   da ta   po in ts  on an IBM 7094, which  would  require  about 10 
yea r s .  The problem  would show  up i n  a real is t ic  time however, i f  one  in- 
c l u d e s  a n  a p r i o r i  f i r s t  estimate of t h e  mean wi th  a small s t a n d a r d  d e v i a t i o n .  
When t h i s  h a p p e n s ,  t h e  a b o v e  a n a l y s i s  s t i l l  ho lds ,  excep t  t ha t  t he  in s t ab -  
i l i t y  o c c u r s  somewhat sooner .  
24 
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5.7 A THEOREM FUNDAMENTAL TO SEQUENTIAL DATA PROCESSING 
This  Sec t ion  concerns  a method of  o b t a i n i n g  and understanding a number 
of i d e n t i t i e s  w h i c h  are impor t an t  i n  sequen t i a l  o rb i t  de t e rmina t ion  and  
other  branches of  appl ied mathematics .  The i d e a  i s  t h a t  a l a r g e  number of 
r e s u l t s  come from  one  simple  theorem. It is hoped t h a t  t h i s  w i l l  p rovide  
some f u r t h e r  i n s i g h t  i n t o  t h e  n a t u r e  o f  c o m p u t a t i o n s  w h i c h  are performed 
now and  a l so  sugges t  some new methods. 
L e t  m and n be  two integers .  While  the theorem below'  does not  depend 
on t h e  r e l a t i v e  s i z e  of m and  n ,  the  appl ica t ions  are g e n e r a l l y  f o r  m > n.  
For example, i n  t h e  o r b i t  d e t e r m i n a t i o n  p r o b l e m  o n e  t y p i c a l l y  h a s  m = 6 ,  
n = 1. 
L e t  E ,  D,  and A b e  f i x e d  m a t r i c e s .  The ma t r ix  P is a v a r i a b l e  m a t r i x  
in   the   theorem  be low.  The dimensions of t hese  ma t r i ces  are 
A : m x m  
B:  m x n  
D: n x m  
P : n x n  
It is assumed t h a t  (DAB)-' e x i s t s .  
Now d e f i n e  t h e  m x m ma t r ix  V as fol lows P 
D e f i n i t i o n :  Vp = I + B(DAB)-l (P - I) DA (5.5) 
Note  tha t  the  computa t ion  of V r e q u i r e s  t h e  i n v e r s i o n  of an n  x  n ma t r ix .  P 
The b a s i c   r e s u l t  is ' 
Theorem: v v  = v  
P Q PQ 
The theorem i s  e a s i l y  v e r i f i e d  by s imply mult iplying the two matrices V 
V a n d   c o l l e c t i n g  terms. 
P' 
Q 
The importance of the theorem is t h a t  a c e r t a i n  s u b s e t  of m x m 
ma t r i ces  is i s o m o r p h i c  t o  t h e  m u l t i p l i c a t i v e  g r o u p  of n x n matrices. I n  
o ther  words ,  matrices w h i c h  l o o k  l i k e  t h e  m a t r i x  V can be operated on 
( m u l t i p l i c a t i o n ,  i n v e r s i o n ,  s q u a r e  r o o t  e x t r a c t i o n )  by doing these operat ior  
P 
\ -77- 
on t h e  smaller matrices P. Since the dimension of  P is  smaller t h a n  t h e  
dimension  of V a sav ings  in  compute r  time c a n  r e s u l t .  T h i s  w i l l  b e  made P 
clearer by the examples below. 
The fo l lowing  resu l t s  can  be  obta ined  immedia te ly  f rom the  theorem 
v = I  I (5.7) 
v-l - 
P - -1 P 
Appl ica t ion  1: The S c h u r   I d e n t i t y  
A s  a f i r s t  a p p l i c a t i o n ,  c o n s i d e r ,  t h e  p r o b l e m  o f  f i n d i n g  t h e  i n v e r s e  
of a mat r ix  of  the  form W-' + TUV. One can wr i te  
-1 
(W-l + TW)-' = W (I + TUVS-l) 
= w vp'  
= w v  
P 
-1 
To i d e n t i f y  t h e  m a t r i x  I + TUVS-1 w i t h  t h e  m a t r i x  V w e  l e t  P' 
T = B  
u = (DAB)-1 (P - I> 
V = D  
W = A  
The ma t r ix  P is hence computed from 
(5.10) 
(5.11) 
P = I + (VWT) U (5.12) 
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I 
Now suppose  tha t  W is known and  one  needs  the  inverse   of  (W + TUV). -1 
One c a n  o b t a i n  t h e  i n v e r s e  o f  t h i s  l a r g e  (m x m) mat r ix  by forming and in- 
v e r t i n g  t h e  small (n  x n)   ma t r ix   P ,   f i nd ing  V and  then W V -l. 
P -1 P 
The above  r e su l t  is a d isguised  form of  the  w e l l  known m a t r i x  i d e n t i t y :  
(W-l + TW)-' = W - W T(U-' + VWT)-l VW (5.13) 
To p r o v e  t h i s  n o t e  t h a t  
-1 
P-' = U - l  (U-' + VWT) (5.14) 
and 
-1 
= I - T(VWT) (P - I) P-' VW 
-1 
= I - T(U + VWT) VS-l -1 (5.15) 
It then follows t h a t  W V -1 a g r e e s  w i t h  t h e  r i g h t  h a n d  s i d e  of (5.13).  
P 
Appl ica t ion  2: Orbi t   Determinat ion - Kalman F i l t e r  
The ma t r ix  
a p p e a r s  i n  o r b i t  d e t e r m i n a t i o n  t h e o r y ;  u s u a l l y  w i t h  N and f3 being  6 x 6 
and 6 x 1 matrices r e s p e c t i v e l y .  I f  one knows t h e  i n v e r s e  o f  N one  can 
f i n d  t h e  i n v e r s e  of (N + @ f3') as i n  t h e  las t  s e c t i o n .  
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t 
-1 (N + B fir)- '  = N (I + B 6 '  N - l )  
-1 
= N  -1  -1 vP 
= N  -1 -1 P 
where 
N = A  -1 
B = B  
B '  = D 
I f  one  per forms the  a lgebra  cor responding  to  equat ion  (5 .15)  above ,  the  
r e s u l t  is  t h e  '%alman f i l t e r "   e q u a t i o n .   T h i s  i s  expec ted ,   s ince   t he  Kalman 
f i l t e r  e q u a t i o n  is known t o  be  a s p e c i a l  c a s e  of t h e  S c h u r  i d e n t i t y .  
App l i ca t ion  3: Orbit   Determinat ion - Square  Root Method 
Suppose tha t  one  knows a ma t r ix  R s u c h  t h a t  
R ' R = C  
and one wishes to  f ind a m a t r i x  R so  t h a t  1 
This can be done as fo l lows  
(C-' + B')-' = R '  (I + R B B '  R')-' R 
= R '  Vp R 
= R' V R 
P 
- 
- (VP1/2 R) '  (V 112 R) P 
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I 
Hence  R = V R .  1 p1/2 
In the  above  derivation we set 
A = I  
B = Rf3 
D = 6 '  R' 
(DB>-" (P - 1) = 1 
P = l + I R B I  . 2 
We also  used  the  fact  that V is  symmetric. p1/2 
Application 4 :  Variations  (Partial  Derivative) 
In  orbit  determination,  one  frequently  has  occasion to compute  the 
derivatives of a  function  like 
f(x) = x 1x1 P . 
Where  X  is  a  vector;  the  variation  of  this  expression  is  given  by 
6f  (x) = 1x1 vp+px P 
where 
XXT 
1x1 vP+l 
= I + P -  . 
This  expression  is  useful  in  deriving,  for  example  Taylor  series 
methods  for  integrating  equations. It is  also  useful  in  deriving  varia- 
tional  equations.  For  example,  if  the  equations  of  motion  are 
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one can write the variational equations immediately: 
(6X) = - 2 
.. 
l x l - 3  v-2 6X . 
-82- 
6.  ESTIMATION WITH A SLIGHT NON-LINEARITI 
6 .1  INTRODUCTION 
The e f f e c t  of non- l inea r i t i e s  has  been  d i scussed  th roughou t  t h i s  
Repor t .  In  gene ra l ,  l i t t l e  c a n  b e  s a i d  a b o u t  t h i s  s o u r c e  o f  e r r o r ,  o r  
about  any correct ive approximation which might  be introduced,  unless  the 
n o n - l i n e a r i t i e s  are small. 
It w i l l  b e  assumed tha t  the  dynamics  i s  noise- f ree  s o  t h a t  o n l y  t h e  
d a t a  is contaminated  by  noise. The s t a t e  v a r i a b l e s  x of the system w i l l  
h e r e  b e  c h o s e n  t o  b e  c e r t a i n  c o n s t a n t s  of the motion,  such as o r b i t a l  
e l e m e n t s  o r  i n i t i a l  p o s i t i o n  and v e l o c i t y .  The o n l y  n o n - l i n e a r i t i e s  a r i s i n g  
are t h e n  t h o s e  i n  t h e  r e l a t i o n s  b e t w e e n  t h e  o b s e r v a t i o n s  y and t h e  s t a t e  x. 
These  non- l inea r i t i e s  w i l l  b e  assumed small. We s h a l l  c o n s i d e r ,  t h e n ,  t h e  
problem  of   es t imat ing   quant i t ies  x given a set  of obse rva t ions  
i 
a, 
where the n 's are independent standard normal variables,  and summation i s  
understood  over   epeated  Greek  indices .  The c o e f f i c i e n t s  E of t h e  non- 
l i n e a r  terms are unders tood  to  be  small, and t h e i r  s q u a r e s  and products  w i l l  
be   neglec ted   th roughout .  I t  may be   assumed  tha t   the   apr ior i   covar iance  A 
of   the  x i s  i n f i n i t e ;  a l t e r n a t i v e l y ,  a p r i o r i  i n f o r m a t i o n  may be  included as 
a f i r s t  d a t a  p o i n t .  
i 
iaD 
a 
Three forms of  the est imator  w i l l  be  ana lyzed  and  the i r  b i a ses  compared. 
These w i l l  b e  ( i )  The least  squares  f i t ,  ( i i )  The s e q u e n t i a l  (Kalman) estimate 
w i t h  l i n e a r i z a t i o n  o f  t h e  latest  res idua l  about  the  prev ious  estimate, and 
( i i i )  An " i t e r a t ed - sequen t i a l "  scheme i n v o l v i n g  i t e r a t i o n  t h r o u g h  t h e  la tes t  
da ta  po in t  des igned  to  r educe  the  non- l inea r i ty  i n  the latest  r e s i d u a l .  
6.2 THE LEAST SQUARES FIT 
T h i s  e s t i m a t o r  o b t a i n s  t h a t  set of va lues  xa which cause 
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Thus 
That is i f  3 denotes  Eaia aiP then  
a6 i 
I n  t h e  r i g h t  member of ( 6 . 4 )  ( n e g l e c t i n g  E ) xB is  r e p l a c e a b l e  by 2 A  
n 
S u b s t i t u t i n g   f o r  y i n  terms of n and x t h e   d i s t r i b u t i o n  of x - x 
may b e  i n v e s t i g a t e d .  
I n  p a r t i c u l a r :  
i i a' c1 c1 
6 . 3  THE SEQUENTIAL FIT 
This estimate is ob ta ined  success ive ly  as fo l lows:  
X a * (i) is that x which causes  the sum of previous  squares,  represented by 01 
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where the first term on the le f t  represents  the sum of squares of previous ., 
residuals ,  and where pi(x) is the ,th residual l inearized around x , %.e. ,  A ( i -1)  
and 
Thus 
Hence, 
Substituting  for y into  p i n  terms of n and x ,  and  summihg over i from 
1 t o  m ( i . e . ,  m data points): 
i i i 
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I n  t h e  r i g h t  member of  (6.12)  the x is rep laceab le  by  
A ( i -1)  
B 
(6.12) 
(6.13) 
I n  o r d e r  t o  i n v e s t i g a t e  t h e  d i s t r i b u t i o n  of x - x i t  i s  n e c e s s a r y   t o  
obse rve   t ha t  N(m) is i t s e l f  a random v a r i a b l e .  I n  f a c t ,  
(m) 
a c1 
a6 
so  t h a t  
We can now ob ta in :  
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(6.16) 
on t h e  r i g h t  of (6.16) we may u s e  
(6.17) 
The d i s t r i b u t i o n  of xa A (m) - x i s  now a v a i l a b l e .  The covar iance  a 
E f (i(m) c1 - x ) ( ;(m  - xB) I x f is t h e  same as t h a t  for t he  l ea s t - squa res  
c1 c1 
f i t  t o  t h e  same d a t a ,  s o  t h a t  i s  i d e n t i c a l   w i t h  #m). The bias ,   however ,  
is  more s e r i o u s :  
(6.18) 
6.4 THE ITERATED-SEQUENTIAL FIT 
This  e s t ima to r  is obta ined  as follows: 
i s  t h a t  x o b t a i n a b l e  as t h e  l i m i t  i n  an i t e ra t ive  procedure,   which - * ( i )  
causes  
X a a’ 
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(6.19) 
where .p?(x)  is t h e  i- r e s i d u a l  l i n e a r i z e d  n o t  a r o u n d  x t h   bu t   a round  
1 
t he  des i r ed  2* ( i ) ,  and 
The i t e r a t i v e  p r o c e d u r e  c o n s i s t s  of l i n e a r i z i n g  p f i r s t l y  a r o u n d  x 
i 
obtaining from the minimizat ion a f i r s t  estimate x - * ( i ) l  , r e - l i n e a r i z i n g  
t o  o b t a i n  a second estimate x around x , etc .  S ince  E is n e g l i -  
g i b l e ,  t h e  n e x t  i t e r a t i o n  is o p t i o n a l ,  and  any f u r t h e r  i t e r a t i o n  p o i n t l e s s .  
We see t h a t  
-*(i-1) 
Y 
A*(i ) l  - * ( i ) 2  2 
(6.21) 
and hence 
* 
S u b s t i t u t i n g   f o r  y i n t o  p i n  terms of n and x,  and summing over  i from 
1 t o  m y  
i i i 
-88- 
I 
On t h e  r i g h t  of ( 6 . 2 3 )  w e  may use  
( 6 . 2 3 )  
( 6 . 2 4 )  
Again i t  is  necessa ry  to  p re -mul t ip ly  by the  inve r se  o f  N*(m) given  by: 
The d i s t r i b u t i o n  of x - x is  t h e n   a v a i l a b l e .  The covariance -*k(m> 
c1 c1 
is aga in   t he  same as before .   In   comput ing   the   b ias  E 
account  must  be taken of  the correlat ion between n and x 
r e s u l t  is: 
-* 
i Y 
-89- 
It is n o t e w o r t h y  t h a t  i n  t h e  s e q u e n t i a l  estimates of Sec t ions  6 . 3  and 6 . 4  
t h e  e a r l y  n o n - l i n e a r i t i e s  E have much g r e a t e r  e f f e c t  t h a n  t h e  l a t e r  ones ,  
due   t o   t he   p re sence  of [ i ( i - l ) ]   o r  [ i ( i ) ]  . The i t e r a t e d - s e q u e n t i a l  
f i t ,  moreover,   replaces N 
men t ,  bu t  i n t roduces  a l so  a m u l t i p l i c a t i v e  f a c t o r  3 ,  which is  adverse .  
i 
-1  -1 
- ( i - l )  by i ( i )  , which  by  i t s e l f  would be an improve- 
6.5 AN EXAMPLE 
Suppose  tha t  w e  are making repeated measurements of a s i n g l e  q u a n t i t y  
iy  
x w i t h   v a r y i n g   n o n - l i n e a r   c o e f f i c i e n t s  E and t h a t  w e  h a v e   a n   a p r i o r i  
,. 2 
estimate x of x wi th   va r i ance  0 . Here w e  pu t  a = - , E  = o , a  = 1  
( i  2 1). The l e a s t - s q u a r e   b i a s  i s  
1 
0 0 0 0  0 i 
0 
( 6 . 2 7 )  
The s e q u e n t i a l  b i a s  is 
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and t h e  i t e r a t e d - s e q u e n t i a l  b i a s  is 
(6.29) 
E x c e p t  f o r  t h e  f i r s t  n o n - l i n e a r i t y ,  whose e f f e c t   i n  x A*(m) is less t h a n  i n  
G(m) , a t  least  i f  cro i s  l a r g e  (i.e. > > 1 )  t h e  e a r l y  n o n - l i n e a r i t i e s ,  
wh ich   have   t he   l a rge r   e f f ec t  are more s e r i o u s   i n  t h a n   i n  x , 
whereas  the  mos t  r ecen t  non- l inea r i t i e s  a f f ec t  fr'm' abou t  th ree  times as 
much as t h e y   a f f e c t   e i t h e r  ;; o r   T h i s   r a t h e r   p a r a d o x i c a l   f e a t u r e  
i s  n o t  a p p a r e n t  i n  t h e  s i m p l e r  t w o - b a t c h  a n a l y s i s  i n  c h a p t e r  5 (see 
1st paragraph on p.73). I n  t h e  case of e q u a l  b i a s e s  (E - E) and 
l a r g e  m ,  w e  have: 
,-. (m) 
i 
and 
(6.30) 
I t  is t empt ing  to  conc lude  tha t  a s e q u e n t i a l  f i t t i n g  p r o c e d u r e  s h o u l d  b e  
i t e r a t e d  o n l y  a t  t h e  o u t s e t .  (!) 
6.6 ANOTHER SEQUENTIAL PROCEDURE 
(6.31) 
An estimate e q u i v a l e n t  ( f o r  n e g l i g i b l e  E ) t o  t h e  l e a s t - s q u a r e  f i t  i s  2 
a v a i l a b l e  i f  t h i r d  as w e l l  as second degree terms are c a r r i e d  f o r w a r d  i n  
the  expres s ion  r ep resen t ing  the  sum of   the   p rev ious   squares .   This  
~. higher-order  ~~ s e q u e n t i a l  estimate" x At(i) is de f ined  as t h a t  x which  minimizes 11 
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i 
Again ,   t h i s  is o b t a i n e d   b y  f i r s t   l i n e a r i z i n g  p around x expanding 
Qi- 1 ( x )   t o  2nd o r d e r   i n  x - x , ob ta in ing   t hus  a f i r s t  estimate 
(i-1) i 
X "f(i>l . Qi-l (x)  and p are then  re-expanded  around ,fC')l t o  o b t a i n  
X " t ( i ) 2  e t c .  and a f u r t h e r  i t e r a t i o n  i s  o p t i o n a l .  The nex t  N $. and E are: 
* .  
i 
and 
This  improved  sequent ia l  estimate requ i r ed ,  o f  cour se ,  no t  on ly  more 
s t o r a g e  b u t  t h e  c a l c u l a t i o n  of a l l  t h e  s e c o n d  p a r t i a l  d e r i v a t i v e s  E 
6.7 AN APPLICATION 
iaB' 
A s  a p o s s i b l e  a p p l i c a t i o n  of t h i s  a n a l y s i s ,  we s h a l l  d e v e l o p  a n  
a lgo r i thm fo r  comput ing  the  e f f ec t  o f  non- l inea r i ty  in  the  estimate of 
pos i t ion  of  an  incoming vehic le  ( see  F igure  6.1) based only on range 
measurements from a t r a c k i n g  s t a t i o n  i n  t h e  p l a n e  o f  m o t i o n .  
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A c t u a l  t r a j e c t o r y  
Nominal t r a j e c t o r y  
r a c k i n g  s t a t i o n  
F igure   6 .1   Tracking  Geometry 
L inea r i ze  the  o rb i t  desc r ip t ion  abou t  t he  c i r cu la r  o rb i t  t h rough  
i n d i c a t e d  f i r s t  o b s e r v e d  p o s i t i o n ,  i .e . ,  
x = b cos 4 (6.35) 
0 
yo = b s i n  4 (6.36) 
where (x,y) i s  a r ec t angu la r  sys t em moving  on t h e  n o m i n a l  c i r c u l a r  o r b i t ,  
b i s  t h e  m a g n i t u d e  o f  t h e  i n i t i a l  p o s i t i o n  e r r o r ,  w h i c h  may be assumed 
t o  b e  p r e d o m i n a t e l y  p e r p e n d i c u l a r  t o  t h e  l i n e  of s i g h t  s i n c e  t h e  i n i t i a l  
r a n g e   m e a s u r e m e n t   i t s e l f   s h o u l d   b e   f a i r l y   a c c u r a t e .  Thus I$ r e and 
t h e  3 unknowns b ,  x may b e  assumed as zero  mean wi th  known var i ances  
and z e r o   c o r r e l a t i o n .   D e f i n e   t h e   d e p a r t u r e  from t h e   n o m i n a l   o r b i t ,  
i g n o r i n g  t h e  i n i t i a l  r a n g e  e r r o r ,  by means of  
0, 
0’ yo 
[;] = b 
- 
- n  
(6.37) 
-9 3- 
where n i s  mean motion on r e f e r e n c e  c i r c u l a r  o r b i t .  
Then : 
(;). = 
where the 2 x 3 m a t r i x  B is 
( 6 . 3 8 )  
( 6 . 3 9 )  
The Measured range is 
where  the random e r r o r  h a s  v a r i a n c e  0 , and 2 
P 
( 6 . 4 1 )  
( 6 . 4 2 )  
( 6 . 4 3 )  
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I 
I 
(R@ + H + X - R@ COS e )  
3 
2 
pYY 
- - 
P 
(R@ sin e - y)(R@ + M + X - Re COS 8 )  
- 
pw P 3 
( 6 . 4 4 )  
( 6 . 4 5 )  
We assume that  the  non-linearities in expression for p in  terms  of X 
arise predominantly  from  non-linearities in p as a  function of  (x,y) rather 
i 
than  in (x,y) as functions of A i. [These  latter  non-linearities have 
already been  ignored  in  writing  equation (6.38) 
Then 
( 6 . 4 6 )  
where 
( 6 . 4 7 )  
The previous analysis now applies (X here is x there) , where 
( 6 . 4 8 )  
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( 6 . 4 9 )  
We may suppose   t ha t   t he  l s t ,  2nd, .... obse rva t ions  are counted  by 
i = 4 ,  5, ... and reserve i = 1, 2, 3 f o r  a p r i o r i  v a r i a n c e s :  
(i) a c c o r d i n g  t o  ( 6.5) , f o r  the  l ea s t - squa res  fit  , 
(it> accord ing  to  (6 .18 )  and  (6 .26 )  fo r  t he  sequen t i a l  f i t s .  
F i n a l l y   t h e   b i a s e s   i n   e x t r a p o l a t e d   i n - p l a n e   p o s i t i o n ,  a t  say  , * 
are given by: 
( 6 . 5 3 )  
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7 .  CONSIDERATION OF  SYSTEMATIC  ERRORS 
7 . 1  INTRODUCTION 
A s  a p r a c t i c a l  matter i t  i s  u s u a l l y  n o t  f e a s i b l e  t o  estimate a l l  of 
t h e  o r b i t  p a r a m e t e r s  i f  t h e  d i m e n s i o n  o f  t h e  s ta te  v e c t o r  is high.  For  
example, it is obv ious ly  imposs ib l e  to  estimate a l l  o f  t h e  c o e f f i c i e n t s  of 
t h e  s p h e r i c a l  h a r m o n i c s  d e s c r i b i n g  t h e  g r a v i t a t i o n a l  p o t e n t i a l  of t h e  
central  body, even though any or a l l  of them might have a s i g n i f i c a n t  e f f e c t  
upon the  solut ion  of   the  orbi t   determinat ion  problem.  Ideal ly ,   one  would 
l i k e  t o  a p p l y  t h e  method d e s c r i b e d  i n  R e f e r e n c e  [ 7 ] t o  d e t e r m i n e  t h o s e  l i n e a r  
combinat ions of  parameters  which affect  the data  weakly s o  tha t  t hey  can  be  
d e l e t e d   f r o m   c o n s i d e r a t i o n .   I n   p r a c t i c e ,   t h i s  i s  done  on some i n t u i t i v e  
b a s i s ,  and  perhaps some s i g n i f i c a n t  p a r a m e t e r s  are l e f t   o u t .   T h e s e   u n e s t i -  
mated parameters are c a l l e d  s y s t e m a t i c  e r r o r s .  
In  the  presence  of  sys temat ic  e r rors  one  somet imes  resor t s  to  a 
1 1  consider   opt ion,"   which  can  take on severa l   forms:  (1) weighted least  
squa res  - es t ima te  the  des i r ed  pa rame te r s  as i f  t h e  s y s t e m a t i c  e r r o r s  were 
not  present ,  where  the  inverse  da ta  noise  covar iance  i s  the  weight ing  
m a t r i x ,  b u t  r e f l e c t  t h e i r  c o n t r i b u t i o n  t o  t h e  e s t i m a t i o n  e r r o r  i n  t h e  
c a l c u l a t i o n  of t h e   e s t i m a t i o n   e r r o r   c o v a r i a n c e   m a t r i x .  ( 2 )  minimum 
va r i ance  - r e f l e c t  t h e  p r e s e n c e  o f  t h e  s y s t e m a t i c  e r r o r s  i n  t h e  estimate 
of t h e  d e s i r e d  o r b i t  p a r a m e t e r s  and i n  t h e  c a l c u l a t i o n  of  the  es t imat ion  
e r r o r  c o v a r i a n c e  m a t r i x ,  i n  s u c h  a way as t o  o b t a i n  t h e  minimum e r r o r  i n  
the   e s t ima ted  parameters. This  approach is e q u i v a l e n t   t o   e s t i m a t i n g  a l l  
t h e   o r b i t   p a r a m e t e r s ,   i n c l u d i n g   t h e   s y s t e m a t i c   e r r o r s ,  (3 )  general   form - 
choose an arbi t rary form of  the est imator  which i s  computat ional ly  
convenient and produces an acceptab ly  small e r r o r  c o v a r i a n c e  m a t r i x  i n  t h e  
presence   o f   sys temat ic   e r rors .  The general   form  of   course  includes (1) 
and (2)  as s p e c i a l  cases. 
It is the  pu rpose  o f  t h i s  Sec t ion  to  deve lop  a co l lec t ion  of  methods  
f o r  o b t a i n i n g  e s t i m a t i o n  e r r o r  c o v a r i a n c e  matrices when the general  form 
of  the  cons ide r  op t ion  is employed. A l i n e a r i z e d  r e l a t i o n  b e t w e e n  t h e  
data  and s ta te  w i l l  be  assumed,  which,  f rom the point  of view of  the non- 
l i n e a r  t h e o r y  of Sec t ion  3 ,  can be thought of as a l inear  expans ion  about  
-97- 
the  converged modal  t ra jectory.  It  w i l l  b e  f u r t h e r  assumed t h a t  n o  s ta te  
n o i s e  i s  p r e s e n t ,  b u t  t h i s  case w i l l  b e  t r e a t e d  i n  S e c t i o n  4 .  
7.2  THE CONSIDER  OPTION  FOR A SINGLE DATA BATCH 
Suppose  the  vec tor  z of  obse rva t ion  r e s idua l s  is given by 
z = A x + B s + n  (7.1) 
where x, s ,  and n have the usual  meanings,  i .e .  x is t h e  v e c t o r  t o  b e  es ti- 
mated, s i s  the  vec to r  o f  sys t em pa rame te r  e r ro r s ,  and n i s  t h e  random 
v e c t o r  of obse rva t ion  no i se .  I t  w i l l  b e  assumed i n  S u b s e c t i o n s  7 . 2  and 7 . 3  
t h a t   t h e   a p r i o r i   v a r i a n c e  of x i s  i n f i n i t e  ( A  = 0 ) .  A l i n e a r   e s t i m a t o r  
L conver t s  z i n t o  a n  estimate 2 of x : f = Lz. I n  view  of   (7 .1)   this  
r e l a t i o n  becomes 
-1 
2 = LAX + LBs + Ln (7.2) 
The e s t i m a t o r  L w i l l  b e  c a l l e d  u n b i a s e d  i f  LA = I. Th i s  p rope r ty  de f ines  
the  gene ra l  form of the  cons ide r  op t ion ,  and w i l l  b e  assumed throughout. 
Hence 
f - X = LBS + Ln 
= c s + D n  ( 7 . 3 )  
There are two i n t e r p r e t a t i o n s  of   the   vec tor  s .  It may be   regarded  as 
a c o n s t a n t   b u t  unknown vec to r .  We know o n l y   t h a t   t h e   b e s t  estimate of s 
is  = 0 ,  and t h a t   o u r   c o n f i d e n c e   i n   t h i s  estimate i s  given  by a covar iance  
A 
mat r ix  C . We may then   de f ine  E ( s )  - s = 0 ,  and  E(ss ) = C . With t h e s e  
convent ions s may be handled mathematical ly  as i f  i t  were a random v e c t o r  
with mean 0 and  covariance C . This  is t h e   s e c o n d   i n t e r p r e t a t i o n .   I n  
e i t h e r   c a s e ,   ( 7 . 3 )   i m p l i e s  
'I' 
S S 
S 
C = cov(2 - x)  = DC DT + CCsC T n ( 7 . 4 )  
where r = E(nn ) and i t  is  assumed t h a t  E ( s n  ) = 0 .  T T 
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Two well known estimators  are  the  following: 
Weighted  Least  Squares  Estimator  This  tried  and  true  estimator  is  given  by 
= (A Cn A) A Cn . T -1  -1 T -1 LLs 
The  corresponding  estimate  will be denoted  by is; the  covariance  matrix 
( 7 . 4 )  by CLs. 
Minimum  Variance  Estimator  This  estimator  provides  the  minimum  covariance 
matrix ( 4 . 4 )  . It is  given  by 
= (A~WA) A w , -1 T 
where W-' = r i- BCsB . This  is  easily  shown:  Any  other  estimator  may be 
expressed  as  L = K + (ATWA)-'ATW. Then  LA = I  implies KA = 0, and  it 
follows  that ( 7 . 4 )  reduces  to 
T 
This  is  a  minimum  for K = 0. It follows  that C = (ATWA)-I. Mv 
It is  usually  impractical  to  use L in  making  estimates  of x alone, Mv 
since  the  calculations  required  are  equivalent to those  required to estimate 
s in  addition to x.  The  matrix C is  calculated  by  using  a  weighted  least 
squares  estimator  to  estimate  the  vector (z) from  the  data Mv 
(Is) = (: :) (1) + (",), 
where E(n n ) = C . The  estimator  in  this  case  is T 
s s  S 
-99- 
The r e s u l t i n g  c o v a r i a n c e  matrix ( 7 . 4 )  is 
The upper l e f t  p o r t i o n  of t h i s  ma t r ix ,  wh ich  is j u s t  cov(G - x)  , is  equa l  
t o  C as may b e  shown us ing   t he   Schur   i den t i ty .  Mv 
The  main i n t e r e s t  i n  C is t h a t  i t  g ives  a lower  bound f o r  t h e  MV 
ob t a inab  l e  t racking   accuracy .  
7 . 3  THE CONSIDER OPTION FOR TWO DATA BATCHES 
Suppose two t r a c k i n g  r u n s  r e s u l t  i n  o b s e r v a t i o n s  
z = A x + B s + n  1 1 1 1 
z2 = A  x +  B 2 s  + n 2 2 '  (7.5) 
Suppose   l i nea r   e s t ima to r s  L and L are a p p l i e d   t o   g i v e  estimates 1 2 
A 
x 1 = L A x + L B s + L l n l  1 1  1 1  
= x + C s + D n  1 1 1  
G 2 = L A x + L B s + L 2 n 2   2 2   2 2  
= x + C 2 s + D n  2 2  - 
It  i s  d e s i r e d   t o  combine t h e s e  estimates t o   g i v e   a n  estimate which i s  
b e t t e r  t h a n  e i t h e r  and t o  compute the  cova r i ance  of t h e  e r r o r  
Assuming a l inear  unbiased  combina t ion ,  a l l  schemes may b e  w r i t t e n  as 
3 
A 
x3 - x. 
where M + N = I . 
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Thus, 
and 
C3 = cov(f  - x)  = MD1 rlDIM + ND I' DTNT T T  3 2 2 2  
+ (MC + NC2)  Cs(MC1 + NC2) T 1 
where 
Ti = E(nini), C i  
T - Gin + Cic = Di ri Di T + C . C  C T i = 1, 2 ,  and 0 = C C C T 
1 s i' l s 2 '  
These  de f in i t i ons  w i l l  be  used  f requent ly  in  what  fo l lows .  
The foregoing  is q u i t e  s t r a i g h t  f o r w a r d  b u t  i t  emphasizes  the fact  
t ha t ,  once  the  ma t r ix  M is  se lec ted  (and  hence  a l so  N = I - M ) ,  t h e  
r e su l t i ng  cova r i ance  ma t r ix  (7 .8 )  is determined and needs merely to be 
calculated.   Looking a t  t h e  matter d i f fe ren t ly ,   whenever  a ma t r ix  C i s  
pu rpor t ed  to  be  the  cova r i ance  ma t r ix  o f  a combined estimate, t h e r e  must 
b e  a corresponding  choice  of  M r e l a t e d  t o  C by (7.8).  Any devia t ion   f rom 
t h i s  r u l e  may be regarded with suspicion unless  accompanied with an estimate 
of the  d i f f e rence  be tween  C and a covar iance  mat r ix  ca lcu la ted  f rom (7 .8) .  
3 
3 
3 
Two combinative procedures w i l l  be  d i scussed .  
Weighted Least Squares   Combina t ion   Us ing   the   no ta t ion   of   (7 .5) ,   th i s  
method c o n s i s t s  o f  l e t t i n g  
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where W1 = r i  , W2 = r2  and i t  is assumed t h a t  n and n are independent .  -1  -1 1 2 
- If i-i l and f; 2 were ob ta ined   u s ing   t he   we igh ted  least s q u a r e s   e s t i m a t o r  de- 
s c r i b e d  i n  t h e  p r e v i o u s  s e c t i o n ,  t h e n  t h i s  c h o i c e  of M and N r e s u l t s  i n  a 
s imple combinat ion of d a t a  b a t c h e s  1 and 2 i n t o  a l a r g e r  b a t c h  w h i c h  is 
then  processed  wi th  a weighted least squa res  e s t ima to r .  In other  words ,  
t h e  t r a c k i n g  matrices [AIW.A. I A . W . B . ]  , i = 1, 2 are combined to  form the ' I  
1 1 1 1  1 1 1  
t r a c k i n g   m a t r i x  
I 
[A:wlAl + A>2A2 ATWIB1 + A;W2B2] . 
This  i s  no l o n g e r   v a l i d   i f  & and were formed i n  any o t h e r  way. 1 2 
Minimum Variance  Combination If t h e   e s t i m a t o r s  L and L are f ixed ,   t hen  
how can M b e  c h o s e n  t o  o b t a i n  t h e  minimum covar iance ,  x3, of ;; - x ? 
Assuming E (n n ) = 0,  the answer is given by 
1 2 
3 
T 
1 2  
-1 T -1 
N M v  ( z2  - e 
where C ', C2¶ and 8 are as given by (7 .8) .  This  is e a s i l y  shown by re- 
p l a c i n g  N by I - M i n  ( 7 . 8 ) ,  e x p a n d i n g  i n  M and complet ing the square.  
The r e s u l t i n g  c o v a r i a n c e  is  
-1 
= c2 - s ( c l  + c - ( e  + eT)> % 
2 
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Any o ther  choice  of  M r e s u l t s  i n  a covar iance  mat r ix  C where 3 
m m 
Although  the minimum va r i ance   s t ima to r  of Sec t ion  1 is d i f f i c u l t   t o  
c a l c u l a t e ,  t h e  c h o i c e  M = % is e a s i l y  c a l c u l a t e d  i f  t h e  matrices C Di, 
C s  and T i  are ava i l ab le .   These   i n   t u rn   depend  upon t h e  e s t i m a t o r s  L 
and L2,  which may w e l l  be  t aken  as least s q u a r e s  e s t i m a t o r s .  I n  t h i s  case 
t h e  C and D matrices may b e  r e a d i l y  computed. 
i' 
1 
7 . 4  THE INFLUENCE  OF  APRIORI  INFORMATION 
Suppose  the estimate f; is a v a i l a b l e  a l o n g  w i t h  a covar iance  mat r ix  1 
ClY t h e  "a p r io r i ' '   cova r i ance ,   bu t   t ha t   t he   dependence  of C on C and 
rl i s  no t  known. We may assume t h a t  
1 S 
,. 
x l = x + C s + D  1 1 nl 
b u t   t h e  matrices C and D are n o t  known.  They may be  regarded as v a r i a b l e  
b u t  c o n s t r a i n e d  s o  t h a t  C C C + Dl rl Dl = C1. 
1 ' T  T 
I s 1  
It is o f t e n  s t a t e d  t h a t  t h e  c o v a r i a n c e  of t he  combined estimate is 
L1 
given by C which is computed  from  the  augmented  tracking  matrix 3 
i n  t h e  same manner  employed f o r  a weighted least  squares  es t imator .  This  
i s  a dependable  covar iance  mat r ix  cor responding  to  the  combina t ive  pro-  
T 
2 2 2  1 - 
-1 
cedure M = (A W A + E-') i f  C1 = 0. I f  C 0 ,  t h e   m a t r i x  C 3  -1 Iv 1 
is n o t  c o r r e c t l y  c a l c u l a t e d .  It  i s  t h e  p u r p o s e  h e r e  t o  i n v e s t i g a t e  t h e  
magnitude of t h e  e r r o r .  
Consider  the combinat ive method given by 
t 
T -1 M = (A W A + Cy') -1 2 2 2  I1 - 
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L e t  C be   the   cor responding   covar iance  matrix computed  from (7 .8) .  3 
The fol lowing formulas  are e a s i l y  e s t a b l i s h e d :  
m 
hence 
C 3  - C 3  = M0N + N 0  M . N T T T  
It is s e e n  t h a t  t h i s  e r r o r  w i l l  b e  small compared t o  t h e  s i z e  of 8 i f  
M =  0 o r  N = I ,  i .e.  i f  t h e  n o i s e  e r r o r s  are much smaller than  the  sys tem 
pa rame t r i c   e r ro r s .   Bu t  8 is about   he  same s i z e  as t h e   m a t r i c e s  C and 
C2c,  h e n c e ,   i n   t h i s   c a s e  C is  a reasonable  approximation  of C 
1c - 
3 3' 
Since the pseudo covariance matr ix  C c o u l d  b e  u n r e a l i s t i c a l l y  small, 
N 
3 
i t  wou ld  be  use fu l  t o  know under  what  c i rcumstances i t  is  a t  least g r e a t e r  
t han  the  minimum var iance  covar iance  mat r ix  C Equat ion (7 .9)  shows t h a t  
MY' 
N 
= MCIM + NC2N T T c3  - cMv 
where Q = (E1 - 0 )  + ( E 2  - 0 ).  T 
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It i s  clear t h a t  C > C i f  C 2 c  2 C1 + C 2 n .  3 M v  O t h e r w i s e  t h e  s i t u a t i o n  is 
- 
n o t  s o  clear.  
A p o s s i b l e  a p p r o a c h  t o  e s t a b l i s h i n g  t h a t  C 2 C m  w o u l d  b e  t o  show 
'v 
t h e  e x i s t e n c e  o f  matrices % and = I - % s u c h  t h a t  C may b e  computed  from 
(7 .8 )  using  and N .  However i t  can   be  shown t h a t  a necessary   and   suf f i -  
c i e n t  c o n d i t i o n  f o r  t h e  e x i s t e n c e  of such matrices is C L C This  
approach then i s  n o t  h e l p f u l .  
- 
3 
II 
'v 
3 Mv' 
7.5  A SIMPLIFIED ANALYSIS OF STEADY STATE ORBIT DETERMINATION 
Suppose w e  have a s t e a d y  s ta te  ( cons t an t  geomet ry )  o rb i t  de t e rmina t ion  
s i t u a t i o n  w h e r e  t h e  s ta te  o f  t he  sys t em can  be  e s t ima ted  qu i t e  w e l l  dur ing  
a s h o r t  t r a c k i n g  i n t e r v a l ,  b u t  w h e r e  t h e  e f f e c t s  o f  s t a t e  noise  and  unmod- 
e l l ed   pa rame te r s   add   d i s tu rbance   be tween   t r ack ing   i n t e rva l s .   I n   o rde r   t o  
o p t i m a l l y  w e i g h t  t h e  d a t a  a n d  t o  d e s c r i b e  t h e  t r a c k i n g  e r r o r ,  i t  i s  
necessary  to  de te rmine  a r e a l i s t i c  e r r o r  c o v a r i a n c e  m a t r i x  w h i c h  i s  charac- 
t e r i s t i c  o f  t he  ope ra t iona l  t r ack ing  sys t em.  
Assuming  one  continuously estimates some l i m i t e d  number of system 
parameters ,  ignor ing  s t a t e  noise  and unmodel led parameters ,  the hypothe-  
t i c a l  e r r o r   v a r i a n c e  (A  WA) would  go t o   z e r o  as t i m e  goes t o  i n f i n i t y ,  
(F igure  7 . 1  - curve 1). Cons idera t ion   of   these   unmodel led   e f fec ts   in   the  
c a l c u l a t i o n  w o u l d  y i e l d  a n  e r r o r  v a r i a n c e  ( 7 . 4 )  which becomes unacceptably 
l a r g e   w i t h  time, (F igure  7 . 1  - curve 2 ) .  Ne i the r   o f   t hese   ca l cu la t ions  i s  
meaningfu l ,  however ,  for  in  an  opera t iona l  sys tem one  would  de-weight  ear ly  
da ta  t o  r e f l e c t  t h e  i n f o r m a t i o n  l o s s  due t o  unmodel led   e f fec ts ,   (F igure  7 . 1 -  
curve 3 ) .  For  example,   previous  information  might  be  completely  ignored  by 
u s i n g  o n l y  t h e  m o s t  r e c e n t  t r a c k i n g  i n t e r v a l  t o  estimate t h e  s t a t e .  Such 
an approach is a s p e c i a l  case of the  da ta  weight ing  methods  d iscussed  above ,  
where  the  cova r i ance  ma t r ix  desc r ib ing  p r io r  i n fo rma t ion  is degraded i n  
some less a r b i t r a r y  f a s h i o n .  
T -1 
Theore t i ca l ly ,  de -we igh t ing  p r io r  i n fo rma t ion  co r re sponds  to  pos tu -  
l a t i n g  s y s t e m a t i c  e r r o r s  a c t i n g  b e t w e e n  t r a c k i n g  i n t e r v a l s .  Thus the  most  
r a t i o n a l  way t o  t reat  the problem i s  t o  d e t e r m i n e  t h e  s ta t i s t ics  o f  t h i s  
d i s t u r b a n c e ,  a n d  w e i g h t  t h e  d a t a  a c c o r d i n g  t o  t h e  t r u e  e r r o r  c o v a r i a n c e .  
A broken curve w i l l  r e s u l t  s i n c e  t h e  t r a c k i n g  i s  i n t e r m i t t e n t  ( F i g u r e  7 . 1 -  
curve 4 ) .  The n e c e s s a r y  c a l c u l a t i o n s  c a n  b e  c a r r i e d  o u t  w i t h  e x i s t i n g  
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computer programs, for i t  is on ly  necessa ry  to  compute the  normal  matrices 
c o r r e s p o n d i n g  t o  t h e  i n d i v i d u a l  t r a c k i n g  i n t e r v a l s  a n d  a d d  i m p u l s e s  t o  t h e  
e r r o r  c o v a r i a n c e  matrices b e t w e e n  i n t e r v a l s .  I n  t h i s  s u b s e c t i o n  a n  a p p r o x i -  
mate t rea tment  of  the  s teady  state o rb i t  de t e rmina t ion  p rob lem w i l l  b e  
presented.  Such an analysis  hopeful ly  w i l l  b e  u s e f u l  f o r  i l l u s t r a t i n g  t h e  
type  of r e s u l t s  t o  b e  e x p e c t e d ,  f o r  a p p r o x i m a t e  e r r o r  a n a l y s i s ,  a n d  f o r  
sugges t ing  a r e a l i s t i c  o p e r a t i o n a l  d a t a  w e i g h t i n g  scheme and tracking 
po l i cy .  
F igure  7 . 1  Tracking  Error   Covariance 
Suppose the unmodelled parameters and s ta te  n o i s e  act  only between 
t r a c k i n g  i n t e r v a l s  t o  p e r t u r b  t h e  s ta te  by  an  amount Ax. Then l e t  
x = cons tan t  i (7.10) 
X = x  + A x  i+l i (7.11) 
zi = A x.  + ni 
1 
(7.12) 
where x is  t h e  state v e c t o r ,  i d e n o t e s  t h e  i t h  t r a c k i n g  i n t e r v a l ,  Ax i s  t h e  
s ta te  d i s tu rbance ,  n is  w h i t e   d a t a   n o i s e ,  z is da ta .  The A i s  a ( cons t an t )  
matrix,   which i s  supposed  to  be  of  full .   rank. L e t  t h e  v a r i a n c e  of Ax be  
i i 
E[Ax ] = R(At) 2 (7.13) 
where A t  is t h e  time be tween  t racking   in te rva ls .   Thus ,  
A t   A t  
(7.14) 
where g i s  t h e  p e r t u r b a t i o n  a c t i n g  i n  A t  and Q(-r,s)  i s  i ts  a u t o c o r r e l a t i o n  
func t ion .  L e t  P be   t he   " s t eady  s ta te"  cova r i ance   ma t r ix ,   ob ta ined   a t   t he  
end  of a t r a c k i n g   i n t e r v a l   ( F i g u r e  7 . 1 ) .  The u n c e r t a i n t y  a t  the  beginning 
of a t r a c k i n g  i n t e r v a l  i s  P + AR, and the information added by a t r a c k i n g  
i n t e r v a l  is N = (A  WA), where W is  t h e  i n v e r s e  d a t a  n o i s e  v a r i a n c e .  The P 
ma t r ix  is  obtained from 
T 
-1 
[(I? + R)-' + N] = P (7.15) 
The s o l u t i o n  of (7 .15)  is  
(7 .16)  
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I f  t h e  norm of  (N R ) is small, w e  have -1 -1 
The estimate a t  the end of  a t r a c k i n g  i n t e r v a l  is 
(~2)+  = P [ ATWz. 1 + (P + R)-' (.:)I 
(7.17) 
(7.18) 
where [+,-I r e f e r s ,  r e s p e c t i v e l y ,  t o  t h e  e n d  a n d  b e g i n n i n g  o f  t h e  i n t e r v a l .  
Thus   (7 .17)   descr ibes   the   des i red   s teady  s ta te  er ror   covar iance   mat r ix ,   and  
(7.18) shows how t o  o p t i m a l l y  combine  the  most  recent  da ta  wi th  pr ior  in for -  
m a t i o n .   T h e s e   r e s u l t s   c a n   b e   e a s i l y   e x t e n d e d   t o   t h e  case where  the  normal  
m a t r i x  N depends upon i, or where the unmodelled parameters and s t a t e  n o i s e  
act  d u r i n g  t h e  t r a c k i n g  i n t e r v a l .  
T 
The ana lys i s  deve loped  here  could  be  used i n  t h e  f o l l o w i n g  way: 
a. def ine   the   d i s turbance   covar iance   R(At)   f rom a (perhaps 
p e s s i m i s t i c )  a n a l y s i s  o f  t h e  s t a t e  noise and unmodelled 
parameters .  
b .   de f ine   an   accep tab le   va lue   o f   R(At )   and   de t e rmine   t he  
t i m e  b e t w e e n  t r a c k i n g  i n t e r v a l s  t o  a c h i e v e  t h a t  v a l u e .  
c. g i v e n   t h e   d a t a  z i n  a n y   t r a c k i n g   i n t e r v a l ,   f i n d   t h e  
e s t i m a t e  a t  t h e  e n d  o f  t h e  t r a c k i n g  i n t e r v a l  b y  ( 7 . 1 8 ) .  
No te  tha t  on ly  the  P m a t r i x  is n e e d e d  f o r  e r r o r  a n a l y s i s  p u r p o s e s  a n d  f o r  
d e f i n i t i o n   o f   t h e   t r a c k i n g   p a t t e r n .  The va l id i ty   o f   t h i s   app roach   cou ld  
be checked by a Monte Car lo  s imula t ion  wi th  equat ion  (7 .18)  in t roduced  as 
t h e  " f i t  w o r l d "  e s t i m a t o r .  
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8 .  TREATMENT OF CORRELATED DATA 
8.1 INTRODUCTION 
The weighted least squa res  (WLS) form of the maximum l i k e l i h o o d  esti- 
mator can t reat  cor re la ted  da ta  by  employing  the  weight ing  mat r ix  W = r , 
where I' is  t h e  d a t a  n o i s e  c o v a r i a n c e  m a t r i x  r = E[nn 1 .  This is a l a r g e  
ma t r ix ,  w i th  d imens ion  equa l  t o  the  to t a l  number  of d a t a  p o i n t s ,  a n d  i n  
g e n e r a l  i t  is n o t  p r a c t i c a l  t o  i n v e r t  and s t o r e  r .  
-1 
T 
I n  c e r t a i n  s p e c i a l  cases t h e   i n v e r s e  i s  e a s i l y   o b t a i n e d .  For example, 
i f  t h e  d a t a  is uniformly spaced A t  s econds  apa r t  and is exponen t i a l ly  
c o r r e l a t e d ,  w e  have 
where u i s  t h e   ( s t a t i o n a r y )   v a r i a n c e ,  - i s  t h e   c o r r e l a t i o n  t i m e  c o n s t a n t ,  
and, 
2 1 
c1 
y = exp (- a At) 
Then 
r = U  
2 I. 1 Y 2 Y 3 Y Y 1 Y Y 2 Y 
2 
Y 
3 
Y 
2 
Y 
1 
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Y 
and 
1 -y 0 0 
-y (y 2 +I> -Y 0 
0 -y (Y 2 +I> -Y 
0 -Y (Y +I> -y 
2 
0 -y 1 
(8 .3)  
This  weight ing  mat r ix  causes  ad jacent  da ta  poin ts  to  be  d i f fe renced ,  as can 
be  seen  by  per forming  the  mul t ip l ica t ion  Wz, where z is t h e  d a t a  v e c t o r .  
This approach i s  equ iva len t  t o  add ing  a new s t a t e  var iab le  which  is  t h e  
c o r r e l a t e d   n o i s e ,  as i s  sometimes  done i n  Kalman f i l t e r i n g .   E s s e n t i a l l y ,  
the  inverse  (8 .3)  can  be  eas i ly  found because  (8.1) d e s c r i b e s  a f i r s t  o rde r  
Markoff process. 
The t reatment  of  more gene ra l  fo rms  o f  da t a  co r re l a t ion  is  n o t  s o  
s t r a i g h t f o r w a r d .  I n  t h i s  S e c t i o n  w e  w i l l  develop a p r a c t i c a l  method  of 
p rocess ing  exponen t i a l - cos ine  co r re l a t ed  da t a  by a differencing method,  
and i t  w i l l  b e  shown how a gene ra l  da t a  d i f f e renc ing  t echn ique  can  be  used  
t o  t rea t  o the r  t ypes  of c o r r e l a t i o n .  I t  w i l l  a l s o  b e  shown how t o  t r a n s -  
form  the  problem t o  t h a t  of e s t ima t ing  an  unknown a c c e l e r a t i o n .  A s  b e f o r e ,  
a l i nea r  sys t em wi th  no  state n o i s e  w i l l  be assumed, which corresponds to 
a l inear  expans ion  about  the  modal  t ra jec tory .  
8 .2  STATEMENT OF THE PROBLEM 
Cons ide r  t he  p rob lem o f  e s t ima t ing  the  in i t i a l  s t a t e  vector  of  an 
o r b i t i n g  v e h i c l e  f r o m  a l inear   combinat ion  of   noisy  measurements .  L e t  t h e  
equat ion  re la t ing  the  measurement  vec tor  z ,  t o  t h e  i n i t i a l  s t a t e  v e c t o r  
x b e  
0 ’  
z = A x  + n  
0 ( 8 . 4 )  
where A = az/ax and n i s  t h e  v e c t o r  o f  zero-mean  random n o i s e  on t h e  
measurement.  Then,  the w e l l  known weighted leas t  squa res  estimate of x i s  
0 
0 
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-1 
f; = ( A ~ W A )  A wz T 
0 
and the  covar iance  of  the  estimate is 
-1 -1 
%IS 
= ( ATWA) ATW rWA ( ATWA) 
where W is a diagonal  weight ing matr ix  and r = E[nn ] is the  covar iance  of  
t h e  n o i s e .  I f  W - l  = r ,  t hen  the  estimate is a minimum variance one a n d  
( 8 . 6 )  becomes 
T 
-1 T -1 -1 
cMv = ( A ~ W A )  = (A r A) ( 8 . 7 )  
When r i s  n o t  a d i agona l  ma t r ix ,  i . e . ,  t h e  d a t a  are c o r r e l a t e d ,  t h e n  
the  minimum variance problem can be t ransformed to  the WLS problem i f  a 
ma t r ix  S = [s ] can  be  found  such  that  ij 
T -1 s w s = r  
I n  t h i s  case, t h e  estimate of x becomes 
0 
-1 
& 0 = (BTWB)  TWq (8.8) 
where B = SA and q = S z .  Because most- orbit  determination programs do not  
s ave  more than one row of the A-matrix a t  a time i n  s o l v i n g  t h e  WLS problem, 
t ransforming  the  minimum variance problem t o  t h e  WLS problem as i n d i c a t e d  
above i s  o n l y  f e a s i b l e  i f  a small number  of  rows  of t h e  A matr ix  must  be 
saved.  That is ,  only  a small number of elements  of  each row of S are non- 
zero .   Sec t ion  8 . 1  has  shown how to   t r ans fo rm  exponen t i a l ly   co r re l a t ed  
d a t a  i n t o  u n c o r r e l a t e d  d a t a  by t h i s  d a t a  d i f f e r e n c i n g  t e c h n i q u e  and t h e  
fo l lowing  sec t ions  w i l l  show how t o  treat  da ta  wi th  an  exponen t i a l  cos ine  
c o r r e l a t i o n  b y  d a t a  d i f f e r e n c i n g .  The inverse  problem  of  determining  what 
t ype  o f  co r re l a t ion  can  be  hand led  by d i f f e r e n c i n g  a given number of 
measurements w i l l  a lso be examined.  
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An a l t e r n a t i v e  t o  t h e  a b o v e  a p p r o a c h  is  t o  augment t h e  s ta te  v e c t o r  
wi th  noise  parameters  which  are pe r tu rbed  by w h i t e  n o i s e ,  a n d  s o l v e  f o r  
t h i s  new s t a t e  v e c t o r  i n  t h e  p r e s e n c e  o f  a n  "unknown a c c e l e r a t i o n , "  ( s e e  
Sec t ion  4 ) .  This  approach,  which is  ana logous   t o   t he  way c o r r e l a t e d  
measurement noise is h a n d l e d  i n  t h e  Kalman f i l t e r ,  is d i s c u s s e d  i n  8 . 5 .  
8 .3  OPTIMAL PROCESSING OF DATA W I T H  EXPONENTIAL COSINE CORRELATION 
8 . 3 . 1  The Noise Model 
L e t  t he  au tocor re l a t ion  func t ion  fo r  t he  measu remen t  no i se  have  the  
form 
where T = 1 ti - t . I  = T , n = n ( t  . ) = t h e  i t h  component  of t h e   v e c t o r  
i j  J j i  i 1 
n ,  and a ,  6, and y are cons tan ts .   This  i s  a r e a l i s t i c  n o i s e  model s i n c e ,  
f o r  y = a / B ,  ( 8 . 9 )  r e p r e s e n t s  t h e  a u t o c o r r e l a t i o n  f u n c t i o n  of the  output  of  
a l inear ,   second-order   system  forced  by  white   noise .  The equation  of 
motion f o r  such a sys t em is  
where  w(t> i s  zero-mean,   gaussian  white   noise   with  var iance 0 . The auto-  
co r re l a t ion  func t ion  o f  t he  s t eady- s t a t e  r e sponse  o f  t h i s  sys t em i s  given 
by  Eqn. (8.9) i f  o2 = 4 a ( a  + 6 ) .  This w i l l  a l s o   b e   t r u e   f o r   t h e   t r a n s i e n t  
r e s p o n s e  i f  t h e  s ta t is t ics  on t h e  i n i t i a l  c o n d i t i o n s  are 
2 
W 
2 2 
W 
E(no) = E(AO) = 0 
E(no) = 1 
2 
E(no) = a + - 2  2 2 
E(n A ) = 0 
0 0  
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8.3.2  Solution  For  Equally  Spaced Data 
For  equa l ly  spaced  da ta ,  t he  so lu t ion  o f  Eqn. (8 .10 )  obeys  the  d i f f -  
e rence  equat ion  
n - c n   + c n   = u  i+2 1 i+l o i i (8.11) 
where 
c = e  -2a-r 
0 ¶ 
c1 = 2e  cos 1 3 ~  ,-UT 
u =-  e w ( s )  s i n  B ( t i  + 2.r-s)e  -a(t 1 .-SI ds 
i B 
The a u t o c o r r e l a t i o n  f u n c t i o n  of u is then 
( 0: i f  i-j = 0 
where 0 = 1 - e - 4 - e  s i n  B T  cos B-r 2 -4a-r a -2aT 
0 B 
= 2e-2a-r [ s inh  2a.r - - B s i n  Z B - ~  ] , a 
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(8.13) 
(8.14) 
p = 2 [ cL s i n  6.r cosh c 1 ~  - cos BT s i n h  a ~ ]  /e2aTo: 
B (8.15) 
The new v a r i a b l e  u i s  o n l y   c o r r e l a t e d   w i t h  u and u i ts  n e a r e s t  i i- 1 i+l '
neighbors .  An uncor re l a t ed  set  of v a r i a b l e s  w i t h  v a r i a n c e  o can now b e  
formed from the Iui3 by le t t ing 
2 
0 
v = ( u i - a v  i i i-1 1 (8.16) 
(8.17) 
where v l = u l  Y 
a = O  . 1 
For N l a rge ,   t hen   t he   s equence  of a d e f i n e d   i n   ( 8 . 1 7 )   c o n v e r g e s   t o   t h e  
i 
v a l u e  
N o t i c e  t h a t  a real  so lu t ion  o f  (8.18) o n l y  e x i s t s  f o r  I p 1 1  y. However, 
from (8.15) t h i s  c a n  b e  shown t o  h o l d  f o r  a l l  p o s i t i v e  v a l u e s  of a, 6,  
and T. 
1 
Combining t h e  a b o v e  r e s u l t s  w i t h  Eqn. ( 8 . 4 ) ,  d e n o t i n g  t h e  i t h  row 
of   the  A ma t r ix  as A y i e l d s  
i' 
qi = B .  x + vi i = 1, 2, ..., N - . 2  
1 0  
where 
Bi = (LAi - aiBi-l) /dl - a' i , i > 1 , 
B1 = LA1 . 
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I 
L is a l i n e a r  d i f f e r e n c e  o p e r a t o r  d e f i n e d  by 
Lz = z i i+2 1 i+l - c z + cozi 
and W - l  = 0 I, Eqn. (8.8) can  be  used  to  ob ta in  a WLS estimate from the 
new d a t a  v e c t o r  q.. N o t e  t h a t  t h e  c a l c u l a t i o n  o f  B WB and B Wq by summing 
the  ind iv idua l  e l emen t s  B.W.B and BiWiqi r equ i r e s  the  t empora ry  s to rage  
2 
0 
T T 
T T 
~ l i  
of Ai' Ai+lY Ai+2Y z z  i Y  %+I' Z i+2' A I '  B i - 1 ,  and q i-1' i n   a d d i t i o n   t o   t h e  
cons t an t s  c and c2. Also , n o t e   t h a t   t h e r e  are only (N-2) of   the new 
uncor re l a t ed  obse rva t ions  as compared t o  the  N o r i g i n a l  o b s e r v a t i o n s ;  n o  
p r a c t i c a l  way of forming N uncorre la ted  observa t ions  w a s  found  fo r  da t a  
wi t . h   exponen t i a l   cos ine   co r re l a t ion .   In   t h i s   ca se ,   t he   cova r i ance  of t h e  
estimate is 
1' 
= (ATST(ST.S T ) -1 SA)-' (8.19) 
where S i s  an (N-2) x N t r a n s f o r m a t i o n  m a t r i x .  I f  S were i n v e r t a b l e ,  t h e n  
(8 .19)  would r e d u c e  t o  Eqn. (8 .7 )  and the estimate of x becomes a minimum 
va r i ance  one.  However, f u r t h e r   s t u d y  is requi red   to   de te rmine   the   condi t ions  
under which C c lose ly  approximates  C 
Mv' 
The  above  method assumes t h e  d a t a  are equal ly   spaced .   I f   they  are 
n o t ,  t h e n ,  i n  g e n e r a l  t h e  c o m p u t a t i o n  of q and Bi r e q u i r e s  t h e  s t o r a g e  of 
a l l  d a t a   p r i o r   t o  z and t h e i r   a s s o c i a t e d  A . ' s .  This  would  require  an 
ex t r ao rd ina ry  amount  of s t o r a g e  and is  i m p r a c t i c a l  f o r  u s e  i n  a computer 
program.  Since  most real d a t a  w i l l  no t  be  equal ly-spaced ,  due  to  da ta  
e d i t i n g  o r  m i s s i n g  p o i n t s ,  p r a c t i c a l  i m p l e m e n t a t i o n  of t h e  method des- 
c r i b e d  i n  t h i s  s e c t i o n  r e q u i r e s  f o r m i n g  "dummy" obse rva t ions  a t  the  mis s ing  
da ta  poin ts .  These  "dummy" observa t ions  could  be  computed  by i n t e r p o l a t i n g  
between adjacent  observat ions.  
i 
i+2 1 
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i 
8.3 .3  A Simple  Example 
To i l l u s t r a t e  t h e  method desc r ibed  i n  Section 3.2 and compare i t  t o  
t h e  WLS technique ,  cons ider  the  problem of  es t imat ing  a cons t an t  scalar 
parameter.  Then the  measurement  equation (Eqn. (8 .4) )  i s  
z = x  + n  
0 
and  the  va r i ance  o f  t he  WLS estimate is 
( 8 . 2 0 )  
(8.21) 
If Ri j  i s  given by  Eqn. (8 .9 )  and the  measurements are equal ly  spaced ,  then  
(8.21)  becomes 
+ pa2 0 e-2aT + e-NaTCN]/N2Bf (8.22) 
where B~ = 1 - 2e cos B-c + e , --BT -2a-c (8.23) 
COS (N+1) B T  + cc s i n  (N+1) B T  cosNB~ + - sinNf3-r a B B I 
+ e-aT [cos (N-1)B-c + - s i n  (N-1) 6-c , a B I (8.24) 
and u2  and p are d e f i n e d  i n  Eqns.  (8.14)  and  (8.15) , r e s p e c t i v e l y .  
0 
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On the  o the r  hand ,  fo rming  the  new uncor re l a t ed  da t a  type  us ing  the  
technique  of  Sec t ion  8.3.2 t ransforms the measurement  equat ion to  
q = B x  + v (8.25) 
0 
and the  var iance  of t h e  estimate is  
c = ( ~ ~ w ~ 1 - l  
(8.26) 
where 
a = p / C  , i = 2, 3 ,  ..., N - 2 ,  
i i- 1 (8.28) 
a = O  . 1 
For NB1 l a r g e  C becomes WLS 
2 
WLS 0 (1 + 2p) /  NB1 , NB1 >> 1 
2 (8.29) 
Approximating a i n  Eqn. (8.27) by a = a m  a n d  s u b s t i t u t i n g  i n  Eqn. (8.26) 
y i e l d s  
i 
(8.30) 
Thus C C f o r  NB1 >> 1. However, s i n c e  B c a n   b e   q u i t e  small f o r  small 
values  of a~ and BT, N c a n   b e   f a i r l y   l a r g e   w h i l e  NB is  s t i l l  small. I n  
t h e s e  cases both  terms of  (8.22) must be considered and i t  is d i f f i c u l t  t o  
see how C and C compare.  Table 1 shows how C and C behave  fo r  
va lues  of  a~ and f3.r ranging from .01 t o  10  fo r  i n t e rmed ia t e  va lues  of N .  
WLS 1 
1’ 
WLS MY’ CWLs’ 
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4 
?’ a 
It i s  i n t e r e s t i n g  t o  n o t e  t h a t  t h e  d a t a  d i f f e r e n c i n g  t e c h n i q u e  c o m p a r e s  
v e r y  c l o s e l y  w i t h  MV when WLS per fo rms  poor ly ,  and  the  da t a  d i f f e renc ing  
technique does poorly when WLS compares  c losely with MV. Fur the r  analysis 
is required,  however,  to compare the MV, WLS, and  da ta  d i f f e renc ing  t echn i -  
q u e s  f o r  more realistic problems. 
CXT 
.Ol 
.Ol 
.01 
.Ol 
.1 
.1 
.1 
.1 
BT N & WLS 
- - 
.001 12  .98 1.0 
.Ol 12  .95 1.0 
.1 12  .28 -89 
.1 24  .15 .63 
.Ol 12  .79 .92 
.1 12  .66 .85 
.1 18  .55 .74 
1 12  .036 .044 
.1 12 .27 .29 
1 6 .30 -31 
1 12 .16 .16 
1 24 .081 ,082 
10 12  .041  .042
c 
- 
38 
19 
.38 
.18 
3.8 
1.9 
1.2 
.038 
.38 
.46 
.19 
.090 
.045 
WLS 
38 
19 
.43 
.28 
4.1 
2.2 
1.6 
.85 
1.3 
1.5 
1.2 
1.1 
1.1 
Table 1. Variances of MY, WLS , and Data Di f f e renc ing  
Techniques  for  Di f fe ren t  Values  of  C X T ,  B T ,  and N .  
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I 
8.4  A GENERAL FORM  OF THE DIFFERENCING METHOD 
The general  technique of  forming a normal ized ,  uncorre la ted  set of 
measurement from k d a t a  p o i n t s  c a n  b e  a p p l i e d  t o  o t h e r  t y p e s  o f  c o r r e l a t e d  
da ta .   Di f fe rence   equat ions   which   the   au tocorre la t ion   func t ion   of  the d a t a  
must s a t i s f y  c a n  be determined and, i f  a n  a u t o c o r r e l a t i o n  f u n c t i o n  w h i c h  
s a t i s f i e s  t h e s e  e q u a t i o n s  a p p r o x i m a t e s  t h a t  o f  t h e  a c t u a l  d a t a ,  t h e n  t h i s  
method may 
paragraphs 
points   and 
Form 
b e  u s e d  t o  s a t i s f a c t o r i l y  u n c o r r e l a t e  t h e  d a t a .  The fo l lowing  
show how t o  form an uncorrelated measurement s e t  fr.om 3 d a t a  
t h e  e x t e n s i o n  t o  k d a t a  p o i n t s  is e a s i l y  o b t a i n e d .  
t h e  new v a r i a b l e ,  qi , f r o m  t h e  o r i g i n a l  d a t a  z by i 
qi = (z i  - a i z i-1 - bizi-2)/Ki , i = 3 ,   4 ,  . . . , N (8.31) 
where 
9 1  = 1 ’  
E(zi) = 1 . 2 
The r equ i r emen t s  t ha t  
i f  i P j  
( 8 . 3 2 )  
al low a b . and K .  t o   be   de t e rmined   f rom 
iy  I 1 
E(qi9i-1) = 0 3 
E(qi9i-2) = 0 9 
E(qi) = 1 , i = 3 ,   4 ,  ... , N 2 
( 8 . 3 3 )  
( 8 . 3 4 )  
( 8 . 3 5 )  
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a n d  c o n s t r a i n  t h e  a u t o c o r r e l a t i o n  f u n c t i o n  t o  s a t i s f y  
S u b s t i t u t i n g  Eqn. (8 .31)   in to   (8 .33)  - (8 .35)   and   no t ing   tha t   E(q .2 . )  = 0 
f o r  j < i y i e l d s  
1 J  
For equa l ly   spaced   da t a ,  Eqns.  (8.33) - (8.35) become 
a = a = R1(l - R 2 ) / ( 1  - R1) 2 
i 
= b = (R2 - R1) /(1 - R1) 2 2 bi 
Ki = K = J (1 - R 2 ) ( 1  - 2 Rf + R 2 ) / ( 1  - Rf)  
where \ = Ri,i-k . Eqn. (8 .36 )   y i e lds   t he   s econd   o rde r   d i f f e rence   equa t ion  
%+2 - a\+l - b% = 0 , 3 5 k 5 N-2 (8.37) 
where k = i - j .  The so lu t ion   of   (8 .37)  is of  the  form 
k % = A1(rl) + A 2 ( r 2 )  , 3 5 k I N-2 k 
where 
(8.38) 
d =  (y) + b  . 
-120- 
a 2  
A and A2 can   be   chosen   to  make R and R approximate   the   cor re la t ion  of 
t h e  real  d a t a .  
1 3 4 
Thus, i f  t h e  d a t a  is s u c h  t h a t  Eqn. ( 8 . 3 8 )  can  be  used  to  approximate  
t h e  a u t o c o r r e l a t i o n  f u n c t i o n ,  t h e n  t h e  method d e s c r i b e d  i n  t h i s  s e c t i o n  c a n  
b e  u s e d  t o  u n c o r r e l a t e  t h e  d a t a  by d i f f e r e n c i n g  t h r e e  terms. 
8.5 TRANSFORMATION TO THE  PROBLEM  OF  ESTIMATING AN UNKNOWN ACCELERATION 
By i n t e r p r e t i n g  t h e  c o r r e l a t e d  d a t a  n o i s e  as the  output  of  a second- 
o r d e r  l inear  system (Sect ion 8 . 3 ) ,  the problem posed i n  S e c t i o n  8.2 can be 
t r a n s f o r m e d  t o  t h a t  of e s t ima t ing  an  unknown a c c e l e r a t i o n  as d e s c r i b e d  i n  
Sec t ion  4 .  To do t h i s ,  augment t h e  s t a t e  v e c t o r  t o  i n c l u d e  n 
and A t h e   c o r r e l a t e d   n o i s e  and i t s  f i r s t   d e r i v a t i v e  a t  epoch t = 0. 
0 )  0 
Then, t he  l i nea r i zed  equa t ions  of motion of the  new system become 
0 
i ( = F X + H w  
where 
T 
T 
X = (x , n ,  .;1> , 
a& 
ax F1 = - 
H = [ 0  0 
The measurement equation then becomes 
z = [A B C] 
0 
2a ), 
11' . 
x. + v 
(8.39) 
( 8 . 4 0 )  
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where B = az /an  C = az /aAo , and v is  zero-mean w h i t e   n o i s e   u n c o r r e l a t e d  
w i t h  n .  A l t h o u g h  n o t  i n c l u d e d  i n  t h e  p r o b l e m  s t a t e d  i n  S e c t i o n  8.2, t h e  w h i t e  
n o i s e  v a l lows  the  problem to  be  formula ted  as i n  S e c t i o n  4 .  
0 '  
8.6 CONCLUSIONS 
The preceding  sec t ions  presented  three  methods  of  process ing  cor re la ted  
d a t a .  Of these ,   t he  two d a t a   d i f f e r e n c i n g   t e c h n i q u e s  are most e a s i l y   i m p l e -  
mented i n  a WLS orb i t  de te rmina t ion  program.  Before  they  are ac tua l ly  used ,  
however, a comparison with the convent ional  WLS method should be performed 
to  de t e rmine  whe the r  t he i r  imp lemen ta t ion  i s  warran ted .  A s  Magness  and 
McGuire (Reference [ 3 4 1 )  a n d  t h e  r e s u l t s  of Table 1 have shown, t h e  WLS 
estimate i s  o f t e n  q u i t e  c l o s e  t o  t h e  Mv estimate, even i n  t h e  p r e s e n c e  of 
h i g h l y  c o r r e l a t e d  d a t a .  
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9. CONCLUSIONS AND RECOMMENDATIONS 
Orb i t  de t e rmina t ion  may be  thought  of as a hypo thes i s  t e s t ing  p rob lem,  
i n  t h e  s e n s e  t h a t  a s ta t i s t ica l  model of t h e  d a t a  is postulated,  an appro-  
p r i a t e  e s t i m a t o r  is  der ived ,  real d a t a  is processed,  a "best-est imate"  
t r a j e c t o r y  i s  c a l c u l a t e d ,  a n d  t h e  d a t a  r e s i d u a l s  are examined t o  see i f  t h e y  
are c o n s i s t e n t  w i t h  t h e  s ta t i s t ica l  h y p o t h e s i s .  I f  n o t ,  t h e  model  must b e  
changed o r  a r a t i o n a l e  f o r  a c c e p t i n g  t h e  r e s u l t  must be  devised .  From t h e  
t h e o r e t i c a l  p o i n t  o f  view, i t  is necessary  to  deve lop  a f i rm mathematical  
bas i s  fo r  any  e s t ima t ion  a lgo r i thm s o  tha t  t he  fundamen ta l  va l id i ty  o f  t he  
estimate is  n o t  i n  q u e s t i o n .  From t h e  p r a c t i c a l  p o i n t  of view, t h e  esti- 
mator   must   be  feasible   to   implement .   With  these  considerat ions  in   mind,  
t h i s  r e p o r t  h a s  d i s c u s s e d  some o f  t h e  t h e o r e t i c a l  a n d  p r a c t i c a l  q u e s t i o n s  
a r i s i n g  i n  s e q u e n t i a l  p r o c e s s i n g  o f  t r a c k i n g  d a t a .  
I n  g e n e r a l  i t  can  be  concluded  tha t  the  maximum l ike l ihood (weighted  
least  squares)  es t imat ion  technique ,  which  has  been  much used i n  o r b i t  
determination work, is s t i l l  the  most p r a c t i c a l  a l g o r i t h m  f o r  n o n l i n e a r  
o r b i t   d e t e r m i n a t i o n ,   s e q u e n t i a l   o r   o t h e r w i s e .   S e v e r a l   q u e s t i o n s  s t i l l  
r e m a i n  t o  b e  i n v e s t i g a t e d ,  however: 
(1) the  sepa ra t ion  o f  e s t ima t ion  and  con t ro l  - t he  d i scuss ion  o f  
Sec t ion  3 o f f e r s  a r a t iona le  fo r  t he  p re sen t ly  used  approach ,  bu t  coun te r -  
examples can be c o n s t r u c t e d  t o  show tha t  such  a s e p a r a t i o n  i s  not c o r r e c t  
i n  g e n e r a l .  T h i s  s u b j e c t  n e e d s  t o  b e  p u r s u e d  f u r t h e r ,  i n  p a r t i c u l a r ,  non- 
hami l ton ian  sys tems should  be  s tudied .  
( 2 )  t h e  modal t r a j e c t o r y  v s .  t h e  m a r g i n a l  mode - equat ions  ( 3 . 2 4 )  and 
(3.28) show t h a t  two d i f f e r e n t  forms of the maximum l i k e l i h o o d  estimate can 
be  cons t ruc t ed  fo r  non l inea r  sys t ems ,  whe the r  con t ro l  is p r e s e n t  o r  n o t .  
Th i s  sub jec t  needs  to  be  pu r sued  fu r the r .  
( 3 )  n o n l i n e a r  e r r o r  a n a l y s i s  - t h roughou t  t h i s  r epor t  va r ious  treat- 
ments of non l inea r   e r ro r   ana lys i s   have   been   p re sen ted .  For example, i n  
Sec t ion  3 . 8  i t  was s u g g e s t e d  t h a t  t h e  b i a s  i n  t h e  e s t i m a t e  c a n  b e  f o u n d  by 
s o l v i n g  a c e r t a i n  d i f f e r e n t i a l  e q u a t i o n .  Such  methods  should  be  studied 
fu r the r  and  t e s t ed .  
( 4 )  es t imat ion  of  unknown a c c e l e r a t i o n  - this  problem, which arises 
p r i m a r i l y  i n  t h e  t r e a t m e n t  o f  model e r ro r s ,  has  neve r  been  p rope r ly  t r ea t ed  
i n   p r a c t i c a l   a p p l i c a t i o n s .  It needs   to   be .  
There are, o f  cour se ,  many o the r  a spec t s  o f  e s t ima t ion  theo ry  wh ich  
need  to  be  examined  fo r  pa r t i cu la r  app l i ca t ions ,  such  as the  t r ea tmen t  o f  
n u m e r i c a l   e r r o r s ,   s y s t e m a t i c   e r r o r s ,   a n d   c o r r e l a t e d   d a t a .   I n   g e n e r a l ,  i t  
i s  recommended t h a t  some o f  t h e  a p p r o a c h e s  d e s c r i b e d  i n  t h i s  r e p o r t  b e  
t e s t e d  by numerical  s imulat ion,  so  tha t  expe r i ence  can  be  ga ined  to  sugges t  
e f f i c i e n t  d e s i g n  o f  f u t u r e  o r b i t  d e t e r m i n a t i o n  c o m p u t e r  p r o g r a m s ,  a n d ,  i f  
n e c e s s a r y ,  f u r t h e r  r e s e a r c h .  
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