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⚫ サーバ：メニーコア CPUを搭載した計算機 1台（GPUや FPGAを搭載せず，マルチ CPU
や複数台の計算機を用いた分散処理を対象としない） 







⚫ ジョブの大きさ：複数のジョブを 1つのメニーコア CPUで同時に実行可能な規模 
上記の条件下で，ジョブのレイテンシをできるだけ低く保つことが目的である．なお，本論文で







































後の値を保持している．2.2節で説明する 1つの暗号文を入力とする Relinearization及び Rescaling
においては，数論変換後の値では理論上正しく計算できないため，適宜逆変換と変換をした上で

















いることで表現できる．そして，平文は𝑙 + 1個の多項式環を 1組用いて構成され，暗号文は𝑙 + 1
個の多項式環を 2 組以上用いて構成される．すなわち，平文は(𝑙 + 1) × 𝑁の 2 次元配列，暗号文
は𝑆 × (𝑙 + 1) × 𝑁の 3 次元配列としてそれぞれ表すことができる．ただし，𝑙は 0 以上の整数であ
り，𝑙を「レベル」と呼び，平文 ?̃?のレベルをLevel(?̃?)，暗号文Enc(?̃?)のレベルをLevel(Enc(?̃?))と表
記する．レベルは，対象の平文 ?̃?もしくは暗号文E(?̃?)に対して適用できる Rescaling と Simple 
Modulus Reduction[15]の残り回数である．Rescalingと Simple Modulus Reductionの詳細は，2.2節で








ある」とする．図 2.1と図 2.2に平文と暗号文のそれぞれのデータ構造を示す． 𝑥𝑖,𝑗,𝑘 , (0 ≤ 𝑖 < 𝑆, 0 ≤




図 2.1 平文のデータ構造 
 
 
図 2.2 暗号文のデータ構造 
多くの完全準同型暗号を用いたアプリケーションでは，暗号化された値を条件とした条件分岐
を行うことができない3ため，実行する準同型演算と順番を予め決定することができる．つまり，
各平文や各暗号文に適用される Rescaling 及び Simple Modulus Reduction の回数を予め知ることが
できる．したがって，各平文や各暗号文に適用される Rescaling 及び Simple Modulus Reduction の
回数の内，最大の値をレベルの初期レベル𝐿とすることで，アプリケーションを実行することがで
きる．ただし，安全性の観点から，多項式環の次数𝑁と初期スケール値 ?̅?に応じて，初期レベル𝐿
















本論文では，表 2.1に示す準同型演算を用いる．図 2.3～図 2.11に各準同型演算の演算過程を図


























表 2.1 本論文で使用する準同型演算（その 1） 






⚫Dcd(?̃?) + Dcd (Dec(Enc(?̃?))) ≈ Dcd (Dec(Enc(?̃?))) 
⚫Level(Enc(?̃?)) = Level(?̃?) = Level(Enc(?̃?)) 




⚫Dcd (Dec(Enc(?̃?))) + Dcd (Dec(Enc(?̃?))) 
≈ Dcd (Dec(Enc(?̃?))) 
⚫Level(Enc(?̃?)) = Level(Enc(?̃?)) = Level(Enc(?̃?)) 






⚫Dcd(?̃?) × Dcd (Dec(Enc(?̃?))) ≈ Dcd (Dec(Enc(?̃?))) 
⚫Level(Enc(?̃?)) = Level(?̃?) = Level(Enc(?̃?)) 




⚫Dcd (Dec(Enc(?̃?))) × Dcd (Dec(Enc(?̃?))) 
≈ Dcd (Dec(Enc(?̃?))) 
⚫Level(Enc(?̃?)) = Level(Enc(?̃?)) = Level(Enc(?̃?)) 





⚫Dcd (Dec(Enc(?̃?))) × Dcd (Dec(Enc(?̃?))) 
≈ Dcd (Dec(Enc(?̃?))) 
⚫Level(Enc(?̃?)) = Level(Enc(?̃?)) 








⚫Dcd (Dec(Enc(?̃?))) ≈ Dcd (Dec(Enc(?̃?))) 
⚫Level(Enc(?̃?)) = Level(Enc(?̃?)) 






⚫Dcd (Dec(Enc(?̃?))) ≈ Dcd (Dec(Enc(?̃?))) 
⚫Level(Enc(?̃?)) = Level(Enc(?̃?)) − 1 






1つの平文 SMR(?̃?) → ?̃? 
⚫Dcd(?̃?) ≈ Dcd (Dec(Enc(?̃?))) 






⚫Dcd (Dec(Enc(?̃?))) ≈ Dcd (Dec(Enc(?̃?))) 
⚫Level(Enc(?̃?)) = Level(Enc(?̃?)) − 1 





図 2.3 1 つの平文と 1 つの暗号文を入力とする準同型加算 ?̃?⨁𝐄𝐧𝐜(?̃?) → 𝐄𝐧𝐜(?̃?) 
 
 





図 2.5 1 つの平文と 1 つの暗号文を入力とする準同型乗算 ?̃?⨂𝐄𝐧𝐜(?̃?) → 𝐄𝐧𝐜(?̃?) 
 
 
図 2.6 2 つの暗号文を入力とする準同型乗算 𝐄𝐧𝐜(?̃?)⨂𝐄𝐧𝐜(?̃?) → 𝐄𝐧𝐜(?̃?) 
 
 
図 2.7 2 つの暗号文を入力とする準同型乗算（2 乗） 𝐄𝐧𝐜(?̃?)⨂𝐄𝐧𝐜(?̃?) → 𝐄𝐧𝐜(?̃?) 
 
 





図 2.9 1 つの暗号文を入力とする Rescaling 𝐑𝐞𝐬𝐜𝐥(𝐄𝐧𝐜(?̃?)) → 𝐄𝐧𝐜(?̃?) 
 
 
図 2.10 1 つの平文を入力とする Simple Modulus Reduction 𝐒𝐌𝐑(?̃?) → ?̃? 
 
 











では，メニーコア CPUの 1つである Xeon Phi 7230Fを用いた．表 2.2に使用した計算機の詳細を
示す．Xeon Phi 7230Fには，メモリモードとクラスタモードという 2つの設定がある．メモリモー
ドは，MCDRAM をどのように使用するかを指定するための設定であり，下記に示す 3 つの設定
から 1つを BIOSで指定する． 
1. Flat：MCDRAMを DRAMとは異なる NUMAノードとして使用する．アドレスが割り当て
られるため，ユーザが DRAMとMCDRAMのどちらを使用するかを指定できる． 
2. Cache：MCDRAMをラストレベルキャッシュとして使用する．MCDRAM上に存在しない
データを DRAM から読み出す場合は，Flat モードと比べてメモリレイテンシが増加する． 
3. Hybrid：Flatモードと Cacheモードを組み合わせて使用する．Flatモードとする容量と Cache
モードとする容量を指定できる． 
クラスタモードは，CPUコアにあるタグディレクトリとメモリの分割方法を指定するための設定
であり，下記に示す 5つの設定から 1つを BIOSで指定する． 
1. All2All：タグディレクトリとメモリ間のアフィニティが存在しない． 
2. Hemisphere：CPU コアとメモリを 2 分割し，領域ごとにタグディレクトリとメモリ間にア
フィニティが存在する． 
3. Quadrant：CPU コアとメモリを 4 分割し，領域ごとにタグディレクトリとメモリ間にアフ
ィニティが存在する． 
4. SNC42：2つの領域に分割し，それぞれを NUMAノードとして使用する． 
5. SNC4：4つの領域に分割し，それぞれを NUMAノードとして使用する． 
本論文における実験では，メモリモードは Cache モードを使用し，クラスタモードは Quadrant
モードを使用した． 
 




SEAL ライブラリに対するコンパイルオプションを「-fPIC -O3 -g -DNDEBUG -maes -pthread -
std=gnu++14」，SEALのベンチマークプログラムに対するコンパイルオプションを「-maes -pthread 
-std=gnu++14」とした．また，第 5章の評価実験に用いたプログラムに対するコンパイルオプショ
ンを「-O3 -DNDEBUG -Wall -fopenmp -march=native -maes -pthread -std=gnu++14」とした． 
 
2.3.2 準同型演算のシングルスレッドでの実行時間 
SEAL のベンチマークプログラムを用いて測定した各準同型演算の実行時間を表 2.3 に示す． 
表 2.3 に示していない，1 つの平文と 1 つの暗号文を入力とする準同型加算と Simple Modulus 
Reductionは，2つの暗号文を入力とする準同型加算よりも実行時間が短い．なお，パラメータは，











適用直後に適用でき，Relinearizationや Rescalingの回数を削減することができる[11], [21]． 
表 2.2 使用した計算機の情報 
パーツ 項目 値 
CPU 
型番 Xeon Phi 7230F 




物理コア数  64 







総容量  16[GB] 
チャネル数  8 
総帯域幅（理論値）  450[GB s⁄ ] 
DRAM 
総容量  384[GB] 
チャネル数  6 
総帯域幅（理論値）  115.2[GB s⁄ ] 
ソフトウェア 






表 2.3 各準同型演算の実行時間 
準同型演算名 
レベル𝑙での実行時間[ms] 
𝑙 = 1 𝑙 = 2 𝑙 = 3 𝑙 = 4 𝑙 = 5 𝑙 = 6 𝑙 = 7 𝑙 = 8 𝑙 = 9 
準同型加算 
E(𝑥)⨁E(𝑦) → E(𝑧) 
0.8 1.1 1.5 1.9 2.3 2.7 3.0 3.4 3.7 
準同型乗算 
𝑥⨂E(𝑦) → E(𝑧) 
5.6 8.6 11.4 13.8 17.6 19.6 23.0 26.2 28.3 
準同型乗算 
E(𝑥)⨂E(𝑦) → E(𝑧) 
13.3 20.4 26.8 32.8 41.2 46.5 53.7 60.9 66.3 
準同型乗算(2乗) 
E(𝑥)⨂E(𝑥) → E(𝑧) 
9.4 14.2 18.8 22.9 28.5 32.5 38.0 43.3 46.6 
Relinearization 
Relin(E(𝑥)) → E(𝑧) 
69.4 113.6 167.2 226.6 307.7 381.0 463.9 565.2 668.0 
Rescaling 
Rescl(E(𝑥)) → E(𝑧) 
31.0 52.1 74.1 95.6 121.8 138.0 155.9 175.4 194.7 
 
 


































本項では，準同型演算の内，Relinearization と Rescaling をマルチスレッドで実行した時の実行
時間を示す．Relinearization と Rescaling には，それぞれ複数の for 文が存在する．具体的には，
Relinearizationは，4つの for文を含み，それぞれイテレーション数が(𝑙 + 1)，(𝑙 + 2)，2，2 × (𝑙 + 1)
であり，Rescalingは，3つの for文を含み，それぞれイテレーション数が2 × (𝑙 + 1)，2 × 𝑙，2 × 𝑙
である．つまり，Relinearization と Rescaling はそれぞれレベル𝑙に対して，最大2 × (𝑙 + 1)スレッ
ドで並列化することができる．SEALライブラリは Relinearization及び Rescalingを構成する for文
の処理を並列実行しないため，pthreadを用いて並列実行を行えるように改変した．そして，得ら
れた Relinearization の実行時間を表 2.4 に，Rescaling の実行時間を表 2.5 にそれぞれ示す．ただ








具体的には，レベル𝑙 = 5での Relinearization に対して，スレッド数を 4スレッドから 5スレッド
に増やした場合である．レベル𝑙 = 5の場合，Relinearizationを構成する各 for文のイテレーション
数は，6，7，2，12である．したがって，4スレッドで実行しても，5スレッドで実行しても，実
行時間を最小にするためには，各 for 文に対して，少なくとも 1 つのスレッドはそれぞれ 2，2，




ドも不適切なスレッド数である．また，Relinearizationでは(𝑙 + 2)スレッドを，Rescalingでは(𝑙 + 1)







表 2.4 Relinearization に対するマルチスレッドでの実行時間 
スレッド数 
レベル𝑙での実行時間[ms] 
𝑙 = 1 𝑙 = 2 𝑙 = 3 𝑙 = 4 𝑙 = 5 𝑙 = 6 𝑙 = 7 𝑙 = 8 𝑙 = 9 
1 69.4 113.6 167.2 226.6 307.7 381.0 463.9 565.2 668.0 
2 40.9 67.6 101.8 129.3 179.1 217.3 279.6 320.3 398.6 
3 39.1 52.2 75.2 95.9 133.2 161.2 186.1 240.3 275.1 
4 30.8 44.1 61.4 86.2 94.9 115.7 165.4 187.2 225.3 
5  45.1 47.6 72.1 97.0 109.5 126.7 134.6 188.2 
6  35.7 48.4 53.7 84.8 107.4 119.5 130.6 144.1 
7   49.8 53.6 60.6 95.4 117.1 131.7 142.0 
8   42.3 53.7 57.2 65.0 106.1 128.5 136.9 
9    53.6 58.9 64.2 70.6 115.7 141.4 
10    47.1 60.4 65.6 70.4 74.5 125.0 
11     58.4 65.2 70.3 73.9 78.9 
12     52.0 64.8 69.0 74.9 80.5 
13      64.7 68.5 73.5 79.4 
14      56.3 68.5 74.8 82.5 
15       68.9 75.4 80.0 
16       62.3 73.5 79.4 
17        73.7 79.6 
18        67.1 79.2 
19         80.8 
20         74.4 
 





























表 2.5 Rescaling に対するマルチスレッドでの実行時間 
スレッド数 
レベル𝑙での実行時間[ms] 
𝑙 = 1 𝑙 = 2 𝑙 = 3 𝑙 = 4 𝑙 = 5 𝑙 = 6 𝑙 = 7 𝑙 = 8 𝑙 = 9 
1 31.0 52.1 74.1 95.6 121.8 138.0 155.9 175.4 194.7 
2 17.4 28.3 40.1 50.1 61.2 73.4 82.9 92.9 103.3 
3 18.1 24.3 28.5 39.8 46.9 50.9 62.4 65.6 72.5 
4 13.4 17.9 24.2 28.9 35.2 39.8 46.7 50.1 61.6 
5  17.9 23.9 24.3 29.6 35.9 40.1 45.8 44.7 
6  13.8 18.2 24.6 25.2 29.5 35.8 36.7 40.3 
7   18.7 24.4 25.4 25.7 29.5 36.7 35.9 
8   14.6 18.8 24.5 25.5 26.1 29.8 35.6 
9    18.8 24.6 25.1 25.9 25.8 30.6 
10    15.4 19.7 24.9 26.1 26.1 26.2 
11     18.9 24.7 25.4 25.6 26.2 
12     15.6 19.9 24.8 25.4 26.1 
13      19.9 25.0 25.0 26.0 
14      15.8 20.1 24.9 26.0 
15       20.0 25.2 25.7 
16       16.6 20.2 25.1 
17        20.4 25.2 
18        17.6 21.4 
19         21.8 
20         19.0 
 

























Bootstrapping や Relinearization を実行する回数を減らすことで，ジョブのレイテンシを短縮する
ことができる．そこで，「暗号文の値を条件に用いた条件分岐を行うことができない」という特徴




























































表 3.1 関連研究の比較 
アプリケーショ
ン種別 































































第4章 提案手法 DAMCREM： 
Dynamic Allocation Method of  


















表 4.1 提案手法の説明で使用する記号の定義（その 1） 
記号 定義 
𝑃 ⚫ マクロタスクを実行するために使用できる総スレッド数 
𝐽𝑖 
⚫ ジョブ IDが𝑖であるジョブ 
⚫ 1 ≤ 𝑖 < 𝑖′の時，𝐽𝑖のクエリ到着時刻は，𝐽𝑖′のクエリ到着時刻よりも早
い 
𝑀𝑇𝑖,𝑗 
⚫ ジョブ IDが𝑖，マクロタスク IDが𝑗であるマクロタスク 





𝑝𝑖,𝑗 ⚫ 𝑀𝑇𝑖,𝑗の優先度 
𝐶𝑖,𝑗 
⚫ 𝑀𝑇𝑖,𝑗に割り当てるスレッド数の候補集合 
⚫ 𝐶𝑖,𝑗 = {𝑡ℎ𝑖,𝑗
(𝑐𝑎𝑛𝑑)(1), 𝑡ℎ𝑖,𝑗





(𝑐𝑎𝑛𝑑)(|𝐶𝑖,𝑗|) = 1 
⚫ 𝑃 ≥ 𝑡ℎ𝑖,𝑗
(𝑐𝑎𝑛𝑑)(𝑘) > 𝑡ℎ𝑖,𝑗
(𝑐𝑎𝑛𝑑)(𝑘′),   (1 ≤ 𝑘 < 𝑘′ ≤ |𝐶𝑖,𝑗|) 
𝑟𝑖,𝑗(𝑛) 
⚫ 𝑀𝑇𝑖,𝑗に𝑛スレッド割り当てる優先度 
⚫ 𝑛 ∈ 𝐶𝑖,𝑗 
⚫ 4.3.4 項及び式 1にて詳細を示す 
𝑡ℎ𝑖,𝑗





(𝑟𝑒𝑙)(𝑖′, 𝑗′, 𝑛′) = argmax
𝑛
{𝑟𝑖,𝑗(𝑛) > 𝑟𝑖′,𝑗′(𝑛
′)|𝑛 ∈ 𝐶𝑖,𝑗} 
⚫ 𝑟𝑖′,𝑗′ < 𝑟𝑖,𝑗 (𝑡ℎ𝑖,𝑗
(𝑟𝑒𝑙)(𝑖′, 𝑗′, 𝑛′)) 
⚫ 𝑡ℎ𝑖,𝑗




















⚫ ある時刻𝑡における，𝑖番目の実行待ちマクロタスクのジョブ ID 
➢ 𝑖が小さいほど優先度が高い (𝑖 = 1が最も優先度が高い) 
➢ 1 ≤ 𝑖 ≤ 𝑊(𝑡) 
𝑤𝑖
(𝑀𝑇)(𝑡) 
⚫ ある時刻𝑡における，𝑖番目の実行待ちマクロタスクのマクロタスク ID 
➢ 𝑖が小さいほど優先度が高い (𝑖 = 1が最も優先度が高い) 













➢ 1 ≤ 𝑖 ≤ 𝑊(𝑡) 
𝐸(𝑡) ⚫ ある時刻𝑡における，実行中マクロタスクの数 
𝑒𝑖
(𝐽𝑜𝑏)(𝑡) 
⚫ ある時刻𝑡における，𝑖番目の実行中マクロタスクのジョブ ID 
➢ 𝑖が小さいほど実行開始時刻が早い． 
➢ 1 ≤ 𝑖 ≤ 𝐸(𝑡) 
𝑒𝑖
(𝑀𝑇)(𝑡) 
⚫ ある時刻𝑡における，𝑖番目の実行中マクロタスクのマクロタスク ID 
➢ 𝑖が小さいほど実行開始時刻が早い． 




























⚫ 0 ≤ 𝑃 









⚫ 0 ≤ 𝑃 




































































図 4.3 ある時刻𝒕での次のマクロタスクを実行した直後の時刻𝒕′の状態 
 
 提案手法 DAMCREMの詳細 




のジョブ ID 𝑖 ≠ 𝑖′と任意のマクロタスク ID 𝑗について，マクロタスク𝑀𝑇𝑖,𝑗とマクロタスク𝑀𝑇𝑖′,𝑗
は，入力データは異なるが，実施する準同型演算の種類や順番は同じである．使用するマクロタ















バヘッドを削減することを目的として，実行時間の短い準同型加算や Simple Modulus Reductionは，
他のマクロタスクに統合する．つまり，1つのマクロタスクには，準同型乗算か Relinearization，




















同型乗算より先に Relinearizationや Rescalingを適用する． 
理由を説明する．長さ𝑆，レベル𝑙の暗号文に対して，準同型加算や Relinearization，Rescaling
を適用した時の実行時間をそれぞれ𝑇𝑎𝑑𝑑(𝑆, 𝑙)，𝑇𝑟𝑒𝑙𝑖𝑛(𝑆, 𝑙)，𝑇𝑟𝑒𝑠𝑐𝑙(𝑆, 𝑙)とする．2つの暗号文
を入力とする準同型乗算Enc(?̃?1)⨂Enc(?̃?1) → Enc(?̃?1)及び Enc(?̃?2)⨂Enc(?̃?2) → Enc(?̃?2)の後
に実行される準同型加算と Relinearization，Rescalingの実行順序を変えた時の実行時間を示
す．下記説明では，Size(Enc(?̃?1)) = Size(Enc(?̃?2)) = 3，Level(𝐸𝑛𝑐(?̃?1)) = Level(𝐸𝑛𝑐(?̃?2)) =
𝑙′とする． 
（1）Relinearization，Rescaling，準同型加算の順で実行した場合： 
   合計実行時間は，Relinearizationと Rescalingが 2回ずつ，準同型加算が 1回であるた
め，2𝑇𝑟𝑒𝑙𝑖𝑛(3, 𝑙
′) + 2𝑇𝑟𝑒𝑠𝑐𝑙(2, 𝑙
′) + 𝑇𝑎𝑑𝑑(2, 𝑙
′ − 1)である． 
（2）準同型加算，Relinearization，Rescalingの順で実行した場合： 
   合計実行時間は，準同型加算と Relinearization，Rescalingがそれぞれ 1回ずつである
ため，𝑇𝑎𝑑𝑑(3, 𝑙
′) + 𝑇𝑟𝑒𝑙𝑖𝑛(3, 𝑙




′) + 2𝑇𝑟𝑒𝑠𝑐𝑙(2, 𝑙
′) + 𝑇𝑎𝑑𝑑(2, 𝑙
′ − 1)) − (𝑇𝑎𝑑𝑑(3, 𝑙
′) + 𝑇𝑟𝑒𝑙𝑖𝑛(3, 𝑙
′) + 𝑇𝑟𝑒𝑠𝑐𝑙(2, 𝑙
′)) 
= 𝑇𝑟𝑒𝑙𝑖𝑛(3, 𝑙
′) + 𝑇𝑟𝑒𝑠𝑐𝑙(2, 𝑙
′) + 𝑇𝑎𝑑𝑑(2, 𝑙




′) + 𝑇𝑟𝑒𝑠𝑐𝑙(2, 𝑙
′) > 𝑇𝑎𝑑𝑑(3, 𝑙




に上書きする．具体的には，入力暗号文𝑎1, ⋯ , 𝑎𝑚，総和結果を格納する暗号文を𝑥とする場
合，暗号文𝑥の初期値を𝑎1として，𝑥 = 𝑥 + 𝑎𝑖を2 ≤ 𝑖 ≤ 𝑚に対して行う． 
5. 2～4の操作によって得られた準同型演算の実行順序とデータ依存関係を DAGで表す． 
6. 準同型乗算と Relinearization，Rescalingをそれぞれ 1つの独立したマクロタスクとする． 
7. 実行時間が短い準同型加算及び Simple Modulus Reductionを，それぞれの準同型演算の直前
の準同型演算𝑓′が 1 つのみであり，その準同型演算𝑓′の出力を使用する他の準同型演算が
存在しなければ，𝑓′が属するマクロタスクに統合する． 

















アルゴリズム 4.1 マクロタスクグラフ作成における操作 6 及び 7 の擬似コード 
 
入力：上記操作 5で得られたアプリケーションの DAG 
出力：マクロタスクグラフを構成するマクロタスクの集合𝑉 
1 function add_homfunc_to_macrotask(𝑓, 𝐹)  // 準同型演算𝑓をマクロタスクに統合するための補助関
数．𝐹は𝑓と同じマクロタスクに含まれることになる準同型演算の集合 
2   if (𝑓が既にマクロタスク𝑀𝑇に属している) 
3     𝑀𝑇に𝐹に属する各準同型演算を追加 
4   else if (𝑓及び𝐹の各準同型演算への入力を出力する準同型演算𝑓′ ∉ 𝐹が 1 つのみ存在する) 
5     add_homfunc_to_macrotask(𝑓′, {𝑓} ∪ 𝐹) 
6   else if (𝑓の出力を入力とする準同型演算が存在しない) 
7     𝑉にマクロタスク{𝑓} ∪ 𝐹を追加 
8   else 
9     for 𝑓′′ in {𝑓の出力を用いる準同型演算} 
10       if (𝑓′′を含むマクロタスクが存在しない) 
11         add_homfunc_to_macrotask (𝑓′′, {𝑓}) 
12       else 
13         𝑓′′を含むマクロタスクに𝑓を追加 
14  
15 function make_macrotask_graph()  // マクロタスクグラフを作成する関数 
16 𝑉 ← { }  
17 for 𝑓 in {DAG に存在する準同型乗算及び𝑅𝑒𝑙𝑖𝑛𝑒𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛，𝑅𝑒𝑠𝑐𝑎𝑙𝑖𝑛𝑔} 
18     𝑉にマクロタスク{𝑓}を追加 
19 for 𝑓 in {DAG に存在する準同型加算や𝑆𝑖𝑚𝑝𝑙𝑒 𝑀𝑜𝑑𝑢𝑙𝑢𝑠 𝑅𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛} 






























いて具体的に説明する．例えば，𝑀𝑇𝑖,4に対しては，「𝑀𝑇𝑖,4 → 𝑀𝑇𝑖,5 → 𝑀𝑇𝑖,7」と「𝑀𝑇𝑖,4 → 𝑀𝑇𝑖,6 →
𝑀𝑇𝑖,7」の 2つのパスが存在する．「𝑀𝑇𝑖,5 → 𝑀𝑇𝑖,7」の優先度は𝑝𝑖,5 = 400 + 𝑝𝑖,7 = 400 + 600 =
1000である．一方，「𝑀𝑇𝑖,6 → 𝑀𝑇𝑖,7」の優先度は𝑝𝑖,6 = 360 + 𝑝𝑖,7 = 360 + 600 = 960である．
つまり，「𝑀𝑇𝑖,4 → 𝑀𝑇𝑖,5 → 𝑀𝑇𝑖,7」のパスが「𝑀𝑇𝑖,4 → 𝑀𝑇𝑖,6 → 𝑀𝑇𝑖,7」のパスよりも実行時間が
長い．よって，𝑀𝑇𝑖,4の優先度は𝑝𝑖,4 = 240 + max(𝑝𝑖,5, 𝑝𝑖,6) = 240 + max(1000, 960) = 240 +






















































表 4.2の各スレッド数について求めた優先度を表 4.3に示す．優先度について具体的に説明する． 
表 4.2 各マクロタスクの使用スレッド数𝒏と実行時間の関係 
マクロタスク ID 
スレッド数𝑛での実行時間[ms] 
𝑛 = 1 𝑛 = 2 𝑛 = 3 𝑛 = 4 𝑛 = 5 𝑛 = 6 
1 220 120 100 80 ― 70 
2 560 340 ― 240 ― 140 
※「―」はスレッド数𝑛が候補に含まれていないことを示す． 
 




𝑛 = 1 𝑛 = 2 𝑛 = 3 𝑛 = 4 𝑛 = 5 𝑛 = 6 
1 1.000 0.455 0.273 0.212 ― 0.136 




マクロタスク 1に 4スレッド使用する場合は，マクロタスク 2には優先度が 0.212を超え
る候補の内，最多スレッド数である 2スレッドを使用する．また，他のジョブのマクロタス
ク 1に対しては，優先度が 0.212を超える候補の内，最多スレッド数である 3スレッドを使
用する． 
 𝑟𝑖,𝑗(𝑛) = {












マクロタスク 2に 2スレッド使用する場合は，マクロタスク 1には優先度が 0.393を超え
る候補の内，最多スレッド数である 2スレッドを使用する．また，他のジョブのマクロタス



















1 1 1 
2 1 1 
3 2 2 
4 3 2 
6 4 4 
2 
1 1 1 
2 2 1 
4 4 2 



























































𝑛 = 1 𝑛 = 2 𝑛 = 3 𝑛 = 4 𝑛 = 5 𝑛 = 6 
1 1 3 220 120 100 80 ― 70 
2 2 1 560 340 ― 240 ― 140 
3 2 2 140 100 90 ― 70 60 
4 2 3 220 120 100 80 ― 70 
※「―」はスレッド数𝑛が候補に含まれていないことを示す． 
 




















𝑛 = 1 𝑛 = 2 𝑛 = 3 𝑛 = 4 𝑛 = 5 𝑛 = 6 
1 1 3 1.000 0.455 0.273 0.212 ― 0.136 
2 2 1 1.000 0.393 ― 0.190 ― 0.150 
3 2 2 1.000 0.286 0.179 ― 0.125 0.114 





表 4.7 表 4.6 を用いて算出した，𝒓𝒊′,𝒋′(𝒏
′)を超える優先度を持つ 
マクロタスク𝑴𝑻𝒊,𝒋の最多スレッド数𝒕𝒉𝒊,𝒋







(𝑟𝑒𝑙)(𝑖′, 𝑗′, 𝑛′) 
𝑗 = 1 𝑗 = 2 𝑗 = 3 
1 
1 1 1 1 
2 1 1 1 
3 2 2 2 
4 3 2 2 
6 4 4 3 
2 
1 1 1 1 
2 2 1 1 
4 4 2 2 
6 4 4 3 
3 
1 1 1 1 
2 2 2 1 
3 4 4 2 
5 6 6 3 
6 6 6 5 
 







































𝑛 = 1 𝑛 = 2 𝑛 = 3 𝑛 = 4 𝑛 = 6 
2 1 2 1 1 2 2 4 
3 1 3 1 1 2 2 3 










1. マクロタスク 1とマクロタスク 2のどちらも，Relinearization及び Rescalingを含まない． 


































































































































表 5.1 評価実験で使用する記号の定義 
記号 定義 
𝑃 ⚫ マクロタスク実行のために使用する総スレッド数(𝑃 = 63) 
𝐵 ⚫ 評価対象であるジョブの総数(𝐵 = 2048) 
𝐷 
⚫ ジョブのクエリ到着時刻の間隔[ms] 
⚫ 実験パラメータの 1 つである． 
𝐽𝑖 
⚫ 𝑖番目のジョブ 
➢ 1 ≤ 𝑖 ≤ 𝐵 




⚫ 𝑠𝑖 = {
0 (𝑖 = 1)
𝑠𝑖−1 + (−𝐷 ln(1 − 𝑥𝑖)) (1 ≤ 𝑖 ≤ 𝐵)
  























ナイーブ手法1： 全てのマクロタスクに対して 1スレッドのみ使用する． 
ナイーブ手法2： Relinearization か Rescaling を含むマクロタスクには 2 スレッド使用し，それ
以外のマクロタスクには 1スレッドのみ使用する． 
ナイーブ手法3： Relinearization を含むマクロタスクには⌈(𝑙 + 2) 2⁄ ⌉スレッド，Rescaling を含む
マクロタスクには⌈(𝑙 + 1) 2⁄ ⌉スレッドをそれぞれ使用し，それ以外のマクロタ
スクには 1 スレッドのみ使用する．ただし，Rescaling を含むマクロタスクに
おいて，入力暗号文がレベル𝑙 = 1の場合は 2スレッド使用する． 
ナイーブ手法4： Relinearizationを含むマクロタスクには(𝑙 + 2)スレッド，Rescalingを含むマク
ロタスクには(𝑙 + 1)スレッドをそれぞれ使用し，それ以外のマクロタスクに
は 1スレッドのみ使用する．ただし，Relinearizationを含むマクロタスクにお















I. Relinearizationか Rescalingのどちらかを含むマクロタスク 
II. Relinearizationと Rescalingのどちらも含まないマクロタスク 
使用スレッド数の候補はマクロタスクを 3種類に分けて用意する． 
1. Relinearizationを含むマクロタスク：{(𝑙 + 2), ⌈(𝑙 + 1) 2⁄ ⌉, 2,1}の 4種類 
2. Rescalingを含むマクロタスク：{(𝑙 + 1), ⌈(𝑙 + 1) 2⁄ ⌉, 2,1}の 4種類 
3. Relinearizationと Rescalingのどちらも含まないマクロタスク：{1}の 1種類 
候補から使用するスレッド数の選択方法について説明する．Relinearization か Rescaling のどち
らかを含むマクロタスクのそれぞれは，使用スレッド数の候補が 4 種類存在するため，表 5.2 に
示す順番で条件判定をし，最初に条件を満たした使用スレッド数𝑐を候補から選択する．ただし，
実行待ちマクロタスクに使用可能なスレッド数を𝑃(𝑟𝑒𝑠𝑡)(𝑡)とし，実行待ちマクロタスクリストの
先頭を除くマクロタスクの内，Relinearization か Rescaling を含むマクロタスクの数を𝑛𝑟(𝑡)，
Relinearization と Rescaling のどちらも含まないマクロタスクの数を𝑛𝑠(𝑡)とする．ナイーブ手法 3
及びナイーブ手法 4 と同様に，表 5.2における条件 1と条件 2 については，入力暗号文のレベル
𝑙 = 1の場合は適用しない． 






1 𝑙 + 2 𝑙 + 1 
𝑐 + 2 × 𝑛𝑟(𝑡) + 𝑛𝑠(𝑡) ≤ 𝑃
(𝑟𝑒𝑠𝑡)(𝑡) 








c + 𝑛𝑟(𝑡) + 𝑛𝑠(𝑡) ≤ 𝑃
(𝑟𝑒𝑠𝑡)(𝑡) 
※ただし，𝑙 = 1の場合を除く 
3 2 2 𝑐 + 𝑛𝑟(𝑡) + 𝑛𝑠(𝑡) ≤ 𝑃
(𝑟𝑒𝑠𝑡)(𝑡) 










図 5.1 多項式近似のマクロタスクグラフ 
DAMCREMにおける使用スレッド数の優先度の関係を示す．図 5.1に示したマクロタスクグラ
フの各マクロタスクに対して，各スレッド数での実行時間を表 5.3に示す．ただし，表 2.4と表 2.5
で示した通り，使用スレッド数が Relinearizationは(𝑙 + 2)，Rescalingは(𝑙 + 1)を超えると実行速度
の向上率が低い．したがって，表 5.3に示すスレッド数の上限はクエリの暗号文のレベル𝐿を用い





に残すスレッド数が 0 となる」というように，該当するスレッド数が自明である場合は表 5.4 に
表記しない．さらに，マクロタスク番号𝑗が𝑗 ∈ {4,5}のマクロタスクと，𝑗 ∈ {8,9}のマクロタスク，
𝑗 = {13,14,15,16,17}のマクロタスクは，最大1.6[ms]の差は存在するものの，マクロタスクに含ま
a 
a     
   a   
   
a 
a     
a     
a     
 utput
 
a     a     
a     a     
a 
 




l    
1
l    l    
l    
l    




l    
a 




























l    
1






















して示す．また，ナイーブ手法 1～4のスループットは，それぞれ16.5[ジョブ 秒⁄ ]，14.2[ジョブ 秒⁄ ]，






表 5.3 多項式近似アプリケーションを構成する 
各マクロタスクに対する使用スレッド数と実行時間の関係 
マクロタスク ID  
𝑗 
使用スレッド数に対する実行時間[ms] 
1 2 3 4 5 6 7 8 9 10 
1 42.3          
2 561.7 327.5 240.3 191.8 137.7 128.9 127.3 126.3 114.2 75.0 
3 26.4          
4 180.5 94.3 68.3 51.6 46.9 36.7 36.2 30.7 26.6  
5 180.3 94.3 68.4 51.5 46.9 36.6 36.3 30.7 26.5  
6 52.4          
7 37.8          
8 464.5 281.6 185.4 162.6 126.6 117.3 115.9 104.1 69.4  
9 464.4 280.0 185.4 161.9 125.9 117.1 116.1 104.2 69.5  
10 23.4          
11 23.3          
12 23.2          
13 159.2 85.2 61.9 47.7 41.1 36.0 30.4 26.1   
14 159.3 83.2 61.8 47.0 40.5 36.0 30.4 26.1   
15 159.3 83.2 61.7 46.9 40.5 36.0 30.3 26.2   
16 159.5 83.5 61.8 46.8 40.5 36.0 30.4 26.2   
17 159.2 83.3 61.8 46.8 40.6 36.1 30.4 26.1   
18 47.0          
19 46.2          
20 46.1          
21 45.6          
22 20.5          
23 20.6          
24 394.2 237.3 177.7 135.0 125.6 123.3 110.9 82.0   












他のマクロタスク ID 𝑗のマクロタスク𝑀𝑇𝑖,𝑗 
における対応するスレッド数𝑡ℎ𝑖,𝑗
(𝑟𝑒𝑙)(𝑖′, 𝑗′, 𝑛′) 
2 4, 5 8, 9 13, 14, 15, 16, 17 24 25 
2 
2 1 2 1 2 1 1 
3 2 3 3 3 2 2 
4 3 4 3 4 3 3 
5 4 4 4 4 4 4 
6 5 6 5 6 5 5 
10 6 9 9 8 8 7 
4, 5 
2 1 1 1 1 1 1 
3 2 2 2 2 2 2 
4 3 3 3 3 3 3 
5 5 4 4 5 4 4 
6 5 5 5 5 5 4 
8 6 6 5 8 5 6 
9 6 8 5 8 8 7 
8, 9 
2 2 2 1 2 2 1 
3 2 3 2 3 2 2 
4 4 4 3 4 4 3 
5 5 5 4 5 4 4 










他のマクロタスク ID 𝑗のマクロタスク𝑀𝑇𝑖,𝑗 
における対応するスレッド数𝑡ℎ𝑖,𝑗
(𝑟𝑒𝑙)(𝑖′, 𝑗′, 𝑛′) 
2 4, 5 8, 9 13, 14, 15, 16, 17 24 25 
13, 14, 15, 16, 17 
2 1 2 1 1 1 1 
3 2 3 2 2 2 2 
4 3 4 3 3 3 3 
5 5 4 4 4 4 4 
6 5 6 5 5 5 5 
7 6 6 5 6 5 5 
8 6 6 5 7 5 6 
24 
2 2 2 1 2 1 1 
3 3 3 3 3 2 2 
4 4 4 3 4 3 3 
5 5 5 5 5 4 4 
8 6 8 5 8 5 7 
25 
2 2 2 2 2 2 1 
3 3 3 3 3 3 2 
4 4 4 4 4 4 3 
5 5 6 5 5 5 4 
6 6 6 5 7 5 5 









































表 5.5 ジョブのレイテンシに対する統計値[𝐦𝐬]（多項式近似，平均クエリ到着間隔𝟔𝟎[𝐦𝐬]） 
手法 平均値 標準偏差 中央値 最大値 最小値 
ナイーブ手法 1 ― ― ― ― ― 
ナイーブ手法 2 ― ― ― ― ― 
ナイーブ手法 3 ― ― ― ― ― 
ナイーブ手法 4 ― ― ― ― ― 
レベルベース動的手法 3,411 642 3,367 5,538 1,213 
DAMCREM 3,248 572 3,165 5,610 1,670 
※「―」は，ジョブのレイテンシがデッドラインである7,322[ms]を超えたため除外した． 
 
表 5.6 ジョブのレイテンシに対する統計値[𝐦𝐬]（多項式近似，平均クエリ到着間隔𝟕𝟎[𝐦𝐬]） 
手法 平均値 標準偏差 中央値 最大値 最小値 
ナイーブ手法 1 2,212 129 2,153 3,116 2,102 
ナイーブ手法 2 2,788 1,271 2,400 5,616 1,291 
ナイーブ手法 3 ― ― ― ― ― 
ナイーブ手法 4 ― ― ― ― ― 
レベルベース動的手法 1,780 393 1,838 2,901 510 
DAMCREM 1,810 398 1,878 2,893 505 
※「―」は，ジョブのレイテンシがデッドラインである7,322[ms]を超えたため除外した． 
 
表 5.7 ジョブのレイテンシに対する統計値[𝐦𝐬]（多項式近似，平均クエリ到着間隔𝟖𝟎[𝐦𝐬]） 
手法 平均値値 標準偏差 中央値 最大値 最小値 
ナイーブ手法 1 2,160 77 2,129 2,894 2,099 
ナイーブ手法 2 1,474 210 1,376 2,453 1,282 
ナイーブ手法 3 ― ― ― ― ― 
ナイーブ手法 4 ― ― ― ― ― 
レベルベース動的手法 1,455 378 1,469 2,569 493 
DAMCREM 1,489 395 1,518 2,545 488 
※「―」は，ジョブのレイテンシがデッドラインである7,322[ms]を超えたため除外した． 
 
表 5.8 ジョブのレイテンシに対する統計値[𝐦𝐬]（多項式近似，平均クエリ到着間隔𝟗𝟎[𝐦𝐬]） 
手法 平均値 標準偏差 中央値 最大値 最小値 
ナイーブ手法 1 2,142 65 2,121 2,936 2,073 
ナイーブ手法 2 1,421 209 1,340 2,417 1,278 
ナイーブ手法 3 1,364 635 1,188 3,537 710 
ナイーブ手法 4 ― ― ― ― ― 
レベルベース動的手法 1,267 405 1,247 2,585 489 





表 5.9 ジョブのレイテンシに対する統計値[𝐦𝐬]（多項式近似，平均クエリ到着間隔𝟏𝟎𝟎[𝐦𝐬]） 
手法 平均値 標準偏差 中央値 最大値 最小値 
ナイーブ手法 1 2,122 42 2,110 2,570 2,080 
ナイーブ手法 2 1,336 84 1313 2,032 1,239 
ナイーブ手法 3 871 215 778 1,817 701 
ナイーブ手法 4 1,187 555 1,084 3,221 484 
レベルベース動的手法 1,047 351 1,019 2,393 476 
DAMCREM 1,071 374 1,043 2,364 480 
 
表 5.10 ジョブのレイテンシに対する統計値[𝐦𝐬]（多項式近似，平均クエリ到着間隔𝟏𝟏𝟎[𝐦𝐬]） 
手法 平均値 標準偏差 中央値 最大 最小値 
ナイーブ手法 1 2,111 21 2,107 2,428 2,017 
ナイーブ手法 2 1,314 42 1,303 1,743 1,217 
ナイーブ手法 3 798 109 756 1,486 683 
ナイーブ手法 4 722 238 635 1,678 474 
レベルベース動的手法 929 312 909 2,170 478 
DAMCREM 948 342 954 2,228 476 
 
平均クエリ到着間隔が長くなるにつれて生じた，結果の変化について説明する． 






















平均クエリ到着間隔𝑫 = 𝟖𝟎[𝐦𝐬] 
DAMCREMとレベルベース動的手法，ナイーブ手法 1，ナイーブ手法 2がデッドラインを



















平均クエリ到着間隔𝑫 = 𝟏𝟏𝟎[𝐦𝐬] 
全ての手法がデッドラインを守ることができた．ナイーブ手法 4 は，DAMCREM とレベ
ルベース動的手法と比べて，いずれの統計値も小さい．これは，平均クエリ到着間隔が十分
に長く，負荷が低い状態であることを示している．DAMCREM とレベルベース動的手法の





平均クエリ到着間隔間でのレイテンシの平均値の比較を図 5.8 と表 5.11に示す．平均クエリ到
着間隔𝐷が60[ms]及び70[ms]では，DAMCREMとレベルベース動的手法は，ナイーブ手法よりも
レイテンシの平均値や中央値が小さい．ナイーブ手法 1 やナイーブ手法 2 と違い，負荷が一時的
に低くなった際に，1 つのマクロタスクに対して多くのスレッドを割り当てることができるため
と考えられる．一方，平均クエリ到着間隔𝐷が100[ms]以上では， DAMCREMとレベルベース動








図 5.8 平均クエリ到着間隔とレイテンシの平均値の関係（多項式近似） 
※「N/A」は，ジョブのレイテンシがデッドラインである7,322[ms]を超えたことを示す． 
 
表 5.11 平均クエリ到着間隔とレイテンシの平均値の関係（多項式近似） 
手法 
平均クエリ到着間隔𝐷[ms]に対するレイテンシの平均値 
𝐷 = 60 𝐷 = 70 𝐷 = 80 𝐷 = 90 𝐷 = 100 𝐷 = 110 
ナイーブ手法 1 ― 2,212 2,160 2,142 2,122 2,111 
ナイーブ手法 2 ― 2,788 1,474 1,421 1,336 1,314 
ナイーブ手法 3 ― ― ― 1,364 871 798 
ナイーブ手法 4 ― ― ― ― 1,187 722 
レベルベース動的手法 3,411 1,780 1,455 1,267 1,047 929 










図 5.9 ニューラルネットワークにおける推論処理のマクロタスクグラフ 
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を示す．具体的には，任意のジョブ ID 𝑖に対して，{𝑀𝑇𝑖,1, ⋯ , 𝑀𝑇𝑖,12}，{𝑀𝑇𝑖,13, ⋯ , 𝑀𝑇𝑖,16}，
{𝑀𝑇𝑖,17, ⋯ , 𝑀𝑇𝑖,20}，{𝑀𝑇𝑖,21, ⋯ , 𝑀𝑇𝑖,24}，{𝑀𝑇𝑖,25, ⋯ , 𝑀𝑇𝑖,28}，{𝑀𝑇𝑖,29, ⋯ , 𝑀𝑇𝑖,32}，{𝑀𝑇𝑖,33, ⋯ , 𝑀𝑇𝑖,48}，
{𝑀𝑇𝑖,49, ⋯ , 𝑀𝑇𝑖,52}，{𝑀𝑇𝑖,53, ⋯ , 𝑀𝑇𝑖,56}，{𝑀𝑇𝑖,57, ⋯ , 𝑀𝑇𝑖,60}，{𝑀𝑇𝑖,61, ⋯ , 𝑀𝑇𝑖,64}，{𝑀𝑇𝑖,65, ⋯ , 𝑀𝑇𝑖,68}，
{𝑀𝑇𝑖,69, ⋯ , 𝑀𝑇𝑖,84}，{𝑀𝑇𝑖,85, ⋯ , 𝑀𝑇𝑖,88}，{𝑀𝑇𝑖,89, ⋯ , 𝑀𝑇𝑖,92}，{𝑀𝑇𝑖,93, ⋯ , 𝑀𝑇𝑖,96}，{𝑀𝑇𝑖,97, ⋯ , 𝑀𝑇𝑖,100}，
{𝑀𝑇𝑖,101, ⋯ , 𝑀𝑇𝑖,104}，{𝑀𝑇𝑖,105, ⋯ , 𝑀𝑇𝑖,108}，{𝑀𝑇𝑖,109}，{𝑀𝑇𝑖,110}をそれぞれ示す．なお，5.4.1 項と
同様に，表 5.12において，初期レベル𝐿 = 7としてスレッド数の上限を 9とし，背景が灰色のセル
は，使用するスレッド数に対して高速化の効果が小さいため，候補として使用しない．表 5.12の
値から各マクロタスク間における使用スレッド数の各候補の優先度の関係を表 5.13に示す．ただ
し，常に 1 スレッドとなる組み合わせは省略した．ナイーブ手法 1～4 について，5.4.1 項での多
項式近似と同様にして算出したスループットは，それぞれ5.2[ジョブ 秒⁄ ]，4.5[ジョブ 秒⁄ ]，
4.1[ジョブ 秒⁄ ]，3.5[ジョブ 秒⁄ ]であった． 
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1 2 3 4 5 6 7 8 9 
1～12 53.5         
13～16 473.6 289.0 195.1 170.7 135.6 126.7 125.2 112.7 79.4 
17～20 161.6 85.7 64.2 49.4 43.2 38.7 32.8 28.6  
21～24 31.7         
25～28 376.3 216.0 160.0 116.3 107.3 106.3 93.4 64.2  
29～32 137.9 72.3 51.0 40.4 35.8 29.9 25.8   
33～48 40.2         
49～52 306.7 190.3 141.0 107.0 105.8 93.0 68.7   
53～56 118.2 63.2 48.1 37.5 31.5 27.2    
57～60 22.6         
61～64 226.2 131.1 96.6 84.1 70.9 53.6    
65～68 95.3 49.7 39.1 29.5 24.9     
69～84 26.9         
85～88 171.5 107.2 82.5 69.2 55.4     
89～92 75.0 40.6 30.2 25.8      
93～96 13.7         
97～100 113.0 67.4 52.1 43.2      
101～104 52.8 28.6 24.3       
105～108 13.2         
109 73.7 44.7        










他方のマクロタスク ID 𝑗の 
マクロタスク𝑀𝑇𝑖,𝑗におけるスレッド数𝑡ℎ𝑖,𝑗



















































2 1 2 2 2 1 2 2 2 1 2 2 2 2 2 
3 2 3 2 3 2 3 2 3 2 3 2 2 2 2 
4 3 4 4 4 4 4 3 4 3 4 3 4 3 3 
5 4 5 4 5 4 5 4 5 4 4 4 4 4 4 
9 5 8 8 7 7 6 6 5 5 4 4 4 4 4 
17,18,19,20 
2 1 1 1 2 1 1 1 2 1 1 1 1 1 1 
3 2 2 2 3 2 2 2 2 2 2 2 2 2 2 
4 3 3 3 4 3 3 3 3 3 3 3 3 2 2 
5 4 4 4 5 4 5 4 5 4 4 4 4 3 4 
6 5 5 4 6 4 6 6 5 5 4 4 4 4 4 
7 5 6 4 7 4 6 6 5 5 4 4 4 4 4 
8 5 7 8 7 7 6 6 5 5 4 4 4 4 4 
25,26,27,28 
2 1 2 1 2 1 2 1 2 1 2 1 2 1 2 
3 3 3 2 3 2 3 2 3 2 3 2 2 2 2 
4 3 4 3 4 3 3 3 3 3 3 3 3 2 2 
8 5 7 4 7 7 6 6 5 5 4 4 4 4 4 
29,30,31,32 
2 1 1 1 1 1 1 1 2 1 1 1 1 1 1 
3 2 2 2 2 2 2 2 2 2 2 2 2 2 2 
4 3 3 3 3 3 3 3 3 3 3 3 3 2 2 
5 4 4 4 4 4 4 4 4 4 4 4 4 3 4 
6 5 5 4 5 4 5 5 5 5 4 4 4 4 4 
7 5 6 4 6 4 6 6 5 5 4 4 4 4 4 
49,50,51,52 
2 2 2 2 2 1 2 2 2 1 2 2 2 2 2 
3 3 3 3 3 2 3 3 3 2 3 2 3 2 2 
4 3 4 4 4 3 4 3 4 3 4 3 4 3 2 
7 5 7 4 7 4 6 6 5 5 4 4 4 4 4 
53,54,55,56 
2 1 2 1 2 1 1 1 2 1 1 1 1 1 1 
3 2 3 2 3 2 2 2 2 2 3 2 2 2 2 
4 3 4 4 4 3 3 3 4 3 3 3 3 2 2 
5 4 4 4 5 4 4 4 5 4 4 4 4 3 4 










他方のマクロタスク ID 𝑗の 
マクロタスク𝑀𝑇𝑖,𝑗におけるスレッド数𝑡ℎ𝑖,𝑗



















































2 1 2 2 2 1 2 1 2 1 2 1 2 1 2 
3 3 3 3 3 2 3 2 3 2 3 2 2 2 2 
4 4 4 4 4 4 4 3 4 3 4 3 4 3 3 
5 5 5 4 5 4 5 4 5 4 4 4 4 4 4 
6 5 5 4 6 4 6 5 5 5 4 4 4 4 4 
65,66,67,68 
2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
3 2 3 2 3 2 3 2 2 2 3 2 2 2 2 
4 3 4 4 4 3 3 3 3 3 3 3 3 2 3 
5 4 4 4 5 4 4 4 4 4 4 4 4 3 4 
85,86,87,88 
2 2 2 2 2 2 2 2 2 1 2 2 2 2 2 
3 3 3 3 3 3 3 3 3 2 3 3 3 2 2 
4 4 4 4 4 4 4 4 4 3 4 4 4 3 3 
5 5 5 4 5 4 5 5 5 4 4 4 4 4 4 
89,90,91,92 
2 1 2 1 2 1 2 1 2 1 1 1 2 1 1 
3 2 3 2 3 2 2 2 2 2 2 2 2 2 2 
4 3 4 4 4 3 4 3 4 3 3 3 3 2 2 
97,98,99,100 
2 1 2 2 2 1 2 2 2 1 2 1 2 1 2 
3 3 3 3 3 3 3 3 3 2 3 2 3 2 2 
4 4 4 4 4 4 4 4 4 3 4 3 4 3 3 
101,102, 
103,104 
2 1 2 1 2 1 2 1 2 1 1 1 1 1 1 
3 3 3 3 3 2 3 3 3 2 3 2 2 2 2 
4 3 4 4 4 3 4 3 4 3 4 3 3 2 2 
109 2 1 2 2 2 1 2 2 2 1 2 2 2 1 2 














あったため，図 5.10～図 5.13におけるレイテンシの最大値は9,000[ms]とした． 
 




















図 5.14 レイテンシが一定値以下のジョブ数の割合 
（ニューラルネットワークにおける推論処理，平均クエリ到着間隔𝟑𝟔𝟎[𝐦𝐬]） 
 
表 5.14 ジョブのレイテンシに対する統計値[𝐦𝐬] 
（ニューラルネットワークにおける推論処理，平均クエリ到着間隔𝟐𝟎𝟎[𝐦𝐬]） 
手法 平均値 標準偏差 中央値 最大値 最小値 
ナイーブ手法 1 3,692  982  3,375  7,594  2,653  
ナイーブ手法 2 ― ― ― ― ― 
ナイーブ手法 3 ― ― ― ― ― 
ナイーブ手法 4 ― ― ― ― ― 
レベルベース動的手法 3,362  988  3,120  7,236  1,179  
DAMCREM 3,386  989  3,163  7,523  1,180  
※「―」は，ジョブのレイテンシがデッドラインである22,758[ms]を超えたため除外した． 
 
表 5.15 ジョブのレイテンシに対する統計値[𝐦𝐬] 
（ニューラルネットワークにおける推論処理，平均クエリ到着間隔𝟐𝟒𝟎[𝐦𝐬]） 
手法 平均値 標準偏差 中央値 最大値 最小値 
ナイーブ手法 1 2,942  382  2,804  5,528  2,579  
ナイーブ手法 2 2,467  670  2,208  5,516  1,790  
ナイーブ手法 3 3,942  1,298  3,991  7,817  1,434  
ナイーブ手法 4 ― ― ― ― ― 
レベルベース動的手法 2,376  560  2,373  5,016  1,152  





表 5.16 ジョブのレイテンシに対する統計値[𝐦𝐬] 
（ニューラルネットワークにおける推論処理，平均クエリ到着間隔𝟐𝟖𝟎[𝐦𝐬]） 
手法 平均値 標準偏差 中央値 最大値 最小値 
ナイーブ手法 1 2,761  119  2,724  3,898  2,551  
ナイーブ手法 2 2,104  316  1,975  3,965  1,769  
ナイーブ手法 3 2,029  597  1,798  4,648  1,381  
ナイーブ手法 4 3,911  1,754  3,712  8,617  1,128  
レベルベース動的手法 2,044  418  2,055  3,308  1,135  
DAMCREM 2,039  440  2,050  3,382  1,132  
 
表 5.17 ジョブのレイテンシに対する統計値[𝐦𝐬] 
（ニューラルネットワークにおける推論処理，平均クエリ到着間隔𝟑𝟐𝟎[𝐦𝐬]） 
手法 平均値 標準偏差 中央値 最大値 最小値 
ナイーブ手法 1 2,736  111  2,700  3,766  2,559  
ナイーブ手法 2 2,006  248  1,921  4,062  1,777  
ナイーブ手法 3 1,787  456  1,610  4,998  1,404  
ナイーブ手法 4 2,085  916  1,771  6,787  1,148  
レベルベース動的手法 1,870  395  1,830  3,327  1,146  
DAMCREM 1,856  414  1,802  3,316  1,145  
 
表 5.18 ジョブのレイテンシに対する統計値[𝐦𝐬] 
（ニューラルネットワークにおける推論処理，平均クエリ到着間隔𝟑𝟔𝟎[𝐦𝐬]） 
手法 平均値 標準偏差 中央値 最大値 最小値 
ナイーブ手法 1 2,728  128  2,688  3,834  2,530  
ナイーブ手法 2 1,970  210  1,903  3,411  1,756  
ナイーブ手法 3 1,701  355  1,561  3,733  1,382  
ナイーブ手法 4 1,758  649  1,506  4,687  1,130  
レベルベース動的手法 1,777  401  1,714  3,100  1,120  
DAMCREM 1,760  417  1,682  3,107  1,125  
 
 
平均クエリ到着間隔𝑫 = 𝟐𝟎𝟎[𝐦𝐬] 






















図 5.15 ジョブごとのレイテンシ（ニューラルネットワークにおける推論処理， 
平均クエリ到着間隔𝑫 = 𝟐𝟎𝟎[𝐦𝐬]，11 セット目） 
平均クエリ到着間隔𝑫 = 𝟐𝟒𝟎[𝐦𝐬] 
DAMCREMとレベルベース動的手法，ナイーブ手法 1～3がデッドラインを守ることができた．
ナイーブ手法 3 は，1 つのマクロタスクに多数のスレッドを割り当てるため，レイテンシが安定
しなかった．ナイーブ手法 2は DAMCREMやレベルベース動的手法と比べて，平均値や分散は大






図 5.16 ジョブごとのレイテンシ（ニューラルネットワークにおける推論処理， 
平均クエリ到着間隔𝑫 = 𝟐𝟒𝟎[𝐦𝐬]，11 セット目） 






イーブ手法 4 のスループットとの差が小さいためである． 







は，レイテンシの最大値がナイーブ手法 1～4 よりも低く保つことができた． 
平均クエリ到着間隔𝑫 = 𝟑𝟔𝟎[𝐦𝐬] 
いずれの手法もデッドラインを守ることができた．ナイーブ手法 3 が最もレイテンシの平均値
が小さいのに対し，レイテンシの中央値は，ナイーブ手法 4 が最も小さい．これは，クエリの到







図 5.17 ジョブごとのレイテンシ（ニューラルネットワークにおける推論処理， 






















𝐷 = 200 𝐷 = 240 𝐷 = 280 𝐷 = 320 𝐷 = 360 
ナイーブ手法 1 3,692  2,942  2,761  2,736  2,728  
ナイーブ手法 2 ― 2,467  2,104  2,006  1,970  
ナイーブ手法 3 ― 3,942  2,029  1,787  1,701  
ナイーブ手法 4 ― ― 3,911  2,085  1,758  
レベルベース動的手法 3,362  2,376  2,044  1,870  1,777  
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