Abstract-Using measurements collected at network monitors to infer network conditions is a promising approach for network-centric monitoring. In this context, an important question arises: given the number and locations of network monitors, how much network management resources (e.g., the number of measurements) are needed to obtain an accurate estimate of network states? We define the scalability of measurement-based network monitoring as the growth rate of the number of measurements required for accurate network monitoring/inference with respect to the size of a network. We develop a framework for investigating the scalability in the context of multicast inference with the monitors at the edges of a network. In such a framework, network monitoring/inference can be formulated as probability density estimation of network states. The growth rate is characterized through the sample complexity, which is the number of measurements needed to accurately estimate the density. The missing data framework is introduced to estimate the growth rate, where the missing data reflect unavailable measurements at the unobservable nodes without resident monitors, and the underlying nodal packet losses. We show that when the missing information is mainly due to the number of unobservable nodes, the number of measurements needed grows linearly with the size of the network, and the measurement-based inference approach is, thus, scalable. When the missing information is mainly due to the underlying nodal packet losses, the number of measurements needed grows faster than linear with the size of the network, and the measurement-based inference approach is, thus, not scalable. Our results provide guidelines for accessing feasibility of the measurement-based inference approach, and the number of probes required. We give numerical examples to illustrate some of our results.
formation for reducing severe degradation of services or potential network failures.
Network centric monitoring approaches [14] , where states of the network are monitored rather than individual nodes in isolation, are important for network management. Network states can be considered as a collection of nodal states which may correspond to packet losses or delays at the nodes. Network monitors can reside at all or subset of network nodes. A goal of network-centric monitoring is to infer states of an entire managed network using measurements collected locally at network monitors. 1 In this context the following questions arise: Given the number and locations of monitors, how much network management resources (e.g., the number of measurements and the computation time) are needed to obtain an accurate estimate of network states? How rapidly would the needed resources grow when the size of a network gets larger? For instance, suppose 100 measurements are sufficient to obtain accurate estimates of network states for a small network with ten nodes and two monitors at given locations. If the network becomes 100 times as large (e.g., with 1000 nodes), would the number of measurements needed grow 100 or 2 times? The main focus of this work is to develop a framework to formally investigate the scalability of measurement-based network monitoring. At the high level, the scalability characterizes the growth rate of the required network management resources with respect to the size of the network, where the resources include the number of measurements needed to obtain an accurate estimate of network performance, and the time spent on computing the estimate. The number of measurements affects network resources spent on management such as the available transmission bandwidth and processing capacity. The growth rates of the number of measurements and the computation time together determine the feasibility of measurement-based network monitoring in large networks. Once known, the growth rate can also be used to estimate on the number of measurements needed to monitor a given network.
The above scalability study is challenging due to the complexity of large IP networks. Thus, this work chooses multicast networks for our initial investigation. We adopt the approach developed in the prior work [5] which establishes a rigorous framework for network inference. Specifically, probe packets are multicasted through a network. Monitors are located only at the multicast receivers (on the edges of a network), recording receptions or losses of probe packets. If a packet is lost at an intermediate node, multicast receivers would not receive the packet. Measurements, thus, contain information on spatially correlated nodal packet losses within a multicast tree, 2 and can be used to infer the internal packet losses.
How to formally define the scalability? We show that the measurement-based network monitoring can be formulated as density estimation. The density is the joint probability of network states. The unknown parameters of the density correspond to probabilities of nodal packet losses within a multicast network. The estimation is on the unknown parameters using measurements. The performance of network monitoring can then be defined through the accuracy of a density estimator [1] . The simplest such a performance measure is the estimation error on the unknown parameters which we choose in this work. A sufficient number of samples (measurements) are needed to achieve a desired performance, and called the sample complexity [1] . The sample complexity provides a basis for defining the scalability: the linear growth rate of the number of measurements with respect to the size of a network is the lowest possible. Thus, if the number of measurements grows linearly with respect to the size of a network, the measurement-based network monitoring is scalable; otherwise, it is nonscalable.
How to evaluate the growth rate? The framework of density estimation does not provide conditions on when the linear rate is achievable. We derive the growth rate using the missing data framework [4] , where the missing data corresponds to states of internal nodes without monitors. Specifically, the missing information is determined by both the complexity of a multicast network (e.g., the number of internal nodes without monitors residing), and the underlying network losses. The observed information is determined by the number of monitors, and the number of measurements (probe packets). When the size of a multicast network grows, both the missing and observed information grows accordingly but their relative growth rate is determined by the underlying losses. We derive conditions based on underlying losses for uniform multicast networks on the scalability/nonscalability. We show that, asymptotically (for large networks), there exists a critical value for underlying losses. When the loss probability is below this value, the amount of missing information is dominated by the size of the network, and the number of measurements needed scales linearly. When the loss probability exceeds this value, the amount of missing information is dominated by the underlying losses, and the number of measurements grows faster than linear, resulting in nonscalability. These cases are verified by analysis for small and large losses, and by simulation for moderate losses. We also show that the growth rate of the number of measurements is tightly coupled with the computation time. The computation time is characterized by the convergent rate of the expectation-maximization (EM) algorithm, and determined by the amount of missing information.
A closely related work is the multicast inference developed in [5] . This work focuses on developing a multicast inference approach which provides a feasible model for our analysis of scalability. The work also suggests the possibility that the inference might be difficult when the losses are large. This motivates our investigation on the scalability. The scalability is general, and related to fundamental limits of, measurement-based network monitoring. To our knowledge, the scalability has neither been defined nor investigated previously for measurement-based network monitoring/inference. The density estimation introduced in this work establishes a formal setting to address the performance and complexity for measurement-based network monitoring. The sample complexity of density estimation provides the base line (e.g., the best growth rate) for defining the scalability, but is not directly applicable to evaluating the growth rate of the number of measurements. The context of density estimation does not include computation time either. The missing data framework makes the analysis of scalability possible. Specifically, the likelihood function used in the prior work [5] has no close-form expression and, thus, cannot be used to deriving the number of measurements needed. The likelihood function resulting from the missing data formulation has a simple analytical form and, thus, makes it possible to derive the number of measurements needed and a relation to the convergence rate. The missing data formulation also provides a framework to investigate how the missing information affects the performance and complexity of network monitoring, resulting in basic understanding on fundamental limitation of network monitoring. Missing data formulation has been used, with a different focus, in other related work which includes network tomography on estimating traffic matrices [2] , approximating multicast through unicast [3] , and multicast inference with missing measurements [6] .
The rest of the paper is organized as follows. Section II describes the problem of network monitoring in a specific context of multicast inference. Section III presents monitoring in the missing data framework. Section IV introduces density estimation, and defines the scalability. Section V investigates the scalability analytically and numerically. Section VI concludes the paper.
II. PROBLEM
We adopt the same problem set up as in [5] . Consider a full multicast tree 3 shown in Fig. 1 . Probe packets are sent from the source on the top of the tree to the rest of the nodes through multicast. Upon receiving a probe packet, an intermediate node replicates the packet and sends it to its children. If the probe packet is lost at an intermediate node, none of its descendants receive the probe. Monitors we use assume a simple functionality of recording the reception of probes packets and, thus, are called passive monitors. They are assumed to be located at all receivers, i.e., edge monitors, and possibly at internal nodes.
A node with a monitor is observable. If a probe is received, the measurement recorded by the monitor 4 is an "1." A node without a monitor is unobservable, i.e., no measurement can be obtained. A set of measurements, , consists of observations of the states of the observable nodes using probes, where is a set of all observable nodes. The conditional probability, , characterizes the state of node given that of it parent . A vector determines the state of a network for all , where is a set of all unobservable nodes. The problem of network monitoring in the context of multicast inference involves estimating at the unobservable nodes using a set ( ) of measurements. Losses of the probe packets are assumed to be conditionally independent, i.e., given a probe is received at a parent node, it is received by its children independently.
III. MISSING DATA FORMULATION
Missing data framework [4] which is widely used in statistics is a natural fit to network monitoring with partially observable information. The key idea is to introduce the so-called missing random variables whose information can not be obtained directly but estimated through measurements of a set of observable variables [2] , [18] .
A. Missing and Complete Variables
In this work, the missing random variables are the states of unobservable nodes, for , and observable variables are the states of observable nodes, for . The set of complete random variables is . The set of actual measurements, , made at the monitors corresponds to the incomplete data in the missing data framework, while the set of fictitious measurements, , of the missing variables corresponds to the missing data. Thus, the complete data set is . The tasks of monitoring and inference of network states consist of two steps: (a) developing a model, , called the complete likelihood, and (b) estimating the unknown parameters of the model, for .
B. Model
The complete likelihood function, , is essentially a model of network states. To determine the form of , we begin by considering a simple example with one source, one unobservable node and two edge monitors as in Fig. 2 . Monitors are located at the receivers (edges), and is the only missing variable for an internal node without a monitor. The state vector of the network is , where denotes the transpose of a matrix. Then the probability model is (1) where . Extending the idea to an arbitrary size tree shown in Fig. 1 , we can obtain a general expression for the complete likelihood (2) where is the set of all descendants of node ; is the total number of nodes of the multicast tree, , is the number of unobservable nodes; and is a -dimensional binary vector.
This general expression for the complete likelihood is essentially a modified multinomial probability belonging to a general class of the exponential family [4] . As the complete likelihood function consists of factors of Bernoulli probabilities, it has the simplest form possible. This simple model is applicable to both internal and edge monitors in general, with the latter as a special case.
C. Estimation of Missing State Parameters
The inference or monitoring is to estimate the unknown parameters using measurements. The estimation is done through the EM algorithm resulting from the missing data formulation.
1) Expectation (E)
Step: The E-step consists of evaluating the expected log complete likelihood. For i.i.d. probe packets, the log likelihood of the complete data for probes is the product of the joint probability of a single probe:
, where for . The expected complete log-likelihood can then be obtained by the expectation over the missing variables,
. The product form of the multinomial type of probabilities for the complete likelihood function renders a simple expression for the expected complete log likelihood (3) where is a term irrelevant to . is the average conditional expectation of the state for node given measurements (4) where is a vector consisting of measurements at the observable nodes for the th probe, i.e., . has a similar expression
Step: The M-step maximizes the expected log likelihood, resulting in a new set of conditional probabilities indexed by (6) for a missing random variable . By enumerating on and using the fact , we have for (7) where is the estimated probability that node receives a packet.
, as the conditional expectation of a binary state , is the posterior probability (averaged over probes) that node receives a packet given measurements. That is, for an unobservable node ( ) (8) where the probability on the right hand side is evaluated using the parameters . This expression provides an intuitive explanation: when the state of a node is inaccessible, the probability that the node receives a probe packet should be estimated by the posterior probability given the measurements. Since all measurements are assumed equally likely, the average posterior probability results in a valid estimate of the true probability.
The average posterior probability can be further evaluated for an unobservable node, leading to recursive relations for parameter estimation.
Let be a subset of the monitors which are the descendants of node . For conditionally independent losses, only the measurements obtained by monitors in are relevant to determining the posterior probabilities. Let be the probability that at least one monitor in receives a packet, 5 and be the sample estimate of , where with being the number of probes received by at least one monitor in .
5 is determined by . See [5] for details.
For an unobservable node , the probabilities at the th step can be estimated by those at the previous ( ) step through the following recursive equations: (9) where is a set of children of node . is the probability that at least one monitor in receives a probe packet determined by parameters . is the probability that at least one monitor in (a set of monitors of node ) with . is also determined by . The E-step and M-step alternate until the convergence is achieved.
IV. DENSITY ESTIMATION AND SCALABILITY
The missing data formulation shows that the network monitoring can be considered as density estimation [1] .
A. Performance and Sample Complexity
The density in this work is the complete likelihood . The estimation is on the unknown parameters of the density, or equivalently , for . The number of unobservable nodes equals to the number of unknown parameters. Measurements correspond to the so-called samples in density estimation.
The performance of density estimation can be measured by a distance 6 between the estimated and the true density [1] . Such a distance is related to a simpler measure, which is the meansquare error between the estimated ( ) and the true ( ) parameters, [1] . For simplicity, we choose to use this mean-square error to define the scalability.
Given a desired performance , the number of measurements needed to achieve such a performance (e.g., ) is the so-called sample complexity. The sample complexity depends on the number of unknown parameters to be estimated, i.e., the larger the number of unknown parameters, the larger the sample complexity. Such a relation can be characterized for the sample complexity as (10) for a large . The dependence of to is easy to understand. The smaller the , the larger the . is an important scaling factor: it is the number of samples normalized by the number of unknowns. determines the growth rate of . When is a constant, grows linearly with respect to , which is the best growth rate achievable [1] . When also grows with , increases at a faster rate than linear with respect to , which is un-desirable. Such a growth rate on the sample complexity provides a baseline for defining the scalability in terms of the number of probe packets.
B. Definition of Scalability
We use the square error as the performance measure but with a slight modification: the true parameters are regarded as random variables from a Bayesian's view [9] for feasibility of analysis. That is, is the estimation error between and given a set of measurements , where the expectation is done over .
Definition of Scalability: Let be the number of probes needed to achieve a desired estimation error, i.e.,
. If grows linearly with respect to the number of unobservable nodes , the measurement-base network monitoring in the context of multicast loss inference is scalable. If grows faster than linear in , the approach is not deemed scalable.
V. ANALYSIS
To access the growth rate of the number of measurements involves evaluating the constant . depends on network topology and underlying losses. The results on sample complexity are general, and do not offer approaches for obtaining . Therefore, we turn to missing data formulation. We assume that monitors are only located at multicast receivers for simplicity of analysis.
A. Missing Information and Estimation Error
A key concept we use is the missing information. Two factors contribute to missing information: the number of unobservable nodes, and the underlying losses. The more the unobservable nodes, the more measurements would be needed for maintaining a small estimation error. Similarly, the larger the underlying losses, the more probe packets need to be sent for a sufficient number of them to arrive at the multicast receivers. Quantitatively, the missing information can be characterized by the missing information matrix [9] , , where . The so-called complete information is characterized by the complete information matrix [9] , with . The difference between the complete and missing information is the observed information, which can be characterized by the observed information matrix, , where . The estimation error can be expressed as , with being the trace of matrix . This relation shows that the estimation error decreases as the number of measurements increases, and the constant can be estimated through the trace of .
B. Missing Information and Convergence Rate
is diagonal [9] and can be easily obtained through the complete likelihood function.
is related to the convergence rate of the EM algorithm, where the EM recursive relation can be expressed as (see (9) . Then the derivatives of with respect to parameter evaluated at the solution result in the Jacobian matrix . The missing information matrix can then be obtained as [9] . This leads to where is the identity matrix; is the so-called speed matrix of the EM algorithm [9] , and the smallest eigenvalue of characterizes the convergence rate.
The convergence rate determines the computation time. For example, if the convergence rate is close to , the convergence is exponentially fast, and a small number of iterations would lead to convergence for all parameters. Otherwise, if the convergence rate is a small number, convergence is exponentially slow, and a large number of iterations is needed to reach a fix point. Therefore, convergence time needs to be included in accessing the scalability.
C. Bounds
How to evaluate the number of measurements needed, and the convergence rate using the information and speed matrices? usually has nonzero off-diagonal elements, and is therefore too complex to render a feasible evaluation. But when the off-diagonal elements are neglected, the recursive relations become decoupled similar to that used in [5] (see Appendix IV for details). This decoupling results in a speed matrix with only diagonal elements so that the convergence rate can be obtained from each recursive equation independently. This suggests that if the missing information is contained mainly in the diagonal elements of the missing information matrix, the estimation error may be characterized by a simple expression.
Theorem: Let consist of diagonal elements of and zero off-diagonal elements. Let consist of off-diagonal elements of , and zero diagonal elements. If has the spectrum radius less than (11) where for the multicast tree, .
is the convergence rate of the th decoupled EM recursion. Then the number of measurements satisfies (12) The proof of the theorem is given in Appendix IV. Intuitively, the condition on the spectrum radius of quantifies the "concentration" of missing information on the diagonal elements. But when this condition is satisfied is not completely clear yet due to the difficulty of evaluating the complex speed matrix.
To provide an intuitive understanding of this result, we note that for the 's missing variable, characterizes the complete information, and represents the percentage of the observed information. The sum , roughly speaking, is inversely proportional to the amount of observed information at the network. Therefore, the smaller the amount of observed information (i.e., the larger the amount of missing information), the larger the estimation error.
D. Evaluation of Convergence Rate
The convergence rate of the simplified EM algorithm, , can be easily obtained by completing the derivative of with respect to (13) where each term in the expression has an intuitive interpretation. In particular (14) is an estimate of the probability that at least one monitor in receives a probe given node receives the probe, is an estimate of the probability that at least one monitor in receives a probe given node 7 receives the probe for and, therefore (15) corresponds to the probability that given node receives a probe, there is at least one monitor receives the probe. Those monitors which receive the probe are all located in the same subset of monitors associated with one child of node . It follows that the approximated convergence rate, , is an estimate of the probability that given node receives a probe there are at least two monitors in which receive the probe (and each monitor belongs to a different subset of monitors associated with a child of node ). This is consistent to the intuitive meaning of the minimum , the convergence rate, which is the percentage of the observed information, given in Section V-B.
A close form expression can be obtained for special multicast trees which are layer-wise uniform, i.e., each node at layer has the same number of children, and the conditional probability of each node within the same layer is . Then the convergence rate of the EM algorithm for an unobservable node at layer is (16) where .
If the multicast tree is completely uniform with , and
The derivations of (16) and (17) can be found in Appendix I. As will be shown in the following sections, these simple expressions for and , when substituted into the lower bound given by (11) , allow us to derive explicit scalability results for the uniform networks.
E. Best Case of Edge Monitors: Small Losses
For the feasibility of analysis, we consider extreme cases and uniform tree. We start from the best case when the nodal loss probability is small relative to the size of the network, resulting in negligible amount of missing information due to underlying losses. Mathematically, we derive a condition on the underlying losses relative to the depth of a multicast tree, and a bound for the estimation error.
Corollary: If the conditional packet loss probability, , is small so that , the estimation error satisfies (18) The convergence rate is the same for all nodes and is close to one, i.e.,
for all , and with being the number of children of each node. 8 If the desired estimation error is , the number of required probes, 9 (20) Therefore, grows linearly with the number of internal nodes, and the scaling factor is a constant, . In addition, the convergence rate corresponds to the exponentially fast convergence time at all internal nodes. Therefore, the multicast inference using only edge monitors is scalable for small losses.
This result is consistent to that given in [5] , which shows that the error approaches zero when the underlying losses approach zero. We provide the rate of convergence, and the condition on the underlying losses. Such a condition suggests, how small the loss probability is, should be relative to the size of the network. The larger the network (the deeper the tree), the smaller the losses would have to be for the scalability to hold. This is consistent to our intuition since more losses may occur when a tree has more depth.
F. Worst Case For Edge Monitors: Large Losses
We now consider the case when a multicast network has large nodal losses everywhere. This corresponds to a pathological case of missing information. The underlying losses exceed the relative value (see the previous section), and the amount of missing information dominates the complete information. This serves as the worst case of scalability as shown below.
Corollary: If the conditional probability of receiving a packet, , is small ( ), and the depth of the multicast tree ( ) is large ( and ), we have
Furthermore, the convergence rate for a node at layer is
for . The proof of the corollary is given in Appendix II. The quantity, is, thus, a lower bound of the estimation error. Comparing this lower bound with the result for the best case given in (18), we observe a common factor for the estimation error but different scaling factors. The scaling factor, , is essentially the normalized number of probes required to achieve a desired estimation error. For large losses (23) which grows exponentially with the depth of the multicast tree; whereas for small losses, takes a constant value of . Intuitively, is the probability for a probe to reach an edge monitor, and is roughly the average number of probes needs to be sent so that one is received. When is small and is large, probes are lost with a high probability (i.e., the missing information is large), a lot of probes need to be sent to maintain a small estimation error.
This result shows that the case of large losses results in the worst scaling property for the number of probes, i.e., (24) By definition, the inference approach using only edge monitors is not scalable when nodal packet losses are large.
Furthermore, the convergence rate (22) is exponentially small in the depth of the tree at layers away from the source, leading to an exponentially large number of iterations.
In the prior work [5] , the behavior of the maximum variance of the estimated conditional probabilities ( s) is investigated with respect to the depth of a uniform multicast tree. Specifically, for small losses, the prior work [5] shows analytically that the maximum variance is a constant; and for large losses, the prior work [5] demonstrates empirically that the maximum variance increases rapidly with respect to the depth of the tree. In fact, the maximum variance corresponds to the largest estimation error (among all s) when the number of probes is infinite.
The results here quantify the exact growth rate of the number of probes, which is exponential for the case considered in this section.
G. Benign Case of Edge Monitors: Local Losses
We consider now the case when large losses occur in parts of the uniform network. This is a more realistic case than the uniformly large losses discussed in Section V-B. Such a case may correspond to network bottlenecks, local congestion states, or partial network anomalies caused by either hardware or software problems.
We assume, without loss of generality, that large losses occur at layer of the multicast tree 10 for . The conditional probability is the same for all nodes at layer and takes a small value ( ). Both the depth of the tree, , and the number of children of each node, , are large ( , and ). The degree of the local losses is characterized by a constant through a relation, , for . The rest of the nodes on the tree assume to have the same conditional probability and small losses, i.e., . 10 This assumes that the layer with large losses is away from the source, for feasibility of analysis.
Corollary: The estimation error is lower bounded as (25) where , and depends on , and . The convergence rate is for ; for .
The proof of the corollary is given in Appendix III. The number of probes needed can then be obtained from (25) (27) Therefore, the power characterizes the growth rate of the number of probes with respect to . In particular, depends on two factors: the degree of losses in terms of , and the relative location of layer on the tree. For a given location , grows with respect to , suggesting that more probes are needed to achieve a desired estimation error when losses get large. When the degree of losses is fixed, grows with . This is because the number of nodes on layer with large losses increases with . When both and take the maximum value of and , respectively, takes the maximum value of three. The corresponding number of probes needed is . This gives the worst scaling property of the number of probes for the case of local losses. Furthermore, the convergence time (26) is exponentially fast at nodes below layer , since those nodes consist of an equivalent uniform subtree with small losses.
The convergence time is exponentially slow at nodes above layer , since layer with large losses makes the inference difficult. These results suggest that when local losses are large and sufficiently close to the edge monitors, the multicast inference is nonscalable.
VI. NUMERICAL INVESTIGATIONS
The above analysis is asymptotic in the depth of the multicast tree, and for cases when the loss is either small or large. In this section, we report numerical investigations for the cases when the packet losses are moderate and the size of the tree is finite. Specifically, the set of figures address the following questions pertaining to the use of only edge monitors. 1) at what packet loss probabilities, is the inference technique nonscalable? 2) Given the underlying packet loss probabilities, how would the size of the network affect the scalability? We also investigate the accuracy of the lower bound of the estimation error.
A. Simulation Setup
We consider a multicast tree with layers, and three children for each node. The underlying packet loss probabilities at all nodes are assumed to be the same; is varied in the simulation. The probes are generated independently, and multicasted through the network. At the intermediate nodes, they either get transmitted or lost according to the given nodal loss probability. Receivers as edge monitors collect probes.
The EM algorithm estimates the internal conditional loss probabilities, for . If for all , the EM algorithm terminates. Ten runs are performed, each of which generates a distinct set of measurements. The performance is given by the estimation error, , averaged over both the total number of internal nodes ( ) and the number of runs ( ) (28) where is the common underlying conditional probabilities for all nodes, and is the underlying conditional probability for the th internal node estimated at the th run.
B. Number of Probes
We begin by investigating the impact of the nodal losses on the normalized number of required probes . In Fig. 3 , we plot as a function of the depth, , of a binary multicast tree for various values of conditional nodal loss probabilities. 11 The nodes of the tree are assumed to have a common conditional loss probability ( ), which is varied in the figure from 0.05 to 0.2.
In the simulations, probes are multicasted from the source to the receivers, and are subject to loss in the intermediate nodes according to the underlying loss probabilities. Each of the three curves in the figure which corresponds to a particular loss probability is obtained through averaging the results from ten different runs. The curve corresponding to 0.2 conditional loss probability is straight, demonstrating that grows exponentially with the depth of the tree .
It is interesting to observe that the exponential growth extends from a small value of up to twelve. The slope of the straight line characterizes the rate of the exponential growth of , and is measured as 0.2181 from the figure. This is in a good agreement with where is the true conditional probability.
This suggests that the asymptotic result derived for large networks with large losses holds even for a tree with four layers and nodal loss probability of 0.2. The other two curves corresponding to 0.05 and 0.1 loss probabilities are not quite as 11 (1 0 )s. straight. In fact, the curve corresponding to 0.05 loss is insensitive to the depth of the tree until 10. This motivates us to conduct another simulation by changing the underlying nodal losses but keep the depth fixed (
). Fig. 4 shows the of the normalized number of probes versue for fixed to be ten. It shows that for conditional packet loss probabilities around 0.12-0.18 the curve becomes a straight line, indicating a polynomial-like relationship . Interestingly, the exponent measured from the figure is between 10.7 and 12, while the actual depth of the tree is ten. This again suggests that the asymptotic relation developed for large losses seems to hold to a tree of depth 10 with a moderate packet loss rate of 0.15. For losses smaller than 0.15, the normalized number of probes grows at a slower rate than linear, which can be easily seen from a plot of versus in Fig. 5 .
The above examples suggest the existence of a "critical" packet loss probability associated with a given tree depth. At this critical packet loss probability, the normalized number of probes begins to increase significantly. 
C. Convergence Rate
To demonstrate how computation time scales with the size of the tree and the underlying packet losses, we plot in Fig. 6 the number of iterations of the simplified EM algorithm as a function of the depth of the tree for loss probabilities ranging from 0.05 to 0.2. Specifically, this number of iterations is the maximum number of iterations for the simplified EM algorithm to converge at all unobservable nodes. Similar to the simulations used to generate Fig. 5 , each point in Fig. 6 is also obtained through averaging over ten runs. The curve corresponding to 0.2 loss probability grows at least at a linear rate. For 0.1 losses, the number of iterations grows at a slower rate than linear for small values of but increases significantly starting at . For 0.05 losses, the number of iterations is almost constant up to an value of eleven. The different behaviors exhibited in the figure are consistent with the results of our analysis: the convergence rate is nearly constant for small losses, and it is exponentially small for large losses.
D. Lower Bound
To illustrate the lower bound for the estimation error, we plot in Fig. 7 both the mean-square-error (averaged over ten runs) and the lower bound (11) as a function of the depth of the multicast tree.
The underlying tree which generates the measurements is binary and uniform with conditional nodal loss probability of 0.2. The figure demonstrates the validity of the lower bound on the estimation error. In particular, the bound tracks the actual error as increases. This is important to observe as the bound has been used above to derive asymptotic results.
In terms of the relative value to the mean-square-error, the bound seems to be more accurate for small and moderate than for large .
VII. PRACTICAL IMPLICATIONS
We have so far investigated the scalability in terms of the growth rate of the number of probes and the computation time of the EM algorithm. We have developed asymptotic analysis for extreme cases, and numerical results for finite-size trees with moderate losses.
Our scalability results provide guidelines for accessing the feasibility of the inference approach. In particular, our results imply that the use of edge monitors is most feasible for networks with small nodal losses in the order of a few percent. This corresponds to the current internet in normal operation. For networks with nodal loss probability 0.15 or above, the resources needed grow rapidly with the size of a network. This suggests that the inference approach should be used with caution for large networks with either a heavy load or wide-spread congestion: a large number of probes and the long computation time may be needed to estimate the state of the network. For networks with local congestion/faults resulting in packet losses, our results suggest that a large number of probes and iterations of the EM algorithm may also be needed unless local losses are moderate. As one may be wondering whether such an accessment is useful since underlying network conditions are unknown, we note that certain prior knowledge is often available about a network from network managers to help accessing the feasibility of the measurement-based inference approach.
The scalability results in the growth rate of the number of probes can also provide an estimate on the number of probes required. For instance, assume the desired estimation error, , is given as 0.01.
From (10), we have the number of probes required is . Since the normalized number of probes, , depends on the underlying losses which are unknown, it is impossible to obtain an exact value of . However, when certain prior knowledge is available, the range of may be estimated using the scalability results. For instance, if the conditional loss probabilities at nodes are from 0.01 to 0.1, we can obtain an upper and a lower bound on (29) where the lower bound is for small losses, and the upper bound is for large losses.
Assume the depth of the tree . The number of probes can be estimated as (30)
VIII. INTERNAL MONITORS: PRELIMINARY INVESTIGATIONS
When the edge monitoring is nonscalable, can additional monitors placed at the interior of a network improve the scalability? As the goal for placing internal monitors is to reduce the amount of missing information, the first question arises as to what types of monitors can reduce missing information.
We first consider the use of the passive monitors at the interior of the multicast tree. We focus on the case where large losses occur at one layer ( ) of the tree, and assume that the internal monitors are placed exactly at layer . As the nodes on this layer become observable, the computation time reduces to zero at those nodes. That is, the use of internal monitors improves the computation time. But the internal monitors have no impact on the number of probes needed, since these monitors are passive and can not regenerate probes lost at layer . Therefore, the use of passive monitors internally at the multicast tree can not improve the scalability in the growth rate of the number of probes.
How about other types of monitors? Consider a monitor with two functionalities: the one assumed for the passive monitor for recording the reception of probes from a source, and the other assumed for a source for sending probes to the nodes down the tree. Such a monitor can be considered as an active monitor, and placed at the interior of a network. The framework and results given in this work provide guidelines and ingredients for investigating how active monitors improve the scalability, and how to place them optimally using measurements. We are investigating these questions in our on-going work.
IX. CONCLUSION
We have focused on developing a framework to investigate the scalability of measurement-based network monitoring. The framework is drawn from missing data formulation and sample complexity of density estimation. Using the missing data framework, we have shown that measurement-based network monitoring can be cast as a problem of density estimation. Based on sample complexity of density estimation, we have defined the scalability of measurement-based network monitoring as the growth rate of the number of measurements with respect to the size of a multicast network. Specifically, if the growth rate is linear, which is the best achievable, the approach is scalable.
We have applied the missing data framework to derive the growth rate. Our results show that the scalability can be characterized by the average number ( ) of measurements received at edge monitors, where is the number of probe packets sent, and is the probability that a probe packet arrives at edge monitors. As a rule of thumb, when , the estimation error is bounded by for a multicast tree with unobservable nodes. When the underlying losses at internal nodes are relatively small (i.e., is almost ), the size of the network dominates the missing information, and the monitoring technique using edge monitors is scalable. When the underlying losses are relatively large (i.e., decreases rapidly with respect to the size of the network), the internal losses dominate the missing information, and the monitoring technique is non-scalable.
Future work includes refining some of our results to better deal with complex information matrices; and investigating how to extend this work to a more general network setting.
APPENDIX I DERIVATIONS OF EQUATION (16)
For the layer-wise uniform networks, the convergence rate at all nodes within a layer is the same and can be denoted as for layer ( ). Then (13) Since is diagonal, using the expressions of their diagonal elements, we can arrive at the conclusion of the theorem.
Q.E.D.
