Abstract. In this paper we study a discrete Raman laser amplification model given as a LotkaVolterra system. We show that in an ideal situation, the equations can be written as a Poisson system with boundary conditions using a global change of coordinates. We address the questions of existence and uniqueness of a solution. We deduce numerical schemes for the approximation of the solution that have good stability.
Here we prove that the Poisson system can be brought to canonical form through a global change of coordinates. Note that the change of coordinates defined in Darboux-Lie's Theorem is usually local and that the literature offers only few examples of such global transformations (see [5] pp. 241 for a nice example). We show that for an ideal fiber the equations can be written as
where u is an n-dimensional unknown vector of functions defined on the fiber, d an unknown element of R n , G a skew-symmetric matrix and H(u, d) the hamiltonian of the problem. At this stage, getting a canonical Poisson system requires only to bring the constant skew-symmetric matrix G to canonical form. Note that the d i 's are Casimir invariants of the underlying Poisson structure [5] . In this form, the "trivial" solution does not show up, but the problems of existence and uniqueness of the solution are still there. Another difficulty arises from the fact that the boundary conditions depend also on the unknown values of the Casimir invariants d i . In the general case (i.e. not for an idealized fiber), we show that we can write the problem in a form close to (1) where the d i 's remain invariants of the problem with unknown values.
We show that it is actually possible to take benefit of the available free parameters d so as to reformulate the problem as a Cauchy problem for a system of integro-differential equations. In this form, the problem is well-posed : using standard techniques (Schauder's theorem), the existence of solutions can be easily proved for boundary conditions independent of d [3] . Uniqueness for boundary values that are not too far apart and an arbitrary dimension is also shown. Note that ad-hoc techniques allow for the treatment of the one and two-dimensional cases for arbitrary boundary values [3] . Eventually, we prove the existence and uniqueness of a solution to the original problem (with boundary conditions depending on d) under strong assumptions on the data.
Using the integro-differential formulation of the problem, we derive a numerical Picard-like scheme converging toward the solution under smallness assumptions on the data. We conclude this work by giving numerical examples showing that this scheme converges linearly to the solution in practical cases.
The paper is organized as follows : in Section 2, we describe the original Lotka-Volterra equations and in Section 3 we exhibit the Poisson structure in the case of an ideal fiber. We then show a global version of the Darboux-Lie Theorem for this system. Sections 5, 6, 7 are devoted to the proof of existence and uniqueness results for the general problem using the change of unknowns defined in Section 4. In practical cases, the matrix G is invertible when n is even, and singular with an zero eigenvalue of multiplicity 1 when n is odd. We thus distinguish these two cases. In Section 5, we first consider the simplest case where n is even, G is invertible and the boundary conditions are independent of d. We combine this result with the use a fixed-point theorem to obtain an existence and uniqueness result for the general case (i.e. with boundary conditions depending on d) when n is even in Section 6. Eventually, Section 7 deals with the case where n is odd.
Finally we give numerical results in Section 8.
A model of cascaded Raman fiber laser
We denote by L the length of the cavity, and we suppose that n rays at given frequencies ν 1 , ν 2 , ..., ν n are represented by n functions F i (x) and B i (x) for x ∈ [0, L] denoting the powers of the forward and backward waves respectively.
The model equations can be written as follows, where the index i runs from 0 to n (see [8] and [1] ) :
Here and in the sequel, the denotes the derivation with respect to x ∈ [0, L]. The coefficients g ij are non negative and represent the Raman gain between the wave length of the level i and j. The coefficients α i > 0 are attenuation coefficients. We define the Raman gain matrix G = (G ij ) by :
We can now rewrite equations (2) in a more compact Lotka-Volterra form as follows :
To complete the description of the problem, it remains to consider the boundary conditions in 0 and L. They read
and
where the coefficients R 0 i and R L i are reflectivity coefficients of the Bragg lattices in x = 0 and x = L respectively, and R out is the last reflectivity coefficient (see [8] ). The number P is given and represents the pump power injected in the cavity at the frequency ν 1 . We will mainly consider the situation where R i 1 and R out < 1 (usually R out 0.15 and
Note that the system (2-3-4) possesses the "trivial" solution
and F i = B i = 0 for i ≥ 2. This solution corresponds to the case where the Raman amplification effect has not yet appeared. Indeed, the system (2) describes a stationary regime of more general time dependent equations. In practice, the laser starts on the noise due to a further term not present in equations (2-3-4), the so-called "Amplified Spontaneous Emission" (ASE) (see [6] ). From a mathematical point of view, when the (ASE) term is taken into account, the only admissible stationary regime is the non-trivial one. However, as soon as the laser starts, the contribution of the (ASE) can be completely neglected. We are thus looking for a physical solution of (2-3-4), satisfying the further assumptions :
Even at this early stage, it is interesting to notice that the system has several mathematical invariants. A simple calculation shows indeed that
If we make the further assumption that G is skew-symmetric (that is to say that the exchange of energy is symmetric), and that the α i are all vanishing (meaning that there is no absorption of energy within the fiber), then we can further notice that j (F j − B j ) is kept constant along the fiber. This quantity can be interpreted as the energy of the system and its preservation in absence of attenuation is physically sounded.
Remark 2.1. In practical cases, the matrix G is close to a bidiagonal matrixG such thatG ij = 0 for |i−j| > 1, G ii = 0 for i = 1, . . . , n,G i,i+1 = −σ for i = 1, . . . , n − 1 andG i+1,i = σ for i = 2, . . . , n, where σ is a real positive number. Note that with this definition,G is invertible when n is even and singular with the eigenvalue 0 of multiplicity 1 when n is odd. This corresponds to the case where we only take into account the interactions between successive frequencies, and where we suppose that the value of the Raman gain does not depend on the frequencies, but only on the difference between two frequencies (see [8] ).
The existence of these invariants will become natural in the next section, where the system is shown to have a Poisson structure. It is a well-known fact that such systems can be brought back to canonical form, through a local change of variables. In the context of the present study, it is in fact possible to exhibit a global change of variables and this is the subject of Section 4.
A conservative model with Poisson structure
We consider here a somewhat idealized model, which can be viewed as a simplified form of the previous one. The so-obtained system has obviously the advantage to be more tractable from a mathematical point of view and to give more insight. In this section, we thus make the following assumptions :
(1) g ij = −g ji , so that the matrix G is skew-symmetric. (2) the matrix G is of maximal rank : G is invertible if n is even and G is of rank n − 1 is n is odd. (3) α i = 0 for all i = 1, . . . , n (see Remark 2.1).
In the following we set Y = (F, B) ∈ R 2n and we define G(F, B) as being the n × n matrix with coefficients G ij F i B j . The 2n-dimensional square-matrix J(Y ) is then constructed by the equation
and is clearly skew-symmetric. We write J αβ (Y ) the coefficients of this matrix (α, β = 1, . . . , 2n). Now for two functions H and K of Y we define the bracket
We will see that this defines a Poisson bracket, i.e. satisfies for all H, K and Q functions of Y the three identities
{H, K}, Q + {K, Q}, H + {Q, H}, K = 0 (Jacobi identity)
This is a consequence of the following lemma (with m = 2n) : 
defines a Poisson Bracket.
Proof. It is well known (see [5] ) that the result holds true if the matrix A(Y ) satisfies the relation
Thus the relation (8) is equivalent to
and we see that this relation is satisfied using the fact that A αβ is skew-symmetric.
Using the partition Y = (F, B), we see that J(Y ) is of the form (6), so that (7) defines a Poisson Bracket. A simple computation then yields the first part of the following result : Proposition 3.2. Suppose that α i = 0 for i = 1, . . . , n and that G is skew-symmetric of maximal rank. Then the system (2) is equivalent to the system
where J(Y ) is the matrix (6) and H 0 (Y ) is the hamiltonian
Furthermore, the system possesses n Casimir invariants
Proof. By construction, if Y σ = 0 for k = 1, . . . , 2n, the matrix J(Y ) defined in (6) has the same rank as the matrix G. Moreover, if we set c i = F i B i for i = 1, . . . , n, we see that the vectors ∇c i are in the kernel of J(Y ). As these vectors are linearly independent, the c i 's are n Casimir of the system. If n is even, there is no other Casimir since the rank of J(Y ) is n for generic non zero Y σ , σ = 1, . . . , 2n. For odd n, we set
we then obtain ∇A(Y ) T J(Y ) = 0. As ∇A(Y ) is independent of the ∇c i 's for generic Y , this means that A(Y ) is the last Casimir of the system. Remark 3.3. If n is even and the α i 's non zero, then there exist n real coefficients a i such that the system (2) is equivalent to the system
where J(Y ) is the matrix defined in (6) and H a (Y ) the hamiltonian
As a matter of fact, we have
Thus the system (2) is equivalent to the system (11) if and only if we have a T G = −α T where α denotes the vector (α i ) i=1,...,n and a the vector (a i ) i=1,...,n . Using the assumption that G is invertible when n is even, we get the result.
Given the form of the Casimir invariants, it now seems natural to consider the following change of variables :
Under assumption (5), the transformation is a diffeomorphism and the inverse relations read
In the new coordinates, the Hamiltonian H 0 (Y ) in (10) writes now
The classical Darboux-Lie theorem states that a Poisson system y = A(y)∇H(y) can be locally written as a system of the form
where J is the matrix
I being the identity matrix of dimension d and 2d the rank of A(y).
Here, for F i > 0 and B i > 0, i = 1, . . . , n, the matrix J(Y ) is of rank n if n is even and n − 1 if n is odd. We now show that using the change of unknowns (13), we can write a global Darboux-Lie transformation. We first state the following lemma :
Lemma 3.4. There exists an invertible matrix M of order n such that
if n is even, and
Proof. By the real Schur decomposition theorem (see for instance [4] ), any real matrix G can be brought to the form
where R ii is either a 1-by-1 real matrix or a 2-by-2 real matrix with complex conjugate eigenvalues. Note that the matrix Q involved in the transformation is real orthogonal, i.e. satisfies Q T Q = I. Now, since G is supposed to be skew-symmetric, we immediately get
This means that Q
T GQ is in fact a block-diagonal matrix with skew-symmetric blocks of dimension 1 or 2 on the diagonal, i.e. of the form R ii = 0 or
Consider now the block diagonal matrix D with diagonal blocks D ii = 1 if R ii = 0 and
It remains to notice that D T Q T GQD can be brought to the form stated in the lemma through a permutation matrix P satisfying
Using this lemma, the following result can be easily proved :
Theorem 3.5. Suppose that α i = 0 for i = 1, . . . , n and that G is skew symmetric of maximal rank. Let M be the matrix of Lemma 3.4, and let c and u be the variables defined in (13). Then the transformation
In the coordinate system z = (v, c), the system writes
where J 0 is of the form (14) with J of dimension n if n is even and n − 1 if n is odd. The hamiltonian K(z) writes :
Note that if n is odd, using the definition of M , the last component of v is of the form
is in the kernel of G. Thus v n is the Casimir of Proposition 3.2.
Change of unknowns
In this Section, we do not consider any longer neither that the α i 's are necessarily zero, nor that G is skew-symmetric. However, most of the invariants persist and the change of variable exhibited in (13) is still of interest. For a given i, a straightforward computation shows that
This implies that F i B i + F i B i = 0, i.e. that c i := F i B i is constant along the trajectories of (2). Hence, equation (2) with α i = 0, i = 1, . . . , n, still possesses the n invariants c i , i = 1, . . . , n. The transformation considered in equations (13) is still relevant and will considerably simplify the analysis. Owing to the the simple relations
√ c i cosh(u i ) and u i = F i /F i , the system (2) can be written as
The boundary conditions are now
It is worth mentioning that the boundary condition u 1 (0) = log P/ √ c 1 depends on c 1 while the others remain independent of the c i 's. As we see in further sections, this induces a different treatment according to the parity of n.
Existence and uniqueness results for n even : A modified problem
For even n, problem (15) with boundary conditions (16-17) is hardly tractable due to the term log(P/ √ c 1 ) in (16), for which it is hard to derive bounds (see next section). As a first step, we thus show the existence of a solution for the modified problem
with the following boundary conditions
(20) Here, R in is an unknown real number. With respect to the original variables, this corresponds to the boundary condition F 1 (0) = R in B 1 (0). For convenience, we denote in the sequel :
In the ideal case where G is skew-symmetric and α = 0, this problem is a Poisson system with boundary conditions. Using the same technique as in [3] , we now show that it can be reformulated as a Cauchy problem for a system of integro-differential equations.
Integrating equations (18) from 0 to L, we find, for all i = 1, . . . , n :
Hence, we see that
Defining successively µ = − 1 2 log R L − 1 2 log R 0 + Lα (where the log is applied component wise) and q = G −1 µ ∈ R n (for non-singular G), equation (21) then reads
This shows that the condition q i > 0, i = 1, . . . , n, is necessary to have the existence of a solution satisfying c i > 0 for all i. Moreover, under this condition, the system (18) is equivalent to the system We begin by showing an existence result for a general problem of the form (23) with Cauchy boundary conditions at x = 0 (see [3] ) :
n , A be a matrix of size n, and v 0 ∈ R n . There exists a vector v with smooth coefficients v i (x), i = 1, . . . , n defined on [0, L], solution of the equations :
Using this result with
. . , n and A ij = G ij q j for i, j = 1, . . . , n, we deduce immediately the following theorem:
Theorem 5.2. Suppose that n is even and let
The system (18) together with the boundary conditions (19) and (20) possesses a smooth solution with c i > 0 for i = 1, . . . , n, if and only if the components of q = G −1 µ satisfy
In this case, one has the relation
Later on, we will discuss condition (26) and show that it is satisfied in situations of practical interest (see Proposition 6.3 below). where Φ is defined by
On the space (L ∞ ) n , we define the norm
where · ∞ denotes either the norm on (L ∞ ) n or the standard infinity norm for vectors and matrices in R n . Note that we used the fact that
Moreover, as cosh v j 1 ≥ L for j = 1, . . . , n, we also have for all v ∈ (L ∞ ) n ,
Thus Φ is a map from (L ∞ ) n to (W 1,∞ ) n . Now, for u and v in L ∞ n and for all i = 1, . . . , n, we have :
Using (29) and the fact that the L 1 norms of cosh u j and cosh v j are greater than L, we get the bound
for all i = 1, . . . , n. Hence, if u and v satisfy u ∞ ≤ M and v ∞ ≤ M , we have
In a similar way, we find
This shows that Φ is continuous from (L
with bounded range K ⊂ C(0, L) n (see (28)). Due to Schauder's theorem, we can assert that Φ has a fixed point v in K : v is a continuous solution of (24). An easy induction then shows that v ∈ C ∞ (0, L) and this concludes the proof. . This is easily seen by change of variables.
In [3] we proved that for n = 2, α 1 = α 2 = 0 and G skew-symmetric, the solution given in Theorem 5.2 is unique. As we will see now, uniqueness for higher dimensions is only proved here under a smallness hypothesis on the data. As before, we first state a general result for problems of the form (24) :
Proposition 5.4. There exists a number ε > 0 such that for every matrix A and all vectors v 0 and β satisfying
the solution v of Proposition 5.1 is unique. Moreover, the sequence
The multiplication by L in inequality (32) owes to homogeneity considerations (see (28)). Before proving this result, we show how it yields a uniqueness result for problem (18-19-20) . Recall that for given positive numbers R 
Note that for all δ > 0, Ω δ is a domain of R 3n containing the point (1, 1, 0) (i.e. R 
converges towards u * .
Proof. (of Proposition 5.4) Under assumption (32), we can see by using (28) that for all v ∈ (L ∞ ) n , Φ(v) takes its values in the ball B ∞ (0, ε) of (L ∞ ) n . As a consequence, if v and u are two solutions of (24), they satisfy v ∞ < ε and u ∞ < ε.
Using equation (31) and the bound A ∞ < ε, it follows that
Let k = 2ε(sinh ε). For sufficiently small ε, k < 1 so that Φ is a contraction from B ∞ (0, ε) to itself. Hence, u = v = u * and the sequence u (k) converges toward u * .
Remark 5.6. In [3] , the following slightly different result is shown : for β = 0 and a given v 0 , there exists ε such that whenever A ∞ < ε, the solution is unique. Here, as we wish to solve the original problem with a given pump power P , we need to derive estimates that hold uniformly with respect to the initial value v 0 .
Existence and uniqueness results for n even : The initial equations
Comparing equations (15-16-17) and (18-19-20) shows that solving the first system is equivalent to finding a value of R in satisfying
. . , n) and P . Using relation (22), this reads
Note that in order to define the function g, the data have to be taken in the set Ω δ with δ sufficiently small. Here, we show that under conditions on P and the data, we can find a unique solution of this equation if the data are "small" : this means in particular that the solution R in = g(R in ) is close to 1, or, equivalently, that √ c 1 is close to P or is close to P . For δ > 0, we introduce the following set :
We set
We write q j (R, X) for the coefficients of q = G −1 µ where µ depends on (R, X) via the equation (25) for R 0 1 = R in . We first note the following : suppose that X ∈ U δ is fixed, then as G 11 = 0, for all R 0 1 , q 1 depends only on X, and is written q 1 (X). Now for fixed X ∈ U δ , assuming that P is close to √ c 1 means that P is close to . If δ is sufficiently small, the solution u is close to zero, so that cosh u 1 1 is approximatively equal to L. Hence it appears necessary to consider values of P in a neighborhood of q1(X) 2L . A condition of this type indeed ensures existence and uniqueness of the solution :
Theorem 6.1. There exists a real number δ > 0, such that if X ∈ U δ satisfies :
and if P is a real number such that
then there exists a unique R in ∈ [1, 1 + δ] such that the solution (u, c) of the equations (18-19-20) for the data R in and X satisfies
Hence (u, c) is the unique solution of the initial problem (15-16-17). If we have in addition q j (R in , X) > 0 for j = 2, . . . , n, then (F, B) defined by F i = √ c i e ui and B i = √ c i e −ui for i = 1, . . . , n is the unique positive solution of (2-3-4).
Proof. Let X ∈ U δ and R ∈ I δ := [1, 1 + δ]. We recall that for δ sufficiently small, the function Φ defined in (27) satisfies the following estimate : there exist continuous functions M (δ) > 0 and ρ(δ) > 0 such that M (δ) → 0, ρ(δ) → 0 as δ → 0, and such that
In the following, when X is fixed, we write Φ(u, R) instead of Φ(u) to fix the value of R = R 0 1 . Lemma 6.2. There exists δ 0 > 0 such that for δ < δ 0 and for X ∈ U δ , R ∈ I δ ,R ∈ I δ , and u andũ solutions of
where C(G) depends only on G.
We postpone the proof of this lemma. Let δ < δ 0 , and let X ∈ U δ satisfy (38). For R ∈ I δ , we define the function
where u is solution of u = Φ(u, R). Suppose that P satisfies (39). Then we have for R ∈ I δ ,
Moreover, as X satisfies (38), α 1 ≥ 0, and the coefficients G 1j are non-positive for j = 2, . . . , n, so that
Under condition (39), this inequality becomes
Eventually, since for sufficiently small δ 0 and δ 0 > δ > 0
this simplifies into g(R) ≤ 1 + δ. As a consequence, and provided once again that condition (39) is satisfied, g maps I δ to itself. Now considering u andũ the respective solutions of u = Φ(u, R) andũ = Φ(ũ,R), and taking R andR in I δ , we compute
.
From u ∞ ≤ M (δ) and ũ ∞ ≤ M (δ), we then have
and upon using the bound (26) and lemma 6.2, we recover the following expression
Since M (δ) tends to 0 when δ → 0, we may assume that δ 0 is small enough for g to be a contraction from I δ to itself provided δ < δ 0 . This proves the uniqueness of the fixed-point of g.
Proof.
(of Lemma 6.2) Let δ 0 be such that ρ(δ) ≤ 1 2 for δ ≤ δ 0 . As u andũ are in B ∞ (0, M (δ)), we get straightforwardly
Using the expression of Φ, it then follows that
where q j andq j denote the components of q as functions respectively of R andR and for fixed X (recall that q 1 (X) does not depend on R). As q = G −1 µ with µ defined in (25), we see that there exits C(G) depending only on G such that
Owing to the fact that both R andR belong to I δ , the inequality | log R − logR | ≤ |R −R | leads to the result. 
Suppose moreover that for all i = 1, . . . , n, α i = 0,
For all R out =: R L n < 1 and R in > 1, let µ be defined as in (25) and q = G −1 µ. Then we have q j > 0 for all j = 1, . . . , n. In particular, condition (38) is satisfied.
Proof. Under the hypotheses of the proposition, we have µ i = 0 for i = 2, . . . , n − 1, µ 1 = − 1 2 log R in and µ n = − 1 2 log R out . Due to (40) the components of q = G −1 µ may then be written as
where ν i are positive numbers and he result follows at once.
Existence and uniqueness results for n odd
In this section, we prove existence and uniqueness of the solution of (15) with initial conditions (16-17) under the assumption that the data are small enough. Note that for boundary conditions of the form (19-20), the system for odd n cannot be directly written in the form (23) since the matrix G is not invertible.
Let n = 2p + 1 and assume that G is of rank 2p. Then there exist vectors a and b such that a T G = 0 and Gb = 0 (if G is skew symmetric, we can take a = b). For convenience and with no loss of generality, we may assume that the first coefficients a 1 and b 1 of a and b are non zero. Similarly to the proof of Proposition 3.2, we have
Applying the change of coordinates (see (13))
and taking into account the boundary conditions (16) and (17) leads to
Since a 1 = 0, we then get
and inserting u 1 (0) = log P − log √ c 1 , we find that
with the notation R L n = R out . This shows that for odd n, the constant c 1 depends explicitly on the parameters of the problem : the boundary condition in u 1 (0) may be put in the form u 1 (0) = log R 0 1 where R 0 1 = P 2 /c 1 is given. Consider now the system (15) together with boundary conditions (16) and (17). Integrating from 0 to L, we get for i = 1, . . . , n,
Denoting respectively µ and q the vectors with components respectively µ i = u i (L) − u i (0) + α i L and q i = 2 √ c i cosh u i 1 , the system reads Gq = µ. Now, since G is of rank 2p = n − 1, the dimension of Null G T is 1 and we have
. Now by definition of c 1 , µ T a = 0, so that µ ∈ G(R n ). This means that q is determined up to an element of the kernel of G : if q 0 is particular solution of the system Gq = µ, the general solution q can thus be written q = q 0 + λb where λ ∈ R. Now writing the first component of this equation yields
and we then get
where R in = R 0 1 is fixed. We sum up these results in the following proposition. Proposition 7.1. Let n = 2p + 1 and assume that G is of rank 2p. Consider the vectors a = (a i )
such that a T G = 0 and Gb = 0 and assume that a 1 = b 1 = 1. Then the system (15-16-17) is equivalent to the following system in u and λ :
Here
depends only on the data of the problem, and q 0 is a given particular solution of Gq = µ with µ defined by
Using the notations of previous section, X denotes an element of U δ defined in (37). As R 0 1 is given by (45), we see that the vector q 0 i depends only on X, and we write q 0 i (X). Note that if X ∈ U δ with δ sufficiently small, R 0 1 is close to 1 and q 0 is closed to 0. Using this fact leads to the following result :
There exists a real number δ 0 such that for all δ < δ 0 the following proposition holds true : if
where R Proof. For any λ ∈ R and X ∈ U δ , we define the application Φ λ as
Before going on, we first state without proof the following result, which is a direct consequence of the bounds (28) and (31).
Lemma 7.3. There exist δ 0 > 0 and continuous functions M (δ) > 0 and ρ(δ) > 0 satisfying M (δ) → 0 and ρ(δ) → 0 as δ → 0, such that for all δ < δ 0 , for all X ∈ U δ and for all λ ∈ [0, δ], Φ λ satisfies
). Thus, we can define the function
It remains to show that g has a unique fixed point in [0, δ]. Proceeding as in the proof of Theorem 6.1, it can be seen that condition (46) implies that g maps [0, δ] into itself. Moreover, we see that for λ andλ in [0, δ] we have
We may now conclude, as in lemma 6.2, that for δ 0 sufficiently small, the function g is a contraction from [0, δ] to itself. This finishes the proof.
Numerical experiments
In this section, we solve equations (2-3-4) in a situation of practical interest for dimensions n = 4 and n = 5. Numerical values of the parameters are taken as follows : L = 100, R where L is a strictly lower triangular matrix and D is a diagonal matrix with diagonal coefficients ν i > 0 corresponding to F i and B i
1 . In particular, GD is skew-symmetric, and thus G has always a non trivial kernel whenever n is odd.
Algorithm (34) with explicit Euler as basic integration method and step-size h = L/1000 has been used to solve equations (18-19-20) in the following three cases :
• n = 4 and R in = 20 : a direct computation shows that the condition q i > 0 is fulfilled for i = 1, . . . 
