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Abstract
We construct and analyze a family of M-component vectorial spin systems which
exhibit glass transitions and jamming within supercooled paramagnetic states
without quenched disorder. Our system is defined on lattices with connectivity
c = αM and becomes exactly solvable in the limit of large number of compo-
nents M → ∞. We consider generic p-body interactions between the vectorial
Ising/continuous spins with linear/non-linear potentials. The existence of self-
generated randomness is demonstrated by showing that the random energy model
is recovered from a M-component ferromagnetic p-spin Ising model in M → ∞
and p → ∞ limit. In our systems the quenched disorder, if present, and the
self-generated disorder act additively. Our theory provides a unified mean-field
theoretical framework for glass transitions of rotational degree of freedoms such
as orientation of molecules in glass forming liquids, color angles in continuous
coloring of graphs and vector spins of geometrically frustrated magnets. The ro-
tational glass transitions accompany various types of replica symmetry breaking.
In the case of repulsive hardcore interactions in the spin space, continuous the
criticality of the jamming or SAT/UNSTAT transition becomes the same as that
of hardspheres.
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1 Introduction
Simple spin models often provide useful grounds to develop statistical mechanical approaches
for various kinds of phase transitions. For the glass transition [1–3], which is one of the
most important open problem in physics, a family of mean-field spinglass models called as
the random energy model [4] and p-spin spinglass models [4–11] have played important roles.
The concepts and techniques used in the spinglass theory have promoted substantial progress
of the first principle theory for the glass transitions of supercooled liquids [12, 13]. Most
notably exact mean-field theory in the large dimensional limit was constructed recently for
the hardspheres [14–20] using the replica approach on the supercooled liquids [12,13].
There remains, however, a conceptual problem regarding the origin of the randomness.
The spinglass models [21], which have been developed originally by Edwards and Anderson
to model a class of disordered and frustrated magnetic materials [22], have quenched disorder
which is apparently absent in glass forming liquids. It is often emphasized in the studies of
spinglass materials that both the quenched disorder and frustration are important. However
it is believed that somehow the disorder is self-generated in structural glasses which are
born out of supercooled liquid and thus the quenched disorder is not necessarily. Early
seminal works [23–27] have suggested that self-generated randomness are actually realized
in some spin models without quenched disorder. However a comprehensive understanding
of the mechanism of the putative self-generated randomness and its possible relation to the
quenched randomness in spinglass models is still lacking.
In order to shed a light on this issue, we explicitly develop and analyze a family of mean-
field vectorial spin models. We show that they exhibit glass transitions within their super-
cooled paramagnetic phases without quenched disorder. Our model consists of M -component
vectorial spins, which can take either the Ising ±1 or continuous values, put on tree-like lat-
tices with connectivity c = αM , which becomes exactly solvable in the limit of large number of
components M →∞. We perform a unified study of the crystalline phase (e.g. ferromagnetic
phase), supercooled paramagnetic phases and glassy phases of the same model. We clarify
the condition needed to ensure local stability of supercooled liquids and glasses against crys-
tallization. We demonstrate in particular that the theoretical results of the random energy
model [4] and the p-spin spinglass models [4,5,9] can be fully recovered from a M -component
p-spin models with purely ferromagnetic interactions within their supercooled paramagnetic
phases. This proves the existence of the self-generated randomness in our models. In a sense
this observation strengthen the view that the p-spin spinglass models are good caricature spin
models for glass transitions [2, 11] because the quenched disorder is actually not needed. We
show that the quenched disorder, if present, add on top of the self-generated randomness.
Glass transition of the rotational or spin degrees of freedom is an important problem by
itself and can be found not only in the spinglasses but also in many other real systems. It
should be noted first that most of the molecules and colloidal particles in glass-forming liquids
are not simply spherical but have rotational degrees of freedom because of their shapesq or
patches on their surfaces (see Fig. 1c)) and the rotational degree of freedom can exhibit glass
transitions simultaneously or separately from that of the translational degrees of freedom.
Sometimes the rotational degrees of freedoms alone exhibit glassiness on top of crystalline
long-ranged order of the translational degrees of freedom. This happens for instance in the
so called plastic crystals where the rotations of molecules slow down and eventually exhibit
glass transitions [28]. Another important problem is the spinglass transition found in frus-
4
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a) b) c)
Figure 1: Glassy systems carrying ’spins’ representing rotational degree of freedoms. a)
Continuous coloring of a graph: The color angle 0 < θ < 2pi, as in the standard HSV
color map, can be represented by a XY spin, i.e. a vector with M = 2 component (green
arrow). The example shown here is a solution to the requirement that color angle on adjacent
vertexes must be greater than or equal to 2pi/3. b) Geometrically frustrated magnets:
vectorial spins (green arrows) with anti-ferromagnetic couplings on adjacent vertexes on corner
sharing triangles (e.g. kagome lattice), tetrahedra (e.g. pyrochlore lattice). The ground states
are highly degenerate due to the loose connectivity of the lattices. c) Glass forming liquids
of molecules or colloidal particles with ’spins’: a simple molecule or a colloidal particle,
like the Janus particle, is symmetric under rotation around an axis whose direction can be
specified by a spin.
trated magnets but without quenched disorder (Fig. 1b)) [29,30]. Possibilities of disorder-free
spinglass transitions have been a matter of long debate in the field of frustrated magnets. We
expect our results provide a useful basis to tackle these problems theoretically.
Within our formalism we consider p-body interactions through generic non-linear poten-
tials. In particular we apply the scheme to the case of a M -component continuous spins
interacting with each other through a hardcore potential which enables jamming transition
of the vectorial spins. Here jamming means to loose thermal fluctuations by tightening the
constraints. This is relevant in the continuous constrained satisfaction problems such as the
circular coloring of graphs or periodic scheduling [31] (Fig. 1 a)): the problem is to put con-
tinuous colors parametrized by “color angle” 0 < θ < 2pi on the vertexes of a given graph such
that angles on adjacent vertexes are sufficiently separated from each other. This is exactly
a continuous version of the usual coloring problem where one is allowed to use only discrete
colors like red, green and blue [32,33]. Remarkably a recent study has shown that a discretized
version of the circular coloring problem exhibits a complex free-energy landscape reminiscent
of continuous replica symmetry breaking [34].
Increasing the coordination number c of the graph, the solution space exhibit clustering
transition (glass transition) and eventually SAT/UNSAT transition (jamming) above which
one cannot find a solution which satisfies the constraints. Given the continuous variables, an
interesting question is the universality class of the SAT/UNSAT transition. Closely following
the analysis done on hardspheres in the d → ∞ limit [16], we will show that the jamming
criticality of our model belong indeed to the same universality of the hardspheres. Our result
extends the result on the perceptron problem [35–37] which can be regarded as a special case
p = 1 of our models.
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The organization of this paper is as follows. In sec. 2 we introduce a family of large
M -component vectorial Ising/continuous spin models with a generalized p-body interaction
described by linear/non-linear potentials. We introduce a disorder-free model that has no
quenched disorder and also a model which interpolates between the disorder-free model and
a fully disordered spinglass model. In sec. 3 we discuss possible crystalline orderings in
our disorder-free models and possibility to realize supercooled paramagnetic states, which
are crucial as the basis for glass transitions to take place without the quenched disorder.
In sec. 4 we show that the random energy model can be recovered from a M -component
p-spin Ising ferromagnetic model with a linear potential in the limit M → ∞ and p →
∞. This demonstrates the presence of self-generated randomness in our models. In sec. 5
we derive the replicated free-energy functional in terms of the glass and crystalline order
parameters. We also discuss stability of the supercooled paramagnetic state and the glassy
states against crystallization. In sec. 6 we establish the connection between our model with
linear potential and the standard p-spin spinglass models. Then in the subsequent sections,
we turn to study glassy phases of our model with non-linear potentials limiting our selves
to the case of continuous spins. In sec. 7 we discuss some general results within the replica
symmetric (RS) ansatz. In sec. 8 we discuss some general results within 1 step and continuous
replica symmetry breaking (RSB) ansatz. In sec. 9 we analyze the model with a quadratic
potential as the simplest case of non-linear potential. In sec. 10 we analyze in detail the model
with a hardcore potential which exhibit jamming. Finally in sec. 11 we conclude this paper
with some summary and remarks. Some technical details are reported in the appendices.
2 Vectorial spin model
2.1 Generic model
Let us now introduce the models that we study in this paper. We consider vectorial spins
with M components Si = (S
1
i , S
2
i , . . . , S
M
i ) (i = 1, 2, . . . , N) normalized such that
|S|2 =
M∑
µ=1
(Sµ)2 = M. (1)
More specifically we consider two types of spins,
• Ising spin
M -component Ising spin with Sµi ∈ (−1, 1) for µ = 1, 2, . . . ,M .
• Continuous spin M -component continuous spin with length |S| = √M which can
continuously rotate in the M -dimensional space. It is known in some models that this
case is closely related to the ’spherical model’ which has just M = 1 component spins
Si normalized by a global constraint
∑N
i=1 S
2
i = N [38, 39].
The spins are put on the vertexes of lattices (graphs) which are locally tree-like with no
closed loops as shown in Fig. 2. Spins are involved in p-body interactions represented by
factor nodes (interaction node)  in the figure. Each spin is involved in c = αM p-tuples.
Thus the number of the p-tuples is given by,
N = NM(α/p) (2)
6
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In the present paper we take not only the thermodynamic limit N → ∞ but also the
limit of large number of spin components M → ∞, which scales independently of N . As we
will find below this brings about important consequences. Later we will consider a special
limit p, α → ∞ with the ratio γ = α/p fixed to a constant of O(1) in sec. 4. Otherwise the
parameters α and p are both constants of O(1).
The interaction between the spins is given by a generalized p-body interaction,
H =
N∑
=1
V (r) . (3)
where
r = δ − 1√
M
M∑
µ=1
XµS
µ
1()S
µ
2() · · ·Sµp() (4)
Here 1(), 2(), . . . , p() represent the spins involved in a given p-tuple . The function
V (r) represents a generic interaction potential. We will call the argument variable r as
’gap’, whose meaning will become clear later, with δ ∈ R being a control parameter.
In the present paper we mainly study models without quenched disorder (disorder-free
model) but we also discuss models with quenched disorder (disordered model).
• disorder-free model
Xµ = 1 (5)
• disordered model
Xµ =
λ√
M
+
√
1−
(
λ√
M
)2
ξµ
(
0 ≤ λ√
M
≤ 1
)
(6)
Here ξµs are mutually independent, quenched random variables which obey the Gaussian
distribution with zero mean and unit variance. The parameter λ represents the strength
of the ’disorder-free’ part in the disordered model. Note that the disorder-free model is
recovered by choosing λ/
√
M = 1. In the other limit λ/
√
M = 0 we have completely
disordered, spinglass model. Thus we have a smooth interpolation between the two
limits with this parametrization.
The free-energy F of the system can be written as,
−βF = logZ (7)
where β is the inverse temperature. The partition function Z is defined as,
Z =
∏
i
TrSi
∏

e−βV (r)
=
∏

{∫ ∞
−∞
dκ
2pi
Zκe
iκδ
}∏
i
TrSi
 exp
 1√
M
M∑
µ=1
∑

(−iκ)XSµ1()Sµ2() · · ·Sµp()
(8)
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here TrS represents a trace over the spin space of the spin S,
(Ising) TrS =
M∏
µ=1
∑
Sµ=±1
(9)
(Continuous) TrS =
∫
dS =
 M∏
µ=1
∫ ∞
−∞
dSµ
M ∫ i∞
−i∞
dλ
2pi
eλ(M−
∑M
µ=1(S
µ)2)
= M
∫ i∞
−i∞
dλ
2pi
eMλ
M∏
µ=1
∫ ∞
−∞
dSµe−λ(S
µ)2 (10)
where
∫
dSi is an integration over the surface of the M -dimensional sphere with diameter√
M . We have also introduced a Fourier transform of the Boltzmann’s factor,
Zκ ≡
∫ ∞
−∞
dhe−iκhe−βV (h). (11)
Lastly let us note the similarity of our model to the so called M−p spinglass model [40–42].
In the M − p spinglass model, one considers M -component Ising spins on each vertex much
as in our model. Then p ≥ 2-body interactions are introduced between a pair of sites, say i
and j, taking possible p-tuples using the 2M components of the spins. The model becomes
exactly solvable in the M →∞ limit [42] much as in our model. Moreover the model is very
useful to study finite dimensional effects [40, 41]. Although it is slightly different from our
model, we anticipate that much of the analysis we perform in the following could be done also
in the geometry of the M − p spinglass model.
2.2 Linear and non-linear potentials
The most simple potential is the linear potential,
(linear potential) V (x) = Jx J > 0. (12)
This is a p-spin ferromagnetic model. We will use this potential in order to establish connec-
tions to the random energy model (sec. 4) and the p-spin spinglass models (sec. 6).
As a simplest non-linear potential, we will consider briefly in sec. 9 the quadratic potential,
(quadratic potential) V (x) =

2
x2  > 0. (13)
We will study in detail in sec. 10 the case of more strongly non-linear potential,
(soft/hardcore potential) V (x) = x2θ(−x). (14)
The hardcore potential is obtained in the →∞ limit. This amount to bring in an excluded
volume effect in the spin space similarly to the interaction between the hardspheres (See Fig. 2
c)). With p = 2 body interaction it can be used for the continuous coloring problem shown in
Fig. 1 a)): spins representing the color angles on adjacent vertexes are forced to be separated
in angle larger than cos−1(δ/
√
M) for the hardcore potential (See Fig. 2 c)). In the case of
p = 1, and in the presence of quenched disorder ξµ’s in Eq. (89), the problem becomes the
perceptron problem [43] [35]. The case p = 2 was also studied in part by a seminal work [44].
In the present paper we study the cases of p ≥ 2.
8
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S0
S1
S2
S3 S4
S0
S1
S2
S3
S4
S1
S2
S0
a) b) c)
Figure 2: A schematic figure of the model. Panel a) is for the cases of p = 2 and b) is for the
case of p = 3-body interaction on a graph with connectivity c = 4. Vectorial spins with M
components, in this example M = 3 (Heisenberg spins), are put on the vertexes of a lattice
or a graph as shown in the left panel a). The filled square represents the interaction nodes
each of which connects a set of p spins on the vertexes (variable nodes) interacting with each
other. For the hardcore potential given by Eq. (223) the spin S0 in panel c) is excluded from
the cones around each of the neighboring spins S1,S2,S3. (Note that, for instance, S2 and S4
can overlap if they are not directly connected by a link). The size of the cones grows with
decreasing the parameter δ. Thus the excluding volume effect becomes larger by decreasing
δ or increasing the connectivity c.
2.3 Pressure, distribution of gaps and isostaticity
With the soft/hardcore potential given by Eq. (14), the system becomes more constrained as
we decrease the parameter δ much as an assembly of hardspheres becomes more constrained
as the diameter of the spheres increase so that the volume fraction increases. This motivates
us to introduce ’pressure’ as an analogue of that in particulate systems,
Π = − 1
N
∂βF
∂δ
. (15)
The normalization factor N is simply the number of interaction links in the system which is
given by Eq. (2). Then it is also useful to introduce the distribution function of the gap,
g(r) ≡
〈
δ
(
r − r(Si1 , . . . ,Sip)
)〉
(16)
=
1
N
δ(−βF )
δ ln e−βV (r)
(17)
In the 1st equation 〈. . .〉 is the thermal average. In the 2nd equation δ/δ ln e−βV (r) is a
functional derivative. Apparently the distribution function of the gap g(r) is analogous to the
radial distribution function in the particulate systems. The pressure given by Eq. (15) can be
9
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rewritten using ∂(−βF )/∂δ = ∫∞−∞ dr δ(−βF )δ ln e−βV (r) (ln e−βV (r))′ and g(r) defined above as,
Π =
∫ ∞
−∞
drg(r)(ln e−βV (r))′ =
∫ ∞
−∞
drg(r)(−βV ′(r)). (18)
This is the analogue of the virial equation for the pressure in the liquid theory [45].
Given N spins Si (i = 1, 2, . . . , N) with M components, which are normalized such that
|Si|2 = M , the total number of the degrees of freedom is N(M − 1). Each spin is involved
in c = αM sets of p-body interactions (See Fig. 2). We say the gap associated with such an
interaction is closed if r(Si1 , . . . ,Sip) < 0. The fraction of the interactions or contacts whose
gaps are closed can be written as
fclosed = lim
→0
∫ 
−∞
drg(r) (19)
where g(r) is the distribution function of the gap defined in Eq. (17). This means there are
Nfclosed constrains. Then isostaticity implies,
N(M − 1) = N lim
→0
∫ 
−∞
drg(r). (20)
or
1 =
α
p
lim
→0
∫ 
−∞
drg(r). (21)
in the M →∞ limit.
3 Supercooled spin liquid states, crystalline states and their
stability
In this section we focus on the crystallization and possibility of super-cooling, i. e. realization
of supercooled paramagnetic state which is at least locally stable against crystallization. This
is an important step toward realization of glasses without quenched disorder. In the present
section we consider the disorder-free model given by Eq. (5). The effect of quenched disorder
will be discussed in sec. 5.2.
3.1 Crystalline order parameter and the free-energy functional
Our disorder-free models given by the Hamiltonian Eq. (3), Eq. (4) and Eq. (5) have the
following global symmetries. In sec. 2.1 we introduced two types of spins: Ising and continuous
spins. In the cases of Ising spins Sµi = ±1, and for even p, the system has a global symmetry
with respect to Sµ → −Sµ for each component µ. Such symmetry is absent for the cases
of odd p. In the cases of continuous spins Sµi ∈ R, and for p = 2, the system has a global
continuous symmetry with respect to rotations of spins in the M -dimensional spin space. The
continuous rotational symmetry is lost for p > 2 1 and the residual global symmetries become
just the same as those in the Ising cases.
1Suppose that a rotation is defined by a M ×M matrix Rˆ, which is orthogonal Rˆt = Rˆ−1. Vectors are
transformed by the rotation as Sµ → ∑Mν=1 RµνSν . For instance, it can be easily checked that ∑Mµ=1 Sµi Sµj
remains invariant under the rotation but
∑M
µ=1 S
µ
i S
µ
j S
µ
kS
µ
l does not.
10
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To be more specific, suppose that the system has a ferromagnetic ground state Si =
(1, 1, . . . , 1) for ∀i. This is achieved for example by choosing the linear potential V (x) = Jx
with J > 0 in Eq. (12). Because of the global symmetries mentioned above, there can be
other equivalent ground states, e. g. Si = (−1,−1, . . . ,−1) for ∀i (for even p). In order to
study the possibility of spontaneous symmetry breaking which select one ground state out of
the equivalent ones (if they exist), we may apply an external field of strength h > 0 parallel
to the ground state (1, 1, . . . , 1),
βH = −
N∑
=1
βV (r)− h
N∑
i=1
M∑
µ=1
Sµi (22)
and examine the behavior of an order parameter,
m = lim
h→0
lim
N→∞
1
NM
N∑
i=1
M∑
µ=1
〈Sµi 〉h. (23)
where 〈· · · 〉h represents a thermal average in the presence of the symmetry breaking field.
The standard procedure to analyze the problem is as follows. 1) One first construct a free-
energy −βG(h) in the presence of the field h and then perform a Legendre transform to obtain
−βF (m) = −βG(m) +Nmh and then 2) seek for a solution m which solves ∂m(−βF (m)) =
h = 0.
In addition, since we are considering to take the limit of large number of components
M →∞, we may also define a local order parameter,
mi = lim
h→0
lim
M→∞
1
M
M∑
µ=1
〈Sµi 〉h (i = 1, 2, . . . , N) (24)
Let us emphasize again that M scales independently of N , which will bring about important
consequences below.
3.1.1 Spin trace
The above discussion motivates us to introduce an identity,
1 =
∫ ∞
−∞
dmiδ(Mmi−
M∑
µ=1
Sµi ) = M
∫ i∞
−i∞
dhi
2pi
∫ ∞
−∞
dmie
hi(Mmi−
∑M
µ=1 S
µ
i ) (i = 1, 2, . . . , N).
(25)
The integration over h and m corresponds to the steps 1) and 2) mentioned above. Using the
identity spin traces can be expressed formally in the M →∞ limit as,
TrS · · · = M
∫ i∞
−i∞
dh
2pi
∫ ∞
−∞
dm exp
[
Mhm+ ln TrSe
−h∑Mµ=1 Sµ] · · · = ∫ ∞
−∞
dmeMsent(m)
∏
µ
〈· · · 〉µ
(26)
Here the integration over h can be done (formally) by the saddle point method in the limit
M →∞. The saddle point h∗(m) is given by the saddle point equation,
m =
TrSe
−h∗∑Mµ=1 SµSµ
TrSe
−h∗∑Mµ=1 Sµ
∣∣∣∣∣∣
h∗=h∗(m)
(27)
11
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and we find,
sent(m) = h
∗m+ ln TrSe−h
∗∑M
µ=1 S
µ 〈· · · 〉µ = TrSe
−h∗Sµ . . .
TrSe−h
∗Sµ (28)
where h∗ = h∗(m) is given by Eq. (27). Using Eq. (26) we find, for example,
TrSS
µ =
∫ ∞
−∞
dmeMsent(m)m (29)
More specifically, by taking the spin traces explicitly we obtain the following expressions
for the Ising and continuous spin systems,
• Ising spin
We find using Eq. (9),
sent(m) = −m tanh−1(m) + ln[2 cosh(tanh−1m)] h∗ = tanh−1(m)) (30)
• Continuous spin
We find using Eq. (10),
sent(m) =
1
2
+
1
2
ln(2pi) +
1
2
ln(1−m2)
〈· · · 〉µ ≡
∫∞
−∞ dS
µe−λ∗(Sµ)2−h∗Sµ · · ·∫∞
−∞ dS
µe−λ∗(Sµ)2−h∗Sµ
h∗ = −2mλ∗ λ∗ = 1
2(1−m2) (31)
Here we performed the integrations
∫∞
−∞ dS
µ assuming λ > 0. Then we performed
integrations over λ and h by the saddle point method.
In Eq. (26) we notice that different spin components µ are decoupled in the average∏
µ〈. . .〉µ. Then we obtain the following cumulant expansion which will become very useful
in the following,
ln〈e 1√M
∑M
µ=1 Aµ〉 = 1√
M
M∑
µ=1
〈Aµ〉+ 1
2!
(
1√
M
)2 M∑
µ=1
(〈A2µ〉 − 〈Aµ〉2)
+
1
3!
(
1√
M
)3 M∑
µ=1
(〈A3µ〉 − 3〈A2µ〉2〈Aµ〉+ 2〈Aµ〉3)
+
1
4!
(
1√
M
)4 M∑
µ=1
(〈A4µ〉 − 4〈A3µ〉〈Aµ〉 − 3〈A2µ〉2 + 12〈A2µ〉〈Aµ〉2 − 6〈Aµ〉3) + · · · (32)
Here we just used the fact that 〈AµAν〉 = 〈Aµ〉〈Aν〉 holds for µ 6= ν.
3.1.2 Evaluation of the free-energy
Using Eq. (26), Eq. (29) and the cumulant expansion Eq. (32) we find,
∏
i
TrSi exp
 1√
M
M∑
µ=1
∑

(−iκ)Sµ1()Sµ2() · · ·Sµp()

−−−−→
M→∞
∏
i
∫ ∞
−∞
dmi
 eM∑i sent(mi) exp
√M∑

(−iκ)m1()m2() · · ·mp()
 (33)
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Now the partition function given by Eq. (8) can be rewritten formally in the M → ∞ limit
as,
Z =
∏
i
∫ ∞
−∞
dmi
 eM∑i sent(mi)∏

{∫ ∞
−∞
dκ
2pi
Zκe
iκδ
}
exp
√M∑

(−iκ)m1()m2() · · ·mp()

=
 N∏
i=1
∫ ∞
−∞
dmi
 eNMs({mi}) (34)
where we defined
s({mi}) = 1
N
N∑
i=1
sent(mi)− 1pM ∑
∈∂i
βV (δ −
√
Mm1()m2() · · ·mp())
 (35)
where ∂i represents the set of interactions which involve Si. Now we are left with the inte-
grations over mis in Eq. (34) which can be done by the saddle point method in the M →∞
limit. The saddle point equation reads as,
0 =
∂s({mi})
∂mj
∣∣∣∣∣
{mi=m∗i }
for (j = 1, 2, . . . , N). (36)
Since the system is regular and every vertex is exactly equivalent to each other in our
system, it is natural to expect a uniform solution m∗i = m for ∀i. Moreover, since each spin
is connected to c = αM neighbors which is a large number, one can show that the effect of
possible site-to-site fluctuation of mi can be neglected in the M → ∞ limit. In addition,
possible small fluctuations of the coordination number c can also be neglected for the same
reason.
We obtain the free-energy associated with such a uniform saddle point as,
−β F
NM
= s(m) (37)
with
s(m) ≡ sent(m)− α
p
βV (δ −
√
Mmp) (38)
where m must satisfy the saddle point equation
0 =
ds(m)
dm
(39)
It is also required to satisfy the stability condition,
d2s(m)/dm2 ≤ 0 (40)
3.2 Possibilities of the crystalline states
So far we have just considered a ferromagnetic phase with the ground state Si = (1, 1, . . . , 1)
for ∀i but we can also consider other crystalline states. For example, suppose that there
is a crystalline ground state in which the spin configuration can be represented by some
13
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configuration Sµi = (σi)0 ∈ (−1, 1) which is independent of µ but depends on the vertex i.
Just for simplicity we are limiting ourselves to the cases that the ground state configuration
have the collinear spin structure, i. e. spin configuration on different vertexes are either parallel
or anti-parallel to each other. The ferromagnetic case discussed in sec. 3.1 corresponds to
(σi)0 = 1 for ∀i. Then it is useful to perform a gauge transformation
Sµi → S˜µu ≡ σiSµi . (41)
The crystalline order parameter m can be defined again as Eq. (23) but replacing the spins
S by the gauge transformed ones S˜. Here the spins Sµi can be either the Ising type or
continuous type. The gauge transformation defined above does not change the character of
the spins including the spin normalization Eq. (1) which reads
∑M
µ=1(S
µ
i )
2 = M .
By the same gauge transformation the gap given by Eq. (4) (with Xµ = 1) is transformed
to,
r → r˜ = δ − η√
M
∑
µ
S˜µ1()S˜
µ
2() · · · S˜µp() (42)
where we defined
η = σ1()σ2() · · ·σp() (43)
The variable η takes ±1 values. For simplicity we limit ourselves to the ground states such
that it is a constant η = η for all the interactions . Then the results in the previous section
given by Eq. (37)-Eq. (40) holds just by changing the argument of the potential as:
V (δ −
√
Mmp)→ V (δ − η
√
Mmp) (44)
The simplest example is p = 2 model with the linear potential V (x) = Jx but with J < 0.
Obviously the ground state is the anti-ferromagnetic one : σ alternates the sign across each
of the interactions (note that we are considering tree-like lattices with no loops). In this case
η = σ1()σ2() = −1 so that it becomes essentially the same as a ferromagnetic model with
J > 0 after the gauge transformation.
3.3 Crystalline transitions and possibility of super-cooling
The saddle point equation given by Eq. (39) and the stability condition given by Eq. (40)
becomes, including the factor η = ±1 discussed above as the following:
• Ising spin
The saddle point equation given by Eq. (30) becomes,
m = tanh
[
ηα
√
Mmp−1βV ′(δ − η
√
Mmp)
]
. (45)
The stability condition becomes,
d2s(m)
dm2
= − 1
1−m2 + ηα
√
M(p− 1)mp−2βV ′(δ − η
√
Mmp)
−αpMm2(p−1)βV ′′(δ − η
√
Mmp) < 0 (46)
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• Continuous spin
The saddle point equation given by Eq. (31) becomes,
0 = m
(
− 1
1−m2 + ηα
√
MβV ′(δ − η
√
Mmp)mp−2
)
(47)
The stability condition becomes,
d2s(m)
dm2
= − 1
1−m2 +
2m2
(1−m2)2 + ηα
√
M(p− 1)mp−2βV ′(δ − η
√
Mmp)
−αpMm2(p−1)βV ′′(δ − η
√
Mmp) < 0 (48)
It can be seen that the paramagnetic solution m = 0 always verify the saddle point
equations. We are especially interested with the possibility that the paramagnetic state with
m = 0 remains as a metastable state after the crystalline transitions take place so that glass
transitions within the paramagnetic phase become possible.
• p = 2 case:
– if |V ′(δ)| > 0, a 2nd order ferromagnetic transition takes place at a critical tem-
perature
kBTc = α
√
M |V ′(δ)| (49)
below which the paramagnetic solution m = 0 becomes unstable and the ferro-
magnetic or anti-ferromagnetic order with |m| > 0 emerges continuously. If V ′(δ)
is positive (negative) the ordering is ferromagnetic (anti-ferromagnetic) and we
should choose η = 1 (η = −1). Since the paramagnetic state m = 0 is unstable
below Tc, supper-cooled paramagnetic state is absent and thus glass transitions is
not possible without suppressing crystalline states by quenched disorder.
– If V ′(δ) = 0, there will be no ferromagnetic nor anti-ferromagnetic phase tran-
sitions at finite temperatures. The m = 0 solution remains stable at all finite
temperatures,
d2s(m)
dm2
∣∣∣∣∣
m=0
= −1 < 0. (50)
This is a very interesting situation where the crystallization is totally suppressed
opening possibilities of glass transitions without quenched disorder.
• p > 2 case:
The paramagnetic solution m = 0 remains locally stable at all temperatures in the sense
of Eq. (50). Thus in this case supercooled paramagnetic state exist opening possibilities
of glass transitions without quenched disorder.
3.3.1 Linear potential: p-spin ferromagnetic model
As a simplest example let us consider the case of the linear potential V (x) = Jx where J > 0,
which means V ′(δ) > 0. It is a ferromagnetic model so we choose η = 1. The saddle point
equation becomes for the Ising spins,
(Ising) m = tanh
[
α
√
MβJmp−1
]
(51)
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and for the continuous spins,
(Continuous) 0 = m
(
− 1
1−m2 + α
√
MβJmp−2
)
(52)
We see m = 0 always verifies the saddle point equations as it should,
• For p = 2 case, a 2nd order ferromagnetic transition takes place at a critical temper-
ature kBTc/J = α
√
M . Supper-cooled paramagnet and thus glass transitions without
quenched disorder are not possible as discussed above.
• For p > 2, a 1st order ferromagnetic transition take place at kBTc/J = O(α
√
M). On
the other hand the paramagnetic state m = 0 remains locally stable at all temperatures
as discussed above.
Quite interestingly in [27] a p = 3 Ising ferromagnet with M = 1 component was studied
via cavity method and Monte Carlo simulations and the supercooled paramagnetic state
and the glass transition were discovered. Our result is consistent with this observation.
• In the p→∞ limit with the Ising spins, the exact solution can be easily obtained. The
saddle point equation given by Eq. (51) admits only m = ±1 except for m = 0. The
paramagnetic free-energy (free-entropy) is obtained as s(m = 0) = ln 2 while that for
the ferromagnetic phase is obtained as s(m = 1) = γβJ
√
M . Here we introduced a
parameter
γ =
α
p
. (53)
Let us consider the p → ∞ limit with γ fixed. Then we easily see that a 1st order
ferromagnetic phase transition takes place at
kBTc/J = γ
√
M/ ln 2 (54)
In the next section 4 we will find that the system becomes equivalent to the random
energy model (REM) [4] by excluding the ferromagnetic state.
3.3.2 Non-linear potentials with flatness
If the potential V (x) has a flat part where V ′(x) = 0, it tends to suppress crystallization and
thus enhances the possibility to realize glass transitions inside the paramagnetic phase.
The simplest example may be the quadratic potential,
V (x) =

2
x2
2
→ V ′(x) = x (55)
Thus for p = 2 and δ = 0, the system should remain paramagnetic at all finite temperatures.
More interesting case is the soft/hard core potential given by Eq. (14) which is completely
flat for x > 0,
V (x) = x2θ(−x)→ V ′(x) = 2xθ(−x) (56)
Let us consider again p = 2 case. For δ > 0, V ′(δ) = 0 so that the system is paramagnetic
at all finite temperatures. On the other hand for δ < 0, V ′(x) < 0 anti-ferromagnetic phase
emerges via 2nd order transition. Then we choose η = −1. The transition temperature given
by Eq. (49) is found as,
kBTc(δ) = 2α
√
M(−δ)θ(−δ) (57)
In the hardcore limit →∞, the anti-ferromagnetic transition takes place as δ → 0+.
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4 Self-generated randomness: connection to the random en-
ergy model in p→∞ ferromagnetic Ising model with M →∞
Let us start looking for possible glass transitions within the supercooled paramagnetic phase.
In this section we study the ferromagnetic p-spin M -component Ising model, with the linear
potential V (x) = Jx with J > 0 discussed in sec 3.3.1. There we have seen that supercooled
paramagnetic states with m = 0 exist for p > 2 below the ferromagnetic transition tempera-
tures kTTc/J ∼ O(α
√
M). In the following we will find that the system becomes essentially
identical to the random energy model (REM) [4] in the p→∞ limit as far as the supercooled
states are concerned. This proves the existence of the self-generated randomness.
The hamiltonian is given by
H{S} = −
J√
M
∑

M∑
µ=1
Sµ1()S
µ
2() · · ·Sµp() Sµi ∈ (−1, 1) (58)
with J > 0. Here we are especially interested with the p→∞ limit with γ = α/p introduced
in Eq. (53) fixed. As we discussed in sec 3.3 it exhibits a ferromagnetic phase transition at
kBTc = γJ
√
M/ ln 2.
We examine the distribution of the energies of the disorder-free model performing a similar
analysis done for the p-spin Ising spinglass model with quenched disorder in the original
work by Derrida [4]. To this end let us first introduce a flat average over the 2NM spin
configurations,
〈. . .〉S ≡
∏N
i=1
∏M
µ=1
∑
Sµi =±1 . . .
2NM
.
Then the distribution of energy among all configurations is obtained as,
P (E) = 〈δ(E −H{S}))〉S =
∫ ∞
−∞
dκ
2pi
eiκE
〈
exp
iκ J√
M
∑

M∑
µ=1
Sµ1()S
µ
2() · · ·Sµp()
〉
S
−−−−→
M→∞
e
− E2
2NJ2√
2piNJ2
(59)
where N = NM(α/p) is the number of interactions given by Eq. (2). Here we evaluated the
expectation value 〈. . .〉S by performing expansion in power series of 1/
√
M (see Eq. (32) for
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the cumulant expansion),
ln
〈
exp
iκ J√
M
∑

M∑
µ=1
Sµ1()S
µ
2() · · ·Sµp()
〉
S
= ln
1 + (iκ)2
2!
(
J√
M
)2〈∑

∑
µ
Sµ1()S
µ
2() · · ·Sµp()
2〉
S
+
(iκ)4
4!
(
J√
M
)4〈∑

∑
µ
Sµ1()S
µ
2() · · ·Sµp()
4〉
S
+ . . .

=
(iκ)2
2!
(
J√
M
)2
NM +
κ4
4!
(
J√
M
)4
(NM) + . . . −−−−→
M→∞
−κ
2
2
NJ
2 (60)
Here N = NM(α/p) = NMγ (see Eq. (2)), since we take the p → ∞ limit with fixed γ as
defined in Eq. (53).
Next let us examine simultaneous distribution of energy E1 associated with an arbi-
trary chosen spin configuration (S1,S2, . . . ,SN ) and the energy E2 of another configuration
(S′1,S′2, . . . ,S′N ). Here the latter is created from the former by flipping, say according to a
deterministic rule, a fraction (1− q)/2 with 0 < q < 1 of the elements of the former. In other
words the overlap between the two configurations is q = (1/(NM))
∑N
i=1
∑M
µ=1 S
µ
i (S
′)µi . We
find,
P (E,E′) = 〈δ(E −H{S}))δ(E′ −H{S′}))〉S
=
∫ ∞
−∞
∫ ∞
−∞
dκ
2pi
dκ′
2pi
eiκE+iκ
′E′
〈
exp
 J√
M
∑

M∑
µ=1
(
iκSµ1()S
µ
2() · · ·Sµp()
+iκ′(S′)µ1()(S
′)µ2() · · · (S′)µp()
)]〉
S
−−−−→
M→∞
1
2
1√
NpiJ2A+
1√
NpiJ2A−
exp
[
− E
2
+
NJ2A+
− E
2−
NJ2A−
]
(61)
with A± = 12 [1 ± qp] and E± = (E ± E′)/2. Here we evaluated the expectation value 〈. . .〉S
by performing expansion in power series of 1/
√
M ,
lim
M→∞
ln
〈
exp
 J√
M
∑

M∑
µ=1
(
iκSµ1()S
µ
2() · · ·Sµp() + iκ′(S′)µ1()(S′)µ2() · · · (S′)µp()
)〉
S
= lim
M→∞
1
2
(
J√
M
)2〈∑

∑
µ
(
iκSµ1()S
µ
2() · · ·Sµp() + iκ′(S′)µ1()(S′)µ2() · · · (S′)µp()
)
2〉
S
= −1
2
[κ2 + (κ′)2 + 2κκ′qp]NJ2 (62)
Here we realize that in the p→∞ limit, the distribution function decouples,
P (E,E′) −−−→
p→∞ P (E)P (E
′). (63)
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because 0 < q < 1.
The above observations imply that the present ferromagnetic system without any quenched
disorder behaves essentially as a REM in the p → ∞ limit: over the majority of the 2NM
spin configurations , excluding the negligible fraction of the spin configurations close to the
ferromagnetic ground state, it is as if each microscopic states is assigned a random energy
drawn from a Gaussian distribution with 0 mean and variance
√
γJ . Here we notice that all
the exact results of the standard version of the REM [4], which corresponds to γ = 1/2, can
be used in the present system just by replacing J of the standard model by
√
2γJ . Then we
readily find that the system exhibit the Kauzmann transition, i. e. ideal static glass transition
at,
kBTK/J =
√
γ/
√
2 ln 2 (64)
within the supercooled paramagnetic states. At temperatures below TK, the internal energy
becomes stuck at E/NM = −√2γ ln 2J among the disordered states, while the ferromagnetic
ground state energy is given by Eg/NM = −
√
MγJ .
Readers would have noticed that the derivation of the REM discussed above is quite similar
to the standard procedure to prove the central limit theorem (CLT). The underlying reason
can be traced back to the tree-like structure of our system.
5 Replicated system
In this section we setup a formalism to study the glass transitions using the replica method.
We first develop a free-energy functional of the disorder-free model given by Eq. (5). Then
we also consider the model with quenched disorder given by Eq. (6).
5.1 Disorder free model
We consider a system of replicas a = 1, 2, . . . , n of the disorder-free model given by Eq. (5),
H = −
n∑
a=1
N∑
=1
V (ra) (65)
where
ra = δ −
1√
M
M∑
µ=1
(Sa)µ1()(S
a)µ2() · · · (Sa)µp(). (66)
The free-energy of the replicated system can be expressed as,
−βF = logZ = ∂nZn|n=0
with the replicated partition function
Zn =
 N∏
i=1
n∏
a=1
TrSi,a
∏

e−
∑n
a=1 βV (r
a
) =
n∏
a=1
∏

{∫ ∞
−∞
dκ
2pi
Zκ,ae
iκ,aδ
}
∏
a
∏
i
TrSi,a
 exp
 1√
M
n∑
a=1
M∑
µ=1
∑

(−iκ,a)(Sa)µ1()(Sa)µ2() · · · (Sa)µp()
 (67)
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where Trai represents a trace over the spin space in replica a.
In order to detect the spontaneous glass transition, we can follow steps analogous to the
one we took in sec. 3.1 for the crystalline (ferromagnetic) transition. Namely we can explicitly
break the replica symmetry as [46],
βH = −
n∑
a=1
N∑
=1
βV (ra)−
∑
a<b
ab
∑
i
∑
µ
(Sa)µi (S
b)µi (68)
and study the behavior of the glass order parameter matrix Qˆ
Qab = lim
ab→0
lim
N→∞
1
NM
N∑
i=1
M∑
µ=1
〈(Sa)µi (Sb)µi 〉 (69)
Here 〈. . .〉 represents the thermal average in the presence of the symmetry breaking field ab.
Although Eq. (69) is meat for a 6= b, it is convenient to extend it to include the diagonal
elements
Qaa = 1 (70)
to reflect the spin normalization Eq. (1).
Just as the case of ferromagnetic transition discussed in sec. 3.1, we can consider the
following steps to analyze the problem: 1) One first construct a free-energy −βG(ˆ) in the
presence of the field ˆ and then perform a Legendre transform to obtain −βF (Qˆ) = −βG(Qˆ)+
N
∑
a<b abQab and then 2) seek for a solution which solves ∂Qab(−βF (Qˆ)) = ab = 0.
Since we are considering the M →∞ limit we may also define a local glass order parameter,
(Qi)ab = lim
ab→0
lim
M→∞
1
M
M∑
µ=1
〈(Sa)µi (Sb)µi 〉 (i = 1, 2, . . . , N) (71)
5.1.1 Spin trace
The above discussion motivate us to introduce an identity,
1 =
∫ ∞
−∞
d(Qab)iδ
M(Qab)i − M∑
µ=1
(Sa)µi (S
b)µi
 (72)
= M
∫ i∞
−i∞
d(ab)i
2pi
∫ ∞
−∞
d(Qab)ie
(ab)i(M(Qab)i−
∑M
µ=1(S
a)µi (S
b)µi ) (i = 1, 2, . . . , N)
for a < b. The integration over ab and Qab corresponds to the steps 1) and 2) mentioned
above. Using the latters, spin traces can be expressed formally in the M →∞ limit as,
n∏
c=1
TrSc · · · = M
∏
a<b
∫ ∞
−∞
dab
2pi
∫ ∞
−∞
d(Qab)
 exp
M∑
a<b
abQab + ln
n∏
c=1
TrSce
−ab
∑M
µ=1(S
a)µ(Sb)µ
 · · ·
=
∏
a<b
∫ ∞
−∞
d(Qab)
 eMsent[Qˆ]∏
µ
〈· · · 〉µ (73)
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Here the integration over ab can be done by the saddle point method in M →∞. The saddle
point equation which determines the saddle point ∗ab(Qˆ) is given by,
Qab =
∏
c TrSce
−∑a<b abSaSbSaSb∏
c TrSce
−∑a<b abSaSb
∣∣∣∣∣
ab=
∗
ab(Qˆ)
(74)
and we find,
sent[Qˆ] =
∑
a<b
∗abQab+ln
n∏
c=1
TrSce
−∑a<b ∗abSaSb 〈· · · 〉µ =
∏n
c=1 TrSce
−∑a<b ∗ab(Sa)µ(Sb)µ · · ·∏n
c=1 TrSce
−∑a<b ∗ab(Sa)µ(Sb)µ
(75)
where ∗ab = 
∗
ab(Qˆ) determined by Eq. (74). Using Eq. (73) we find, for example,∏
c
TrSc(S
a)µ = 0
∏
c
TrSc(S
a)µ(Sb)µ =
∫ ∞
−∞
d(Qab)e
Msent[Qˆ]Qab (76)
More precisely, by taking the spin traces we obtain the following expressions for the Ising
and continuous spin systems,
• Continuous spin: We find using Eq. (10) and introducing aa = λa and Qaa = 1 (spin
normalization, see Eq. (70)),
sent[Qˆ] =
∑
a,b
1
2
∗abQab + ln
√
(2pi)n
det(ˆ)∗
=
n
2
+
n
2
ln(2pi) +
1
2
ln detQˆ
〈· · · 〉µ ≡
∫∞
−∞ dS
µe−
1
2
∑
a,b 
∗
ab(S
a)µ(Sb)µ . . .∫∞
−∞ dS
µe−
1
2
∑
a,b 
∗
ab(S
a)µ(Sb)µ
(77)
Here we have performed integration over ab by the saddle point method which yields a
saddle point
ˆ∗ = Qˆ−1 (78)
• Ising spin: We find using Eq. (9),
sent[Qˆ] =
∑
a6=b
1
2
∗abQab + ln e
−∑a<b ∗ab ∂2∂ha∂hb ∏
a
2 cosh(ha)
∣∣∣∣∣
{ha=0}
(79)
Here we performed the spin trace formally as
TrSce
−∑a<b abSaSb = TrSce−
∑
a<b ab
∂2
∂ha∂hb e
∑
a haS
a
∣∣∣
{ha=0}
= e
−∑a<b ab ∂2∂ha∂hb ∏
a
2 cosh(ha)
∣∣∣∣∣
{ha=0}
For the integration over ab, the saddle point 
∗
ab = 
∗
ab[Qˆ] is obtained formally as,
Qab = − δ
δab
ln e
−∑a<b ab ∂2∂ha∂hb ∏
a
2 cosh(ha)
∣∣∣∣∣
{ha=0}
∣∣∣∣∣∣
ab=
∗
ab[Qˆ]
(80)
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5.1.2 Evaluation of the free-energy
In Eq. (73) we notice again that different spin components µ are decoupled in the average∏
µ〈. . .〉µ. Then we can evaluate the spin trace in the replicated partition function given by
Eq. (67) in the M → ∞ limit using the cumulant expansion given by Eq. (32) and Eq. (76)
as,
∏
a
∏
i
TrSi,a exp
 1√
M
∑
a
M∑
µ=1
∑

(−iκa)(Sa)µ1()(Sa)µ2() · · · (Sa)µp()
 (81)
−−−−→
M→∞
∏
i
∏
a<b
∫ ∞
−∞
d(Qˆi)ab
 eM∑i sent[Qˆi] exp
∑

∑
a,b
(iκa)(iκb)
2
(Q1())ab(Q2())ab . . . (Qp())ab

In the exponent we assume Qaa = 1 (see Eq. (70)) for the diagonal terms. The above
expression is a crucial result because it reveals the self-generated randomness in our ’disorder-
free’ model.
Collecting the above results, the partition function given by Eq. (67) can be rewritten
formally in the M →∞ limit as,
Z =
∏
i
∏
a<b
∫ ∞
−∞
d(Qˆi)ab
 eM∑i sent[Qˆi]∏
,a
{∫ ∞
−∞
dκa
2pi
Zκae
iκaδ
}
exp
∑

∑
a,b
(iκa)(iκb)
2
(Q1())ab(Q2())ab . . . (Qp())ab

=
∏
i
∏
a<b
∫ ∞
−∞
d(Qˆi)ab
 eNMs[(Qˆi)] (82)
where we defined
s[Qˆi] =
1
N
N∑
i=1
sent[Qˆi] + 1pM
∑
∈∂i
e
1
2
∑
a,b
∂2
∂ha∂hb
(Q1())ab(Q2())ab...(Qp())ab
n∏
a=1
e−βV (δ+ha)
∣∣∣∣∣∣
{ha=0}

(83)
To derive the last expression we used Eq. (11) and performed integrations by parts (see
Eq. (353) for the same calculation.).
The integrations over each (Qi)ab can be performed in the M → ∞ limit by the saddle
point method. The saddle point equation read,
0 =
∂s[Qˆi]
∂(Qj)ab
∣∣∣∣∣
[Qˆi=Qˆ∗i ]
for (j = 1, 2, . . . , N) (84)
Now repeating the same argument as in sec.3.1.2, we can assume that the equations admit a
uniform solution Qˆ∗i = Qˆ for ∀i since in our system every vertex is equivalent to each other.
As the result we obtain the free-energy associated with such a saddle point as,
−β F
NM
= ∂n sn[Qˆ]
∣∣∣
n=0
(85)
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with
sn[Qˆ] ≡ sent[Qˆ]− α
p
Fint[Qˆ]
−Fint[Qˆ] ≡ exp
1
2
n∑
a,b=1
Qpab
∂2
∂ha∂hb
 n∏
a=1
e−βV (δ+ha)
∣∣∣∣∣∣
ha=0
(86)
where −Fint represents the interaction part of the free-energy (free-entropy). Importantly
Qab must satisfy the saddle point equations,
0 =
∂s[Qˆ]
∂Qab
(87)
It is also required to satisfy the stability condition, i.e. the eigen values of the the Hessian
matrix,
H(ab),(cd) ≡ −
∂2sn[Qˆ]
∂Qab∂Qcd
(88)
in the n→ 0 limit, must be non negative.
The exact free-energy functional given by Eq. (85) with Eq. (86) can be derived also using
a density functional approach as we show in appendix A for the case of continuous spins. It is
done closely following the strategy used in the recent replicated liquid theory for hardsphere
glass in the large dimensional limit [14–16].
5.2 Interpolation between disorder-free and completely disordered model
In the present paper we are most concerned with systems where the disorder is self-generated.
However it is very instructive to consider also the model with quenched disorder given by
Eq. (6),
r = δ − 1√
M
M∑
µ=1
 λ√
M
+
√
1−
(
λ√
M
)2
ξµ
Sµ1()Sµ2() · · ·Sµp() (0 ≤ λ√M ≤ 1
)
(89)
Here ξµ is a random variable with Gaussian distribution with zero mean and unit variance.
With this parametrization, we have a continuous interpolation between the disorder-free model
λ/
√
M = 1 and completely disordered, spinglass model λ/
√
M = 0.
Analysis of this model is useful for the following reasons.
• We can show that the self-generated disorder and the quenched disorder act additively.
• In the disorder-free model given by Eq. (5), which corresponds to λ/
√
M = 1, the energy
scale of glass transition and crystalline transitions are widely separated. For instance the
p-spin ferromagnetic Ising model in the p→∞ limit exhibit a ferromagnetic transition
at kBTc/J = O(
√
M) given by Eq. (54) while the glass transition takes place in the
supercooled paramagnetic sector at kBTK/J = O(1) given by Eq. (64). Actually the
fact that TK is lower than Tc is natural by itself but they become too much separated in
the disorder-free model in the M → ∞ limit. With the choice of the disordered model
given by Eq. (6) we can bring the energy scales of two transitions much closer. This is
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achieved in two steps: (i) reduce the interaction energy scale down to order O(1/
√
M)
of the original ’disorder-free’ model (ii) then add additional quenched disorder such
that the effective energy scale for the glass transition is brought back to the original
level of O(1). Bringing the crystallization and glass transition temperatures closer, it
becomes easier to investigate competitions between liquid, glass and crystalline phases.
Note that similar treatments for the energy scales are considered in standard spinglass
models with ferromagnetic biases [47].
Averaging over the quenched disorder of the replicated partition function given by Eq. (67),
we obtain,
Zn
ξ
=
∏
i
n∏
a=1
Trai
∏

{∏
a
∫ ∞
−∞
dκ,a
2pi
Zκ,ae
iκ,aδeL
}
(90)
where the overline denotes the average over the disorder and we introduced,
L ≡ λ
n∑
a=1
(−iκ,a) 1
M
M∑
µ=1
(Sa)µ1()(S
a)µ2() · · · (Sa)µp()
+
n∑
a,b=1
(−iκ,a)(−iκ,b)
2
(
1−
(
λ√
M
)2) 1
M
M∑
µ=1
(Sa)µ1()(S
b)µ1() · · · (Sa)µp()(Sb)µp() (91)
For the order parameters we may consider both the glass order parameters given by
Eq. (69) and the crystalline one given by Eq. (23). Since we are considering the M →∞ limit
we naturally define the following set of local order parameters,
(Qi)ab = lim
ab→0
lim
M→∞
1
M
M∑
µ=1
〈(Sa)µi (Sb)µi 〉 (92)
ma = lim
ha→0
lim
M→∞
1
M
M∑
µ=1
〈(Sa)µi 〉h (93)
and the corresponding identities,
1 =
∫ ∞
−∞
d(Qab)iδ
M(Qab)i − M∑
µ=1
(Sa)µi (S
b)µi

= M
∫ i∞
−i∞
d(ab)i
2pi
∫ ∞
−∞
d(Qab)ie
(ab)i(M(Qab)i−
∑M
µ=1(S
a)µi (S
b)µi ) (94)
1 =
∫ ∞
−∞
d(ma)iδ(M(ma)i −
M∑
µ=1
Sµi ) = M
∫ i∞
−i∞
dhai
2pi
∫ ∞
−∞
d(ma)ie
hai (M(ma)i−
∑M
µ=1 S
µ
i ) (95)
5.2.1 Spin trace
Using the identities shown above spin traces can be expressed in the M →∞ limit as,
n∏
c=1
TrSc · · · =
∏
a<b
∫ ∞
−∞
dQab
(∏
a
∫ ∞
−∞
dma
)
eMsent[Qˆ,mˆ]
∏
µ
〈· · · 〉µ (96)
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where
sent[Qˆ, mˆ] =
∑
a<b
∗abQab +
∑
a
h∗ama + ln
n∏
c=1
TrSce
−∑a<b ∗abSaSb−∑a h∗aSa
〈· · · 〉µ =
∏n
c=1 TrSce
Lentµ · · ·∏n
c=1 TrSce
Lentµ L
ent
µ = −
∑
a<b
∗ab(S
a)µ(Sb)µ −
∑
a
h∗a(S
a)µ
Qab =
∏
c TrSce
LentSaSb∏
c TrSce
Lent ma =
∏
c TrSce
LentSa∏
c TrSce
Lent (97)
Here we introduced a short hand notation mˆ = (m1,m2, . . . ,mn). The last equations are
the saddle point equations for the integrations over ab and ha which fix the saddle points
∗ab = 
∗
ab[Qˆ, mˆ] and h
∗
a = h
∗
a[Qˆ, mˆ]. Using Eq. (96) we find, for example,
∏
c
TrSc(S
a)µ =
∏
a<b
∫ ∞
−∞
d(Qab)
∫ ∞
−∞
∏
a
d(ma)
 eMsent[Qˆ,mˆ]ma
∏
c
TrSc(S
a)µi (S
b)µ =
∏
a<b
∫ ∞
−∞
d(Qab)
(∏
a
∫ ∞
−∞
d(ma)
)
eMsent[Qˆ,mˆ]Qab (98)
More precisely, by taking the spin traces we obtain the following expressions for the Ising
and continuous spin systems,
• Continuous spin: We find similarly to Eq. (77),
sent[Qˆ, mˆ] =
1
2
∑
a,b
∗abQab +
∑
a
h∗ama + ln
√
(2pi)n
det∗
+
1
2
∑
ab
h∗a(
∗)−1ab h
∗
b
=
n
2
+
n
2
ln(2pi) +
1
2
ln det(Qˆ− mˆT mˆ) (99)
and
〈· · · 〉µ ≡
∫∞
−∞ dS
µeLµ . . .∫∞
−∞ dS
µeLµ
Lµ = −1
2
∑
a,b
∗ab(S
a)µ(Sb)µ −
∑
a
h∗a(S
a)µ (100)
Here we have performed integration over ab and ha by the saddle point method which
yield a saddle point
(ˆ∗)−1ab = Qab −mamb h∗a = −
∑
b
∗abmb. (101)
• Ising spin: We find similarly to Eq. (75),
sent[Qˆ, mˆ] =
∑
a6=b
1
2
∗abQab +
∑
a
h∗ama + ln e
−∑a<b ∗ab ∂2∂ha∂hb ∏
a
2 cosh(ha)
∣∣∣∣∣
{ha=h∗a}
(102)
where we performed the spin trace formally as
TrSce
−∑a<b abSaSb−∑a haSa = e−∑a<b ab ∂2∂ha∂hb ∏
a
2 cosh(ha) (103)
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For the integration over ab and ha, the saddle points 
∗
ab = 
∗
ab[Qˆ, mˆ] and h
∗
a = h
∗
a[Qˆ, mˆ]
are obtained formally as,
Qab = − δ
δab
ln e
−∑a<b ab ∂2∂ha∂hb ∏
a
2 cosh(ha)
∣∣∣∣∣
{ab=∗ab[Qˆ,mˆ],ha=h∗a[Qˆ,mˆ]}
ma = − δ
δha
ln e
−∑a<b ab ∂2∂ha∂hb ∏
a
2 cosh(ha)
∣∣∣∣∣
{ab=∗ab[Qˆ,mˆ],ha=h∗a[Qˆ,mˆ]}
(104)
5.2.2 Evaluation of the free-energy
In Eq. (96) we notice again that different spin components µ are decoupled in the average∏
µ〈. . .〉µ. Then we can evaluate the spin trace in the replicated partition function given by
Eq. (67) in the M → ∞ limit using the cumulant expansion given by Eq. (32) and Eq. (98)
as, ∏
a
∏
i
TrSi,a
∏

eL
−−−−→
M→∞
∏
i
∏
a<b
∫ ∞
−∞
d(Qi)ab
∏
a
∫ ∞
−∞
d(mi)a
 exp
λ n∑
a=1
(−iκ,a)(m1())a(m2())a · · · (mp())a
+
n∑
a,b=1
(−iκ,a)(−iκ,b)
2
(Q1())ab(Q2())ab · · · (Qp())ab
 (105)
Here we point out that the last term in the exponent of the last equation is the result of
a summation of the contributions of two different different kinds of disorder: (1) quenched
disorder of amplitude 1− (λ/√M)2 (see the 2nd term in Eq. (91)) (2) self-generated disorder
of amplitude (λ/
√
M)2. Now it is clear that parametrization given by Eq. (6) is chosen such
that the energy scale of the glass transition does not change between the disorder-free limit
(λ/
√
M = 1) and completely disordered limit λ/
√
M = 0.
Collecting the above results, the disorder averaged replicated partition function given by
Eq. (90) can be rewritten formally in the M →∞ limit as,
Zn
ξ
=
∏
i
∏
a<b
∫ ∞
−∞
d(Qi)ab
∏
a
∫ ∞
−∞
d(mi)a
 eNMs[Qˆi,mˆi] (106)
with
s[Qˆi, mˆi] =
1
N
N∑
i=1
{
sent[Qˆi, mˆi] (107)
+
1
pM
∑
∈∂i
1
2
∑
a,b
∂2
∂ha∂hb
(Q1())ab · · · (Qp())ab
n∏
a=1
e−βV (δ−λ(m1())a...(mp())a+ha)
∣∣∣∣∣∣
{ha=0}
}
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The integrations over each (Qi)ab and (mi)a can be performed in the M → ∞ limit by
the saddle point method. The saddle point equations read,
0 =
∂s[Qˆi, mˆi]
∂(Qj)ab
∣∣∣∣∣
[Qˆi=Qˆ∗i ,mˆi=mˆ
∗
i ]
for (j = 1, 2, . . . , N)
0 =
∂s[Qˆi, mˆi]
∂(mj)a
∣∣∣∣∣
[Qˆi=Qˆ∗i ,mˆi=mˆ
∗
i ]
for (j = 1, 2, . . . , N) (108)
After the average over the quenched disorder every vertex has become again identical to
each other. Then we can repeat the same argument as in sec. 3.1.2 and assume uniform
solutions : Qˆ∗i = Qˆ and mˆ
∗
i = mˆ for ∀i. As the result we obtain the free-energy associated
with such a saddle point as,
−β F
NM
= ∂n sn[Qˆ, mˆ]
∣∣∣
n=0
(109)
with
sn[Qˆ] ≡ sent[Qˆ, mˆ]− α
p
Fint[Qˆ, mˆ]
−Fint[Qˆ, mˆ] ≡ exp
1
2
n∑
a,b=1
(Qˆ)pab
∂2
∂ha∂hb
 n∏
a=1
e−βV (δ−λm
p
a+ha)
∣∣∣∣∣∣
ha=0
(110)
where Qab and ma must satisfy the saddle point equations
0 =
∂s[Qˆ, mˆ]
∂Qab
0 =
∂s[Qˆ, mˆ]
∂ma
(111)
It is also required to satisfy the stability condition, i.e. the eigen values of the the Hessian
matrix,
H(ab),(cd) ≡ −
∂2sn[Qˆ, mˆ]
∂Qab∂Qcd
H(ab),c ≡ −
∂2sn[Qˆ, mˆ]
∂Qab∂mc
Ha,b ≡ −∂
2sn[Qˆ, mˆ]
∂ma∂mb
(112)
in the n→ 0 limit, must be non negative.
Finally let us note again that the disorder-free model can be recovered by choosing
λ/
√
M = 1 in the above expressions. For the disorder-free model discussed in previous sec-
tions, we gave free-energy functional in terms of the crystalline order parameter m in Eq. (38)
and that in terms of the glass order parameter Qab in Eq. (86) separately just to simplify the
presentations. In any case here we now have complete free-energy functional where both the
crystalline and glass order parameters are present.
5.3 Stability against crystallization
Given the complete free-energy functional in term of both the crystalline and glass order
parameters, we can now investigate the stability of glassy phases against crystallization ex-
tending the analysis in sec. 3.3 which was limited to the liquid phase. Here we limit ourselves
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with a glassy phase without crystalline order parameter m = 0 and do not consider possible
’glassy crystals’ with m > 0. First we note that,
H(ab),c
∣∣∣
{ma=0}
= −∂
2sn[Qˆ, mˆ]
∂Qab∂mc
∣∣∣∣∣
{ma=0}
= 0 (113)
holds. This can be checker by taking the derivatives explicitly. For the entropic part we find,
∂2sent[Qˆ, mˆ]
∂Qab∂mc
∣∣∣∣∣
{ma=0}
=
∂
∂Qab
h∗[Qˆ, mˆ]
∣∣∣∣
{ma=0}
= 0 (114)
The last equation follows from the last equation of Eq. (97) which implies that ma = 0 requires
h∗a = 0. For the interaction part of the free-energy we find,
− ∂
2Fint[Qˆ, mˆ]
∂Qab∂mc
∣∣∣∣∣
{ma=0}
= pQp−1ab
∂2
∂ha∂hb
e
1
2
∑n
a,b=1(Qˆ)
p
ab
∂2
∂ha∂hb (−λpmp−1c )(−βV ′(δ − λmpc + hc))
n∏
a=1
e−βV (δ−λm
p
a+ha)
∣∣∣∣∣
{ha,ma=0}
= 0 (115)
The last equation holds for p > 1. Thus Eq. (113) must hold.
Then the local stability of the glassy phase with m = 0 against crystallization is solely
determined by the matrix,
Ha,b = −∂
2sn[Qˆ, mˆ]
∂ma∂mb
∣∣∣∣∣
{ma=0}
= Q−1ab − δabλα(p− 1) mp−2a
∣∣∣
ma=0
e
1
2
∑n
a,b=1(Qˆ)
p
ab
∂2
∂ha∂hb (−βV ′(δ + ha)
n∏
a=1
e−βV (δ+ha)
∣∣∣∣∣∣
ha=0
(116)
where we assumed p > 1 and we used
−∂
2sent[Qˆ, mˆ]
∂ma∂mb
∣∣∣∣∣
{ma=0}
= Q−1ab . (117)
which follows from Eq. (97). 2
In the liquid phase we have ma = 0 and Qab = δab and thus Q
−1
ab = δab. due to spin
normalization (see Eq. (70)). There one can check that non-negativeness of the eigenvalues
of the matrix Eq. (116) in n→ 0 limit becomes equivalent to the stability conditions Eq. (46)
and Eq. (48) of the paramagnetic solution m = 0 as it should.
Here we see that the 2nd term on the r.h.s of Eq. (116), which is due to the interaction
part of the free-energy, vanishes in two cases (i) p > 2 (ii) p = 2 with non-linear potential with
2Taking ∂mb on both sides of the last equation of Eq. (97) we find δab =
∑
c
∂h∗c
∂mb
(Qab − mamb) thus
− ∂2sent[Qˆ,mˆ]
∂ma∂mb
∣∣∣
{ma=0}
=
∂h∗a
∂mb
∣∣∣
{ma=0}
= Q−1ab .
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the flatness V ′(δ) = 0. Remarkably in these cases the matrix becomes independent of λ and
its the eigen values are simply the inverse of the eigen values of the matrix Qab. We expect
the latters are positive for physical solutions. 3 This is very interesting because including
the regime of large enough λ, especially the disorder-free case λ =
√
M , where we naturally
expect crystalline order as the true equilibrium phase, paramagnetic phase m = 0 (for which
Qab = δab due to the spin normalization) and also the glassy phase with m = 0 (for which
Qab 6= δab) remains locally stable against crystallization for the two cases: (i) and (ii).
Contrarily, in the case of p = 2 without the flat potential the m = 0 solution cannot be
stable against crystallization if λ/
√
M is finite in M → ∞ limit, including the in particular
the disorder-free case λ =
√
M . Thus in these cases the quenched disorder is necessary to
realize the glass phases. The range of the stability of the liquid Qab = δab and glass phase
Qab 6= δab with a given λ must be examined analyzing the eigenvalues of Eq. (116).
Finally we note that the situation can change in systems with finite connectivity. The
supercooled paramagnetic phase can disappear for sufficiently large λ. In the context of
statistical inference problems this is an important issue because one has to find the hidden
crystalline state (ground truth) in the immense sea of wrong solutions (glasses) [48].
6 Linear potential: connection to the standard p-spin Ising/spherical
spinglass models and the random energy model
Let us discuss here the simplest case, the linear potential given by Eq. (12) which reads,
V (x) = Jx. (118)
The interaction part of the free-energy given by Eq. (109) becomes,
−Fint[Qˆ, mˆ] = eλ(βJ)
∑
am
p
a+
(βJ)2
2
∑n
a,b=1 Q
p
ab (119)
then we find
− βF
NM
= ∂nsn|n=0 sn = sent(Qˆ, mˆ) + λ(βJ)
∑
a
mpa +
(βJ)2
2
α
p
∑
a,b
Qpab (120)
where sent(Qˆ, mˆ) is given in Eq. (99) for the continuous spin case and Eq. (102) for the Ising
case. This is exactly the same as those of the standard p-spin Ising/spherical spinglass models
with M = 1 but with global couplings [4, 9, 49] by choosing α/p = 1/2. Note that such a
correspondence has been known for the case of a p = 2 continuous spin model with global
coupling [39].
Let us summarize below some important known results of the p-spin spinglass models. The
case p = 2 with the Ising spin corresponds to the SK (Sherrington-Kirkpatrick) model [47]. It
exhibits a continuous phase transition from the paramagnetic to the spinglass phase accom-
panying the continuous replica symmetry breaking (RSB) [50] while the spherical version of it
exhibits a continuous phase transition but without RSB [51]. The SK model is the standard
mean-field model for spinglasses [22, 52]. On the other hand p > 2 system exhibit 1 step
3 For instance note that in the case of the continuous spins the entropic part of the free-energy has a term
ln det(Qˆ) with ma = 0 (see Eq. (99)). Thus the eigenvalues of the matrix Qab are needed to be positive.
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RSB [4, 5, 9] with a discontinuous transition from the paramagnetic to the spinglass phase.
These models show the essence of the glass phenomenology such as the dynamical and static
glass transitions so that they are regarded as prototypical theoretical model to capture the
physics of structural glasses [2, 8, 11, 53]. Among the latter models those with the Ising spin
exhibit yet another glass transition to enter the continuous RSB phase at lower tempera-
tures [54]. In the p→∞ limit of the Ising case, the random energy model is recovered [4].
We emphasize that the result given by Eq. (120) is valid also in the disorder-free limit
λ/
√
M = 1. Indeed in sec. 4 we have shown that the random energy model is recovered in
the disorder-free limit. Thus the disorder-free model have sufficient amount of self-generated
disorder to realize glass transitions. The supercooled paramagnetic state and the glass phase
which emerge there are stable against crystallization for p > 2 as discussed in sec. 5.3. In
the case p = 2, however, we have to invoke the quenched disorder to suppress the crystalline
(ferromagnetic) states. (This amount to yield nothing but the SK model for the Ising spins
and spherical SK model for the continuous spins mentioned above.)
7 Replica symmetric (RS) ansatz
For the rest of the present paper we study glass transitions of our model, which emerge within
the supercooled paramagnetic phase with no crystalline order m = 0. And we limit our selves
with the continuous spin models for the rest of the present paper. In the present section
and in the next section we derive some generic results within the replica symmetric (RS) and
replica symmetry breaking (RSB) ansatz. We apply these schemes to systems with non-linear
potentials in later sections.
Our starting point is the free-energy functional given by Eq. (85) which reads,
−βf [Qˆ] = −βF [Qˆ]
NM
= ∂n sn[Qˆ]
∣∣∣
n=0
(121)
with Eq. (86) which reads,
sn[Qˆ] ≡ 1
2
ln det(Qˆ)− α
p
Fint[Qˆ]
−Fint[Qˆ] ≡ exp
1
2
n∑
a,b=1
Qpab
∂2
∂ha∂hb
 n∏
a=1
e−βV (δ+ha)
∣∣∣∣∣∣
{ha=0}
(122)
Here Fint represents the interaction part of the free-energy. For the entropic part in Eq. (86)
we used the expression given by Eq. (77) and we omitted irrelevant constants n2 +
n
2 ln(2pi)
for simplicity.
The pressure given by Eq. (15) can be computed as,
Π = − p
α
∂βf [Qˆ]
∂δ
= − ∂
∂δ
∂nFint|n=0 . (123)
and similarly the distribution function of the gap given by Eq. (17) as,
g(r) = − p
α
δβf [Qˆ]
δ(−βV (r)) = −
δ
δ(−βV (r)) ∂nFint|n=0 . (124)
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Before passing let us recall the discussion in sec 3.3.2 and sec. 5.3 that the supercooled
paramagnetic m = 0 states and glassy states of the model is locally stable against crystal-
lization if p > 2. But for the case p = 2 we must have the flatness V ′(δ) = 0 or quenched
disorder. Although we may not mention these points often in the following, we must keep
these in our minds.
7.1 Formulation
In the replica symmetric (RS) ansatz we assume the following form of the overlap matrix
parametrized by a single parameter q,
QRSab = (1− q)δab + q. (125)
Note that diagonal part Qaa = 1 reflects the spin normalization.
7.1.1 Free-energy
First let us compute the free-energy given by Eq. (121) -Eq. (122) within the RS ansatz.
Using Eq. (125) we find,
ln detQˆRS = ln[1 + (n− 1)q] + (n− 1) ln(1− q) (126)
so that the entropic part of the free-energy is obtained as
1
2
∂n ln detQˆ
RS
∣∣∣∣
n=0
=
1
2
(
q
1− q + ln(1− q)
)
. (127)
The interaction part of the free-energy is obtained as,
−Fint[QˆRS] = exp
1
2
n∑
a,b=1
[(1− qp)δab + qp] ∂
2
∂ha∂hb
 n∏
a=1
e−βV (δ+ha)
∣∣∣∣∣∣∣
{ha=0}
= exp
1
2
qp
n∑
a,b=1
∂2
∂ha∂hb
 n∏
a=1
exp
(
1
2
(1− qp) ∂
2
∂h2a
)
e−βV (δ+ha)

∣∣∣∣∣∣∣
ha=0
= γqp ⊗ (γ1−qp ⊗ e−βV (δ))n (128)
where we used the formula
exp
(
a
2
∂2
∂h2
)
A(h) = γa ⊗A(h) (129)
and the following short hand notations: γa(x) is a Gaussian with zero mean and variance
a [55],
γa(x) =
1√
2pia
e−
x2
2a , (130)
by which we write a convolution of a function A(x) with the Gaussian as,
γa ⊗A(x) ≡
∫
dy
e−
y2
2a√
2pia
A(x− y) =
∫
DzA(x−√az) (131)
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where ∫
Dz . . . ≡
∫
dz
e−
z2
2√
2pi
· · · (132)
Collecting the above results we obtain the variational free-energy given by Eq. (121)–
Eq. (122) within the RS ansatz as
−βfRS(q) = ∂nsRS(q)|n=0 = 1
2
(
q
1− q + ln(1− q)
)
+
α
p
∫
Dz0 ln
∫
Dz1e−βV (δ−
√
1−qpz1−√qpz0)
(133)
7.1.2 The saddle point equation
The saddle point equation for the order parameter q is obtained as,
0 =
∂(−βfRS(q))
∂q
=
1
2
q
(1− q)2 −
α
p
pqp−1
2
∫
Dz0
(∫ Dz1(e−βV (x))′∫ Dz1e−βV (x)
)2∣∣∣∣∣∣
x=δ−√1−qpz1−√qpz0
=
1
2
q
(1− q)2G(q) (134)
where we introduced
G(q) ≡ 1− α(1− q)2qp−2
∫
Dz0
(∫ Dz1(e−βV (x))′∫ Dz1e−βV (x)
)2∣∣∣∣∣∣
x=δ−√1−qpz1−√qpz0
(135)
7.1.3 Pressure and distribution of gap
Using Eq. (133) we obtain the pressure Eq. (15) as,
Π =
∫
Dz0
∫ Dz1(e−βV (x))′∫ Dz1e−βV (x)
∣∣∣∣∣
x=δ−√1−qpz1−√qpz0
(136)
and similarly the distribution of the gap given by Eq. (124) as,
g(r) =
∫
Dz0
∫ Dz1δ(x− r)e−βV (x)∣∣∣
x=δ−√1−qpz1−√qpz0∫ Dz1e−βV (x)∣∣x=δ−√1−qpz1−√qpz0
= e−βV (r)
∫
Dz0 γ1−q
p(δ −√qpz0 − r)∫ Dz1e−βV (x)∣∣x=δ−√1−qpz1−√qpz0 (137)
which is properly normalized such that
∫
drg(r) = 1. One can also check easily that the ’virial
equation’ given by Eq. (18) for the pressure is satisfied, as it should be.
7.2 The liquid phase : q = 0 solution
Apparently q = 0 representing the liquid state is always a solution of the RS saddle point
equation given by Eq. (134) for p ≥ 2. The stability of the solution must be examined by
studying the eigenvalues of the Hessian matrix reported in the appendix B.1.
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7.2.1 p = 2 case
From the results in appendix B.1 we find for the q = 0 solution for p = 2,
M1 = 2− 2α
(
γ1 ⊗ (e−βV (δ))′
γ1 ⊗ e−βV (δ)
)2
(138)
M2 = M3 = 0 (139)
from which we find the eigenvalues of the Hessian matrix as (see Eq. (383)),
λR = λL = λA = 2− 2α
(
γ1 ⊗ (e−βV (δ))′
γ1 ⊗ e−βV (δ)
)2
(140)
which vanishes at,
αc(δ) =
(
γ1 ⊗ (e−βV (δ))′
γ1 ⊗ e−βV (δ)
)−2
=
∫ dz√2pie−z2/2(e−βV (δ−z))′∫
dz√
2pi
e−z2/2e−βV (δ−z)
−2 (141)
For α < αc(δ), the eigenvalues are positive so that the q = 0 solution is stable but it becomes
unstable for α > αc(δ).
Interestingly we see that at the critical point α = αc(δ), q = 0 solves also G(q) = 0 (see
Eq. (135)). Since q 6= 0 solution must solve G(q) = 0, this suggests a possibility of continuous
phase transition at the critical point such that q 6= 0 solution emerges continuously. The
situation is similar to the Sherrington-Kirkpatrick model which exhibits a continuous spinglass
transition at the d’Almeida-Thouless (AT) instability [56] line.
7.2.2 p > 2 case
For p > 2, using the results reported in appendix B.1, we find λR = λL = λA = 2 > 0 (see
Eq. (383)) so that the q = 0 solution is always stable. Thus contrary to the p = 2 model, we
find the liquid phase described by the q = 0 RS solution is always (meta)stable. The situation
is very similar to the usual p-spin spherical spinglass models [9]. Then we are naturally lead to
consider the possibility of a discontinuous glass phase represented by 1 step replica symmetry
breaking (1RSB) much as the usual p-spin SG models (see sec 6) including the random energy
model (see sec. 4)). The latter is the standard random first order (RFOT) scenario [8, 53]
which is established theoretically for the hardspheres in the d→∞ limit [14].
8 Replica symmetry breaking (RSB) ansatz
Here we continue the previous section and obtain some generic results based on the replica
symmetry breaking (RSB) ansatz for the M -component continuous vector spin system with
generic potential V (x).
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8.1 Parisi’s ansatz
We assume the following structure of the glass order parameter in the glass phase which is
the Parisi’ ansatz [50]. It reads,
Qk−RSBab = q0 +
k+1∑
i=1
(qi − qi−1)Imiab =
k+1∑
i=0
qi(I
mi
ab − Imi+1ab ) (142)
where Imab is a kind of generalized (’fat’) identity matrix of size n × n composed of blocks of
size m×m. (see Fig. 3) The matrix elements in the diagonal blocks, are all 1 while those in
the off-diagonal blocks are all 0. The Parisi’s matrix has a hierarchical structure such that
1 = mk+1 < mk < . . . < m1 < m1 < m0 = n (143)
which becomes
0 = m0 < m1 < . . . < mk < mk+1 = 1 (144)
in the n → 0 limit. The expression given by Eq. (142) becomes valid also for the diagonal
part by introducing
qk+1 = 1, (145)
which reflects the normalization of the spins. Let us note that we may sometimes extend the
labels m’s in Eq. (144) introducing an additional label mk+2 just for conveniences. In the last
equation of Eq. (142), I
mk+2
ab = 0.
Note that the replica symmetric (RS) ansatz corresponds to k = 0. Thus we should be
able to recover the results discussed in the previous section 7 by taking k = 0 in the following.
The Parisi’s ansatz describes the hierarchical organization of the free-energy landscape
in glass phases. The value of the matrix elements which belong to the off-diagonal part but
most close to the diagonal, namely qk, is interpreted as the self-overlap of the glassy states or
the Edwards-Anderson order parameter qEA [21]. Within the RS ansatz discussed in sec 7,
qEA = q.
In the k →∞ limit, the matrix elements can be parametrized by a function q(x) defined
in the range 0 ≤ x ≤ 1 (See Fig. 3 d)). It encodes the information of the self and mutual
overlaps among glassy metastable states. For instance, it is known that [57,58] the probability
distribution function P (q) of the overlap q between two independently sampled thermalized
spin configurations, say Sa and Sb,
P (q) = 〈δ(q − qab)〉 qab = 1
NM
N∑
i=1
M∑
µ=1
(Sa)µi (S
b)µi (146)
where 〈. . .〉 is meant for the thermal average, can be related to the q(x) function as,
P (q) =
dx(q)
dq
(147)
where x(q) is the inverse of q(x). In general the Edwards-Anderson parameter qEA appears
as a plateau height q(x1) = qEA of the q(x) function in some range x1 < x < 1 (where x1
corresponds to mk, See Fig. 3 d)). This leads to a delta-peak ∝ δ(q − qEA) in the overlap
distribution function P (q). On the other hand, the behavior of the q(x) function at 0 < x < x1
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encodes non-trivial features of the distribution function P (q) of the mutual overlaps between
different glassy metastable states. See [59] for more discussions on the physical consequences
of the Parisi’s ansatz.
Finally let us note that ’Jamming’ simply means disappearance of thermal fluctuations
within glassy states due to tightening of constraints. This means the self-overlap saturates to
1 , qEA = qk = q(x1)→ 1.
1
1
0
0
1
1
mi
mi
n
n
a) b) c)
d)
1
mi
mi
n
n
qi
mi+1
mi+1
qi
qi 1
qi 1
x
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Figure 3: Parametrization of the Parisi’s matrix a) the ’fat’ identity matrix Imiab b) Parisi’s
order parameter matrix given by Eq. (142) c) the hierarchy of the sizes mi of the sub-matrices
d) the q(x) function with 0 < n < 1.
8.2 Free-energy
Let us evaluate the free-energy given by Eq. (121) -Eq. (122) using the above ansatz. To
compute the entropic part of the free-energy one needs to evaluate ln detQˆk−RSB. Given the
hierarchical structure of the Parisi’s matrix, one can obtain it in a recursive fashion and one
finds [60],
ln detQˆk−RSB = ln
1 + k∑
j=0
(mj −mj+1)qj
 (148)
+ n
k∑
i=0
(
1
mi+1
− 1
mi
)
ln
1 + k∑
j=i
(mj −mj+1)qj −miqi
 (149)
Remembering that m0 = n we find,
∂n ln detQˆ
k−RSB
∣∣∣
n=0
=
q0
G0
+
1
m1
lnG0 +
k∑
i=1
(
1
mi+1
− 1
mi
)
lnGi (150)
with
Gi = 1 +
k∑
j=i
(mj −mj+1)qj −miqi i = 0, 1, . . . , k (151)
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which implies
qi = 1−Gk +
k∑
j=i+1
1
mj
(Gj −Gj−1) i = 0, 1, . . . , k (152)
The interaction part of free-energy can also be evaluated in a recursive fashion [55]. One finds,
−Fint[Qˆk−RSB] =
k+1∏
l=0
exp
Λl
2
n∑
a,b=1
Imlab
∂2
∂ha∂hb
 n∏
a=1
e−βV (δ+ha)
∣∣∣∣∣∣∣
{ha=0}
=
k∏
l=0
exp
Λl
2
n∑
a,b=1
Imlab
∂2
∂ha∂hb
 n∏
a=1
g(mk+1, ha)
∣∣∣∣∣∣∣
{ha=0}
(153)
where we introduced
Λ0 ≡ λ0
Λi ≡ λi − λi−1 i = 1, 2, . . . , k + 1 (154)
with
λi ≡ qpi . (155)
In the 2nd equation of Eq. (153) we used I
mk+1=1
ab = δab and introduced
g(mk+1, h) ≡ γΛk+1 ⊗ e−βV (h) =
∫
Dzk+1e−βV (h−
√
Λk+1zk+1) (156)
where we used the formula given by Eq. (129).
The expression given by Eq. (153) naturally motivates a family of functions g’s which obey
a recursion relation,
g(ml, h) = e
Λl
2
∂2
∂h2 g
ml
ml+1 (ml+1, h) = γΛl ⊗ g
ml
ml+1 (ml+1, h) (157)
=
∫
Dzlg
ml
ml+1 (ml+1, h−
√
Λlzl) (158)
for l = 0, 1, . . . , k. Then it is easy to see that
−Fint[Qˆk−RSB] = γΛ0 ⊗
(
γΛ1 ⊗ (. . . γΛk ⊗ gmk(mk+1, δ) . . .)m1/m2
)m0/m1
= . . .
= γΛ0 ⊗
(
γΛ1 ⊗ gm1/m2(m2, δ)
)m0/m1
= γΛ0 ⊗ gm0/m1(m1, δ)
= g(m0, δ) (159)
Equivalently we can introduce a related family of functions f ’s,
f(m,h) ≡ − 1
m
ln g(m,h) (160)
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which follows a recursion relation,
e−mif(mi,h) = γΛi ⊗ e−mif(mi+1,h) =
∫
Dzie−mif(mi+1,h−
√
Λizi) (161)
for i = 0, 1, . . . , k + 1 with the boundary condition,
e−mk+1f(mk+1,h) =
∫
Dzk+1e−mk+1βV (h−
√
Λk+1zk+1). (162)
where mk+1 = 1. We may also express the boundary condition as,
f(mk+2, h) = βV (h). (163)
by introducing mk+2 just as an additional label for convenience. Remembering that m0 = n
we find the interaction part of the free-energy becomes,
−∂nFint[Qˆk−RSB]
∣∣∣
n=0
= ∂m0g(m0, δ)
∣∣
m0=n=0
= −f(m0 = 0, δ)
= γΛ0 ⊗ (−f(m1, δ)) = −
∫
Dz0f(m1, δ −
√
Λ0z0) (164)
Finally collecting the above results we obtain the free-energy within the k-RSB ansatz as,
−βfk−RSB[Qˆ] = 1
2
q0
G0
+
1
2
1
m1
lnG0 +
1
2
k∑
i=1
(
1
mi+1
− 1
mi
)
lnGi
+
α
p
∫
Dz0(−f(m1, δ −
√
Λ0z0)) (165)
8.2.1 k = 0 case: RS
Let us check if k = 0 case recovers the result we obtained previously for the replica symmetric
(RS) ansatz.
−βf0−RSB(q0) = 1
2
q0
(1− q0) +
1
2
ln(1− q0) + α
p
∫
Dz0 ln
∫
Dz1e−βV (Ξ(δ,q0) (166)
with
Ξ(δ, q0) = δ −
√
1− qp0z1 −
√
qp0z0 (167)
where we used G0 = 1− (m1 −m0)q0 and that m0 = 0 and m1 = 1. In the 2nd equation we
used Eq. (162). The result agrees with Eq. (133) as it should.
8.2.2 k = 1 case: 1 RSB
For the k = 1 RSB case we find,
−βf1−RSB(q0, q1,m1) =
1
2
q0
1−m1q0 + (m1 − 1)q1 +
1
2
1
m1
ln(1−m1q0 + (m1 − 1)q1) + 1
2
(
1− 1
m1
)
ln(1− q1)
+
α
p
1
m1
∫
Dz0 ln
∫
Dz1
[∫
Dz2e−βV (Ξ(δ,q0,q1)
]m1
(168)
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with
Ξ(δ, q0, q1) = δ −
√
qp0z0 −
√
qp1 − qp0z1 −
√
1− qp1z2. (169)
where q0 and q1 must be determined through the saddle point equations which we discuss in
sec. 8.4.2.
An important quantity is the complexity or the configurations entropy Σ(f), which de-
scribes the exponentially large number of states ∝ eNΣ(f)df with free-energy density between
f and f + df in the glass phase. Using Monasson’s prescription [61], which is equivalent to
the approach based on the Franz-Paisi’s potential [62, 63], one can construct the complexity
function Σ(f) treating m = m1 as a parameter;
Σ∗(m) = m2∂mβf1−RSB(q0, q1,m) (170)
βf∗(m) = ∂m(mβf1−RSB)(q0, q1,m) (171)
Thus extremization of the free-energy with respect to m, 0 = ∂mβf1−RSB(q0, q1,m) amounts
to force the complexity to vanish Σ∗(m) [61].
We readily find the following explicit expressions,
βf∗(m1) = −1
2
q0
1−m1q0 + (m1 − 1)q1 −
1
2
ln(1− q1)
− 1
2
(
− m1q0
[1−m1q0 + (m1 − 1)q1]2 +
1
1−m1q0 + (m1 − 1)q1
)
(q1 − q0)
− α
p
∫
Dz0
∫ Dz1 [∫ Dz2e−βV (Ξ(δ,q0,q1))]m1 ln [∫ Dz2e−βV (Ξ(δ,q0,q1))]∫ Dz1 [∫ Dz2e−βV (Ξ(δ,q0,q1))]m1 (172)
and
Σ∗(m1) =
1
2
ln[1−m1q0 + (m1 − 1)q1]− 1
2
ln(1− q1)
+
α
p
∫
Dz0 ln
[∫
Dz1
[∫
Dz2e−βV (Ξ(δ,q0,q1))
]m1]
+ m1
{
−1
2
(
− m1q0
[1−m1q0 + (m1 − 1)q1]2 +
1
1−m1q0 + (m1 − 1)q1
)
(q1 − q0)
−α
p
∫
Dz0
∫ Dz1 [∫ Dz2e−βV (Ξ(δ,q0,q1))]m1 ln [∫ Dz2e−βV (Ξ(δ,q0,q1))]∫ Dz1 [∫ Dz2e−βV (Ξ(δ,q0,q1))]m1
 (173)
8.2.3 k =∞ case: continuous RSB
In the limit k →∞, the overlap matrix Qˆ is parametrized by a function q(x) with n < x < 1.
Then Eq. (149) becomes,
ln detQˆ∞−RSB = ln
(
1−
∫ 1
n
dxq(x)
)
− n
∫ 1
n
dx
x2
ln
(
1−
∫ 1
x
dyq(y)− xq(x)
)
(174)
From the above expression we find
∂n ln detQˆ
∞−RSB
∣∣∣
n=0
=
q(0)
G(0)
+ lnG(1) +
∫ 1
0
dx
G(x)
(175)
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with
G(x) ≡ 1−
∫ 1
x
dyq(y)− xq(x) (176)
Then the free-energy given by Eq. (165) can be written as,
−βf∞−RSB[Qˆ] = 1
2
[
q(0)
G(0)
+
1
2
lnG(1) +
∫ 1
0
dx
G(x)
]
+
α
p
∫
Dz0(−f(m(0), δ −
√
qp(0)z0)) (177)
where the function f(x, h) obeys,
f˙(x, h) = −1
2
λ˙(x)
[
f ′′(x, h)− x (f ′(x, h))2] , (178)
with
λ(x) ≡ qp(x). (179)
Here and in the following we denote a partial derivative with respect to the 1st argument by
a dot, e. g. ∂xf(x, h) = f˙(x, h) and that with respect to the 2nd argument by a dash e. g.
∂hf(x, h) = f
′(x, h). The partial differential equation given by Eq. (178) is the continuous
limit of recursion formula Eq. (161). The boundary condition given by Eq. (162) becomes,
f(1, h) = − ln
∫
Dze−βV (h−
√
1−qp(1)z). (180)
8.3 Variation of the interaction part of the free-energy
Later we will often meet the needs to consider variation of the free-energy. This happens
when we solve the saddle point equation for the order parameters ql’s (sec. 8.4), analyze the
stability of the saddle point solutions (sec. 8.5), compute the pressure Π given by Eq. (123)
and the distribution of the gap g(r) given by Eq. (124). We note that a variation scheme for
continuous RSB has been formulated originally in [64].
8.3.1 Some useful functions
Here we consider a strategy make variation of the interaction part of the free-energy given by
Eq. (153). Within the Parisi’s ansatz it becomes Eq. (164) which reads as, −∂nFint[Qˆk−RSB]
∣∣∣
n=0
=
−f(m0 = n = 0, δ) = −
∫ Dz0f(m1, δ −√Λ0z0).
As we discussed in sec. 8.2, the interaction part of the free-energy is is constructed in
a recursive way and the functions f(mi, h) follows a recursion formula Eq. (161). This fact
naturally motivates us to introduce for 0 ≤ i ≤ j ≤ k + 1,
Pi,j(y, h) ≡ δf(mi, y)
δf(mj , h)
. (181)
Using the chain rule we can write,
Pi,j(y, z) =
∫
dxPi,j−1(y, x)Pj−1,j(x, z). (182)
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where
Pj−1,j(x, z) =
δf(mj−1, x)
δf(mj , z)
= emj−1(f(mj−1,x)−f(mj ,z)
e
− (x−z)2
2Λj−1√
2piΛj−1
(183)
as one can easily find from the recursion relation given by Eq. (161). Then we find a recursion
relation,
Pij(y, z) = e
−mj−1f(mj ,z)γΛj−1 ⊗z
Pi,j−1(y, z)
e−mj−1f(mj−1,z)
(184)
with the ’boundary condition’
Pii(y, h) = δ(y − h). (185)
Here ⊗h stands for a convolution with respect to the variable h. A useful property to note is
that the recursion relation given by Eq. (184) preserves the ’normalization’,∫
dhPi,j(y, h) = 1 (186)
which can be easily proved using Eq. (161).
For a convenience, let us introduce another quantity which is related to Pij(y, h),
P (mj , h) ≡ δf(m0, δ)
δf(mj+1, h)
= P0,j+1(δ, h) =
∫
dxP0,1(δ, x)P1,j+1(x, h) =
∫
Dz0P1,j+1(δ−
√
Λ0z0, h)
(187)
where we used the chain rule, Eq. (183) and set m0 = n → 0. Clearly it follows the same
recursion formula as Eq. (184),
P (mj , h) = e
−mjf(mj+1,h)γΛj ⊗h
P (mj−1, h)
e−mjf(mj ,h)
j = 1, 2, . . . , k + 1 (188)
with the ’boundary condition’
P (m0, h) =
1√
2piΛ0
e
− (δ−h)2
2Λ0 (189)
which follows from Eq. (187) and Eq. (185). The functions P (mi, h) is also normalized such
that ∫
dhP (mi, h) = 1 (190)
reflecting Eq. (186).
In the k →∞ limit, the function P (x, h) can be obtained by solving a differential equation,
P˙ (x, h) =
1
2
λ˙(x)
[
P ′′(x, h)− 2x(P (x, h)pi(x, h))′] (191)
which is the continuous limit of Eq. (188). The boundary condition given by Eq. (189)
becomes,
P (0, h) =
1√
2piqp(0)
e
− (δ−h)2
2qp(0) . (192)
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8.3.2 Distribution of the gap
Now the distribution function of the gap g(r) given by Eq. (124) for the generic k-RSB ansatz
is obtained using Eq. (165), Eq. (163) which reads βV (r) = f(mk+2, r), Eq. (181), Eq. (187)
and Eq. (188) as,
g(r) = − p
α
δβfkRSB[Qˆ
∗]
δ(−βV (r)) =
∫
Dz0 δf(m1, δ −
√
Λ0z0)
δf(mk+2, r)
(193)
=
∫
Dz0P1,k+2(δ −
√
Λ0z0, r) = P (mk+1, r) = e
−βV (r) γΛk+1 ⊗r
P (mk, r)
e−f(mk+1=1,r)
We used mk+1 = 1 in the last equation. It can be seen that g(r) is properly normalized such
that
∫
drg(r) = 1 reflecting Eq. (190). The previous result in the RS case (k = 0) Eq. (137)
can be recovered using Eq. (189), Eq. (161), Eq. (162) in Eq. (193) as expected.
8.3.3 Pressure
The pressure given by Eq. (123) for the generic k-RSB ansatz is obtained using and Eq. (165)
as,
Π = − p
α
∂βfk−RSB[Qˆ∗]
∂δ
= −
∫
Dz0∂f(m1, δ −
√
Λ0z0)
∂δ
=
∫
Dz0pi(m1, δ −
√
Λ0z0). (194)
where we introduced,
pi(m,h) ≡ −f ′(m,h) (195)
Here and in the following the prime stands for taking a partial derivative with respect to the
2nd argument h.
The function pi(m,h) introduced above also follows a recursion formula which can be
obtained using Eq. (161) and Eq. (162) as,
pi(mi, h) = e
mif(mi,h)γΛi ⊗ pi(mi+1, h)e−mif(mi+1,h) (196)
for i = 1, 2, . . . , k with the ’boundary condition’,
pi(mk+1, h) =
∫ Dzk+1(e−βV (h−√Λk+1zk+1))′∫ Dzk+1e−βV (h−√Λk+1zk+1) (197)
The previous result in the RS case (k = 0) given by Eq. (136) can be recovered using Eq. (197)
in Eq. (194).
In the k →∞ limit, the function pi(x, h) ≡ −f ′(x, h) obeys a differential equation,
p˙i(x, h) = − λ˙(x)
2
(
pi′′(x, h) + 2xpi(x, h)pi′(x, h)
)
(198)
which is the continuous limit of Eq. (196) and can be obtained from Eq. (178). The boundary
condition for the latter is given by Eq. (197) which reads,
pi(1, h) =
∫ Dz(e−βV (h−√1−qp(1)z))′∫ Dze−βV (h−√1−qp(1)z) . (199)
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It is instructive to verify that the pressure given by Eq. (194) can be recovered through
the virial equation for the pressure given by Eq. (18). In fact the pressure can be expressed
as,
Π =
∫
dhP (mi−1, h)pi(mi, h) (200)
with any i = 1, 2, . . . , k + 2 ( so that pi =
∫
dhP (x, h)pi(x, h) for any 0 < x < 1 in the k →∞
limit). Using the recursion formulas given by Eq. (188) and Eq. (196) one can check that∫
dhP (mi−1, h)pi(mi, h) =
∫
dh′P (mi, h′)pi(mi+1, h′) so that the r. h. s of the above equation
does not depend on the level i of the hierarchy. The case of the virial equation for the pressure
Π =
∫
drg(r)(−βV ′(r)) given by Eq. (18) corresponds to the case i = k + 2 which can be
seen by noting pi(mk+2, h) = −f ′(mk+2, h) = −βV ′(h) (see Eq. (162)) and Eq. (193). On the
other hand, the case i = 1 corresponds to the expression given by Eq. (194) which can be
seen using Eq. (189).
8.4 Saddle point equations for the order parameters
Here we derive variational equations to determine qi for i = 0, 1, 2, . . . , k. Since qi’s are related
linearly to Gi’s through Eq. (152), the saddle point equations can be written as,
0 =
∂(−βfk−RSB[Qˆ])
∂Gi
=
1
2
[
− q0
G20
δi,0 +
(
1
mi+1
− 1
mi
)(
1
Gi
− 1
G0
)
(1− δi,0)
]
(201)
+
−( 1
mi+1
− 1
mi
) i−1∑
j=0
pqp−1j
∂
∂λj
− 1
mi+1
pqp−1i
∂
∂λi
 α
p
∫
Dz0(−f(m1, δ −
√
Λ0z0))
In the last equation we used Eq. (155) and Eq. (154). As we show in appendix C we find,
− ∂
∂λj
f(mi, y) =
1
2
(mj −mj+1)
∫
dhPi,j+1(y, h)pi
2(mj+1, h) (202)
where Pi,j(y, h) is defined in Eq. (181) and pi(m,h) is defined in Eq. (195)
Collecting the above results we obtain the variational equations as
q0
G20
= κ0
1
Gi
− 1
G0
=
i−1∑
j=0
(mj −mj+1)κj +miκi i = 1, 2, . . . , k (203)
where we introduced
κj ≡ αqp−1j
∫
dhP (mj , h)pi
2(mj+1, h) j = 0, 1, . . . , k (204)
Note that P (mj , h) and pi(mi, h) used here can be obtained by solving the recursion formulas
given by Eq. (188) and Eq. (196) respectively together with their boundary conditions.
Finally we note that for p > 1, q0 = 0 always solves the 1st equation of Eq. (203).
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8.4.1 k = 0 case: RS
Let us check if k = 0 case recovers the result we obtained previously for the replica symmetric
(RS) ansatz. In this case we just need the 1st equation of Eq. (203) which becomes,
q0
(1− q0)2 = αq
p−1
0
∫
dhP (m0, h)(pi(m1, h))
2
= αqp−10
∫
Dz0
(∫ Dz1(e−βV (x))′∫ Dz1e−βV (x)
)2∣∣∣∣∣∣
x=δ−
√
1−qp0z1−
√
qp0z0
(205)
where we used G0 = 1− (m1 −m0)q0 and that m0 = 0 and m1 = 1. In the 2nd equation we
used Eq. (197) and Eq. (189). The result agrees with Eq. (134) as it should.
8.4.2 k = 1 case: 1RSB
For the k = 1 case (1RSB) Eq. (203) becomes, ,
q0
G20
= κ0
1
G1
− 1
G0
= m1(κ1 − κ0) (206)
with
κ0 = αq
p−1
0
∫
dhP (m0, h)pi
2(m1, h)
κ1 = αq
p−1
1
∫
dhP (m1, h)pi
2(m2, h) (207)
After solving the above equations for G0 and G1, the order parameters q0 and q1 can be
obtained as (See Eq. (152)),
q0 = 1−G1 + 1
m1
(G1 −G0)
q1 = 1−G1 (208)
To evaluate κ0 and κ1 in Eq. (207) we need more information. Suppose that we are
given some initial guess for the values of q0 and q1. Then we can recursively obtain functions
f(m2, h) and f(m1, h) (see Eq. (162)) and Eq. (161)) as,
e−m2f(m2,h) =
∫
Dz2e−βV (h−
√
1−qp1z2)
e−m1f(m1,h) =
∫
Dz1e−m1f(m2,h−
√
qp1−qp0z1) (209)
where m2 = 1. Similarly we can recursively obtain functions pi(m1, h) and pi(m2, h) (See
Eq. (196) and Eq. (197)) as,
pi(m2, h) =
∫ Dz2(e−βV (h−√1−qp1z2))′∫ Dz2e−βV (h−√1−qp1z2)
pi(m1, h) = e
m1f(m1,h)
∫
Dz1 pi(m2, h′)e−m1f(m2,h′)
∣∣∣
h′=h−
√
qp1−qp0z1
(210)
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Next we can recursively obtain functions P (m0, h) and P (m1, h) (see Eq. (188) and Eq. (189))
as,
P (m0, h) =
1√
2piqp0
e
− (δ−h)2
2q
p
0
P (m1, h) = e
−m1f(m2,h)
∫
Dz1 P (m0, h′)em1f(m1,h′)
∣∣∣
h′=h−
√
qp1−qp0z1
(211)
With these we are now readily to evaluate κ0 and κ1 using Eq. (207).
To sum up, we can evaluate the 1RSB solution numerically as follows: (0) make some
initial guess for the values of q0 and q1 (1) obtain functions f(m2, h) → f(m1, h) using
Eq. (209) (2) obtain functions pi(m2, h) → pi(m1, h) using Eq. (210) (3) obtain functions
P (m0, h) → P (m1, h) using Eq. (211) (4) Compute κ0 and κ1 using Eq. (207) (4) solve for
G0 and G1 using Eq. (206) and Eq. (207) (5) compute q0 and q1 using Eq. (208) (6) return
to (1). The procedure has to be repeated until the solution converges.
We note that the parameter m1 remains. In order to study the equilibrium state m1 is
fixed by the condition of vanishing complexity Σ(m1) = 0. (See sec. 8.2.2)
8.4.3 k > 1 case
The saddle point equations for a generic finite k-RSB ansatz with some fixed values of 0 <
m1 < m2 < . . . < mk < 1 can be solved numerically generalizing the procedure explained
above.
0. Make some guess for the initial values of qi (i = 0, 1, 2, . . . , k). Then compute Gi for
i = 0, 1, . . . , k using Eq. (151).
1. Compute function f(mi) recursively for i = k + 1, k, . . . , 0 using Eq. (161) with the
boundary condition given by Eq. (163). Compute also functions pi(mi, h) recursively for
i = k, k − 1, . . . , 2, 1 using Eq. (196) with the boundary condition given by Eq. (197).
2. Compute functions P (mi, h) recursively for i = 1, . . . , k + 1 using Eq. (188) with the
boundary condition given by Eq. (189).
3. Compute κi for i = 0, 1, . . . , k using Eq. (204), Gi for i = 0, 1, . . . , k + 1 using using
Eq. (203), qi for i = 0, 1, 2, . . . , k using Eq. (152) and finally Λi for i = 0, 1, . . . , k + 1
using Eq. (154) and Eq. (155).
4. Return to 1.
The above procedure 1-4 must be repeated until the solution converges.
8.4.4 k =∞ case: continuous RSB
In the limit k →∞, the variational equations given by Eq. (203) become,
q(0)
G2(0)
= κ(0) (212)
1
G(x)
− 1
G(0)
= −
∫ x
0
dyκ(y) + xκ(x) (213)
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with
κ(x) ≡ αqp−1(x)
∫
dhP (x, h)pi2(x, h) (214)
From the above equations we can derive some exact identities which become useful later.
Taking a derivative with respect to x on both sides of Eq. (213) and using Eq. (214), Eq. (176),
Eq. (191), Eq. (198), we find after some integrations by parts,
1 = α(p− 1)qp−2(x)G2(x)
∫
dhP (x, h)pi2(x, h) + αpq2(p−1)(x)G2(x)
∫
dhP (x, h)(pi′(x, h))2
(215)
Then taking another derivative on both sides of the above equation we find after some inte-
grations by parts,
0 = (p− 1)qp−3(x)[(p− 2)G2(x)− 2q(x)xG(x)]
∫
dhP (x, h)pi2(x, h)
+ 3p(p− 1)q2p−3(x)G2(x)
∫
dhP (x, h)(pi′(x, h))2
+ pq2(p−1)(x)(−2xG(x))
∫
dhP (x, h)(pi′(x, h))2
+ p2q3(p−1)(x)G2(x)
∫
dhP (x, h)
[
(pi′′(x, h))2 − 2x(pi′(x, h))3
]
. (216)
8.5 Stability of the kRSB solution
Stability of the k(≥ 1)-RSB ansatz must be examined by studying the eigenvalues of the
Hessian matrix. As we note in appendix B.2, there is a residual replica symmetry within each
of the inner-core part of the replica groups. Here we do not study the complete spectrum of
the eigen-modes of the Hessian matrix but focus on the so called replicon eigenvalue λR which
is responsible for the replica symmetry breaking of the residual replica symmetry.
8.5.1 k = 1 case: 1RSB
For the k = 1 case we find from Eq. (397),
λR =
2
(1− q1)2 − 2
α
p
∫
dhP (m1, h)
[
p(p− 1)qp−2(pi(m2, h))2 + (pqp−1)2(pi′(m2, h))2
]
(217)
where m2 = 1. Here we used pi(x, h) ≡ −f ′(x, h) defined in Eq. (195). The functions pi(m2, h)
and P (m1, h) are given by Eq. (210) and Eq. (211) respectively.
The vanishing on λR signals the Gardner’s transition [54]: instability to further breaking
of the replica symmetry.
8.5.2 k =∞ case: continuous RSB
From Eq. (397) we find for k =∞, by which mk → 1,
λR =
2
G(1)2
− 2α
p
∫
dhP (1, h)
[
p(p− 1)qp−2(pi(1, h))2 + (pqp−1)2(pi′(1, h))2
]
(218)
where we used pi(x, h) ≡ −f ′(x, h) defined in Eq. (195) and G(1) = 1−q(1) which follows from
Eq. (176). Now using the exact identity given by Eq. (215) which holds for the continuous
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RSB system, we find it vanishes exactly: λR = 0. Thus the continuous RSB solution is
marginally stable.
9 Quadratic potential
Now we are ready to study specific problems with non-linear potentials V (x) and continuous
spins. First let us briefly examine the simplest one,
V (x) =

2
x2  > 0. (219)
As we show below it is already a non-trivial problem. To see this it is useful to expand the
interaction part of the free-energy given by Eq. (122) in power series of the order parameter,
−∂nFint|n=0
= ∂n
n(β)2
2
(1 + δ2) + δ2
(β)2
2
∑
ab
Qpab +
(β)2
2
∑
ab
Q2pab
+
2
3
(β)3
∑
abc
QpabQ
p
bcQ
p
ca + . . .

∣∣∣∣∣∣∣
n=0
(220)
In contrast to the case of the linear potential discussed in sec 6, higher order terms of Qpab
appears. Thus even with p = 2, for which system remains RS for the linear potential case
(spherical SK model [51]), one can expect that the quadratic potential allows RSB since the
above expression is somewhat similar to the interaction part of the free-energy of the 2 + p
spherical model [65], which exhibits various types of RSB.
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Figure 4: The q(x) function of the quadratic potential with p = 2, δ = 1.0, α = 2 for which
Tc/ =
√
2− 1 = 0.414... a) linear plot : T/ = 0.00625, 0.0125, 0.025, 0.05, 0.25, 0.3, 0.35, 0.4
from top to bottom. The points represent the solution of the continuous RSB equation
(obtained by solving the recursion formulas with k = 200 steps). b) double logarithmic of the
function 1− q(x) vs x.
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In the present paper we do not explore the whole phase diagram but let us show the
existence of continuous RSB for the p = 2 case. From Eq. (141) we find the critical point,
αc(δ) =
(
1 +
1
β
)2
|δ|−2 (221)
which implies the glass transition temperature,
Tc(α, δ) =
√
α|δ| − 1. (222)
Above the critical temperature, i. e. T > Tc the q = 0 RS solution (liquid phase) is valid (sec.
7.2). One naturally expects continuous glass transition takes place at Tc.
We solved numerically the continuous RSB equation approximated by k-step RSB (With
k = 200) recursion formulas with appropriate boundary conditions as explained in sec. 8.4.3.
In Fig. 4 we show the continuous RSB solution obtained numerically for the case of p = 2,
α = 2 and δ = 1.0 at various temperatures below Tc/ =
√
2 − 1 = 0.414... As expected the
glass transition takes place continuously. Moreover it accompanies continuous RSB as evident
in the figure. The q(x) function has a plateau q(x) = q1 for some range x1 < x < 1. The
plateau height q1 is interpreted as the self-overlap of the glassy states or the Edwards-Anderson
order parameter qEA [21] while the continuous part at x < x1 describes the hierarchical
organization of the glassy states [59].
Finally let us consider stability of the glass phase against crystallization. From the analysis
in sec. 5.3 we know that for the case p = 2 the flatness of the potential V ′(δ) = 0 is needed to
ensure the locally stability against crystallization in the disorder-free model. In the case of the
quadratic potential Eq. (219) the condition is met only for δ = 0. However the above results
imply αc(δ = 0) =∞. Thus for the p = 2 case with the quadratic potential, we cannot avoid
using the disordered model given by Eq. (6) in order to allow the desired glass transition.
The free-energy functional of the disordered model is given by Eq. (109) with Eq. (110). The
solution we obtained just above amount to assume m = 0. Such a solution is certainly locally
stable for the fully disordered case λ/
√
M = 0 and presumably also for small enough λ (see
Eq. (116)).
10 Hardcore potential
We will now focus on the continuous spin system subjected to a more strongly non-linear
potential, namely soft/hardcore potential,
V (x) = x2θ(−x)  > 0, (223)
which becomes a hardcore potential in the limit →∞. Much as in hardspheres [13,16] we can
expect jamming qEA → 1, i. e. vanishing of the thermal fluctuation due to tightening of the
constraints. This would happen in two ways: by decreasing δ or increasing α (connectivity).
In the context of the coloring problems decreasing δ is analogous to decreasing the number of
colors allowed to use (see Fig. 1 a)).
Note that in the special case p = 1 and with fully disordered choice λ/
√
M = 0 in Eq. (6),
the model becomes identical to the perceptron problem [43]. Recent works [35, 37] have
established that the universality class of the jamming in the perceptron model with δ < 0 is
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the same as that of hardspheres [16]. We wish to clarify if the same universality holds for
p ≥ 2 or not.
The soft/hardcore potential defined above is flat such that V ′(x) = 0 for x > 0.Thus
for δ > 0, the supercooled paramagnetic phase and glassy phases are locally stable against
crystallization even in the p = 2 system (See Eq. (46), Eq. (48) and Eq. (116)). In contrast,
if δ < 0 and p = 2, the quenched disorder is needed to allow the glassy phases. For p > 2,
the the supercooled paramagnetic states and glassy states are always locally stable against
crystallization. In the following we study both δ > 0 and δ < 0 assuming m = 0 but we
should keep these points in our mind.
Below we closely follow the analysis done on hardspheres in d → ∞ limit [16] and find
indeed that many aspects are quite similar to those found there, especially at jamming.
10.1 Replica symmetric solution
Let us first study the RS solution discussed in sec. 7 in the case of the hardcore model.
10.1.1 Free-energy
For the hardcore potential we find the RS free-energy given by Eq. (133) as,
−βfRS(q) = 1
2
(
q
1− q + ln(1− q)
)
+
α
p
∫
Dz0 ln Θ
(
δ −√qpz√
2(1− qp)
)
(224)
where we introduced a function Θ(x)
Θ(x) ≡
∫ x
−∞
dz√
pi
e−z
2
= γ1/2 ⊗ θ(x) =
1
2
(1 + erf(x)), (225)
with erf(x) being the error function,
erf(x) =
2√
pi
∫ x
0
dye−y
2
= −erf(−x), (226)
which behaves for x→∞ as,
erf(x) = 1− 1√
pi
e−x2
x
(
1− 1
2x2
+
3
(2x2)2
+ . . .
)
. (227)
This implies,
Θ(x) '
 12 e
−x2
(−x)√pi
[
1− 1
2x2
+ 3
(2x2)2
+ . . .
]
x→ −∞
1 x→∞
(228)
The function G(q) defined in Eq. (135) becomes,
G(q) = 1− α(1− q)2qp−2 1
2(1− qp)
∫
Dz0 r2(x)
∣∣∣
x=
δ−
√
qpz0√
2(1−qp)
(229)
where we introduced,
r(x) ≡ Θ
′(x)
Θ(x)
=
e−x2√
pi
/Θ(x) (230)
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Figure 5: Liquid phase (RS solution with q = 0) of the hardcore model: a) behavior of the
pressure Π and b) the distribution of the gap g(r). Note that these are independent of p.
which behaves asymptotically as,
r(x) '
 −2x
(
1− 1
2x2
+ 3
(2x2)2
+ . . .
)−1
x→ −∞
0 x→∞
(231)
10.1.2 q = 0 RS solution and its stability
Within the liquid state q = 0, the p-dependence disappears. The pressure given by Eq. (136)
is obtained as,
Π =
1√
2
r(δ/
√
2) =
1√
2
Θ′(δ/
√
2)
Θ(δ/
√
2)
(232)
As shown in the left panel of Fig. 5, the pressure monotonically increases by decreasing δ as
expected. We display in the right panel of Fig. 5 b) the behavior of the distribution of gap
given by Eq. (137) which becomes,
g(r) =
θ(r)
Θ(δ/
√
2)
e−
(δ−r)2
2√
2pi
(233)
We see that the peak around r = 0 develops by decreasing δ as expected.
As we found in sec. 7.2 q = 0 solution is always stable for p > 2 body interactions. For
the p = 2 case, we find the q = 0 solution becomes unstable for α > αc(δ) with
αc(δ) = 2r
−2(δ/
√
2) = 2
(
Θ′(δ/
√
2)
Θ(δ/
√
2)
)−2
(234)
which is obtained from Eq. (141). The critical line αc(δ) is displayed in Fig. 6.
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10.1.3 Jamming within the RS ansatz
It is possible to look for glass transition within the RS ansatz by looking for q 6= 0 solution
of the RS saddle point equation given by Eq. (134), which must solve G(q) = 0. In sec 10.4.1
we will examine the phase diagram within the RS ansatz for p = 2 case. Here we instead
focus on the jamming limit where the EA order parameter saturates qEA = q → 1 signaling
vanishing of the thermal fluctuations.
The location of the jamming point can be analyzed as follows. We find G(q) given in
Eq. (229) becomes in the limit q → 1,
lim
q→1
G(q) = 1− α
2p
lim
q→1
(1− q)
∫
Dz0 r2(x)
∣∣∣
x=
δ−z0√
2(1−qp)
= 1− α
p2
∫ ∞
0
dy√
2pi
e−(δ+y)
2/2y2 (235)
In the last equation we used the asymptotic behavior of the function r(x) given in Eq. (231).
Thus we find the jamming line α = αj(δ),
αj(δ) =
p2∫∞
0
dy√
2pi
e−(δ+y)2/2y2
(236)
which is also displayed in Fig. 6.
The pressure given by Eq. (136) becomes for the hardcore model,
Π =
1√
2
∫
Dz0 r(x)
∣∣
x=
δ−
√
qpz0√
2(1−qp)
q→1−−−→
∫ ∞
δ
Dz0 (z0 − δ)√
1− qp ∝
1√
1− q (237)
where we used the asymptotic expansion given by Eq. (231). Thus as expected the pressure
diverges by jamming (see Fig. 7 b)).
Next let us examine the distribution of the gap given by Eq. (137) which becomes for the
hardcore model,
g(r) = θ(r)
∫
Dz0γ1−q
p(δ −√qpz0 − r)
Θ
(
δ−√qpz0√
2(1−qp)
) . (238)
The behavior in the jamming limit q → 1 can be viewed in the following two ways (see Fig. 7
c)) much as in the case of hardspheres [16],
1. For fixed finite r, sending q → 1, we find
lim
q→1
g(r) = θ(r)
e−
(δ−r)2
2√
2pi
(239)
This is because γ1−qp(δ − √qpz0 − r) becomes a delta function in the q → 1 limit and
limX→∞Θ(X) = 1.
2. In the vanishing region around r = 0 parametrized as r = (1− qp)λ we find a different
behavior as follows. Assuming q ∼ 1 we find for r > 0,
g(r) ∼
∫ ∞
δ
dz0√
2pi
e
− (δ−z0−r)2
2(1−qp)
2pi(
√
1− qp)2
√
pi|X|eX2
∣∣∣
X=
δ−
√
qp
2
√
1−qp
q→1,fixedλ−−−−−−−→ 1
1− qp
∫ ∞
0
dy√
2pi
e−
(δ+y)2
2 ye−λy λ =
r
1− qp (240)
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In the 1st equation we dropped contribution from
∫ δ
−∞ dz0.. which can be neglected
compared with the contribution from
∫∞
δ dz0.. and used the asymptotic behavior of the
error function given ny Eq. (227) which implies Θ(−X) ∼ e−X
2
2
√
piX
for X ≫ 1. Thus in
the jamming limit q → 1 we find diverging peak in the “contact region” around r = 0
whose height diverging as 1/(1− q) and the width vanishing as 1− q.
10.2 k-step RSB solution
We study now the k-RSB solution discussed in sec. 8 in the case of the hardcore model.
10.2.1 Inputs
Here we present some necessary inputs to study the glass phase and jamming of the hardcore
model within generic k-RSB ansatz. Within the k-RSB ansatz, jamming means qEA = qk → 1
(see sec 8.1). With the following inputs, 1RSB solution can be obtained following sec. 8.4.2
and generic k-RSB solution can be obtained following sec. 8.4.3.
For the hardcore potential given by Eq. (223) we find
f(mk+1, h) = − ln Θ
(
h√
2Λk+1
)
(241)
where Θ(x) is defined in Eq. (225). Then
pi(mk+1, h) =
1√
2Λk+1
Θ′
(
h√
2Λk+1
)
Θ
(
h√
2Λk+1
) (242)
The functions f(mi, h) and pi(mi, h) are determined via recursion formulas given by Eq. (161)
and Eq. (196) using the boundary values obtained above.
It is useful to study the asymptotic behavior of the functions f(mi, h) and pi(mi, h) in the
limit h → −∞ both for numerical and analytical purposes. Using Eq. (225) and Eq. (227)
and the recursion formula given by Eq. (161) one finds for i = 1, 2, . . . , k + 1,
f(mi, h) =
{
0 h→∞
h2
2Λ˜i
h→ −∞ pi(mi, h) =
{
0 h→∞
− h
Λ˜i
h→ −∞
where we introduced,
Λ˜i ≡
k+1∑
j=i
mjΛj . (243)
Note that Λ˜k+1 = mk+1Λk+1 = Λk+1 = 1− qpk. In the continuous limit k →∞ this implies,
f(x, h) =
{
0 h→∞
h2
2Λ˜(x)
h→ −∞ pi(x, h) =
{
0 h→∞
− h
Λ˜(x)
h→ −∞ (244)
with
Λ˜(x) = 1−
∫ 1
x
dyλ(y)− xλ(x). (245)
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with λ(x) = qp(x) defined in Eq. (179).
The above observation suggests us to introduce a function j(mi, h) defined as,
−f(mi, h) ≡ − h
2
2Λ˜i
θ(−h) + j(mi, h). (246)
From Eq. (161) we find that the function j(mi, h) follows a recursion relation,
j(mi, h) =
1
mi
ln
∫
dyKi,i+1(h, y)e
mij(mi+1,y) (247)
with
Ki,i+1(y, h) ≡ 1√
2piΛi
exp
[
−(h− y)
2
2Λi
− mi
2
y2
Λ˜i+1
θ(−y) + mi
2
h2
Λ˜i
θ(−h)
]
(248)
and the boundary condition,
j(mk+1, h) = ln Θ
(
h√
2Λk+1
)
+
h2
2Λ˜k+1
θ(−h) (249)
Correspondingly one finds that Eq. (196) becomes,
pi(mi, h) =
∫
dypi(mi+1, y)Ki,i+1(h, y)e
mi(j(mi+1,y)−j(mi,y)) (250)
10.2.2 Rescaled quantities useful close to jamming
Let us show below how to modify the numerical algorithm in sec 8.4.3 to solve the continuous
RSB equations close to jamming, where qEA = qk → 1. To this end let us first introduce
several rescaled quantities.
As mentioned above jamming within the k-RSB ansatz means
∆ ≡ 1− qk → 0. (251)
Then it is convenient to introduce the following rescaled quantities,
γi =
Gi
∆
(i = 0, 1, 2, . . . , k) (252)
with Gi being defined in Eq. (151). Note that
γk = 1 (253)
since Gk = 1− qk = ∆. We replace 0 = m0 < m1 < m2 < . . . < mk < mk+1 = 1 by,
yi =
mi
∆
(i = 0, 1, 2, . . . , k, k + 1). (254)
In terms of these we can write (Eq. (152)),
qi = 1−∆ +
k∑
j=i+1
1
yj
(γj − γj−1) (i = 0, 1, 2, . . . , k) (255)
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which in turn implies
γi = γi+1 + yi+1(qi+1 − qi) (i = 0, 1, 2, . . . , k − 1) (256)
Let us also introduce,
fˆ(yi, h) = ∆f(mi, h) jˆ(yi, h) = ∆j(mi, h) pˆi(yi, h) = ∆pi(mi, h) (i = 1, 2, . . . , k+1)
(257)
Then Eq. (246) becomes
−fˆ(yi, h) = −h
2
2
1
Λˆi
θ(−h) + jˆ(yi, h) (258)
with
Λˆi ≡ Λ˜i
∆
=
k+1∑
j=i
yjΛj Λj = q
p
j − qpj−1 (259)
where we used Eq. (243), Eq. (154) and Eq. (155). The recursion given by Eq. (247) and
Eq. (250) become,
jˆ(mi, h) =
1
yi
ln
∫
dh′Ki,i+1(h, h′)eyijˆ(yi+1,h
′)
pˆi(yi, h) =
∫
dh′pˆi(yi+1, h′)Ki,i+1(h, h′)eyi(jˆ(yi+1,h
′)−jˆ(yi,h′)) (260)
for i = 0, 1, . . . , k while Eq. (248) becomes
Ki,i+1(h
′, h) ≡ 1√
2piΛi
exp
[
−(h− h
′)2
2Λi
− yi
2
(h′)2
Λˆi+1
θ(−h′) + yi
2
h2
Λˆi
θ(−h)
]
(261)
The boundary condition given by Eq. (249) and Eq. (242) become,
jˆ(yk+1 = 1/∆, h) = ∆ ln Θ
 h√
2∆Λˆk+1
+ h2
2Λˆk+1
θ(−h) ∆→0−−−→ 0
pˆi(yk+1 = 1/∆, h) =
∆√
2∆Λˆk+1
Θ′(x)
Θ(x)
∣∣∣∣
x= h√
2∆Λˆk+1
∆→0−−−→ −h
p
θ(−h) (262)
Here we used Eq. (257) and the asymptotic expansions Eq. (228) and Eq. (231). We also used
Eq. (259) and Eq. (154) which imply Λˆk+1 = Λ˜k+1/∆ = Λk+1/∆ = (1− qpk)/∆
∆→0−−−→ p.
On the other hand the recursion formula given by Eq. (188) becomes
P (yj , h) = e
−yj fˆ(yj+1,h)γΛj ⊗h
P (yj−1, h)
e−yjf(yj ,h)
j = 1, 2, . . . , k + 1 (263)
and the boundary condition given by Eq. (189) becomes,
P (y0, h) =
1√
2piΛ0
e
− (δ−h)2
2Λ0 Λ0 = q(0)
p (264)
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Finally Eq. (203) and Eq. (204) become,
q0
γ20
= ακˆ00
1
γi
− 1
γ0
= α
 i−1∑
j=0
(yj − yj+1)κˆ0j + yiκˆ0i
 i = 1, 2, . . . , k (265)
κˆ0i ≡ qp−1i
∫
dhP (yi, h)pˆi
2(yi+1, h) i = 0, 1, 2, . . . , k (266)
10.2.3 Algorithm to solve the continuous RSB equations close to jamming
The saddle point equations for a generic finite k-RSB ansatz with some fixed values of 0 <
m1 < m2 < . . . < mk < 1 can be solved numerically as explained in sec. 8.4.3. We can modify
it using the rescaled quantities.
0. Make some guess for the initial values of qi (i = 0, 1, 2, . . . , k).
1. Compute ∆ as ∆ = 1− qk.
2. Given ∆ we have yi = mi/∆ (i = 1, 2, . . . , k). Note that y0 = 0 and yk+1 = 1/∆. Then
compute γi for i = 0, 1, . . . , k − 1 using Eq. (256). Note that γk = 1.
3. Compute jˆ(yi, h) and pˆi(yi, h) recursively for i = k, . . . , 1 using Eq. (260) with the
boundary condition given by Eq. (262).
4. Compute functions P (mi, h) recursively for i = 1, . . . , k + 1 using Eq. (263) with the
boundary condition given by Eq. (264).
5. Compute κˆ0i for i = 0, 1, . . . , k using Eq. (266), γi for i = 0, 1, 2, . . . , k using using
Eq. (265) and finally qi for i = 0, 1, 2, . . . , k using Eq. (255). Finally compute Λi and Λˆi
for i = 1, 2, . . . , k + 1 using Eq. (259).
6. Return to 1.
The above steps 1-6 must be repeated until the solution converges.
10.2.4 Algorithm to look for the jamming point
We can also look for the k-RSB solution for a given, fixed ∆. This can be seen as the following.
In the step 5 of the procedure explained above we obtain γk using Eq. (265) but γk = 1. Thus
Eq. (265) for i = k can be considered as an equation to determine α = α(∆). In particular,
the jamming point αj(δ) via k-RSB ansatz can be determined by choosing ∆ = 0.
10.3 Jamming criticality
Let us discuss properties of the system approaching the jamming in the case of continuous
RSB, i. .e. k → ∞. As mentioned in sec. 8.1, we expect the q(x) function of the continuous
RSB solution has a continuous part for some range x < x1 and a plateau q(x) = q(x1) = qEA
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for x1 < x < 1. Jamming means qEA = q(x1)→ 0 in the continuous RSB. For a convenience
we define,
∆(x) ≡ 1− q(x). (267)
Then jamming implies ∆1 = 1 − q(x1) → 0. We discuss below properties of the system
encoded in the continuous RSB solution in the vicinity of the core x → x1 which encodes
physical properties of the system in the deepest part of the energy landscape.
In the following we will find results very similar to those found in the hardspheres in
d → ∞ [16] where it was shown that continuous RSB solution gives a qualitatively different
result from finite k-RSB ansatz concerning the scaling behavior approaching jamming.
10.3.1 Scaling ansatz at the core x→ x1 in the jamming limit ∆1 → 1.
Following [16] and [35] we consider the following scaling ansatz at the core x → x1 in the
jamming limit ∆1 → 0,
∆(x)/∆1 ' (x/x1)−κ (268)
with an exponent κ > 0.
From Eq. (191) and Eq. (198) we have,
P˙ (x, h) =
λ˙(x)
2
[
P ′′(x, h)− 2x(P (x, h)pi(x, h))′] (269)
p˙i(x, h) = − λ˙(x)
2
[
pi′′(x, h) + 2xpi(x, h)pi′(x, h)
]
(270)
Based on the asymptotic behavior of the function pi(x, h) given in Eq. (244) we expect,
P (x, h) ' 1√
2piλ(x)
e−(δ−h)
2/2λ(x) h→ +∞ (271)
and
P˙ (x, h) =
λ˙(x)
2
[
P ′′(x, h) + 2
x
Λ˜(x)
(P ′(x, h)h+ P (x, h))
]
h→ −∞ (272)
For x→ x1 and ∆1 → 0 we can assume,
λ˙(x) ' −p∆˙(x) Λ˜(x) ' pG(x) G(x) ' κ
κ− 1x∆(x) (273)
which follow from Eq. (179), Eq. (245), Eq. (267) and Eq. (268). Then assuming P (x, h) '
A(x)eB(x)h−C(x)h2/2 for x→ x1 one finds, A ∝ ∆−(1−1/κ), B ∝ ∆−(1−1/κ) and C ∝ ∆−2(1−1/κ).
This implies the following scaling form for x→ x1,
P (x, h) ∼ ∆−κ−1κ P0(h∆−
κ−1
κ ) h→ −∞ (274)
with some scaling function P0(x).
To sum up we can expect the following three regimes [35] [16] for x→ x1:
(0) h→ −∞: Eq. (274) and Eq. (244) read,
P (x, h) ∼ ∆−c/κP0(h∆−c/κ) pi(x, h) ∼ − hΛ˜(x) (275)
with
c = κ− 1 (276)
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(1) h ∼ 0 (intermediate regime)
P (x, h) ∼ ∆−a/κP1(h∆−b/κ) pi(x, h) ∼ ∆
b/κ
Λ˜(x)
pi1(h∆
−b/κ) (277)
(2) h→∞: Eq. (271) (λ(x)→ 1 for x→ x1 and q(x1)→ 1) and Eq. (244) implies
P (x, h) ∼ P2(h) pi(x, h) ∼ 0 (278)
In the above equations P0(x),P1(x),pi1(x) and P2(x) are some smooth functions and a, b, c, κ
are some exponents. In the following we assume that these exponents are all positive.
Now we can make the following observations:
1. Matching between (0) and (1): assuming
P0(u) ∝ uθ u→ 0 (279)
P1(u) ∝ (−u)θ u→ −∞ (280)
the following relation is needed,
∆−c/κ(h∆−c/κ)θ ∼ ∆−a/κ(h∆−b/κ)θ (281)
which implies
θ =
c− a
b− c . (282)
We also find
pi1(u) ∼ −u u→ −∞ (283)
must hold.
2. Matching between (1) and (2): assuming
P1(z) ∝ z−α z →∞ (284)
P2(z) ∝ z−α z → 0 (285)
we find the following relation is needed to eliminate the dependence on ∆,
α =
a
b
(286)
3. Analysis on the intermediate regime h ∼ 0: Plugging Eq. (277) in Eq. (269) and using
Eq. (273) we find, the contribution from the 1st term on the r.h.s. scales are (∆−b/κ)2
while those from the 2nd term on the r.h.s and the term on the l.h.s scales like ∆−1.
Thus in order to have a non-trivial solution we need,
b
κ
=
1
2
. (287)
by which we can eliminate b. Now we are left with two exponents a and c = κ − 1.
Furthermore plugging Eq. (277) in Eq. (269) and Eq. (270) we find the following two
ordinary differential equations,
a
κ
P1(z) +
z
2
P ′1(z) =
p
2
P ′′1 (z)−
c
κ
(P1(z)pi1(z))
′ (288)(
1
2
− c
κ
)
pi1(z)− 1
2
zpi′1(z) =
p
2
pi′′1(z) +
c
κ
pi1(z)pi
′
1(z) (289)
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which are subjected to the boundary condition
P1(z) =
{
(−z)θ z → −∞
z−α z →∞ pi1(z) =
{
−z z → −∞
0 z →∞ (290)
One can check that the differential equations given by Eq. (289) with the boundary
condition given by Eq. (290) is consistent with the scaling relations for θ and α given
by Eq. (282) and Eq. (286).
Here we notice that the apparent dependence on p in Eq. (289) can be formally elimi-
nated by the following replacement,
z√
p
→ z P1(z)√
p
→ P1(z) pi1(z)√
p
→ pi1(z) (291)
This means that if we find a solution for the p = 1 case, the solutions for other values of
p can be obtained as well using Eq. (291) in the reversed manner. Importantly such a
solution satisfies the same desired asymptotic behaviors given by Eq. (290). This implies
the universality does not change with p.
However as pointed out in [16] the above equations do not completely solve the problem.
We are left with the exponent a undetermined while other quantities P1(z), pi1(z) and
the exponent c can be obtained in a form parametrized by a. (All other exponents are
fixed given a and c.) Then the final task to fix the value of the exponent a which can be
done using the exact identity given by Eq. (216). The latter reads in the limit x → x1
and q(x1) = q(x1)→ 1
0 = (p− 1)
∫
dhT1(h) +
∫
dhT2(h) (292)
where we defined,
T1(h) ≡ [(p− 2)G2(x1)− 2x1G(x1)]P (x1, h)pi2(x1, h)
+ 3pG2(x1)P (x1, h)(pi
′(x1, h))2 (293)
T2(h) ≡ p(−2x1G(x1))P (x1, h)(pi′(x1, h))2
+ p2G2(x1)P (x1, h)
[
(pi′′(x1, h))2 − 2x1(pi′(x1, h))3
]
. (294)
We notice that the contribution of (p−1) ∫ dhT1(h) into Eq. (292) vanishes for the p = 1
case accidentally but not for p > 1. Thus we must carefully examine whether
∫
dhT1(h)
remain relevant in the jamming limit ∆1 = ∆(x1)→ 0 or not.
We examine contributions of the integrals
∫
dhT1(h) and
∫
dhT2(h) from the regimes
(1) h→ −∞ and (2) h ∼ 0. In the regime (3) h→∞ pi(x, h) ∼ 0 as Eq. (278) so we do
not need to consider the regime (3). Using Eq. (275), Eq. (276), and Eq. (273) we find
for the regime (0) h→ −∞,∫
regime(0)
dhT1(h) ∼ − 2
p2
x1
c
κ
∆
−(1−c)/κ
1
∫ ∞
0
dtP0(−t)t2∫
regime(0)
dhT2(h) ∼ 0 (295)
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where we took leading terms for the jamming limit ∆1 → 0. Similarly using Eq. (277),Eq. (287)
and Eq. (273) we find for the regime (1) h ∼ 0,∫
regime(1)
dhT1(h) ∼ ∆1/2−a/κ
∫ ∞
−∞
dzP1(z)
[
3
p
(pi′1(z))
2 − 2
p2
x1
c
κ
pi21(z)
]
∫
regime(1)
dhT2(h) ∼
∆−(1+a)/κ
∫ ∞
−∞
dzP1(z)
[
(pi
′′
(z))2 − 2 c
κ
1
p
{
(pi′1(z))
3 + (pi′(z))2
}]
(296)
Collecting the above results we find the most relevant contribution in the jamming limit
∆1 → 0 is given by
∫
regime(1) dhT2(h) as long as the exponents a, c are positive. It means
that we must satisfy,∫ ∞
−∞
dzP1(z)
[
(pi
′′
(z))2 − 2 c
κ
1
p
{
(pi′1(z))
3 + (pi′(z))2
}]
= 0 (297)
Again we find the apparent p dependence can be formally eliminated by the replacement
given by Eq. (291).
Based on the above analysis we can conclude that the critical exponents and the scaling
functions P1(z), and pi1(z) does not dependent on p, i. .e. super-universal. The expo-
nents are a = 0.29213.., b = 0.70787...,c = 0.41574..., α = 0.41269..,θ = 0.42311... and
κ = 1.41574... [16].
10.3.2 Divergence of the pressure
The pressure can be expressed as Eq. (200) which reads,
Π =
∫
dhP (x, h)pi(x, h) (298)
where x can be chosen arbitrary. Using the scaling ansatz given by Eq. (275) and Eq. (273)
at the core x→ x1 and jamming ∆1 → 0 we find contribution from largely negative region of
h becomes∫ 0
−∞
dh
(
−1
p
)
κ− 1
κ
h
∆1
∆−c/κP0(h∆
−c/κ
1 ) ∼ cnt∆−1/κ cnt =
1
p
κ− 1
κ
∫ ∞
0
dtP0(−t)t.
(299)
Similarly we can analyze contribution from the region h ∼ 0 using Eq. (277), and Eq. (273)∫
dh
1
p
h
∆1
∆
−a/κ
1 P1(h∆
−b/κ) ∝ ∆−a/κ. (300)
If a < 1, which is the case (a = 0.29213...), the latter gives a only sub-dominant contribution.
To sum up we find, the ’cage size’ ∆1 vanishing in the jamming limit Π→∞ as,
∆1 ∝ Π−κ (301)
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10.3.3 Distribution of gap
For the hardcore model the distribution of the gap g(r) within the k-RSB ansatz given by
Eq. (193) reads,
g(r) = θ(r)
∫
Dz
P (mk, r −
√
1− qpkz)
Θ
(
r−
√
1−qpkz√
2(1−qpk)
) (302)
1. For fixed finite r, sending qk → 1, we find,
g(r) = θ(r)P (mk, r) (303)
where we used limX→∞Θ(X) = 1. This is a generalization of the RS (k = 0) result
given by Eq. (239).
In the k →∞ limit, the scaling behavior of P (x, h) close to the core x→ x1 as described
by Eq. (275) and Eq. (277) in the region vanishing in the jamming limit ∆1 → 0 implies
development of a delta peak δ(r). On the other hand, we have the scaling behavior
P (x, h) ∼ h−α for fixed h ∼ 0+ as given by Eq. (285) with α = a/b given by Eq. (286).
These observations implies,
g(r) ∼ δ(r) + cntθ(r)r−α, (304)
where cnt is some numerical factor.
2. In the vanishing region around r = 0 parametrized as r = (1− qpk)λ we find, Assuming
qk ∼ 1 we find for r > 0,
g(r) ∼ 1
1− qpk
∫ ∞
0
dyP (mk,−y)ye−λy λ = r
1− qpk
(305)
This is a generalization of the RS (k = 0) result given by Eq. (239).
Now in the k → ∞ limit we have the scaling behavior P (x, h) ∼ ∆−c/κP0(h∆−c/κ) for
h < 0 in Eq. (275). Using this for x→ x1 we find,
g(r) ∼ 1
p
1
∆
1/κ
1
∫ ∞
0
dtP0(−t)te
− t
p
r
∆
1/κ
1 (306)
where we used c = κ− 1 and 1− qpk ' p∆1 for ∆1 → 0.
Using the above result we can evaluate the fraction of interactions or contacts which is
closed. For any small but finite  we have,∫ 
0
drg(r) =
∫ ∞
0
dtP0(−t)
∫ t/(p∆1/κ1 )
0
dse−s →
∆1→0
∫ ∞
0
dtP0(−t) (307)
Thus in the jamming limit, the fraction of closed contact given by Eq. (19) can be
expressed as,
fclosed = lim
→0
∫ 
0
drg(r) =
∫ ∞
0
dtP0(−t) (308)
Note that here the lower limit of the integration is set to 0 because of the hardcore
constraint.
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10.3.4 Isostaticity
Let us consider whether isostaticity discussed in sec. 2.3 holds in the jamming limit in the
present model. The condition of isostaticity given by Eq. (21) becomes in the M →∞ limit
with α = c/M fixed at jamming ∆1 → 0 becomes,
1 =
α
p
∫ ∞
0
dtP0(−t) (309)
where we used Eq. (308).
Actually using the exact identity given by Eq. (215) which holds for the continuous RSB
together with the scaling behavior given by Eq. (275) in the h < 0 region and the relation
Λ˜(x) ' pG(x) given by the 2nd equation of Eq. (273) which hold close to the core x→ x1 at
jamming ∆1 → 0 we find,
1 =
α(p− 1)
p2
∫ 0
−∞
dh∆
−c/κ
1 P0(h∆
−c/κ
1 )h
2 +
α
p
∫ 0
−∞
dh∆
−c/κ
1 P0(h∆
−c/κ
1 ) →
∆1→0
α
p
∫ ∞
0
dtP0(−t)
(310)
Thus we see that the isostaticity holds at jamming. Note that the term which is proportional
to p − 1 apparently violates the isostaticity but it scales as ∆2c/κ1 and becomes irrelevant in
the jamming limit ∆1 → 0 as long as c/κ > 0.
10.4 Detailed analysis on the p = 2 case
Let us take here the p = 2 case and study the model more in detail to work out the phase
diagram and behavior of physical quantities. The following analysis is valid for the disorder-
free model in the range δ > 0 because of the flatness of the potential as we noted at the
beginning of sec 10. We have found that the system exhibit continuous transition to anti-
ferromagnetic phase for δ < 0 at Tc given by Eq. (57). We have to suppress the anti-
ferromagnetic phase using the disordered model in order to realize the glassy phases for
δ < 0.
10.4.1 RS solution
For the p = 2 case, we find from Eq. (234) that the paramagnetic solution q = 0 becomes
unstable at the critical point αc(δ). Then we are naturally led to examine the possibility of
the q 6= 0 solution. Within the RS ansatz, it must solve G(q) = 0 (see Eq. (134)), where the
function G(q) for the hardcore model is given by Eq. (229). Expanding G(q) up to order O(q2)
we find,
0 = G(q) = 1− α
αc(δ)
[
1− 2q + (2− 2x0 − r0)q2
]
+O(q4) (311)
where
x0 ≡ δ√
2
r0 ≡ r(x0) = Θ
′(x0)
Θ(x0)
(312)
The above equation can be solved for q to find,
q =
1
2
− 1
4
(
1 + x0 +
r0
2
)
2 +O(3)  ≡ α
αc(δ)
− 1 (313)
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Thus we find that q 6= 0 solution emerges at the critical point α = αc(δ), where the q = 0
solution becomes unstable, and the EA order parameter q grows continuously increasing α.
In Fig. 6 we show the phase diagram for the p = 2 hardcore model within the RS ansatz.
The glass transition line α = αc(δ) is given by Eq. (234). The jamming line α = αj(δ) is given
by Eq. (236).
 0
 2
 4
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 8
 10
 12
 14
-0.4 -0.2  0  0.2  0.4
 
↵
Liquid q = 0
glass q 6= 0
Figure 6: The phase diagram of the p = 2 body hardcore model within the replica symmetric
(RS) ansatz: q > 0 RS solution emerges continuously at the lower curve which represents
α = αc(δ) given by Eq. (234). The value of the order parameter saturates q → 1 approaching
the upper solid line α = αj(δ) given by Eq. (236), which is the jamming line within the RS
ansatz. The lower curve coincides with the AT line above which the RS solution becomes
unstable. The dotted line is the jamming line obtained by the continuous RSB solution which
is discussed later.
In Fig. 7, we display an example of a set of solutions of the RS saddle point equation
given by Eq. (134) with Eq. (229) for a α = 4 with varying δ. As shown in the panel a),
the glass order parameter q emerges continuously at the critical point δc ∼ 0.51 (determined
by αc(δc) = 4, see Fig. 6) and increases by decreasing δ and saturates to q = 1 approaching
the jamming point δj ∼ −0.47065 (determined by αj(δ) = 4, see Fig. 6) There we also show
the behavior of the pressure given by Eq. (237) which diverges approaching the jamming
and evolution of g(r) given by Eq. (238) which develops a diverging contact peak at r = 0
approaching the jamming.
Finally let us examine the stability of this solution. From the result reported in appendix
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Figure 7: Glass phase of the hardcore model within the RS ansatz (here we choose α = 4):
a) behavior of the order parameter q, b) inverse of the pressure Π, c) the distribution of the
gap g(r). The line labeled as jamming is for δj ∼ −0.47065.
B.1.3 we find the replicon eigenvalue λR of the RS solution as,
λR =
2
(1− q)2R(q) (314)
R(q) = 1− α
2(1 + q)2
∫
Dz0
(
r2(x)(1− q2) + 4q2x2r2(x) + xr3(x) + r
4(x)
4
)
x=
δ−
√
qpz0√
2(1−qp)
(315)
= 1− α
αc(δ)
[
1− 2q + 1
2
(5r20 + 16r0x0 + 12x
2
0 + 2)q
2 +O(q3)
]
(316)
In the last equation we made an expansion in series of q which can be obtained by using
r′(x) = −2xr(x) − r2(x) which follows from Eq. (230). Comparing the function G(q) in
Eq. (311) and R(q) in Eq. (316) we notice that they are identical up to O(q) but different in
the O(q2) terms. Using Eq. (313) in Eq. (316) we find up to O(2),
λR =
2
(1− q)2A(x0)
2 A(x) =
1
4
− x
2
− r(x)
4
− 5
8
r2(x)− 2xr(x)− 3
2
x2 (317)
It turns out that A(x) is a monotonically decreasing function of x. Using the asymptotic
behavior of the function r(x) given in Eq. (231) one can find limx→−∞A(x) = −1/4. Thus
we find that the replicon eigenvalue is definitely negative meaning that the RS solution is
unstable for α > αc(δ). We also checked numerically, solving G(q) = 0 for q and evaluating
λR (Eq. (315)) that this is indeed the case in the whole regime of α > αc(δ). Thus the replica
symmetry must be broken for α > αc(δ).
Remarkably the situation is very similar to the Sherrington-Kirkpatrick (SK) model for
the spin glasses [47, 56, 59]. To summarize we find the liquid solution described by the q = 0
RS solution which becomes unstable approaching the critical point αc(δ) where all eigenvalues
of the Hessian matrix vanish. It immediately means divergence of the so called spin-glass sus-
ceptibility and negative divergence of non-linear compressibility d2p/dδ2 much as the spinglass
transition of the SK model [52, 59]. The line α = αc(δ) is the equivalent of the d’Almeida-
Thouless (AT) line [56]. Beyond the transition point, going into the glass phase, we have to
consider breaking of the replica symmetry. [50,66,67].
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10.4.2 RSB solution
Finally let us study the glass phase of the p = 2 hardcore model using the RSB ansatz. Here
we use the softcore potential given by Eq. (14) and extend the analysis to finite temperatures.
Using Eq. (141) and evaluating the integral numerically using the softcore potential we can
easily find the plane α = αc(δ, T ) where the AT instability λR = 0 occurs. The result is shown
in Fig. 8 where the AT plane is indicated as ’AT’. The zero temperature limit of it agrees with
the AT line of the hardcore model shown in Fig. 6 as it should be. The AT plane separates
the liquid phase (paramagnet) with q = 0 on its left hand side and glass the glass phase on
the right hand side.
Next let us examined the 1RSB ansatz on the glass side of the AT plane. We solved
the 1RSB equations numerically following the scheme explained in sec. 8.4.2 to obtain q(x1)
assuming q0 = 0. Note that q0 = 0 always solves the saddle point equation for p > 1
as we mentioned in sec. 8.4. We found q(x1) emerges continuously starting from the AT
plane, as expected. Then we evaluated the complexity Σ∗(m1) numerically (see sec. 8.2.2)
and determined m1 where the complexity vanishes. We examined the stability of the 1RSB
solution by evaluating the replicon eigenvalue λR of the 1RSB solution given by Eq. (217). As
shown in Fig. 8. we have two planes indicated as ’G1’ and ’G2’ where the replicon eigenvalue
vanishes suggesting the Gardner’s transition [54]. We found ’G1’ plane merges with the AT
plane at higher temperatures as can be seen in the figure. The 1RSB solution is stable above
these Gardner planes but become unstable below them.
Below the Gardner planes and on the right on the glass side of the AT plane we naturally
expect continuous RSB. Indeed we obtain the continuous RSB solution (approximated by
k = 200 RSB) as shown in Fig. 9 where we show some examples of the q(x) functions obtained
at T = 0 (hardcore limit). We obtained the result using the scheme explained in sec. 8.4.3
together with the inputs for the hardcore case shown in sec. 10.2.1. As can be seen in Fig. 9
a), we found the continuous RSB solution with nonzero q(x) function emerges continuously
starting from the AT line α = αc(δ) as expected.
Using the scheme explained in sec. 10.2.4 we obtained the jamming line α = αj(δ) of the
hardcore model and the result is displayed in Fig. 8 at the bottom. It is also shown in Fig. 6
where we can see that the RS ansatz overestimates the jamming line. Quite interestingly we
find in Fig. 8 that the two Gardner planes ’G1’ and ’G2’ merges onto the the jamming line
in the zero temperature limit. The geometry of the phase diagram is very different from that
of the hardspheres [68] where there is only one Gardner line. We analyzed the criticality of
jamming q(x1) → 1 of the hardcore model ( →∞), i. e. α → α−J (δ) at T = 0. As shown in
Fig. 9 b), we find power law behavior 1−q(x) ∝ x−κ with the expected exponent κ = 1.4157...
This confirms the scaling argument presented in sec. 10.3.1 establishing that the jamming of
the present model belong to the same universality class as that of the hardspheres [16].
The liquid phase q = 0 at T = 0 can be regarded as an easy SAT region where the space
of the solutions to satisfy the hard constraints ( → ∞), i. e. the manifold of the ground
states are continuously connected. The glass phase at T = 0 with 0 < q(x1) < 1 can be
regarded as hard SAT phase where the manifold of the ground states splits into clusters. The
major difference with respect to the case of usual discrete coloring [32] is that the transition
is continuous and the clustering is hierarchical reflecting the continuous RSB. The region
α > αj(δ) is the UNSAT region where the hard constraint cannot be satisfied.
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Figure 8: Phase diagram of the soft/hardcore model (p = 2). On the plane AT separating
the liquid (RS) and glass (RSB) the d’Almeida-Thouless (AT) instability occurs. The 1RSB
solution becomes unstable below the two planes G1 and G2 on which the Gardner transition
occurs. The G1 plane separates from the AT plane at finite temperatures. The red line on
the bottom represents the jamming line α = αj(δ) at T = 0.
11 Conclusions
In the present paper we developed a family of exactly solvable large M -component vectorial
Ising/continuous spin systems with p-body interactions which exhibit glass transitions by the
self-generated randomness. We also established a connection between the disorder-free model
and a completely disordered spin glasses model by constructing a model which interpolates
the two limits. We showed that the supercooled paramagnetic states and glassy states are
locally stable against crystallization under certain conditions, namely either 1) p > 2 or
2) the interaction potential V (x) has a flatness. In those cases the quenched disorder is
unnecessary to enable the glassy phases. Otherwise the quenched disorder is needed to enable
glass transitions suppressing the crystalline phases. We developed a replica formalism to solve
the problems exactly in the M →∞ limit.
We applied the scheme to explicitly analyze the continuous spin models with the two types
of non-linear potentials: the quadratic and soft/hardcore potential. In both cases we found
continuous RSB so that the free-energy landscape is marginal as indicated by vanishing of
the replicon eigenvalue λR = 0. Interestingly this happens even with the p = 2 continuous
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Figure 9: The q(x) function of the hardcore model with p = 2, δ = 0 for which αc = 1.5708..
and αj = 6.732... a) α = 1.6, 1.8, 2.0, 2.2, 2.4, 2.6, 2.8, 3.0, 4.0, 5.0, 6.0, 6.5, 6.6, 6.7 from the
bottom to the top. b) The straight line represents the power law fit ax−κ with κ = 1.4157,
the same exponent as that for the hardspheres [16].
spin model in contrast to the case of the linear potential. However there is an important
difference between the two models that the criticality approaching jamming exists in the
hardcore model but not in the quadratic model. This is evident in Fig. 4 where one can
see that the q(x) function of the quadratic model does not develop any power law behaviors
approaching jammming q(x1) → 1 (T → 0) in sharp contrast to that of the hardcore model
shown in Fig. 9. Critical jamming implies mechanical marginality which is reflected, for
instance, as avalanche like responses to perturbations [69–73]. Possible relation between the
landscape marginality and mechanical marginality is an interesting open question [36, 69, 70,
72]. In the hardcore model, using the continuous RSB solution we found that the isostaticity
holds at jamming and the universality of it turned out to be the same as hardspheres for
all values of p establishing the superniversality. This observation extend the result on the
perceptron [35,37] which corresponds to p = 1.
Although we limited ourselves to the case M →∞ in the present paper, systematic 1/M
expansions are possible. Such an approach has been conducted in the case of p = 2 continuous
spin model with the linear potential, where RSB does not take place [74, 75]. This would be
an alternative, analytically tractable approach to analyze systems on tree-like lattices of finite
connectivity (Bethe lattice) where mean-field approach should remain valid. So far such
systems remained hard to be analyzed by the the replica approach [76] so that the cavity
approach is usually preferred which however is limited to 1RSB at the moment [77]. An
advantage of the 1/M expansion approach is that one can analyze the system almost as easily
as the globally coupled systems so that one can construct continuous RSB explicitly as we
have done in the M →∞ limit, which may become necessary deep in the glassy phases [54].
It will be interesting to study, for example, how the nature of jamming change if M becomes
finite. To what extent such mean-field results would remain useful for finite dimensional
systems where the lattices are no more like trees, remains of course as an outstanding open
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problem.
We expect our results provide a useful basis to formulate theoretical approaches to study
glass transitions of rotational degree of freedoms. For example it is natural to study glass
transitions of particulate systems with rotational degrees of freedom such as patchy colloids
and ellipsoids (Fig. 1 c)) extending the present work. Another interesting problem is to study
the apparently disorder-free spinglass transitions realized in some frustrated magnets [29,30]
(Fig. 1 b)). Continuous constrained satisfaction problems such as the continuous coloring
problem (Fig. 1 a)) and related statistical inference problems can also be studied in similar
frameworks.
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A Density functional approach
In this appendix we discuss an alternative derivation of the free-energy functional given by
Eq. (85) using a density functional approach closely following the study on the hardspheres
[14–16].
A.1 Spin liquid
Let us introduce ’spin’ density defined as,
Nρ(S) =
N∑
i=1
δ(S− Si) (318)
where δ(S) is the delta function in the spin-space which satisfies
∫
S dSδ(S) = 1. Let us also
introduce the Mayer function,
f(S1,S2, . . . ,Sp) = e
−βV (S1,S2,...,Sp)−1 = −1+exp
−βV
δ − 1√
M
M∑
µ=1
p∏
l=1
(Sl)
µ

 . (319)
A convenient strategy is to write the free-energy as,
e−βF =
∫
D[ρ(S)]e−βF [ρ(S)] (320)
where we introduced a functional F [ρ],
e−βF [ρ(S)] ≡
∫
S
N∏
i=1
dSi
∏
<i1,i2,...,ip>
e−βV (Si1 ,Si2 ,...,Sip )δ
ρ(S)−N−1 N∑
i=1
δ(S− Si)
 (321)
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with
∫ D[ρ(S)] being a functional integration over ρ(S) > 0 and δ[. . .] is a functional delta
function.
To obtain the functional F [ρ] one can follow the standard step of the liquid theory
[45]: one defines first a free-energy F [φ(S)] of the system with modified Hamiltonian H =∑
<i1,i2,...,ip>
V (Si1 ,Si1 , . . . ,Sip) +
∫
S dSρ(S)φ(S) then perform a Legendre transformation to
obtain a free-energy as functional of the spin density F [ρ(S)] = F [φ(S)]− ∫S dSρ(S)φ(S). As
the result one finds,
−βF [ρ(S)]
N
= −
∫
S
dSρ(S) ln ρ(S) +
c
p
∫
S
dS1dS2 · · · dSpρ(S1)ρ(S2) · · · ρ(Sp)f(S1,S2, . . . ,Sp).
(322)
The free-energy F is obtained by minimizing the variational free-energy functional F [ρ(S)].
The 1st term on the r.h.s of Eq. (322) represents the entropic (paramagnetic) part of the
free-energy. The 2nd term is the 1st virial correction due to interactions. The reason for the
absence of the higher order terms, all of which are represented as 1 particle irreducible (1PI)
diagrams such as a triangle, a square, e.t.c. [45], is the tree-like geometry of the lattices that
we consider.
A.2 Replicated spin liquid
In principle all stable and metastable states of the system, including liquid (paramagnetic)
state ρliq(S), crystalline state ρcrystal(S) and glassy states ρα(S) (α = 1, 2, . . . ,), would be
found as local minima of the free-energy functional given by Eq. (322). In the present paper
we focus on the properties of glassy states which emerge from supercooled paramagnetic state.
A useful way to analyze the properties of glassy states is the replica approach. We consider
replicated spin liquid of n replicas labeled as a = 1, 2, . . . , n obeying the Hamiltonian,
Hn =
n∑
a=1
∑
<i1,i2,...,ip>
V (Sai1 ,S
a
i1 , . . . ,S
a
ip) (323)
For convenience we introduce a short hand notation
S = (S1,S2, . . . ,Sn) (324)
where Ss themselves are M component spin vectors. Introducing replicated spin density
Nρ(S) =
N∑
i=1
n∏
a=1
δ(Sa − Sai ) (325)
which is normalized such that
∫
dSρ(S) = 1, we find,
−βF = ∂nZn|n=0 Zn =
∫
D[ρ(S)]e−βFn[ρ(S)] (326)
with the variational replicated free-energy functional defined as,
−βFn[ρ(S)]
N
= −
∫
S
dSρ(S) ln ρ(S)+
c
p
∫
S
dS1dS2 · · · dSpρ(S1)ρ(S2) · · · ρ(Sp)fn(S1,S2, . . . ,Sp).
(327)
67
SciPost Physics Submission
where dS =
∏n
a=1 dS
a and we introduced a replicated Mayer function,
fn(S1,S2, . . . ,Sp) = −1+e−β
∑n
a=1 V (S
a
1 ,S
a
2 ,...,S
a
p) = −1+
n∏
a=1
exp
−βV
δ − 1√
M
M∑
µ=1
p∏
l=1
(Sa)µl

 .
(328)
A.3 Glass order parameter functional
We look for glassy metastable states which keep the statistical rotational invariance of the
liquid (paramagnetic) state. To this end it is natural to consider the overlap matrix given by
Eq. (69) as the order parameter,
Qˆab = Qab Qab = lim
N→∞
1
N
N∑
i=1
1
M
M∑
µ=1
(Sa)µi (S
b)µi (329)
for a, b = 1, 2, . . . , n. Note that Qaa = 1 due to the normalization of the spins |Sai |2 = M .
A.3.1 Variational free-energy
Based on the above discussion we expect that ρ(S) of the the glassy states, which keeps the
statistical rotational invariance of the liquid, is parametrized solely by the overlap matrix Qˆ,
ρ(S) = ρ(Qˆ). (330)
Since the system is regular and every vertex is exactly equivalent to each other in our system,
it is natural to expect the order parameter does not fluctuate in space.
Similarly we anticipate that the replicated Mayer function can be parametrized as,
fn(S1,S2, . . . ,Sp) = fn(Qˆ1, Qˆ2, . . . , Qˆp). (331)
so that the variational free-energy functional given by Eq. (327) as a whole can be cast into
the following rotationally invariant form,
−βFn[ρ(Qˆ)]
N
= −
∫
dQˆJ(Qˆ)ρ(Qˆ) ln ρ(Qˆ) +
c
p
∫ p∏
l=1
{dQˆlJ(Qˆl)ρ(Qˆl)}fn(Qˆ1, Qˆ2, . . . , Qˆp)
+ λ
(∫
dQˆJ(Qˆ)ρ(Qˆ)− 1
)
(332)
where dQˆ =
∏
a<b dQab. Here J(Qˆ) is the Jacobian (see below) and the parameter λ in
the last term of Eq. (332) is a Lagrange multiplier to enforce the normalization of the spin
density. Note that in the 2nd integral on the r. h. s. of Eq. (332) we assumed a simply
factorized Jacobian
∏p
l=1 J(Qˆ) disregarding possible cross-correlations of spins at different
sites l = 1, 2, . . . , p. We comment on the validity of this assumption later.
The Jacobian J is defined as
J(Qˆ) ≡
∫
dS
∏
a≤b
δ
Qab − 1
M
M∑
µ=1
(Sa)µ(Sb)µ
 (333)
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Here we have replaced the constrained integral
∫
S dS by an unconstrained integral
∫
dS ≡∏M
µ=1
∏n
a=1
∫∞
−∞ d(S
a)µ. This is made possible by setting
Qaa = 1 (334)
for all a in Eq. (333) so that the normalization condition of the spins |S2| = M is enforced.
Then one can evaluate the Jacobian to find (see Eq.(17) and (78) of [14]),
J(Qˆ) = Cn+1,Me
1
2
(M−(n+1)) ln detQˆ (335)
with Cn,M being a numerical prefactor which behaves for M  1 as,
lnCn,M =
M
2
(n− 1) ln(2pie)− M
2
(n− 1) lnM M  1. (336)
Minimization of the variational free-energy given by Eq. (332) with respect to ρ(Qˆ),
0 =
δ
δρ(Qˆ)
β
Fn[ρ(Qˆ)]
N
(337)
yields,
ln ρ(Qˆ) = λ− 1 + c
∫ p−1∏
l=1
{dQˆlJ(Qˆl)ρ(Qˆl)}fn(Qˆ, Qˆ1, . . . , Qˆl−1). (338)
In addition, normalization of the spin density implies,
1 =
∫
dQˆJ(Qˆ)ρ(Qˆ) =
∫
dQˆ exp
(
ln J(Qˆ) + ln ρ(Qˆ)
)
(339)
with
ln J(Qˆ)+ln ρ(Qˆ) = lnCn,M+
1
2
(M−n) ln detQˆ+λ−1+c
∫ p−1∏
l=1
{dQˆlJ(Qˆl)ρ(Qˆl)}fn(Qˆ, Qˆ1, . . . , Qˆl−1)
(340)
where we used Eq. (335) and Eq. (338).
A.3.2 M →∞ limit
In the present paper we limit ourselves with the M → ∞ limit which greatly simplifies the
analysis. The first advantage of the M →∞ limit is that the integrals over Qˆ can be done by
saddle point method. For example in Eq. (339) the saddle point value Qˆ∗ is determined by,
0 =
δ
δQˆ
(
ln J(Qˆ) + ln ρ(Qˆ)
)∣∣∣∣∣
Qˆ=Qˆ∗
(341)
Importantly the integrals over Qˆ in the variational free-energy functional given by Eq. (332)
can also be evaluated by the saddle point method in the M →∞ limit and the saddle point
should be exactly the same as the one given by Eq. (341). This is because in the free-energy
functional given by Eq. (332), only the factor J(Qˆ)ρ(Qˆ) is exponentially large in M . [14]
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Here let us comment on the validity of our assumption used in Eq. (332) that fluctuations
of spins at different sites l = 1, 2, . . . , p are uncorrelated which allowed us to assume a simply
factorized Jacobian
∏p
l=1 J(Qˆ) in the 2nd integral of Eq. (332). Actually more generally we
should write the Jacobian as,
K({Qˆl}, {Pˆll′}) ≡
∫ p∏
l=1
dSl
∏
a≤b
∏
l
δ
(Ql)ab − 1
M
M∑
µ=1
((Sl)
a)µ((Sl)
b)µ

×
∏
l<l′
δ
(Pll′)ab − 1
M
M∑
µ=1
((Sl)
a)µ((Sl′)
b)µ
 (342)
where Pl,l′ represents cross-correlation of the fluctuation of spins are different sites l and l
′.
Then similarly to Eq. (339) we may consider the normalization of the spin density,
1 =
∫ ∏
l
dQˆl
∏
l<l′
dPˆll′
p∏
l=1
ρ({Qˆl})K({Qˆl}, {Pˆll′}). (343)
which implies, similarly to Eq. (341),
0 =
δ
δQˆl
lnK({Qˆl}, {Pˆll′}) + p∑
l=1
ln ρ(Qˆl)

∣∣∣∣∣∣∣
Qˆ=Qˆ∗
l = 1, 2, . . . , p
0 =
δ
δPˆl,l′
lnK({Qˆl}, {Pˆll′}) + p∑
l=1
ln ρ(Qˆl)

∣∣∣∣∣∣∣
Qˆ=Qˆ∗
l < l′ (344)
The explicit form of K({Qˆl}, {Pˆll′}) can be worked out similarly to Eq. (335) (see Eq.(40)
and (78) of [14]) and one finds the 2nd equation of Eq. (344) yields Pˆl,l′ = 0 meaning that
the cross-correlation between spin fluctuations at different sites vanish (see Eq.(62) and (63)
of [14]). Thus we can use the factorized form for the Jacobian.
Now inspecting Eq. (340), it is evident that a sensible choice for the scaling of the con-
nectivity to obtain nontrivial result in the M →∞ limit is
c = αM (345)
parametrized by α > 0. Then using Eq. (340) and Eq. (345) the saddle point equation given
by Eq. (341) becomes
0 =
δ
δQˆ
(
1
2
ln detQˆ+ αfn(Qˆ, Qˆ∗, . . . , Qˆ∗)
)∣∣∣∣∣
Qˆ=Qˆ∗
=
δ
δQˆ
(
1
2
ln detQˆ+
α
p
fn(Qˆ, Qˆ, . . . , Qˆ)
)∣∣∣∣∣
Qˆ=Qˆ∗
(346)
The value of the Lagrange multiplier λ is fixed by Eq. (339), which requires vanishing of O(M)
terms in ln ρ(Qˆ∗) + ln J(Qˆ∗),
0 = λ− 1 +M
[
1
2
n ln(2pie)− 1
2
n lnM +
1
2
ln detQˆ∗ + αfn(Qˆ∗, Qˆ∗, . . . , Qˆ∗)
]
(347)
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where we used Eq. (336), Eq. (340) and dropped sub-leading terms. Using this result together
with Eq. (338), we find the saddle point value of the variational free-energy given by Eq. (332)
in the M →∞ limit as,
−βFn[ρ(Qˆ
∗)]
N
= − ln ρ(Qˆ∗) +Mα
p
fn(Qˆ∗, Qˆ∗, . . . , Qˆ∗) = 1− λ−Mα
p
(p− 1)fn(Qˆ∗, Qˆ∗, . . . , Qˆ∗)
= M
[
1
2
n ln
(
2pie
M
)
+
1
2
ln detQˆ∗ +
α
p
fn(Qˆ∗, Qˆ∗, . . . , Qˆ∗)
]
(348)
Note that if we regard Qˆ∗ in the above expression as a variational parameter, we find a
variational equation which is exactly the same as Eq. (346).
Next let us examine the interaction part of the free-energy to extract the explicit form
of the replicated Mayer function. The interaction part of the free-energy of the replicated
system reads as (see Eq. (327), Eq. (333)),
c
p
∫
S
dS1dS2 · · · dSpρ(S1)ρ(S2) · · · ρ(Sp)fn(S1,S2, . . . ,Sp)
=
c
p
−1 + ∫ p∏
l=1
{dQˆlJ(Qˆl)ρ(Qˆl)}
〈
n∏
a=1
exp
−βV
δ − 1√
M
M∑
µ=1
p∏
l=1
(Sa)µl

〉
Qˆ

=
c
p
−1 + ∫ p∏
l=1
{dQˆlJ(Qˆl)ρ(Qˆl)}
∫ n∏
a=1
{
dκa
2pi
eiκaδZκa
}〈
exp
 n∑
a=1
−iκa√
M
M∑
µ=1
p∏
l=1
(Sa)µl
〉
Qˆ

(349)
where we introduced a Fourier transform,
Zκ ≡
∫
dxe−iκxe−βV (x) (350)
and a short hand notation,
〈· · · 〉Qˆ ≡
∫ p∏
l=1
dSl 1J(Qˆl)
∏
a≤b
δ
(Ql)ab − 1
M
M∑
µ=1
(Sal )
µ(Sbl )
µ

 · · · (351)
In the last equation Qaa = 1 (Eq. (334)) to enforce the normalization of the spins |(Sa)2| = M
and
∫
dS is an unconstrained integral.
For M  1 we can evaluate the last factor in Eq. (349) by performing 1/√M expansion,
ln
〈
exp
 n∑
a=1
−iκa√
M
M∑
µ=1
p∏
l=1
(Sa)µl
〉
Qˆ
= ln
1 + n∑
a=1
−iκa√
M
M∑
µ=1
p∏
l=1
〈
(Sal )
µ
〉
Qˆ
+
1
2
n∑
a=1
n∑
b=1
(−iκa)(−iκb) 1
M
p∏
l=1
M∑
µ,ν=1
〈
(Sal )
µ(Sbl )
ν
〉
Qˆ
+ . . .

−−−−→
M→∞
1
2
n∑
a,b=1
(−iκa)(−iκb)
p∏
l=1
(Ql)ab =
1
2
n∑
a,b=1
(−iκa)(−iκb)
p∏
l=1
(Ql)ab (352)
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Here we used the fact that in the M →∞ limit, different components of the spins Sµ become
independent from each other. This can be checked by introducing integral representation of
the δ function in Eq. (351) which can be evaluated by the saddle point method in the M →∞
limit.
To sum up we find the replicated Mayer function in the M →∞ limit as,
fn(Qˆ1, Qˆ2, . . . , Qˆp)
= −1 +
∫ n∏
a=1
{
dκa
2pi
eiκaδ
}
exp
1
2
n∑
a,b=1
p∏
l=1
(Ql)ab(−iκa)(−iκb)
 n∏
a=1
∫
dhae
−iκahae−βV (ha)
= −1 +
∫ n∏
a=1
dha
exp
1
2
n∑
a,b=1
p∏
l=1
(Ql)ab
∂2
∂ha∂hb
 n∏
a=1
δ(δ − ha)

∏
a
e−βV (ha)
= −1 + exp
1
2
n∑
a,b=1
p∏
l=1
(Ql)ab
∂2
∂ha∂hb
 n∏
a=1
e−βV (δ+ha)
∣∣∣∣∣∣∣
{ha=0}
(353)
The last equation is obtained by repeating integrations by parts.
Collecting the above results we find the thermodynamic free-energy given by Eq. (326)as,
−β F
NM
= −βf [Qˆ∗] (354)
with the variational free-energy (more precisely free-entropy),
−βf [Qˆ] = ∂nsn[Qˆ]
∣∣∣
n=0
sn[Qˆ] ≡ 1
2
ln detQˆ− α
p
Fint[Qˆ]
−Fint[Qˆ] ≡ exp
1
2
n∑
a,b=1
(Qab)
p ∂
2
∂ha∂hb
 n∏
a=1
e−βV (δ+ha)
∣∣∣∣∣∣∣
{ha=0}
(355)
where we dropped off irrelevant constants. The saddle point Qˆ∗ is determined by,
δs[Qˆ]
δQab
∣∣∣∣∣
Qˆ=Qˆ∗
= 0 (356)
for all a 6= b.
A.3.3 Gaussian ansatz
Finally let us note that one can check that the above result can be reproduced by assuming
an Gaussian ansatz for the replicated spin density,
ρGaussian(S) =
e−
1
2
∑n
a,b=1(Q
−1)ab
∑M
µ=1(S
a)µ(Sb)µ√
2pi(detQˆ)M
(357)
The situation is essentially the same as that of hardspheres in the large dimensional
limit [14–16].
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B Eigenvalues of the stability matrix
Here we analyze the Hessian matrix Ma6=b,c6=d of the free-energy around the saddle points. It
is a matrix of size n(n− 1)× n(n− 1) defined as,
Ma6=b,c6=d ≡ − ∂
2s[Qˆ]
∂Qa<b∂Qc<d
(358)
where sn[Qˆ] is the free-entropy defined in Eq. (355) which reads,
sn[Qˆ] ≡ 1
2
ln detQˆ− α
p
Fint[Qˆ] (359)
−Fint[Qˆ] ≡ exp
1
2
n∑
a,b=1
(Qab)
p ∂
2
∂ha∂hb
 n∏
a=1
e−βV (δ+ha)
∣∣∣∣∣∣∣
{ha=0}
. (360)
The Hessian matrix can be naturally written as sum of the contribution from the entropic
part and interaction part of the free-energy,
Ma6=b,c 6=d = M ent.a6=b,c 6=d +M
int.
a6=b,c6=d (361)
with
M ent.a6=b,c 6=d = −
∂2
∂Qa<b∂Qc<d
1
2
ln detQˆ = Q−1ac Q
−1
bd +Q
−1
adQ
−1
bc (362)
M int.a6=b,c 6=d =
α
p
∂2
∂Qa<b∂Qc<d
Fint[Qˆ]
=
α
p
[
p(p− 1)Qp−2a<b(δacδbd + δadδbc)
∂2
∂ha∂hb
+p2Qp−1a<bQ
p−1
c<d
∂4
∂ha∂hb∂hc∂hd
]
Fint[Qˆ, {ha}]
∣∣∣
{ha=0}
(363)
with
−Fint[Qˆ, {ha}] ≡ exp
1
2
n∑
e,f=1
Qpef
∂2
∂he∂hf
 n∏
a=1
e−βV (δ+ha) (364)
B.1 RS ansatz
Here we analyze the eigenvalues of the Hessian matrix for the case of the replica symmetric
(RS) solution characterized by the order parameter matrix of the form given by Eq. (125),
which reads as,
QˆRS = (1− q)δab + q (365)
The replica symmetry implies the following matrix structure,
Ma6=b,c6=d = M1
δacδbd + δadδbc
2
+M2
δac + δad + δbc + δbd
4
+M3 (366)
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from which the eigenvalues of the Hessian matrix are obtained as [15,56],
λR = M1 (367)
λL = n(n− 1)M3 + (n− 1)M2 +M1 −−−→
n→0
M1 −M2 (368)
λA =
1
2
(n− 2)M2 +M1 −−−→
n→0
M1 −M2 (369)
The factors Mi’s can be decomposed into the entropic and interaction parts, Mi = M
ent
i +M
int
i
like Eq. (361).
B.1.1 Contribution form the entropic part
First let us examine the entropic part. The replica symmetric matrix given by Eq. (365) can
be easily inverted to find,
(QˆRS)−1ab = qˆδab + q˜ (370)
with
qˆ =
1
1− q (371)
q˜ = − q
1 + (n− 2)q − (n− 1)q2
n→0−−−→ − q
(1− q)2 (372)
Using this in Eq. (362), we obtain the entropic contributions as,
M ent.1 = lim
n→0
2(qˆ)2 =
2
(1− q)2 (373)
M ent.2 = lim
n→0
4qˆq˜ = −4 q
(1− q)3 (374)
M ent.3 = lim
n→0
2(q˜)2 = 2
q2
(1− q)4 (375)
B.1.2 Contribution form the interaction part
Next let us examine the interaction part Eq. (363). Within the RS ansatz we find,
lim
n→0
M int.a6=b,c 6=d = lim
n→0
exp
qp
2
n∑
e,f=1
∂2
∂he∂hf
 α
p
[
p(p− 1)qp−2(δacδbd + δadδbc) ∂
2
∂ha∂hb
+p2q2(p−1)
∂4
∂ha∂hb∂hc∂hd
]
n∏
a=1
g(δ + ha)
∣∣∣∣∣∣
{ha=0}
(376)
where we used
−Fint[QˆRS, {ha}] = exp
1
2
n∑
e,f=1
((1− qp)δab + qp) ∂
2
∂he∂hf
 n∏
a=1
e−βV (δ+ha)
= exp
qp
2
n∑
e,f=1
∂2
∂he∂hf
 n∏
a=1
g(δ + ha) (377)
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In the last equation we introduced a shorthanded notation of the quantity defined in Eq. (156),
g(h) ≡ g(mk+1, h) = γ1−qpk ⊗ e
−βV (h) (378)
For a convenience let us also introduce a related shorthanded notation (See Eq. (160))
f(h) ≡ f(mk+1, h) = − 1
mk+1
log g(mk+1, h) = − log g(h) (379)
where mk+1 = 1. Note that k = 0 for the RS case.
By taking derivatives we find,
lim
n→0
exp
qp
2
n∑
e,f=1
∂2
∂he∂hf
 ∂2
∂ha∂hb
n∏
a=1
g(δ + ha)
∣∣∣∣∣∣∣
ha=0
= exp
(
qp
2
∂2
∂h2
)(
g′(h)
g(h)
)2∣∣∣∣∣∣
h=δ
= γqp ⊗
(
g′(δ)
g(δ)
)2
(380)
in the last equation we used Eq. (129). Similarly we obtain,
lim
n→0
exp
qp
2
n∑
e,f=1
∂2
∂he∂hf
 ∂4
∂ha∂hb∂hc∂hd
n∏
a=1
g(δ + ha)
∣∣∣∣∣∣
{ha=0}
= γqp ⊗
(δacδbd + δadδbc)
(
g
′′
(δ)
g(δ)
)2
+[δac + δbc + δad + δbd − 2(δadδbc + δacδbd)]
[
g
′′
(δ)
g(δ)
(
g′(δ)
g(δ)
)2]
+[1− (δac + δbc + δad + δbd) + (δadδbc + δacδbd)]
(
g′(δ)
g(δ)
)4}
(381)
From the above result we find the contributions by the interaction part as,
−M int.1 =
2α
p
[
p(p− 1)qp−2γqp ⊗
(
g′(δ)
g(δ)
)2
+(pqp−1)2γqp ⊗
{(
g′′(δ)
g(δ)
)2
−2g
′′
(δ)
g(δ)
(
g′(δ)
g(δ)
)2
+
(
g′(δ)
g(δ)
)4}
=
2α
p
[
p(p− 1)qp−2γqp ⊗ (f ′(δ))2 + (pqp−1)2γqp ⊗ (f ′′(δ))2
]
−M int.2 =
4α
p
(pqp−1)2γqp ⊗
{
g′′(δ)
g(δ)
(
g′(δ)
g(δ)
)2
−
(
g′(δ)
g(δ)
)4}
=
4α
p
(pqp−1)2γqp ⊗ (−f ′′(δ)(f ′(δ))2)
−M int.3 =
α
p
(pqp−1))2γqp ⊗
(
g′(δ)
g(δ)
)4
=
α
p
(pqp−1))2γqp ⊗ (f ′(δ))4 (382)
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B.1.3 Replicon eigenvalue
Summing up the above results we find the replicon eigenvalue which is responsible for the
RSB instability of the RS ansatz as,
λR =
2
(1− q0)2 − 2
α
p
∫
dh
e
− h2
2qp√
2piqp
[
p(p− 1)qp−2(f ′(δ − h))2 + (pqp−1)2(f ′′(δ − h))2
]
(383)
B.2 k-RSB ansatz
Next let us analyze the case of k-step replica symmetry breaking solution with the ansatz
given by Eq. (142). Within the k-RSB ansatz, n replicas are divided into n/m1 groups of size
m1 and each of the latter is divided into m1/m2 groups of size m2, and so on. Finally we find
n/mk groups of size mk. Within each of the groups of size mk, the replica symmetry remains.
As we did in the 1-RSB case, here we only analyze stability of the replica symmetry within
such a most inner-core group. Thus we just consider the Hessian matrix Ma6=b,c 6=d given by
Eq. (358) assuming that all indexes a,b,c,d are in the same most-inner core replica group of
size mk, which we denote as C in the following.
B.2.1 Contributions from the interaction term
Let us first examine the contributions from the interaction term. Within the k-RSB ansatz,
the interaction part of the Hessian matrix M inta6=b,c6=d given by Eq. (361) for a,b,c,d in the same
most-inner core replica group C becomes, using Eq. (153) and Eq. (159),
− lim
n→0
M int.,Ca6=b,c 6=d = limn→0
k∏
l=0
exp
Λl
2
n∑
e,f=1
Imlef
∂2
∂he∂hf
∏
a/∈C
g(δ + ha)

α
p
[
p(p− 1)qp−2k (δacδbd + δadδbc)
∂2
∂ha∂hb
+p2q
2(p−1)
k
∂4
∂ha∂hb∂hc∂hd
] ∏
a∈C
g(δ + ha)
∣∣∣∣∣∣
{ha=0}
= lim
m0→0
γΛ0 ⊗
{
gm0/m1−1(m1, δ)γΛ1 ⊗
{
gm1/m2−1(m2, δ)γΛ2 ⊗ {· · ·
· · · gmk−1/mk−1(mk, h)γΛk ⊗
{
gmk(mk+1, h)
[
S1(h)
δacδbd + δadδbc
2
+S2(h)
δac + δad + δbc + δbd
4
+ S3(h)
]}∣∣∣∣∣∣
h=δ
=
∫
dhP (mk, h)
[
S1(h)
δacδbd + δadδbc
2
+ S2(h)
δac + δad + δbc + δbd
4
+ S3(h)
]
(384)
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In the last equation we used Eq. (405) derived in appendix D and Eq. (187). In the last
equation we introduced,
S1(h) =
2α
p
[
p(p− 1)qp−2(f ′(h))2 + (pqp−1)2(f ′′(h))2
]
(385)
S2(h) =
4α
p
(pqp−1)2(−f ′′(h)(f ′(h))2) (386)
S3(h) =
α
p
(pqp−1)2(f ′(h))4 (387)
Thus we find the contributions from the interaction term as,
−M int.1 =
∫
dhP (mk, h)S1(h) (388)
−M int.2 =
∫
dhP (mk, h)S2(h) (389)
−M int.3 =
∫
dhP (mk, h)S3(h) (390)
The above formula reduces to the RS one given by Eq. (376) for k = 0 case as it should.
B.2.2 Contributions from the entropic term
Next let us examine the entropic contribution. To this end it is useful to note first that the
entropic contribution to the k-RSB free-energy can also be expressed in a recursive manner
exploiting the hierarchical structure of the order parameter,
1
2
ln detQˆ = − ln I(Qˆ) (391)
I(Qˆ) ≡
∫ n∏
a=1
dφae
− 1
2
∑n
a,b=1 φaQabφb+
∑
a haφa
∣∣∣∣∣∣
ha=0
=
k∏
l=0
e
−Λl
2
∑
ab I
ml
ab
∂2
∂ha∂hb
n∏
a=1
ge(mk+1, ha) (392)
where (see Eq. (142))
Λ0 = q0 Λi = qi − qi−1 (393)
and
ge(mk+1, h) ≡
∫
dφ√
2pi
e−
1
2
(1−qk)φ2+hφ =
e
h2
2(1−qk)√
1− qk (394)
Comparing the above expressions with Eq. (153) we find the entropic term is expressed
very similarly as the interaction term. We just need to put p = 1 in Eq. (155) (see also
Eq. (154)) and replace g(mk+1, h) by ge(mk+1, h) defined above. Again we can define a fam-
ily of functions ge(ml, h) for l = 0, 1, . . . , k through Eq. (157) with the boundary condition
given by Eq. (394). Then we can write ln I(Qˆ) = ge(m0, 0). In addition we can introduce
fe(mi, h) ≡ −(1/mi) ln ge(mi, h) (Eq. (160)) and P ei,j(y, h) ≡ δfe(mi, y)/δfe(mj , h) (Eq. (181))
and P e(mj , h) ≡ P e0,j+1(0, h) (Eq. (187)).
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We have to note however that sign in front of Λl in Eq. (392) is negative. Thus we have
to understand the operator ⊗ which appears in equations like Eq. (157) not in the Gaussian
convolution form given by Eq. (131) but in the original differential form given by Eq. (129).
Using the above results we can write the entropic part of the sub-matrix of the Hessian
matrix associated with a most inner core group C as,
lim
n→0
M ent.,Ca6=b,c 6=d = − limn→0
∂2
∂Qa6=b∂Qc 6=d
1
2
ln detQˆ
= lim
n→0
Q−1a6=bQ
−1
c 6=d + limn→0
∂2
∂Qa6=b∂Qc 6=d
I(Qˆ) (395)
Note that the 1st term on the r.h.s of the last equation contributes only to M ent.3 . For the
replicon mode we need M ent.1 which is obtained as,
M ent.1 =
2
(1− qk)2 . (396)
This can be obtained using Eq. (388) and Eq. (385) with the following modifications: p→ 1,
f ′′(h)→ f ′′e (mk+1, h) = −1/(1− qk) which can be obtained from Eq. (394), and −α/p→ 1.
B.2.3 Replicon eigenvalue
Summing up the above results we find the replicon eigenvalue which is responsible for the
RSB instability of a most-inner core replica group in the k-RSB ansatz as,
λR =
2
(1− qk)2 − 2
α
p
∫
dhP (mk, h)
[
p(p− 1)qp−2(f ′(mk+1, h))2 + (pqp−1)2(f ′′(mk+1, h))2
]
(397)
C Derivation of Eq. (202)
Here we show the derivation of Eq. (202). Let us begin with the case 1 ≤ i = j ≤ k. Using
the recursion formula given by Eq. (161) we find,
∂λif(mi, y) = e
mif(mi,y)
∫
Dzie−mif(mi+1,Ξi)∂λif(mi+1,Ξi) (398)
where Ξi = y −
√
λi − λi−1zi and with Ξi+1 = Ξi −
√
λi+1 − λizi+1 we find,
∂λif(mi+1, y) = e
mi+1f(mi+1,y)
∫
Dzi+1e−mi+1f(mi+2,Ξi+1)∂λif(mi+2,Ξi+1) (399)
Then by noting that Ξi+1 = y −
√
λi − λi−1zi −
√
λi+1 − λizi+1 we find,
∂λif(mi+2,Ξi+1) = f
′(mi+2,Ξi+1)
(
1
2
zi+1√
λi+1 − λi
− 1
2
zi√
λi − λi−1
)
(400)
where the dash represents the partial derivative with respect to the 2nd argument ∂hf(x, h) =
f ′(x, h).
78
SciPost Physics Submission
Collecting the above results, we find for i = 0, 2, . . . , k,
∂λif(mi, y) =
1
2
(mi+1 −mi)emif(mi,y)
∫
Dzie−mif(mi+1,Ξi)
(
f ′(mi+1,Ξi)
)2
=
1
2
(mi+1 −mi)
∫
dhPi,i+1(y, h)
(
f ′(mi+1, h)
)2
(401)
To derive the 1st equation we performed integrations by parts. In 2nd equation we used the
identity given by Eq. (183). One can naturally generalize the above analysis and find for
1 ≤ i ≤ j ≤ k,
∂λjf(mi, y) =
∫
dh
δf(mi, y)
δf(mj , h)
∂λjf(mj , h) =
1
2
(mj −mj+1)
∫
dhPij+1(y, h)
(
f ′(mj+1, h)
)2
.
(402)
which is the desired result given by Eq. (202). In the last equation we used Eq. (181), Eq. (401)
and the identity given by Eq. (182).
D Expansion of Po,j(h, y)
Using the recursion formula given by Eq. (158) (see also the expansion displayed in Eq. (159))
we find,
δg(m0, h)
δg(mj , y)
=
m0
m1
γΛ0 ⊗
{
gm0/m1−1(m1, h)
δg(m1, h)
δg(mj , y)
}∣∣∣∣∣∣
h=δ
=
m0
m1
m1
m2
γΛ0 ⊗
gm0/m1−1(m1, h)γΛ1 ⊗
{
gm1/m2−1(m2, h)
δg(m2, h)
δg(mj , y)
}
∣∣∣∣∣∣∣
h=δ
= . . .
=
m0
m1
m1
m2
· · · mj−1
mj
γΛ0 ⊗
{
gm0/m1−1(m1, h)γΛ1 ⊗
{
gm1/m2−1(m2, h)γΛ2 ⊗ · · ·
· · · γΛj−1 ⊗
{
gmj−1/mj−1(mj , h)δ(h− y)
}}}
(403)
On the other hand using Eq. (181) and Eq. (160) we find,
δg(m0, h)
δg(mj , y)
=
m0
mj
g(m0, δ)
g(mj , y)
P0,j(δ, y). (404)
Combining the above results we find,
P0,j(h, y) = γΛ0 ⊗
{
gm0/m1−1(m1, h)γΛ1 ⊗
{
gm1/m2−1(m2, h)γΛ2 ⊗ · · ·
· · · γΛj−1 ⊗
{
gmj−1/mj (mj , h)δ(h− y)
}}}
. (405)
In the last equation we have took the limit m0 = n→ 0 so that limm0→0 g(m0, h)→ 1.
79
SciPost Physics Submission
References
[1] C. A. Angell, K. L. Ngai, G. B. McKenna, P. F. McMillan and S. W. Martin, Relaxation
in glassforming liquids and amorphous solids, Journal of Applied Physics 88(6), 3113
(2000), doi:10.1063/1.1286035.
[2] A. Cavagna, Supercooled liquids for pedestrians, Physics Reports 476(4-6), 51 (2009),
doi:10.1016/j.physrep.2009.03.003.
[3] L. Berthier and G. Biroli, Theoretical perspective on the glass transition
and amorphous materials, Reviews of Modern Physics 83(2), 587 (2011),
doi:10.1103/RevModPhys.83.587.
[4] B. Derrida, Random-energy model: Limit of a family of disordered models, Physical
Review Letters 45(2), 79 (1980), doi:10.1103/PhysRevLett.45.79.
[5] D. J. Gross and M. Me´zard, The simplest spin glass, Nuclear Physics B 240(4), 431
(1984), doi:10.1016/0550-3213(84)90237-2.
[6] T. R. Kirkpatrick and D. Thirumalai, Dynamics of the structural glass transition
and the p-spin-interaction spin-glass model, Phys. Rev. Lett. 58(20), 2091 (1987),
doi:10.1103/PhysRevLett.58.2091.
[7] T. R. Kirkpatrick and P. G. Wolynes, Stable and metastable states in mean-field Potts
and structural glasses, Phys. Rev. B 36(16), 8552 (1987), doi:10.1103/PhysRevB.36.8552.
[8] T. R. Kirkpatrick, D. Thirumalai and P. G. Wolynes, Scaling concepts for the dy-
namics of viscous liquids near an ideal glassy state, Phys. Rev. A 40(2), 1045 (1989),
doi:10.1103/PhysRevA.40.1045.
[9] A. Crisanti and H.-J. Sommers, The sphericalp-spin interaction spin glass model:
the statics, Zeitschrift fu¨r Physik B Condensed Matter 87(3), 341 (1992),
doi:10.1007/BF01309287.
[10] L. F. Cugliandolo and J. Kurchan, Analytical solution of the off-equilibrium dynam-
ics of a long-range spin-glass model, Physical Review Letters 71(1), 173 (1993),
doi:10.1103/PhysRevLett.71.173.
[11] T. Castellani and A. Cavagna, Spin-glass theory for pedestrians, Journal of Statisti-
cal Mechanics: Theory and Experiment 2005(05), P05012 (2005), doi:10.1088/1742-
5468/2005/05/P05012.
[12] M. Me´zard and G. Parisi, A first-principle computation of the thermodynamics of glasses,
The Journal of chemical physics 111(3), 1076 (1999).
[13] G. Parisi and F. Zamponi, Mean-field theory of hard sphere glasses and jamming, Reviews
of Modern Physics 82(1), 789 (2010), doi:10.1103/RevModPhys.82.789.
[14] J. Kurchan, G. Parisi and F. Zamponi, Exact theory of dense amorphous hard spheres
in high dimension i. the free energy, Journal of Statistical Mechanics: Theory and
Experiment 2012(10), P10012 (2012), doi:10.1088/1742-5468/2012/10/P10012.
80
SciPost Physics Submission
[15] J. Kurchan, G. Parisi, P. Urbani and F. Zampoi, Exact theory of dense amorphous hard
spheres in high dimension. ii. thehigh density regime and the gardner transition, The
Journal of Physical Chemistry B 117(42), 12979 (2013), doi:10.1021/jp402235d.
[16] P. Charbonneau, J. Kurchan, G. Parisi, P. Urbani and F. Zamponi, Exact theory of
dense amorphous hard spheres in high dimension. iii. the full replica symmetry breaking
solution, Journal of Statistical Mechanics: Theory and Experiment 2014(10), P10009
(2014), doi:10.1088/1742-5468/2014/10/P10009.
[17] P. Charbonneau, J. Kurchan, G. Parisi, P. Urbani and F. Zamponi, Fractal free
energy landscapes in structural glasses, Nature communications 5, 3725 (2014),
doi:10.1038/ncomms4725.
[18] H. Yoshino and F. Zamponi, Shear modulus of glasses: Results from the
full replica-symmetry-breaking solution, Physical Review E 90(2), 022302 (2014),
doi:0.1103/PhysRevE.90.022302.
[19] C. Rainone, P. Urbani, H. Yoshino and F. Zamponi, Following the evolution of hard sphere
glasses in infinite dimensions under external perturbations: Compression and shear
strain, Phys. Rev. Lett. 114(1), 015701 (2015), doi:10.1103/PhysRevLett.114.015701.
[20] C. Rainone and P. Urbani, Following the evolution of glassy states under exter-
nal perturbations: the full replica symmetry breaking solution, Journal of Statisti-
cal Mechanics: Theory and Experiment 2016(5), 053302 (2016), doi:10.1088/1742-
5468/2016/05/053302.
[21] S. F. Edwards and P. W. Anderson, Theory of spin glasses, Journal of Physics F: Metal
Physics 5(5), 965 (1975), doi:10.1088/0305-4608/5/5/017.
[22] J. A. Mydosh, Spin glasses: an experimental introduction, Taylor and Francis (1993).
[23] J.-P. Bouchaud and M. Me´zard, Self induced quenched disorder: a model for the glass
transition, Journal de Physique I 4(8), 1109 (1994), doi:10.1051/jp1:1994240.
[24] E. Marinari, G. Parisi and F. Ritort, Replica field theory for deterministic models: I. bi-
nary sequences with low autocorrelation, Journal of Physics A: Mathematical and General
27(23), 7615 (1994), doi:10.1088/0305-4470/27/23/010.
[25] E. Marinari, G. Parisi and F. Ritort, Replica field theory for deterministic models. ii. a
non-random spin glass with glassy behaviour, Journal of Physics A: Mathematical and
General 27(23), 7647 (1994), doi:10.1088/0305-4470/27/23/011.
[26] A. Lipowski, D. Johnston and D. Espriu, Slow dynamics of ising models with energy
barriers, Physical Review E 62(3), 3404 (2000), doi:10.1103/PhysRevE.62.3404.
[27] S. Franz, M. Me´zard, F. Ricci-Tersenghi, M. Weigt and R. Zecchina, A ferromagnet with
a glass transition, EPL (Europhysics Letters) 55(4), 465 (2001), doi:10.1209/epl/i2001-
00438-4.
[28] H. Suga and S. Seki, Thermodynamic investigation on glassy states of pure simple
compounds, Journal of Non-Crystalline Solids 16(2), 171 (1974), doi:10.1016/0022-
3093(74)90123-9.
81
SciPost Physics Submission
[29] P. Schiffer, A. Ramirez, D. Huse, P. Gammel, U. Yaron, D. Bishop and A. Valentino,
Frustration induced spin freezing in a site-ordered magnet: Gadolinium gallium garnet,
Physical review letters 74(12), 2379 (1995), doi:10.1103/PhysRevLett.74.2379.
[30] M. Gingras, C. Stager, N. Raju, B. Gaulin and J. Greedan, Static critical behavior
of the spin-freezing transition in the geometrically frustrated pyrochlore antiferromagnet
Y2Mo2O7, Physical review letters 78(5), 947 (1997), doi:10.1103/PhysRevLett.78.947.
[31] X. Zhu, Circular chromatic number: a survey, Discrete mathematics 229(1), 371 (2001),
doi:10.1016/S0012-365X(00)00217-X.
[32] L. Zdeborova´ and F. Krzakala, Phase transitions in the coloring of random graphs,
Physical Review E 76(3), 031131 (2007), doi:10.1103/PhysRevE.76.031131.
[33] M. Mezard and A. Montanari, Information, physics, and computation, Oxford University
Press (2009).
[34] C. Schmidt, N.-E. Guenther and L. Zdeborova´, Circular coloring of random graphs:
statistical physics investigation, Journal of Statistical Mechanics: Theory and Experiment
2016(8), 083303 (2016), doi:10.1088/1742-5468/2016/08/083303.
[35] S. Franz and G. Parisi, The simplest model of jamming, Journal of Physics A: Mathe-
matical and Theoretical 49(14), 145001 (2016), doi:10.1088/1751-8113/49/14/145001.
[36] S. Franz, G. Parisi, P. Urbani and F. Zamponi, Universal spectrum of normal modes
in low-temperature glasses, Proceedings of the National Academy of Sciences 112(47),
14539 (2015), doi:10.1073/pnas.1511134112.
[37] S. Franz, G. Parisi, M. Sevelev, P. Urbani and F. Zamponi, Universality of the sat-unsat
(jamming) threshold in non-convex continuous constraint satisfaction problems, SciPost
Physics 2(3), 019 (2017), doi:10.21468/SciPostPhys.2.3.019.
[38] H. E. Stanley, Spherical model as the limit of infinite spin dimensionality, Physical
Review 176(2), 718 (1968), doi:10.1103/PhysRev.176.718.
[39] J. De Almeida, R. C. Jones, J. Kosterlitz and D. Thouless, The infinite-ranged spin glass
with m-component spins, Journal of Physics C: Solid State Physics 11(21), L871 (1978),
doi:10.1088/0022-3719/11/21/005.
[40] G. Parisi, M. Picco and F. Ritort, Continuous phase transition in a spin-
glass model without time-reversal symmetry, Physical Review E 60(1), 58 (1999),
doi:10.1103/PhysRevE.60.58.
[41] D. Larson, H. G. Katzgraber, M. Moore and A. Young, Numerical studies of a one-
dimensional three-spin spin-glass model with long-range interactions, Physical Review B
81(6), 064415 (2010), doi:10.1103/PhysRevB.81.064415.
[42] F. Caltagirone, U. Ferrari, L. Leuzzi, G. Parisi and T. Rizzo, Ising m-p-spin mean-
field model for the structural glass: Continuous versus discontinuous transition, Physical
Review B 83(10), 104202 (2011), doi:10.1103/PhysRevB.83.104202.
82
SciPost Physics Submission
[43] E. Gardner, The space of interactions in neural network models, Journal of physics A:
Mathematical and general 21(1), 257 (1988), doi:10.1088/0305-4470/21/1/030.
[44] L. F. Cugliandolo, J. Kurchan, R. Monasson and G. Parisi, A mean-field hard-spheres
model of glass, Journal of Physics A: Mathematical and General 29(7), 1347 (1996),
doi:10.1088/0305-4470/29/7/007.
[45] J.-P. Hansen and I. R. McDonald, Theory of simple liquids, Elsevier (1990).
[46] G. Parisi and M. A. Virasoro, On a mechanism for explicit replica symmetry breaking,
Journal de Physique 50(22), 3317 (1989), doi:10.1051/jphys:0198900500220331700.
[47] S. Kirkpatrick and D. Sherrington, Infinite-ranged models of spin-glasses, Physical
Review B 17(11), 4384 (1978), doi:10.1103/PhysRevB.17.4384.
[48] L. Zdeborova´ and F. Krzakala, Statistical physics of inference: Thresholds and algo-
rithms, Advances in Physics 65(5), 453 (2016), doi:10.1080/00018732.2016.1211393.
[49] A. Crisanti and L. Leuzzi, Exactly solvable spin–glass models with ferromagnetic cou-
plings: The spherical multi-p-spin model in a self-induced field, Nuclear Physics B 870(1),
176 (2013), doi:10.1016/j.nuclphysb.2013.01.011.
[50] G. Parisi, Infinite number of order parameters for spin-glasses, Physical Review Letters
43(23), 1754 (1979), doi:10.1103/PhysRevLett.43.1754.
[51] J. Kosterlitz, D. Thouless and R. C. Jones, Spherical model of a spin-glass, Physical
Review Letters 36(20), 1217 (1976), doi:10.1103/PhysRevLett.36.1217.
[52] K. Binder and A. P. Young, Spin glasses: Experimental facts, theoretical
concepts, and open questions, Reviews of Modern physics 58(4), 801 (1986),
doi:10.1103/RevModPhys.58.801.
[53] T. Kirkpatrick and D. Thirumalai, Dynamics of the structural glass transition and
the p-spin—interaction spin-glass model, Physical review letters 58(20), 2091 (1987),
doi:10.1103/PhysRevB.36.5388.
[54] E. Gardner, Spin glasses with p-spin interactions, Nuclear Physics B 257, 747 (1985),
doi:10.1016/0550-3213(85)90374-8.
[55] B. Duplantier, Comment on parisi’s equation for the sk model for spin glasses, Jour-
nal of Physics A: Mathematical and General 14(1), 283 (1981), doi:10.1088/0305-
4470/14/1/027.
[56] J. De Almeida and D. J. Thouless, Stability of the sherrington-kirkpatrick solution of a
spin glass model, Journal of Physics A: Mathematical and General 11(5), 983 (1978),
doi:10.1088/0305-4470/11/5/028.
[57] G. Parisi, Order parameter for spin-glasses, Physical Review Letters 50(24), 1946 (1983),
doi:10.1103/PhysRevLett.50.1946.
[58] M. Me´zard, G. Parisi, N. Sourlas, G. Toulouse and M. Virasoro, Nature of the spin-glass
phase, Physical review letters 52(13), 1156 (1984), doi:10.1103/PhysRevLett.52.1156.
83
SciPost Physics Submission
[59] M. Me´zard, G. Parisi and M. A. Virasoro, Spin glass theory and beyond, World Scientific,
Singapore (1987).
[60] M. Me´zard and G. Parisi, Replica field theory for random manifolds, Journal de Physique
I 1(6), 809 (1991), doi:10.1051/jp1:1991171.
[61] R. Monasson, Structural glass transition and the entropy of the metastable states, Phys.
Rev. Lett. 75(15), 2847 (1995), doi:10.1103/PhysRevLett.75.2847.
[62] S. Franz and G. Parisi, Recipes for metastable states in spin glasses, Journal de Physique
I 5(11), 1401 (1995), doi:10.1051/jp1:1995201.
[63] S. Franz and G. Parisi, Phase diagram of coupled glassy systems: A mean-field study,
Phys. Rev. Lett. 79(13), 2486 (1997), doi:10.1103/PhysRevLett.79.2486.
[64] H.-J. Sommers and W. Dupont, Distribution of frozen fields in the mean-field the-
ory of spin glasses, Journal of Physics C: Solid State Physics 17(32), 5785 (1984),
doi:10.1088/0022-3719/17/32/012.
[65] A. Crisanti and L. Leuzzi, Spherical 2+ p spin-glass model: An exactly solvable
model for glass to spin-glass transition, Physical review letters 93(21), 217203 (2004),
doi:10.1103/PhysRevLett.93.217203.
[66] G. Parisi, A sequence of approximated solutions to the sk model for spin
glasses, Journal of Physics A: Mathematical and General 13(4), L115 (1980),
doi:10.1142/9789812799371 0016.
[67] G. Parisi, The order parameter for spin glasses: A function on the inter-
val 0-1, Journal of Physics A: Mathematical and General 13(3), 1101 (1980),
doi:10.1142/9789812799371 0017.
[68] G. Biroli and P. Urbani, Breakdown of elasticity in amorphous solids, Nature Physics
12(12), 1130 (2016), doi:10.1038/nphys3845.
[69] M. Wyart, On the rigidity of amorphous solids, In Annales de Physique, vol. 30, pp.
1–96, doi:10.1051/anphys:2006003 (2005).
[70] M. Wyart, Marginal stability constrains force and pair distributions at
random close packing, Physical review letters 109(12), 125502 (2012),
doi:10.1103/PhysRevLett.109.125502.
[71] P. Le Doussal, M. Mu¨ller and K. J. Wiese, Avalanches in mean-field models and
the barkhausen noise in spin-glasses, EPL (Europhysics Letters) 91(5), 57004 (2010),
doi:10.1209/0295-5075/91/57004.
[72] M. Mu¨ller and M. Wyart, Marginal stability in structural, spin, and electron glasses
(2015), doi:10.1146/annurev-conmatphys-031214-014614.
[73] S. Franz and S. Spigler, Mean-field avalanches in jammed spheres, Physical Review E
95(2), 022139 (2017), doi:10.1103/PhysRevE.95.022139.
84
SciPost Physics Submission
[74] T. Aspelmeier and M. Moore, Generalized bose-einstein phase transition in
large-m component spin glasses, Physical review letters 92(7), 077201 (2004),
doi:10.1103/PhysRevLett.92.077201.
[75] M. Moore, 1/m expansion in spin glasses and the de almeida-thouless line, Physical
Review E 86(3), 031114 (2012), doi:10.1103/PhysRevE.86.031114.
[76] P. Mottishaw and C. De Dominicis, On the stability of randomly frustrated systems with
finite connectivity, Journal of Physics A: Mathematical and General 20(6), L375 (1987),
doi:10.1088/0305-4470/20/6/007.
[77] M. Me´zard and G. Parisi, The bethe lattice spin glass revisited, The Euro-
pean Physical Journal B-Condensed Matter and Complex Systems 20(2), 217 (2001),
doi:10.1007/PL00011099.
85
