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TOPOLOGICAL DYNAMICS OF ENVELOPING SEMIGROUPS
ANIMA NAGAR AND MANPREET SINGH
Abstract. A compact metric space X and a discrete topological acting group T give a flow
(X,T ). Robert Ellis had initiated the study of dynamical properties of the flow (X,T ) via
the algebraic properties of its “Enveloping Semigroup” E(X). This concept of Enveloping
Semigroups that he defined, has turned out to be a very fundamental tool in the abstract
theory of “topological dynamics”.
The flow (X,T ) induces the flow (2X , T ). Such a study was first initiated by Eli Glasner
who studied the properties of this induced flow by defining and using the notion of a “circle
operator” as an action of βT on 2X , where βT is the Stone-Cˇech compactification of T
and also a universal enveloping semigroup. We propose that the study of properties for the
induced flow (2X , T ) be made using the algebraic properties of E(2X) on the lines of Ellis’
theory, instead of looking into the action of βT on 2X via the circle operator as done by
Glasner. Such a study requires extending the present theory on the flow (E(X), T ). In this
article, we take up such a study giving some subtle relations between the semigroups E(X)
and E(2X) and some interesting associated consequences.
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1. Introduction
A Dynamical System is usually denoted as a pair (X,T ), where X is called a phase space,
and defined as an action of some group(semigroup) T on X . The set Tx = {tx ∶ t ∈ T}, for a
point x ∈ X , is called the orbit of x and Topological Dynamics is the study of orbits for all
points in X .
Suppose T be a topological group(semigroup) and X be a compact Hausdorff space or a
compact metric space then π(X,T ) is called a flow (semiflow), where π is the continuous
group(semigroup) action of T on X . Thus for every t ∈ T , one can consider the function
πt ∶ X → X , given by πt(x) = (x, t). If T = Z or N then the flow is called a cascade or semi
cascade. So, we can write π(X,Z) or (X,N) as (X,f) and the action of Z or N will be
defined as π(x,m) =m ⋅x ∶= fm(x), where f = π1 gives the generator of the action. We drop
naming the action π of T on X , and abbreviate the flow as (X,T ).
Robert Ellis [20] had defined and studied the algebraic properties of a flow (X,T ) via the
“Enveloping Semigroup”. This algebraic theory has proved to be a very fundamental tool
in the abstract theory of topological dynamics. The enveloping semigroup E(X,T ) = E(X)
of a flow (X,T ) for a topological group T acting on a compact space X is defined as the
closure of the set {πt ∶ X → X ∶ t ∈ T} considered as a subset of XX given the product
topology. Equivalently, for the cascade (X,f), the enveloping semigroup E(X,f) = E(X)
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is the closure of the family {fn ∶ n ∈ Z} in the product topology on XX . The enveloping
semigroups are compact, usually non-metrizable, right topological semigroup subset of XX .
We can consider a “universal” enveloping semigroup βT which is the Stone-Cˇech com-
pactification of the group T . The group operation of T induces a semigroup structure on
βT .
Identify t ∈ T with the map t Ð→ tx. So without loss of generality T can be considered as
a subset of XX and the enveloping semigroup E(X) is its closure in XX . In fact as shown
by Ellis, there exists a continuous map Ψ ∶ βT → XX which is an extension of ψ ∶ T Ð→ XX
such that Ψ(βT ) = E(X).
The main aim of this article is to look into the dynamical properties of the Induced Systems
via their Enveloping Semigroups. This requires studying Enveloping Semigroups as phase
spaces under the action of the acting group(semigroup). We undertake such a study and
wherever possible exhibit connections between their properties to some dynamical behavior
of the system. We are essentially interested in the dynamical system (E(X), T ), which has
mostly been studied for minimal systems, by extending the known results to non-minimal
cases that have not been studied in a systematic manner so far. Throughout we discuss basic
definitions and results, developing our notations, and include some observations that have
not appeared in print so far.
For the basics and most of the related theory of Topological Dynamics and Enveloping
Semigroups we recommend the books [1, 9, 22, 25, 29, 31, 56, 57, 58].
In [25] Furstenberg had introduced the notion of disjointness of flows - the flows (X,T )
and (Y,T ) are disjoint, and denoted as X ⊥ Y , if whenever we have homomorphisms α ∶
Z → X, β ∶ Z → Y from any flow (Z,T ) then there exists a homomorphism γ ∶ Z → X × Y
such that α = πXγ and β = πY γ where πX , πY are the respective projections. In [27] Glasner
consider the induced flow (2X , T ) on the space 2X of non empty closed subsets of X and
gave a necessary and sufficient condition for two minimal flows to be disjoint. For that he
introduced the notion of quasifactors. Briefly, quasifactors are the minimal subsets of 2X .
For the induced flow (2X , T ), the notion of a “circle operator” as an action of βT on 2X
was defined by Ellis, Glasner and Shapiro [23].
Since βT acts on both X and 2X , the action of p ∈ βT on X is given as x Ð→ px
where px = lim tix whereas the action of p ∈ βT on 2X is given as A Ð→ p ○ A where
p ○A = {x ∈X ∶ ti Ð→ p,{ai} ⊂ A, tiai Ð→ x} = lim tiA in 2X where ti Ð→ p in βT .
We note that for T = Z, βZ is the set of all ultrafilters, and so computing an element of
βZ is not simple though finding E(X) or E(2X) can be relatively easy.
Hence for the study of induced systems it will be easier to look into E(2X) directly without
using the circle operator.
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Thus, in order to study the properties of induced flows we need to study the properties
of E(2X). But we note that 2X can never be minimal. Most of the results known for E(X)
are when (X,T ) is minimal. So we first extend the theory of enveloping semigroups for non-
minimal systems, i.e. we first study the properties of E(X) when (X,T ) is not minimal.
These are then used to study E(2X).
In this article we study the dynamics of E(X) and E(2X) under the action of T . Our X
is mostly a compact, infinite metric space and we are mainly interested in the case when T
and E(X) are also infinite. For a finite group T , many of our results may not have the same
form and we simply ignore those cases. We note that both E(X) and E(2X) are factors of
βT , though in general E(X) may not be a subset or superset of E(2X).
βT
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One immediate problem that springs up is to determine all possible relations between
E(X) and E(2X) that exist and the dynamical consequences that determine the possibility
of such relations that arise from such a possibility.
Here we study the topological dynamical properties of (E(X), T ), where T is either a
group or a monoid. This study can be extended to the study of the dynamical properties
of (E(X),E(X)). We have not advanced in this direction, since a lot of what we could
have obtained trivially would have coincided with the study made by Akin, Auslander and
Glasner [5]. We suggest the enthusiastic reader to look into [5] after reading this work.
2. Basic Definitions and Elementary Properties
2.1. Some Topological Dynamics. Let (X,T ) be a flow or a semiflow. A subset A ⊆ X
is invariant if TA = {ta ∣ a ∈ A, t ∈ T} ⊆ A. If A is invariant then π′ = π∣T×A ∶ T ×A → A
is an action and π′(A,T ) is a (semi)flow. When T = Z or N, a point x in a the cascade or
semicascade (X,f) is called the periodic point if fn(x) = x for some n and the least such
positive n is called the period of x. Period of x is denoted as Per(x). Also the orbit of x in
this case is O(x) = {fn(x) ∶ n ∈ N,Z}.
Let (X,T ) and (Y,T ) be two flows and φ ∶ X → Y , then φ is said to be homomorphism
of flows or a factor if φ is continuous surjection and φ(tx) = tφ(x) ∀ x ∈X, t ∈ T . A cascade
(Y, g) is called a factor of the cascade (X,f) if there exists a continuous surjection h ∶X → Y
such that h ○ f = g ○ h, and (X,f) and (Y, g) are called conjugate if h is homeomorphism.
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(X,T ) is point transitive if there exists a point x0 ∈X with Tx0 = X , where A denotes the
closure of A. A subset M ⊆ X is said to be minimal if M ≠ ∅, M is closed, M is invariant
and M is minimal with respect to these properties and the flow (X,T ) is minimal if X itself
is minimal. Equivalently, M is minimal if Tx =M for all x ∈M .
We note that if φ ∶ (X,T )→ (Y,T ) is a flow homomorphism; then
(a) If M is minimal subset of X then φ(M) is minimal subset of Y .
(b) If N is minimal subset of φ(X) then there exists a minimal subset M of X with
φ(M) = N .
A point x ∈ X is called almost periodic if Tx is minimal set. A flow (X,T ) is called
pointwise almost periodic if every x ∈X is almost periodic.
The (semi)flow (X,T ) is called transitive(topologically transitive) if for every nonempty,
open subsets U and V in X , there exist a t ∈ T such that tU ∩ V ≠ ∅. (X,T ) is weak mixing
if the flow (X × X,T ) is topologically transitive. (X,T ) is called a mixing system if for
any pair of nonempty open sets U,V ⊂ X , there exist a compact subset C of T such that
tU ∩ V ≠ ∅, for all t ∈ T ∖C.
Note that in case of cascades or semicascades (X,f), one usually talks of forward orbits.
Hence for cascades and semicascades, the usual definitions are considered with the orbit of
x as O(x) = {fn(x) ∶ n ∈ N}, topologically transitive when for every open and nonempty
set U ⊂ X , ⋃
n∈N
fn(U) is dense in X , or, equivalently if for every nonempty, open pair
U,V ⊂ X , there exists a n ∈ N such that the set fn(U) ∩ V is nonempty, weakly mixing if
given nonempty, open sets U1, U2, V1, V2 ⊂ X , there exists a n ∈ N such that fn(U1) ∩ V1 ≠ ∅
and fn(U2) ∩ V2 ≠ ∅. The celebrated Fursternberg intersection lemma [25] gives us that the
cascade or semicascade (X,f) is weakly mixing if and only if for every k ≥ 2, the product
system (Xk, f (k)) = (X × . . . ×X´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k−times
, f × . . . × f´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k−times
) is topologically transitive. And the cascade or
semicascade (X,f) is topologically mixing if for any pair of nonempty, open subsets U,V of
X , there exists N ∈ N, such that fn(U) ∩ V ≠ ∅ for n ≥ N , with it being minimal if O(x) is
dense in X for every x ∈X .
In case of cascades or semicascades (X,f), for any nonempty, open U,V ⊂ X , the set
N(U,V ) = {n ∈ N ∶ fn(U) ∩ V ≠ ∅} is called the hitting set. (X,T ) is called transitive if
any such N(U,V ) is nonempty, weak mixing if N(U,V ) is thick, where a subset of natural
numbers is called thick if for each k ∈ N, there exist nk ∈ N such that it contains the set{nk, nk + 1, . . . , nk + k}, and the system is mixing if N(U,V ) is cofinite.
For cascades or semicascades (X,f), the notion of strongly transitive is studied in [7].
See also [51]. (X,f) is called Strongly Transitive if for every nonempty, open U ⊂ X ,
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∞
⋃
n=1
fn(U) = X , and Strongly Product Transitive if for every positive integer k the product
system (Xk, f (k)) is strongly transitive.
Again as in [7, 51] we take the backward orbit of x ∈X as
O←(x) = ⋃
n∈N
{f−n(x)} = {y ∈X ∶ fn(y) = x for some n ∈ N}.
Theorem 2.1. [7] For a cascade or semicascade (X,f) the following are equivalent.
(1) (X,f) is strongly transitive.
(2) For every nonempty, open set U ⊂ X and every point x ∈ X, there exists n ∈ N such
that x ∈ fn(U).
(3) For every x ∈X, the backward orbit O←(x) is dense in X.
If (X,f) is strongly transitive, then it is topologically transitive.
Theorem 2.2. [7] A cascade (X,f) is strongly transitive if and only if it is minimal.
We have the inclusion relationship as given in [7]:
Mixing ⇒ Weak Mixing ⇒ Transitivity ⇐ Strongly Transitive ⇐ Minimal.
Strongly Product transitive ⇒ Weak Mixing.
We note here a few observations that can be helpful. Let (X,T ) be a topologically tran-
sitive flow with X metrizable then there exists a x ∈ X with Tx = X means (X,T ) is point
transitive. Let (X,T ) be a topologically transitive, pointwise almost periodic flow with X
metrizable then (X,T ) is minimal. Let π ∶ (X,T )→ (Y,T ) be an epimorphism of flows and
(X,T ) be topologically transitive, then (Y,T ) is topologically transitive.
If (X,d) is a metric space then the flow (X,T ) is said to be equicontinuous at a point
y ∈X if for every ǫ > 0 there exists a neighborhood U of y such that for every x ∈ U and every
t ∈ T ; we have d(tx, ty) < ǫ and the flow is equicontinuous if it is equicontinuous for every
point of X . A cascade(semicascade) (X,f) is equicontinuous if the family {fn ∶ n ∈ Z(N)}
is equicontinuous on X . A flow (X,T ) is called sensitive at a point y ∈ X if for some δ > 0
and for every neighborhood U of y there exists a point x ∈ U and some t ∈ T for which
d(tx, ty) > δ and system is sensitive if it is sensitive at every point of X . A minimal flow
(X,T ) is either equicontinuous or sensitive [13].
If there is a dense set of equicontinuity points in X then the flow (X,T ) is called almost
equicontinuous (AE) see [2, 3]. A transitive flow (X,T ) is either almost equicontinuous or
sensitive [2].
The flow (X,T ) is called hereditarily almost equicontinuous(HAE) if every closed subsys-
tem of (X,T ) is also almost equicontinuous [33].
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A flow (X,T ) is called locally equicontinuous (LE) if ∀ x ∈ X , the subflow (Tx,T ) is
equicontinuous [43]. The cascade (X,f), with X = {(r, θ) ∶ 0 ≤ r ≤ 1; θ ∈ R} and f(r, θ) =
(r, r + θ) is locally equicontinuous but not almost equicontinuous.
A flow (X,T ) is called weakly almost periodic (WAP) if for every g ∈ C(X)(the space
of continuous complex valued functions with the topology of pointwise convergence), the
set {g ○ t ∶ t ∈ T} is relatively compact in C(X) [17, 24, 50]. There are examples of locally
equicontinuous systems that are not weakly almost periodic systems mentioned in [43].
In general, WAP ⊆ LE ⊆ AE.
A flow (X,T ) is non sensitive (NS) if for every ǫ > 0 there exists a neighborhood U in X
such that for every x, y ∈ U and every t ∈ T ; we have d(tx, ty) < ǫ. (X,T ) is called hereditarily
non sensitive (HNS) if every closed subsystem of (X,T ) is also non sensitive [37].
Essentially non sensitive systems are those systems that have a non empty set of equicon-
tinuity points. A transitive flow (X,T ) is non sensitive (NS) if and only if it is almost
equicontinuous [37]. Though in the non transitive case we can have a non sensitive system
which is not almost equicontinuous. And it is still not known if hereditary non senstive
systems differ from hereditary almost equicontinuous systems and if the class of metrizable
hereditary non senstive and hereditary almost equicontinuous systems is closed under factors
and countable products [37].
A pair {x, y} is called proximal if there exists a net {ti} ⊆ T with lim
i
tix = lim
i
tiy. The
collection of proximal pairs in X×X will be denoted by P (X) and a flow (X,T ) is proximal if
every pair (x, y) ∈X ×X is proximal ; i.e., P (X) =X ×X . For a cascade(semicascade) a pair
{x, y} is called proximal if there exists a sequence {ni} ⊆ Z(N) with lim
i
fni(x) = lim
i
fni(y).
From the definition, we can see that the relation of proximality is reflexive and symmetric
but it is not transitive in general and so not always an equivalence relation.
We recall a very important result in this direction;
Auslander-Ellis Theorem [9, 22]: Let (X,T ) be a flow and x ∈ X . Then there exists an
almost periodic point y ∈X such that (x, y) ∈ P (X).
In fact, this theorem says more. One can specify the proximal almost periodic point. That
is, if M is a minimal set in the orbit closure of x, then there is an x′ ∈ M with x and x′
proximal.
We define ∆ = {(x,x) ∶ x ∈ X} ⊂ X ×X , the diagonal of X ×X . Thus (x, y) ∈ ∆ means
that x = y. The flow (X,T ) is a distal flow when the only proximal pairs are of the form
(x,x) ∈ X × X ; i.e., P (X) = ∆. Distality is preserved under homomorphisms and taking
products.
Let π ∶ (X,T ) → (Y,T ) be a homomorphism of flows. We say that π is a proximal (distal)
homomorphism if whenever π(x) = π(y), the pair x and y is proximal (distal). And (X,T )
is called proximal (distal) extension of (Y,T ).
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Let (X,T ) be topologically transitive and distal. Then (X,T ) is minimal.
For a flow (X,T ), a point x ∈X is called recurrent if the orbit of x returns to its neighbour-
hood infinitely often. Usually this infinitely often is described in terms of some ‘admissible
set’. A point x ∈ X is called recurrent if for any ǫ > 0 there is an admissible A ⊂ T such that
d(t(x), x) < ǫ for all t ∈ A, and uniformly recurrent if and only if the orbit closure Tx is a
minimal set.
For a cascade (X,f), a point x ∈ X is called periodic if there exists a n ∈ N such that
fn(x) = x, recurrent if there exists a sequence nk ↗ ∞ such that fnk(x) → x i.e. the set
N(x,U) = {n ∈ N ∶ fn(x) ∈ U} is infinite for any neighbourhood U of x, and uniformly recur-
rent if for any neighbourhood U ∋ x, the set N(x,U) = {n ∈ N ∶ fn(x) ∈ U} is syndetic(i.e.
with bounded gaps). Note that periodic points and almost periodic points are uniformly
recurrent. The set of all recurrent points in X is denoted as Rf(X).
The omega limit set of a point x ∈ X , ω(x) = {y ∈ X ∶ y = lim
k
f tkx for some sequence
(tk) in N}, and is a non empty closed f -invariant set. A point x is recurrent if x ∈ ω(x).
A point x ∈ X is called non-wandering if for every open set U ⊂ X with x ∈ U , there exists
a n ∈ N such that fn(U) ∩ U ≠ ∅. The set of all non-wandering points in X is denoted as
Ωf(X).
The concept of recurrence is strengthened by the notion of rigidity. These concepts of weak
rigidity, rigidity and uniform rigidity in topological dynamics were first defined by Glasner
and Maon [36] for cascades. A cascade (X,f) is called weakly rigid if for any x1, . . . , xn ∈X
and ǫ > 0, there is a m ∈ N such that d(xi, fm(xi)) < ǫ, i = 1, . . . , n. This essentially means
that each n-tuple (x1, . . . , xn) in the product system (Xn, f (n)) for each n ∈ N is a recurrent
point. The cascade (X,f) is called n-rigid if the later property is satisfied for some n ∈ N,
rigid if there is a sequence nk ↗∞ such that fnkx → x for all x ∈ X , and uniformly rigid if
the sequence nk ↗∞ is such that fnk → e uniformly on X . Here e is the identity mapping
on X .
Uniformly Rigid ⇒ Rigid ⇒ Weakly Rigid
There are examples of uniformly rigid, rigid but not uniformly rigid and weakly rigid but
not rigid cascades discussed in [36].
Theorem 2.3. [2] Let (X, f) be a topologically transitive system. Then (X,f) is almost
equicontinuous implies that (X,f) is uniformly rigid.
Theorem 2.4. [41] A topologically transitive system without isolated points which is not
sensitive is uniformly rigid.
2.2. Symbolic Dynamics. Symbolic Dynamics originated as a method to study general
dynamical systems. The distinct feature in symbolic dynamics is that space and time are
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both discretized. Each state is associated with a symbol and the evolution of the system is
described by an infinite sequence of symbols. Related theory can be read from [47].
In general for the alphabet set A with ∣A∣ <∞, consider AZ then
ρ(x, y) = { 2−(k+1), if x ≠ y and k is maximal so that x[−k,k] = y[−k,k];
0, x = y.
is a metric on AZ and the cylinder set Ck(u) = {x ∈ X ∶ x[k,k+∣u∣−1] = u}; i.e, Ck(u) is the
set of points in which the block u occurs starting at position k. These cylinder sets are open
sets and C−n(x[−n,n]) = B2−(n−1)(x). Hence if x ∈ Ck(u) and n= max{∣k∣, ∣k + ∣u∣ − 1∣}, then
B2−(n−1)(x) ⊂ Ck(u). Cylinder sets are basic open set of the shift space. If ∣u∣ = 2m + 1, set
C−m(u) = [u]. We shall usually talk of cylinders [u] where the central word in the bi-infinite
sequence is u.
For an alphabet set A, the full A-shift (AZ, σ) is a dynamical system where AZ = {x =
(xi)i∈Z ∶ xi ∈ A ∀ i ∈ Z} and σ ∶ AZ → AZ called shift map is defined as σ(x) = y, where
yi = xi+1. If A = {0,1,2, ..., r − 1}, then it (AZ, σ) is called full r-shift.
If x ∈ AZ and w is a block over A, then w occurs in x if there are indices i and j so
that w = x[i,j]. Note that the empty block ε occurs in every x, since ε = x[1,0]. Let F be
a collection of blocks over A, which we will think of as being the forbidden blocks. For any
such F , define XF to be the subset of sequences in AZ which do not contain any block in F .
In general, the collection F is countably infinite.
A shift space is a subset X of a full shift AZ such that X = XF for some collection F of
forbidden blocks over A. Any closed invariant subset of a shift space is called a subshift.
Let X ⊂ AZ and Bn(X) denote the set of all n−blocks that occur in points in X then the
collection B(X) = ∞⋃
n=0
Bn(X) is called the language of X .
In the other way, a shift space X can be defined as X = XF where F = B(X)c. If the set
F can be taken to be finite then the XF is called a subshift of finite type(SFT).
We recall a standard example of subshift of finite type. The Golden Mean Shift X ⊂ {0,1}Z
is the set of all binary sequences with no two consecutive 1’s. Here X =XF , where F = {11}.
For subshifts X and Y (not necessarily on the same alphabet), we say that Y factors on
X and write X → Y if there is a factor map from X onto Y . A subshift is called sofic if it
is a factor of a subshift of finite type.
Again a standard example of a sofic shift is the Even Shift. The Even Shift Y ⊂ {0,1}Z is
the set of all binary sequences so that between any two 1’s there are an even number of 0’s.
One can take for F the collection {102n+11 ∶ n ≥ 0}. The Even Shift is a factor of the Golden
Mean Shift.
And X
Per
→ Y means that the period of any periodic point of X is divisible by the period
of some periodic point of Y . We say that X → Y if X factors onto Y .
A shift space X is irreducible if for every ordered pair of blocks u, v ∈ B(X) there is a
w ∈ B(X) so that uwv ∈ B(X).
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Let X be a shift space. The entropy h(X) of X is defined by h(X) = lim
n→∞
1
n
log∣Bn(X)∣.
Theorem 2.5. [14] [Boyle’s factor theorem] Suppose X and Y are irreducible subshifts of
finite type or irreducible sofic shifts such that X
Per
→ Y and h(X) > h(Y ). Then X → Y .
For us 2 = {0,1}, then full shift over 2 denoted as (2Z, σ) is called 2-shift.
The 2-shift is a mixing system with a dense set comprising of periodic points of all
periods.
A continuously differentiable map f ∶ S1 → S1 is called expanding if ∣f ′(x)∣ > 1 for all
x ∈ S1. We define the degree of f ∶ S1 → S1 , denoted by deg(f) to be the number(of
preimages)∣f−1(x)∣, for any x ∈ S1. Now for expanding maps f, g ∶ S1 → S1, deg(f ○ g) =
deg(f)deg(g). An expanding map f ∶ S1 → S1 is mixing. It is an easy exercise that if
f ∶ S1 → S1 is an expanding map of degree 2 then f is a factor of the 2-shift.
3. Dynamics of Induced Systems
Let X be a compact metric space. Let 2X denote the set of all non empty closed subsets
of X i.e. 2X = {A ⊂ X ∶ A = A, A ≠ ∅}. We denote F1(X) = {{x} ∶ x ∈ X} ≡ X ,
Fn(X) = {F ∈ 2X ∶ ∣F∣ = n} and F(X) = ∞⋃
n=1
Fn is the collection of all finite subsets of X .
Define ⟨V1, V2, ..., Vk⟩ = {A ∈ 2X ∶ A ⊂ k⋃
i=1
Vi and A ∩ Vi ≠ ∅ for 1 ⩽ i ⩽ k}, for any finite
collection {V1, V2, ..., Vk} of subsets of X and let B = {⟨V1, V2, ..., Vk⟩ ∶ k = 1,2,3, ..and Vi is
open subset of X for 1 ⩽ i ⩽ k}. Then B is base for the topology ν on 2X called the Vietoris
Topology. When X is compact Hausdorff space then the space 2X endowed with Vietoris
Topology is also compact Hausdorff and F(X) = 2X .
For the metric space (X,d) we have the Hausdorff metric Hd defined on 2X . For A,B ∈
2X , Hd(A,B) = max{sup{d(a,B) ∶ a ∈ A}, sup{d(b,A) ∶ b ∈ B}}where d(a,B) =min{d(a, b) ∶
b ∈ B}. Thus, Hd(A,B) < ǫ if and only if each set is in the open ǫ neighbourhood of the
other, or, equivalently, each point of A is within ǫ of a point in B and vice versa.
For a compact metric space, Hausdorff metric topology and Vietoris topology are equiva-
lent.
Let X be a compact Hausdorff space and Ai → A and Bi → B in (2X , ν) and Ai ⊂ Bi ∀ i
then A ⊂ B.
Let h ∶ X → Y be a continuous map then h∗ ∶ 2X → 2Y , defined as h∗(A) = h(A) is well
defined because of compactness of X and is continuous.
We refer the interested reader to look into [45, 49] for more details.
3.1. For Cascades and Semicascades. We consider our systems to be cascades or semi-
cascades in this subsection.
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Let X be a compact metric space and f ∶ X → X be a homeomorphism or a continuous
map. The cascade (semicascade) (X,f) induces the cascade (semicascade) (2X , f∗).
We recall a few important results for induced systems from [6, 54]:
(1) Let (X,f), (Y, g) be cascades and π ∶ X → Y be a homomorphism of cascades then
π∗ ∶ 2X → 2Y defined as A↦ π(A) defines the action on 2X and π∗ is homomorphism
of cascades.
(2) Let X be a compact Hausdorff space and i ∶ X → 2X such that i(x) = {x}, then i is
a continuous embedding.
(3) If (X,f) is distal andM is minimal subset of 2X then the subsystem (M,f∗) is distal.
(4) For a surjective flow (X,f), (2X , f∗) is distal if and only if (X,f) is equicontinuous
if and only if (2X , f∗) is equicontinuous.
(5) Let (X,f) be a cascade (semicascade) and (2X , f∗) be the induced cascade (semicas-
cade) then (X,f) is weakly mixing if and only if (2X , f∗) is topological transitive if
and only if (2X , f∗) is weakly mixing .
(6) Suppose X is complete, separable metric space with no isolated points and (X,f) is
weakly mixing then for a transitive point C of the induced system (2X , f∗);
(a) fnC ∩ fmC = ∅ for m ≠ n ∈ N.
(b) The set C is nowhere dense in X .
(c) The set C has infinitely many components.
We note that in (2X , f∗) as transitivity is equivalent to weakly mixing and so a transitive(2X , f∗) is always sensitive and never equicontinuous. So it is interesting to look into the
cases of equicontinuity when (2X , f∗) is not transitive. We discuss the cases for almost
equicontinuity and local equicontinuity for the induced system (2X , f∗).
Lemma 3.1. Suppose X is a compact Hausdorff space and Y ⊂ X such that Y = X then
F(Y ) = 2X .
Proof. Consider the basic open set ⟨V1, V2, ..., Vk⟩ in 2X where each Vi is an open set in X .
Now since Y is dense in X , so for each Vi, there is a yi ∈ Y such that yi ∈ Vi. So the set
F = {y1, y2, . . . , yk} ∈ ⟨V1, V2, ..., Vk⟩ and since F ∈ F(Y ), F(Y ) is dense in 2X . 
Theorem 3.1. (X,f) is almost equicontinuous if and only if (2X , f∗) is almost equicontin-
uous.
Proof. Suppose (X,f) is almost equicontinuous. So there exists Y ⊂ X such that Y =X and
each point in Y is point of equicontinuity. Now let A = {a1, a2, . . . , ak} ∈ F(Y ) be any finite
set. Since each member of Y is point of equicontinuity, so for each ai ∈ A, for every ǫ > 0
there is an open set Ui in X such that d(fn(ai), fn(u)) < ǫ for each n ∈ N and for each u ∈ Ui.
Now consider the open set ⟨U1, U2, . . . , Uk⟩ ∋ A in 2X and a B ∈ ⟨U1, U2, . . . , Uk⟩. For given
ǫ > 0, for n ∈ N;
Hd(fn∗ (A), fn∗ (B)) =max{sup{d(fn(a), fn(B)) ∶ a ∈ A}, sup{d(fn(b), fn(A)) ∶ b ∈ B}}.
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Since for each b ∈ B, there is some Ui such that b ∈ Ui, d(fn(ai), fn(b)) < ǫ for each
n ∈ N. Since d(fn(ai), fn(B)) = inf{d(fn(ai), fn(b)) ∶ b ∈ B} < ǫ and for each b ∈ B,
d(fn(b), fn(A)) = inf{d(fn(b), fn(ai)) ∶ ai ∈ A} < ǫ, which means Hd(fn∗ (A), fn∗ (B)) < ǫ for
each n ∈ N and ∀ B ∈ ⟨U1, U2, . . . , Uk⟩. Thus A is the point of equicontinuity in 2X . So each
member of F(Y ) is the point of equicontinuity in 2X and since F(Y ) is dense in 2X , (2X , f∗)
is almost equicontinuous.
Conversely, suppose (2X , f∗) is almost equicontinuous and A ⊂ 2X is the dense set of
equicontinuous points. Then for given ǫ > 0, ∃ δ > 0 such that ∀ A ∈ A, and B ∈ 2X
Hd(A,B) < δ⇒Hd(fn∗ (A), fn∗ (B)) < ǫ ∀ n ∈ N.
Pick an a ∈ A and y ∈X with d(a, y) < δ. Then,
Hd(fn∗ (A), fn∗ (A ∪ {y}) < ǫ ∀ n ∈ N.
This implies that d(fn(a), fn(y)) < ǫ ∀ n ∈ N, and so a ∈ A is an equicontinuity point for
(X,f).
Thus ⋃
A∈A
{a ∶ a ∈ A} is a dense set of equicontinuity points in X and so (X,f) is almost
equicontinuous. 
We observe the following for locally equicontinuous systems;
Theorem 3.2. If (2X , f∗) is locally equicontinuous ⇒ (X,f) is locally equicontinuous.
Proof. The proof here is trivial since xz→ {x} is an isometry from X z→ 2X . 
However the converse of the above theorem need not to be true as can be seen in the below
example;
Example 3.1. Consider X = {(r, θ) ∶ 0 ≤ θ ≤ 2π, r ∈ {1 − 1
2n
∶ n ∈ N} ∪ {0,1}} and f(r, θ) =
(r, θ + 2πr) defined on X.
For this cascade (X,f), we see that each orbit closure is an equicontinuous system, in fact
f is identity on the circle r = 1. Hence (X,f) is locally equicontinuous.
We now consider the induced system (2X , f∗). Let A = {(r,0) ∶ r ∈ {1− 12n ∶ n ∈ N}∪{0,1}}
and consider O(A) ⊂ 2X .
For a fixed m ∈ N, f(r, θ) = (r, θ + 2πr), f 2(r, θ) = (r, θ + 4πr), . . . , fk(r, θ) = (r, θ + 2kπr)
and for any k ≤m,
f 2
m(1 − 1
2k
,0) = {1 − 1
2k
,2m2π(1 − 1
2k
)) = (1 − 1
2k
,0).
Consider the sequence {A,f(A), f 2(A), f 22(A), . . . , f 2n(A), . . .} in 2X . We note that this
sequence is not a Cauchy sequence in 2X as for any k ∈ N, Hd(f 2k(A), f 2k+1(A)) > 1.
Note that f 2
k(1 − 1
2k+1
,0) = {1 − 1
2k+1
,2k2π(1 − 1
2k+1
)) = (1 − 1
2k+1
, π) whereas
f 2
k+1(1 − 1
2k+1
,0) = (1 − 1
2k+1
,0).
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Since 2X is compact, this sequence will have a convergent subsequence, and so there exists a
sequence ni ↗∞ and B ∈ 2X such that f 2ni(A)Ð→ B. So B ∈ O(A) in 2X .
We claim that A is not a point of equicontinuity for O(A). Given δ > 0 there exists nr > nt
s.t.
Hd(B,f 2nr (A)) < δ2 and Hd(B,f 2nt (A)) < δ2 .
Thus Hd(f 2nr (A), f 2nt (A)) < δ.
But
f 2
nt (1 − 1
2nt
,0) = (1 − 1
2nt
,0) and
f 2
nt(1 − 1
2nr
,0) = (1 − 1
2nr
, 2π
2nr−nt
)
Hence
f 2
2nt (1 − 1
2nt
,0) = (1 − 1
2nt
,0) and
f 2
2nt (1 − 1
2nr
,0) = (1 − 1
2nr
, 4π
2nr−nt
)
So for some k,
Hd(f 2knt(f 2nr (A)), f 2knt (f 2nt (A))) > 1.
Hence A is not a point of equicontinuity in (O(A), f∗). So (2X , f∗) is not locally equicontin-
uous.
Remark 3.1. From the above example, we also note that (X,f) is hereditary almost equicon-
tinuos but (2X , f∗) is not hereditary almost equicontinuos since (O(A), f∗) is a subsystem of
which fails to be almost equicontinuous.
However (2X , f∗) is hereditary almost equicontinuos⇒ (X,f) is hereditary almost equicon-
tinuos with the proof being obvious.
And for weakly almost periodic (WAP) flows, we can say:
Proposition 3.1. Suppose (2X , f∗) is a weakly almost periodic (WAP) flow then (X,f) is
also weakly almost periodic (WAP).
Proof. Since (2X , f∗) is WAP, {gˆ ○ fn∗ ∶ n ∈ Z} is relatively compact in the weak topology on
C(2X) for all gˆ ∈ C(2X). Now each g ∈ C(X) induces a gˆ ∈ C(2X) given as gˆ(A) = max{∣g(a)∣ ∶
a ∈ A}. And gˆ ○ fn∗ ({x}) = g ○ fn(x), ∀n ∈ Z, ∀x ∈ X . Thus {g ○ fn ∶ n ∈ Z} is relatively
compact in the weak topology on C(X) for all g ∈ C(X). Thus, (X,f) is WAP. 
Remark 3.2. The converse here is not true, and we shall look into that later.
Theorem 3.3. (X,f) is uniformly rigid if and only if (2X , f∗) is uniformly rigid if and only
if (2X , f∗) is rigid.
Proof. (2X , f∗) is uniformly rigid trivially implies that (X,f) is uniformly rigid and (2X , f∗)
is also rigid.
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Since (X,f) is uniformly rigid then there is a sequence {nk}↗∞ such that fnk Ð→ e = IX
uniformly. We can easily see by the definition of f∗, that f
nk
∗ Ð→ e = I2X uniformly. Hence(2X , f∗) is also uniformly rigid.
Let (2X , f∗) be rigid. Then there is a sequence {nk}↗∞ such that fnk∗ A Ð→ A, ∀A ∈ 2X .
This gives the convergence of fnk∗ Ð→ e = I2X over compacta and hence uniformly, since 2X
is a compact metric space. This proves that (2X , f∗) is uniformly rigid.

Remark 3.3. Though (2X , f∗) is rigid vacuously implies that (X,f) is rigid, we see in the
below example taken from [36] that the converse does not hold.
Example 3.2. Consider X = {(r, θ) ∶ 0 ≤ θ ≤ 2π, r ∈ {1− 1
2n
∶ n ∈ N}∪ {0,1}} and f ∶ X →X
defined as
f(r, θ) = { (r, θ + 2π(1 − r)), r ≠ 1;(r, θ), r = 1.
This cascade (X,f) is rigid as f 2k(x) → x for all x ∈ X. But (X,f) is not uniformly
rigid. And so it is easy to see that (2X , f∗) will not be rigid.
With a different proof Li, Oprocha, Ye and Zhang [46] show that:
Theorem 3.4. [46] Let (X,f) be a cascade. The following are equivalent:
(1) (X,f) is uniformly rigid;
(2) (2X , f∗) is uniformly rigid;
(3) (2X , f∗) is rigid;
(4) (2X , f∗) is weakly rigid.
The cascade (semicascade) (2X , f∗) induces the cascade (semicascade) (22X , f∗∗), which
induces the cascade (semicascade) (222X , f∗∗∗), . . ., which induces (2⋅⋰2X , f∗...∗), . . .. And we
have,
Theorem 3.5. (X,f) is weakly mixing if and only if (2X , f∗) is weakly mixing if and only
if (22X , f∗∗) is weakly mixing . . . if and only if (2⋅⋰2X , f∗...∗), . . . is weakly mixing . . ..
Theorem 3.6. (X,f) is mixing if and only if (2X , f∗) is mixing if and only if (22X , f∗∗) is
mixing . . . if and only if (2⋅⋰2X , f∗...∗) is mixing . . ..
Theorem 3.7. (X,f) is equicontinuous (almost equicontinuous) if and only if (2X , f∗) is
equicontinuous (almost equicontinuous) if and only if (22X , f∗∗) is equicontinuous (almost
equicontinuous) . . . if and only if (2⋅⋰2X , f∗...∗) is equicontinuous (almost equicontinuous)
. . ..
Theorem 3.8. (X,f) is uniformly rigid if and only if (2X , f∗) is uniformly rigid if and only
if (22X , f∗∗) is uniformly rigid . . . if and only if (2⋅⋰2X , f∗...∗) is uniformly rigid . . ..
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Theorem 3.9. (2X , f∗) is transitive if and only if (22X , f∗∗) is transitive . . . if and only if
(2⋅⋰2X , f∗...∗) is transitive . . ..
3.2. For flows. Suppose (X,T ) is a flow, where T is a discrete, Abelian topological group
and X a compact metric space.
Now for the cascade (X,f), the induced dynamics of (2X , f∗) has been studied in [6, 54]
and the references therein. Almost all of this study with almost same results can also be
carried out for the flow (X,T ) with T mostly Abelian, though there has been no account of
such a study in literature so far. We briefly summarize some of the results in our case and
give some proofs for the sake of completion.
We note that most of the results listed below will also hold if T is a monoid.
Let (X,T ) be a flow then πt ∶ X → X induces a map πt
∗
∶ 2X → 2X , inducing the flow
(2X , T ). We prove a few important dynamical properties of the induced dynamics of (2X , T )
here:
(1) If (X,T ) is distal andM is minimal subset of 2X then the subsystem (M,T ) is distal.
[We refer the reader to the next section for reference to the algebraic tools used in
this proof.]
This easily follows since if (u ○ A,v ○ A) is a proximal pair in (M,T ) for A ∈ M
and u ○A ≠ v ○A with u, v ∈ βT , then there exists a1, a2 ∈ A with ua1 ≠ va2 such that(ua1, va2) is a proximal pair in (X,T ).
(2) If (X,T ) is distal then each almost periodic point in the induced system (2X , T ) is
distal and these points are dense in 2X .
This can be seen since the almost periodic points in 2X are distal by the above
observation. Since every point of X is distal, and finite sets are dense in 2X , the
almost periodic points in 2X are dense.
(3) As observed in [6], (X,T ) distal need not imply that (2X , T ) is distal.
(4) (X,T ) is equicontinuous if and only if (2X , T ) is equicontinuous if and only if (2X , T )
is distal.
It is simple to see that (X,T ) being equicontinuous implies that (2X , T ) is also
equicontinuous and that further implies that (2X , T ) is distal. We will show that
(2X , T ) if distal implies that (X,T ) is equicontinuous.
For this we consider the regionally proximal relation RP ⊂ X ×X for (X,T ). We
say that (x, y) ∈ RP if there are nets {xn} and {yn} in X with xn → x and yn → y,
z ∈ X and net {tn} in T such that (tn(xn), tn(yn)) → (z, z) in X ×X . It is known
that (X,T ) is equicontinuous if and only if RP is the identity relation in X ×X .
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Suppose (X,T ) is not equicontinuous. Then there are x ≠ y ∈X with (x, y) ∈ RP .
Then we have nets xn → x, yn → y and tn ∈ T with (tn(xn), tn(yn))→ (z, z) for some
z ∈ X . Let C = {x1, x2, . . . } ∪ {x} and D = {y1, y2, . . . } ∪ {y}. We can always take
C ∩ D = ∅. Since (2X , T ) is distal, the orbit closure of (C,D) in 2X × 2X should
be minimal. Let (C ′,D′) be the limit point of the set {(tn(C,D)} in 2X × 2X . But
z ∈ C ′ ∩D′, and so we have C ′ ∩D′ ≠ ∅. Now if the T × T orbit closure of (C,D)
were minimal, then (C,D) would be in the T × T orbit closure of (C ′,D′). But that
would imply that C ∩D ≠ ∅, a contradiction.
We note that this does not require T to be discrete and so would be true for any
Abelian T .
(5) (X,T ) is almost equicontinuous if and only if (2X , T ) is almost equicontinuous. The
proof being similar to the one for Theorem 3.1.
(6) When T is Abelian, (X,T ) is weakly-mixing if and only if (2X , T ) is topological
transitive if and only if (2X , T ) is weakly-mixing.
For Abelian T , we use a characterization due to Karl Petersen [53] - (X,T ) is
weakly mixing if and only if given nonempty open subsets A and B of X there is
t ∈ T such that tA ∩A ≠ ∅ and tA ∩B ≠ ∅. This clearly gives that (2X , T ) is weakly
mixing implies that (2X , T ) is topologically transitive implies that (X,T ) is weakly
mixing. All we need to see is that (X,T ) is weakly mixing implies that (2X , T ) is
weakly mixing.
Let Nπ(U,V ) = {t ∈ T ∶ t(U)∩V ≠ ∅}. We refer to [1, 5] for the proof of the beauti-
ful Furstenberg Intersection Lemma (c.f. [25]) - for non empty, open U1, U2, V1, V2 ⊂X ,
there exists U3, V3 ⊂X such that
Nπ(U3, V3) ⊂ Nπ(U1, V1) ∩Nπ(U2, V2).
And again we refer to [1, 5] for the proof that for Abelian T , (X,T ) is weakly
mixing if and only if the product system (Xn, T ) is weakly mixing for all n ∈ N if and
only if {Nπ(U,V ) ∶ U,V ⊂X are non empty, open } is a filter.
This gives us that (X,T ) is weakly mixing implies (Xk, T ) is topologically transi-
tive for all k ∈ N implies n⋂
i=1
Nπ(⟨U i
1
, U i
2
, ..., U ik⟩, ⟨V i1 , V i2 , ..., V ik ⟩) ≠ ∅ for non empty,
open U i
1
, U i
2
, . . . , U ik, V
i
1
, V i
2
, . . . , V ik ⊂ X for any k and i = 1, . . . , n, implying that(2X , T ) is weakly mixing.
We refer to [5] to look into conditions when this would also be true for nonabelian
T .
(7) Suppose (X,T ) is weakly mixing with Abelian T . Then (2X , T ) is topologically
transitive and so admits a Gδ dense set of transtive points in 2X . For any such
transitive point C of the induced system (2X , T ), we have;
(a) t′C ∩ tC = ∅ for t′ ≠ t ∈ T .
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(b) The set C is nowhere dense in X .
(c) The set C has infinitely many components.
(d) Every point of C is a transitive point for (X,T ).
For (a) we observe that if t1(C)∩t2(C) ≠ ∅, then there exists c1, c2 ∈ C with t1(c1) =
t2(c2). For x ∈ X there exists a net kn in T such that kn(C) converges to {x}. Hence,{ti(kn(ci))} converges to ti(x) for i = 1,2. Since T is abelian, ti(kn(ci)) = kn(ti(ci))
for i = 1,2 and the two limits are the same as t1(c1) = t2(c2). Thus, t1(x) = t2(x) for
all x ∈X . Since x was arbitrary, t1 = t2.
Infact, each of the sets in {t(C) ∶ t ∈ T} are pairwise disjoint.
For (b) we note that if C had a nonempty interior then since X is perfect there
would exist U,V ⊂ C disjoint non empty, open subsets of C. Then by transitivity
there is a t ∈ T such that C ∩ t(C) /= ∅. But this would contradict (a).
For (c) we see that for any set {x1, . . . , xn} of n distinct points in X with 2ǫ <
min{d(xi, xk) ∶ for i /= k = 1, . . . , n}, there exists t ∈ T such that t(C) is ǫ close to{x1, . . . , xn}. Then the ǫ ball centered at each xi gives a partition of C into n non
empty, open sets and hence the number of components of C is at least n.
For (d) we again recall the argument in (a) that there exists a net {tn} in T such
that tn(C) converges to {x} for all x ∈ X . Hence, each c ∈ C is a transitive point in
X .
The cascade (2X , T ) induces the cascade (22X , T ), which induces the cascade (222X , T ),
. . ., which induces (2⋅⋰2X , T ), . . .. And we have,
Theorem 3.10. For Abelian T , (X,T ) is weakly mixing if and only if (2X , T ) is weakly
mixing if and only if (22X , T ) is weakly mixing . . . if and only if (2⋅⋰2X , T ) is weakly mixing
. . ..
Theorem 3.11. For Abelian T , (X,T ) is mixing if and only if (2X , T ) is mixing if and only
if (22X , T ) is mixing . . . if and only if (2⋅⋰2X , T ) is mixing . . ..
Proposition 3.2. Suppose (2X , T ) is a weakly almost periodic (WAP) flow then (X,T ) is
also weakly almost periodic (WAP).
Proof. Since (2X , T ) is WAP, {fˆ ○ πt
∗
∶ t ∈ T} is relatively compact in the weak topology on
C(2X) for all fˆ ∈ C(2X). Now each f ∈ C(X) induces a fˆ ∈ C(2X) given as fˆ(A) =max{∣f(a)∣ ∶
a ∈ A}. And fˆ ○ πt
∗
({x}) = f ○ πt(x), ∀t ∈ T, ∀x ∈ X . Thus {f ○ πt ∶ t ∈ T} is relatively
compact in the weak topology on C(X) for all f ∈ C(X). Thus, (X,T ) is WAP. 
Theorem 3.12. (X,T ) is equicontinuous (almost equicontinuous) if and only if (2X , T )
is equicontinuous (almost equicontinuous) if and only if (22X , T ) is equicontinuous (almost
equicontinuous) . . . if and only if (2⋅⋰2X , T ) is equicontinuous (almost equicontinuous) . . ..
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4. Function Spaces
Any study on enveloping semigroups cannot be complete without a proper background of
function spaces. In this section we discuss some known facts about some function spaces
and try to construct some more results about various topologies on functions spaces.
Definition 4.1. For any topological space X with C ⊂X, a compact subset, and U ⊂X, an
open subset, the set
(C,U) = {f ∶ X → X ∶ f(C) ⊂ U}
forms a sub-basic open set in the compact-open topology on XX and is abbreviated as c-
topology.
Definition 4.2. For a topological space X, if x ∈X and U ⊂X is open then the set
(x,U) = {f ∶ X →X ∶ f(x) ∈ U}
forms a sub-basic open set of the point open topology on XX and is abbreviated by p-
topology.
We recall some important results, the reader is encouraged to look for more in [18, 59]
(1) The p-topology is always contained in the c-topology.
(2) For a compact set C ⊂X and open set U ⊂ X , (C,U) ⊂ (C,U).
(3) For each x0 ∈ X , let cx0 ∶ X → X be the constant map x → x0. The map j ∶ X → XX
given by x → cx is a homeomorphism of X onto a subspace of XX ; thus X can always
be embedded in XX .
(4) Let X0 ⊂ X be a subspace of X ; then XX0 is homeomorphic to the subspace S0 = {f ∈
XX ∶ f(X) ⊂X0} ⊂ XX .
(5) Let X be a metric space and XX has the c-topology. If F ⊂ XX is equicontinuous
family on X then F ⊂ XX is also equicontinuous.
See [18, 59] for more details. We recall some important theorems here.
Theorem 4.1. [18, 59](Arzela-Ascoli) Let (X,d) be a metric space and F ⊂ XX is a
family satisfies;
(1) F is equicontinuous on X.
(2) {f(x) ∶ f ∈ F} is compact for each x.
Then F is compact and equicontinuous on X.
Theorem 4.2. [18, 59] Let (X,d) be a metric space. A sequence {fn} in XX converges to
an f ∈XX uniformly on every compact subset if and only if fn → f in the c-topology of XX .
Theorem 4.3. [18, 59] On an equicontinuous family F , the compact-open topology reduces
to point-open topology.
TOPOLOGICAL DYNAMICS OF ENVELOPING SEMIGROUPS 19
Now C(X,X) ⊂XX and C(2X ,2X) ⊂ (2X)2X the set of all continuous self maps on X and
2X respectively, we establish some inter-relations between them.
Theorem 4.4. The space C(X,X) with the c-topology is embedded in the space C(2X ,2X)
in the p-topology.
Proof. Define the map i ∶ (C(X,X), c) → (C(2X ,2X), p) as i(f) = f∗ where f∗(A) = f(A). As
F1(X) ≡X , we can easily see that i is one-one.
Now let (A, ⟨U1, U2, . . . , Uk⟩) be a sub-basic open set in (C(2X ,2X), p). We check whether
i−1((A, ⟨U1, U2, . . . , Uk⟩)) ∩ C(X,X) is open in the c-topology of C(X,X).
Claim: i−1((A, ⟨U1, U2, . . . , Uk⟩)) ∩ C(X,X) = (A,U) ∖⋃nj=1{f ∈ C(X,X) ∶ f(A) ∩Uj = ∅}
in C(X,X), where U = ⋃ni=1Ui.
For some j, let {f ∈ C(X,X) ∶ f(A) ∩Uj = ∅}. Then there is a net {fn} in {f ∈ C(X,X) ∶
f(A) ∩Uj = ∅} such that fn Ð→ h in the c-topology of C(X,X). Then fn(A) Ð→ h(A) and
since for each n, fn(A) ∩Uj = ∅⇒ h(A) ∩ Uj = ∅⇒ {f ∈ C(X,X) ∶ f(A) ∩Uj = ∅} is closed
set. Therefore ⋃nj=1{f ∈ C(X,X) ∶ f(A) ∩ Uj = ∅} is a closed set in c-topology of C(X,X).
So (A,U) ∖⋃nj=1{f ∈ C(X,X) ∶ f(A) ∩Uj = ∅} is open.
Now for any g ∈ i−1((A, ⟨U1, U2, . . . , Uk⟩)) ∩ C(X,X)⇒ i(g) = g∗ ∈ ((A, ⟨U1, U2, . . . , Uk⟩)) ∩
C(X,X)⇒ g∗(A) ⊂ ⋃ni=1Ui and g∗(A)∩Uj ≠ ∅⇔ g ∈ (A,U)∖⋃nj=1{f ∈ C(X,X) ∶ f(A)∩Uj =
∅}.
Therefore i is continuous. Hence C(X,X) is embedded in C(2X ,2X) and the compact-open
topology of C(X,X) coincides with the point-open topology of C(2X ,2X). 
We now discuss some results relating the space C(X) of continuous complex valued func-
tions on a topological space X and the corresponding space C(2X).
Lemma 4.1. The map i ∶ C(2X)→ C(X) defined as i(f) = f ∣F1(X) is a continuous map.
Proof. In the p-topology of C(X), let W = (x, (a, b)) be a basic open set in C(X) then
i−1(W ) = ({x}, (a, b)) which is open in the p-topology of C(2X). So i is a continuous map. 
Not every α ∈ C(2X ,2X) is induced from some element in C(X,X). Those that do are
called inducible. We note the following due to Janusz J. Charatonik and Wlodzimierz J.
Charatonik [16] for inducible mappings;
Definition 4.3. [16] Let X and Y be compact Hausdorff spaces then α ∈ C(2X ,2Y ) is said
to be inducible if there is an f ∈ C(X,Y ) such that f∗ = α.
Given two mappings g1, g2 ∈ C(2X ,2Y ), there is a relation ≺ defined as g1 ≺ g2 if and only if
g1(A) ⊂ g2(A) for all A ∈ 2X . This relation is always reflexive, transitive and the symmetry
exists if g1 = g2.
Theorem 4.5. [16] Let X and Y be two compact Hausdorff spaces. A mapping g ∶ 2X → 2Y
is inducible if and only if each of the following three conditions are satisfied:
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(1) g(F1(X)) ⊂ F1(Y );
(2) A ⊂ B implies g(A) ⊂ g(B) for every A,B ∈ 2X .
(3) g is minimal with respect to the order ≺ i.e if there is an f such that f ≺ g then f = g.
5. Algebra of Topological Dynamics and Enveloping Semigroups
For this section we rely mostly on the basics as given in [1, 9, 19, 20, 22, 25, 31, 33, 44].
Though this study was initiated by Robert Ellis and most of this was developed in his work
[21], we refrain from quoting this source since we have not read that work. We mention here
that the same work has been rewritten as [22] which turns out to be one of our primary
sources in this section.
5.1. Stone-Cˇech compactification βT of discrete T . As noted earlier, the Stone-Cˇech
compactification βT of T is determined as:
(a) T ⊂ βT , with βT compact, Hausdorff
(b) T = βT
(c) if τ ∶ T → Z be any function where Z is compact Hausdorff space then there exists a
unique continuous extension τˆ of τ , given as τˆ ∶ βT → Z.
Let T be a discrete group or monoid with the identity element e, so that T is provided
with an associative binary operation: T × T → T as (s, t) ↦ st, then the left multiplication
map Lt ∶ βT → βT as p ↦ tp is continuous for all t ∈ T and right multiplication Rp(q) = qp
is also continuous for all p ∈ βT . Thus we see that the group or semigroup structure of
T can be extended to βT and left Lt and right multiplication Rp are continuous. Also if
p, q ∈ βT such that pq ∈ T then p, q ∈ T . So, if p ∈ βT and it has an inverse q i.e. pq = e then
e = pq ∈ T ⇒ p, q ∈ T . So, the elements which has an inverse must be from T , not from βT .
The theory of Filters is used for the construction of Stone-Cˇech compactification βT of
T (≠ ∅). We recall that for a given set S with the partial ordering ⊆, a family F of subsets
of S is called a filter if (i) ∅ ∉ F , (ii) if A,B ∈ F then A ∩B ∈ F , and (3) if A ∈ F and A ⊆ B
then B ∈ F . The maximal filter under ⊆ is called an ultrafilter. The structure of βT is based
on ultrafilters.
βT = {U ∶ U is an ultrafilter on T}.
and for ∅ ≠ A ⊂ T , the hull of A is defined as h(A) = {U ∈ βT ∶ A ∈ U}.
Let t ∈ T . Then the collection h(t) = {A ∶ t ∈ A ⊂ T} is an ultrafilter on T and τ = {Γ ⊂
βT ∶ for every U ∈ Γ, ∃ A ∈ U such that h(A) ⊂ Γ} is a topology on βT , B = {h(A) ∶ A ⊂ T}
is base for τ and h(A) is the closure of a subset A in βT .
Also βT is compact Hausdorff space and so (βT,T ) is a flow.
Now for any U ∈ βT and t ∈ T, tU = {tA ∶ A ∈ U} = {A ∶ t−1A ∈ U}. Since Rt(A) = At and
Lt(A) = tA. So, tU = {tA ∶ L−1t (A) ∈ U}. So, A ∈ tU ⇒ L−1t (A) ∈ U ⇒ t ∈ {s ∶ L−1s (A) ∈ U}⇒
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{s ∶ L−1s (A) ∈ U} ∈ h(t) and vise-versa. So, A ∈ Ut⇔ t ∈ {s ∶ L−1s (A) ∈ U} ⇔ {s ∶ L−1s (A) ∈
U} ∈ h(t).
From this point of view, we can generalize the concept of product of two ultrafilter by
identifying t ≡ h(t) is an ultrafilter. So, we can define A ∈ UV ⇔ {s ∶ L−1s (A) ∈ V} ∈ U .
So, for T to be a semigroup, t ∈ T, A ⊂ T and U ∈ βT, tA = Lt(A) = {ta ∶ a ∈ A}. Then
U ∗A = {s ∶ L−1s (A) ∈ U} and if T is a semigroup and U ,V ∈ βT and ω = {A ⊂ T ∶ U ∗A ∈ V}.
Then ω is an ultrafilter on T .
So, the product of ultrafilters is defined to make it a semigroup. For U ,V ∈ βT , Product
is defined as UV = {A ⊂ T ∶ U ∗A ∈ V} and the result A ∗ (UV) = (A ∗ U) ∗ V proves that for
U ,V,W ∈ βT ⇒ (UV)W = U(VW), making βT a semigroup.
Thus for the semigroup βT and for t ∈ T, U ∈ βT, RU ∶ βT → βT and Lt ∶ βT → βT are
right and left multiplications then both are continuous.
If (X,T ) is a point transitive flow, there always exists an epimorphism ψ ∶ (βT,T ) →
(X,T ) means every point transitive flow is homomorphic image of βT .
Since (X,T ) is point transitive then ∃ x0 ∈ X such that Tx0 = X . Define a map η ∶
T → X defined by η(t) = tx0, then there is a unique continuous extension ηˆ(p) = px0 ∀ p ∈
βT. [because T = βT ]
Since (X,T ) is a flow, so, (tt′)x0 = t(t′x0). So, by the uniqueness of extensions, we get;(tp)x0 = t(px0). Now for p ∈ βT and t ∈ T , ηˆ(tp) = (tp)x0 = t(px0) = tηˆ(p). So ηˆ is a flow
homomorphism.
5.2. Enveloping Semigroups E(X) for flows (X,T ). Since T acts on X then every point
of T gives a mapping on the space X . Therefore the space XX also plays an important role
in the theory. Since X is compact, XX - the space of all maps from X to X , is also compact
Hausdorff space endowed with the topology of pointwise convergence. We denote f(x) as
the image of x under f and fg is the composition of f and g and ρ ∶ XX ×XX → XX is
the map defined as ρ(f, g) = fg ∀ f, g ∈ XX , which provides the semigroup structure on
XX . Now for every f ∈ XX , ρf ∶ XX → XX defined as ρf(g) = gf and ρf ∶ XX → XX as
ρf(g) = fg are continuous. Thus XX is a semigroup.
If XX × X → X is given as (f, x) ↦ f(x) then (f1f2, x) ↦ (f1f2)(x) = f1(f2(x)) =(f1, (f2(x)) = (f1, (f2, x)) and (id, x) ↦ id ⋅ x = x, which shows that XX acts on X .
If T is any discrete subgroup of XX which consists entirely of continuous maps, then
(X,T ) is a flow. Conversely, if π(X,T ) is a flow then consider the set A = {πt ∶ t ∈ T}
where πt ∶ X → X defined as πt(x) = tx with each πt continuous and πt1πt2(x) = πt1(t2x) =
t1(t2x) = (t1t2)x = πt1t2(x) and πt−1(x) = t−1x = (πt)−1(x), so πt−1 = (πt)−1. So, A is a discrete
subgroup of XX consisting of continuous maps.
Now the map T → XX defined as t → πt has a continuous extension ΦX ∶ βT → XX
and ΦX(βT ) = {πt ∶ t ∈ T} = E(X,T ) = E(X) is a subgroup of XX called the Enveloping
semigroup of the flow (X,T ). We give a simple example here:
22 ANIMA NAGAR AND MANPREET SINGH
Example 5.1. Consider the cascade ([0,1], f) where f(x) = x2. Enveloping semigroup
E(X) here is just the two point compactification of Z as fn Ð→ g1 and f−n Ð→ g2 as
nÐ→∞, where
g1(x) = { 0, x ∈ [0,1);1, x = 1. and g2(x) = {
0, x = 0;
1, x ∈ (0,1].
Enveloping semigroups are the most essential tools in the algebraic theory of topological
dynamics. Their algebraic structure leads to characterization of some important dynamical
properties of the flow (X,T ). We briefly recall some results:
● The action T × E(X) → E(X) as (t, p) ↦ πtp, where πt = Lt ∶ E(X) → E(X) as
Lt(q) = tq and E(X) is point transitive.
● ΦX ∶ βT → E(X) is both a flow and a semigroup homomorphism.
● The map ψ ∶ E(X)→ X as p↦ px is a flow homomorphism for all x ∈ X .
● The map ΦβT ∶ βT → E(βT,T ) is an isomorphism.
● Let φ ∶ (X,T ) → (Y,T ) be a homomorphism of flows, then φ(px) = pφ(x) for all
x ∈X and p ∈ βT .
● Let f ∶ (X,T ) → (Y,T ) be a surjective flow homomorphism. Then there exist a map
θ ∶ E(X)→ E(Y ) defined as θ(a) = φY (p) where p ∈ βT with φX(p) = a.
(a) θ is surjective and continuous.
(b) θ(pq) = θ(p)θ(q)∀ p, q ∈ E(X) so that θ is both flow and a semingroup homo-
morphism.
(c) If ψ ∶ E(X)→ E(Y ) is a homomorphism with ψφX = φY then θ = ψ.
● If π ∶ T ×X → X is a continuous action then we can define π1 ∶ T × (X ×X)→X ×X
by
π1(t, (x, y)) = (π(t, x), π(t, y)) = (tx, ty).
So, in view of last result, E(X) ≅ E(X ×X).
● For the flow (X,T ) if x0 ∈ X is such that Tx0 = X and θ ∶ E(X) → X be defined by
θ(p) = px0 ∀ p ∈ E(X) then θ induces an isomorphism E(E(X)) ≅ E(X).
We observe that even if X is a countable space, E(X) can be uncountable.
Example 5.2. For each n ∈ N, let Xn = {(r, θ) = ( 12n , 2kπ2n (mod 2π)) ∶ k = 0,1,2, . . .} and
X = ⋃
n∈N
Xn⋃{(0,0)} as a subspace of R2.
Define f ∶X → X as f(r, θ) = (r, θ + 2πr(mod 2π)).
For any s ∈ N,
f s( 1
2n
, θ) = ( 1
2n
, θ + 2sπ
2n
(mod 2π))
Let s be a 2-adic integer. Suppose s = 2s1 + 2s2 + . . . + 2sr then f s( 1
2n
, θ) = ( 1
2n
, θ +
2π(2s1+2s2+...+2sr
2n
)(mod 2π)) = ( 1
2n
, θ + 2π( 1
2n−s1
+
1
2n−s2
+ . . . + 1
2n−sr
)(mod 2π)).
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Let a = . . . 10101 = 1 + 4 + 16 + . . . be a 2-adic integer. Then for the function fa defined
as fa(r, θ) = (r, θ + 2kπan(mod 2π)), where a2k = 122 + 124 + 126 + . . . + 122k−2 + 122k and a2k+1 =
1
2
+
1
23
+
1
25
+ . . . + 1
22k−1
+
1
22k+1
, we see that fa will be a member of E(X) corresponding to a.
In general for any 2-adic integer q where q = {xn}n∈N as xn = 0,1, the corresponding map
fq ∈ E(X) will be defined as fq(r, θ) = (r, θ + 2kπan) where an = 12n ∑
n∈N
xk2k and r = 12n .
Hence the enveloping semigroup E(X) is isomorphic to the group of 2-adic integers. Ob-
serve that X is a countable space but E(X) is uncountable.
Example 5.3. Consider the cascade (X,f), where X = {(r, θ) ∶ 0 ≤ θ ≤ 2π, r ∈ {1 − 1
2n
∶ n ∈
N}∪{0,1}} and f(r, θ) = (r, θ+2πr). For any k ∈ N, fk(1− 1
2n
, θ) = (1− 1
2n
, θ+2kπ(1− 1
2n
)) =
(1− 1
2n
, θ − 2kπ
2n
). fa ∈ E(X) corresponding to the 2-adic integer a = . . . 10101 = 1+ 4+ 16+ . . .
can be described as follows: fa(r, θ) = (r, θ − 2kπan), where a2k = 122 + 124 + 126 + . . . + 122k−2 + 122k
and a2k+1 = 12 + 123 + 125 + . . . + 122k−1 + 122k+1 . Also any integer p will be equivalent to a 2-adic
terminates at zeroes. So p will be associate with the map f p from the enveloping semigroup.
In general for any 2-adic integer q where q = {xn}n∈N as xn = 0,1, the corresponding map
fq ∈ E(X) will be defined as fq(r, θ) = (r, θ − 2kπan) where an = 12n ∑
n∈N
xk2k and r = 1 − 12n .
It’s enveloping semigroup E(X) is isomorphic to the group of 2-adic integers.
Example 5.4. Consider the cascade (X,f), where X = {(r, θ) ∶ 0 ≤ θ ≤ 2π, r ∈ {1 − 1
3n
∶ n ∈
N} ∪ {0,1}} and f(r, θ) = (r, θ + 2πr).
For any k ∈ N, fk(1 − 1
3n
, θ) = (1 − 1
3n
, θ + 2kπ(1 − 1
3n
)) = (1 − 1
3n
, θ − 2kπ
3n
). fa ∈ E(X)
corresponding to the 2-adic integer a = . . . 10101 = 1+ 9+ 27+ . . . can be described as follows:
fa(r, θ) = (r, θ − 2kπan), where a2s = 132 + 134 + 136 + . . . + 132s−2 + 132s and a2s+1 = 13 + 133 +
1
35
+ . . . + 1
32s−1
+
1
32s+1
. By the same procedure in last example, it’s enveloping semigroup is
isomorphic to the group of 3-adic integers. In general for a prime p, and cascade (X,f),
where X = {(r, θ) ∶ 0 ≤ θ ≤ 2π, r ∈ {1 − 1
pn
∶ n ∈ N} ∪ {0,1}} and f(r, θ) = (r, θ + 2πr) is a
self-map on X, it’s enveloping semigroup E(X) is isomorphic to the group of p-adic integers.
QUESTION: What can we say about E(X) for the cascade (X,f), when X = {(r, θ) ∶ 0 ≤
θ ≤ 2π, r ∈ {1 − 1
jn
∶ n ∈ N, j = 2,3} ∪ {0,1}} and f(r, θ) = (r, θ + 2πr) is a self-map on X .
In particular, what can we say about E(X) for the skew product (X,f), when X = {(r, θ) ∶
0 ≤ θ ≤ 2π, r ∈ [0,1]} and f(r, θ) = (r, θ + 2πr) is a self-map on X .
5.3. Ideals in E(X). Let (X,T ) be a flow and E(X) be its enveloping semigroup. Then
a non empty subset I ⊂ E(X) is called the left ideal if E(X) ⋅ I ⊂ I; i.e., α ∈ I, p ∈ E(X)⇒
pα ∈ I. Throughout this article an ideal for us is a left ideal.
I is a minimal ideal if and only if I is closed in E(X) and does not contain any left ideal
as a proper subset. For a minimal ideal I, the flow (I, T ) is minimal. Again Zorn’s Lemma
guarantees that for any flow (X,T ), if I is any ideal in E(X) then I contains a minimal
ideal. We recall an important lemma due to K. Nakamura here:
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Lemma 5.1. [52] If G is a compact semigroup for which one-sided multiplication x → xx0
is continuous, then G contains an idempotent.
Proof. Let A be a minimal subset of G satisfying (i)AA ⊂ A, (ii)A is compact. Since G
itself satisfy these properties, so such a family will be non empty and Zorn’s lemma will
guarantee the existence of a minimal set of this kind. Take any u ∈ A. Au ⊆ A is compact
and, moreover Au.Au ⊂ Au whence Au = A. So for some v ∈ A,vu = u. Let A′ = {v ∶ vu = u}.
The set A′ is non empty, compact, and A′A′ ⊂ A′. Thus A′ = A, and hence u ∈ A′, and so
u2 = u. 
Since every continuous map from a compact space to a Hausdorff space is a closed map.
So, consequently if G is a compact Hausdorff semigroup such that the maps Rx ∶ G → G
given as Rx(y) = yx are continuous ∀ x ∈ G then ∃ an idempotent u2 = u ∈ G.
Thus every minimal ideal contains an idempotent. The idempotents in a minimal ideal
has an important role.
Let (X,T ) be a flow and I ⊂ E(X) be a minimal ideal in E(X) then;
● The set J of idempotents of I is non empty.
● An idempotent u ∈ E(X) is said to be minimal if u is contained in some minimal
ideal I ⊆ E(X).
● pv = p for all v ∈ J and p ∈ I.
● vI is a group with identity v for all v ∈ J .
● {vI ∶ v ∈ J} is a partition of I, and
● If we set G = uI for some u ∈ J , then I = ⊎{vG ∶ v ∈ J}, where ⊎ denotes disjoint
union.
● We define an equivalence relation ∼ on J , the set of idempotents in E(X) as:
u ∼ v⇔ uv = u and vu = v.
and so if u ∼ v then we say u and v are equivalent. If I,K ⊆ E(X) are minimal ideals
in E(X) and u2 = u ∈ I is an idempotent then ∃ a unique idempotent v ∈ K with
uv = v and vu = v.
We note an important result proved by Ellis [21] and given as an exercise in [22]. We
include the proof here since we need these ideas for some of our results later.
Theorem 5.1. In a flow (X,T ), if I,K ⊂ E(X) are two minimal ideals then (I, T ) and
(K,T ) are isomorphic.
Proof. We know that every minimal ideal of E(X) contains an idempotent. We say that
that for idempotents u and v, u ∼ v if and only if uv = v and vu = u.
Claim: For two minimal ideals I,K in E(X) and for an idempotent u ∈ I, there is a
unique idempotent v ∈K such that u ∼ v.
For u ∈ I, consider the set Ku = {ku ∶ k ∈ K}. Since u ∈ I and I is an ideal ⇒ ku ∈ I.
Therefore Ku ⊂ I and we can see that Ku is also an ideal in E(X). So Ku = I.
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Now consider N = {k ∈ K ∶ ku = u}. Since Ku = I and u ∈ I. So there is a k ∈ K such
that ku = u ⇒ N ≠ ∅. Also if k1, k2 ∈ N then k1k2u = u ⇒ k1k2 ∈ N . So N2 ⊂ N . Also as
k ∈ N ⇔ ku = u⇔ k ∈ R−1u (u). Therefore N = R−1u (u) ∩K.
Since N2 ⊂ N , let Σ = {S ⊂ E(X) ∶ ∅ ≠ S,S2 ⊂ S}. Since N ∈ Σ, Σ ≠ ∅ and by Zorn’s
lemma there exists a minimal element, S of Σ when the latter is ordered by inclusion.
Let s ∈ S, Ss = Rs(S) is a closed subset of S because Rs(S) is closed. SsSs ⊂ SSs ⊂ Ss ⊂ S,
whence Ss = S by the minimality of S.
Let R = {t ∈ S ∶ ts = s} and since Ss = S, R ≠ ∅ and R2 ⊂ R = R−1s (s) = R. So R = S
therefore s2 = s, which means there is a v ∈ N such that v2 = v. So vu = u. By interchanging
the role of I and K, there will be a w ∈ I such that wv = v.
Now since u ∈ I and u2 = u, so Iu = I as I is minimal ideal. So for any p ∈ I, p = αu, α ∈ I.
Therefore pu = αuu = αu = p. Here w ∈ I. So w = wu = wvu = v = u⇒ w = u. So there is a
v ∈K such that uv = v and vu = u.
Suppose there is another η ∈ K such that uη = η and ηu = u then η = uη = vuη = vη. So
η ∈ vK. Since η2 = η, η ∈ ηK ⇒ η ∈ vK ∩ ηK but vK and ηK will be disjoint. Therefore
η = v. Hence there is a unique v ∈K such that uv = v and vu = u. So claim is true.
Now define Rv ∶ (I, T )→ (K,T ) as Rv(p) = pv.
Claim: Rv is an isomorphism.
If Rv(p) = Rv(q) then pv = qv⇒ pvu = qvu⇒ pu = qu⇒ p = q. Therefore Rv is injective.
Now let any α ∈ K. Since K ⊂ E(X) is minimal, O(v) = K. So there is a net {ti} in T
such that tiv Ð→ α ⇒ tiuv Ð→ α because uv = v. Now {ti} ∈ E(X), there is a subnet {tik}
such that tik → p where p ∈ E(X)⇒ tiku → pu and pu ∈ I.
α = lim
i→∞
tikuv = puv where pu ∈ I. So α = Rv(pu). Therefore Ru is surjective. Since right
multiplication in E(X) is continuous and homomorphism, Ru is an isomorphism.

We again consider Example 5.1:
Example 5.5. Consider the cascade ([0,1], f) where f(x) = x2. Enveloping semigroup
E(X) here is just the two point compactification of Z as fn Ð→ g1 and f−n Ð→ g2 as
nÐ→∞, where
g1(x) = { 0, x ∈ [0,1);1, x = 1. and g2(x) = {
0, x = 0;
1, x ∈ (0,1].
Note that here both g1 and g2 are idempotents. f(g1) = g1 and f(g2) = g2. Also g1(g2) = g2
and g2(g1) = g1.
So this cascade (X,f) has two minimal ideals I1 = {g1} and I2 = {g2} each comprising of
the singleten an idempotent.
We will be mostly dealing with the study of cascades or semicascades and so for T = Z or
T = N∪{0}. We prove some of the above properties for cascades, for which we have not seen
any proof in print.
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Lemma 5.2. Let φ ∶ (X,f)→ (Y, g) be a homomorphism then there exists Φ ∶ E(X)→ E(Y )
s.t. Φ(pq) = Φ(p)Φ(q) and φ(px) = Φ(p)φ(x).
Φ is a continuous surjection and so a semigroup homomorphism. We note that
βT
ΦX
{{✈✈
✈✈
✈✈
✈✈
✈✈
✈✈
ΦY
##❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍
E(X) Φ // E(Y )
X
φ
// Y
where ΦX ∶ βZ→XX s.t. ΦX(βZ) = E(X) and ΦY ∶ βZ→ Y Y s.t ΦY (βZ) = E(Y ).
Since E(X) = {fn ∶ n ∈ Z} ⊂ XX and φf = gφ, if
fni Ð→ p in E(X)
i.e. fni(x)Ð→ p(x) ∀ x ∈ X
i.e. φ(fni(x)) Ð→ φ(p(x)) ∀ x ∈X
i.e. gni(φ(x))Ð→ φ(p(x)) ∀ x ∈X
Define Φ ∶ E(X)→ E(Y ) as φ(px) = Φ(p)φ(x).
We first note that Φ is surjective.
Let
q ∈ E(Y )
i.e. gni Ð→ q in Y Y
i.e. gni(y)Ð→ q(y) ∀ y ∈ Y
Since φ is surjective, ∃ x ∈X s.t φ(x) = y ∀ y ∈ Y and so
gni(φ(x)) Ð→ q(φ(x)) ∀ x ∈X
i.e. φfni(x)Ð→ qφ(x) ∀ x ∈X
By passing to subsequence if necessary
fni Ð→ p in E(X)
i.e. fni(x)Ð→ p(x) ∀ x ∈X
i.e. φfni(x) Ð→ φp(x) ∀ x ∈ X
Thus φ(px) = qφ(x) = Φ(p)φ(x) ∀ x ∈X ⇒ Φ(p) = q.
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We now prove that Φ defined thus is continuous. Suppose
qn Ð→ p in E(X)
i.e. qn(x)Ð→ p(x) ∀ x ∈ X
i.e. φ(qn(x)) Ð→ φ(p(x)) in Y ∀ x ∈X
i.e. Φ(qn)φ(x)Ð→ Φ(p)φ(x) in Y ∀ x ∈X or φ(x) ∈ Y
i.e. Φ(qn)Ð→ Φ(p) in E(Y )
So Φ is continuous.
Theorem 5.2. Let (X,f) and (Y, g) be cascades for which there exists a homomorphism
Φ ∶ E(X)→ E(Y ). If I ⊂ E(X) is a minimal ideal then Φ(I) is a minimal ideal in E(Y ).
Proof. Since I is minimal ideal in E(X), I is minimal subset of the flow (E(X), T ). Take
any α ∈ E(Y ) and Φ(r) ∈ Φ(I) where r ∈ I. For any y ∈ Y , since φ is a factor map, there
will be an x ∈X such that φ(x) = y then αΦ(r)(φ(x)) = αφ(rx).
Now since α ∈ E(Y ) there is a sequence {ni} such that gni Ð→ α ⇒ gni(y) Ð→ α(y) ⇒
gni(φ(x)) Ð→ α(φ(x)). Since φ is homomorphism of flows, gni(φ(x)) = φ(fni(x)). By
passing to a subsequence, there will be a p ∈ E(X) such that fni Ð→ p. Since φ is continuous,
φ(fni(x)) Ð→ φ(p(x)). So α(φ(x)) = φ(p(x)).
So α(φ(rx)) = φ(p(rx)) = Φ(pr)φ(x). So αΦ(r)(φ(x)) = Φ(pr)(φ(x)) for any x ∈ X .
Therefore αΦ(r) = Φ(pr). Since r ∈ I and I is an ideal in E(X), pr ∈ I ⇒ Φ(pr) ∈ Φ(I).
Hence αΦ(r) ∈ Φ(I)⇒ Φ(I) is an ideal of E(Y ). Since I is minimal subset of E(X), Φ(I)
will also be minimal subset of E(Y ). Hence φ(I) is minimal ideal in E(Y ). 
5.4. Minimality and Enveloping Semigroups. We recall the universality of a minimal
subset M of βT .
Let M be a minimal subset of βT , ((βT,T ) ≅ E(βT,T )) and (X,T ) be a minimal flow.
Then there exists an epimorphism λ ∶M →X .
Suppose (X,T ) is a minimal flow then for any x ∈ X, Tx is closed invariant set and by
minimality of X, Tx = X . Hence (X,T ) is pointwise almost periodic. We list some results:
● Let (X,T ) be a flow with x ∈ X and I ⊆ E(X) be a minimal ideal in E(X) then
following are equivalent;
(a) x is almost periodic point of X .
(b) Tx = Ix = {px ∶ p ∈ I} and
(c) there exist u2 = u ∈ I such that ux = x.
● For the flow (X,T ) and x, y ∈ X , the following are equivalent;
(a) There exists a net {ti} ⊆ T with lim
i
tix = lim
i
tiy.
(b) T (x, y) ∩∆ ≠ ∅ where ∆ = {(x,x) ∶ x ∈ X}.
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(c) There exists p ∈ βT with px = py.
(d) There exists r ∈ E(X) such that rx = ry.
(e) there exists a minimal ideal I ⊆ E(X) with rx = ry ∀ r ∈ I.
(f) there exists a minimal ideal K ⊆ βT with qx = qy ∀ q ∈K.
for x, y ∈ X the pair (x, y) is proximal if it satisfies anyone of these equivalent
condition.
● For an idempotent u ∈ βT and x ∈ X , since T = βT ∃ a net {ti} ⊆ T such that
ti → u ⇒ tix → ux and so lim
i
ti(x,ux) = lim
i
(tix, tiux) = (ux,uux) = (ux,ux) i.e.
lim
i
(tix) = lim
i
ti(ux). Hence x and ux are proximal.
● Let (X,T ) be a minimal flow, then;
(a) P (X) = {(x,wx) ∶ x ∈X, w is minimal idempotent in βT}.
(b) P (X) = {(x,wx) ∶ x ∈X, w is minimal idempotent in E(X)}.
and a flow (not necessarily minimal) is distal if and only if ux = x for all x ∈X and
for all idempotents u ∈ βT .
● Let (X,T ) be a flow and Φ ∶ βT → E(X) be the canonical map. The following are
equivalent;
(a) X is distal.
(b) e is the only idempotent in E(X).
(c) E(X) is a group.
(d) E(X) = Φ(M), where M is the minimal subset of βT and
(e) E(X) is minimal.
The following theorem with the sketch of the proof is given in [9, p. 53, Th. 6]. We give
the details of the proof here;
Theorem 5.3. Let (X,T ) be an equicontinuous minimal flow, and let x0 ∈X. Let F = Fx0 ={p ∈ E(X) ∶ px0 = x0}, then F is a closed subgroup of E(X). T acts on the space of left
cosets F = {qF ∶ q ∈ E} by t(qF ) = (tq)F (t ∈ T ) and the flow (E/F,T ) is isomorphic with
(X,T ). If T is Abelian then (E(X), T ) ≅ (X,T ).
Proof. Since (X,T ) is minimal equicontinuous flow and hence distal, E(X) will be a group.
Now if p1, p2 ∈ F then p1(x0) = x0 and p2(x0) = x0. So, p1p2(x0) = p1(x0) = x0 ⇒ p1p2 ∈ F .
Also if p1(x0) = x0 ⇒ x0 = p−11 (x0) ⇒ p−11 ∈ F . Therefore F is subgroup of E(X). Now
F = {qF ∶ q ∈ E} is set of left cosets determined by F . For t1, t2 ∈ T , (t1t2)(qF ) = ((t1t2)q)F =(t1(t2q))F = t1(t2q)F . Therefore T acts on the space of right cosets F = {qF ∶ q ∈ E} by
t(qF ) = (tq)F .
Now we define the natural map Ψ ∶ (E/F,T )→ (X,T ) defined by Ψ(qF ) = q(x0).
Ψ is a flow homomorphism: For t ∈ T and qF ∈ F , then Ψ(t(qF )) = Φ((tq)F ) =
(tq)(x0) = t(q(x0)) = tΨ(qF ).
So, Ψ is a flow homomorphism.
Ψ is injective: If Ψ(qF ) = Ψ(sF ) ⇒ q(xo) = s(x0) ⇒ s−1q(x0) = x0 ⇒ s−1q ∈ F ⇒ qF =
sF . Which means Ψ is one-one.
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Ψ is surjective: For any x ∈X , since X is minimal. So, X = Tx0. There exist a net {ti}
in T such that x = lim
i
tix0 and since t ≡ πt and T = E then limiti = r for some r ∈ E(X).
Therefore x = r(x0) = Φ(rF ). So, Ψ is surjective also and hence (E/F,T ) ≅ (X,T ).
Further if T is abelian then for any q ∈ E(X) and t ∈ T , there is a net {si} in T such that
lim
i
si = q. So, qt = lim
i
sit = lim
i
tsi = tq. Therefore for p ∈ F and t ∈ T, p(tx0) = pt(x0) =
tp(x0) = tx0. Which means p is the identity map on Tx0.
Now for any y ∈ X = Tx0, there is a net {ki} in T, y = lim
i
kix0, since p is identity, hence
continuous on Tx0 ⇒ p(y) = p(lim
i
kix0) = lim
i
p(kix0) = lim
i
kix0 = y. Therefore p is identity
on whole X ⇒ F = {e} ⇒ E/F = E. Hence (E(X), T ) ≅ (X,T ). 
5.5. Circle Operator and Induced Systems. Again, for any topological group T , T acts
on the induced system 2X as tA = {ta ∶ a ∈ A} for any t ∈ T or we can write πt(A) = {πt(a) =
ta ∶ a ∈ A} and the circle operator is an action of βT on the induced system 2X . Let (X,T )
be a flow(not necessarily a cascade), ∅ ≠ A = A ⊂ X and p ∈ βT . We define the circle
operation of βT on 2X by
p ○A = {x ∈X ∶ ∃ net {ai} ⊂ A, and {ti} ⊂ T with ti → p and tiai → x}.
Let (X,T ) be a flow, ∅ ≠ A ⊂X and t ∈ T and p, q ∈ βT then;
(a) t ○A = tA, considered as a subset of 2X .
(b) p ○A = ⋂{(N ∩ T )A ∶ N is a neighborhood of p in βT}, again considered as a subset
of 2X .
(c) pA ⊂ p ○A = p ○A.
(d) p ○A = p ○A.
(e) p ○ (q ○A) = (pq) ○A.
So, these properties shows that the βT acts on 2X with circle operator. Also if π ∶ (X,T ) →
(Y,T ) is a flow homomorphism then
(a) π(p ○A) = p ○ π(A) for all ∅ ≠ A ⊂X and all p ∈ βT .
(b) p ○ π−1(y) ⊂ π−1(py) for all y ∈ Y and p ∈ βT and if π is open map and (Y,T ) is
minimal then p ○ π−1(y) = π−1(py) for all p ∈ M , M is minimal ideal of βT and
π−1(p ○B) = p ○ π−1(B) for all B ∈ 2Y and p ∈M .
Identify t ∈ T with the map t Ð→ tx. So without loss of generality T can be considered as
a subset of XX and the enveloping semigroup E(X) is its closure in XX . In fact as shown
by Ellis, there exists a continuous map Ψ ∶ βT → XX which is an extension of ψ ∶ T Ð→ XX
where Ψ(βT ) = E(X).
Since βT acts on both X and 2X , the action of p ∈ βT on X is given as x Ð→ px
where px = lim tix whereas the action of p ∈ βT on 2X is given as A Ð→ p ○ A where
p ○A = {x ∈X ∶ ti Ð→ p,{ai} ⊂ A, tiai Ð→ x} = lim tiA in 2X where ti Ð→ p in βT .
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In the study of induced systems, we shall see that computing E(2X) and looking into
pA ∈ 2X for p ∈ E(2X) is relatively easy than looking into p ○A for p ∈ βT .
6. Periodicity and Recurrence in Enveloping Semigroups
In this section, we will be working only with cascades (X,f).
6.1. Recurrence in Enveloping Semigroups. Before we get into details with recurrence,
we look into this simple observation:
Proposition 6.1. Let (X,f) be a cascade. If e is an accumulation point of E(X) then
Rf(X) = X, where Rf(X) is the set of recurrent points in X.
Proof. Let e be an accumulation point of E(X).
There is a sequence {nk} in Z such that fnk Ð→ e. Since E(X) has topology of pointwise
convergent. So, fnk(x)Ð→ x for all x ∈X .
Hence x ∈Rf(X)⇒ X = Rf(X). 
Remark 6.1. Note that this gives us a bit more than the recurrence of all x ∈X.
Every minimal ideals contains a minimal idempotent. Minimal idempotents play an im-
portant role in the algebraic theory of topological dynamics.
But they are also important entities in the topological dynamics of enveloping semigroups.
Theorem 6.1. Let (X,f) be a cascade and u ∈ E(X) be an idempotent then u is a recurrent
point in (E(X), f).
Proof. Since u ∈ E(X), there is a sequence {ni} such that fni Ð→ u ⇒ fniu Ð→ uu = u
because u is an idempotent. So fniuÐ→ u shows that u is a recurrent point in (E(X), f). 
Since every point in a minimal ideal is almost periodic,
Corollary 6.1. Every element in the minimal ideal of E(X) is recurrent.
6.2. Periodic points for Enveloping Semigroups. E(X) can have periodic points. We
first look into some examples.
We again consider Example 5.1:
Example 6.1. Consider the cascade ([0,1], f) where f(x) = x2. Enveloping semigroup
E(X) here is just the two point compactification of Z as fn Ð→ g1 and f−n Ð→ g2 as
nÐ→∞, where
g1(x) = { 0, x ∈ [0,1);1, x = 1. and g2(x) = {
0, x = 0;
1, x ∈ (0,1].
Note that f(g1) = g1 and f(g2) = g2. Thus g1 and g2 are fixed points in E(X).
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Example 6.2. X = [−1,1] and f ∶X → X defined as f(x) = −x3 then f 2n Ð→ g, f 2n+1 Ð→ h,
f−2n Ð→m and f−2n−1 Ð→ n where
g(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, x ∈ (−1,1)
1, x = 1
−1, x = −1.
and h(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, x ∈ (−1,1)
1, x = −1
−1, x = 1.
m(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, x = 0
1, x ∈ (0,1]
−1, x ∈ [−1,0].
and n(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, x = 0
1, x ∈ [−1,0)
−1, x ∈ (0,1].
Here mm = m, nn = m, mg = g, gm = m, ng = h, gn = n, hh = g, hn = m, mh = h,
hhh = gh = h, hg = h, gg = g, fg = h, fh = g, fm = n, fn =m.
So E(X) = {fn ∶ n ∈ Z} ∪ {g, h,m,n}.
Remark 6.2. We note that in Theorem 6.1 we showed that idempotents are recurrent points
in E(X). As seen in the above example, h3 = h and h is not an idempotent but still h is
recurrent. As discussed earlier every point in the minimal ideal is recurrent in E(X), but
such a point need not be an idempotent.
Enveloping semigroups can admit periodic points of any period, in case of cascades. We
see an example:
Example 6.3. Let n ∈ N.
Let Xn = {n}×Z∗×{1,2, . . . , n} where Z∗ = Z∪{∞} is one point compactification of Z and
fn ∶ Xn →Xn as fn(n, k, l) = (n, k + 1, (l + 1) mod n). In the cascade (Xn, fn), fnin (n, k, l) =(n, k + ni, l) ∀i. So for each (n, k, l) ∈ Xn, fnin (n, k, l) Ð→ (n,∞, l). So E(Xn) = {fkn ∶ k ∈
Z} ∪ {pn, fnpn, . . . , fn−1n pn} where pn(n, k, l) = (n,∞, l). Also fnn pn(n, k, l) = fnn (n,∞, l) =(n,∞, l)⇒ fnn pn = pn. Therefore pn is periodic point of period n. Also pnpn = pn. Therefore
for each n ∈ N, there is a cascade (Xn, fn) such that E(Xn) contains a periodic point of
period n which is an idempotent.
Example 6.4. Let Xn as in example above and X = n⋃
i=1
Xi and f ∶ X → X defined as
f(n, k, l) = fn(n, k, l). So fnin (n, k, l) = (n, k + ni, l) for each n and each i. Now consider
lcm(1,2, . . . , n) = s then f si(n, k, l) = (n, k + si, l). Therefore f si(n, k, l) Ð→ (n,∞, l). So
E(X) = {fk ∶ k ∈ Z} ∪ {p} where p(n, k, l) = (n,∞, l). Also pp = p and f s(p) = p.
We can observe that E( n⋃
i=1
Xi) ≠ E(X1)∪E(X2)∪ . . . ∪E(Xn) but for any 1 ≤ i ≤ n, there
is a factor map h ∶ (E(X), f) → (E(Xi), fi) as h(fk) = fki and h(p) = pi.
Proposition 6.2. Let (Xi, fi), i = 1, . . . k be cascades. Let X = k⋃
i=1
Xi with f ∶ X →X defined
as f(x) = fi(x) for x ∈Xi (assuming that fi(x) = fj(x) when x ∈Xi ∩Xj). Then (X,f) is a
cascade and E(X) factors onto E(Xi), i = 1, . . . , k.
Let X = k∏
i=1
Xi with f ∶ X → X defined as f( k∏
i=1
xi) = k∏
i=1
fi(xi) for xi ∈ Xi. Then (X,f) is a
cascade and E(X) factors onto E(Xi), i = 1, . . . , k.
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Theorem 6.2. Let (X,f) be a cascade. If p ∈ E(X) is a periodic point then O(p) is a
minimal ideal in E(X).
Proof. Let I = O(p), we note that ∣I ∣ < ∞ because p is a periodic point of the cascade
(E(X), f).
We prove that for any q ∈ E(X), qI = I. Since I is a periodic orbit, it will be enough to
show that qp ∈ I. Let q ∈ E(X), then there is a sequence {ni} such that fni Ð→ q in E(X).
Thus fnipÐ→ qp and since I = O(p) is finite, we have qp ∈ I making I a minimal ideal. 
Corollary 6.2. Let (X,f) be a cascade. If there is a periodic point p ∈ E(X) with period n
then all periodic points in E(X) have period dividing n.
Proof. By Theorem 6.2, O(p) is a minimal ideal for each periodic point p ∈ (E(X), f) and
by Theorem 5.1 all minimal ideals are isomorphic. Hence all periodic point will have the
same period. 
Proposition 6.3. In a cascade (X,f) with E(X) infinite, there are no surjective periodic
points in E(X).
Proof. Suppose there is a surjective periodic point p ∈ E(X) with period n then fnp = p and
since p is surjective, fn(x) = x for each x ∈ X . So fn = IX , where IX is the identity map on
X . Hence E(X) contains at most n number of elements and hence finite, which contradicts
that E(X) is infinite. So there is no surjective periodic point. 
Theorem 6.3. For a cascade (X,f), if its enveloping semigroup E(X) has periodic points
then these periodic points are finite, and hence the minimal ideals in E(X) are finite.
In particular, if the period of these periodic points is n then there can be atmost 2n periodic
points.
Proof. We have already seen that all periodic points will have the same period say n. Suppose
there are infinitely many periodic points p1, p2, . . . , pk, . . .. For every pl, there is a sequence{fmli} such that fmli Ð→ pl. Since Per(pl) = n, fmli+kn Ð→ pl for all k ∈ N.
Consider the n + 1 points p1, . . . , pn+1 and let open Ul ∋ pl such that Ul ∩ Uj = ∅ for l ≠ j,
and suppose that mli > 0. Since fmli Ð→ pl, there is an Nl ∈ N such that fmli ∈ Ul for mli ≥ Nl.
Let N ⋙ Nl, ∀l, 1 ≤ l ≤ n + 1, such that fN ∈ U1. Then fN+kn ∈ U1, ∀k > 0. Then there
are n − 1 choices among N + 1, . . . ,N + (n − 1) to be uniquely contained in the n open sets
U2, . . . , Un+1. This contradicts that fm
l
i+kn Ð→ pl for all k ∈ N, 1 ≤ l ≤ n + 1.
If mli < 0, then there is an Nl ∈ N such that f
mli ∈ Ul for mli ≤ −Nl.
In all possibilities ∣Per(f)∣ ≤ 2n.

7. Finite Minimal Ideals in Enveloping Semigroup and Proximal Relations
Since (X,T ) is a flow, (E(X), T ) is also be a flow and we can talk about the proximal
relation in (E(X), T ) also. The following proposition tells about the relation between E(X)
and E(E(X)) in some given conditions;
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Proposition 7.1. [22] For a point transitive flow (X,T ), E(E(X)) ≅ E(X).
Corollary 7.1. For any flow (X,T ), (E(X), T ) is always point transitive and so E(E(E(X))) ≅
E(E(X)).
Theorem 7.1. Suppose (X,T ) is point transitive flow then (X,T ) is distal if and only if
(E(X), T ) is distal.
Proof. Since (X,T ) is point transitive then by proposition 7.1, E(E(X)) ≅ E(X).
Now if (X,T ) is distal then P (X) = ∆. Let (p, q) ∈ P (E(X)) then αp = αq for all
α ∈ I, where I ⊂ E(E(X)) ≅ E(X) is minimal ideal. Which gives αp(x) = αq(x) for each
x ∈ X ⇒ (p(x), q(x)) ∈ P (X) ⇒ p(x) = q(x). Since this is true for each x ∈ X , p = q.
Therefore P (E(X)) = ∆ and hence (E(X), T ) is distal.
Conversely suppose (E(X), T ) is distal flow then E(E(X)) will be a group. So E(X) ≅
E(E(X)) is a group, which gives that (X,T ) is distal. 
Remark 7.1. We note that if (X,T ) is not distal E(X) contains a non-trivial idempotent
u, and the pair (u, e) is proximal.
Remark 7.2. We note that if the flow (X,T ) is not transitive then also we can have
E(E(X)) ≅ E(X). And in that case if (X,T ) is distal(not distal), then (E(X), T ) is also
distal(not distal). We recall Example 5.1 here:
Consider the cascade ([0,1], f) where f(x) = x2. Enveloping semigroup here is just the
two point compactification of Z as fn Ð→ g1 and f−n Ð→ g2 as nÐ→∞, where
g1(x) = { 0, x ∈ [0,1);
1, x = 1. and g2(x) = {
0, x = 0;
1, x ∈ (0,1].
Note that f(g1) = g1 and f(g2) = g2. Thus g1 and g2 are fixed points in E(X).
Now we determine E(E(X)) of (X,f). For that we need to look into the limit functions
of {fn ∶ n ∈ Z} in E(X)E(X) with the topology of pointwise convergent. As fn Ð→ g1 and
f−n Ð→ g2 in XX . So fn Ð→ p in E(X)E(X) ⇔ fn(α)Ð→ p(α) for each α ∈ E(X).
We can observe that fn Ð→ h and f−n Ð→ k in E(X)E(X), where h, k ∶ E(X)→ E(X) are
defined as h(fn) = g1, h(g1) = g1, h(g2) = g2 and k(fn) = g2, k(g1) = g1, k(g2) = g2.
For any k ∈ Z, lim
n→∞
fn(fk) = g1(fk) = g1 = h(fk).
Also lim
n→∞
fn(g1) = g1(g1) = g1 = h(g1) and lim
n→∞
fn(g2) = g1(g2) = g2 = h(g2). So by topology
of pointwise convergent of E(X)E(X), fn Ð→ h.
In the same way k ∈ Z, lim
n→∞
f−n(fk) = g2(fk) = g2 = k(fk) in E(X)E(X).
Also lim
n→∞
f−n(g1) = g2(g1) = g1 = k(g1) and lim
n→∞
f−n(g2) = g2(g2) = g2 = k(g2). So
by topology of pointwise convergent of E(X)E(X), f−n Ð→ k in E(X)E(X). Therefore
E(E(X)) = {fn ∶ n ∈ Z} ∪ {h, k} which is isomorphic to E(X).
Remark 7.3. We can also have the situation that (X,T ) is not a point transitive flow, yet
(X,T ) and (E(X), T ) are both distal.
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For example consider X = {(r, θ) ∶ r = 1,2 and 0 ≤ θ ≤ 2π} and let f ∶ X →X be defined as
f(r, θ) = (r, θ+2πα mod (2π)), where α is irrational. Then the enveloping semigroup E(X)
is isomorphic to an irrational rotation. And here (X,f) and (E(X), f) are both distal.
Theorem 7.2. For a point transitive flow (X,T ), if P (X) is an equivalence relation then
P (E(X)) is also an equivalence relation.
Proof. Since we know that proximal relation is always reflexive and symmetric, so we need
to check only transitivity. Suppose (p, q), (q, r) ∈ P (E(X)) then αp = αq and βq = βr for all
α ∈ I, β ∈ J , where I, J ⊂ E(E(X)) ≅ E(X) are minimal ideals. Now for each x ∈X , αp(x) =
αq(x) and βq(x) = βr(x) for all α ∈ I, β ∈ J , which means (p(x), q(x)), (q(x), r(x)) ∈ P (X)
and since P (X) is an equivalence relation, (p(x), r(x)) ∈ P (X) ⇒ γp(x) = γr(x) for all
γ ∈ K, where K ⊂ E(X) ≅ E(E(X)) is minimal ideal. Since γp(x) = γr(x) is true for all
x ∈ X , so γp = γr for all γ ∈ K ⇒ (p, r) ∈ P (E(X)). Therefore P (E(X)) is transitive and
hence equivalence relation. 
We recall the below from [20]:
Theorem 7.3. [20] For a flow (X,T ), the proximal relation is an equivalence relation if and
only if E(X) contains a unique minimal ideal.
Example 7.1. Let X = {(r, θ) ∶ r ∈ {1,2}, θ ∈ R}. Define f ∶ X → X as f(r, θ) = (r, θ + α)
where α is an irrational multiple of 2π. We note that f(X) =X and represents the irrational
rotation on both the circles comprising X.
Here E(X) is isomorphic to an irrational rotation and so has a unique minimal ideal.
Also the proximal relation P (X) = ∆ and vacuously an equivalence relation.
Example 7.2. Let X = {xn ∶ xn = (xni ) such that xni = 1 if i = n and xni = 0 otherwise,
n ∈ Z} ∪ {0} ⊂ 2Z, where 0 is the sequence of all 0s. We observe that X is closed and
invariant under the right shift operator σ, and so (X,σ) is a subshift of the 2-shift. Note
that (X,σ) is not minimal and contains {0} as the unique minimal subset.
For any x ∈ X observe that σk(x) Ð→ 0 and σ−k(x) Ð→ 0 as k Ð→∞. Thus if p ∶ X → X
is the constant map p(x) = 0, then σk Ð→ p and σ−k Ð→ p pointwise as k Ð→∞. So in this
case E(X) = {σk ∶ k ∈ Z} ∪ {p} and so I = {p} is the unique minimal ideal in E(X).
Also the proximal relation P (X) =∆ and vacuously an equivalence relation.
Both our examples above have a unique minimal ideal and hence the proximal relation is
an equivalence relation. We note that the example above is weakly almost periodic (WAP).
We have some interesting observations for this.
Proposition 7.2. [24] For a weakly almost periodic (WAP) flow (X,T ), if I ⊂ E(X) is a
minimal ideal then (I, T ) is an equicontinuous flow.
Proposition 7.3. For a weakly almost periodic (WAP) flow (X,T ), E(X) has a unique
minimal ideal which has a unique idempotent.
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We have the proximal relation as an equivalence relation also for weakly almost periodic
flows. We look into the results from both [20, 24], and conclude.
Proposition 7.4. For a weakly almost periodic (WAP) flow (X,T ), P (X) is an equivalence
relation
We note that usually P (X) is not an equivalence relation, and hence E(X) need not
contain a unique minimal ideal.
We recall an important class of flows here called PI flows, studied first by Glasner [29]. PI
flows are basically minimal flows modulo a proximal extension that are obtained successively
from the trivial flow using equicontinuous and proximal extensions. For more on PI flows
we recommend [9, 29].
Ellis, Glasner and Shapiro [23] prove that for a minimal (X,T ) if E(X) contains only
finitely many minimal ideals then (X,T ) is a PI flow. An improvement to this result was
given by McMahon [48], who showed that in a minimal (X,T ) if E(X) contains countably
many minimal ideals then (X,T ) is a PI flow. Recently, Glasner & Glasner [35] improve
McMahon’s result and show that a minimal (X,T ) whose enveloping semigroup E(X) con-
tains less than 22
ω
minimal ideals is PI. They also give an example to show that the converse
is not true.
We note that for a non minimal flow or cascade we cannot have any version similar to
PI. Since minimal ideals in the semigroup E(X) are actually minimal subsets of the flow
(E(X), T ), it will be interesting to know the dynamical synonyms for E(X) to have just
finitely many minimal ideals or countably many minimal ideals in the non-minimal case.
We look into an example with finitely many minimal ideals;
Example 7.3. Let X = {(r, θ) ∶ 1 ≤ r ≤ 2, θ ∈ [0,2π)} and h ∶ X → X be defined as
h(r, θ) = (1 + (r − 1)2, θ + 2πα) where α is an irrational constant. We note that h is a
homeomorphism with h−1(r, θ) = (1 + (r − 1) 12 , θ − 2πα).
Consider the cascade (X,h). We note that
(1, θ) hÐ→ (1, θ + 2πα) hÐ→ (1, θ + 4πα) hÐ→ . . . hÐ→ (1, φ) hÐ→ . . .
(2, θ) hÐ→ (2, θ + 2πα) hÐ→ (2, θ + 4πα) hÐ→ . . . hÐ→ (2, φ) hÐ→ . . .
(3
2
, θ) hÐ→ (5
4
, θ + 2πα) hÐ→ (17
6
, θ + 4πα) hÐ→ . . . hÐ→ (1, φ) hÐ→ . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Also
(1, θ) h−1Ð→ (1, θ − 2πα) h−1Ð→ (1, θ − 4πα) h−1Ð→ . . . h−1Ð→ (1, ξ) h−1Ð→ . . .
(2, θ) h−1Ð→ (1, θ − 2πα) h−1Ð→ (2, θ − 4πα) h−1Ð→ . . . h−1Ð→ (1, ξ) h−1Ð→ . . .
(3
2
, θ) h−1Ð→ (1 + (3
2
) 12 , θ − 2πα) h−1Ð→ (1 + (1 + (1 − 1
2
1
2
) 12 ), θ − 4πα) h−1Ð→ . . . h−1Ð→ (2, ξ) h−1Ð→ . . .
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. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Let E(X) be the enveloping semigroup for (X,h) then E∗ = E(X) ∖ {hn ∶ n ∈ Z} = {h1θ ∶
0 ≤ θ ≤ 2π} ∪ {h2θ ∶ 0 ≤ θ ≤ 2π}
where
h1θ(r, φ) = { (1, θ + φ), 1 ≤ r < 2,0 ≤ φ < 2π(2, θ + φ), r = 2,0 ≤ φ < 2π.
and
h2θ(r, φ) = { (1, θ − φ), r = 1,0 ≤ φ < 2π(2, θ − φ), 1 < r ≤ 2,0 ≤ φ < 2π.
We observe that hn Ð→ h1θ for some 0 ≤ θ ≤ 2π with h1θ having a dense orbit in the set of
all h1α for 0 ≤ α ≤ 2π and h−n Ð→ h2λ for some 0 ≤ λ ≤ 2π with h2λ having a dense orbit in
the set of all h2γ for 0 ≤ γ ≤ 2π in XX .
Note that
hh1θ = h1(θ+2πα)
hh2θ = h2(θ−2πα)
h1θh1θ = h1θ
h2θh2θ = h2θ
h2θh1θ = h1θ
h1θh2θ = h2θ
h1θh1φ = h1(θ+φ)
h2θh2φ = h2(θ+φ)
h1θh2φ = h2(θ+φ)
h2θh1φ = h1(θ+φ)
Let
I1 = {h1θ ∶ 0 ≤ θ ≤ 2π}
I2 = {h2θ ∶ 0 ≤ θ ≤ 2π}
Thus E(X) has two minimal ideals I1 and I2.
Remark 7.4. We note that for the above example E(E(X)) ≇ E(X).
In order to compute E(E(X)), observe that hn Ð→ h1θ for some 0 ≤ θ ≤ 2π and h−n Ð→ h2θ
for some 0 ≤ θ ≤ 2π in XX and we claim that hn Ð→ H and h−n Ð→ K in E(X)E(X) where
for each k ∈ Z,
H(hk) = h1(θ+2kπα),H(h1θ) = h1θ,H(h2θ) = h2θ,
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K(hk) = h2(θ−2kπα),K(h1θ) = h1θ,K(h2θ) = h2θ.
since
hn(hk)→ h1θ(hk) = h1(θ+2kπα) =H(hk),
hn(h1θ)→ h1θ(h1θ) = h1θ = H(h1θ),
hn(h2θ)→ h1θ(h2θ) = h2θ = H(h2θ).
and
h−n(hk)→ h2θ(hk) = h2(θ−2kπα) =K(hk),
h−n(h1θ)→ h2θ(h1θ) = h1θ =K(h1θ),
h−n(h2θ)→ h2θ(h2θ) = h2θ =K(h2θ).
Therefore E(E(X)) = {hn ∶ n ∈ Z} ∪ {H,K}. Here H,K are not continuous because the
sequence hn Ð→ h1θ but lim
n→∞
H(hn) = lim
n→∞
h1(θ+2nπα) = h1(θ+φ) ≠ H(h1θ). Also as h−n Ð→ h2θ
but lim
n→∞
K(h−n) = lim
n→∞
h2(θ−2nπα) = h2(θ−ψ) ≠K(h2θ).
Thus E(E(X)) is the two point compactification of Z.
We further note that since E(E(X)) is point transitive, and so E(E(E(X))) ≅ E(E(X)).
We observe that for a flow (X,T ), P (X) = ⋃
α
Rα, where Rα = {(x, y) ∶ px = py ∀ p ∈
Iα, Iα ⊂ E(X) is minimal ideal in E(X)}. Suppose (x, y), (y, z) ∈ P (X) ∩ Rα then px = py
and py = pz for each p ∈ Iα. So px = pz for all p ∈ Iα. Therefore (x, z) ∈ P (X)∩Rα. Therefore
proximal relation is transitive and hence an equivalence relation on Rα.
We note that each Rα ⊂ X ×X need not be closed, open or even pairwise disjoint, and
hence do not form a partition of P (X).
Definition 7.1. A system (X,T ) is called finitely proximal if there exists n ∈ N such that
P (X) = n⋃
i=1
Ri, where the proximal relation is an equivalence relation on each Ri.
Theorem 7.4. For the flow (X,T ), E(X) has finitely many minimal ideals ⇔ (X,T ) is
finitely proximal.
We omit the trivial proof.
Theorem 7.5. A factor of a finitely proximal flow is finitely proximal.
Proof. Suppose φ ∶ (X,T ) → (Y,T ) is factor mapping. Suppose (X,T ) is finitely proximal.
Then P (X) = n⋃
i=1
Ri, where {I1, I2, . . . , In} are finitely many minimal ideals and
Ri = {(x, y) ∶ px = py ∀ p ∈ Ii, Ii ⊂ E(X) is minimal ideal in E(X)}
Since φ is factor mapping then there is a factor mapping θ ∶ E(X)→ E(Y ).
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Since minimal ideals are minimal subsets of E(Y ) and E(Y ) is a factor of E(X), E(Y )
also has finitely many minimal ideals. So {θ(I1), θ(I2), . . . , θ(In)} are the minimal ideals in
E(Y ).
Thus
P (Y ) = n⋃
i=1
Si
where Si = {(x, y) ∶ px = py ∀ p ∈ θ(Ii), θ(Ii) ⊂ E(Y ) is minimal ideal in E(Y)}.
Hence (Y,T ) is also finitely proximal. 
Theorem 7.6. A proximal extension of a finitely proximal flow is finitely proximal.
Proof. Suppose ψ ∶ (X,T ) → (Y,T ) is a proximal extension and (Y,T ) is finitely proximal.
So E(Y ) will have finitely many minimal ideals. Again there will be an induced extension
Ψ ∶ E(X)→ E(Y ). Since Ψ is an onto proximal homomorphism, E(X) will also have finitely
many minimal ideals. So (X,T ) is also finitely proximal. 
Definition 7.2. A system (X,T ) is called countably proximal if P (X) = ⋃
n∈N
Ri, where the
proximal relation is an equivalence relation on each Ri.
We note that a finitely proximal flow is always countably proximal. We can easily state
the below and the proofs for them are simple.
Theorem 7.7. For the flow (X,T ), E(X) has countably many minimal ideals ⇔ (X,T )
is countably proximal.
Theorem 7.8. A factor of a countably proximal flow is countably proximal.
Theorem 7.9. A proximal extension of a countably proximal flow is countably proximal.
8. Almost Automorphic Points, Almost Equicontinuity, Almost Periodicity
and Metrizability in Enveloping Semigroups
We recall the concept of almost automorphic points. A point x ∈ X is called almost
automorphic, if for every net {ti}i∈I ⊂ T with tix → y for some y ∈ X it holds that t−1i y → x.
Flows with almost automorphic points were first studied by Veech [55]. We encourage the
reader to refer to [12] for more details, and recall some results from there. Note that our T
need not be Abelian here as in [12].
Proposition 8.1. [12] Equicontinuity of the flow (X,T ) implies that every point in X is an
almost automorphic point.
Proposition 8.2. [12] Let (X,T ) be a flow so that every point in X is almost automorphic.
Then the enveloping semigroup E(X,T ) is a group, and the operation of group inversion is
a continuous mapping from E(X,T ) onto E(X,T ) with respect to the product topology on
XX .
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Proposition 8.3. [12] If (X,T ) is transitive and every point is almost automorphic, then
it is minimal and equicontinuous.
For equicontinuous (X,T ) with T not necessarily Abelian, we recall that E(X) is a group
of homeomorphisms and so we can call a point x ∈X to be almost automorphic when px = y
for some p ∈ E(X) implies p−1y = x. Then in (E(X), T ), we note that pq = r will imply
p−1r = q, i.e. if {ti}i∈I ⊂ T with tiq → r for some r ∈ E(X), then it holds that t−1i r → q. Thus
every point in E(X) will be almost automorphic.
Proposition 8.4. For an equicontinuous (X,T ), every point in E(X) is an almost auto-
morphic point.
From the above propositions and since E(X,T ) is minimal for minimal (X,T ), we can
conclude that:
Theorem 8.1. If (X,T ) is transitive and equicontinuous then (E(X), T ) is equicontinuous.
In particular, (E(X), T ) will also be minimal.
We note that (E(X), T ) is minimal and equicontinuous vacuously gives that (X,T ) is
minimal and equicontinuous.
Remark 8.1. Compare the theorem above with Theorem 5.3 from [9]. We have extended
Auslander’s result here for even non Abelian T . Thus if (X,T ) is minimal and equicontin-
uous, with T Abelian or non Abelian, we have (X,T ) ≅ (E(X), T ).
We recall some results [28, 33, 37, 38, 40, 43]:
● A compact flow (X,T ) is hereditarily almost equicontinuous if and only if E(X) is
metrizable.
● For a metrizable hereditarily almost equicontinuous flow (X,T ), the flow (E(X), T )
is again metrizable hereditarily almost equicontinuous.
● For a metrizable hereditarily non sensitive flow (X,T ), the flow (E(X), T ) is again
metrizable hereditarily non sensitive.
● For a transitive flow (X,T ), flow (X,T ) is hereditarily almost equicontinuous if and
only if the flow (E(X), T ) is hereditarily non sensitive.
● Let (X,T ) be a compact flow, suppose T1 is a subgroup of T and X1 is a closed T1
invariant subset of X . If E(X,T ) is metrizable then E(X1, T1) is also metrizable.
● Let (X,T ) is metric flow then either E(X) is seperable Rosenthal compact, hence with
cardinality cardE(X) ≤ 2ω or the compact space E(X) contains a homeomorphic
copy of βN, hence cardE(X) = 22ω .
● For the flow (X,T ), the following conditions are equivalent:
(1) The flow (X,T ) is hereditarily almost equicontinuous (HAE);
(2) The flow (X,T ) admits a proper representation on a Radon–Nikodym Banach
space;
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(3) The enveloping semigroup E(X) is metrizable.
We recall the below results from [9, 28, 32] for minimal flows and give examples to show
that these need not hold for non minimal flows. Thus not everything that holds for minimal
systems be true in a non-minimal case.
Theorem 8.2. [9, 50] Let (X,T ) be a minimal flow, and suppose that all elements of E(X)
are continuous. Then (X,T ) is equicontinuous.
We note that this does not hold for non minimal systems. We recall Example 7.2 here:
Example 8.1. Let X = {xn ∶ xn = (xni ) such that xni = 1 if i = n and xni = 0 otherwise,
n ∈ Z} ∪ {0} ⊂ 2Z, where 0 is the sequence of all 0s. (X,σ) is a subshift of the 2-shift. Note
that (X,σ) is not minimal and contains {0} as the unique minimal subset.
For any x ∈ X observe that σk(x) Ð→ 0 and σ−k(x) Ð→ 0 as k Ð→∞. Thus if p ∶ X ↦ X
is the constant map p(x) = 0, then σk Ð→ p and σ−k Ð→ p pointwise as k Ð→∞. So in this
case E(X) = {σk ∶ k ∈ Z} ∪ {p} and so I = {p} is the unique minimal ideal in E(X).
The point 0 there is not a point of equicontinuity. Though E(X) ⊂ C(X,X).
Remark 8.2. We note that Example 5.2 above is a weakly almost periodic (WAP) cascade.
Theorem 8.3. [28] A metric minimal flow (X,T ) is equicontinuous if and only if its en-
veloping semigroup E(X) is metrizable.
We note that our Example 7.2 shows that the above statement does not hold for non-
minimal systems. We note that here (X,σ) is not equicontinuous, but is almost equicon-
tinuous since 0 here is a point of sensitivity but still E(X) here is metrizable given the
sup−metric on C(X,X).
We recall from [32] a problem stated there:
Problem 3.3. Is there a nontrivial minimal proximal system with a metrizable enveloping
semigroup?
We note that the example above answers this problem for a non-minimal case.
Theorem 8.4. [32] Let (X,T ) be a minimal flow such that E(X) is metrizable. Then
1. There is a unique minimal ideal I ⊆ E(X) = E(X,T ) ≅ E(I, T ).
2. The Polish group G = Aut(I, T ), of automorphisms of the system (I, T ) equipped with
the topology of uniform convergence, is compact.
We note that the above does not hold for non-minimal systems. We again consider Ex-
ample 5.1:
Example 8.2. Consider the cascade ([0,1], f) where f(x) = x2. Enveloping semigroup
E(X) here is just the two point compactification of Z as fn Ð→ g1 and f−n Ð→ g2 as
nÐ→∞, where
g1(x) = { 0, x ∈ [0,1);
1, x = 1. and g2(x) = {
0, x = 0;
1, x ∈ (0,1].
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We complete our observation by noting that E(X) here is metrizable. One of the metrics
on E(X) can be taken as ρ(fk, f l) = ∣k − l∣, ρ(g1, fk) = 1/2k, ρ(g2, fk) = 2k and ρ(g1, g2)
defined appropriately by extending the ρ function defined on a dense subset of E(X)×E(X).
Note that f(g1) = g1 and f(g2) = g2. Thus g1 and g2 are fixed points in E(X). I1 = {g1}
and I2 = {g2} are two distinct minimal ideals in E(X), though we have I1 ≅ E(I1) and
I2 ≅ E(I2).
Also g1, g2 are not continuous on [0,1], and so Polish groups G1 = Aut(I1, T ) and G2 =
Aut(I2, T ), of automorphisms of the system (I1, T ) and (I2, T ) equipped with the topology of
uniform convergence, are not compact(they will fail to be equicontinuous).
For ‘Weakly almost periodic flows’(WAP) we have the following mainly due to Ellis and
Nerurkar [24] and Downarowicz [17]. We just note them here.
(1) A flow (X,T ) is WAP if and only if E(X) ⊂ C(X,X).
(2) Let (X,T ) be a WAP flow and I be the unique minimal ideal in E(X). Then
I = E(X) if and only if ux = x for all x ∈ X where u ∈ I is the unique minimal
idempotent.
(3) Let (X,T ) be a WAP flow then;
(a) If (X,T ) is minimal, then (X,T ) is equicontinuous.
(b) If (X,T ) is distal, then (X,T ) is equicontinuous.
(4) Let (X,T ) be a WAP flow. If there exists a p ∈ E(X) such that pt = p or (tp = p) for
all t ∈ T , then;
(a) p = u, I = {u}, and all minimal sets are singleton, where u ∈ I is the unique
minimal idempotent.
(b) If {x0} is a minimal set in Tx then ux = x0.
(5) When the acting group T is Abelian, a point transitive WAP flow (X,T ) is always
isomorphic to its enveloping semigroup E(X), which in this case is a commutative
semitopological semigroup.
(6) For Abelian T the class of all metric, point transitive, WAP systems coincides with
the class of all metrizable, commutative, semitopological semigroup compactifications
of T .
In [17] one can find many interesting examples of WAP but not equicontinuous Z-systems.
9. Variations of Transitivity for Enveloping Semigroups
In this section a study of the concepts of the various forms of transitivity of E(X) is
considered. We are grateful to Ethan Akin, Eli Glasner and Benjamin Weiss for the wonderful
example of a weakly mixing enveloping semigroup [8]. This study basically connects the
various forms of transitivities of (E(X), T ) with various forms of rigidity of (X,T ).
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We recall that if x0 ∈ X is a transitive point for the flow (X,T ), then the point transitive
flow (X,T ) can be written as a pointed system (X,x0, T ). And that the system (X,T ) is a
factor of (E(X), T ) if and only if there is a dense orbit in X .
The orbit of identity e ∈ T is dense in E(X), making the system (E(X), T ) point transitive
that can be expressed as the pointed system (E(X), e, T ). If x ∈X , then the evaluation map
is a surjection of pointed systems evx ∶ (E(X), e, T ) → (Tx,x,T ) taking the enveloping-
semigroup onto the orbit closure of x. For any non-empty index set Λ and the product
system (XΛ, T ) we can identify ∆E(X)Λ with E(XΛ). Thus, we have for any k-tuple
(x1, x2, . . . , xk) ∈Xk - the pointed system (T (x1, x2, . . . , xk), (x1, x2, . . . , xk), T ) is a factor of(E(X)k, (e, e, . . . , e)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k−times
, T ).
9.1. Transitive Enveloping Semigroups. In this subsection, we will only work with cas-
cades.
Remark 9.1. In a cascade (X,f), we say that (X,f) is one sided topologically transitive if
there exists some x ∈ X such that {fn(x) ∶ n ≥ 0} = X and (X,f) is topologically transitive
if there exists some x ∈X such that {fn(x) ∶ n ∈ Z} =X.
Theorem 9.1. [58] For a compact metric space X and a homeomorphism f ∶ X → X, f is
one sided topologically transitive if and only if f is topologically transitive and Ωf(X) =X.
Hence, when we talk of topological transitivity of any cascade (X,f), we only look into
forward orbits i.e. {fn(x) ∶ n ≥ 0}. But E(X) need not be metrizable - though it is compact.
Hence for the transitivity of E(X) we consider the full orbit {fn(x) ∶ n ∈ Z}.
Note that (E(X), f) is always point transitive, but E(X) need not be metrizable and
so (E(X), f) need not always be topologically transitive. Consider the slightly complex
appearing definition stated below:
Definition 9.1. For any n,m ∈ N, for all points x1, . . . , xn, y1, . . . , ym ∈ X and nonempty,
open sets U1, . . . , Un, V1, . . . , Vm in X whenever
(x1, . . . , xn) ∈ ⋃
i∈Z
(f−i(U1) × . . . × f−i(Un))
and
(y1, . . . , ym) ∈ ⋃
j∈Z
(f−j(V1) × . . . × f−j(Vm)),
if there exists k, l > 0 ∈ Z such that fk(xi) ∈ Ui and fk+l(yj) ∈ Vj, i = 1, . . . , n, j = 1, . . . ,m
then we call the cascade (X,f) to be iteratively transitive.
The condition (x1, . . . , xn) ∈ ⋃
i∈Z
(f−i(U1)×. . .×f−i(Un)) and (y1, . . . , ym) ∈ ⋃
j∈Z
(f−j(V1)×. . .×
f−j(Vm)) for any n,m ∈ N ensures that the basic open sets B1 = [x1, . . . , xn;U1, . . . , Un], and
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B2 = [y1, . . . , ym;V1, . . . , Vm] in E(X) (considered as a subspace of XX with the point-open
topology) are nonempty. And hence, (X,f) being iteratively transitive means that for every
pair of basic open sets B1,B2 ⊂ E(X), there exists l > 0 such that f l(B1)∩B2 is a non-empty
set in E(X) making the system (E(X), f) topologically transitive.
Theorem 9.2. For the cascade (X,f) the following are equivalent:
(1) The cascade (E(X), f) is topologically transitive.
(2) (X,f) is iteratively transitive.
(3) (X,f) is weakly rigid.
(4) The identity e = f 0 is not isolated in E(X).
Proof. Note that the definition of weakly rigid implies that ∀ (x1, . . . , xn) ∈Xn, (x1, . . . , xn)
is recurrent in (Xn, f (n)) for all n ∈ N.
(1)⇔ (2) follows from the definition.
(2)⇒ (3) Let (X,f) be iteratively transitive. Let x1, . . . , xn ∈X and ǫ > 0. Let Ui be the
ǫ−ball centered at xi for all i = 1, . . . , n. Choose points y1, . . . , yn ∈ X such that fk(yi) = xi
for all i = 1, . . . , n and k ∈ Z. Now (y1, . . . , yn) ∈ ⋃
i∈Z
(f−i(U1) × . . . × f−i(Un)) and so there
exists l > 0 such that fk(yi) ∈ Ui and fk+l(yi) ∈ Ui, i = 1, . . . , n. Since xi = fk(yi), this means
that f l(xi) ∈ Ui and so d(xi, f l(xi)) < ǫ for all i = 1, . . . , n. Thus (X,f) is weakly rigid.(3) ⇒ (4) Consider a basic open set B = [x1, . . . , xn;U1, . . . , Un], such that e ∈ B. And
since (X,f) is weakly rigid, there exists k > 0 such that fk(xi) ∈ Ui i.e. fk ≠ e ∈ B and so e
is not isolated in E(X).
(4) ⇒ (1) Note that since e ∈ E(X) is not isolated, any fk is also not isolated ( fn →
e⇒ fn+k → fk). Thus E(X) is a perfect space and since O(e) is dense in E(X), the system
(E(X), f) is topologically transitive.

Remark 9.2. Note that equivalence of (3) and (4) above is proved as Lemma 6.1 in [36].
Remark 9.3. Note that (X,f) is iteratively transitive does not imply (X,f) is topologically
transitive. For example consider X = {(r, θ) ∶ r = 1,2 and 0 ≤ θ ≤ 2π} and let f ∶ X → X be
defined as f(r, θ) = (r, θ + 2πα mod (2π)), where α is irrational. Then the identity is not
isolated in the enveloping semigroup E(X) and so is transitive under the action induced by
f . However, (X,f) is not transitive.
Remark 9.4. Note that topologically transitive need not imply iterative transitive. Consider
the 2−shift (2Z, σ). The enveloping semigroup here will be E(X) = βZ (refer to the next
section). Now for points x = 0∞12k+10∞, y = 1∞02l+11∞ ∈X observe that x ∈ [12k+1], y ∈ [02l+1]
but there is no η ≠ e for which η([x; [12k+1]])∩ [y; [02l+1]] ≠ ∅. Thus (2Z, σ) is not iteratively
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transitive or (βZ,Z) is not transitive. But (2Z, σ) is an interesting transitive (in fact mixing)
system.
Remark 9.5. We compare Theorem 9.2 with Proposition 6.1 proved earlier. Since (E(X), f)
is transitive, e is an accumulation point of E(X) and so Rf(X) = X. This still does not
give that (X,f) is transitive. Thus when (E(X), f) is transitive, we get a stronger version
of recurrence for (X,f), i.e. weak rigidity.
We recall that the cascade (2X , f∗) induces the cascade (22X , f∗∗), which induces the
cascade (222X , f∗∗∗), . . ., which induces (2⋅⋰2X , f∗...∗), . . .. And so we have by Theorem 9.2
and Theorem 3.8,
Theorem 9.3. (X,f) is uniformly rigid if and only if the identity e∗ is not isolated in
E(2X , f∗) if and only if the identity e∗∗ is not isolated in E(22X , f∗∗) . . . if and only if the
identity e∗...∗ is not isolated in E(2⋅⋰2X , f∗...∗) . . ..
In particular Rf(X) =X, Rf∗(2X) = 2X , . . ., Rf∗...∗(2⋅⋰2X) = 2⋅⋰2X , . . ..
This improves the main result in [46] giving all closed subsets recurrent in any induced
space.
Remark 9.6. Note that E(X) will be infinite whenever there is a dense orbit in X. However,
it is possible that E(X) is infinite and even transitive when all orbits in X are finite, as can
be seen in the example below:
Example 9.1. Let X = {reiθ ∶ r ∈ A,0 ≤ θ < 2π} where A = {1/n ∶ n ∈ N} ∪ {0} ∪ {1 − 1/n ∶
n ∈ N}. So, X is a countable disjoint union of circles. Now define the map T ∶ X → X as
f(r, θ) = (r, θ + 2πr(mod(2π))).
Hence at r = 1, f = Identity, and fk(r, θ) = (r, θ + 2kπr(mod(2π))) and f−k(r, θ) = (r, θ −
2kπr(mod(2π))).
So points on each circle remain on the same circle for each iteration, since the radius
remains same and each (r, θ) is periodic with period n if r = 1/n and r = 1 − 1/n.
By definition, (X,f) is weakly rigid and since X is distal so E(X) is a group and
(E(X), f) is minimal as a flow.
Theorem 9.4. [8] A weakly mixing, weakly rigid cascade (X,f) is connected.
Remark 9.7. We observe that the period doubling system on S1 factors on the 2−shift.
Now the 2−shift is not weakly rigid as discussed in Remark 9.4. Hence the connected period
doubling system cannot be weakly rigid and so will not have a transitive enveloping semigroup.
9.2. Stronger forms of transitivity for Enveloping Semigroups. We will again deal
only with cascades here.
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What can one say about mixing and weakly mixing of enveloping semigroups. What about
the stronger forms of transitivity? By recalling the study and example in [8], these properties
are studied here which leads to several questions − that look far from being settled soon.
We recall that a minimal cascade is strongly transitive and hence all backward orbits are
dense [7].
Hence the fundamental Theorem due to Ellis and Auslander [9, 22] can now be extended
for cascades:
Theorem 9.5. For a cascade (X,f) the following are equivalent:
1. (X,f) is distal.
2. (E(X), f) is distal.
3. (E(X), f) is minimal.
4. E(X) is a group.
5. O←(p) is dense in E(X) for all p ∈ E(X) or (E(X), f) is strongly transitive.
What can be said about Mixing Enveloping Semigroups?
By definition (E(X), f) will be mixing if for any nonempty basic open sets B1 and B2 in
E(X), there exists a N ∈ N such that fk(B1) ∩B2 ≠ ∅, ∀ k ≥ N . This means that for any
neighbourhood base B at e, there is a N ∈ N such that fk(B) ∩B ≠ ∅, ∀ k ≥ N .
In particular, if B = [x;U] for some open U ∋ x there exists p(x) ∈ U such that fkp(x) ∈ U
and this is true for all k ≥ N . This implies that fk(U) ∩ U ≠ ∅ for all k ≥ N - giving a
stronger version of x ∈ Ωf(X) for all x ∈X .
Definition 9.2. A point x ∈ X is called essentially non-wandering if for every open set
U ⊂X with x ∈ U , there exists N ∈ N such that fn(U) ∩U ≠ ∅ for all n ≥ N .
We note the following property of systems with all points essentially non-wandering and
skip the trivial proof.
Theorem 9.6. The property of all points being essentially non-wandering in a cascade is
closed under factors, finite products and subsystems.
Theorem 9.7. The cascade (E(X), f) is mixing ⇒ for the cascade (X,f) every x ∈ X is
essentially non-wandering .
If (E(X), f) is (strongly) mixing then it is also transitive and hence e is not isolated in
E(X). Thus (X,f) is weakly rigid. Again in the light of Proposition 6.4 in [36], if (E(X), T )
is minimal and strongly mixing then it admits only trivial rigid factors. This dampens the
possibility of the existence of a mixing (E(X), T ).
We are yet to encounter an example of strongly mixing enveloping semigroup. This leads
to the obvious question:
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Question 1: Do Mixing Enveloping Semigroups Exist?
What about weakly mixing (E(X), T )?
This question is also difficult and the only study we have in this direction is [8].
If E(X) ×E(X) is transitive, then E(X) must be a perfect space. Note that (e, e) does
not have a dense orbit in E(X) ×E(X). Suppose O(α,β) is dense in E(X) ×E(X). Then
for some η ∈ E(X), ηα = e and ηβ = e. So α and β have a same left inverse, and so none of α
or β can be an element of {fn ∶ n ∈ Z} else α = β ∈ {fn ∶ n ∈ Z} which would make the orbit
of (e, e) dense in E(X) × E(X). So essentially both α,β ∈ E∗(X) = E(X) ∖ {fn ∶ n ∈ Z}.
Hence a weakly mixing (E(X), T ) need not have a dense orbit.
Some properties of weakly mixing enveloping semigroups are studied in [8], where an
excellent example of such a system is also described. Recall:
Theorem 9.8. [8] For a cascade (X,f) the following are equivalent:
(i) The system (X,f) has a weakly mixing enveloping semigroup.
(ii) For any k-tuple (x1, x2, . . . , xk) ∈ Xk the pointed system given by O(x1, x2, . . . , xk) is
weakly mixing.
This puts a rather strong product recurrence for the weakly mixing (E(X), f).
If a system is strongly product transitive then it is weak mixing [7]. Since there exists
weak mixing enveloping semigroups, the following natural question arises:
Question 2: For the cascade (X,f), can (E(X), f) ever be strongly product transitive?
We cannot conclude anything here as in case of transitivity since (E(X)2, f (2)) need not
have a dense orbit.
We get an equivalence of topological transitivity of (E(X), T ) and weak rigidity of (X,T ).
And we have some stronger form of recurrence of (X,f) for both weak mixing and mixing
(E(X), f). So again the following natural question arises:
Question 3: Is there any rigidity condition on (X,f) that gives weakly mixing or mixing
of (E(X), f)?
10. Enveloping Semigroup of the Induced Systems
In this section, we discuss some properties of enveloping semigroup of the induced system
(2X , T ) and the relation between enveloping semingroups E(X) and E(2X). We note that
some of our results are true when the acting group is any discrete, topological group T .
Though, here we will be mainly concentrating on cascades.
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Consider the cascade (X,f). This induces the cascade (2X , f∗).
Recall F1(X) = {{x} ∶ x ∈ X} ≡ X . Now consider E(2X , f∗) ⊂ (2X)(2X). Since f({x}) ={f(x)}. So
fn(F1(X)) ⊂ F1(X) for every n ∈ Z.
Lemma 10.1. For every α ∈ E(2X , f∗), α(F1(X)) ⊂ F1(X).
Proof. Let α ∈ E(2X), there is a net {ni} such that fni∗ Ð→ α. For any x ∈ X , fni∗ ({x}) Ð→
α({x}).
Since fni∗ ({x}) ∈ F1(X). Let fni∗ ({x}) = {yi}. Suppose {yi}Ð→ A i.e α({x}) = A where A
contains at least two elements.
Let ⟨U1, U2, . . . , Un⟩ be any neighbourhood of A and for any a ∈ A, Ua is any open set
containing a. Then ⟨Ua, U1, U2, . . . , Un⟩ will also be a neighbourhood of A. Since {yi}Ð→ A,
there is an l such that {yi} ∈ ⟨Ua, U1, U2, . . . , Un⟩ for all i ≥ l, means for all i ≥ l, {yi} ⊂
⋃ni=1Ui ∪ Ua and {yi} ∩ Ui ≠ ∅ for all 1 ≤ i ≤ n and {yi} ∩ Ua ≠ ∅. So {yi} ∈ ⟨Ua⟩ for all i ≥ l.
So,
{yi}Ð→ {a}
This is true for all a ∈ A. Since E(2X , f∗) is Hausdorff, A is a singleton. 
Lemma 10.2. For every α ∈ E(2X , f∗), A ⊂ B ⇒ α(A) ⊂ α(B) for any A,B ∈ 2X .
Proof. Since for any α ∈ E(2X), there is a net {ni} such that fni∗ Ð→ α. So if A ⊂ B then for
every i, fni∗ (A) = fni(A) = ⋃x∈A{fni(x)} ⊂ ⋃x∈B{fni(x)} = fni(B) = fni∗ (B)⇒ lim
i
fni∗ (A) ⊂
lim
i
fni∗ (B)⇒ α(A) ⊂ α(B). 
Lemma 10.3. For any α ∈ E(2X , f∗) and a finite set A ∈ 2X , α(A) = ⋃x∈A{α({x})}.
Proof. Since α ∈ E(2X , f∗), there is a net {ni} such that fni∗ Ð→ α ⇒ fni∗ (A) Ð→ α(A) for
each A ∈ 2X .
Let Si = fni∗ (A) = ⋃x∈A{fni(x)} and our claim is that,
lim
i
Si = ⋃x∈A{α({x})}.
Let < Ui, U2, . . . , Un > be any open neighbourhood of ⋃x∈A{α({x})}.
⇒⋃x∈A{α({x})} ⊂ ⋃nj=1Uj and ⋃x∈A{α({x})}⋂Uj ≠ ∅ for all 1 ≤ j ≤ n.
Now for any Uk, ∃ α({xk}) ∈ ⋃x∈A{α({x})} such that α({xk}) ∈ Uk.
By the convergence fni∗ Ð→ α, f
ni
∗ ({xk}) Ð→ α({xk}). So there is an Nk such that
fni∗ ({xk}) ∈ Uk for all i ≥ Nk ⇒ Si⋂Uk ≠ ∅.
Since A is a finite set say A = {x1, x2, . . . xl} and fni∗ ({xk}) Ð→ α({xk}) for each xk ∈ A.
So by choosing N such that N ≥ Nk for each 1 ≤ k ≤ l such that fni∗ ({xk}) ∈ ⋃nj=1Uj ⇒ Si ⊂
⋃nj=1Uj for all i ≥ N . Which means lim
i
Si = ⋃x∈A{α({x})}. Since lim
i
Si = α(A).
So by the Hausdorffness of 2X , α(A) = ⋃x∈A{α({x})}.
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
Theorem 10.1. Let (X,f) be an equicontinuous cascade. Then every member of E(2X , f∗)
is inducible.
Proof. For a member of E(2X , f∗) to be inducible, it should satisfy the three conditions
mentioned in the Theorem 4.5. In the above Lemmas 10.1 and 10.2, we have proved the first
two conditions.
Now we will prove that for α ∈ E(2X , f∗), α in minimal under the relation ≺.
First of all, suppose there is an n ∈ Z such that fn
∗
≺ α ⇒ fn
∗
({x}) ⊆ α({x}). Since both
are singleton,
fn
∗
({x}) = α({x}) and fn
∗
({x}) = {fn(x)}⇒ α({x}) = {fn(x)}.
Now for any finite set A ∈ 2X , by Lemma 10.3, α(A) = ⋃x∈A{α({x})} = ⋃x∈A{fn({x})} =
fn
∗
(A).
Now the set of all finite subsets of X is dense in 2X , So for any E ∈ 2X , there is a net {Fj}
of finite subsets in 2X such that Fj Ð→ E.
Since fn
∗
is continuous ⇒ fn
∗
(Fj) Ð→ fn∗ (E). From the above discussion fn∗ (Fj) = α(Fj)
for each j. So,
α(Fj)Ð→ fn∗ (E).
Also lim
j
α(Fj) = lim
j
lim
i
fni∗ (Fj). Since (X,T ) is equicontinuous ⇒ (2X , T ) is equicontinuous
and so the topology of pointwise convergent will coincide with uniform convergence. So we
can interchange the limits. So we have
lim
j
α(Fj) = lim
j
lim
i
fni∗ (Fj) = lim
i
fni∗ (lim
j
Fj) = lim
i
fni∗ (E) = α(E).
So, α(Fj)Ð→ α(E). Hence again by the Hausdorffness of 2X , α(E) = fn∗ (E)⇒ α = fn∗ .
Now for any β ≺ α where β ∈ E(2X) ∖ {fn
∗
∶ n ∈ Z}. Then β({x}) ⊆ α({x}) ⇒ β({x}) =
α({x}) for all x ∈ X . So, for any A ∈ 2X , there is a sequence {Fj} of finite sets in 2X such
that Fj Ð→ A and since α,β are continuous because (2X , T ) is equicontinuous
α(A) = lim
j
α(Fj) = lim
j
⋃x∈Fj{α({x})} = lim
j
⋃x∈Fj β({x}) = lim
j
β(Fj) = β(A).
Hence α = β.
So each member of E(2X , f∗) satisfies all the three conditions of Theorem 4.5 for an
equicontinuous system. Hence the members of E(2X , f∗) are inducible. 
Remark 10.1. We note that all the results proved above are true for a flow (X,T ) also.
Theorem 10.2. For a flow (X,T ), where X is compact metric space, there is a continuous
flow homomorphism Θ ∶ E(2X)Ð→ E(X).
Proof. Define the map Θ ∶ E(2X)→ E(X), defined as
TOPOLOGICAL DYNAMICS OF ENVELOPING SEMIGROUPS 49
Θ(α) = α′ where {α′(x)} = α({x}) ∀ x ∈X .
Θ is well defined: Θ(πt
∗
) = πt is well defined in very natural way. For α ∈ E(2X) ∖ {πt
∗
∶
t ∈ T} there is a net {nk} such that πtnk∗ Ð→ α. So, πtnk∗ (A)Ð→ α(A) for every A ∈ 2X .
Therefore π
tnk
∗ ({x}) Ð→ α({x}) for every x ∈ X and α({x}) ∈ F1(X) ≡ X ⇒ πnk(x) Ð→
α′(x). Since E(X) has point open topology, πnk Ð→ α′. So, α′ ∈ E(X), which shows that Θ
is well-defined.
Θ is continuous: Let W = ⟨x1, x2, . . . , xn;U1, U2, . . . , Un⟩ be any open set in E(X,f). Let
α ∈ Θ−1(W) ⇒ Θ(α) ∈W ⇒ α′(xi) ∈ Ui for 1 ≤ i ≤ n.
Claim: α ∈ ⟨{x1, x2, . . . , xn}; ⟨U1, U2, . . . , Un⟩⟩ ⊂ Θ−1(W). Since α(xi) ∈ Ui. So,
α({x1, x2, . . . , xn}) = {α(x1), α(x2), . . . , α(xi)} ⊆ ⋃ni=nUi and
{α(x1), α(x2), . . . , α(xi)} ∩Ui ≠ ∅ ⇒ α({x1, x2, . . . , xn}) ∈ ⟨U1, U2, . . . , Un⟩,
which means
α ∈ ⟨{x1, x2, . . . , xn}; ⟨U1, U2, . . . , Un⟩⟩.
Now for any β ∈ ⟨{x1, x2, . . . , xn}; ⟨U1, U2, . . . , Un⟩⟩
β({x1, x2, . . . , xn}) ∈ ⟨U1, U2, . . . , Un⟩⇒ {β(x1), β(x2), . . . , β(xi)} ⊆ ⋃ni=nUi
and {β(x1), β(x2), . . . , β(xi)}∩Ui ≠ ∅ for 1 ≤ i ≤ n. So, for every Ui ∃ l,1 ≤ l ≤ n such that
β(xl) ∈ Ui. which means Θ(β) = β′ ∈ ⟨x1, x2, . . . , xn;U1, U2, . . . , Un⟩ = W ⇒ β ∈ Θ−1(W). So⟨{x1, x2, . . . , xn}; ⟨U1, U2, . . . , Un⟩⟩ ⊂ Θ−1(W). Hence the claim is true and Θ−1(W) is open.
Therefore Θ is continuous.
Θ is flow homomorphism: For any α ∈ E(2X) and x ∈ X , Θ(πt
∗
○α)(x) = (πt
∗
○α)′(x) =
πt
∗
α({x}) = πt(Θ(α))(x), which shows that Θ(πt
∗
○ α) = πt(Θ(α)).

Corollary 10.1. Suppose (2X , T ) is a weakly almost periodic (WAP) flow then Θ is injective.
Proof. Suppose
Θ(α) = Θ(β)
α′ = β′
α({x}) = β({x})
for α,β ∈ E(2X) and each x ∈ X .
Now for any finite A ∈ 2X , Lemma 10.3 gives
α(A) = ⋃
x∈A
{α({x})} = ⋃
x∈A
{β({x})} = β(A).
Since (2X , T ) is WAP, so α,β ∈ E(2X) are continuous and set of finite sets is dense in 2X .
Therefore α(B) = β(B) for any B ∈ 2X ⇒ α = β ⇒ Θ is injective. 
Corollary 10.2. Suppose (X,T ) is weakly almost periodic (WAP) then E(X) ∖Θ(E(2X))
contains no ideal.
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Proof. Since (X,T ) is WAP, by Theorem 7.3 E(X) has a unique minimal ideal I, and I
contains a unique idempotent u.
Suppose I ⊂ E(X) ∖Θ(E(2X)). Let u ∈ I is an idempotent and let p ∈ Θ(E(2X)) be any
point. So p = Θ(r) for some r ∈ E(2X). Also there is a net {ti} in T such that lim
i
πti = u.
We observe that for any p ∈ E(X) and the unique minimal ideal I with u an identity
in I, pu = u(pu) = (up)u = up. So every element p ∈ E(X) commutes with the minimal
idempotent u.
Since Θ is continuous and inter-twining, so
pu = up = uΘ(r) = lim
i
πtiΘ(r)
= lim
i
Θ(πti
∗
r)
= Θ(lim
i
πti
∗
r)
= Θ(sr) where lim
i
πti
∗
= s in E(2X).
So pu ∉ I, which contradicts that I is an ideal. So E(X) ∖Θ(E(2X)) contains no ideals.

Remark 10.2. We note here that though E(X) ∖ Θ(E(2X)) contains no ideals, we still
cannot conclude that E(X) = Θ(E(2X)). p ∈ E(X) implies that there is a net {ti} in T such
that πti → p. Now p is continuous and so induces the continuous map p∗ on 2X . But we
cannot say that πti∗ → p∗ on 2X since that would imply uniform convergence of πti → p on X.
We can also say that for the unique ideal I ⊂ E(X), I = Θ(J∗) for all minimal ideals J∗
in E(2X). Though, we need more information to even say if Θ will be a finite to one map.
Remark 10.3. Since (2X , T ) is WAP, it has a unique minimal ideal say I∗. By Theorem
10.2 and Corollary 10.1, Θ ∶ E(2X) Ð→ E(X) is an injective flow homomorphism. Hence,
θ(I∗) is the unique minimal ideal in E(X).
We note that by Proposition 3.2, if (2X , T ) is a weakly almost periodic flow then (X,T )
is also weakly almost periodic. We note that the converse is not true here, i.e. (X,T ) can
be a WAP flow but (2X , T ) need not be WAP.
Example 10.1. We recall Example 7.1. Here X = {xn ∶ xn = (xni ) such that xni = 1 if i = n
and xni = 0 otherwise, n ∈ Z} ∪ {0} ⊂ 2Z, where 0 is the sequence of all 0s. And (X,σ) is a
subshift of the 2-shift. Note that (X,σ) is a WAP cascade since E(X) = {σk ∶ k ∈ Z} ∪ {p}
where p ∶ X →X is the constant map p(x) = 0.
Now for X ∈ 2X observe that σk
∗
(X) Ð→ X and σ−k
∗
(X) Ð→ X as k Ð→ ∞. And for any
A(⊂ X) ∈ 2X , σk
∗
(A)Ð→ {0} and σ−k
∗
(A)Ð→ {0} as k Ð→∞.
Thus if p† ∶ 2X ↦ 2X is defined as p†(A) = { {0}, A ≠ X;
X, A = X. ,
then σk
∗
Ð→ p† and σ−k
∗
Ð→ p† pointwise as k Ð→∞. So for the induced cascade (2X , σ∗),
E(2X) = {σk
∗
∶ k ∈ Z} ∪ {p†}. Note that I∗ = {p†} is the unique minimal ideal in E(2X).
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Now if {An} is a sequence in 2X with An ≠ X, ∀n ∈ N and An → X in 2X , then
p†(An)↛ p†(X) i.e. p† is not continuous. Thus (2X , σ∗) is not WAP.
It is known that if (X,T ) is equicontinuous, E(X) is a group of homeomorphisms of X
and the topologies of pointwise and uniform convergence coincide on E(X).
Theorem 10.3. If (X,T ) is an equicontinuous flow, then E(X) is conjugate to E(2X).
Proof. We recall that the map defined in last theorem Θ ∶ E(2X)Ð→ E(X) is a flow homo-
morphism. Since (X,T ) is equicontinuous, E(X) is a group of homeomorphism of X and
the topologies of pointwise and uniform convergence coincide on E(X).
So, for any α ∈ E(X), we define α∗ ∶ 2X → 2X as α∗(A) ∶= α(A), which is well defined
because α is homeomorphism.
For surjectivity we have to prove that α∗ ∈ E(2X). Since α ∈ E(X), there is a net {ti} ⊂ T
such that πti Ð→ α. Since E(X) has topology of uniform convergence, for every x ∈ X and
an open U ⊂X and x ∈X , there is an l from the directed set of {ti} such that πti(x) ∈ U for
all i ≥ l.
Now let A ∈ 2X be any element and α∗(A) ∈ ⟨U1, U2, . . . , Un⟩ is an open set. So, α∗(A) ⊂
⋃nj=1Uj and α∗(A) ∩Uj ≠ ∅ for 1 ≤ j ≤ n.
So, ⋃nj=1Uj is neighbourhood of α(x) for every x ∈ A. Therefore for each xk ∈ A, there
is an lk such that π
ti
∗ ({xk}) = πti(xk) ∈ ⋃ni=1Uj for all i ≥ lk. Since the topology is of
uniform convergence, there is an l such that for each x ∈ A, πti∗ ({x}) = πti(x) ⊂ ⋃ni=1Uj for
all i ≥ l. Therefore πti∗ (A) = πti(A) ⊂ ⋃ni=1Uj for all i ≥ l. Also for any Uk, there is an
x ∈ A such that α(x) ∈ Uk. So there is an lk in the directed set such that πti(x) ∈ Uk for all
i ≥ lk ⇒ πti(A) ∩Uk ≠ ∅ for all i ≥ lk. In the similar way, for every Uj(1 ≤ j ≤ n), there is an
lj in the directed set such that πti(A) ∩Uj ≠ ∅ for all i ≥ lj .
Choose l0 as l0 ≥ l and l0 ≥ lj for all 1 ≤ j ≤ n. For this l0, πti(A) ∩Uj ≠ ∅ for all i ≥ l0 and
for 1 ≤ j ≤ n. Therefore for all i ≥ l0, πti∗ (A) ∈ ⋃nj=1Uj and πti∗ (A) ∩Uj ≠ ∅ for each 1 ≤ j ≤ n.
Which means πti∗ (A) ∈ ⟨U1, U2, . . . , Un⟩ for all i ≥ l0.
So, πti∗ (A)Ð→ α∗(A) for all A ∈ 2X and hence πti∗ Ð→ α∗. So Θ(α∗) = α. So Θ is surjective.
Now if Θ(α) = Θ(β) then α({x}) = β({x}) for every x ∈ X . So α(A) = β(A) for each
finite set A ∈ 2X . Again since α,β are continuous, the same procedure in Theorem 10.1 we
get, α(E) = β(E) for each E ∈ 2X ⇒ α = β. Hence Θ is injective also. Now since E(2X , T ) is
compact ⇒ Θ is a homeomorphism. Since Θ is a flow homomorphism, Θ is a conjugacy. 
Here (X,T ) being equicontinuous is a sufficient condition, and not necessary. This can be
seen in the example below:
Example 10.2. We recall Example 5.1 here:
Let f ∶ [0,1] → [0,1] as f(x) = x2 then f is a homeomorphism on [0,1]. The system
([0,1], f) is not distal but almost equicontinuous and
E(X) = {. . . f−n, . . . , f−1, f 0 = e, f 1, . . . , fn, . . .} ∪ {g1, g2},
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where
g1(x) = { 0, x ∈ [0,1);
1, x = 1.
g2(x) = { 1, x ∈ (0,1];
0, x = 0.
Note that g1,g2 are idempotents and E(X) is the two point compactification of Z.
Now consider the induced system (2X , f∗). This system is also not distal but almost
equicontinuous and
E(2X) = {. . . f−n
∗
, . . . , f−1
∗
, f 0
∗
= e, f 1
∗
, . . . , fn
∗
, . . .} ∪ {h∗
1
, h∗
2
},
where
h∗
1
(A) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
[0,1] A = [0,1]
{0} A ⊂ [0,1)
{1} A = {1}
{0,1} A ∩ [0,1) ≠ ∅,A ∩ {1} ≠ ∅
h∗
2
(A) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
[0,1] A = [0,1]
{1} A ⊂ (0,1]
{0} A = {0}
{0,1} A ∩ (0,1] ≠ ∅,A ∩ {0} ≠ ∅
Again h∗
1
and h∗
2
are idempotents and E(2X) ≅ E(X).
In general, E(X) and E(2X) need not to be conjugate. We discuss an example here.
Example 10.3. Recall Example 5.3 here:
Consider X = {(r, θ) ∶ 0 ≤ θ ≤ 2π, r ∈ {1 − 1
2n
∶ n ∈ N} ∪ {0,1}} and f(r, θ) = (r, θ + 2πr).
For this cascade (X,f), we see that each orbit closure is an equicontinuous system, in fact
f is identity on the circle r = 1. Hence (X,f) is distal but not eqicontinuous. Since (2X , f∗)
is distal if and only if (X,f) is equicontinuous [6], (2X , f∗) will not be distal. Again since(X,f) is distal if and only if E(X) is a group, we get here that E(X) is a group but E(2X)
is not a group.
Remark 10.4. We recall from [40], for a metric hereditarily almost equicontinuous system
(X,T ) its enveloping semigroup E(X) is again a metrizable hereditarily almost equicontin-
uous system.
In example 10.3 (X,f) is hereditary almost equicontinuous but (2X , f∗) is not so.
Hence we deduce that E(X) metrizable need not imply E(2X) metrizable.
Theorem 10.4. For an equicontinuous cascade (X,f), point-open topology of E(2X) is
equivalent to the compact-open topology of E(X).
Proof. Since for an equicontinuous cascade (X,f), E(X) ⊂ C(X,X) and E(2X) ⊂ C(2X ,2X).
By Theorem 10.3, E(X) and E(2X) are conjugate. The compact subsets of X are points of
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2X . Therefore compact open topology of E(X) is equivalent to the point open topology of
E(2X). 
We note by the results in [46] that (2X , f∗) is weakly rigid if and only if (2X , f∗) is
uniformly rigid if and only if (X,f) is uniformly rigid. So by Theorem 9.2;
Theorem 10.5. For a cascade (X,f), (E(2X), f∗) is transitive if and only if the identity
e∗ is not isolated in E(2X) if and only if (X,f) is uniformly rigid.
And in this case (E(X), f) is transitive.
The cascade (2X , f∗) induces the cascade (22X , f∗∗), and so by Theorem 9.2 and [46] we
have
Corollary 10.3. E(2X , f∗) is transitive if and only if E(22X , f∗∗) is transitive.
We have already discussed examples when (E(X), f) will be transitive but (E(2X), f∗)
will fail to be transitive, the examples where (X,f) is weakly rigid but not uniformly rigid.
Remark 10.5. We note that when (X,f) is weakly mixing and uniformly rigid, (2X , f∗)
is also weakly mixing and uniformly rigid. Hence E(2X , f∗) is transitive and (2X , f∗) is a
factor of E(2X , f∗).
In [41] the existence of minimal weakly mixing but nonetheless uniformly rigid dynamical
systems is demonstrated.
The enveloping semigroup of the ‘time one map’ of a classical horocycle flow is weakly
mixing [8]. But this flow is not uniformly rigid. And so its induced flow will not be transitive.
Remark 10.6. We note that when (2X , f∗) is mixing, (X,f) is also mixing. Thus E(2X , f∗)
is mixing if and only if (X,f) is both mixing and uniformly rigid. This is impossible.
Since for nonempty, open U,V ⊂X such that U ∩ V = ∅, mixing gives an N ∈ N such that
fn(U) ∩ V ≠ ∅ for all n ≥ N whereas uniform rigidity gives a sequence {nk} in N such that
fnk → identity uniformly, implying that there cannot exist any u ∈ U such that fnk(u) ∈ V
for nk > N .
Hence E(2X , f∗) can never be mixing.
11. Enveloping Semigroup of the 2-shift, its Subshifts and the Induced
Shifts
There are some important relations between the 2-shift and it’s induced system. For
the system (2Z, σ) its induced system (22Z , σ∗) is topological mixing and has a dense set of
periodic sets.
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11.1. Enveloping Semigroup of (2Z, σ), its subshifts and of (22Z , σ∗). In case of the
full 2-shift, (2Z,Z), we can calculate it’s enveloping semigroup and which comes out to be
isomorphic to βZ. Though this is a known result we include a brief proof for the sake of
completion, and also since we use this method for computing enveloping semigroups of some
subshifts. This is given as an exercise in [31, p. 31, Ex. 1.25] and as in [44, p. 496, Theorem
19.15] in case of semigroups.
Theorem 11.1. E(2Z, σ) = βZ.
Proof. First of all for every bi-infinite sequence (xi) in (2Z, σ), we have a set A = {m ∈ Z ∶
xm = 1} and on the other way for any K ⊆ Z there is a bi-infinite sequence (xi) where
xi = { 1, i ∈K;0, i ∈ Z ∖K.
So, we can identify each bi-infinite sequence in (2Z,Z) with a subset of Z. Also for each
m ∈ Z, m ≡ h(m) = {A ⊂ Z ∶ m ∈ A} is an ultrafilter. Also h(A) = {B ⊂ Z ∶ A ⊂ B} is an
ultrafilter such that A ∈ h(A).
Now let (xi) ≈ A ⊂ Z in 2Z and n ∈ Z,
n ⋅A = σn(xi) = (xi−n)
= {k − n ∈ Z ∶ k ∈ A}
= {s ∈ Z ∶ s + n ∈ A}
= {s ∈ Z ∶ A ∈ h(s + n)}
= {s ∈ Z ∶ h(s + n) ∈ h(A)}
= {s ∈ Z ∶ s + n ≡ h(s + n) ∈ h(A)}
Now if we define the action ‘∗′ of βZ on (2Z,Z) as p ∈ βZ and A ∈ 2Z,
p ∗A = {γ ∈ Z ∶ γp ∈ h(A)}
Then from the above discussion, this action is the extension of the usual shift action of Z
on 2Z. So, by the Stone-Cˇech compactification, the natural map Φ
2
Z ∶ βZ → E(2Z) defined
as Φ
2
Z(p) ∶ 2Z → 2Z and Φ
2
Z(p)(A) = p ∗A is a homomorphism and Φ
2
Z(βZ) = E(2Z). Our
claim is that Φ
2
Z is injective also.
Suppose,
Φ
2
Z(p) = Φ
2
Z(q)
Φ
2
Z(p)(A) = Φ
2
Z(q)(A) ∀ A ∈ 2Z
{γ ∈ Z ∶ γp ∈ h(A)} = {η ∈ Z ∶ ηq ∈ h(A)}
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Now 0 ∈ Z is identity and p ∈ βZ is an ultrafilter, then
0p ≡ h(0)p = {A ⊂ Z ∶ A ∗ h(0) ∈ p}
= {A ⊂ Z ∶ {s ∈ Z ∶ R−1s (A) ∈ h(0)} ∈ p}
= {A ⊂ Z ∶ {s ∈ Z ∶ 0 ∈ R−1s (A)} ∈ p}
= {A ⊂ Z ∶ {s ∈ Z ∶ s ∈ A} ∈ p}
= {A ⊂ Z ∶ A ∈ p}
= p.
So, if A ∈ p means p ∈ h(A)⇒ 0p ∈ h(A)⇒ 0 ∈ p ∗A = Φ
2
Z(p)(A) = Φ
2
Z(q)(A) = q ∗A
So, 0 ∈ q ∗A⇒ 0q ∈ h(A)⇒ q ∈ h(A)⇒ A ∈ q
∴ p ⊂ q and similarly q ⊂ p,⇒ p = q. Hence Φ
2
Z is injective. So, E(2Z) ≅ βZ. 
Corollary 11.1. For the induced system (22Z, σ∗), E(22Z) ≅ βZ.
We look into the ideas in [15]. By Theorem 2.5, any irreducible subshift of finite type X
with topological entropy greater than log 2 factors onto the 2−shift [14]. Hence E(X) = βZ.
A cartesian product of mixing subshift of finite type Y is also a mixing subshift of finite
type. Thus, there is a K ∈ N such that the Cartesian product Y k has the full 2−shift as a
factor, for all k ≥K and so the enveloping semigroup E(Y k) ≅ βZ, for all k ≥K.
Now E(Y ) is a factor of E(Y k), and also ∆E(Y )k ≅ E(Y k). Thus,
βZ ≅ E(Y k) ≅ ∆E(Y )k ↦ E(Y ), ∀k ≥K.
Since the natural factor from ∆E(Y )k ↦ E(Y ) is the projection, and the product of βZ
with itself just gives the product of ultrafilters, which again are ultrafilters, we must have
E(Y ) = βZ. This proves that:
Theorem 11.2. For any mixing subshift of finite type Y , we have E(Y ) = βZ.
Recalling a result from [6]: If (X,σ) is a mixing subshift of finite type then it is not
isomorphic to (2Y , g∗) for any compact system (Y, g). In particular for a mixing subshift of
finite type (X,σ), (2X , σ∗) will not be a subshift of finite type. Yet E(2X , σ∗) = βZ.
Here, we note that it would be interesting to isolate the properties of those systems (Y, g)
which are isomorphic to (2X , σ∗) for some mixing subshift of finite type (X,σ).
The Golden Mean Shift G is a mixing subshift of finite type and so has βZ as its enveloping
semigroup. Let X be the Even Shift. Then X is a factor of the Golden Mean Shift G, and so
E(X) will be a factor of E(G). Since E(G) = βZ, a natural question here is “What factor
of βZ will be the enveloping semigroup of the Even Shift?” We thank Dona Strauss for
help with this following theorems.
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Theorem 11.3. The Enveloping semigroup of the Even Shift X, E(X) = βZ.
Proof. We note that ΦX ∶ βZ → E(X) is a homomorphism. We recall the proof of Theorem
11.1 and build up on that.
Let p ≠ q ∈ βZ. Then there is a P ⊂ Z such that P ∈ p but P ∉ q. Without loss of generality
we can assume that 0 ∈ P and a ≅ b (mod 4), ∀a, b ∈ P .
Define (xi) ∈ 2Z, by taking xi = { 1, if i ∈ P ∪P + 1;0, otherwise.
We note that in (xi) there are even no. of 0′s between any two occurrences of 1 and so(xi) ∈ X .
Then for m ∈ P , σm((xi))0 = 1 and σm((xi))1 = 1. But if m ∉ P , then this is not true.
Now P ∈ p⇒ p ∈ h(P )⇒ 0,1 ∈ p ∗P = ΦX(p)(P ). But 0,1 ∉ q ∗ P = ΦX(q)(P ).
Thus, ΦX(p) ≠ ΦX(q) and so ΦX is injective.

This gives another proof to the fact that the enveloping semigroup of the Golden Mean
Shift is βZ. Also by the discussions above recalling Theorem 2.5 and noting that the product
of mixing sofic shifts will be mixing sofic, we can say that the enveloping semigroup of any
mixing sofic shift will be βZ.
Similarly let Z ⊂ {0,1}Z is defined as
Z = {(xi) ∶ for some fixed K ∈ N, between any two occurrences of 1′s in (xi) there are
KZ+ number of 0′s}.
So all blocks of the form 10Kn+j1, j = 1, . . . ,K − 1 are forbidden in any x ∈ Z for n ∈ Z+.
Theorem 11.4. The Enveloping semigroup of the subshift Z, E(Z) = βZ.
Proof. We can prove this exactly on the lines of the previous theorem.
Let p ≠ q ∈ βZ. Then there is a P ⊂ Z such that P ∈ p but P ∉ q. Without loss of generality
we can assume that 0 ∈ P and a ≅ b ( mod 2K), ∀a, b ∈ P .
Define (xi) ∈ {0,1}Z, by taking xi = { 1, if i ∈ P ∪ (P + 1) ∪ (P + 2) ∪ . . . ∪ (P +K − 1);0, otherwise.
We note that in (xi) there are KZ+ no. of 0′s between any two occurrences of 1 and so(xi) ∈ Z.
Then for m ∈ P , σm((xi))0 = 1, σm((xi))1 = 1, . . . , σm((xi))K−1 = 1. But if m ∉ P , then
this is not true.
Now P ∈ p⇒ p ∈ h(P )⇒ 0,1, . . . ,K − 1 ∈ p ∗ P = ΦZ(p)(P ). But 0,1, . . . ,K − 1 ∉ q ∗ P =
ΦZ(q)(P ).
Thus, ΦZ(p) ≠ ΦZ(q) and so ΦZ is injective.

For any S ⊂ N, define XS = {{xi} ∶ xi = xj = 1⇔ ∣i− j∣ ∈ S ∪{0}} ⊂ 2Z. It can be easily seen
that XS is a subshift of the 2-shift, and is called the spacing subshift. The above theorem
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shows that E(XS) = βZ for specific S. However, for a general S ⊂ N, it would be challenging
to determine E(XS).
Remark 11.1. This observation leads to interesting questions:
1. Can we characterize all subshifts with enveloping semigroups βZ?
2. Since we just saw an example of a proper factor π ∶ A → B for which the factor
θ ∶ E(A) → E(B) is an isomorphism. Can we characterize all the properties of the shift
space A that B too inherits so that E(A) ≅ E(B)?
Now the period doubling system on S1 is a factor of the 2−shift. Any such factor map
will fail to be one-one only on a set of measure zero. Thus βZ factors onto E(S1). Also the
period doubling system on S1 is not weakly rigid and so will not have a transitive enveloping
semigroup. We conjecture: E(S1) = βZ.
Now the interesting thing is to look at the fact when we change the action of Z on 2Z and
take 2Z as our acting group, i.e. we consider the map σ2 on 2Z.
11.2. Enveloping semigroup of (2Z,2Z): If we proceed as above in this case then we will
have the extension action ′∗′ of β2Z on (2Z,2Z) as for p ∈ β2Z and A ∈ 2Z
p ∗A = {2γ ∈ 2Z ∶ 2γp ∈ h(A)}
Then by the the same procedure, the natural map Φ2Z ∶ β2Z → E(2Z,2Z) defined as
Φ2Z(p)(A) = p ∗A.
Which gives Φ2Z(β2Z) = E(2Z,2Z).
The same procedure as above will shows that this is one-one also.
Suppose,
Φ2Z(p) = Φ2Z(q)
Φ2Z(p)(A) = Φ2Z(q)(A) ∀ A ∈ 2Z
{2γ ∈ 2Z ∶ 2γp ∈ h(A)} = {2η ∈ 2Z ∶ 2ηq ∈ h(A)}
Now 0 ∈ 2Z is identity and p ∈ β2Z is an ultrafilter, then
0p ≡ h(0)p = {A ⊂ 2Z ∶ A ∗ h(0) ∈ p}
= {A ⊂ 2Z ∶ {2s ∈ 2Z ∶ R−1s (A) ∈ h(0)} ∈ p}
= {A ⊂ 2Z ∶ {2s ∈ 2Z ∶ 0 ∈ R−1s (A)} ∈ p}
= {A ⊂ 2Z ∶ {2s ∈ 2Z ∶ 2s ∈ A} ∈ p}
= {A ⊂ 2Z ∶ A ∈ p}
= p.
So, if A ∈ p means p ∈ h(A) ⇒ 0p ∈ h(A) ⇒ 2 ⋅ 0p ∈ h(A) ⇒ 0 ∈ p ∗ A = Φ
2
Z(p)(A) =
Φ2Z(q)(A) = q ∗A.
58 ANIMA NAGAR AND MANPREET SINGH
So, 2 ⋅ 0 ∈ q ∗A⇒ 2 ⋅ 0q ∈ h(A)⇒ q ∈ h(A)⇒ A ∈ q.
Thence p ⊂ q and similarly q ⊂ p,⇒ p = q. Hence Φ2Z is injective. Hence E(2Z,2Z) ≅ β2Z.
In general for any n ∈ N, E(2Z, nZ) ≅ βnZ.
11.3. Isomorphism of βZ and β2Z. The following result about the isomorphism of βZ
and β2Z is given in [44][Lemma 3.30, Ex. 3.4.1]. We give a detailed proof here;
Theorem 11.5. βZ and β2Z are isomorphic as a topological space, as a flow and also as a
semigroup.
Proof. First of all Z and 2Z are isomorphic as topological groups under the map f ∶ Z→ 2Z
as f(n) = 2n and βZ and β2Z are Stone-Cˇech compactifications of Z and 2Z respectively.
So iZ ∶ Z → βZ and i2Z ∶ 2Z → β2Z are the natural maps defined as iZ(n) = h(n) and
i2Z(2n) = h(2n) respectively, where n ≡ h(n) identified as an ultrafilter over Z and the
maps look as inclusions. So, by taking composition we have that i2Z ○ f = g ∶ Z → β2Z as
g(n) = h(2n) is a continuous map. So, by using the Stone-Cˇech compactifications β2Z of 2Z
this map has a continuous extension Φ ∶ β2Z→ βZ defined as Φ(p) = {f(A) ∶ A ∈ p}.
Φ is well defined: Suppose p is an ultrafilter on Z and we have to show that Φ(p) =
{f(A) ∶ A ∈ p} is an ultrafilter on 2Z.
if f(A), f(B) ∈ Φ(p) where A,B ∈ p then f(A)∩f(B) ⊆ f(A∩B). Since ∅ ∉ p ⇒ ∅ ∉ Φ(p).
For A,B ∈ p, so A ∩B ≠ ∅ ⇒ f(A ∩B) ≠ ∅. So, f(A) ∩ f(B) ≠ ∅.
Also let f(A) ∈ Φ(p) and B ⊂ β2Z such that f(A) ⊂ B. Here A ∈ p and since f is a
bijection then A ⊂ f−1(B) where f−1(B) ⊂ βZ.
As A ⊂ f−1(B) ⇒ f−1(B) ∈ p ⇒ f(f−1(B)) ∈ Φ(p) ⇒ B ∈ Φ(p). So, Φ(p) is a filter on
β2Z. Now, if K ∉ Φ(p) ⇒ f−1(F ) ∉ p. Since p is an ultrafilter ⇒ Z ∖ f−1(F ) ∈ p.
Since f is bijective. So, Z ∖ f−1(F ) = f−1(2Z ∖ F ). Therefore f−1(2Z ∖ F ) ∈ p ⇒
f(f−1(2Z ∖ F )) ∈ Φ(p) ⇒ 2Z ∖ F ∈ Φ(p), which shows that Φ(p) is an ultrafilter. Also if
p = q then by the definition of Φ, Φ(p) = Φ(q). So, Φ is a well defined map.
Φ is one-one: Suppose p ≠ q then ∃ A ∈ p and A ∉ q. Since q is an ultrafilter ⇒ Z∖A ∈ q.
So, f(A) ∈ Φ(p) and f(Z ∖A) ∈ Φ(q).
Again the bijection of f shows that 2Z ∖ f(A) ∈ Φ(q). Since Φ(q) is also an ultrafilter
⇒ f(A) ∉ Φ(q). Which shows that Φ(p) ≠ Φ(q). Therefore Φ is one-one.
Φ is onto: Suppose q ∈ β2Z is an ultrafilter over 2Z. Then consider the set {f−1(B) ∶ B ∈
q}. Since f is bijection then in the similar way as we did above for f, {f−1(B) ∶ B ∈ q} is an
ultrafilter over Z and if we take p = {f−1(B) ∶ B ∈ q} then Φ(p) = q, which shows that Φ is
onto also.
Hence Φ is a continuous bijection between βZ and β2Z and since both spaces are compact,
they are topologically homeomorphic.
Since βZ and β2Z are semingroups also. So, we will prove that Φ is semigroup homomor-
phism also.
Φ is semigroup homomorphism: To prove Φ(pq) = Φ(p)Φ(q).
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Let
A ∈ Φ(pq) ⇔ f−1(A) ∈ pq
⇔ {s ∈ Z ∶ f−1(A) − s ∈ p} ∈ q
⇔ {s ∈ Z ∶ {m ∈ Z ∶m + s ∈ f−1(A)} ∈ p} ∈ q
⇔ {s ∈ Z ∶ {m ∈ Z ∶ f(m + s) ∈ A} ∈ p} ∈ q
⇔ {s ∈ Z ∶ {m ∈ Z ∶ 2m + 2s ∈ A} ∈ p} ∈ q
⇔ {2s ∈ 2Z ∶ {2m ∈ 2Z ∶ 2m + 2s ∈ A} ∈ Φ(p)} ∈ Φ(q)
⇔ A ∈ Φ(p)Φ(q).
Which shows that Φ(pq) = Φ(p)Φ(q). 
Corollary 11.2. For n ∈ N, βZ and βnZ are isomorphic as a topological space, as a flow
and also as a semigroup.
Theorem 11.6. For the 2−shift, we have E(2Z, σ) ≅ E(2Z, σ2) ≅ E(2Z, σ3) ≅ . . .
Corollary 11.3. For any mixing subshift of finite type or mixing sofic shift X, we have
E(X,σ) ≅ E(X,σ2) ≅ E(X,σ3) ≅ . . .
12. Saturated Enveloping Semigroups
We look into an elementary observation:
Proposition 12.1. Let (X,f) be a cascade and f be surjective on E(X), then
E(X,f) = E(X,fn) ∪ f(E(X,fn)) ∪ f 2(E(X,fn)) ∪ f 3(E(X,fn)) ∪ . . . ∪ fn−1(E(X,fn))
∀ n ∈ N, considered as a semigroup.
Proof. Since E(X,fn) = {. . . , f−2n, f−n, e, fn, f 2n, . . . , fkn, . . .} ⊆ E(X,f)
and so for 1 ≤m ≤ n − 1, fm({. . . , f−2n, f−n, e, fn, f 2n,⋯, fkn,⋯})
= {. . . , fm−2n, fm−n, fm, fm+n, fm+2n,⋯, fm+kn,⋯} ⊆ E(X,f).
So, E(X,fn)∪f(E(X,fn))∪f 2(E(X,fn))∪f 3(E(X,fn))∪⋯∪fn−1(E(X,fn)) ⊆ E(X,f).
On the other way, fix n ∈ N and let p ∈ E(X,f) then there is a sequence {nk} such that
fnk Ð→ p.
Now consider the set S1 = {k ∈ N ∶ nk ∈ nZ}.
Case-1: if for every k ∈ N, there is an l ∈ N with l ≥ k such that nl ∈ nZ. So, for every
k ∈ N there is an l ∈ N with l ≥ k such that l ∈ S1.
Therefore {nkl ∶ kl ∈ S1} is a subsequence of {nk} such that fnkl converges to p. So,
p ∈ E(X,fn).
Case-2: Suppose there is a k0 ∈ N such that ∀ k ≥ k0, nk ∈ {nZ + 1} ∪ {nZ + 2} ∪ . . . ∪{nZ + (n − 1)}, i.e. ∀ k ≥ k0, nk ∉ nZ.
Now if for every k ∈ N there is an l ∈ N as l ≥ k such that nl ∈ {nZ+ 1}. Then S2 = {k ∈ N ∶
k ≥ k0 and nk ∈ {nZ + 1}}.
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Again as the last case, {nkm ∶ km ∈ S2} is a subsequence of {nk} such that fnkm converges
to p. So, p ∈ {. . . , f−2n+1, f−n+1, f, fn+1, f 2n+1, . . . , f ln+1, . . .}
= f({. . . , f−2n, f−n, e, fn, f 2n, . . . , f ln, . . .}) = f(E(X,fn)).
If there is k1 such that ∀ k ≥ k1, nk ∈ {nZ + 2} ∪ {nZ + 3} . . . ∪ {nZ + (n − 1)}. Again by
preceding in similar way as above, p ∈ f r(E(X,fn)) for some r ∈ {1,2, . . . , n − 1}. Therefore
p ∈ E(X,fn) ∪ f(E(X,fn)) ∪ f 2(E(X,fn)) ∪ f 3(E(X,fn)) ∪ . . . ∪ fn−1(E(X,fn)).
Hence E(X,f) = E(X,fn)∪f(E(X,fn))∪f 2(E(X,fn))∪f 3(E(X,fn))∪. . .∪fn−1(E(X,fn)).

Remark 12.1. Note that E(X,f) = E(X,fn)∪f(E(X,fn))∪f 2(E(X,fn))∪f 3(E(X,fn))∪
. . . ∪ fn−1(E(X,fn)) as a semigroup. Thus, E(X,fn) ⊆ E(X,f) as a semigroup. However,
we cannot claim any relation between the systems (E(X,fn), fn) and (E(X,f), f).
For example consider the irrational rotation (S1, Tα), where Tα is the rotation by angle α.
Then T nα = Tnα. Hence (E(S1, Tα), Tα) ≅ (S1, Tα) and (E(S1, Tnα), Tnα) ≅ (S1, Tnα).
And so (E(S1, Tα), Tα) ≇ (E(S1, Tnα), Tnα).
Then, can we expect any relation between such systems here?
Definition 12.1. For a flow (X,T ) or a cascade (X,f), the enveloping semigroup E(X) is
called saturated enveloping semigroup (SES) if E(X) ≅ E(2X) both as a semigroup as as a
flow.
Definition 12.2. For a cascade (X,f), the enveloping semigroup (E(X), f) is called super
saturated if E(X,f) ≅ E(X,f 2) ≅ E(X,f 3) ≅ . . . ≅ E(X,fn) ≅ . . . ≅ E(2X , f∗) for each n ∈ N,
both as a semigroup and as a flow.
Note that every equicontinuous system has saturated enveloping semigroup and the sim-
plest example of saturated enveloping semigroup is the irrational rotation on the unit circle
S1.
Example 12.1. Since we have shown that in case of 2-shift, βZ ≅ E(2Z, σ) ≅ E(2Z, σ2) ≅
E(2Z, σ3) ≅ ⋯ ≅ E(2Z, σn) ≅ ⋯ ≅ E(22Z, σ) as a semigroup as well as a flow. So, E(2Z,Z) is
a super saturated enveloping semigroup.
Example 12.2. S1 is the unit circle and α is an irrational number the Tα ∶ S1 → S1 is an
irrational rotation as Tα(eiθ) = ei(θ+2πα). The system (S1, Tα) is an equicontinuous minimal
system. So E(S1, Tα) ≅ (S1, Tα). Again, E(2S1, Tα∗) ≅ E(S1, Tα). So E(S1, Tα) is saturated.
Now if we consider the system (S1, T 2α) then this will be the irrational rotation by angle
2α and so (S1, Tα) ≇ (S1, T 2α). Since (S1, T 2α) is also an equicontinuous minimal system,
E(S1, T 2α) ≅ (S1, T 2α). So, E(S1, T 2α) ≇ E(S1, Tα). Therefore the enveloping semigroup of an
irrational rotation on unit circle is not super saturated.
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Glasner [34] has defined a complete system. The system (X,T ) is n−complete if for every
point (x1, . . . , xn) ∈ Xn with distinct components the orbit T (x1, . . . , xn) is dense in Xn. It
is called complete when it is n−complete for every n ∈ N .
Theorem 12.1. [34] Let (X,T ) be a dynamical system. Then E(X,T ) =XX if and only if
(X,T ) is complete.
We see that there is a connection between complete systems and those with saturated
enveloping semigroups.
Recall that φ ∶ T ↦ XX has a continuous extension ΦX ∶ βT → XX and ΦX(βT ) = E(X)
is a subgroup of XX . When E(X) = XX , it means that ΦX is surjective. Can ΦX be also
injective? We note that we have examples when E(X) = βZ, and such systems are always
saturated and in this case ΦX is injective.
In [32] Glasner observed: If φ is a nontrivial continuous automorphism of a system (X,T )
then φp = pφ for every p ∈ E(X). Thus when the group Aut(X,T ) is nontrivial then
E ⊂ {p ∈ XX ∶ φp = pφ, ∀φ ∈ Aut(X,T )}. In particular, when T is commutative
E ⊂ {p ∈XX ∶ pα = αp, ∀α ∈ T}
He raised a simple question: Are there dynamical systems (X,T ) for which this inclusion is
an equality? And further proved that:
Theorem 12.2. [32] There does not exist an infinite minimal cascade (X,f) for which
E(X,T ) = {p ∈XX ∶ pf = fp}
We have a simple question here: What can be said about this problem for a non-
minimal cascade?
13. Enveloping Semigroup for Semiflows
We acknowledge the work done on topological dynamics for semiflows in [10]. Generally,
dynamical properties of semiflows are much different from that of flows. This motivates
us to study enveloping semigroups of semiflows also. We present here our version for the
enveloping semigroups for semiflows.
In this section, we consider the action by monoids instead of groups. So, we consider the
semiflow (X,S) where X is a compact metric space and S is a monoid acting on X . We can
also consider the semicascade (X,g) where g is continuous though not necessarily surjective
or injective. We investige the dynamical properties of E(X) in such a case and see how they
differ from the case when the action is by a group.
Here the interesting point to note is that when we consider the action by a group and by
it’s subgroup then the enveloping semigroup of the given system is not the same.
We look into a few examples of Enveloping semigroups for semiflows(semicascades):
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Example 13.1. E(2N, σ) = βN.
The proof of for this works same as in Theorem 11.1 by replacing N by Z.
Example 13.2. Recall Example 6.3. We modify it a bit to let n ∈ N and Xn = {n} ×N∗ ×{1,2, . . . , n} where N∗ = N ∪ {∞} is the one point compactification of N, and fn ∶ Xn →
Xn defined as fn(n, k, l) = (n, k + 1, (l + 1) mod n). In the cascade (Xn, fn), fnin (n, k, l) =(n, k + ni, l) ∀i. So for each (n, k, l) ∈ Xn, fnin (n, k, l) Ð→ (n,∞, l). So E(Xn) = {fkn ∶ k ∈
Z} ∪ {pn, fnpn, . . . , fn−1n pn} where pn(n, k, l) = (n,∞, l). Also fnn pn(n, k, l) = fnn (n,∞, l) =(n,∞, l)⇒ fnn pn = pn. Therefore pn is periodic point of period n. Also pnpn = pn. Therefore
for each n ∈ N, there is a cascade (Xn, fn) such that E(Xn) contains a periodic point of
period n which is an idempotent.
Example 13.3. We recall Example 5.1 where X = [0,1] and f ∶ [0,1]→ [0,1] as f(x) = x2.
When we take the action by semigroup N then E(X) is the one point compactification of N.
Here we can see that the function is invertible and we can take backward orbits as well.
But if we are interested in taking only the forward orbits then the structure of the enveloping
semigroup will change.
Remark 13.1. It is important to note that all the theory for flows (X,T ) discussed in
Section 5 above, is also valid for the semiflows (X,S).
13.1. Distality of E(X,S). If each s ∈ S is surjective, then (X,S) is called a surjective semi-
flow. If each s ∈ S is bijective, then [S] denotes the smallest group of self-homeomorphisms
of X containing S. In such a case the semiflow (X,S) induces the flow (X, [S]). A point
x ∈X is called a distal point of (X,S) if x is the only point proximal to itself in Sx.
We note that
Theorem 13.1. [10] If (X,S) is an equicontinuous surjective semiflow, then (X,S) is distal.
We know that if a flow (X,T ) is distal then E(X,T ) is a group. Now let S be a sub-
semigroup of T , and consider the semiflow (X,S). Will E(X,S) be also a group wherein
inverses of s ∈ S lie in E(X) ∖ {s ∶ s ∈ S}?
We recall Ellis’ theorem.
Theorem 13.2. [Ellis Theorem] [19] Let (X,T ) be a distal flow. Then (X,T ) is pointwise
almost periodic.
We note that Ellis’ theorem is true (in general) for semiflows also. We include a proof
here given to us by Auslander. For that we need the following definition and properties.
Definition 13.1. [4] For a semiflow (X,S), a set A ⊂ X is said to be an almost periodic
set if any point z ∈ X ∣A∣ with range(z) = A is an almost periodic point of (X ∣A∣, S), where
∣A∣ is the cardinality of A.
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Lemma 13.1. [4]
(1) Any non-empty subset of an almost periodic set is an almost periodic set. (In partic-
ular, every point of an almost periodic set is almost periodic.)
(2) Let A be a maximal almost periodic set for (X,S), and let x ∈ X. Then there is an
x′ ∈ A ∩ Sx such that x and x′ are proximal.
(3) Let π ∶ (X,S) Ð→ (Y,S) be an onto flow homomorphism, and let B be an almost
periodic set in Y. Then there is an almost periodic set A in X such that π(A) = B.
(4) If A is a maximal almost periodic set in X, then π(A) is a maximal almost periodic
set in Y .
(5) Suppose range(z) is a maximal almost periodic set. Let z′ ∈ Sz. Then range(z′) is
a maximal almost periodic set.
Theorem 13.3. [Generalized Ellis Theorem] Let (X,S) be a distal semiflow. Then
(X,S) is pointwise almost periodic.
Proof. (X,S) is a distal semiflow.
If x ∈ X is an almost periodic point, then by Zorn’s Lemma there is a maximal almost
periodic set in X which contains x. Also every point of an almost periodic set is almost
periodic.
Let A ⊂ X be a maximal almost periodic set and assume that A ≠ X . Let z ∈ X ∣A∣ with
range(z) = A. Then z is the almost periodic point of (X ∣A∣, S). Let x ∈ X ∖A and consider
the point (x, z) ∈X ×X ∣A∣. The orbit closure S(x, z) is a closed invariant subset of X ×X ∣A∣
and so there exists a minimalM ⊂ S(x, z) ⊂ X×X ∣A∣. Let (x′, z) ∈M then S(x′, z) =M being
minimal, (x′, z) is an almost periodic point in X×X ∣A∣. Since z is an almost periodic point of
X ∣A∣ with range(z) = A and (x′, z) ∈ S(x, z), there is a net {si} such that si(x, z) Ð→ (x′, z).
Now since S(x′, z) =M is a minimal set in X ×X ∣A∣, so by Lemma 13.1 A∪{x′} is an almost
periodic set of (X,S). But this contradicts the maximality of the almost periodic set A, and
so x′ ∈ A.
Now we have six Ð→ x′ and siz Ð→ z. Here range(z) = A and x′ ∈ A, and take πx′ to be
the projection map so that six′ = πx′(siz) Ð→ πx′z = x′. Hence si(x,x′) Ð→ (x′, x′) giving
x and x′ to be proximal, which violates the distality of (X,S). So our assumption A ≠ X
is false. Therefore X = A is an almost periodic set, i.e. every point of X is almost periodic
point. 
Corollary 13.1. If (X,S) is a distal semiflow. Then (X,S) is surjective.
Proof. First note that if (Y, f) be any distal semicascade then (Y, f) will be pointwise almost
periodic by the generalized Ellis Theorem. So Y = ⊔iNi, where ⊔ denotes disjoint union and
each Ni is minimal subset of Y . Then for each i, f(Ni) ⊂ Ni is closed invariant and so by
minimality of Ni, f(Ni) = Ni. So f is surjective on Y .
64 ANIMA NAGAR AND MANPREET SINGH
Now for any s ∈ S, consider the semicascade (X,s). Since (X,S) is distal, as a subsemiflow,
(X,s) is also distal. By the above observation, s is surjective on X . So for each s ∈ S, s is
surjective on X . Hence (X,S) is surjective semiflow.

Remark 13.2. Distal systems are always injective, and so from the above we note that
distal systems are always bijective. Thus every distal semiflow (X,S) induces a distal flow
(X, [S]).
This observation gives us another generalization:
Theorem 13.4. For a semiflow (X,S) the following conditions are equivalent:
(1) (X,S) is distal.
(2) (E(X,S), S) is minimal.
(3) E(X,S) is a group with identity e being the only idempotent.
Proof. (1) ⇒ (2) Since we know that for a distal flow (X,T ), E(X) is the only minimal
ideal and e (identity) is the only idempotent. Since (X,S) is distal, it induces the distal flow
(X, [S]). Now E(X, [S]) has a unique idempotent e. Hence, the identity e is the unique
idempotent in E(X,S) and so (E(X,S), S) is minimal.
(2)⇒ (3) We know that for a minimal ideal I ⊂ E(X) and a minimal idempotent u ∈ I,
Iu is a group with identity u. Since (E(X,S), S) is minimal, E(X,S) is the only minimal
ideal in E(X,S) with only idempotent e. Hence E(X,S) is a group.
(3)⇒ (1) Let (x, y) ∈ P (X), then there is a minimal ideal I ⊂ E(X,S) such that rx = ry
for all r ∈ I. Now E(X) is a group, and so x = y. Hence (X,S) is distal. 
On similar lines, we can also say:
Proposition 13.1. Let (X,S) be a transitive, distal semiflow then (E(X,S), S) is distal.
Proof. Suppose (p, q) ∈ P (E(X,S)) then there is a minimal ideal I ⊂ E(E(X,S)) such that
rp = rq for all r ∈ I. Since (X,S) is transitive, E(E(X)) ≅ E(X). So rp = rq for all
r ∈ I ⊂ E(X). Since E(X) is a group by the above generalization, we have p = q. Hence
(E(X,S), S) is distal. 
Theorem 13.5. Suppose (X,S) is a distal system then E(X,S) = E(X, [S]) as subsets of
XX .
Proof. Since (X,S) is distal. E(X,S) is a group with unique idempotent e and E(X,S) is
unique minimal ideal n E(X,S).
Now S ⊂ S = E(X,S) but [S] is the smallest group containing S. So [S] ⊆ E(X,S).
Hence E(X, [S]) = [S] ⊆ E(X,S) = E(X,S). 
We see the same in the following example:
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Example 13.4. Consider the irrational rotation (S1, Tα). This flow is invertible, minimal
and distal. So E(S1, Tα) is a group and E(S1, Tα) ≅ S1. In case we take forward orbits only,
since the irrational rotation is minimal and also an isometry, so the identity e and hence the
inverses T −nα will all be limit points of the forward iterates. So E(S1,N) ≅ S1 ≅ E(S1, Tα) =
E(S1,Z).
13.2. Continuity of elements in E(X,S). Each s ∈ S is continuous on X , but that need
not be so for elements of E(X,S). We notice here that the results for semiflows vary from
the results for the known cases for flows.
We recall an equivalent definition of a WAP system from [50]. For a compact metric space
X and a continuous (not necessarily injective or surjective) g ∶ X →X , the semicascade (X,g)
is WAP if for each f in C(X) (space of all continuous complex valued functions on X) and
each sequence {N0} in Z+, there is a subsequence {N1} of {N0} so that {f ○ gn ∶ n ∈ N1}
converges pointwise (and boundedly) to a continuous limit.
We have the following for a WAP semicascade (X,g).
Proposition 13.2. Suppose (X,g) is a WAP semicascade then all members of E(X,g) are
continuous.
Proof. Let h ∈ E(X,g). There is a sequence {ni} such that gni Ð→ h. Since (X,g) is
WAP system, there is a subsequence {nki} of {ni} such that gnki converges pointwise to a
continuous limit. Since gni Ð→ h, so gnki Ð→ h and hence h is continuous. 
In case of equicontinuous cascade, all members of the enveloping semigroup are home-
omorphisms which is not so in case of equicontinuous semicascade(since they need not be
distal). Consider the below example;
Example 13.5. Let X = [0,1] and f ∶ X → X defined as f(x) = x
2
. Then (X,f) is
equicontinuous semicascade. We can see that for every sequence {ni} ∈ N and every x ∈ X,
the only limit point of {fni(x)} is 0. So E(X) = {fn ∶ n ∈ N} ∪ {h}, where h(x) = 0 for all
x ∈ [0,1].
We note that in the example above the map f is injective but not surjective. However sur-
jective maps giving equicontinuous systems will be bijective and we do get homeomorphisms
in their enveloping semigroups.
Remark 13.3. Let (X,S) be a surjective, equicontinuous semiflow. Then (X,S) is distal
and so E(X,S) = E(X, [S]) is a group of self-homeomorphisms on X.
What happens in general?
Proposition 13.3. If (X,S) is an equicontinuous semiflow, then all members of E(X) are
continuous.
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Proof. Let p ∈ E(X) and x ∈X with ǫ > 0. There is a net {si} in S such that si Ð→ p. So for
any y ∈ X , there is an directed set Ny such that d(si(y), p(y)) < ǫ3 for all i preceding Ny in
this directed set. Also since (X,S) is equiconinuous, then there is an open neighbourhood
U ∋ x such that for all y ∈ U and for all s ∈ S, d(sx, sy) < ǫ
3
.
Now let sj be a subnet given by j preceding both Nx,Ny in this directed set and some
y ∈ U . Then
d(p(x), p(y)) ≤ d(p(x), sjx) + d(sjx, sjy)+ d(sjy, p(y)) < ǫ3 + ǫ3 + ǫ3 = ǫ.
Thus for every y ∈ U , d(p(x), p(y)) < ǫ.
Hence p is continuous. 
13.3. Transitivity of E(X,S). We recall the concepts of weak rigidity, rigidity and uniform
rigidity first defined by Glasner and Maon [36] for cascades. We note that the same definitions
also hold for semicascades. Now the semicascade (X,g) gives the enveloping semicascade
(E(X,g), g). We recall Theorem 9.2 here and note that the theorem below can be proved
on the same lines.
Theorem 13.6. For the semicascade (X,g) the following are equivalent:
(1) The semicascade (E(X), g) is topologically transitive.
(2) (X,g) is weakly rigid.
(3) The identity e = g0 is not isolated in E(X).
Example 13.6. Consider the one-sided 2−shift (2N, σ). The enveloping semigroup here will
be E(X) = βN. Now take k, l ∈ N with k < l, then for points x = 1k0∞, y = 1∞ ∈X observe that
x ∈ [1k], y ∈ [1l] but there is no n ∈ N for which σn([x; [1k]])∩ [y; [1l]] ≠ ∅. Thus (E(2N), σ)
is not transitive or (βN,N) is not transitive.
We recall the properties of weakly mixing enveloping semigroups studied in [8], and note
that we can prove the following in case of semicascades too:
Theorem 13.7. For a semicascade (X,g) the following are equivalent:
(i) The system (X,g) has a weakly mixing enveloping semigroup.
(ii) For any k-tuple (x1, x2, . . . , xk) ∈ Xk the system (O(x1, x2, . . . , xk), g(k)) is weakly
mixing.
We also have:
Theorem 13.8. The semicascade (E(X), g) is mixing ⇒ for the semicascade (X,g) every
x ∈X is essentially non-wandering.
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But again, since we believe that there need not be any mixing enveloping cascades, the
same would be true for enveloping semicascades.
13.4. On E(2X , S). It is interesting to see for a semiflow (X,S), the relation between
E(X,S) and E(2X , S). As we have seen that for an equicontinuous flow (X,T ), E(2X , T )
is conjugate to E(X,T ). This is also true for a semiflow.
Theorem 13.9. If (X,S) is equicontinuous then E(X,S) is conjugate to E(2X , S).
Proof. Since (X,S) is equicontinuous then (2X , S) will also be equicontinuous as it is true
in flows. So by Proposition 13.3, all the members of E(X) and E(2X) are continuous and
the topology of pointwise convergence coincide with the uniform convergence.
Now the same map Θ ∶ E(2X) → E(X) defined in Theorem 10.2 will be a conjugacy and
the proof will be same as in Theorem 10.3. 
14. Concluding Remarks
One direction of study that we have not got into here is the ‘cave’ of tame systems. An
elaborate study of such systems has been done in [32, 34, 39]. Tame systems are those
systems whose enveloping semigroups are seperable and Frechet. It is known that a minimal
distal metric system is tame if and only if it is equicontinuous. And a minimal tame cascade
has zero topological entropy. It would be interesting to look into these properties for a non
minimal case, but we feel that it would be too far fetching for us to get into such systems in
this article.
We are indebted to Ethan Akin and Joseph Auslander for all the discussions throughout
writing this article and their many helpful comments. We also thank Dona Strauss for helping
us with computing the enveloping semigroup of the Even Shift, and related discussions.
References
[1] Ethan Akin, Recurrence in topological dynamics: Furstenberg families and Ellis actions, The Univer-
sity Series in Mathematics. Plenum Press, New York, (1997).
[2] Ethan Akin, Joseph Auslander and Kenneth Berg, When is a transitive map chaotic, Conver-
gence in Ergodic Theory and Probability, Walter de Gruyter and Co, (1996) 25-40.
[3] Ethan Akin, Joseph Auslander and Kenneth Berg, Almost equicontinuity and the enveloping
semigroup, Topological Dynamics and Applications, Contemporary Mathematics, 215, (1998) 75-81.
[4] Ethan Akin, Joseph Auslander Almost periodic sets and subactions in topological dynamics, Proc.
Amer. Math. Soc. 131 (2003), no. 10, 3059–3062.
[5] Ethan Akin, Joseph Auslander and Eli Glasner, The topological dynamics of Ellis actions, Mem.
Amer. Math. Soc. 195 (2008).
[6] Ethan Akin, Joseph Auslander and Anima Nagar, Dynamics of Induced Systems, Ergod. Th.
and Dynam. Sys., 37 (2017) 2034-2059.
[7] Ethan Akin, Joseph Auslander and Anima Nagar, Variations on the Concept of Topological
Transitivity, Studia Math. 235 (3) (2016), 225–249.
68 ANIMA NAGAR AND MANPREET SINGH
[8] Ethan Akin, Eli Glasner and Benjamin Weiss, On weak rigidity and weakly mixing enveloping
semigroups, arXiv:1711.03169, (2017).
[9] Joseph Auslander, Minimal flows and their extensions, North-Holland Mathematics studies, 153
(1988).
[10] Joseph Auslander and Xiongping Dai, Minimality, distality and equicontinuity for semigroup
actions on compact Hausdorff spaces, Discrete & Continuous Dynamical Systems - A, 39(2019) 4647-
4711.
[11] Joseph Auslander and Eli Glasner, Distal and highly proximal extensions of minimal flows, Indiana
Univ. Math. J., 26 (1977) 731-749.
[12] Joseph Auslander, Gernot Greschonig and Anima Nagar, Reflections on Equicontinuity, Proc.
Amer. Math. Soc., 142 (2014), 3129-3137.
[13] Joseph Auslander and James A. Yorke, Interval maps, factors of maps, and chaos, Tohoku Math-
ematical Journal, Second Series, 32.2, (1980) 177-188.
[14] Mike Boyle, Lower entropy factors of sofic systems, Ergodic Theory and Dynamical Systems, 3, (1983)
541-557.
[15] Kenneth Berg, David Gove and Kamel Haddad, Enveloping semigroups and mappings onto the
two-shift, Proc. Amer. Math. Soc., 126, (1998) 899-905.
[16] Janusz J. Charatonik and Wlodzimierz J. Charatonik, Inducible mappings between hyperspaces,
Bulletin of the Polish academy of sciences Mathematics, 46.1, (1998), 5-10.
[17] Tomasz Downarowicz, Weakly almost periodic flows and hidden eigenvalues, Topological dynamics
and applications, Contemporary Mathematics 215, a volume in honor of R. Ellis, (1998) 101-120.
[18] James Dugundji, Topology, Allyn And Bacon, Inc., (1966).
[19] Robert Ellis, Distal Transformation Groups, Pacific Journal Of Mathematics, 8 (1958), 401-405.
[20] Robert Ellis, A semigroup associated with a transformation group, Transactions of the American
Mathematical Society, 94 (1960), 272-281.
[21] Robert Ellis, Lectures on topological dynamics, W. A. Benjamin, Inc., New York, (1969).
[22] David B. Ellis and Robert Ellis, Automorphisms and Equivalence Relations in Topological Dynam-
ics, Cambridge University Press, (2014).
[23] Robert Ellis, Shamuel Glasner and Leonard Shapiro, Proximal Isometric flows, Advances in
Mathematics, 17 (1975), 213-260.
[24] Robert Ellis and Mahesh Nerurkar, Weakly almost periodic flows, Transactions of the American
Mathematical Society, 313.1, (1989), 103-119.
[25] Hillel Furstenberg, Disjointness in ergodic theory, minimal sets and a problem in diophantine ap-
proximation, Mathematical Systems theory, 1 (1967), 1-49.
[26] Shmuel Glasner, Topological dynamics and group theory, Transactions of the American Mathematical
Society 187 (1974), 327-334.
[27] Shmuel Glasner, Compressibility Properties In Topological Dynamics, American Journal of Mathe-
matics, 97(1975), 148-171.
[28] Shmuel Glasner, A metric minimal flow whose enveloping semigroup contains finitely many minimal
ideals is PI, Israel Journal of Mathematics, 22(1975), 87-92.
[29] Shmuel Glasner, Proximal flows Springer Berlin Heidelberg, (1976) 17-29.
[30] Eli Glasner, Quasifactors of minimal systems. Topol. Methods Nonlinear Anal., 16 (2000), 351-370.
[31] Eli Glasner, Ergodic theory via joinings, AMS, Surveys and Monographs, 101 (2003).
[32] Eli Glasner, On tame dynamical systems, Colloquium Mathematicum, 105, (2006), 283-295.
[33] Eli Glasner, Enveloping semigroups in topological dynamics, Topology and its Applications 154 (2007),
2344-2363.
TOPOLOGICAL DYNAMICS OF ENVELOPING SEMIGROUPS 69
[34] Eli Glasner, The structure of tame minimal dynamical systems, Ergod. Th. and Dynam. Sys. 27 (2007),
1819-1837.
[35] Eli Glasner and Yair Glasner, A minimal PI cascade with 2c minimal ideals, arXiv:1801.03377,
(2018).
[36] Eli Glasner and David Maon, Rigidity in topological dynamics, Ergod. Th. Dynam. Sys. 9, (1989),
309-320.
[37] Eli Glasner, Michael Megrelishvili, Hereditarily non-sensitive dynamical systems and linear repre-
sentations, Colloq. Math., 104, (2006), 223-283.
[38] Eli Glasner, Michael Megrelishvili, On fixed point theorems and nonsensitivity, Israel J. Math,
190(2012), 289-305.
[39] Eli Glasner, Michael Megrelishvili,More on Tame Dynamical Systems, Ergodic Theory and Dynam-
ical Systems in their Interactions with Arithmetics and Combinatorics, Lecture Notes in Mathematics,
Springer-Verlag (2018).
[40] Eli Glasner, Michael Megrelishvili and Vladimir V. Uspenskij, On metrizable enveloping semi-
groups, Israel journal of Mathematics, March, 164(2008), 317-332.
[41] Eli Glasner and Benjamin Weiss, Sensitive dependence on initial conditions, Nonlinearity, 6 (1993),
1067-1075.
[42] Eli Glasner and Benjamin Weiss, Quasifactors of zero-entropy systems, J. Amer. Math. Soc., 8(3)
(1995), 665-686.
[43] Eli Glasner and Benjamin Weiss, Locally equicontinuous dynamical systems, In Colloq. Math, 84,
85 (2000), 345-361.
[44] Neil Hindman and Dona Strauss, Algebra in the Stone-Cech compactification: theory and appli-
cations. Vol. 27, Walter de Gruyter, (1998).
[45] Alejandro Illanes and Sam B. Nadler, Hyperspaces: fundamentals and recent advancesMonographs
and Textbooks in Pure and Applied Mathematics, 216. Marcel Dekker, Inc., New York, (1999).
[46] Jie Li, Piotr Oprocha, Xiangsong Ye and Ruifeng Zhang, When are all closed subsets recurrent?
Ergodic Theory Dynam. Systems 37 (2017), 2223–2254.
[47] Douglas Lind and Brian Marcus, An Introduction to Symbolic Dynamics and Coding,Cambridge
University Press, (1995).
[48] Douglas C. McMahon And Louis J. Nachman, An Intrinsic Characterization For PI Flows, Pacific
Journal Of Mathematics, 89 (1980) 391-403.
[49] Ernest Michael, Topologies on spaces of subsets Transactions of the American Mathematical Society,
71.1 (1951), 152-182.
[50] James Montgomery, Robert Sine, and Edward Thomas, Some topological properties of weakly
almost periodic mappings, Topology Appl., 11 (1980), 69–85.
[51] Anima Nagar and V. Kannan Topological Transitivity for Discrete Dynamical Systems, Applicable
Mathematics In The Golden Age, Narosa Publications(2003), 534-584.
[52] Katsumi Nakamura, On bicompact semigroups, Mat. J. Okayama University 1, (1952), 99-108.
[53] Karl Petersen, Disjointness and weak mixing of minimal sets, Proc. Amer. Math. Soc., 24 (1970)
278-280.
[54] Puneet Sharma and Anima Nagar, Topological dynamics on hyperspaces, Appl. Gen. Topol., 11(1)
(2010), 1-19.
[55] William .A. Veech, Almost automorphic functions on groups, Amer. J. Math. 87 (1965), 719-751.
[56] Jan de Vries, Elements of Topological Dynamics, Mathematics and its Applications 257, Kluwer,
Dordrecht, (1993).
70 ANIMA NAGAR AND MANPREET SINGH
[57] Jan de Vries, Topological Dynamical Systems: An Introduction to the Dynamics of Continuous Map-
pings, De Gruyter study in mathematics, 59 (2014).
[58] Peter Walters, An Introduction to Ergodic Theory, Springer, New York, (1982).
[59] Stephen Willard, General topology, Addison-Wesley Publishing Co., (1970).
Department of Mathematics, Indian Institute of Technology Delhi, Hauz Khas, New
Delhi 110016, INDIA
E-mail address : anima@maths.iitd.ac.in and maz158145@maths.iitd.ac.in
