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THE GAMMA FUNCTION AND THE HURWITZ ZETA-FUNCTION BRUCE C. BERNDT* Department of Mathematics, University of Illinois, Urbana, I L 61801
The gamma function r ( x ) may be defined by n ! ( n + where a = Re s > 1 and x is any complex number. (Normally, it is assumed that 0 < x I 1 in the definition of {(s, x).) Observe that {(s, 1) = {(s), where {(s) denotes the Riemann zeta-function. The function {(s, x ) can be analytically continued into the entire complex s-plane and is holomorphic except for a simple pole at s = 1.
In 1894, Lerch [9, p. 131 established the following beautiful formula relating r ( x ) and {(s, x).
THEOREM.
If the prime ' denotes differentiation with respect to s, then
This formula is not particularly well known. However, it has achieved some prominence in recent research. If L(s, X) denotes the Dirichlet L-function associated with the character X , then there is a classical formula for L'(0, X) that depends upon (3) . Analogues of this formula have been established for other L-functions, e.g., p-adic L-functions, and analogues of (3) naturally arise. (See, e.g., [2] , [3] , [lo] ,and [Ill.) The main purpose of this note is to present a new, short proof of (3) that is more elementary than previously known proofs [9], [13, pp. 59-60] , [14, p. 2711 . A second purpose is to show how (3) along with other properties of the Hurwitz zeta-function can be used to give short proofs of Gauss's multiplication theorem, Kummer's formula for Log r ( x ) , and the reflection theorem. These proofs are new, but we do not claim that they are better or shorter than other proofs; we primarily wish to emphasize the little noticed connection between the two classical functions in the title of this paper.
Proof of the Theorem. For a > 1 and x > 0, a straightforward application of the EulerMaclaurin summation formula [12, p. 131 yields By analytic continuation, (4), in fact, is valid for a > -1. Differentiating both sides of (4) and then setting s = 0, we find that
In particular, Thus, (5) and (6) give
On the other hand, by (I),
A comparison of (7) and (8) completes the proof for x > 0. By analytic continuation, (3) holds for all complex x. In the sequel, we shall need one fact about r ( x ) and a few properties of [(s, x) . Recall that Euler's constant y may be defined by Then, from (I), it is an easy exercise to show that 
where in the penultimate line we set r =jn + k. By analytic continuation, the extremal sides of (14) are equal for all s. Setting s = 0, employing (3), and using (10) and (ll), we find that, for x > 0, which is clearly equivalent to (13) . By analytic continuation, (13) holds for all complex x.
The following elegant representation is due to Kummer [7] , [ti,pp. 325-3281. Hardy [4] , [S], [6, pp. 348-350, 428-4321 has given two proofs, and references to other proofs may be found in [4] . See also [14, p. 2501.
KUMMER'S
If 0 < x < 1, then FORMULA.
where y denotes Euler's constant.
Proof. Differentiate both sides of Hunvitz's formula (12) with respect to s, set s = 0, and employ (3) to find that
The second series on the right side of (16) is well known to equal $Log($csc(nx)), 0 < x < 1 [14, p. 1901 . Using also (9) and (ll), we readily find that (16) reduces to (15). ([14, p. 2391) . I f x is any complex number, then FORMULA (17) r (~) r ( i -X ) = T C S C (~X ) .
REFLECTION
Proof. Suppose first that 0 < x < 1.Then by Kummer's formula (15), which is equivalent to (17). By analytic continuation, (17) holds for all x. 
MISCELLANEA
Just as surely as our understanding of Nature is really valid only to the extent that it is mathematical, so also our understanding of higher domains must be based on mathematical models.
- It surely does not follow that the hunter who kills the game must also cook it. A cook might go hunting and shoot well; but he would be badly mistaken if he claimed that only a cook can be a good shot. It seems to me that this is the situation of mathematicians who claim that nobody can understand or discover physical phenomena without being a mathematician, since they should be pleased enough if the meat is brought to their kitchen for them to lard it with formulas and dress it as they like.
-Goethe, Maximen und Reflexionen, no. 1280
ANSWER TO PHOTO ON PAGE 93
The photo is of Louis de Branges, who proved in 1984 the conjecture Bieberbach made in 1916, by establishing a strong inequality proposed by the Russian function-theorist I. M. Milin.
