Abstract: In this paper, we develop algorithms for decentralized traffic engineering when several classes of services are to be provided. More precisely, given an utility function of a very general form, we provide a large class of distributed control laws which converge to the maximum of the utility function subject to the network constraints and service requirements. Each ingress node adapts its sending rates and distributes the traffic among the multiple available paths independently and with minimum feedback from the network. These laws allow not only for best effort traffic (only type of traffic in today's Internet) but also assured service traffic where a given target rate has to be achieved in average.
INTRODUCTION
Traffic Engineering (TE) has been considered one of the vital components of an autonomous system to achieve both high revenue and high quality of service for real time applications. The basic idea is to steer the traffic flows away from the routes found by the shortest path based interior gateway protocols, so that the congestion is avoided and network resource utilization is maximized. In a connection-oriented network such as multi-protocol label switching (MPLS) and asynchronous transfer mode (ATM) networks, a widely used approach is to set up multiple shortest paths between an ingress-egress node pair and distribute traffic flows among those paths, known as load balancing. However, a key issue, which is not well understood, is the following: How should the traffic flow be partitioned in order to achieve a global objective (e.g., the maximization of the network revenue) without using global information.
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The objective of the work presented in this paper is the development of decentralized algorithms for load balancing as well as rate adaptation that will result in the maximization of a general set of utility functions. Moreover, this work also addresses the case where more than one class of service (CoS) is present in the network. More precisely, the algorithms address the case where there are both Assured Service (AS) traffic and Best-Effort (BE) traffic. The "nice" structure of the algorithms presented also allows us to address a critical issue intrinsic to practical implementation of algorithms of this kind -oscillation due to delay of information exchange and finite granularity of control (see example in Section 4).
Need for Decentralized Traffic Engineering
It has been widely recognized that effort should be put in the development of distributed traffic control mechanisms for state-dependent TE which can quickly adapt to changes of the network situation. There is extensive literature on distributed traffic control. It includes both empirical algorithms (e.g., see (Floyd and Jacobson, 1993) and (Floyd and Henderson, 1999) ) and algorithms based on control theory; e.g., see (Bonomi et al., 1995) , (Chiu and Jain, 1989) and (Ramamurthy and Kolarov, 1997) . These algorithms focus exclusively on congestion control issues for TCP (transport control protocol) or ABR (available bit rate) types of traffic. Moreover, they assume a single path and the approaches taken are not optimization-based.
Recently, several approaches have been proposed to solve this problem using nonlinear optimization techniques; see (Golestani and Bhattacharyya, 1998; Kelly et al., 1998; Low, 1999; La and Anantharam, 2000) . Their starting point is very similar to the one of this paper, i.e., maximization (minimization) of a utility (cost) function, subject to network resource constraints. Although different, both approaches taken in (Golestani and Bhattacharyya, 1998) and (Kelly et al., 1998 ) make use of some kind of "cost" computed by each node in the network which is fed back to all sources. These approaches lead to an increase in the traffic and an additional computational burden on the routers. More important, it has not been proven that these algorithms converge to the optimal traffic allocation. The approaches taken in (Low, 1999; La and Anantharam, 2000) do not require as much feedback from the network. However, the convergence to the optimal data rate allocation is not assured under heavily loaded networks (more than one bottleneck per path). Moreover, none of the work mentioned above provides a systematic procedure for partitioning the traffic among the available paths.
A New Approach to Decentralized TE
The work presented in this paper is integrated in a line of research initiated by the work in (Lagoa and Che, 2000) and (Lagoa et al., 2001 ) which uses Sliding Mode theory to develop algorithms for decentralized TE. To the best of our knowledge, this is the only approach that provides optimal distributed control laws which address both the case of multiple paths and multiple CoSs. In this paper, we extend these results and prove that optimal decentralized traffic TE can be achieved using only binary feedback from the network.
More precisely, it is proven that the only nonlocal information that an edge node needs to adapt its data rates is the following: Which of the paths directly connected to the node are congested. By congestion of a path, we mean that at least a link in this path is congested. Using only this information, we are able to allocate the network resources so that the maximum of a utility function is achieved. The "large" family of laws provided takes into account the fact that there might exist several paths between edge nodes. Furthermore, the class of utility functions considered in this paper is quite large, namely, any utility function that can be expressed as a sum of concave functions. The distributed algorithms presented not only address the case of best-effort type of traffic but also the case of assured service traffic; i.e., traffic which is required to achieve a given target rate in an average sense. Moreover, simulation results indicate that this new approach is very resilient to link failures, redirecting the traffic away from "broken" paths. Also, careful choice of parameters leads to reduction of data rates' oscillation caused by discretization, delays, quantization, etc. We now introduce the notation used in this paper and provide a precise statement of the problem to be solved.
PROBLEM STATEMENT

Notation
In our model, the traffic flows are assumed to be described by a fluid flow model and the only resource considered is link bandwidth. In the remainder of this paper we use the terms call and flow interchangeably. Now, consider a computer network where calls of different types are present. Here, different types correspond to calls with different ingress/egress node pairs. Moreover, it is assumed that for a call of a given type there are several possible paths available. The objective is to find the allocation of the resources that leads to the maximization of a given utility function subject to the network resource constraints.
More precisely, consider a computer network whose set of links is denoted by L and let c l be the capacity of link l ∈ L. Let n be the number of types of calls and n i be the number of paths available for calls of type i. Also, let L i, j be the set of links used by calls of type i taking path j. Given calls of type i, let x i, j be the total data rate of calls of type i using path j. Also,
denote the vector containing the data rates allocated to the different paths taken by calls of type i. Finally, the vector
contains the data rates allocated to different types and respective paths. The congestion information about the path taken by x i, j is denoted by b bin i, j ; i.e., b bin i, j = 1 if there is at least one congested link in the path taken by x i, j and b bin i, j = 0 otherwise. Finally, let u(x) be the unit step function (i.e, u(x) = 1 if x ≥ 0 and u(x) = 0 otherwise) and let sgn(x) denote the sign function, i.e. sgn(x) = 1 if x > 0 and sgn(x) = −1 otherwise.
Problem Statement
The results in this paper aim at solving the problem of maximizing utility functions of the form
subject to the network constraints, where f i are differentiable concave functions, increasing in each one of the arguments, i = 1, 2, . . . , n. We assume that we have two classes of service that share the network: Calls x i , i = 1, 2, . . . , s are assumed to be of assured service type (AS). By assured service we mean that a target rate for the call should be guaranteed in an average sense. More precisely, we assume that the target rate for x i is Λ i ; i.e., the objective is to allocate the data rates in such a way that
. . , n are assumed to be of best-effort type (BE) and will use the bandwidth not occupied by AS calls.
Given this, the problem of optimal resource allocation can be formulated as the following optimization problem max
subject to the network capacity constraints
the AS requirementŝ
and the positivity of all data rates, x i, j ≥ 0 for all i and j.
Obviously, the optimization problem above is a convex problem; i.e maximizing a concave function over a convex set. If global information is available then algorithms like gradient descent could be used to solve it. However, in practice, global information is not available. The objective of this paper is to provide decentralized adaptation laws that converge to the solution of the problem above.
DECENTRALIZED CONTROL LAWS
In this section we present the main result of this paper: A family of decentralized adaptation control laws which converge to the maximum of the given utility function subject to the network link capacity constraints and assured service requirements. Before stating the main result, we describe the form of the control laws used in this paper.
The Family of Control Laws
Define the following family of control laws: Leṫ
where
(AS calls) and r i (t) = 0 for i = s + 1, s + 2, . . . , n (BE calls). The quantities z i, j (t, x), α, β i and δ i, j are design parameters and b bin i, j is (as defined in the previous section) the congestion information about the j-th path taken by calls of type i. Note that the laws above can be considered as a generalization of the TCP congestion control laws used in today's Internet. Namely, the data rate is increased until congestion occurs. Once congestion is detected, the data rates are decreased. This continues until an equilibrium is achieved.
Remark:
The main difference between the control laws provided in this paper and the control laws in (Lagoa et al., 2001 ) is the fact that we only need to know if path j taken by calls of type i is congested or not. One does not have to know how many links are congested. This leads to an easier implementation which only requires small modifications to current implementations of traffic control. The above control laws can be implemented using a simple time-out based algorithm for the detection of congestion. If the acknowledgement packet does not arrive within a certain time period then b bin i, j = 1, otherwise b bin i, j = 0. We now present the main result in this paper. This result tells us that, under some conditions on the design parameters, the control laws mentioned above converge to the optimal traffic allocation. A sketch of the proof of this result is presented in Appendix B. 
for i = 1, 2, . . . , s and j = 1, 2, . . . , n i and all admissible x i and
where B i, j is the number of links used by calls of type i taking path j. Then, the control laws presented above converge to the maximum of the utility function
subject to the network link capacity constraints and assured service requirements. 
Simulation Setup
For this example, the network in (La and Anantharam, 2000) is utilized, with the addition of multiple paths for each type of calls (see Figure 1 and Table 1 ). The proposed utility function has its roots in the proportional fairness concept (see for example (La and Anantharam, 2000) )
where n i is defined in Table 1 .
In this simulation, both BE and AS calls share the network. Call types 3 and 5 are assumed to be of the AS with target rates of Λ 3 = Λ 5 = 1 Mbps. The parameters in Section 3 are chosen as α = 4, β i = 22 and δ i, j = 1.1(B i, j α + β i ) satisfying the conditions in Theorem 1. Furthermore, the implementation of the adaptation laws has was performed in discrete time. This was accomplished by obtaining a difference equation using the forward rule approximation. The step for the discrete adaptation law is chosen as 5 ms.
Adaptive Oscillation Reduction: As it was shown in (Lagoa et al., 2001) , delays in the network cause oscillations in the data rates. This fact prompts the use of the functions z i, j to implement an adaptive oscillation reduction scheme. Let T > 0 and z i, j = k > 0 be given. Then, if at time t = t 0 a congestion is detected for some i, j, we let z i, j = ω(t − t 0 ), where ω :
is some decreasing function. Then this reasoning is repeated at time t = t 0 + T . However, the tradeoff is that the convergence is slowed down. By experimenting n 1 = 4 n 2 = 3 n 3 = 2 n 4 = 4 n 5 = 2 n 6 = 3 n 7 = 3 n 8 = 2 the following choices were found to provide a good compromise: ω(t) = 0.3(0.25+0.65 t ), k = 0.375. The idea is to avoid large discontinuities at the on-off instants and keep them apart to prevent frequent spikes. This way of choosing the functions z i, j , on one side, reduces the oscillations by decreasing the speed of adaptation and, on the other, it enables the network to adapt to changing conditions by periodically resetting to the maximum value,.
Link failure: One salient feature of the proposed adaptation law is robustness with respect to link failures. The reason is that real-time congestion information is used. An event such as link failure will be perceived as congestion and the sending rates will be allocated to maximize the utility for the new network layout. To test this feature, the link connecting nodes B 7 and B 8 was opened at t = 120 s.
Simulation Results
Figure 2 shows some examples of the conducted experiments. It can be seen that the utility function converges to a value barely indistinguishable from the optimal one, even under link failure. The simulation shows that the adaptation law excels at rerouting traffic when this happens. Note that. at t = 120s, both AS calls loose one of the two paths available, forcing the network to reroute almost all BE traffic. Furthermore, the evolution of the BE sending rates shows that precedence is indeed given to AS calls, as it is shown in Figure 2 (a)-(b).
CONCLUSIONS AND FUTURE WORK
In this paper, a "large" family of distributed control laws for optimal TE was introduced. These laws are proven to distribute the traffic among the available paths leading to an optimal utilization of the network resources. Furthermore, they require minimum feedback from the network, only path congestion informa- .4ms   e1  e2  e3  e4  e5  e6  B1  B2  B3  B4  B5  B6  B7  B8   S1  S2  S3  S4  S5  S6  S7  S8  D1  D2  D3  D4  D5  D6 However, this paper is just the first step towards a comprehensive solution and many open issues are yet to be addressed. An important part of our future work is to systematically study the performance issues associated with discrete, granular, asynchronous and delayed control. Another important issue that is subject to future investigation is concerned with the design of utility function in the presence of CoSs other than best-effort or assured service.
