A well known result for finite-dimensional time-varying linear systems is that if each 'frozen time' system is stable, then the time-varying system is stable for sufficiently slow time-variations.
Introduction
Many applications of automatic connol systems involve plants whose dynamics depend on time-varying external parameters, e.:. jet engines [IS] , submarines [ X ] , or aircraft [ X ] , Conirollers io; such plants are typicaliy designed such that for allfrozen values of the parameters, the feedback system has certain necessary properties, such as nominal stability and robustness to unmodeled dynamics. Since the parameters are actually time-varying, it is reasonable to ask under what conditions are these properties maintained. For example, it is possible that parameter timevariations can be destabilizing [ 1, 271 . However, if the timevariations are sufficiently slow, then stability is maintained [& 9, 261 . In this paper, it is shown that similar results hold for robustness to unmodeled dynamics. That is, for sufficiently slow time-variations, the feedback system maintains its stability in the presence of possibly infinite-dimensional plant perturbanons, such as time-delays, actuator dynamics, or sensor dynamics.
The remainder of this paper is organized as follows. In Section 2, existing results regarding the stability of slowly timevarying finite-dimensional linear systems are reviewed. In Section 3, these results are extended to a class of Volterra integodifferential equations. The new results are used to study a feedback system consisting of a finite-dimensional time-varying linear system in the forward loop, and a time-invariant infinite-dimensional linear system in the feedback loop. Finally, Section 4 contains a discussion of these results and their implications regarding robustness of timc varying linear systems and analysis of gain-scheduled control systems.
?This research was supported by the NASA Ames and Langley Research Centers under grant NASAiNAG 2-297. Totation R , denotes the set { t E R I t 2 0). . . Consider the following system of linear differential [8, 9, 261 is ini-luded in this paper since the proof given here carries over to thc analysis of slowly time-varying robustness in a relative! straitfoward manner.
The following assumption is made on (2.1): Assumption 2.1: A(*) is bounded, continuously differentiable, and for some kA 2 0, lA(t)lS kA, for all t 2 0. (O,h) ,
The proof makes use of the following lemma. Lemma 2. 1 [2] : Consider the linear system
Suppose that for some m, ?, , BS k 2 0 I eAot I I me-, I 6A(t) I 5 k, V t 2 0. kt Under these conditions, The block in the forward loop, H , represents a stable finitedimensional time-varying linear system, and the block in ;LC (2'3) feedback loop, A, represents a (possibly infinite-dimensional) stable time-invariant linear system. The feedback configuration of fig. 1 is
Sote that Lemma 2.1 can be used to guarantee exponential stability of the perrurbed time-varying system (2.5) given that the unperturbed time-invariant system (6A(t) I 0) is exponentially stable. This is csed in proving Theorem 2.1 as follows. Consider approximating A(t) in (2.1) by :he piecewise constant mamx
where T is to be chosen. Reuriting (2.1) 
y(t) = C(t) X(t), y E Rp. Furthermore, let the input/output relationship of A be given by r t y'(t) = Jo-A(t -7) y(t) dt.
Thus the feedback equations are
This equation represents a type of linear Volterra integrodifferential equation (VIDE) . As in the finite dimensional case, it will be shown that if (3.3) is stable for all frozen values of time, stability is maintained for sufficiently slow time-variations.
B. Linear Voltem Internodifferential Eauations
Before time-varying robustness is discussed, some facts are presented regarding equa~ons of the form (3.3). It was stated that thzse equations fa!l under the class of linear VIDE's. In fact, under z s s u q t i o n s to be stated on A , (3.3) actue!!y represer.ts a coxbination of VIDE'S and linear delay-hfferential equarions. Thus, both types of equations are treated under the same framework. VIDE's and their stability have been studied in, for Example, [3, 13, 14, 15? 22, 23, 241 , and delay-differential equations in [7, 12, 161.
In this section, assumptions on (3.3) are given, a definition of exponential stability for (3.3) is introduced, and a sufficient condition for exponential stability in the case of time-invariant A, B, & C mamces is presented. Finally, a perturbational result analogous to Lemma 2.1 is presented.
Consider the VIDE
Jot with initial condition
(3.5) Note that an initial condition for (3.4) consists of both an initial time, to, and an initial function, $(t). Typically, the only case of interest is b = 0. However, the concept of an initial function is quite useful in analyzing stability. In addition to Assumption 2.1. the following assumptions are made on (3.4): 
( 3.7) under Assumption 3.2. Here, f E L , is an exogenous input. In this case where A, B, &C are constant matrices, the unique solution to (3.6) is given by
and R(t) is the unique matrix satisfying R(t)=I+Jot{ AR(r)+Io5BA(~-p)CR(P)dp i dz (3.10)
Ill/
The matrix R(*) is called the 'resolvent matrix', and is analogous to the standard matrix exponential. Note that (3.10) implies that R(*) satisfies almost everywhere The following theorem gives a sufficient condition for exponential stability in the case A, B, 8: C are constant as in (3.6). Theorem 3.2: Consider the VIDE (3.6) with f E 0. A sufficient condition for exponential stability is that there exist a constant 13 > 0 such that -20) .
(3.14) Proof: It is frst shown that the resolvent matrix, R, is bounded by a decaying exponential. Taldng the Laplace transform of (3.11) shows that
It follows by hypothesis that R E A""(-2!3). Since R contains no impulses, R E LI, and hence R E L, from (3.11). These two imply that R E L , Now, write R as R(t) = R'(t) e-". Clearly, R' E Am(-13). Using the same arguments as above along with Now, recall that the solution to (3.6) with f I 0 is given by X(t + to) = R(t) X(to) + R(t -7) F(T + to) dz. t 5 0 (3. 19) Jot where
It is now shown that F is also bounded by a decaying exponential. Rewriting (3.20) ,
Since A E Amp(-213), it follows from (3.22) that there exists a k2 > 0, for example k, = IBI llAllA(-B) ICI, such that I F(t + to) I < k, e-" II $0 lllo. I x(t + to) I 2 kle-" I x(to) I + Iotk1e-'(' -')k2e-'' ll$~ll,$z (3.24)
I kl e-Ot I/ $B lllo ( 1 + k2t } I k, ( 
(3.28)
However, a sufficient condition for (3.28) is that Proof: Define z(t) = x(t + to). As in (3.8) However, mk should be chosen carefully so that as k -+ 0, one has that mk -+ k:( 1 + 2) as in (3.25).
C. Stabilitv of Slowlv Time-Varving Linear VIDE's
In this section, the results of Section 2 are extended to VIDE's of the form (3.4). That is, it is shown that if (3.4) satisfies (3.13) 8: (3.14) for all frozen values of time, then it is exponentially stable for sufficiently slow time-variations in A(*), B(*), 8: C(*). Before proceeding with the theorem, some notations are defined. First, the following assumption is made on (3.4). Assumption 3.3: There exists a 13 > 0 such that Proof: Let t , , denote to + nT, where T is some constant to be chosen. As in the proof of Theorem 2.1, (3.4) will first be analyzed on the intervals h S t I Approxim;Sng A(*), Be), & Ce) by piecewise constant matrices, one has that 
Concluding Remarks
The stability of a class of linear Volterra integrodifferential equations has been discussed. It was shown that if the time-varying equations frozen-time stable, then stability is maintained in the presence of slow time-variations.
As stated in the introduction, these equations can be used to study the robustness of certain gain-scheduled control systems, namely those systems whose dynamics depend on a time-varying external parameter. For example, let the dynamics of the linear parameter-varying plant, P@), be given by x(t) = A(e(t)) x(t) + B(e(t)) U(t) Y(t) = c(e(t)) x(t) Typically, one designs a linear parameter-varying compensator, K(8), such that for each value of the parameter, the closed-loop syatem satisfies various robust stability / robust performance specifications. However, meeting such specifications is equivalen: to being robust to particular uncertainties [ l l ] . Testing this robustness then results in analyzing the stability of a feedback system of the form in fig. 1 , where H is then a parameter-varying linear system. However, it is insufficient to check that the feedback system of fig. 1 is stable for each frozen value of the parameter, since the parameter is actually time-varying -hence the need for new robustness tests.
The results presented in this paper give sufficient conditions to _guarantee robust stability in case of parameter time-variations; therefore, these results may prove useful in the analysis of gainscheduled control systems. Unfortunately, the actual bounds on the parameter time-variations, as in (3.55), may be difficult -if no:
impossible-to compute. For example, recall that one requires the frozen-time system to be exponentially stable, which can be p m n t e e d by meeting the conditions of Theorem 3.2:
(3.14) Upon examining these conditions, one finds that the following information is needed. First, condition (3.14) involves knowledge about the stability margin of A. In other words, one must have some idea about the 'slowest pole' of the unmodeled dynamics. Given such information, one can then use the inequality (3.29) from Remark 3.2 to guarantee condition (3.13). However, this inequality involves evaluating A (or a bound on A) off of the jw-axis. Once these conditions are verified, one can then use (3.55) to guarantee robust stability. However, (3.55) requires numerical values for K, = SUP I 1 IRtP(*)I IIL- Note that the aforementioned difficulties may be avoided by using the small-gain theorem [e.g. 91 to guarantee the stability of fig. 1 . More specifically, one can use the results from Section 2 to guarantee exponential stability of H. The Lp induced operator norm of H can then be bounded using the stated assumptions on (3.1). However, this approach completely ignores that the feedback system was designed to be robustly stable for all frozen parameter values. In this sense, this approach fails to capture the underlying philosophy behind the gain-scheduled design.
In the absence of numerical values for (3.46) & (3.47), one is limited to such qualitative statements as 'the more exponentially stable -the more tolerance to parameter time-variations,' Thus, more research is needed in 1) determining precisely what additional information on the unmodeled dynamics is needed to evaluate (3.46) & (3.47) and what properties of the unmodeled dynamics can be extrapolated from the standard assumption of a frequency domain magnitude bound & 2) finding better conditions for finitedimensional time-varying stability, with the hopes of extending them to robustness analysis.
