Abstract. Consider a determinantal variety X of expected codimension definend by the maximal minors of a matrix M of linear forms. Eisenbud and Popescu have conjectured that 1-generic matrices M are characterised by the property that the syzygy ideals I(s) of all last syzygies s of X coincide with IX. In this note we prove a geometric version of this characterization, i.e. that M is 1-generic if and only if the syzygy varieties Syz(s) = V (I(s)) of all last syzyzgies have the same support as X.
Introduction
Syzygies and minimal free resolutions of projective varieties where introduced to algebraic geometry by Hilbert in 1890 to define what we now call the Hilbertpolynomial. With Buchbergers algorithm [Buc70] and Schreyers algorithm [Sch80] these minimal free resolutions and their syzygyspaces can be calculated explicitly in many examples. General results about the dimension of the syzygy spaces have been conjectured by Green [Gre84] and have resulted in the remarkable proof of Green's Conjecture for general canonical curves by Voisin [Voi02] , [Voi03] .
Much less is know about the geometric interpretation of individual syzygies. Two constructions of geometric objects associated to a p-th syzygy s are known, if s is a syzygy in the degree d + 1 linear strand of a projective variety X ⊂ P n that does not lie on hypersurfaces of degree d:
(1) the syzygy variety Syz(s) which is the vanishing locus of a twisted (p − 1)-form that can be associated to s. (2) the linear space L(s) cut out by the linear forms involved in s. The codimension of L(s) is also called the rank of s Both X and L(s) are contained in Syz(s). The syzygy varieties of low rank syzygies have been classified [Sch91] , [Ehb94] , [ES94] , [vB01] . For example the syzygy variety of a rank p + 1 syzygy in the degree 2 linear strand is a scroll and the fibers of the scroll cut out a pencil of divisors on X. This connection between pencils and divisors was one of the motivations for Green's conjecture. The syzygy variety of a rank p+2-syzygy in the degree 2 linear strand is the union of L(s) with a linear section of the Grassmannian G(2, p + 3). The universal subbundle on the Grassmanian restricts to a special rank 2 bundle on X with many sections. For K3-Surfaces this is the Lazarsfeld-Mukai-bundle which has been used so successfully by Voisin in her proof of Green's conjecture.
In this note we consider determinantal varieties which are cut out by the maximal minors of a matrix of linear forms M . Eisenbud and Popescu have studied syzygies of these varieties in [EP99] . These syzygies can have arbitrary rank. Eisenbud and Popescu consider the syzygy ideal I(s) of a syzygy s, which can be intrinsically defined and whose vanishing locus is the syzygy variety Syz(s). They show that M is 1-generic, if and only if all last syzygies s of minimal rank satisfy I(s) = I X . They conjecture this even holds for all last syzygies. For 1-generic 2 × m-Matrices they show that this is true.
Here we show a similar geometric statement for arbitray matrices M , namely that M is 1-generic if and only if all last syzygy varieties have the same support as X. This is done by evaluating the twisted p − 1-forms associated to last syzygies at points outside of X using the theory of exterior minors of Green [Gre99] . By calculating the tangent spaces of X and Syz(s) in a smooth point of X we can also show, that all last syzygy varieties have the same smooth locus as X.
To obtain the conjecture of Eisenbud and Popescu one would have to show, that Syz(s) has no embedded components in the singular locus of X and that the syzygy ideal I(s) is always saturated.
The paper has two sections. In the first the definition and properties of syzygy varieties and syzygy ideals are reviewed. The second section contains the definition and properties of 1-generic matrices and the proof of our theorems.
Szyzgies and Syzygy Varieties
Let X ⊂ P n be any projective variety over C. We denote its minimal free resolution by
where we consider F • as a bounded chain complex
with cohomology O X concentrated in degree 0.
Since F • is graded and free we can write
with F pq vector spaces. The dimensions
are called graded Betti numbers of X. Sometimes we will write more shortly For better readability we will write a dash ("-") if β pq = 0.
Example 2.1. The rational normal curve X ⊂ P 3 of degree 3 has minimal free resolution
The corresponding Betti diagram is therefore
Notice that this notation corresponds to the convention used by the computer program Macaulay [GS] .
Remark 2.2. By the minimality of the resolution we have
where S X is the coordinate ring of X.
Remark 2.3. The syzygy spaces F pq can also be calculated via Koszul cohomology as in [Gre84] :
where
) is the space of linear forms on P n and K pq (B, V ) is the cohomology of the Koszulcomplex
for any S(V )-module B.
The last remark gives a geometric interpretation for certain syzygies:
In particular a p-th syzygy s ∈ F p,d can be interpreted as a twisted (p − 1)-form that vanishes on X.
Proof. By Kozulchomology we have
This kernel can easily be identified with H 0 (Ω p−1 Definition 2.6. Let s ∈ F pq be a p-th syzygy of X ⊂ P n with (I X ) d = 0. Then the syzygy scheme Syz(s) of s is the vanishing locus of the correponding twisted (p − 1)-form.
The ideal of a syzygy scheme can be calculated via the exterior algebra structure of the linear strands in the minimal free resolution of X:
Definition 2.7. Let s ∈ F pd be a p-th syzygy of X ⊂ P n with (
is called the syzygy ideal of s.
Proof. Choose a basis v i of V and let v α be the corresponding basis of Λ p−1 V . Via the inclusion
we obtain a unique representation of s as sum
The f α are sometimes called the polynomials involved in s with respect to the chosen basis v α . They generate the syzygy ideal of s by definition. On the other hand s vanishes as a twisted (p − 1)-form if and only if all f α vanish.
Remark 2.9. The syzygy ideal is not necessarily reduced or even saturated.
Closely related to this discussion is the notion of linear forms involved in a syzygy:
Definition 2.10. Let s ∈ F pd be a p-th syzygy of X ⊂ P n with (I X ) d = 0. Then Remark 2.11. We only mention this definition for reference. Since the methods of this paper work for syzyzgies of arbitrary rank, we will not need it here.
Triple Tensors and 1-generic Matrices of Linear Forms
Let A, B and C be finite dimensional vector spaces of dimensions a, b and c together with a linear map
γ can be interpreted as a triple tensor γ ∈ A * ⊗ B * ⊗ C or after choosing bases as an a × b-matrix of linear forms on P(C). Here we adhere to the Grothendiek convention of interpreting elements of P(C) as linear forms on C or equivalently the elements of C as linear forms on P(C)
If C → A is such a generalized row index, the image of C in A under this map is a line. We will call these images generalized rows. The generalized rows form a projective space P(A * ) which we call the row space of γ. Similarly P(B * ) is the column space of γ.
On the row space P(A * ) the triple tensor γ induces a map of vector bundles . From now on we will restrict our discussion to the row space P(A * ), leaving the analogous constructions for the column space P(B * ) to the reader.
Given a generalized row α ∈ P(A * ) the restriction of γ A to α γ α : B → C is a map of vector spaces.
Definition 3.2. The rank of a generalized row α is defined as rank α := rank γ α . The image Im(γ α ) ⊂ C is called the space of linear forms on P(C) involved in α.
Remark 3.3. The determinantal varieties associated to γ A stratify the row space P(A * ) according to the rank of the rows. In particular the minimal rank rows form a closed subscheme Y min ⊂ P(A * ). 
can be represented by the matrix c 1 c 2 c 3 c 2 c 3 c 4 .
In this basis we see two rows of rank 3. Generalized rows are linear combinations of those two. The map
Since this matrix has full rank everywhere on the row-space P(A * ) we see that all generalized rows of γ have the same rank 3. Example 3.7. The 2 × 3-matrix considered above is 1-generic.
1-generic triple tensors have many interesting properties. See Eisenbud [Eis88] for a discussion. For example if a ≥ b the third induced map
on P(C) drops rank in expected codimension and the resulting determinantal locus X = X b−1 (γ C ) is resolved by the Eagon-Northcott complex
with E • linear of degree b and
Notice that F p,b−1 = E p−1,b , since here we resolve the ideal of X b−1 .
Green has observed, that the exterior minors of a 1-generic matrix also behave nicely:
Definition 3.8. Consider the natural map
obtained by taking the nth exterior power of γ. Then the elements in the image of e n are called degree n exterior minors of γ. The representation of a last syzygy of X b−1 as an element in the corresponding Koszul cohomoloy group can be given explicitly:
Lemma 3.11 (Eisenbud,Popescu). The inclusion
is given by the composition
Proof. [EP99, Theorem 2.1 and proof of Theorem 3.1]
Using this Eisenbud and Popescu prove
Theorem 3.12 (Eisenbud, Popescu). Let X b−1 (γ C ) ⊂ P(C) be a determinantal variety of expected dimension defined by a linear map
If for all last syzygies s ∈ E a−b,b we have I(s) = I X then γ is 1-generic.
They conjecture the converse Conjecture 3.13 (Eisenbud, Popescu). Let γ : A ⊗ B → C be a 1-generic map of vector spaces. Then all last syzygies s of the corresponding determinantal variety X := X b−1 ⊂ P n have the same syzygy ideal I(s) = I X .
which they can prove for b = 2. Evaluating last syzygies directly, we obtain a geometric version of this conjecture:
Theorem 3.14. Let γ : A⊗B → C be a 1-generic map of vectorspaces. Then all syzygy varieties Syz(s) of last syzygies s of the corresponding determinantal variety X := X b−1 ⊂ P n have the same support supp Syz(s) = supp X.
Proof. Let x ∈ P n a point not contained in X b−1 and s any last syzygy. We have to prove, that s does not vanish in x.
Since x is not in X b−1 the map γ C has full rank in x. Therfore we can choose bases of A, B and C such that γ C can be represented by a matrix of linear forms
Now by the description of Eisenbund and Popescu above, the representation of a last syzygy s in this basis is Since g b+1,...,a is a degree a−b exterior minor of a 1-generic (a−b)×b Matrix it is nonzero by Green's proposition 3.9 above.
Interestingly the converse of this theorem is also true, strenghthening the theorem of Eisenbud and Popescu.
Theorem 3.15. Let γ : A ⊗ B → C be a map of vector spaces, such that the corresponding determinantal variety X := X b−1 has expected codimension and for every last syzygy s of X we have supp Syz(s) = supp X. Then γ is 1-generic.
Proof. Suppose γ is not 1-generic. Then there exists a generalized row α of rank at most b − 1. Let A ′ ⊂ A be a a − 1 dimensional subspace that does not contain α, and consider the induced map
If the associated γ ′ C was of submaximal rank everywhere, γ ′ would have a generalized column of zeros. The corresponding generalized column of γ C would then be of maximal rank 1, i.e. the vanishing set of this column is at most of codimension 1. Since supp X b−1 contains the vanishing set of each generalised column, this would imply that X b−1 has a component of codimension at most 1, which contradicts our assumption that X b−1 has expected codimension. Consequently there is a point x ∈ P n outside of X b−1 such that each matrix M ′ representing γ ′ C has full rank in x. We can therfore choose bases of A, B and C such that Our methods also allow us to describe the smooth locus of all syzygy varieties:
Theorem 3.16. Let γ : A ⊗ B → C be a 1-generic map of vector spaces. Then all syzygy varieties Syz(s) of last syzygies s of the corresponding determinantal variety X := X b−1 ⊂ P n have the same smooth locus, which is also the smooth locus of X.
Proof. Let s be any last syzygy of X. Since I(s) ⊂ I X by definition and supp X = supp Syz(s) by theorem 3.14, we know that the smooth locus of Syz(s) = V (I(s)) is contained in the smooth locus of X.
For the converse Let x ∈ P n be a point contained in the smooth locus of X. We have to prove, that the tangent space of Syz(s) in x is the same as the tangent space of X in x.
Since x is in the smooth locus of X b−1 the morphism γ C has rank b − 1 in x. Therefore we can choose bases of A, B and C such that γ C can be Since g b+1,...,a is again a degree a − b exterior minor of a 1-generic (a − b) × b matrix it is nonzero by Green's proposition 3.9 above. Therfore x + ǫy is not a tangent vector of Syz(s). This shows that the tangent space of Syz(s) at x is contained in the tangent space of X at x. Since on the other hand Syz(s) contains X as scheme both tangent spaces have to coincide.
