Abstract-In this paper, we explore the use of graph-based transforms to capture correlation in light fields. We consider a scheme in which view synthesis is used as a first step to exploit inter-view correlation. Local graph-based transforms (GT) are then considered for energy compaction of the residue signals. The structure of the local graphs is derived from a coherent super-pixel over-segmentation of the different views. The GT is computed and applied in a separable manner with a first spatial unweighted transform followed by an inter-view GT. For the inter-view GT, both unweighted and weighted GT have been considered. The use of separable instead of non separable transforms allows us to limit the complexity inherent to the computation of the basis functions. A dedicated simple coding scheme is then described for the proposed GT based light field decomposition. Experimental results show a significant improvement with our method compared to the CNN view synthesis method and to the HEVC direct coding of the light field views.
I. INTRODUCTION
Recently, there has been a growing interest in light field imaging. By sampling the radiance of light rays emitted by the scene along several directions, light fields enable a variety of post-capture processing techniques such as refocusing, changing perspectives and viewpoints, depth estimation, simulating captures with different depth of fields and 3D reconstructions [21] , [15] , [6] . This comes at the expense of collecting large volumes of high-dimensional data, which appears to be the key downside of light fields. To overcome the problem, research effort has been dedicated to light field compression.
Many methods have been proposed so far to adapt standardized solutions (in particular HEVC) to light field data [3] , [4] , [13] , [16] , [14] , [12] . In [10] , the authors propose an homography based low rank approximation method to reduce the angular dimensionality prior encoding. A compression scheme based on view synthesis is described in [9] . The view synthesis predicts all the views from a subset of views.
Here we focus on the problem of residue coding with graph transforms in a light field compression scheme based on view synthesis. We consider the view synthesis method proposed in [11] based on a learning architecture using two consecutive convolutional neural networks (CNN). From features extracted from 4 corner views of the light field, the first CNN predicts depth maps which are then used to produce by warping 4 estimates of each synthesized view. A second CNN then reconstructs each light field view from these 4 estimates. The compression scheme assumes the transmission of a subset of views (the four corner views to have the maximum information of the scene including dis-occlusions). These four views are encoded using HEVC-Inter. The synthesis of the whole light field from these 4 views already gives a reconstructed light field of good quality. However, to further enhance the light field quality, the transmission of the residue between the synthesized and original views is needed.
While the authors in [9] use HEVC-inter to code the residues of all the synthesized views as a pseudo sequence, in this paper we explore the use of graph-based transforms to better de-correlate the residue signals within and across views. The large number of transforms proposed in the literature can be classified into non-localized transforms derived from the Graph Laplacian and into localized wavelet-like transforms. Graph transforms, e.g., graph Fourier transforms [18] and graph wavelet transform [7] , have been used to compress piecewise smooth images (e.g., depth images) [8] , [19] , disoccluded pixels in light fields [20] , 3D point clouds [2] .
In this paper, we consider transforms computed from the Graph Laplacian in order to best de-correlate the residue signals to be encoded. In order to construct a graph which would best capture pixel dependencies, super-pixels are computed on a reference view using the SLIC algorithm [1] . The superpixels group pixels located in a local region having similar color values. Super-pixels in other views are assumed to be co-located to cope with a behaviour of the graph transforms which will be discussed in the paper.
Local non-separable graphs could then be constructed connecting pixels of all the views to jointly capture correlation spatially and across views. However, the Laplacian of such graph, despite the locality, remains of high dimension leading to a high transform computational cost. For this reason, we consider instead separable local transforms. A local spatial graph is constructed per super-pixel for each view leading to a first spatial GT. A second set of graphs connecting coefficients of same bands computed by the first spatial transforms is then constructed to capture inter-view correlations. For this interview GT, we consider both an unweighted and a weighted GT. A dedicated coding scheme of the transformed coefficients is then described. The method is compared against two HEVCbased schemes, one scheme (called HEVC-Lozenge) which directly encodes the set of views as a pseudo video sequence with HEVC-inter coding [17] , and a second scheme which, after view synthesis based on the CNN architecture, encodes the residues with HEVC-inter coding. 
II. LIGHT FIELD PREDICTIVE CODING SCHEME
A. Scheme Overview Fig.1 depicts the proposed coding scheme. Let LF = {I u,v } denote a light field, where u = 1, . . . , U and v = 1, . . . , V are the view indices. Four views at the corners LF cor = {I 1,1 , I 1,V , I U,1 , I U,V } are encoded using HEVC-Inter and used to synthesize the whole light field with the CNN based synthesis method [11] , as shown in Fig.1 (red arrows). To improve the quality of the synthesized light field, the residuals between the synthesized and original views are encoded by graph transforms, (see Fig.1 , blue arrows). The residuals of all the views but the 4 corner views LF \ LF cor are considered here. These residual signals are grouped into superpixels using the SLIC algorithm [1] , then graph transforms are applied on each super-pixel followed by quantization and entropy coding. At the decoder, the decompressed residuals are added to the synthesized light field to obtain the final decompressed light field.
B. CNN based View Synthesis
Machine learning methods have been recently considered for view synthesis. In [11] , the authors only use the four corner sub-aperture views to synthesize the whole light field with high quality by two convolutional neural networks (CNN). One of the CNNs is trained to model the disparity in the given light field, while the other one is used to estimate the color of the synthesized views.
In this paper, we use this architecture to predict the light field views from the four corner views, as shown by the yellow parts in Fig.1 . Four corner views LF cor are encoded using HEVC-Inter for transmission. At the decoder, the whole light field can be synthesized using these four decompressed views LF cor . The synthesis quality depends on the QP value of the HEVC-inter coder.
C. Super-Pixel Segmentation
The next step is to encode the residual signals for each predicted view. We consider graph transforms adapted to the local signal characteristics. In order to define these local transforms, super-pixels are computed on a reference view (we take here the central view of the synthesized light field) using the SLIC algorithm [1] which groups pixels having similar color values and that are close spatially, as shown in Fig.2 . The segmentation in the central view is propagated to other views without changing the position and size of the segmentation mask. Note that the super-pixels are computed on the synthesized view, since the synthesized views are available at both the encoder and decoder. In this case, we can recover the super-pixel segmentation from the four corner views LF cor and do not need to transmit it.
III. GRAPH-BASED TRANSFORM AND CODING
Thanks to the superpixel ability to adhere to image borders, the sub-aperture residual images are subdivided into uniform regions where the residual signal is supposed to be smooth. Fig. 3 shows the luminance values of a cropped region of the residues for a subset of views of the Flower 1 dataset. Although the disparity is not taken into account, the signals in super-pixels which are co-located across the views are correlated for light fields with narrow baselines. In order to capture these correlations, we use a separable Graph Trans- form comprising a local super-pixel based spatial GT followed by a local angular GT.
A. First Spatial Graph Transform
We first construct local spatial graphs inside each superpixel for each view. More precisely, If we consider the residues luminance values in one sub-aperture image v of the light field and a segmentation map M , the k th superpixel SP k can be represented by a signal f v k ∈ R Nk defined on an undirected connected graph G = {V, E, A} which consists of a finite number of vertices corresponding to the pixels at positions {i l , j l }, l = 1 . . . N k such that M (i l , j l ) = k. Edges are drawn intuitively between each pixel and its 4 neighbors to form the set E. If there is an edge e = (m, n) between two vertices m and n, the entry A mn is equal to 1 otherwise, A mn = 0. The adjacency matrix is used to compute the Laplacian matrix L = D − A, where D is a diagonal degree matrix whose i th diagonal element D ii is equal to the sum of the weights of all edges incident to node i. The resulting Laplacian matrix L is symmetric positive semi-definitive and therefore can be diagonalized as:
where U is the matrix whose rows are the eigenvectors of the graph Laplacian and Λ is the diagonal matrix whose diagonal elements are the corresponding eigenvalues. The matrix U is used to compute the unweighted Graph Fourier Transform (GFT): for the signal f v k defined on the vertices of the graph, the transformed coefficients vectorf v k is defined in [18] as:
The inverse graph Fourier transform is then given by
We have observed that when the spatial graph topology in the corresponding super-pixels in different views undergoes a slight change, the basis functions of each spatial GT are not the same, resulting in decreased correlation of the spatial transform coefficients across views, hence in decreased performance of the angular GT. This is the reason why we take the same segmentation map for all the views. Although this does not exploit disparity, this guarantees that we project the signals residing on each super-pixel in all the views onto the same basis functions.
B. Second Angular Graph Transform
In order to capture inter-view dependencies and compact the energy into fewer coefficients, we perform a second graph based transform. We examine two different cases where the weights are either fixed to 1 or learned from a training set of spatial transformed coefficients. Since we have the same number of pixels for a specific superpixel in all the views, we then deal with a graph made of N v vertices corresponding to the views to be coded. Edges are drawn between each node and its direct four neighbors. a) Unweighted GT: The Adjacency is used to compute the inter-view unweighted Laplacian as
For a specific band number l and superpixel k, the band signal is defined as b
The unweighted Graph Transform consists of projecting the signal onto the eigenvectors of L v as:
The inverse unweighted Graph Transform is then given by
A major assumption lying behind the use of the unweighted version of a laplacian is a constant pairwise relationship between neighboring nodes which may not accurately reflect the statistical precisions in our case especially for high frequencies where different patterns of correlations can be observed. To overcome this problem, we propose to find weight matrices W for different sets of frequency bands.
b) Weighted GT: Instead of applying the same graph transform to all the bands, we divide them into 64 groups, ranging from low to high frequencies. For each group, we compute the sample covariance matrix from a set of training superpixels spatial coefficients. We solve the minimization problem defined in [5] to compute 64 different generalized laplacian matrices, that can be either computed separately for each dataset and sent as additional information or learned for a set of training datasets and stored in the decoder side. Due to the high computational cost of the first option, we will learn a fixed set of 64 laplacian matrices to be exploited for all datasets. Let Ψ h v be the matrix whose columns contain the wGT basis for a specific group h i.e., the eigenvectors of the corresponding weighted laplacian. The band signals belonging to this group are thus projected onto this basis.
C. Transform coefficient coding
At the end of those two transform stages, coefficients are grouped into a three-dimensional array R where R(i SP , i bd , v) is the v th transformed coefficient of the band i bd for the superpixel i SP . Using the observations on all the superpixels in a training dataset (Flower1 with QP 40), we can find the best ordering for quantization. We first sort the variances of coefficients with enough observations in decreasing order. We then split them into 64 classes assigning to each class a quantization index in the range 1 to 64. All the remaining coefficients with less observations will be considered in the last group. We use the zigzag ordering of the JPEG quantization matrix to assign the quantization step size for each. The quantized coefficients are further coded using an arithmetic coder. Note that to construct the spatial and angular graphs on the decoder side, we do not need extra information. Since the decoder already received the four corner images, the CNN method is used to predict the whole Light field. With the SLIC algorithm, the decoder can deduce the segmentation map which is fixed for all the views. Also, for the weighted angular graph transform, the laplacians are learned on a training set of light fields and then fixed.
IV. EXPERIMENTAL RESULTS
We test our coding scheme on four real LF with 8 × 8 subaperture images of size (X = 536, Y = 376) from the dataset used in [11] , called Flower1, Flower2, Cars and Rock. We first evaluate the energy compaction of the transformed coefficients for the three transforms (only spatial GT, spatial + unweighted angular GT, spatial + weighted angular GT) to show the utility of exploring inter-view correlation. Energy compaction is measured by ordering all coefficients (for the luminance component) according to their decreasing variances. The total energy in the transform coefficients is the same as that in the Light Field residual signal, due to the orthogonality of the transforms. Fig. 5 shows the fraction of the total energy captured by α % of transform coefficients as a function of α for the residuals of Flower 1. Higher energy compaction is observed with the second angular transform compared with only applying the spatial transform, with a slight improvement for the wGT. This shows the utility of exploring the inter-view correlations between residues in different views and adapting the graph weights for that purpose compared to only performing local spatial transforms. In Fig. 6 , our results are generated by selecting the best pairs of parameters (Q, QP) where Q is the quality parameter used to control the quantization of the transformed residuals and QP is used in the HEVC inter-coding of the four corners. Such selection can be automatically predicted after training a model represented by a function of light field features and target bitrate as in [10] . The observed bit allocation (Low bitrate: GT 7% HEVC 93%, High bitrate: GT 40% HEVC 60%) shows the strength of the prediction at low bitrate. Moreover, we observe that for the four datasets, our Graph based transform approaches defined by CNN+uGT and CNN+wGT slightly outperform CNN learning based scheme at low bitrate and bring a small improvement to the HEVC based coding of the residues (Table I) . For higher bitrates, the compression performance is further enhanced compared to CNN, and almost reaching CNN+HEVC performance. At low to middle bitrates, both graph-based transform schemes outperform direct use of HEVC inter coding as we can also observe after computing the bjontegaard metric in Table I .
V. CONCLUSION
In this paper, we have explored the use of graph-based transforms to capture correlation in the spatial and angular dimensions of light fields. Once a prediction using a CNN architecture is performed, local graph based transforms are applied in a separable manner to compact the energy of the residues. Experimental results show that we can enhance the quality of the reconstructed light field while maintaining a small coding bitrate. Also, we have shown a high gain compared to HEVC inter-coding of the light field as a video sequence.
