Abstract: Arguably, the Commonwealth of Independent States (CIS) countries are not as integrated into the world markets as the EU countries or Southeast Asian countries. Trade flows of the CIS countries are not well diversified in terms of either trading partners or composition of exports. In order to compare the degree of export diversification of the CIS countries relative to other countries, we employ the gravity model that proved to be very successful in explaining geographical patterns of trade across countries. The gravity equation is estimated 'out-of-sample', meaning that we do not include data on trade flows of the CIS countries in the sample while calculating parameters of the gravity equation. Egger (2002) argued forcefully that the 'in-sample' estimation of the trade potential based on the deviation of residuals from the linear prediction is incorrect because large deviations of residuals in the gravity equation based on the in-sample method is not evidence of large deviations of trade from its potential, but rather an indicator of the model misspecification. In addition, we explicitly deal with the problems of zero trade flows and firm's heterogeneity that become more severe at higher levels of disaggregation such as at the level of sectors of the economy.
Introduction
A gravity equation has been widely used in empirical analyses of the determinants of international trade flows since the early 1960s. In fact, the literature that uses the gravity equation is very rich. Tinbergen (1962) published the first empirical paper that estimated international trade flows using the gravity equation. After Anderson (1979) laid out the theoretical foundation of the gravity equation, it became widely accepted as a standard tool in empirical research. Recently, the literature on the gravity equation has concentrated on estimating determinants of bilateral trade flows such as common currency (Rose, 2000) , international borders (McCallum, 1995; Anderson and van Wincoop, 2003) as well as on methodological issues (Egger 2000 (Egger , 2002 Baldwin and Taglioni 2006) .
Until recently, it was typically estimated using aggregated data, assuming symmetric trade costs and ignoring zero trade flows. As a result, a typical empirical gravity model ignores several important stylised facts about trade flows such as the prevalence of zeros in the bilateral trade matrix in disaggregated data, the asymmetry of trade between country-pairs, and the adjustment of trade at extensive margins. However, these stylised facts are very important pieces of information that, if appropriately accounted for, improve the ability of the gravity model to explain trade flows and remove some econometric biases caused by the misspecification of the standard gravity model.
First, ignoring zeros in the gravity equation causes a selection bias because the same factors that determine trade volumes also influence the selection of firms as exporters and non-exporters. Second, unobserved firmlevel heterogeneity and unaccounted fixed costs of exporting create substantial asymmetries between trading partners and bias estimators of the coefficients of the gravity equation because of the correlation of errors with explanatory variables. Finally, disaggregated trade data allow us to look at trade adjustments along both the extensive and intensive margins and to predict changes in the composition of trade at the level of sectors of the economy that is essential for evaluating the effect of policy changes on trade and development.
The selection bias and especially the asymmetry bias have been largely ignored in the empirical literature that employs the gravity model. However, recent developments in the theoretical literature have demonstrated that the stylised facts can be generated within a model of imperfect competition with heterogeneous firms that optimally select markets where they sell their products facing country-and pair-specific fixed costs (Melitz, 2003) . Recent empirical works by Helpman, Melitz and Rubinstein (2008) and Martin and Pham (2008) have started to fill the gap between theory and practice by incorporating the selection process into the estimation procedure, but considerable efforts are yet to be made to fully integrate new theoretical advances into the standard toolbox of international trade. This paper develops a gravity model of trade at the industry level that takes into account selection and asymmetry biases. 1 The heterogeneity of firms at an industry level is explicitly modelled. Only the most productive firms are engaged in international trade. The fixed costs of exporting vary systematically across industries and country-pairs due to industry-and pair-specific factors such as the fixed trade costs of exporting and linguistic differences. In addition, there are country-specific fixed costs related to the regulatory quality of institutions in a country. A combination of the firm-level heterogeneity and fixed costs of exporting leads to industry-level heterogeneity and trade asymmetries between the trading pairs.
The model is estimated for a panel of 135 countries from 2000--2006 using the Hausman--Taylor (1981) technique. It allows retaining the timeinvariant exogenous country-and pair-specific variables while dealing with unobserved heterogeneity (Egger, 2002) . Accounting for the selection and asymmetry biases leads to the consistent estimation of the coefficients of the gravity equation and helps to predict the effect of policy changes on trade.
The industry-level model that matches important features of actual trade flows is useful in many applications. It allows us to estimate the trade potential of a country that lifts trade restrictions and moves to deep trade liberalisation.
Correcting for the selection process to remove the bias that works through fixed costs is important because deep trade liberalization lowers non-tariff barriers 1 The only paper that uses a similar methodology to derive the gravity equation at the industry level is Manova (2006) , who studied the impact of financial constraints on bilateral trade flows. and reduces the fixed costs of exporting, which in turn translates into substantial adjustments at the extensive margins. In addition, the industry-level gravity model of trade can be used to generate trade flows when data are missing, as is usually the case for trade between the regions within a country. The generated regional trade matrix can be used further in computational general equilibrium (CGE) models that evaluate the effect of industry-and regional-levels of trade policies (see, e.g., Harrison, Rutherford and Tarr, 1997; Rutherford and Tarr, 2008) .
As an application of the developed methodology, the ability of the model to predict the geographic and industry composition of trade is tested using a sample of CIS countries. Arguably, the CIS region is not as integrated into the world market as the EU or Southeast Asian countries. Its trade is not as well diversified in terms of both trading partners and industry composition.
Therefore, a considerable gap between potential and actual trade can be observed. Using an 'out-of-sample' methodology (Egger, 2000) , the trade matrix of potential exports of CIS countries at the industry level is generated and then compared with the actual trade matrix.
The results show that the trade patterns of CIS countries are largely in line with what the gravity model predicts. The predicted geographic and industry composition of exports match the real data quite successfully at both the extensive and intensive margins. Nevertheless, there are important export flow distortions in some countries and industries that indicate a smaller degree of geographical and industrial diversification than would be expected from the gravity model. The CIS countries tend to overtrade with other CIS countries, and they export disproportionally more in the resource-extraction-oriented sectors. At the same time, the CIS countries export consistently less than expected in both the agriculture and forestry industry and the food industry, which might indicate additional external and internal trade barriers that are particular to these two industries.
The rest of this paper proceeds as follows. In the second section, we discuss some stylised facts about zero trade flows at the industry level. In the third section, we derive the gravity model at industry-level aggregation. In the fourth section, we present the data and discuss the empirical strategy of the consistent estimation of the model. In the fifth section, we discuss the predicted regional trade flows. Finally, section six concludes and discusses directions for further research.
Industry Level Exports: First Glance at the Data
Modelling and estimating the gravity equation at an industry-level aggregation poses several problems that should be addressed in order to obtain consistent results. One of the major features of international trade flows is a large number of zeros that systematically vary from one industry to another and, in general, exceed the number of non-zero trade flows even for trade data at industry-level aggregation. In this section, we focus on the main features of industry-level trade flows and discuss cross-industry variations in the data. Table 1.   2   Potentially, 21,216 positive bilateral exports per industry per year can be observed. However, as shown in Table 2 , zeros account for more than one-half of all the observations. Table 2 .
Looking at intensive margins of trade, the average value of bilateral exports varies significantly across industries as well. The average export value is equal to US$23 million in the agriculture and forestry industry, US$64 million in metallurgy, and US$137 in electronic equipment, as reported in the second column of Table 2 . Overall, the average value of exports at the industry level is equal to US$82 million Since there are significant and systematic variations of export patterns across industries, a satisfactory model of bilateral exports should explain the substantial heterogeneity of exports at the industry level at both the extensive and intensive margins. The next section presents a theoretical model that 2 We acquired data for 42 GTAP sectors, excluding service sectors. Further aggregation to 10 industries is done for ease of presentation, but is not necessary from theoretical and computational standpoints.
captures some important empirical regularities and derives a gravity equation for further empirical analysis.
Methodology
A modified version of the Helpman, Melitz and Rubinstein (2008) model is developed in this section. It explains the mechanism of selection into exporting and non-exporting firms by modelling the export decisions of heterogeneous firms that differ in their productivity. Exporting is costly due to the fixed costs of exporting, which includes setting up a distribution network, adjusting to local preferences, and dealing with country-specific legal requirements. The countrypair-specific fixed costs influence the decision of firms to enter the market; only a subset of firms is productive enough to engage in international trade and to compete in foreign markets. The cut-off point separating exporters from nonexporters varies from one country-pair to another and from one industry to another. Hence, the model generates a pattern of bilateral exports that are industry specific and non-symmetric for a given country-pair. Thus, the model is able to explain why a majority of firms from a given country may find it profitable to export to one destination and not to export at all to another destination due to the country-pair specificity of the fixed costs.
The methodology is different from that of Helpman, Melitz and Rubinstein (2008) in several important ways. First, it is a model at the industry level that allows for industry-level heterogeneity in trade costs. Second, the 3 Hummels (1999) studied trade costs for 3,000 goods for New Zealand and Latin American imports and over 15,000 goods for US imports and found that trade costs vary significantly across industries. In particular, freight costs for manufacturing are lower than for commodities and agricultural products. For example, importing fruits and vegetables costs source of uncertainty in the model comes from unobservable factors in the multilateral resistance term in addition to unobservable factors in the trade costs. The unobservable country-and pair-specific factors can be correlated with some of the explanatory variables, and the resulting endogeneity is controlled for by applying the Hausman--Taylor (1981) method that exploits time and cross-country variations in the data. The use of panel data instead of cross-sectional analysis allows us to remove some biases stemming from unobserved industry and country-pair heterogeneity and to estimate the parameters of the model with greater precision. Finally, this paper develops a methodology that predicts industry-level trade flows using data available from general sources. This goal leads to additional restrictions on the data and estimation method, which are discussed later in the paper.
Model of Bilateral Export
Consider the Dixit--Stiglitz model of monopolistic competition with consumer preferences identical and homothetic across countries described, for example, by Feenstra (2003) . approximately 15 percent of the value of shipment, while importing road vehicles costs 2.1 percent.
4 Chamberlin (1933) first introduced the main components of the monopolistic competition model. Dixit and Stiglitz (1977) and Krugman (1979) 
The optimal consumption derived from the optimization problem is:
where
is the price index of industry k.
Producers
A country i firm produces one unit of output with a w i units of labour. 
There are variable and fixed costs of delivering products to consumer markets that vary across industries.
ij k
T is a melting iceberg transportation cost
F is a fixed cost of exporting that is country-pair and industry specific with
. If the firm chooses to export its product to country j, consumers in country j pay 1
. It follows that the profit of the firm exporting to country j is:
5
We consider a partial equilibrium model with fixed capital during the period being investigated. Labour is the only input that is perfectly mobile across industries, but immobile across countries. 
3.1. 
otherwise, where
The equation can be simplified further by using the equilibrium constraint on the output of sector k produced by country i:
which leads to the following export equation:
Parameterization and Estimation Methodology

Gravity equation
Trade costs associated with the shipping of a unit of good from country i to country j are modelled by assuming the commonly used functional form:
where ij dist is the distance between countries i and j, and Z is a set of additional variables that determine trade costs, such as the contiguity dummy, landlocked dummies -whether country i or j is landlocked, the interior distances of countries i and j, and whether the countries are located on the same continent. k γ is the vector of coefficients associated with the set of variables Z.
Taking the logs of both sides of equation (9) 
Selection of firms
Define a latent variable as: Finally, let the price index evolve as
Taking logs of both sides of equation (11) yields:
Both sides of equation (12) are divided by θ σ k to normalize the selection equation:
Finally, notice that a predicted probability of positive exports from country i to country j in industry k is ij kt ρ , and the estimated value of the latent variable is ) (
Multilateral resistance term
The multilateral resistance term
is not observable, and according to theory is simultaneously determined for all countries. A traditional approach to deal with the multilateral resistance term is by introducing country fixed effects or pair fixed effects (see Baldwin and Taglioni, 2006 , for a discussion on the usage of fixed effects in the gravity equation). However, it limits the ability of the model to generate 'out-of-sample' predictions because of the inability to estimate country fixed effects for exporting countries not included in the estimation sample. We assume that the MRT can be approximated -if parameter σ is close to two and that distance contributes the most to the trade costs -by the following expression:
σ is a time-invariant, unobservable random effect that can be correlated with some of the explanatory variables, and
is an idiosyncratic error term uncorrelated with the explanatory variables.
Identification Strategy
First, equation (11) The regulatory quality index from governance matters (Kaufmann, Kraay and Mastruzzi, 2007) measures the ability of the government to formulate and implement sound economic policies that promote private sector development. 
Dependent Variable
In the empirical analysis, we estimated unidirectional bilateral exports for 126 source countries and 157 destination countries in 2000--2006 for each of 10 industries specified in Table 1.   7   Table 3 presents the definitions of variables and sources of data. Export data in thousands of current US dollars for products of the six-digit harmonized system 1996 classification were initially aggregated to the GTAP sectors using the World Integrated Trade Solution (WITS) software and further aggregated to the industries of the model.
Independent Variables
Data on the industrial composition of GDP in exporting country i at time t is not directly available, which presents a major challenge for a researcher. Therefore, The CIS countries (Armenia, Azerbaijan, Belarus, Georgia, Kyrgyzstan, Kazakhstan, Moldova, Russia, Turkmenistan and Ukraine) are not included in the estimation stage, but their characteristics are used in the prediction stage of the analysis. In addition, Tajikistan and Uzbekistan are excluded due to missing trade data.
we use data on total exports of sector k from country i excluding bilateral exports to country j to construct the closest available proxy, dummies were chosen to control for trade costs within the source and destination countries. A contiguity dummy (whether one of the countries in the country-pair was ever a colony of the other country and whether countries are located on the same continent) was used to control for pair-specific trade costs that are not directly related to distance.
Selection Variables
We chose two variables that enter the selection equation, but not the gravity equation, based on the results of Helpman, Melitz and Rubinstein (2008) and Martin and Pham (2008) 8 . The common language dummy is the variable that controls for the pair-specific fixed costs. It captures fixed costs related to adapting to cultural and linguistic barriers between two countries (differences in religious beliefs, translation, advertising etc.).
To control for country-specific fixed costs related to institutional quality in exporting and importing countries, we used governance indicators of regulatory quality acquired from Kaufmann, Kray and Mastruzzi (2007) . They Table 4 ranges from 0.42 to 0.53 and shows that selected variables explain the probability of export reasonably well.
Two-stage Estimation of the Gravity Equation
Selection equation
5.1.2 Gravity model of bilateral export corrected for selection and firm-level heterogeneity Table 5 reports the results of the evaluation of the gravity equation (13) Table 5 .
The coefficients of the log of export share, the log of GDP i and the log of GDP j are positive and significant for all sectors, as expected from the theoretical model. At the same time, there is substantial variation in coefficients across industries that justifies the choice of running a separate regression for each industry rather than a pooled regression with industry fixed effects. The log of distance between countries enters negatively and has substantial crossindustry variability ranging from -0.74 for agriculture and forestry to -1.52 for chemical products. The variables common border, location on the same continent and colonial past increase exports for most industries. The coefficients for interior distances have a positive sign for some industries and negative or opposite signs for other industries, which reflects two opposite forces in playhigher transportation costs within a country would tend to reduce trade, while larger country size would increase production and demand for certain goods.
Landlocked countries tend to trade less due to higher transportation costs (Hummels, 1999; Limao and Venables, 2001 In the next section, we use the estimated coefficients of the selection and gravity models to project trade for CIS countries.
Trade Structure and Geography of CIS Countries
A developed model allows us to project the results of the estimation procedure on the sample of CIS countries, which are excluded from the estimation stage, along product and space dimensions. We refer to the generated predicted export flows as potential export flows and compare them with actual exports. The structural or geographical divergence of actual trade patterns from potential ones indicates that CIS countries differ from a representative country in the sample in terms of their industrial structure or geographical composition of trade. Based on the magnitude of the divergence, it can be further argued that the CIS region's trade is below or above its potential, albeit with caution due to region-specific characteristics that always make such comparisons susceptible to criticism.
First, we concentrate on the extensive margins and discuss how the actual pattern of CIS positive exports compares with the pattern predicted by the selection equation. The discussion is broken into two parts: the performance of each CIS country along the product dimension and the geographical dimension.
Second, we look at the intensive margins and separately discuss performance along industry and geographical dimensions.
Extensive margins
Using the sample of CIS countries, we predict the probability of positive trade of each CIS country conditional on its characteristics:
where CIS i ∈ . Table 6 Table 6 . Armenia and Turkmenistan trade below their potential, while other countries have patterns that are more complex. The CIS countries tend to under export to large emerging markets such as Brazil, India and China. At the same time, there is a tendency to overtrade with developed markets -EU and USwith the exception of the Ukraine, which according to the predictions, should perform better at the extensive margins with all markets but CIS and India.
Looking at the diversification of trade along industrial composition, Table   7 reports the ratio of actual non-zero trade and average predicted probability of trade across industries. Table 7 is split into two large geographical panels, CIS countries (Panel A) and non-CIS countries (Panel B), in order to highlight the 9
Ten industries x 7 time periods x 9 other CIS countries = 630. In some instances, we refer to a group of countries such as CIS (10 countries) or EU (27 countries), but the calculations presented in Table 6 are carried out for each member of the group separately and further aggregated to make the presentation of results more compact. Other trading partners are countries such as US, China, India or Brazil. 
Intensive margins
We generate predicted exports of CIS countries at the intensive margins by applying the characteristics of CIS countries to the coefficients of the gravity equation (13) that is estimated on the sample of 126 exporting countries. Table   8 Table 9 , which presents an industry breakdown of CIS exports at the intensive margins, helps to explain this inconsistency.
The above-mentioned countries have an industrial structure of exports that is extremely skewed towards exports of energy resources. The share of exports of energy resources to total exports of Azerbaijan and Turkmenistan equals 71 percent, while for Kazakhstan and Russia those numbers are 57 and 47 percent, respectively.
10 Tables 10 and 11 report the geographical and industrial   10 The presented statistics are calculated for a select group of partner countries that includes Brazil, China, 10 CIS countries, 27 EU countries, India and US in 2000--2006 . An extended sample would change the numbers slightly, but the reported pattern would remain the same.
breakdowns of exports at the intensive margins, excluding the energy resources sector. After the exclusion of the energy resource industry from our sample, the model fit of the geographical distribution of exports improves considerably.
However, Central Asia and the Caucasus region are expected to trade considerably more with China and India at the expense of lowering the EU share of exports. Table 11 shows the industrial composition of exports at the intensive margins. There are no large and consistent deviations of potential trade from actual (apart from Turkmenistan's exports in timber, wood, pulp and paper, which is clearly an outlier) except for a slight underperformance of almost all CIS countries in exports of agricultural and food products and the over performance of some countries (Kazakhstan and Ukraine, in particular) in the export of metals. These observations lead us to conclude that there are large distortions of trade in the CIS region towards supplying energy resources and metals to the EU. Given the rapid development of China and India, Central Asia and the Caucasus region of the CIS have surprisingly weak trade relations with those countries. Finally, there is some potential for increased exports in the agriculture and food industries.
Conclusions
We empirically tested the ability of the Helpman, Melitz and Rubinstein (2008) model to explain patterns of exports at the industry level by estimating the gravity model that takes into account the selection and asymmetry biases related 
Selection variables
Common language Dummy variable indicating whether countries share a common language. CEPII Reg. quality Regulatory quality index measures the ability of the government to formulate and implement sound policies and regulations that permit and promote private sector development (Kaufmann, Kraay and Mastruzzi, 2007) Governance matters, 2007 Note: For each country-pair the number on top is the share of actual number of non-zero trade flows to the total number of all possible trade flows and the number at the bottom is the probability of exporting predicted by selection equation averaged over time and industries Note: For each country-pair the number on top is the actual share of export from country reporter to country partner divided by overall export to all selected partners and the number at the bottom is the share predicted by the gravity equation. Note: For each country-pair the number on top is the actual share of export from country reporter to country partner divided by overall export to all selected partners and the number at the bottom is the share predicted by the gravity equation. Export of energy resources is excluded 
Industry
Note: For each country-industry pair the number on top is the actual share of export and the number at the bottom is the predicted share
