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Abstract 
A snapshot of our current exploration of the algorithmic aspects of the immersion order is 
presented. Integrated circuit partitioning is used as a prototypical pplications domain. Decision 
and search algorithms, elf-reductions, closure-preserving operators and related evelopments are 
discussed. 
1. Background 
We consider only finite, undirected graphs. H iis said to be immersed in G, written 
H ~< i G, iff a graph isomorphic to H can be obtained from G by lifting pairs of adjacent 
edges and taking a subgraph. A pair of adjacent edges uv, vw, with u # v # w is lifted 
by removing uv and vw and adding uw. As an example, observe that Ca is immersed 
in K1 + 2/£2 (Fig. 1). 
Suppose a family F is closed in this order, that is, G C F and H ~< i G ::~ H E F. The 
obstruction set for F consists of the immersion-minimal elements in F's complement. 
Accordingly, F has the following characterization: G is in F iff no obstruction for F is 
immersed in G. It is known [15] that any such obstruction set is finite. It is also known 
[7, 14] that deciding whether H ~<i G is decidable in polynomial time for every fixed H. 
Thus, there exists a polynomial-time r cognition algorithm for any immersion-closed 
family of graphs. See [7] for many examples. Such an algorithm is not constructively 
known, but possesses a time bound of O(r/h+3 ), where h denotes the order of the largest 
obstruction. 
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Fig. 1. C4 ~<i K1 + 2K2. 
One of the earliest and best-known applications of the immersion order is the min cut 
linear arrangement problem [9]. Though JV~-complete in general, the fixed-parameter 
version of this problem has been shown to be decidable in linear time with the aid of 
the immersion order and special tools based on the treewidth metric [7,2]. Much less 
is known, however, about the vast majority of applications. 
2. Circuit partitioning 
Consider the field programmable gate array (henceforth FPGA), a collection of 
logic blocks with programmable connections (see [12]). A given circuit is imple- 
mented by partitioning its logic into blocks and connecting the blocks as required 
(Fig. 2). 
Since circuits are frequently too large to fit on a single chip, they must be par- 
titioned over several FPGA's. In building systems with multiple FPGA's, fabrication 
technology imposes evere restrictions: limits on pin counts (I/O cells) affect inter-chip 
connectivity; limits on chip area and density bound FPGA sizes. 
Such practical imitations motivate many interesting combinatorial problems. Con- 
sider, for example, the problem we herewith call the Min Degree Graph Partition 
problem. In this problem, we are given a graph G-- (V ,E)  and two integers k and 
d, and are asked whether V can be partitioned into disjoint subsets V1, V2 .. . . .  V,n so 
that, for 1 ~<i~< m, I V/I~< k and at most d edges have exactly one end-point in V/. In a 
multi-FPGA context, for example, G models the circuit to be partitioned, k denotes the 
maximum number of logic blocks permitted on a chip, and d represents he maximum 
degree or pin count of any chip. 
This problem is clearly very difficult, in fact intractable without parameter bounds, 
via a reduction from Multiway Cut or Graph Bisection: 
Theorem 1 (Govindan [10]). Min Degree Graph Partition is Jff~-complete. 
Fortunately, however, the aforementioned fabrication limits can be used to advantage. 
As long as k and d are bounded, the family of 'yes' instances i closed in the immersion 
order. 
Theorem 2. For any f ixed k and d, Min Degree Graph Partition can be decided in 
polynomial time. 
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Fig. 2. The FPGA.  
Proof (sketch). It is straightforward to check that neither taking a subgraph nor lifting 
pairs of edges can turn a 'yes' instance into a 'no' instance. Hence, the 'yes' family 
is immersion closed. [] 
The last theorem is of particular interest in light of the observation that, unlike 
Multiway Cut, Min Degree Graph Partition has no known brute-force polynomial-time 
algorithm when k and d are fixed. This is in contl:ast o the superficially similar Graph 
Partition problem, in which the cost of a solution is summed over all subsets rather 
than measured over each, thus bounding the maxiimum number of partitions. 
Results such as this inherently rely on the existence of finite lists of immersion- 
minimal obstructions. As of this writing, little is known about such obstructions in 
general or about practical immersion tests in particular. As with the minor order, we 
expect hat even partial sets can be useful [13]. It has been observed that complete 
graphs are often obstructions to immersion-closed families. Testing for K1, K2 or K3 
is easy. Testing for K4 turns out to be quite complicated, however, though achievable 
in linear time. See [3] for decision, search and parallel algorithms. 
Min Degree Graph Partition is an excellent example of the current state of the art. 
We have identified a wide array of other problems, largely from the circuit parti- 
tioning domain, amenable to tools based on the immersion order. For most of these, 
just as with Min Degree Graph Partition, we can at present say not much more than 
that they are (nonconstructively) decidable in polynomial time. Whether they are solv- 
able in low-order polynomial time, perhaps even linear time, is an open question, 
and one we are actively pursuing. One might be tempted to employ the treewidth 
metric, useful for Min Cut Linear Arrangement. If the family of 'yes' instances has 
bounded treewidth, linear time recognizability is assured. But that is not generally 
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the case. To see this, consider Min Degree Graph Partition with k = 1 and d--4.  
Even this simple family of graphs contains the w × w grid for any w, a graph with 
treewidth w. One might also ask about eliminating nonconstructivity. We have de- 
veloped some techniques for that task, although they are mainly of theoretical in- 
terest and beyond the scope of this brief review. We refer the reader to [8] for 
details. 
3. Search algorithms and self-reducibility 
It is sometimes possible to solve a search problem by reducing it to a related deci- 
sion problem. (See [9] for a detailed iscussion of search versus decision.) For exam- 
ple, one might seek to find a satisfying subset assignment for Min Degree Graph 
Partition with the aid of a routine that merely tells whether such an assignment 
exists. 
This approach to algorithm design is called self-reducibility, and has been formulated 
in many ways in the literature. In its most limited form, an assortment of restrictions 
are placed on the decision algorithm, its input and the lexicographic position of the 
output produced (see, e.g., [16]). In more general forms, input/output limitations are 
eliminated and decision algorithms quite distant from the original problem are permitted 
(see, e.g., [6]). Additional variations exist, some even incorporating randomness or 
parallelism (see, e.g., [4,11]). 
It is not difficult to see that, for any fixed k and d, Min Degree Graph Partition 
is self-reducible in polynomial time. That is, one can construct a satisfying subset 
assignment, if any exist, with at most a polynomial number of calls to a decision 
algorithm, known from the last section also to run in polynomial time. 
It can in fact be self-reduced with only a linear number of calls. 
Theorem 3. For any fixed k and d, the search version of Min Degree Graph Partition 
can be solved in O(np(n)) time, where p(n) denotes the time required to solve the 
decision version of the problem. 
Proof (sketch). No vertex in a 'yes' instance has d + k or more neighbors (a star 
with d + k rays is an obstruction). Furthermore, in such an instance, there must exist 
some satisfying assignment in which each subset induces a connected subgraph. From 
this it can be shown that, no matter the rest of the partition, two vertices not con- 
nected by a sufficiently short path need never share the same subset. Thus we know 
in advance that, as a solution is recursively constructed, a vertex v need share a subset 
only with candidates from a bounded-size neighborhood. Each such candidate, u, can 
be tested for suitability by adding d + 1 copies of the edge uv, calling the decision 
algorithm and retaining the extra edges only when the resulting graph is also a 'yes' 
instance. [] 
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A number of interesting self-reducibility issues remain open for this order, though 
none yet are perhaps as noteworthy as embedding reducibilities are for the minor order 
(where the permitted operations are subgraph and edge contraction). For example, knot- 
lessness [8] is decidable in polynomial time, though it is not known to be searchable 
within any time complexity class. 
4. Closure-preserving operators 
In the case of a 'no' instance, some sort of' approximation scheme [9] is often 
required. But increasing the size of problem parameters may not be desirable or even 
possible in many settings. An approach with some practical appeal then is to ask 
instead whether one can modify the graph (simplify the underlying circuit) so that 
it becomes a 'yes' instance. More generally, we seek systematic methods for making 
such modifications so as to preserve immersion closure. 
Let F denote a family of graphs, and let F~(h) denote those graphs for which there 
exists some set of h or fewer vertices whose removal creates a graph in F. When h is 
fixed, recognizing F~(h) can of course be reduced to recognizing F by brute force in 
time proportional to n h, a polynomial. If F is minor-closed, however, there is a more 
efficient echnique. It is known [5] that if F is minor-closed, then so is F~(h). 
Unfortunately, this operator does not work for the immersion order. To see this, let 
F denote the family of edgeless graphs, and let h = 1. The star graph with three rays 
is in F~(1 ), but the graph obtained by lifting a pair of edges yields a matching of size 
two, which is not in F~(1). 
So consider edges instead, and let Fe(h) denote those graphs for which there exists 
some set of h or fewer edges whose removal creates a graph in F. 
Theorem 4. For any f ixed h, i f  F is immersion-closed, then so is Fe(h). 
This operator, plus self-reducibility, therefore yields a polynomial-time approach for 
solving the decision and search versions of F~(h) when, for example, F denotes Min 
Degree Graph Partition. Other operators exist, but this is perhaps the most natural from 
an algorithmic standpoint. 
5. In closing 
Much is known about complexity-theoretic issues for subgraph, topological and even 
minor containment [1]. In contrast, we have thus far really only scratched the surface in 
understanding some of the range and depth of algorithmic applications of the immersion 
order. Many challenging open questions beckon, several of which we have attempted 
to illuminate here. 
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