Fractional   moments of  solutions to stochastic recurrence equations by Mikosch, Thomas et al.
March 13, 2012
FRACTIONAL MOMENTS OF SOLUTIONS TO STOCHASTIC
RECURRENCE EQUATIONS
THOMAS MIKOSCH, GENNADY SAMORODNITSKY, AND LALEH TAFAKORI
Abstract. In this paper we study the fractional moments of the stationary solution to
the stochastic recurrence equation Xt = At Xt−1 + Bt, t ∈ Z, where ((At,Bt))t∈Z is an
iid bivariate sequence. We derive recursive formulas for the fractional moments E|X0|
p,
p ∈ R. Special attention is given to the case when Bt has an Erlang distribution. We
provide various approximations to the moments E|X0|
p and show their performance in a
small numerical study.
1. Introduction
We consider the stochastic recurrence equation
Xt = At Xt−1 + Bt , t ∈ Z, (1.1)
for an iid sequence ((At,Bt))t∈Z of pairs (At,Bt) with values in [0,∞) × R. We will write
A,B,C,... for a generic variable of the stationary sequences (At),(Bt),(Ct),..., respec-
tively. A unique causal stationary solution to (1.1) exists if E logA < 0 and E logB+ < ∞
(see Kesten [28]), and the solution can be written in the form
Xt = Bt +
t−1 X
i=−∞
Ai+1    At Bi , t ∈ Z. (1.2)
In what follows, we always assume that the stationary solution (1.2) exists.
The stochastic recurrence equation (1.1) and its solution (1.2) have attracted signiﬁcant
attention in the literature; see e.g. Kesten [28], Vervaat [36], Goldie [21], Diaconis and
Freedman [13] and the references mentioned therein. This attention is due to the numer-
ous applications of the model (1.1). Among the most popular ones are the ARCH(1) and
GARCH(1,1) processes in ﬁnancial time series analysis introduced by Engle [19] and Boller-
slev [7], respectively; see Example 3.8 below for further details. Another recent application
is the modeling of the TCP in telecommunications networks; see e.g. Dumas et al. [18],
Guillemin et al. [23] and L¨ opker and van Leeuwaarden [31]. Boxma et al. [8] consider (1.1)
in the context of growth-collapse processes with renewal collapse epochs. The stochastic
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recurrence equation (1.1) has also been used in the context of insurance risk models; see
Gjessing and Paulsen [20] and Collamore [12]. Moreover, this equation is closely related to
exponential functionals of L´ evy processes; see e.g. Carmona et al. [11], Behme et al. [4],
Brockwell and Lindner [10], Maulik and Zwart [32], and Hirsch and Yor [25].
The distributional properties of the stationary solution to (1.1) are rather sophisticated.
This fact is highlighted by a famous result of Kesten [28] concerning the tails of X; see also
Goldie [21]. Write
f(κ) = EAκ , κ ∈ R.
Under the assumptions that there exists a positive α such that f(α) = 1, EAα logA and
E|B|α are both ﬁnite, the law of logA is non-arithmetic and for every x, P(A1x + B1 =
x) < 1, there exist constants c+,c− ≥ 0 such that c+ + c− > 0 and
P(X > x) ∼ c+ x−α and P(X ≤ −x) ∼ c− x−α , x → ∞. (1.3)
Because of convexity of f and since f(0) = 1 one necessarily has f(κ) < 1 for κ ∈ (0,α).
Goldie [21] gave an alternative proof of (1.3) and determined the explicit form of the
constants c+ and c−. In particular, for A,B ≥ 0 he proved that
c+ =
E[(A1X0 + B1)α − (A1X0)α]
αEAα logA
. (1.4)
Notice that, due to the tail behavior (1.3), EXα = ∞, hence both E(A1X0 + B1)α and
E(A1X0)α are inﬁnite while the nominator in the previous formula is ﬁnite.
If A ≤ 1 a.s., P(0 < A < 1) > 0 and Ee r|B| < ∞ for some r > 0, Goldie and Gr¨ ubel [22]
showed that (1.3) does not remain true. In this case, the tails of X decay exponentially
fast, thus ensuring the existence of all moments of X. If we formally set α = ∞, we have
f(κ) = EAκ < 1 for κ < α, just as in the Kesten-Goldie case. Under mild conditions on
A,B, Alsmeyer et al. [1] showed that A ≤ 1 a.s. and the existence of exponential moments
of B are conditions which are necessary to ensure that exponential moments of X exist.
In the same paper, the authors quote a technical report of Kellerer (1992) who proved for
A,B ≥ 0 a.s. that Ee rX < ∞ for some r > 0 if and only if A ≤ 1 a.s. and Ee rB < ∞.
The results on the asymptotic tail behavior of X triggered research on the limit behavior
of the partial maxima Mn = max(X1,...,Xn) of the process (Xt). In the Kesten-Goldie
situation, i.e. with power law tails (1.3), de Haan et al. [24] proved that the scaled maxima
Mn, n ≥ 1, converge in distribution to a Fr´ echet distributed random variable. In the Goldie-
Gr¨ ubel situation, i.e. with exponential tails for X, it was recently proved by Hitczenko [26]
that the normalized sequence (Mn) has a Gumbel distributional limit.
In some special cases the distribution of X can be calculated explicitly; see e.g. Alsmeyer
et al. [1], Dufresne [14, 15, 16, 17], Goldie [21], Pitman and Yor [33], Boxma et al. [8],
and the references therein. Then, in principle, one could also calculate all moments of X,
both the integer and the fractional ones although the fractional moments are in general
not easily derived. In this paper, we are concerned with the calculation of the fractional
moments of the solution Xt, t ∈ Z, to the stochastic recurrence equation (1.1). From the
literature and the calculations in the present paper it is clear that only in a few cases one
is able to derive explicit expressions for the fractional moments of X.
The paper is organized as follows. We start in Section 2 by considering some recursive
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is on cases which are related to exponential random variables Bt. We use the results and
techniques proved in Guillemin et al. [23] and Carmona et al. [11]. We also consider the
case when 0 ≤ A < 1 and B is bounded and derive explicit formulas for EXp.
2. Recursive formulas for the moments
The positive integer moments of X can be calculated by using the recursive argument
given in Vervaat [36]. First, observe that from (1.1) for n ≥ 1 integer,
Xn d = (A1X0 + B1)n ,
where X0 and (A1,B1) are independent. Then, assuming E|X|p ﬁnite and f(p) < 1 for some
p ≥ 1, an application of the binomial formula yields a recursive relation for the moments
EXl, 1 ≤ l ≤ n = [p], given by
EXl = (φ(l))−1
l−1 X
k=0
￿
l
k
￿
E(Ak
1Bl−k
1 )EXk . (2.1)
Here and in what follows,
φ(p) = 1 − f(p), p ∈ R.
Notice that f(l) < 1, l ≤ n if p < α for the value α ≤ ∞ introduced in Section 1. It
follows from Alsmeyer et al. [1], Theorem 1.4, that E|X|p < ∞ if and only if EAp < 1 and
E|B|p < ∞ for any p > 0, provided the mild conditions A  = 0 a.s., P(B = 0) < 1 and
P(A1x + B1 = x) < 1 hold.
For the fractional moments the following simple observation is useful. We mention that
a similar formula was applied for calculating the moments of exponential functionals of
L´ evy processes in Carmona et al. [11], Guillemin et al. [23] and Maulik and Zwart [32].
In what follows, we write FZ for the distribution function af any random variable Z and
FZ = 1 − FZ for its right tail.
Lemma 2.1. Let p  = 0 be any real number. Assume that A,B ≥ 0 a.s. are independent.
Then
E[(A1X0 + B1)p − (A1X0)p] = p
Z ∞
0
E(A1X0 + u)p−1FB(u)du , (2.2)
where both sides are ﬁnite or inﬁnite at the same time.
Remark 2.2. If 0 < EB < ∞, (2.2) can be written in the form
E[(A1X0 + B1)p − (A1X0)p] = pEB E(A1X0 + B∗)p−1 ,
where B∗ is independent of A1,X0 and has the integrated tail distribution of B given by
F∗
B(b) =
R b
0 FB(u)du
EB
, b > 0. (2.3)
Proof. We observe that for any p ∈ R,
(A1X0 + B1)p − (A1X0)p = p
Z B1
0
(A1X0 + u)p−1 du. (2.4)4 T. MIKOSCH, G. SAMORODNITSKY, AND L. TAFAKORI
Hence, by independence of A1X0 and B1,
E[(A1X0 + B1)p − (A1X0)p] = pE
hZ B1
0
(A1X0 + u)p−1 du
i
= p
Z ∞
0
hZ b
0
E(A1X0 + u)p−1 du
i
FB(db)
= p
Z ∞
0
E(A1X0 + u)p−1FB(u)du.
Then the statement of the lemma follows. ￿
Remark 2.3. If EXp < ∞, EB < ∞ and f(p)  = 1 then the lemma yields the formula
EXp =
pEB
φ(p)
E(A1X0 + B∗)p−1 . (2.5)
Following the argument after (2.1), we conclude that f(p) < 1 is a necessary condition for
EXp < ∞ provided p > 0 and some mild conditions on A,B are satisﬁed. Since f is convex
and f(0) = 1, f(p) > 1 for p < 0. Hence f(p)  = 1 is satisﬁed for all p  = 0 such that f(p) is
ﬁnite.
The idea of the proof of the lemma can be applied iteratively. We explain the approach
via an example. Assume the conditions of the lemma are satisﬁed. Write Fn∗
B for the
distribution function of a random variable Bn∗ which is obtained by n times applying the
integrated tail operation (2.3) and assume that Bn∗ is independent of (A1,X0). Then,
assuming that all moments involved are ﬁnite and p  = 0,
EXp =
pEB
φ(p)
[(E(A1X0 + B∗)p−1 − E(A1X0)p−1 + E(A1X0)p−1]
=
pEB
φ(p)
[(p − 1)EB∗E(A1X0 + B2∗)p−2 + E(A1X0)p−1]
=
p(p − 1)EB
φ(p)
h
EB∗E(A1X0 + B2∗)p−2 +
f(p − 1)EB
φ(p − 1)
E(A1X0 + B∗)p−2].
Remark 2.4. In Section 1 we mentioned that, according to the Kesten-Goldie theory
[28, 21], the stationary solution to (1.1) satisﬁes the relation P(X > x) ∼ c+x−α as x → ∞
provided f(κ) = 1, κ > 0, has a positive solution α (which is then unique) and some
further conditions are satisﬁed. The constant c+ is then given by the ﬁnite value (1.4), in
particular,
c+EAα logA = α−1E[(A1X0 + B1)α − (A1X0)α] (2.6)
= EB E(A1X0 + B∗)α−1 < ∞,
and EXα = ∞. If B is standard exponential, B∗ d = B and therefore E(A1X0 + B∗)α−1 =
EXα−1; see also Example 3.1 below. Then, if c+ and EAα logA are known one can calculate
the moments EXα−k, k = 1,2,..., iteratively since, by (2.6), EXα−1 = c+EAα logA and
EXα−k−1 = (α − k)−1φ(α − k)EXα−k , k = 1,2,... ,
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A similar remark applies in the case when B has the mixture distribution P(B ≤ x) =
(1 − a) + a(1 − e −x), x > 0, for some a ∈ (0,1). Then B∗ is standard exponential and the
moments EXα−k, k = 1,2,..., can be calculated by using the recursion (3.11).
3. Special cases
3.1. The distribution of B is of Erlang-type. It is in general diﬃcult to evaluate EXp
by using the formulas above. However, if B has an Erlang distribution the calculations
simplify. We start by considering the case of exponential B.
Example 3.1. Assume that B has a standard exponential distribution, i.e. FB(x) = e −x,
x > 0. Then B∗ d = B and A1X0 + B∗ d = X. Multiple use of (2.5) yields
EXp =
p   (p − n + 1)
φ(p)   φ(p − n + 1)
EXp−n , n ≥ 1. (3.1)
The case of exponential B has been studied in the literature for some time. As a matter of
fact, the stationary solution to (1.1) has the following series representation in law
X
d =
∞ X
i=1
BiA1    Ai−1 =
∞ X
i=1
Bie Si−1 ,
where Si =
Pi
k=1 logAi, i ≥ 0, with the convention that S0 = 0. Since E logA < 0 the
random walk (Si) has negative drift. Writing Nt = #{i ≥ 1 : B1 +     + Bi ≤ t}, t ≥ 0, for
the unit rate Poisson process generated by the iid exponential sequence (Bi), we have
X
d =
Z ∞
0
e ξt dt, (3.2)
where (ξt) = (SNt) is the compound Poisson process generated by the sequence (logAi).
Carmona et al. [11] studied exponential functionals of the type (3.2) for L´ evy processes (ξt)
more general than compound Poisson processes. They derived (3.1) for positive p. Related
results were obtained by Behme et al. [4], Brockwell and Lindner [10], Maulik and Zwart
[32]; see also the references therein. Hirsch and Yor [25] provide a survey of results on
exponential functionals (3.2) for subordinators ξ.
Exponential functionals were also studied in Guillemin et al. [23]. They considered the
stochastic recurrence equation (1.1) for independent (At),(Bt) under the assumptions that
At = βYt, t ∈ Z, β ∈ (0,1), for an iid sequence (Yt) such that Y > 0 a.s. and for exponential
B. Under these conditions, using Mellin transforms, they derived (3.1) also for negative
values p and proved that
EXp = Γ(p + 1)
∞ Y
k=1
φ(p + k)
φ(k)
, (3.3)
provided p ∈ R, −p  ∈ N, p  = 0, f(p+1) < ∞ and E[(1−A)−1] < ∞. An inspection of the
proof shows that the latter conditions are not needed if p > 0.6 T. MIKOSCH, G. SAMORODNITSKY, AND L. TAFAKORI
If Y ≡ 1 a.s. (Xt) is an autoregressive process of order one and Xt
d =
P∞
i=0 βiBi. Then
f(p) = βp < ∞ for any real p, E[(1 − A)−1] = (1 − β)−1 < ∞ and (3.3) turns into
EXp = Γ(p + 1)
∞ Y
k=1
1 − βp+k
1 − βk , p ∈ R,p  = 0,−p  ∈ N. (3.4)
The same formula can be found in Bertoin et al. [5], Theorem 1, and the authors also
derived the density and the Laplace transform of X in this case. A plot of the moments
EXp as a function of β ∈ (0,1) and p ∈ (0,3] is given in Figure 3.1. Due to the presence of
the factor Γ(p+1) the moments EXp increase very fast when p increases and therefore we
restricted p to small values in this graph.
Figure 3.2. The moments EXp for p ∈ [0,3], A = β ∈ (0,1) and B standard exponential.
Next consider the case of a geometric distribution for Y , i.e. P(Y = k) = (1 − q)qk−1,
k = 1,2,..., for some q ∈ (0,1). Then f(p) = (1 − q)βp/(1 − βpq) < ∞ for p  = 0 and it is
easy to see that E[(1 − A)−1] < ∞. Then (3.3) holds for p ∈ R,p  = 0,−p  ∈ N.
If Y has an exponential distribution with mean λ−1 for some λ > 0 then f(p) = λ(λ −
plogβ)−1 < ∞ for p > λ/log β, but E[(1 − A)−1] = ∞. Then (3.3) holds for p > 0.
Next we consider the case of general Erlang distributed B.FRACTIONAL MOMENTS OF SOLUTIONS TO STOCHASTIC RECURRENCE EQUATIONS 7
Example 3.3. Assume that B1 = Γn where Γn = E1+   +En and (Ei) is an iid standard
exponential sequence independent of (At). We claim that, for real p,
φ(p)EXp = E(A1X0 + Γn)p − E(A1X0)p
=
n X
k=1
(−1)k+1
￿
n
k
￿
EXp−kp(p − 1)   (p − k + 1), (3.5)
where we assume that all moments in this formula are ﬁnite. For n = 1 this is just (3.1).
We observe for general l ≥ 1 (with the convention that Γ0 = 0 a.s.)
(A1X0 + Γl)p − (A1X0 + Γl−1)p = p
Z Γl
Γl−1
(A1X0 + u)p−1 du
= p
Z El
0
(A1X0 + Γl−1 + u)p−1 du.
Taking expectations on both sides and proceeding as in the proof of Lemma 2.1, we obtain
E(A1X0 + Γl)p − E(A1X0 + Γl−1)p = pE(A1X0 + Γl)p−1 . (3.6)
For l = n, A1X0 + Γn = A1X0 + B1
d = X. Therefore,
E(A1X0 + Γn−1)p = EXp − pEXp−1 . (3.7)
Using (3.6) and (3.7), we obtain
E(AX + Γn−1)p − E(AX + Γn−2)p
= pE(AX + Γn−1)p−1 = pEXp−1 − p(p − 1)EXp−2 .
Induction yields, for l = 1,...,n,
E(A1X0 + Γl)p − E(A1X0 + Γl−1)p =
n−l X
j=0
(−1)j
￿
n − l
j
￿
p(p − 1)   (p − j)EXp−j−1 .
Finally, the telescoping sum representation
E(A1X0 + Γn)p − E(A1X0)p =
n X
l=1
h
E(A1X0 + Γl)p − E(A1X0 + Γl−1)p
i
leads to (3.5).
Relation (3.5) yields a recursive relation for EXp in terms of the lower moments EXp−1,
...,EXp−n. In contrast to the case n = 1 (see (3.3)), we could not ﬁnd an explicit solution
to equation (3.5). In the Kesten-Goldie setting, the right-hand side of (3.5) remains valid
for the tail index p = α and if the left-hand side is replaced by E[(A1X0+Γn)α−(A1X0)α].
The resulting formula yields an expression for Goldie’s constant c+ in terms of the moments
EXα−1,...,EXα−n.
We conducted a small numerical study based on the recursion (3.5) for n = 2 and A
uniformly distributed in (0,0.5). Then (3.5) for p  = 0 reads as
EXp = (φ(p))−1
￿
2pEXp−1 − p(p − 1)EXp−2
￿
. (3.8)8 T. MIKOSCH, G. SAMORODNITSKY, AND L. TAFAKORI
We calculate EXi, i = 0,...,k, for integer k > 2 by using (2.1). Then we determine the
fractional moments EXp for non-integer p ∈ [0,k] by Monte Carlo simulation (with 30 000
repetitions, solid line). This simulation has two purposes. First, we use the simulated
moments EXp, p ∈ [0,2], as initial values for calculating the fractional moments for p ∈
(2,k] based on the recursion (3.8) with grid size 0.5×10−3 (dotted line). Second, we use the
simulated moments EXp, p ∈ (2,k], to compare with the approximative moments obtained
by the recursive formula. The results of the approximation are visualized in Figure 3.4 for
k = 4 (top) and for k = 10 on logarithmic scale (bottom). They are very satisfactory: The
numerical approximations follow the moments EXp closely; the two curves can hardly be
distinguished.
Example 3.5. A particular case of (1.1) has attracted some attention:
Xt = At (Xt−1 + Ct), t ∈ R, (3.9)
for independent sequences (At) and (Ct) of iid non-negative random variables. In this case,
Bt = AtCt, and At and Bt are dependent for every t with the exception of constant A. The
marginal distribution of the solution to (3.9) is known in some particular cases when A, C
have gamma- or beta-like distributions; see Dufresne [14, 15, 16, 17], Carmona et al. [11]
and Boxma et al. [8].
Assume that C is standard exponential and EXp < ∞ for some p > 0. Then, using the
same arguments as above,
EXp = f(p)E(X0 + C1)p
= f(p)[E(X0 + C1)p − EXp + EXp]
= f(p)[pE(X0 + C1)p−1 + EXp].
Hence
E(X0 + C1)p =
p
φ(p)
E(X0 + C1)p−1 .
Then one is in the situation of Example 3.1. Replacing in (3.1) the moments EXp−k,
k = 0,1,..., by the corresponding moments of X0 + C1, one can use the idea of the proof
of Proposition 7 in Guillemin et al. [23] to conclude that
E(X0 + C1)p = Γ(p + 1)
∞ Y
k=1
φ(p + k)
φ(k)
,
if (At) = (βYt) for an iid sequence (Yt) such that Y > 0 and β ∈ (0,1), provided p ∈ R,
−p  ∈ N, p  = 0, f(p + 1) < ∞ and E(1 − A)−1 < ∞. The latter conditions are not needed
for p > 0. Finally,
EXp = f(p)E(X0 + C1)p = f(p)Γ(p + 1)
∞ Y
k=1
φ(p + k)
φ(k)
.
Example 3.6. Here we consider the case when B has the distribution
P(B = 0) = 1 − a for some a ∈ (0,1) and P(B > x) = ae −x , x > 0.FRACTIONAL MOMENTS OF SOLUTIONS TO STOCHASTIC RECURRENCE EQUATIONS 9
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Figure 3.4. The approximate moments EXp for p ∈ [2,k] (dotted line), A uniform on (0,0.5)
and B with a Γ(2,1) distribution. Top: k = 4. Bottom: k = 10, the log-moments. The exact values
EXp, p ∈ [0,k], are shown as solid line.
Then B∗ has a standard exponential distribution. We also assume that At = βYt for an iid
sequence (Yt) of positive random variables and some β ∈ (0,1) and that (At) and (Bt) are10 T. MIKOSCH, G. SAMORODNITSKY, AND L. TAFAKORI
independent. An application of (2.5) yields
EXp =
pa
φ(p)
E(A1X0 + B∗)p−1 . (3.10)
The moment on the right-hand side is ﬁnite for p > 0. For p ≥ 1 this is elementary, and
for p ∈ (0,1) we have
E(A1X0 + B∗)p−1 ≤ E(B∗)p−1 =
Z ∞
0
x−(1−p) e −x dx < ∞.
Under the assumption
(1 − a)EAp−1 < 1, p ∈ (0,1)
we also have EXp−1 < ∞ for p ∈ (0,1) as we will show next. We have the representation
Bi = Eiri, i ∈ Z, where (Ei) is iid standard exponential independent of the iid sequence
(ri), where P(ri = 1) = 1 − P(ri = 0) = a. Now consider T0 = 0 and T1 = min{i ≥
1 : ri = 1}. This random variable is geometrically distributed with success probability a:
P(T1 = k) = a(1 − a)k−1, k ≥ 1. By induction, deﬁne Ti+1 = min{k > Ti : rk = 1},
i ≥ 1. The sequence (Ti+1 − Ti) is iid. Using the representation X
d =
P∞
i=0 Bi+1Πi, where
Πi =
Qi
k=1 Ak with the convention that Π0 = 1, we also have X
d =
P∞
k=1 ETkΠTk−1 . Hence
EXp−1 ≤ E(ET1ΠT1)p−1
=
∞ X
k=1
a(1 − a)k−1E(EkΠk)p−1
=
∞ X
k=1
a(1 − a)k−1E(B∗)p−1(EAp−1)k
= aEAp−1E(B∗)p−1(1 − (1 − a)EAp−1)−1 .
Relation (3.10) can be written in the form
EXp =
p
φ(p)
￿
aE(A1X0 + B∗)p−1 + (1 − a)E(A1X0)p−1￿
− (1 − a)E(A1X0)p−1
=
p
φ(p)
￿
1 − (1 − a)EAp−1￿
EXp−1 =
p
g(p)
EXp−1 , p > 0, (3.11)
We will verify that the following relation holds
EXp = Γ(p + 1) lim
n→∞
n Y
k=1
g(p + k)
g(k)
= Γ(p + 1)
∞ Y
k=1
φ(p + k)
φ(k)
1 − (1 − a)EAk−1
1 − (1 − a)EAp+k−1 , p > 0, (3.12)
if E[(1−A)−1] < ∞. For the convergence of
Q∞
k=1 g(p+k), p ≥ 0, to a ﬁnite positive limit
we verify that
∞ X
k=1
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However, for some constant c > 0
∞ X
k=1
|g(p + k) − 1| =
∞ X
k=1
| − f(p + k) + (1 − a)f(p + k − 1)|
1 − (1 − a)f(p + k − 1)
≤ c
∞ X
k=0
f(p + k) ≤ cE[(1 − A)−1] < ∞.
Therefore (3.13) is satisﬁed and the inﬁnite products in (3.12) have ﬁnite positive limits.
Now we proceed as in the proof of Proposition 7 in Guillemin et al. [23]. Consider the
function
ψ(p) = E(Xp−1)
∞ Y
k=1
g(k)
g(p + k − 1)
.
In view of (3.11) it satisﬁes the relations ψ(p+1) = pψ(p) for p > 0 and also ψ(1) = 1. We
will show that ψ is the gamma function. As in [23] we will use the Bohr-Mollerup theorem
(see Andrews et al. [6]), according to which it remains to verify that logψ is convex on
(0,∞). This can be done by showing that the second derivative (logψ(p))′′ is non-negative.
We have
logψ(p) = log
￿ ∞ Y
k=1
g(k)/g(p + k − 1)
￿
+ logEXp−1 .
As in [23], one calculates the second derivative of logEXp−1 which is non-negative and direct
calculation shows that
P∞
k=1 log(g(k)/g(p + k − 1)) has a non-negative second derivative.
Now, in order to indicate that (Bt) and (Xt) depend on a we write (B
(a)
t ) and (X
(a)
t ). Of
course, B(a) d → B(1) as a ↑ 1, and the limiting random variable has a standard exponential
distribution. We also have
X(a) d → X(1) and E|X(a)|p → E|X(1)|p (3.14)
for p > 0, as we show next. Recall the Mallows metric dp(R,S) = inf(E|R − S|p)min(1,1/p),
p > 0, where the inﬁmum is taken over all joint distributions of the bivariate vectors (R,S)
with ﬁxed marginals and pth ﬁnite moments. It is well known (e.g. Rachev [34]) that dp
metrizes convergence in distribution and Lp convergence. Construct the sequences (X
(a)
t ),
a ∈ (0,1], on the same probability space in such a way that
X
(a)
t = B
(a)
t +
t−1 X
i=−∞
Ai+1    At B
(a)
i , t ∈ Z.12 T. MIKOSCH, G. SAMORODNITSKY, AND L. TAFAKORI
where B
(a)
t = F←
a (Ut), Fa is the distribution function of B(a), F←
a is the quantile function
of Fa and (Ut) is an iid sequence with a uniform distribution on (0,1). For p ≤ 1 we have
dp(X
(a)
t ,X
(1)
t ) ≤ E|X
(a)
t − X
(1)
t |p
= E
￿ ￿
￿
t X
i=−∞
Ai+1    At [B
(a)
i − B
(1)
i ]
￿ ￿
￿
p
≤
t X
i=−∞
(EAp)t−iE|B(a) − B(1)|p . (3.15)
But
Pt
i=−∞(EAp)t−i < ∞ since EAp < 1, and E|B(a) − B(1)|p → 0 as a ↑ 1. Then (3.14)
follows. For p > 1 we can use the same idea of proof but in (3.15) one has to use the
Minkowski inequality of order p. Of course, E|X(a)|p → E|X|p as a ↑ 1. This fact can also
be checked directly by using (3.12).
Example 3.7. Assume that
Bn = E1/α
n Cn , n ∈ Z, (3.16)
(En) is an iid standard exponential sequence, for some 0 < α ≤ 2, (Cn) is an iid sequence of
strictly α-stable random variables (cf. Samorodnitsky and Taqqu [35]), A > 0 a.s. and (An),
(En), (Cn) are independent. We mention that (3.16) deﬁnes a strictly geometric α-stable
random variable. Indeed, a random variable B is strictly geometric α-stable, α ∈ (0,2], if
it has representation in law B
d = E
1/α
1 D, where D is strictly α-stable independent of E1;
see Klebanov et al. [29] and Kozubowski [30]. Let Z be an α-stable L´ evy motion on [0,∞)
such that Z1
d = C1 and Nt = #{i ≥ 1 : Γn ≤ t}, t ≥ 0, Γ0 = 0, Γn = E1 +     + En, n ≥ 1,
be the Poisson process generated by (En), ξt =
PNt
i=1 logAi, t ≥ 0. Also assume that Z,
(En) and (An) are independent. The stationary solution to Xn = AnXn−1 + Bn, n ∈ Z,
has representation in law
X
d =
Z ∞
0
e ξtdZt .
Indeed, recalling that ZE1
d = E
1/α
1 C1, we have
Z ∞
0
e ξtdZt =
∞ X
k=1
e
Pk
t=1 logAi (ZΓk − ZΓk−1)
d =
∞ X
k=1
A1    Ak E
1/α
k Ck .
Write Y0 =
R ∞
0 e αξt dt and assume Y0 and C1 independent. By strict α-stability of Z,
X
d = C1 Y
1/α
0 ,
and then for p < α,
E|X|p = E|C|p EY
p/α
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where E|C|p is a known constant (see Zolotarev [37], Chapter 2) while according to the
discussion in Example 3.1,
Y0
d = Aα
1Y0 + E1 ,
where A1,E1,Y0 are independent. Now the moments of Y0 can be determined by using
(3.3). In a similar way, one can determine the moments of the positive and negative parts
of X.
3.2. The case when B is a constant.
Example 3.8. Engle [19] and Bollerslev [7] introduced the ARCH and GARCH processes,
respectively. These models have become major building blocks in ﬁnancial time series
analysis. Interestingly, these models have a close relationship with the stochastic recurrence
equation (1.1) although one needs to consider multivariate versions of this equation in
order to be able to handle the general GARCH case; see e.g. Basrak et al. [2, 3]. We
focus on the GARCH(1,1) model which ﬁts into the 1-dimensional stochastic recurrence
equation case. A GARCH(1,1) process is a stationary process (Yt) given by Yt = σt Zt,
where the multiplicative noise (Zt) is an iid sequence with EZ = 0, var(Z) = 1 and
the volatility sequence (σt) is the stationary non-negative causal solution of the stochastic
recurrence equation σ2
t = α0+(α1Z2
t−1+β1)σ2
t−1, t ∈ Z. Here α0,α1,β1 > 0, and the latter
coeﬃcients have to satisfy some additional conditions in order to ensure the existence of
a unique stationary solution (σt), in particular E log(α1Z2 + β1) < 0. For example, an
application of Jensen’s inequality shows that the latter condition holds if α1 + β1 < 1. In
most applications, Z is supposed to be standard normal or student distributed with β > 2
degrees of freedom and standardized to unit variance. Then one is in the Kesten-Goldie
framework, i.e. there exist constants α,c0 > 0 such that P(σ > x) ∼ c0 x−2α. Writing
At = α1Z2
t−1 + β1 and Bt = α0, the constant α is given as the positive solution to the
equation f(κ) = 1, κ > 0, and c0 is given in (1.4) (with X0 replaced by σ2
0). Then, by a
slight modiﬁcation of a result of Breiman [9] which can be found e.g. in Jessen and Mikosch
[27], it follows that
P(Y > x) ∼ EZ2α
+ P(σ > x) and P(Y ≤ −x) ∼ EZ2α
− P(σ > x),
provided E|Z|2α < ∞. The fractional moments of Y are given by E|Y |p = Eσp E|Z|p,
p > 0. Thus the moments of Y crucially depend on those of the noise and those of the
solution to (1.1) with constant B.
Example 3.8 yields some motivation for studying the moments of (1.1) for a positive con-
stant B. We assume without loss of generality that B ≡ 1 a.s. This case can be understood
as a limiting one when B is Erlang distributed and the parameter of the Erlang distri-
bution tends to inﬁnity. Indeed, consider the sequence of stochastic recurrence equations
X
(n)
t = AtX
(n)
t−1+B
(n)
t , t ∈ Z, where (B
(n)
t ) is an iid sequence with B(n) d = n−1(E1+   +En)
for an iid sequence (Et) with standard exponential marginal distribution. We also assume
that (At) and (B
(n)
t ) are independent. By the strong law of large numbers, B
(n)
t
a.s. → 1 as
n → ∞ for every t. By (Xt) we denote the solution to the stochastic recurrence equation14 T. MIKOSCH, G. SAMORODNITSKY, AND L. TAFAKORI
Xt = AtXt−1 + 1, t ∈ Z. Again using the Mallows metric, we have for p ≤ 1,
dp(X
(n)
t ,Xt) ≤ E|X
(n)
t − Xt|p
= E
￿
￿ ￿
t X
i=−∞
Ai+1    At [B
(n)
i − 1]
￿
￿ ￿
p
≤
t X
i=−∞
(EAp)t−iE|B(n) − 1|p . (3.17)
Recall that EAp < 1 is necessary for E|X|p < ∞. Since E|B(n) − 1|p → 0 for every p > 0
we have dp(X
(n)
t ,Xt) → 0, also ensuring E|X(n)|p → E|X|p. The latter limit remains valid
for p > 1: then one can use Minkowski’s inequality of order p in (3.17). Of course, the
argument above remains valid for any choice of iid sequences (B
(n)
t ), n = 1,2,..., for which
one can ensure that E|B(n) − 1|p → 0.
In some cases it is possible to express the fractional moments EXp, p > 0, in terms
of the integer moments EXn, n = 1,2,.... In turn, these can be calculated by Vervaat’s
recursion (2.1). We assume that 0 ≤ A ≤ a a.s. for some constant a < 0.5 and B = 1.
Write Πj = A1    Aj, j ≥ 1. Then
X
d = 1 + A1X0
d = 1 +
∞ X
j=1
Πj ≤ 1 + a(1 − a)−1 < 2.
A Taylor expansion at zero yields
(1 + x)p =
∞ X
n=0
p(p − 1)   (p − n + 1)
n!
xn, 0 ≤ x < 1.
Now, replacing x by A1X0, taking expectations and using (2.1), we arrive at
EXp =
∞ X
n=0
p(p − 1)   (p − n + 1)
n!
f(n)EXn
= 1 +
∞ X
n=1
p(p − 1)   (p − n + 1)
n!
f(n)
φ(n)
n−1 X
k=0
￿
n
k
￿
f(k)EXk .FRACTIONAL MOMENTS OF SOLUTIONS TO STOCHASTIC RECURRENCE EQUATIONS 15
To simplify notation, set f(0)/φ(0) = 1 and interpret sums over void index sets as zero.
Then iteration of (2.1) yields
EXp =
∞ X
n=0
p(p − 1)   (p − n + 1)
n!
×
×
f(n)
φ(n)
n−1 X
k1=0
￿
n
k1
￿
f(k1)
φ(k1)
k1−1 X
k2=0
￿
k1
k2
￿
f(k2)
φ(k2)
   
kn−1−1 X
kn=0
￿
kn−1
kn
￿
f(kn)
φ(kn)
=
∞ X
n=0
p(p − 1)   (p − n + 1)
n!
×
×
f(n)
φ(n)
n−1 X
k1=0
f(k1)
φ(k1)
k1−1 X
k2=0
f(k2)
φ(k2)
   
kn−1 X
kn=0
f(kn)
φ(kn)
×
×
￿
n
k1 − k2 k2 − k3    kn − kn−1 kn
￿
.
A change of the indices yields an alternative expression:
EXp =
∞ X
j=1
∞ X
n1=1
   
∞ X
nj=1
p(p − 1)   (p − (n1 +     + nj) + 1)
Qj
d=1 nd!
f(n1)
φ(n1)
f(n1 + n2)
φ(n1 + n2)
   
f(n1 +     + nj)
φ(n1 +     + nj)
. (3.18)
Using the same idea as above, one can get similar formulas for the recursion (1.1) with
bounded A and B.
Proposition 3.9. Assume A,B independent and 0 ≤ A ≤ a < 1 and 0 ≤ B ≤ b a.s.
for some positive constants a,b. Write f(p) = EAp and g(p) = EBp, p > 0. Then the
following relation holds for p > 0:
EXp =
∞ X
n=0
p(p − 1)   (p − n + 1)
n!
f(n)g(p − n)
φ(n)
×
×
n−1 X
k1=0
f(k1)g(n − k1)
φ(k1)
k1−1 X
k2=0
f(k2)g(k1 − k2)
φ(k2)
   
kn−1−1 X
kn=0
f(kn)g(kn−1 − kn)
φ(kn)
×
×
￿
n
k1 − k2 k2 − k3    kn−1 − kn kn
￿
. (3.19)
Proof. We start by observing that A1X0 ≤ ab(1 − a)−1. Thus, if a < (b + 1)−1 a Taylor
expansion of (B1 + x)p for 0 ≤ x ≤ ab(1 − a)−1 < 1 yields
E(B1 + A1X0)p =
∞ X
n=0
p(p − 1)   (p − n + 1)
n!
f(n)EBp−nEXn .
Then multiple use of (2.1) yields (3.19).16 T. MIKOSCH, G. SAMORODNITSKY, AND L. TAFAKORI
For any c > 0, write Bt(c) = Bt/c, Xt(c) = Xt/c. The stochastic recurrence equation
(1.1) is equivalent to
Xt(c) = At Xt−1(c) + Bt(c), t ∈ Z, (3.20)
and EXp = cpE(X(c))p. Since B(c) ≤ b/c a.s. and X(c) ≤ a(b/c)(1 − a)−1 the above
calculations are valid for the new equation (3.20) under the condition a < ((b/c) + 1)−1.
Thus, if c is suﬃciently large the value a may be arbitrarily close to one and all moment
calculations can be extended for arbitrary a < 1 and b > 0. ￿
Remark 3.10. The condition a < 1 is crucial for the above calculations. If P(A = 1) > 0
all moments EXp, p > 0, can still be ﬁnite. For example, assume that q = P(A = 0) =
1−P(A = 1) ∈ (0,1) and B ≡ 1 a.s. Then X has a geometric distribution with parameter
q and the moments are given by EXp = (1 − q)
P∞
n=1 qn−1np, p > 0.
The latter example extends to the case when q = P(A = 0) = 1 − P(A = a) ∈ (0,1) for
some a > 0. Then X =
PN
n=1 an where N is geometric with success probability q and the
moments are given by
EXp = (1 − q)
∞ X
n=1
qn−1
￿ n X
k=1
ak
￿p
.
For a  = 1 this turns into
EXp = (1 − q)
ap
|1 − a|p
∞ X
n=1
qn−1|1 − an|p
which is ﬁnite for qap < 1.
The formula (3.18) can easily be evaluated and converges very fast. We illustrate this
aspect for A with a uniform distribution on (0,a), a < 1. We obtain the following expression:
∞ X
j=1
∞ X
n1=1
   
∞ X
nj=1
p(p − 1)   (p − (n1 +     + nj) + 1)
Qj
d=1 nd!
×
×
an1
(n1 + 1) − an1
an1+n2
(n1 + n2 + 1) − an1+n2    
an1+   +nj
(n1 +     + nj + 1) − an1+   +nj . (3.21)
In Figure 3.2 we approximate the latter expression for p = 0.6 and values a ∈ (0,1) by
replacing all inﬁnite sums in (3.21) by the sums truncated at some integer M ≥ 1. The
value M is indicated on the x-axis. The corresponding absolute change of the approximated
moment from M to M + 1 is tabulated in Table 3.12.
a ∆12 ∆23 ∆34 ∆45 ∆56 ∆67 ∆78
.1 4 × 10−4 1 × 10−5 6 × 10−7 4 × 10−8 2 × 10−9 1 × 10−10 1 × 10−11
.3 5 × 10−3 3 × 10−4 5 × 10−5 8 × 10−6 1 × 10−6 3 × 10−7 6 × 10−8
.5 2 × 10−2 2 × 10−3 3 × 10−4 7 × 10−5 2 × 10−5 6 × 10−6 2 × 10−6
.7 4 × 10−2 4 × 10−3 9 × 10−4 3 × 10−4 9 × 10−5 4 × 10−5 3 × 10−5
Table 3.12. Absolute values of the diﬀerences of the approximated moments for p = 0.6. The
symbol ∆M,M+1 describes the absolute value of the change of the approximation from M to M + 1.FRACTIONAL MOMENTS OF SOLUTIONS TO STOCHASTIC RECURRENCE EQUATIONS 17
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Figure 3.11. Approximation of EX0.6 for B = 1, and A uniform on (0,a), taking into account
only the ﬁrst M (indicated on the x-axis) summands in each of the inﬁnite series in (3.21). The
curves from bottom to top correspond to a = 0.1,0.3,0.5,0.7.
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