Let m, n be positive integers such that gcd(n, m 2 ) = m > 1. In this paper, we introduce a special class of piecewise-affine permutations of the finite set [1, n] := {1, . . . , n} with the property that the reduction (mod m) of m consecutive elements in any of its cycles is, up to a cyclic shift, a fixed permutation of [1, m]. Our main result provides the cycle decomposition of such permutations. We further show that such permutations give rise to permutations of finite fields F q of order q, where q is a prime power. In particular, we explicitly obtain new classes of permutation polynomials of finite fields whose cycle decomposition is explicitly given.
Introduction
Let m, n be positive integers such that gcd(n, m 2 ) = m > 1. For an integer k > 1, set [1, k] = {1, 2, . . . , k}. In this paper, we introduce a special class of piecewise-affine permutations of the set [1, n] . This class of permutations has the property that the reduction modulo m of m consecutive elements in any of its cycles is, up to a cyclic shift, a fixed permutation of [1, m] . In particular, it implies that every cycle of this kind of permutation has length divisible by m. One of our main results, Theorem 2.13, provides the explicit cycle decomposition of such permutations.
For integers a and k > 1, let Ψ k (a) denote the unique positive integer i in the set [1, k] such that a ≡ i (mod k). We apply the case that our piecewise-affine permutation π : [1, n] → [1, n] is defined by two affine rules
The latter is mainly motivated by the further application of our piecewise-affine permutations in the construction of permutation polynomials over finite fields. Namely, let q be a prime power and F q be a finite field with q elements. A polynomial f ∈ F q [x] is called a permutation polynomial if the evaluation map c → f (c) is a permutation of F q . It is well known that F q = F * q ∪ {0}, where F * q is a multiplicative cyclic group of order q − 1. We fix θ q ∈ F q a generator of F * q . It turns out that if f : F q → F q is the function given by f (0) = 0 and f (θ where π is a piecewise-affine permutation of [1, q − 1] defined by two rules, then it is easy to exhibit the polynomial representation of the permutation f as well as its cycle decomposition. It turns out that permutations like the previous one are piecewise defined as monomials, according to cyclotomic cosets. This kind of permutation was previously explored in full generality by Wang [12] . However, there is no study on their cycle decomposition. It is worth mentioning that, for only few families of permutation polynomials, we know the cycle decomposition without needing to describe the whole permutation; for instance, we have monomials [1] , Mobius maps [5] , Dickson polynomials [9] and certain linearized polynomials [10] .
The idea of bringing piecewise permutations to obtain permutation polynomials was earlier used by Fernando & Hou [6] and by Cao, Hu & Zha [4] , who obtained families of permutation polynomials via certain powers of linearized polynomials and using a matrix approach, respectively. Some other algebraiccombinatorial methods to produce large classes of permutation polynomials include linear translators [8] and, most notably, the AGW criterion [2] . See [11, §8] for more details on permutation polynomials over finite fields and [7] for a survey on recent advances. The structure of the paper is given as follows. In Section 2, we introduce our class of piecewise-affine permutations of [1, n] and present some of its basic properties. In particular, we obtain an explicit description on the cycle decomposition of such permutations. In Section 3 we use the permutations defined by two rules like in Eq. (1) in the construction of permutation polynomials over finite fields and discuss further properties of these polynomials.
On piecewise-affine permutations of the set [1, n]
We start fixing some notation. The letters n, m always denote positive integers such that gcd(n, m 2 ) = m > 1. In general, a denotes an m-tuple of integers in a fixed range (usually [1, m] or [1, n] ). Also, a i denotes the i-th coordinate of a. In addition, for a positive integer N , let rad(N ) be denote the product of the distinct prime divisors of N . Definition 2.1. Let C(m) be denote the subset of [1, m] m of the vectors c whose entries comprise a permutation of the set [1, m] .
m and c ∈ C(m) with the property that
for any x ∈ [1, n] with Ψ m (x) = c i , where the indexes are taken modulo m.
In this case, we say that the triple ( a, b, c) is (n, m)-admissible and π is the (n, m)-p.a.p with parameters ( a, b, c). 
The cycle decomposition of π is given as follows:
(1 5 9 10 2 12) (3 4 8 6 7 11).
In the following theorem, we characterize the (n, m)-admissible triples. Proof. We observe that π is an (n, m)-p.a.p with parameters ( a, b, c) if and only if π is of the form given by Eq. (2) and π is one to one. Suppose that
, which is equivalent to a i (x − y) ≡ 0 (mod n). Since gcd(m, n/m) = 1 and x ≡ y (mod m), the latter is equivalent to
which has the unique solution x ≡ y (mod n/m) if and only if gcd (a i , n/m) = 1. In particular, π is one to one if and only if gcd (a i , n/m) = 1 for any i ∈ [1, m] . In this case, each b i is uniquely determined modulo m by
Since the entries of b lie in [1, n] , there exist ( From the previous theorem, we obtain the exact number of (n, m)-p.a.p's. We observe that, in a cycle of length mt of π, c is traversed t times if we consider the reduction modulo m of its elements. Therefore, each i ∈ [1, m] appears exactly t times.
In particular, in order to compute the cycle decomposition of π, Proposition 2.6 entails that it suffices to compute the minimal period of the multiples of m in the set [1, n] . In this context, the following definition is useful.
Definition 2.7.
1. The principal product of π = π( a, b, c) is
with the property that
for any x ∈ [1, n] such that x ≡ 0 (mod m).
Example 2.8. If π is the (12, 3)-p.a.p as in Example 2.3, then π has principal product equals P π = 15 and principal sum equals S π = 9.
The following lemma provides a way of obtaining the mk-th iterates of π at elements x ∈ [1, n] that are divisible by m.
Lemma 2.9. The principal sum S π of π( a, b, c) is well defined and, for any positive integers k, x such that x ∈ [1, n] is divisible by m, we have that
and for P π = 1,
Proof. In fact, the composition of affine functions is also affine. Since π (m) (x) is the reduction by Ψ n of the composition of m affine functions given by Definition 2.2, where each function has an angular coefficient equal to a i (this yields the angular coefficient P π ), π (m) (x) is affine as well. Therefore, the linear coefficient S π is well-defined and, reindexing c by a cyclic shift if needed, S π is given by
For the remainder, we proceed by induction on k. The case k = 1 follows from the definition of principal sum. Suppose that
from where we obtain directly the case P π = 1 and
The previous lemma implies the following result.
Proposition 2.10. Let π be an (n, m)-p.a.p with principal product P π and principal sum S π . For any positive integer x ∈ [1, n] divisible by m with x = mx 0 , the length of the cycle of π containing x is given as follows:
(ii) if P π = 1, this length is given by m · ord κ(x) P π , where
and ord b a denotes the order of a modulo b.
Proof. (i) In this case, the cycle has length mk if and only if k is minimal such that π (mk) (x) = Ψ n (x + k · S π ) = x, i.e., kS π ≡ 0 (mod n). It is clear that the minimal k satisfying the latter equals
Pπ−1 · S π = x, and so we have the following equivalent conditions
Therefore, the smallest possible k > 0 is k = ord κ(x) P π and the length of the cycle containing x is m · ord κ(x) P π .
The next lemma displays all the possible values of
and the number of solutions in each case. By Eq. (4) and (6), we observe that
Lemma 2.11. Let α, β, γ be positive integers such that gcd(α, β) = 1, α|γ and write γ = γ 1 γ 2 , where rad(γ 1 )|α and gcd(γ 2 , α) = 1. Then the following hold:
(i) as y runs over [1, γ/α], gcd(αy + β, γ) varies over all the divisors of γ 2 ;
(ii) for each divisor d of γ 2 , the number of solutions y
, where ϕ denotes the Euler's totient function.
Proof. (i) We have that α divides γ 1 . Since gcd(γ 1 , γ 2 ) = gcd(α, β) = 1, we obtain the following equalities gcd(αy + β, γ) = gcd(αy + β, γ 1 γ 2 ) = gcd(αy + β, γ 2 ).
In particular, gcd(αy + β, γ) divides γ 2 . Fix d a divisor of γ 2 . As follows, we show that there exists y ∈ [1, γ/α] such that
and this implies that gcd(αy+β, γ 2 ) = d. The first congruence is equivalent to y = tγ 1 /α for some t ∈ Z, and the second one is equivalent to Therefore, the number of solutions
Suppose that P π > 1 and let α = Finally, we exhibit the cycle decomposition of an arbitrary (n, m)-p.a.p π with principal product P π = 1 (the case P π ≡ 1 (mod n) follows trivially by item (i)
Since every element of [1, n] belongs to a unique cycle, Proposition 2.10 and Corollary 2.12 yield
We claim that
In fact, by Corollary 2.12, for x = mx 0 the equality
where κ(x) is given by Eq. (4). From the same corollary, the latter has exactly
ord η(d) Pπ , proving the claim. Therefore, we obtain the following inequalities
Example 2.14. Let π be the (12, 3)-p.a.p given in Example 2.3. In the notation of Theorem 2.13, we have that P π = 15, S π = 9, g π = 1 and N 1 = 4, N 2 = 1. From Theorem 2.13, the cycle decomposition of π is given by 4 ord 56 15 × Cyc(3 · ord 56 15) = 2 × Cyc(6), as confirmed by Example 2.3.
The class of p.a.p's defined by two rules
Here we introduce the special class of (n, m)-p.a.p's that can be defined by two affine-like rules, one for the multiples of m and one for the remaining integers in [1, n] . More specifically, we have the following definition. Definition 2.15. An (n, m)-p.a.p π is said to be 2-reducible if there exist integers a 0 , a, b 0 , b ∈ [1, m] such that, for any x ∈ [1, n], we have that
In this case, the quadruple (a 0 , a, b 0 , b) are the 2-reduced parameters of π.
From definition, any (n, m)-p.a.p is 2-reducible if m = 2. Our aim is to provide a complete characterization of the 2-reducible (n, m)-p.a.p's, where m > 2. We start with the following auxiliary lemmas.
Lemma 2.16 (Lifting the Exponent Lemma)
. Let p be a prime and ν p be the p-valuation. The following hold: 
In particular, the principal product of π equals P π = a 0 a m−1 and the principal sum of π equals 
Application: permutation polynomials over finite fields
Throughout this section, we fix q a prime power and let F q denote the finite field with q elements. We consider the set
2 ) = m > 1. We observe that, for each m ∈ C q , we may construct many (q − 1, m)-p.a.p's. It turns out that such p.a.p's extend to permutations of the finite field F q . Let θ q ∈ F q be a primitive element, i.e. a generator of the multiplicative group F * q . If m ∈ C q and π is any (q − 1, m)-p.a.p, we define its θ q -lift as the permutation F π,θq : F q → F q given by
Of course, F π,θq defines a permutation of the finite field F q . We observe that, from construction, such permutation defines a piecewise monomial function on m-cyclotomic cosets of F * q . In other words, if D m denotes the set of perfect m-th powers of F * q , restricted to each coset F * q /D m , F π,θq (x) assumes the form αx β .
Remark 3.1. We emphasize that functions defined by different monomials on cyclotomic cosets of F * q were previously studied in full generality: see Theorem 2 of [12] .Our aim here is to apply our (q − 1, m)-p.a.p's in the construction of permutation polynomials where the explicit polynomial representation (over the whole field F q ) can be easily given.
We observe that if z ∈ F * q then
In particular,
otherwise.
In the following theorem we show that, if π is 2-reducible, we can explicitly give a polynomial expression for F π,θq . Theorem 3.3. Let q be a power prime, θ q ∈ F q be a primitive element and m ∈ C q . If π is the 2-reducible (q − 1, m)-p.a.p with reduced parameters (a 0 , a, b 0 , b) , then the θ q -lift F π,θq of π admits the following polynomial representation
In particular, F π,θq has at most 2m nonzero coefficients.
Proof. Since π is a 2-reducible (q−1, m)-p.a.p with reduced parameters (a 0 , a, b 0 , b), we have that the function given by F π,θq (0) = 0 and
represents a permutation of F q . The polynomial representation (over F q ) of such permutation is given by
from where the theorem follows.
On the cycle decomposition
We observe that the cycle decomposition of the permutation polynomials given in Theorem 3.3 can be explicitly computed. In fact, for a given 2-reducible (q − 1, m)-p.a.p π with reduced parameters (a 0 , a, b 0 , b), we can readily obtain its principal sum and product. In particular, the cycle decomposition of π is explicitly obtained from Theorem 2.13. Moreover, for a fixed primitive element θ q ∈ F q , the cycle decomposition of the θ q -lift permutation F π,θq is obtained by the one of π, adding a loop corresponding to the fixed point 0 ∈ F q . Example 3.4. Let q = 25 and let π be the 2-reduced (24, 3)-p.a.p with reduced parameters (5, 7, 2, 8) so that
Its principal product equals P π = 245 and its principal sum equals S π = 18. In the notation of Theorem 2.13, we have that g π = 2 and N 1 = 8, N 2 = 1. From Theorem 2.13, the cycle decomposition of π is given by
Let F 25 = F 5 (α), where α 2 −α+2 = 0 so α is a primitive element. In particular, the α-lift of π yields the permutation polynomial
over F 25 , whose cycle decomposition is (12)).
Involutions
Involutions are frequently used in cryptographic applications. More specifically, they are used as S-boxes, a basic component in key-algorithms used to cover the relation between the key and the encrypted message. We observe that if P is an involution over F q , then any element a ∈ F q either belongs to a cycle of length two or is a fixed point, i.e., P (a) = a. There are some cryptographic attacks that explore the number of fixed points of a permutation and according to [3] , for secure implementations, involutions should have few fixed points. In the following proposition, we determine all the possible involutions arising from the class of permutations given in Theorem 3.3. In particular, we see that they have only one fixed point. Proposition 3.5. Let q be a power prime, θ q ∈ F q be a primitive element and m ∈ C q . If π is 2-reducible (q − 1, m)-p.a.p with reduced parameters (a 0 , a, b 0 , b), then the θ q -lift F π,θq of π is an involution if and only if the following hold:
In this case, the cycle decomposition of F π,θq over F q is given by
and so it has only one fixed point. Moreover, in this case, F π,θq has the following polynomial representation
Proof. We observe that F π,θq is an involution if and only if any of its cycles has length one or two. From definition, the latter holds if and only if π is an involution itself. 2 ). The result concerning the polynomial expression and the cycle decomposition of F π,θq follows directly from Theorem 3.3 and the previous observations. Example 3.6. Let q = 27 and let π be the 2-reduced (26, 2)-p.a.p with reduced parameters (5, 8, 3 , 2) so that
Let F 27 = F 3 (α) where α 3 −α+1 = 0, so α is a primitive element. In particular, the α-lift of π yields the involution
over F 27 , whose cycle decomposition is Cyc(1) ⊕ (13 × Cyc(2)) .
More explicit results
We observe that Theorem 3.3 provides classes of permutation polynomials over F q , that depend on a primitive element θ q ∈ F q . If q is large, it can be hard to find such θ q . Here we consider special cases where such permutation polynomials can be obtained without going through a primitive element of F q . Instead, we only need certain primitive roots of unity in the base field F p of F q . This is done in the following proposition. m . Therefore, as θ q runs over the primitive elements of F q , θ q−1 m q runs over the primitive m-th roots of unity in F p . In particular, the fact that F a0,a,b (x) permutes F q follows from Theorem 3.3. Let π be the (q − 1, m)-p.a.p with reduced parameters (a 0 , a, B, B) where B is as before. Therefore, π has principal product P π = a 0 a m−1 and principal sum S π = q − 1. In particular, Eq. (10) follows from Theorem 2.13.
Some cases of the previous proposition readily yield explicit results. 
