Abstract. The density of real-valued L evy processes is studied in small time under the assumption that the process has many small jumps. We prove that the real line can be divided into three subsets on which the density is smaller and smaller: the set of points that the process can reach with a nite number of jumps ( -accessible points) the set of points that the process can reach with an in nite number of jumps (asymptotically -accessible points) and the set of points that the process cannot reach b y jumping ( -inaccessible points).
Introduction
The problem of the absolute continuity of in nitely divisible laws has been studied for a long time in the literature, especially in dimension 1, see Tucker (1965) (in larger dimension, more geometry is involved, see Yamazato (1994) for an example). Variables corresponding to these laws can be viewed as the values at a xed time of L evy processes X t (processes with independent and stationary increments such that X 0 = 0), or as linear functionals of Poisson random measures. The problem of the absolute continuity and of the smoothness of the density can also be extended to some non linear functionals of Poisson measures, especially to Markov processes X t with jumps (see for instance Bismut (1983) , Bichteler et al. (1987) , Picard (1996) ). In order to study these processes, one has to consider the measure (y dx) = P X t+dt 2 (y + dx) X t = y dt which describes how the process can jump from y to y + x in the case of L evy processes, (y dx) = (dx) does not depend on y and is called the L evy measure of the process. The su cient conditions which are known for the existence of a smooth density i n volve t wo t ypes of conditions, namely the mass of near 0 (the process must have m a n y small jumps) and the smoothness of . Actually, one type of condition can be weakened if the other one is strengthened for instance, a L evy process has an absolutely continuous law if its L evy measure is absolutely continuous and if it has in nitely many jumps (Tucker (1962) ), but if the L evy measure is singular, one has to impose a stronger condition on the number of small jumps moreover a critical behaviour is possible, where the law is singular for small times and absolutely continuous for large times (Tucker (1965) ). If now we assume that the law o f X t is absolutely continuous for any t, a natural URL address of the journal: http://www.emath.fr/ps/ question is to study the behaviour of the density p(t x) a s t ! 0. This has been considered in L eandre (1987) , Ishikawa (1993 and in the case of absolutely continuous L evy measures, and for a class of points x which the process can reach w i t h a n i t e n umber of jumps (these points will be called -accessible in this paper). Our aim here is to consider the case of processes with possibly singular L evy measures and with a large enough number of jumps, so that a C 1 density p(t x) exists for any t h o wever, in order to avoid many t e c hnicalities, we consider neither the general case of Markov processes (which requires the use of Malliavin's calculus), nor the multidimensional case (which i n volves more geometry) we limit ourselves to real-valued L evy processes and study the logarithmic behaviour of p(t x) as t ! 0 it appears that this simple case already involves some interesting geometrical properties.
We n o w state our results without making precise all the conditions. We need two main assumptions on the L evy process X t . Loosely speaking, (a) the rst assumption says that X has approximately the same number of small jumps than stable processes with some index 0 < 2 the case = 2 means that X contains a non trivial Brownian part, and if < 2, the precise statement of the assumption says that the tail at 0 of the L evy measure of X satis es an approximate scaling property (b) the second assumption requires that the process goes su ciently up and down this assumption is always satis ed if > 1, and otherwise, it says that the L evy measure has enough mass on both R ? + and R ? ; .
Under these two assumptions, it appears that the points x 2 R can be divided into three classes for which the behaviour of p(t x) a s t ! 0 is quite di erent.
(i) The rst class is the set A of -accessible points x that the process can reach with a nite number of jumps (in particular x = 0 that the process can reach without any jump) more precisely, A is the set of points of the form P n 1 x i where x i is in the support of the L evy measure for these points (and under additional regularity conditions), log p(t x) = ; ( x) l o g t + o(log(1=t)) where the rate function ;(x) depends on the jumps x i which d r i v e the process from 0 to x in particular, ;(0) = ;1= . Notice that this set A may be countable. A large deviation principle is easily proved for the law o f X t , but the rate function M(x), which is the minimal number of jumps which are necessary to reach x, is di erent f r o m ; ( x) in the singular case.
(ii) The second class is the set A n A of asymptotically -accessible points that the process can reach with an in nite number of jumps for these points, log(1=t) log(1=p(t x)) C(log t) 2 : Actually, w e will describe an example for which log p(t x) ; (x)(log t) 2 for some points x and a function (x) depending on the sequences of jumps driving the process from 0 to x. (iii) Finally the third class is the set Rn A of -inaccessible points that the process cannot reach with only jumps (this does not mean that these points are inaccessible for the process) under our two assumptions (a) and (b) , this set can be non empty o n l y i f = 2 ( X has a non trivial Brownian part), or if 1 < < 2 and all the jumps of X have the same sign, for instance positive (the process is said to be completely asymmetric, or spectrally positive) in this case R n A is R ? ; and log(1=p(t x)) is of order t ;1=( ;1) .
We also consider the case of non-decreasing L evy processes (or subordinators). In this case, the second assumption (b) is not satis ed however, similar properties can also be proved the main di erence concerns the behaviour at -accessible points (notice for instance that p(t 0) = 0 under the rst assumption (a)).
Let us now set the notations which are used throughout this paper. We also introduce a nite measure on R which is deduced from and by
Then Q is characterized by the parameters ( ), or equivalently by ( ) which are called its -parameter and -measure. It follows easily from (1.1) that the sum of two independent in nitely divisible variables with parameters ( 1 1 ) and ( 2 2 ) is in nitely divisible with parameters ( 1 + 2 1 + 2 ) thus, if we decompose the measure into 1 + 2 , w e deduce a decomposition of the variable X into the sum of two independent variables. It is also an easy consequence of (1.1) that if the restriction of to ;1 1] c has a rst moment or a second moment, then a variable X with law Q satis es the same property and
(1:3)
Now consider a L evy process X t the law o f e a c h v ariable X t is in nitely divisible, and the parameters , , , of the process (X t ) are de ned to be the corresponding parameters of the variable X 1 then the parameters of the variable X t are given by t and t t h us the characteristic function t of X t is deduced from the L evy-Khintchine formula (1.1), and a decomposition of also leads to a decomposition of X t into the sum of independent L evy processes. In the particular case where = 0 and where the -parameter is de ned as
(1:6)
In this case, the law o f X can be characterized by ( ). In particular, = 0 means that X t is a pure jump process similarly, w e w i l l s a y that an in nitely divisible law satisfying (1.4) and = 0 is of pure jump type if its -parameter de ned by (1.6) is 0. If 0 a n d is supported by R ? + , then X t is non decreasing (it is a subordinator).
The paper is organized as follows. In x2, we p r o ve some preliminary results concerning in nitely divisible variables. In x3, assuming that the tail of at 0 satis es an approximate scaling property, w e estimate sup x p(t x). In x4, we study p(t 0) and in the three subsequent sections, we study p(t x) when x is -accessible (x5), asymptotically -accessible (x6), or -inaccessible (x7) in x5, we also give the large deviation principle. The various constant numbers will be denoted by c or C and may v ary from an equation to the other.
Preliminary results
Lemma 2.1. Let Q i be a family of in nitely divisible laws with parameters i and i . S u p p ose that the total mass i (R) is bounded, and that each Q i has a continuous density p i . Then there exists a family x i such that x i ; i is bounded a n d p i (x i ) is bounded b elow by a positive number. In particular, sup x p i (x) is bounded b elow. Proof. Let X i b e a v ariable with law Q i , and write X i = i + Y i + Z i where Y i and Z i are independent in nitely divisible variables with -parameter 0, and the -measures of which are respectively the restriction of i to ;1 1] and its complement notice that Z i has -parameter 0 (see (1.6)). Then On the other hand, (2:1) for any 0 " 1 and for some c > 0 and 0 < 2. Then Q i has a s m o oth density p i , a n d p i (x), as well as all the derivatives p (k) i (x), a r e bounded uniformly in (i x).
Remark 2.4. The proof relies on integrability properties of the characteristic function, and is classical, see x4f of Bismut (1983) for related results actually, it can be extended to some Markov processes with jumps, see Picard (1996 The following lemma is a simple result concerning the closed support of in nitely divisible laws. In particular, it does not say a n ything about much more complicated problems (such as the Hausdor dimension of the law, see Rubin (1967) ) which h a ve been studied in previous literature it is however su cient for our purpose, since our laws will be easily proved to have a smooth density from previous lemma.
Lemma 2.5. Consider an in nitely divisible law Q without Gaussian part ( = 0 ) a n d t h e L evy measure of which satis es ( ;" "]) > 0 for any " > 0. Since the support of is bounded, the function in the integral is dominated by x 2^1 , so the term in the exponential is dominated by j j + (R). The expectation of exp ;X is dealt with similarly. Proof. Put " = v ar X and r = r(") = " 1=(2(n+1)) one can suppose " 1. Consider X as the value X 1 of a L evy process X t at time 1, and decompose it into X t = X 1 t + X 2 t where
Let us consider the event fjX 1 1 j (n ; 1=2) g the process X 1 t is a pure jump process, and its jumps are at most (in absolute value), so on this event, there is at least n jumps moreover, one more jump is needed if one of the jumps is less than =2. Thus, in order for jX 1 1 j to be greater than (n ; 1=2) , there must be at least n jumps satisfying =2 j Xj , o r at least n + 1 jumps satisfying r j Xj . These two n umbers of jumps for any k. W e conclude by adding (2.5) and (2.6).
t u 3. Estimation of the supremum of the density We h a ve s e e n i n x2 that the supremum of the density of an in nitely divisible variable can be estimated from the behaviour of its -measure. We n o w translate these results in the case of a L evy process in small time.
Theorem 3.1. Let X t be a L evy process with parameters ( ). and both conditions (a) and (b) hold. These conditions can actually be viewed as an approximate scaling property on the tail of at 0. jxjd (x) = 1 and X t has in nite variation. We n o w w ant to nd a condition ensuring that p(t 0) also satis es a lower bound similar to (3.3), so that it has the order of magnitude of sup x p(t x).
Consider rst the symmetric case = 0 a n d symmetric in this case, the function x 7 ! p(t x) has its maximum at x = 0 (because the characteristic function is positive), and therefore the behaviour of p(t 0) follows from Theorem 3.1. Let us now consider the general non-symmetric case.
Lemma 4.1. Let Q i be a family of in nitely divisible laws with parameters ( i i ), and let 0 < 2. S u p p ose that i and i (R) are uniformly bounded and that one of the two following conditions is satis ed (a) 1 and i satis es the lower bound condition (2.1) (b) < 1 and both restrictions of i to R + and R ; satisfy (2.1). where X denotes the set of laws of X 1 i . The measures 1 i are relatively compact for the topology of convergence on bounded functions (they are bounded and supported by ;1 1]), and for any c o n verging subsequence, the corresponding X 1 i also converges in law (this is an easy application of the L evy-Khintchine formula (1.1)) thus X is relatively compact. Since the map (x X) 7 ! P jX;xj < c ] i s l o wer semicontinuous, it is su cient to prove that P jX ; xj < c ] > 0 for any x, c and any X in the closure X of X . This means that one has to prove that the closed support of any X 2 X is R the -measure 0 of X satis es an estimate of type 0 ( ;" "]) c" 2; because these estimates hold uniformly for 1 i i f = 2 , X has a non trivial Gaussian part, so the result is immediate if 1 < 2 and if 0 is the L evy measure of X, the function jxĵ 1 i s n o t 0 -integrable from (3.7), so the result follows from Lemma 2.5 in the case < 1, both 0 ( ;" 0 ) and 0 (]0 " ]) satisfy the above estimate, so one can also apply Lemma 2.5. + satisfy (4.1), and theparameter is 0 (so that X t is a pure jump process) (d) < 1, is supported b y R ? + and the -parameter is 0 (so that X t is a pure jump non decreasing process). Then, in cases (abc), for any positive , one has jxj t 1= =) c t ;1= p(t x) C t ;1= for t small enough, so in particular p(t 0) is of order t ;1= . I n c ase (d), for any positive 1 and 2 and for small t, Proof. In this theorem, the upper bound has already been derived in Theorem 3.1, and for the lower bound, it is su cient t o v erify that the assumptions of Lemmas 4.1 or 4.2 are satis ed for the family of variables Y t = X t =t 1= . S o d e n o t e b y ( t t ) the coe cients of Y t . W e h a ve already checked in (3.6) that t (R) is bounded and from (3.4), it is easy to see that t ( ;" "]) satis es the lower and upper bound conditions (on both sides in case (c)). Moreover, in case (d), t h e -parameter is 0. Thus we only have to prove that t is bounded in cases (a), (b) and (c) (so that X t is a martingale), then X t satis es the scaling property ; X t t 0 ; 1= X t t 0 for any > 0, so that X t is a completely asymmetric stable process (a stable subordinator in the non decreasing case). The case = 1 has not been studied in the theorem, and no scaling property is possible by l o o k i n g more precisely at the proof, it appears that the density can be bounded below a t x = x(t) = ;t
This is the only value of for which the slipping of the process is larger than the dispersion of the law f o r a n y v alue of . can follow from (3.8) instead of (4.1). This is of course true in the symmetric case. In other cases however, p(t 0) may h a ve a m uch more irregular behaviour suppose for instance that = = 0 and that is supported by a sequence (u n ) n2IN such that u n+1 = u n ; log(1=u n ) (fu n g) = u ; n ESAIM: P&S, November 1997, Vol.1, pp. 357{389 for some 0 < u 0 < e ;1 , 1 < < 2 and > 2=(2 ; ). Then n t n u n ( u n 1 ) = u n =2
and the jump part is either 0, either at least u n , s o jY 1 n j u n =3 almost surely for n large enough. From (4.5) applied with " = 1 =12, we deduce that P jX t n j u n =4 = o(t The reason for this behaviour is that the limit of renormalized X t n is a Poisson variable and is therefore not absolutely continuous.
Estimation at -accessible points
We n o w w ant to estimate p(t x) at xed points x 6 = 0. Before considering the density itself, we g i v e a large deviation principle for the law o f X t this principle involves the rate function M(x) = inf n x 2 supp (n) which is the minimal number of jumps which is necessary to reach x (the measure (n) is the convolution of with itself n times) for instance, in the dyadic example (4.2), M(x) is the number of 1's in the dyadic expansion of x if x is a non negative d y adic number, and is +1 otherwise. Let M(B) = inf B M be the minimal number of jumps necessary to reach B.
Proposition 5.1. Suppose that the support of is bounded, so that the level sets fM(x) ng are c ompact. Let B be a B o r el set there exists a C > 0 such that ;M(B ) log(1=t) ; C log P X t 2 B] ; M(B) log(1=t) + C for t small. Remark 5.2. This is a large deviation principle for X t as t # 0 one can look at other asymptotics for instance, if exponential moments exist, the behaviour of X n =n as n " 1 is given by the classical Cram er theorem, and this has been extended to more general Markov processes in Chapter 5 of Freidlin and Wentzell (1984 We estimate the probability o f fX t 2 Bg by adding (5.2) and (5.4).
t u
We n o w s t u d y p(t x) at -accessible points (points satisfying M(x) < 1).
Due to the singularity of the asymptotic behaviour, the rate function for log p(t x) will not always be M. We suppose that the process does not slip (assumptions of Theorem 4.3, cases (abc)) and explain at the end of the section how the results can be extended to the case of a non-decreasing process. Notice that some results have been obtained previously for more general multidimensional Markov processes when is smooth and M(x) = 1 (one jump is su cient t o r e a c h x), a precise equivalent f o r p(t x) i s g i v en in L eandre (1987) when is obtained by truncating the L evy measure of a stable process and M(x) i s s o m e i n teger, a lower bound is given in Ishikawa (1993) , and a precise equivalent is obtained in Ishikawa (1994) for < 1.
The main result of this section is Theorem 5.6 below, but we r s t g i v e two lemmas. Proof. The lower bound is easily deduced from Lemma 5.3, so let us prove the upper bound. Fix x c hoose 0 > and a sequence 0 n < n (x). For some 0 < r < 1 (it will be chosen later), consider the decomposition of X t into X 1 t + X 2 t + X 3 t where X 1 t and X 2 t are respectively the sum of jumps in log p(t x) log(1=t) ; inf n (n + 0 n = 0 ) + 1 = : Since this holds for any 0 > and any sequence 0 n < n (x), we c a n conclude. and (n) has a density which is locally bounded below and above o n fM (x) ng n f 0g. T h us n (x) = n (x) = 1 i f n M(x), x 6 = 0 , s o ; ( x) = ;(x) = M(x). On the other hand, if = X n x n (5:10) where x n is bounded below b y s o m e r e a l n umber and has no limit point i n R ? (as in the dyadic example (4.2)), then n (x) = n (x) = 0 i f M(x) = n because (n) h a s a m a s s a t x t h us ;(x) = ;(x) = M(x) ; 1= .
Remark 5.9. Solving the minimization problems (5.5) and (5.6) explains how the process goes from 0 to x, and in those two examples, it uses the path containing the minimal number of jumps. In more general cases however, this is not so simple, and, even if x is in the support of , the process may nd better to reach x with two jumps for instance if (dx) = 1 (dx) + dx=jxj 1+ then the functions n and n again coincide, but 1 (2) = 1, 2 (2) = 0, so ;(2) = min(1 2 ; 1= ) if > 1 the process goes directly from 0 to 2, but if < 1, it makes two jumps. Similarly, f o r x = 3 , i t m a k es three jumps if < 1=2, and one jump if > 1=2.
In the end of this section, we explain without detailed proof how Theorem 5.6 can be extended to the non-decreasing case (case (d) 
of Theorem 4.3).
The process slips on the right, so in order to be at point x at time t, i t m ust jump to a point strictly on the left of x t h us in order to obtain the lower bound of Lemma 5.3, one has to assume that (n) ; x ; " x ; "] c " as " ! 0, for some 0 < < 1, some > 0 and some integer n. The proof is then similar, by noticing that the lower bound on p 2 holds in this case on t 1= t 1= ]. The fact that one needs a stronger assumption is not surprising, since the upper bound of Theorem 5.6 can be made smaller in this case in the proof, one has to choose the decomposition of X t with X 1 t , X 2 t and X 3 t non decreasing, and it appears that one needs an upper bound on (n) ( y ; " y]) instead of (n) ( y ; " y + "]). Thus, if one de nes in the absolutely continuous case (5.9), whereas ; ? and ; ? are +1 everywhere in the discrete case (5.10) (there is no accumulation of the mass of X t at any xed point x).
6. Estimation at asymptotically -accessible points If ;(x) = 1 (or ;
? (x) = 1 in the non-decreasing case) then log(1=p(t x)) log(1=t). The aim of this section is to make a more precise study when x is in the closure of S n supp (n) for instance, in the dyadic example (4.2) this concerns positive non-dyadic numbers (non-slipping case), or all positive numbers (non-decreasing case). Since the proofs are similar, we consider mainly the non-slipping case, and give as remarks the extension to the nondecreasing case. We rst derive the following general lower bound. Remark 6.2. In the non-decreasing case, one has to consider the in mum on R 1 R 2 ] for positive R 1 and R 2 . Remark 6.3. We h a ve assumed that < 2, so that X t has no Brownian part in this case indeed, the condition (4.1) imposes a constraint on the tail of near 0 (see (6.1) below). If = 2, the result of the proposition can be extended if one assumes that this constraint is satis ed otherwise, the set of asymptotically -accessible points may be more complicated, and other orders of magnitude for log p(t x) are possible. Proof. From (4.1) and since (R ? + ) > 0, we deduce that if we x small enough, we h a ve J 0 =] 1= ] then (J n ) is bounded below. For any i n tegers K and n, there exists an interval I(K n) J n of length jJ n j=(2K) and with measure (I(K n)) (J n )=(2K). If we let K be the integer value of t ;1= , w e deduce the existence of intervals I n = I n (t) J n satisfying jI n j C t Let x n = x n (t) b e a p o i n t o f I n then jx n j is a decreasing sequence such that jx n+1 =x n j 4 , a n d x 0 is positive. On the other hand, for any x 2 0 R ], there exists a sequence of non-negative i n tegers k n = k n (t x) such that x ; N X n=0 k n x n j x N j 2N;1 :
More precisely, the sequence k n can be constructed by induction as follows if k 0 : : : k n;1 have b e e n c hosen, the integer k n is chosen so that P j n k j x j is the best approximation of x lower than x if x n+1 > 0, greater than x if x n+1 < 0. Then (6:4) Let us now return to our L evy process. We are going to use the decomposition X t = X 1 t + X 2 t where X 1
On the other hand, from Lemma 5. In some cases, one can make more precise the method of Proposition 6.1 in order to obtain an equivalent of log p(t x) this is possible when the lower and upper bounds of the following proposition become similar as 0 # w e will apply this result to the dyadic example (4.2). Proposition 6.4. Suppose that satis es the assumptions of Theorem 4.3, cases (abc) with < 2, and that it is supported b y a c ountable set fx n n 2 INg such that jx n+1 j j x n j denote by n the mass (fx n g). k n x n t 1= 0 (6:7)
for the upper bound.
Remark 6.5. One deduces from (4.1) that for some c 0 > 0, the measure must give positive mass to all the sets fc 0 " j xj "g for " small enough thus these sets must contain at least one point x n , so that N(t) is bounded below b y some c log(1=t). The assumption of the proposition therefore says that N(t) is exactly of order log(1=t). Remark 6.6. If X t is non-decreasing, these bilateral constraints have t o b e replaced by unilateral ones of type 1 t 1= x ; X k n x n 2 t 1= 0 x ; X k n x n t 1= 0 :
Remark 6.7. The proposition can be extended to unbounded positive sequences fx n n2 Zg with lim ;1 x n = + 1, because jumps greater than ESAIM: P&S, November 1997, Vol.1, pp. 357{389
x can be neglected in the following analysis. However, other cases (if for instance both +1 and ;1 are limit points of x n ) m a y be more delicate. Proof. Consider the decomposition X t = X 1
where K n is the number of jumps at x n before time t notice that the conditions on X 1 t in (6.8) can be translated by s a ying that the sequence K n should satisfy (6.6) or (6.7). Moreover, K n is a Poisson variable with mean t n and the sum of these means for n N is bounded in particular, the expectation of exp K n is bounded, so is very small thus we can add the conditions K n < N 3 in the probabilities of both sides of (6.8). We deduce that log p(t x) is bounded below and above by expressions of type log P 9(k n ) 2 K8n N K n = k n + O(log (1=t)) where K is the set of sequences (k n ) satisfying (6.6) for the lower bound, (6.7) for the upper bound, and the additional constraint k n < N 3 . On the other hand, log P 8n N K n = k n = ; N X n=0 k n log ; 1=(t n ) + log(k n !) + t n = ; N X n=0 k n log ; 1=(t n ) + log(k n !) + O(1) so log P 9(k n ) 2 K8n N K n = k n = ; min K N X n=0 k n log ; 1=(t n ) + log(k n !) + O(log jKj):
The cardinal of K is at most the number of sequences k n satisfying k n < N 3 , so log jKj has the correct order log(1=t) log log(1=t) of (6.5). We deduce that the proposition holds with the additional constraint k n < N 3 in the optimization problem (6.5), and we n o w h a ve t o v erify that we can omit it. This does not cause any problem for the upper bound (because the bound after omitting the constraint is larger). For the lower bound, let us suppose that a minimizing sequence does not satisfy k n < N 3 , so that k j N 3 for some j N s i n c e t n is bounded, one has k n log ; 1=(t n ) + log(k n !) log(k n !) ; C k n ; C 0 and k j log ; 1=(
Thus the value of the cost functional is at least of order (log(1=t)) 3 , so the lower bound stated in the proposition is in this case smaller than the bound of Proposition 6.1. amongst sequences (k n ) such that P k n 2 ;n is some xed dyadic number of order N, it appears that one has to choose for k n the dyadic coe cients of the number (verify that a jump at 2 ;n is cheaper than two jumps at 2 ;n;1 ).
Moreover, P log(k n !) is in this case 0 and is therefore also minimal, so the optimization problem of Proposition 6.4 is solved by c hoosing the best (in the sense of the cost functional (6.9)) dyadic number satisfying the constraint (6.6) or (6.7), and log p(t x) is bounded below and above b y expressions of type ; X n N k n log(1=t) ; n log 2 + O(log(1=t) log log(1=t)) where k n are the dyadic coe cients of this best dyadic number. One can notice that for the lower bound, one has to choose large enough in order to have at least one sequence k n satisfying the constraint (6.6). Notice also ESAIM: P&S, November 1997, Vol.1, pp. 357{389 that the best coe cients (k n n N) depend on t (since the constraints involve t) however, in many cases, only the last values will depend on t and most values of k n will actually coincide with d n ( This holds if x is a rational non-dyadic number (in this case d n is periodic after some rank) this also holds for almost any x relatively to the Lebesgue measure (in this case = 1 =2). Moreover, if x is a dyadic number and if X t is non-decreasing (apply x5 in the non slipping case), one has to reach x from below, and one can check that (6.10) holds with = 1 (loosely speaking, x has two expansions, and one has to consider the one where all terms are 1 after some rank).
7. Estimation at -inaccessible points We n o w consider points which cannot be reached by jumping this means that they are not in
We c heck that the density i s m uch smaller in this case. We rst consider the case where X t contains a non trivial Brownian part. Notice that the theorem gives simultaneously the asymptotic behaviours for t ! 0 a n d x ! ; 1 this is due to the fact that these behaviours depend only on the tail of at 0, and that we h a ve assumed an approximate scaling property on this tail. One can also prove a large deviation principle for the law o f X t restricted to R ; , and this principle involves the same rate function this comes from the regularity of if one compares with -accessible points, the situation was di erent because the rate functions were singular in the case of a singular L evy measure. Notice also that is the rate function of the classical Cram er theorem which deals with the asymptotic behaviour of X n =n actually, in the case of a stable process, the behaviours of X t and X n =n can be deduced from each other (see the discussion at the end of the section). The basic tool of the proof will be a change of probability. W e rst prove some lemmas. for y > H (0), so 0 = H ;1 and the order of (y) can be deduced from the order of H ;1 (y) b y a n i n tegration. Then L t is a martingale, and if e P is the probability measure with density L t with respect to P on (X s s t), then X t is under e P a L evy process with parameters e = ; ( ) de (y) = e ; y d (y) where the function was de ned in (7.6).
Proof. The process log L t is a L evy process, and if s t, it follows from the value of the Laplace transform of X t ; X s that the mean of L t =L s is 1. Thus L t is a martingale, and it is also easy to verify that X t is under e P a L evy process. We h a ve to compute its parameters for any real w, from (1.2) and (7. We n o w i d e n tify the parameters with the L evy-Khintchine formula (1.1). t u Lemma 7.5. Consider the variable L t de ned by (7.8) with = (t x) = H ;1 (;x=t). We denote by e P t x the probability on (X s s t) admitting where we h a ve used the estimation (7.9) on and the lower bound on the tail of at 0. When " (jxj =t) ;1=(2 ;2) , the rst term is bounded below b y some c " 2; , and otherwise, the second term is bounded below b y a positive constant n umber. We deduce that Y t x satis es the assumptions of lemmas 2.3 and 4.1, so that the density o f Y t at 0 is bounded below and above b y positive constant n umbers. for almost any z. Since both sides are continuous in z, w e can take the value at z = x and from Lemma 7.5 we obtain log p(t x) = ;t (;x=t) + l o g e p(t x) = ;t (;x=t) + O(log(jxj=t)):
The estimation (7.3) is then deduced from Lemma 7.3. Write this result at time t = n 1; for n a large integer from the scaling property, this gives the law o f X n =n, and the right-hand side of (7.10) is ;n (;x) we recognize the rate function of the classical Cram er theorem.
If now has a bounded support, the behaviour of X n =n cannot be deduced from Theorem 7.2, but one can apply the Cram er theorem and get a large deviation principle with rate function on both R ?
+ and R ? ; this can be extended to more general Markov processes (see Chapter 5 of Freidlin and Wentzell (1984) for the large deviation principle, and Ishikawa (1995) for an estimation of the density).
