Correcting the effect of multiple testing is important in statistical parametric mapping. If the threshold is too liberal, then spurious claims may flood in; if it is too conservative, then true hints may be overlooked. It is highly desirable to combine random field theory and the false discovery rate (FDR) to achieve more powerful detection under gauged topological errors. However, the current FDR method based on peak height does not fully meet this expectation, and sometimes is more conservative than the traditional family-wise error rate method, for unexplained reasons. In this paper, we introduce a new topological FDR method based on signal height. As analyzed in theory and validated with extensive experiments, it controls error rates much more accurately than the peak FDR method does, and substantially gains detection power. In addition, we discover reasons behind the peak FDR method's under-performance, and formulate equations to predict the two methods' behavior.
Introduction
Statistical parametric mapping is widely used to locate functional activation or genetic influence in the brain. To tell true signals from random noises, a crucial step is to set a threshold on a map. An experiment with a dead salmon (Bennett et al., 2009 ) has demonstrated the importance of careful error control. With an arbitrary threshold, correlation can be "detected" between brain activities of the dead fish and human photos shown in front it. This kind of spurious results essentially come from multiple testing. When statistical tests are conducted on numerous points in a volume or on a surface, the chance of making wrong decisions becomes much higher than a single test.
A good threshold should control a certain error rate. Two widely used criteria are (1) the family wise error rate (FWER) (Hochberg and Tamhane, 1987) which is the probability for any false positive to occur, and (2) the false discovery rate (FDR) (Benjamini and Hochberg, 1995; Storey, 2002) which is the expected portion of false positives among reported ones. Rather than prohibiting even a single error, the FDR provides a trade-off between errors and discoveries. Since its debut in 1995 (Benjamini and Hochberg, 1995) , the FDR has been actively adopted.
When a user specifies a target error rate, he/she expects to accurately achieve it. Overly stringent control might miss true hints and reduce detection power. On the other hand, overly liberal control might let spurious claims flood in and later mislead the research community to spend resources on hypotheses which did not hold in the first place.
It is a challenging task to accurately control errors in statistical parametric mapping. First, the test domain is a continuous manifold composed of an infinite and uncountable number of points, even though in practice we usually discretize it as a regular grid or a triangular mesh. Second, geometric and topological properties, such as spatial transformation and connected components, should be considered. Moreover, spatial dependence among signals further complicates the problem.
Random field theory (RFT) is an elegant tool to tackle the aforementioned challenges. With RFT, we can study probabilistic distributions of topological features after segmentation at a threshold, for instance, Euler characteristics or the number of clusters. It takes adjacency between points into account, instead of treating them as unrelated ones. It measures spatial correlation with signals' intrinsic volumes, invariant under spatial transformation. These features meet researchers' need, so RFT has become the statistical core of popular software packages such as Statistical Parametric Mapping (SPM) (www.fil.ion.ucl.ac.uk/spm). After RFT's successful application to the topological FWER, attempts have been made for the topological FDR. By their definitions, the latter is more powerful than the former. In addition, topological methods have the advantage of counting errors by clusters, in contrast to voxel-wise methods (Genovese et al., 2002) which count by voxels. Thus, it is highly desirable to combine RFT and the FDR criterion. The topological FDR was introduced in Chumbley and Friston (2009) and Chumbley et al. (2010) , and implemented in SPM since version 8. The procedure is straightforward. First, clusters are derived with a pre-screening threshold. Then, uncorrected p-values are calculated with RFT for each peak or cluster according to its peak height or cluster size. Finally, the uncorrected p-values are adjusted with an FDR procedure. FDR procedures designed for p-values usually require the number of hypotheses to be a fixed number, but the number of pre-selected peaks or clusters is random. To reconcile with this problem, the number of peaks or clusters has been assumed to be independent of their uncorrected p-values (Chumbley and Friston , 2009; Chumbley et al., 2010) . For one-dimensional manifolds, the expected number of peaks can be employed as the fixed number of hypotheses (Siegmund et al., 2011; Schwartzman et al., 2011) without the help of the independence assumption. This idea has been extended to manifolds of higher dimensionality (Cheng and Schwartzman, 2014) , practically restricted to stationary fields. The cortical surface is highly folded, so random fields on it are nonstationary. Methods not based on RFT have also been developed, but most of them are neither truly topological nor have the advantages offered by RFT. For a review of them, please refer to Li et al. (2016) .
However, the peak-based topological FDR in its original paper (Chumbley et al., 2010) did not significantly increase detection power over the FWER, and sometimes was even more conservative. (In this paper, detection power refers to sensitivity -namely the probability of detecting a true effect.) This phenomenon is unexpected and unexplained. As proved in theory and validated in many real-world applications, the FDR should gain substantially in power.
In this paper, we focus on the height-based topological FDR. (We do not involve the size-based FDR, because cluster size and signal height are distinct features, and their inferences are categorically different.) We investigate why the peak FDR method in SPM is conservative, and introduce a novel method to accurately control error rates. Instead of forwarding uncorrected peak p-values from RFT to an FDR procedure, we directly calculate the FDR from RFT by its definition. We make the following contributions:
Explain the causes behind the power loss of the peak FDR method (Chumbley et al., 2010) . Provide an equation to predict its actual performance, and validate our prediction with experiments. Propose a novel height-based FDR method. Demonstrate its significant improvement in accuracy and detection power.
To the best of our knowledge, this is also the first investigation on SPM's peak FDR method directly using its achieved FDR values.
Method
In this section, we explain the novel height FDR method, and theoretically analyze its performance, in comparison with the peak FDR method. To make the paper self-contained, we briefly introduce random field theory in Section 2.1. Readers familiar with it can skip it. In Section 2.2, we introduce the relationship between the FWER and the FDR, which is helpful for reading experiment results. Sections 2.3 and 2.4, especially their performance analysis parts, are the center of the paper. They explain why the peak FDR method is conservative and how the height FDR method improves in a novel and insightful way. Key results are Eqs. (10a), (14) and (15).
Random field theory (RFT)
In this section, we introduce the theory of Gaussian random fields and their derived fields. It has been proved in Part-III of Adler and Taylor (2007) that the theory presented here is applicable to nonstationary random fields on nonlinear manifolds. We use the following notations:
XðSÞ: a random field X on a D-dimensional compact manifold S. u: a threshold on signal height. S !u : an excursion set S !u fs 2 S : XðsÞ ! ug where X(s) is the field value at a point s. X ↑ : a local maximum of X(S). m χ ðuÞ; m ↑ ðuÞ; m c ðuÞ : the Euler characteristic, the number of peaks, and the number of clusters of S !u , respectively.
Euler characteristics of excursion sets
Let Z(S) denote a zero-mean and unit-variance Gaussian random field on a D-dimensional compact manifold S. Given v independent and identically distributed (i.i.d.) samples of Z(S), which we write as Z 1 ðSÞ; …; Z v ðSÞ, we can transform them to a random field X(S) with a function f: XðsÞ ¼ f ½Z 1 ðsÞ; …; Z v ðsÞ for every point s 2 S. When multivariate linear regressions are conducted at each point on S, the derived t-statistic field, F-statistic field, and chi-square-statistic field are functions of the Gaussian noises on S. The theory presented here are applicable to them.
For such a random field X(S), the expected Euler characteristic of its excursion set S !u at a threshold u has the following format (Taylor, 2006; Taylor and Worsley, 2007, 2008) : μ d ðS; ZÞ measures the intrinsic volume of a Riemannian manifold derived from Z(S). This Riemannian manifold has the same topological structure as S, and defines its local distance between two points s 1 and s 2 as ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi var½Zðs 1 Þ À Zðs 2 Þ p . Intrinsic volumes can be estimated from normalized residuals of linear regressions. Please refer to Chapter 1.6 in Adler (2010) and Section 3 in Taylor and Worsley (2007) for more details on intrinsic volumes, and Appendix A in this article for their estimation from data. Adler (2010) , Adler shows that holes tend to disappear as the threshold u increases, and we are left with isolated regions without holes and each just contains a local maximum. Therefore, with a high u value (for instance, 2.5 as used in Chumbley et al. (2010) In the rest of this article, we will not rigorously distinguish between m χ , m ↑ and m c , and simply use m to denote them, and sometimes omitting u for simplicity.
Global maximum
When the threshold u is high, mð% m χ % m ↑ % m c Þ approximately follows a Poisson distribution:
A Poisson distribution is intuitively reasonable, in the sense that one can regard local maxima exceeding u as multi-dimensional point processes with "no memory". Adler presented this approximation in Eq. (6.9.12) of Theorem 6.9.3 in Adler (2010) , and Friston, Worsley etc used it in Friston et al. (1994) to study the probabilistic distribution of the global maximum X ⇑ at a high threshold:
2.1.4. Local maxima Suppose X ↑ is a local maximum and we know that it is higher than or equal to a pre-screening threshold u. Under this condition, X ↑ , as a random number, has the following distribution:
This is shown by Alder in the proof of Theorem 6.8.2 in Adler (2010) . When the pre-screening threshold u is high, the appearance of local maxima becomes an ergodic process, so its property along the dimension of signal height can be inferred from its behavior averaged over the space. Please note that PðX ↑ ! xÞ is different from the marginal probability for the field value X at a point to exceed x, because X ↑ needs to not only exceed x, but also be a local peak.
Statistical error rates 2.2.1. Multiple testing
To discuss error rates, we need to divide a manifold S into two subsets: subset S 0 where the null hypothesis holds and subset S 1 where the alternative hypothesis holds. Let m denote the number of detected clusters. Among them, m 0 are from S 0 , and m 1 are from S 1 . It is possible for a detected cluster to partially cover S 0 and S 1 at the same time, but here we do not consider such cases, because they highly complicate the problem. This simplification can help us in an intuitive way understand how different factors affect error rates. Please refer to Section 2.2.3 for our handling of heterogeneous detection.
The FWER (Hochberg and Tamhane, 1987) is the probability of detecting any false positive cluster:
The FDR (Benjamini and Hochberg, 1995) is the expected ratio of false positives among detected clusters:
Comments:
By definition, given the same result, we always have:
where the indicator function 1 takes value 1 when the event is true and 0 otherwise. α: the target error rate specified by a user. b α: the actual error rate in a specific trial. Please note that b α is a random variable because repetitive trials produce different results.
Eb α: the expected value of b α which is the average of b α after an infinite number of random repeats.
For instance, if we want to control the FDR at 5%, then our target error rate is FDR¼5%. After an algorithm takes the input, it produces a result whose FDR is 2.3%. For this trial, the error rate is d FDR ¼ 2:3%. If we randomly repeat the experiment for a large number of times, and the average of the trial FDRs is 4.7%, then the expected FDR is E d FDR % 4:7%.
Please note that d FWER can only be either 0 or 1, but E d FWER can be a numerical value between 0 and 1.
Ideally, we would like to have Eb α ¼ a, but algorithms probably cannot achieve the exact equality. The closer Eb α is to α, the better a multiple-testing algorithm is.
Heterogeneous detection
Let b S 0 and b S 1 respectively denote the negative and the positive areas determined by an algorithm. In the calculation of error rates, clusters are formed by b S 1 because the concern is how many clusters in b S 1 are false
We count m 0 and m 1 as follows:
The FWER and the FDR can be calculated with Eqs. (6) and (7) respectively. The FDR defined in this way is related to the hierarchical FDR (Barber and Ramdas, 2016; Peterson et al., 2015) . In the calculation of detection power, clusters are formed by S 1 because the concern is how many clusters in S 1 are detected. Let m T denote the number of clusters in S 1 , and C k (k ¼ 1; …; m T ) denote the clusters in S 1 . The subscript 'T' means that the clusters are derived from the ground truth. We count m 0T and m 1T as follows:
The detection power is E½m 1T =m T . Please note that the total contribution of a cluster to m 0 and m 1 , or to m 0T and m 1T , is always one. Fig. 1 illustrates counting of m 0 , m 1 , m 0T , and m 1T . Please refer to Appendix C for different methods of measuring errors.
Peak FDR

FDR with P-Values
Benjamini and Hochberg (1995) innovated the FDR criterion for multiple testing, and invented the following procedure to control it. Given p-values of m hypothesis tests, their corrected FDR values are:
where p ðjÞ is the j-th uncorrected p-value in the ascending order and q ðkÞ is its corrected FDR value. We will refer to it as the "BH procedure" in the rest of the article.
Comments:
Eq. (8) can be understood in the following way. If all the null hypotheses are true, then mp ðjÞ is the expected number of false positives when the threshold is set at p ðjÞ . Thus, r ¼ mp ðjÞ =j is an estimate of the trial FDR.
r is a conservative estimate when some among the m null hypotheses are false, because in such cases mp ðjÞ over-estimates the number of false positives.
q ðkÞ is always greater than or equal to p ðkÞ because in Eq. (8) m is always greater than or equal to j.
Algorithm
The peak FDR method (Chumbley et al., 2010) proposed in 2010 calculates uncorrected p-values for local peaks and applies the BH procedure in Section 2.3.1 to convert them to FDR values. Let x ! u denote the height of a local peak where u is a pre-screening threshold. Its uncorrected p-value can be derived with the Bayes rule from Eqs. (2) and (5):
p(x) is the probability for a local maximum to be greater than or equal to x given the prior condition that it is already greater than or equal to u. The peak FDR method has been implemented in SPM since version 8.0. Algorithm 1 is a summary of its routine (Chumbley et al., 2010 z Please note that here we find minfq k jq k > αg instead of maxfq k jq k αg. The latter will squeeze the lowest detected area to a single point.
Performance analysis
Conclusion. The expected error rate of the peak FDR method, when targeted at a significant level α ¼ FDR with a pre-screening threshold u, can be approximated with the following equation:
where E½ d FDRðuÞ and E½ d FWERðuÞ are respectively the expected FDR and the expected FWER if we simply apply the pre-screening threshold u. Eq.
(10a) tells that the expected FDR is modulated by E½ d
FDRðuÞ. Eq. (10b) tells that the peak FDR method controls the FDR under the condition m 0 ðuÞ > 0.
Explanation. There are two factors mainly affecting the performance of the peak FDR method.
First, the BH procedure in Eq. (8) is applied only when m(u) is greater than zero. Nested in this situation, it is targeted at a level α ¼ FDR, and its expected error rate E½ d FDR peak jmðuÞ > 0 will be less than or equal to the target. In the opposite situation, m equals zero, and trial FDRs are always zero. Thus, the total expected error rate should be:
Second, as discussed in its comments, r in Eq. (8) is a conservative estimate of the trial FDR because it assumes that all the null hypotheses are true. If only m 0 among them are true, then the trial FDR is approximately rm 0 =m. Thus, the BH's procedure, when invoked, should actually control the FDR at:
Putting these two factors together, we predict the expected error rate of the peak FDR method to be
The first two terms on the right hand actually equals E½ d FDRðuÞ. Hence, we reach Eq. (10a). Because by definition the FWER is always greater than or equal to the FDR, we can relax it to Eq. (10b).
The conservative nature of the peak FDR method can be explained in another way. It sets the uncorrected p-value of a peak to p ¼ ρðxÞ=ρðuÞ where x is the peak value. (We drop the dimensional subscript D in ρ D for simplicity.) The number p satisfies the property of a p-value: being uniformly distributed in [0,1] when the null hypothesis is true. However, it ignores that peaks pre-screened by u may have already been very significant, and ρðxÞ=ρðuÞ can make them overly conservative. Let us consider the following case:
We segment a random field with the threshold u corresponding to FWER¼5%, and one of the peaks exactly has value x¼u. According to the FWER criterion, this peak is already significant. However, according the peak FDR method, this peak is insignificant, because its uncorrected pvalue equals ρðxÞ=ρðuÞ ¼ 1:0 and its corrected FDR remains 1.0. p ¼ ρðxÞ=ρðuÞ ignores the pre-screening effect of u and leads to a conservative decision. Fig. 2 demonstrates such an example.
The following analogy to classical multiple testing illustrates this effect more clearly. Given p-values of m hypothesis tests, the BH procedure controls the FDR under a user-specified level α if it directly works on the original p-values. Let us consider the following procedure. We first select p-values smaller than or equal to a pre-screening threshold p ↓ . Then, we divide these p-values by p ↓ , enforcing them to follow the uniform distribution in [0, 1] . This step is analogous to the ρðxÞ=ρðuÞ division in the peak FDR method. It inflates p-values. Finally, we apply the BH procedure to these inflated p-values. Such a workflow is overly conservative, because the BH procedure should work on the original p-values, instead of the inflated ones. The more rigorous u is, the more conservative the results will be. Fig. 3 illustrates such inflation effect.
Height FDR
The peak FDR method combines RFT and the FDR procedure with uncorrected p-values but leads to conservative results. It seems to be very difficult to make improvement because the FDR procedure requires uncorrected p-values and Eq. (9) is a reasonable way to satisfy this requirement. However, instead of viewing the FDR procedure as a black box and feeding it with uncorrected p-values, we can directly apply RFT, especially Eq. (1), to the core of Eq. (8): estimation of the trial FDR. In this way, we design the novel height FDR method.
Algorithm
When we apply a high threshold x to a random field on S, false positive clusters come from the null hypothesis subset S 0 ⊆S. The trial FDR is m 0 ðxÞ=mðxÞ. Though we can count m(x) from S !x , we do not know m 0 ðxÞ because we have no idea about S 0 in advance. To estimate false positive clusters, we conservatively assume S 0 ¼ S and approximate it from the intrinsic volumes of S, using Eq. 
Algorithm 2. Height FDR
Input: a random field X(S), a pre-screening threshold u. Output: corrected FDR value q for each vertex/voxel. 1.
Segment the random field S with u and get the excursion set S!u.
2.
Assign q ¼ 1.0 to every point s 6 2 S!u.
Calculate the number of clusters m½xðsÞ for each s 2 S!u.
5.
Estimate the expected number of clusters m Ã 0 ½xðsÞ for each s 2 S!u with Eq. (1). 6.
Apply Eq. (14) to convert x(s) to q½xðsÞ for each s 2 S!u.
With both m(x) and E½m Ã 0 ðxÞ available, we can directly estimate the trial FDR by taking the ratio of the latter over the former, without using uncorrected p-values. Then the FDR level of a signal x becomes:
In the equation, r(h) is the estimated trial FDR for signal height h. The FDR level of a signal x ! h should be the infimum of r(h) over all h within the range ½u; x, because x is always in the excursion set S !h . On a discretized triangular mesh or a three-dimensional grid, the infimum is equivalent to the minimum. Based on Eq. (14), we can use Algorithm 2 to control the FDR. Fig. 4 illustrates the calculation of the height FDR. Put simply, the height FDR value is the smallest ratio of expected false positive clusters over observed clusters defined by thresholds h that lie their FWERs when the pre-screening threshold u is greater than 2.5. The x-axis is the peak height. The solid black curve is the FWER, calculated with Eqs. (2) and (4). The red, green and blue curves are the uncorrected p-values calculated with Eq. (9), with the pre-screening threshold respectively equal to 2.5, 3.0, and 3.5. The dashed black curve is the significance level 5%. By definition, the FWER should be more conservative than the FDR, and the FDR should be more conservative than uncorrected p-values. However, in this example, the uncorrected p-values of the peak FDR method are larger than their corrected FWERs. For such a t-field, peak height x¼3.0 already reaches the 5% FWER level, but its uncorrected p-values derived from pre-screening thresholds 2.5, 3.0 and 3.5 are much higher than 5%. Fig. 3 . Eq. (9) sets the uncorrected p-value to ρðxÞ=ρðuÞ where x is the peak value. Its analogy to classical multiple testing is the following procedure. We first select p-values smaller than or equal to a pre-screening threshold p ↓ . Then, we divide these p-values by p ↓ , enforcing them to follow the uniform distribution in [0, 1] . The x-axis is the original p-values. The left y-axis, associated with the shaded areas, is the conditional probabilistic density of p given p p ↓ . The right y-axis, associated with solid curves, is the value of p=p ↓ . The BH procedure should works on the original p-values, instead of the inflated ones.
between the pre-selection threshold u and the signal height x. Heuristically, as the threshold h rises, the number of expected false positive clusters will fall. At the same time, if the observed clusters survive, then the FDR value will become smaller and more significant. Compared with the peak FDR method, the height FDR method has the following advantages:
It is more powerful, as explained in Section 2.4.2. It directly estimates the FDR for a signal height threshold, instead of indirectly from peaks' uncorrected p-values. It yields a map where each point above the pre-screening threshold is assigned a corrected FDR value. The peak FDR method assigns corrected FDR values only to local maxima, and does not make inference about other points. The FDR map it outputs can be thresholded later with different significance levels.
The height FDR method can be easily modified to handle peaks by simply replacing m(h) with the number of peaks m ↑ ðhÞ in the excursion S !h . As shown in Section 2.1.2, when the threshold h is high, we can interpret E½m Ã 0 ðhÞ as the number of expected false positive peaks, because a high threshold h makes the approximation m χ % m ↑ % m c valid. To handle peaks, we just need to replace m(h) with the number of peaks m ↑ ðhÞ in the calculation of r(h). Then, r(h) becomes the ratio of the expected number of false positive peaks over the number of observed peaks, and q(x) becomes a value derived from peaks.
Performance analysis
Conclusion. For the height FDR method, its expected error rate, when targeted at a significant level α ¼ FDR with a pre-screening threshold u, can be approximated with the following equation: First, the pre-screening threshold u may have already lowered down the FDR in its excursion set S !u . Because the final threshold determined by the algorithm is higher than u, we do not expect the final FDR to be higher than the one restricted by u. Because u in Eq. (14) only limits the range of h in searching the infimum of r(h), its effect is bounding rather than modulating.
Second, r(h) in Eq. (14) is likely to be higher than the actual trial FDR, because it is under the conservative assumption S 0 ¼ S. A better estimate of false positives is E½m 0 ðxÞ which unfortunately is unobservable, so we substitute it with E½m 
Experiments
We test the FWER, the peak FDR, and the height FDR methods with simulated and real data. The experiments are conducted on 2D surfaces for easier implementation than on 3D volumes. This choice does not comprise its effectiveness in comparing performance and validating our theory. We also enable Step 5 in Algorithm 1 for the peak FDR method to output binary detection maps.
Experiment with simulated data
In this experiment we use simulated data to compare the peak FDR method and the height FDR method. Specifically, we are going to validate: Fig. 4 . Example of height-FDR procedure. The left pannel shows a t-field where the solid black curve is t-statistics and the dashed black curve is the pre-screening threshold u. The intrinsic volumes used in this example are μ 0 ðSÞ ¼ 1 and μ 1 ðSÞ ¼ 100, and the degrees of freedom are 100. The right pannel shows the calculation of the height FDR where the vertical axis is signal height. The solid blue m(h) and the dashed blue E½m Ã 0 ðhÞ curves, associated with the bottom horizontal axis, are respectively the actual and the expected number of clusters at certain signal height. The dashed red and the solid red curves, associated with the top horizontal axis, are respectively the ratio rðhÞ ¼ E½m Ã 0 ðhÞ=mðhÞ and the FDR qðxÞ ¼ inf u h x frðhÞg. The solid green curve, associated with the top horizontal axis, is the significance level FDR¼5%. The dashed green curve is the signal cutoff for the significance level. The height FDR method gains detection power. The expected error rate of the peak FDR method can be approximated with Eq. (10a). The expected error rate of the height FDR method can be approximated with Eq. (15).
Simulation
We simulate random t-fields on the cortical surface shown in Fig. 5a . The triangular mesh is composed of 20,483 vertices and 40,958 triangles. Noises are generated by diffusing standard Gaussian noises on the surface for time duration τ¼20.0 seconds. This diffusion time, if in an Euclidean space, is equivalent a Gaussian kernel with standard deviation ffiffiffiffiffi ffi 40 p % 6:32 mm. The 2-dimensional intrinsic volume of the noises is shown in Fig. 5b .
We add signals to generate positive regions. Signals are generated by diffusing delta functions and then truncating at their half maxima. If we do not truncate, the signals, in theory, will spread to the whole surface and constantly lead to the trivial result FDR¼0.0. For further discussion on truncating, please refer to Section 4.1. Signals are randomly located on the surface. Their diffusion time is uniformly distributed in [20, 40] s. We conduct the experiment with different numbers of signal: 5, 10, 20, and 50. We also scale the height of delta functions to different levels: SNR¼0.0, 0.1, 0.2, 0.4, and 0.8.
In each trial, we sample 100 random fields, and from them derive the Student's t-statistic field against the zero-signal hypothesis. The derived t-field has 99 degrees of freedom. Fig. 5c is an example of the t-fields. Then, we apply the peak FDR method, the height FDR method, and the FWER method to the t-field, to control errors at different target rates: 1%, 2%, 3%, 4%, and 5%. We use different pre-screening thresholds: u¼2.5, 3.0, 3.5, 4.0, and 4.5. We repeat the experiment with 5000 random trials and take average of their realized FDRs and detection power.
Both the FDR and detection power are calculated by clusters, not by vertices. Please refer to Section 2.2.3 for the count of false positive and true positive clusters.
To predict the performance of the peak FDR method and the height 
Results
Complete experiment results can be found in Appendix D. Due to page restrictions, here we only present the results with 10 signal clusters and SNR¼0.0, 0.4, and 0.8. Similar patterns and trends can be consistently found throughout all experiment configurations. Fig. 6 shows the expected FDRs. The height FDR method controls error rates much more accurately than the peak FDR method does. First, the height FDR method's expected error rates are very close to the target rates, except a few cases bounded by very high pre-screening thresholds (u ! 4:0). Second, the peak FDR method is inconsistent with the theoretical relationship between the FDR and the FWER. By definition, the FDR criterion degrades to the FWER criterion when the null hypothesis is true throughout the manifold (SNR¼0.0). (Please refer to Section 2.2.1.) The peak FDR method fails to maintain this equality while the height FDR method succeeds. By definition, the FDR is a more liberal criterion than the FWER, so it should yield higher rates than the latter when the null hypothesis is false in some regions (SNR > 0:0). In many cases, the peak FDR method controls much more rigorously than the FWER method does while the height FDR method maintains the liberal relationship. Third, as the pre-screening threshold u increases, the peak FDR method underperforms much faster than the height FDR method does. The underlying reason has been analyzed in Sections 2.3.3 and 2.4.2: E½ d FDRðuÞ modulates the peak FDR's performance and bounds the height FDR's. Fig. 7 shows the detection power. The height FDR method constantly yields much higher detection power. When the SNR equals 0.8, the height FDR method achieves 89.7% detection, the FWER method 77.7%, and the peak FDR method 47.2%. Fig. 6 also shows the predicted error rates of the peak FDR method and the height FDR method respectively. Predictions made by Eqs. (10a) and (15) closely approximate the actual error rates.
These results evidence that the core equation of the height FDR method, Eq. (14), translates the essence of Benjamini and Hochberg's original Eq. (8) into RFT. The analyses in Sections 2.3.3 and 2.4.2 also capture major factors influencing the two methods.
Experiment with hippocampal thickness
In this experiment, we use real hippocampal thickness data of Alzheimer's disease (AD) to validate power gain brought by the height FDR method. AD patients' hippocampus shrinks at a faster rate than normal elders' (West et al., 1994) . We apply the three methods to detect pathological shrinkage on the hippocampal surface and compare their detection power. Left hippocampal thickness is calculated from T1-weighted MR images of 182 normal control (NC) subjects, 295 with early mild cognitive impairment (EMCI), 157 with late mild cognitive impairment (LMCI), and 122 Alzheimer's disease (AD) patients. The left hippocampus is segmented with the FSL software (http://fsl.fmrib.ox.ac.uk) (Patenaude et al., 2011) , and represented with triangular meshes. Thickness at each vertex is computed (Shi et al., 2009) , and transformed to a template surface by the Riemannian metric optimization for surface mapping (RMOS) (Gahm and Shi, 2016) .
Design
We conduct two comparisons: NC vs. AD, and EMCI vs. LMCI. For each comparison, we randomly sample n subjects from its subject pool, and apply the FWER method, the peak FDR method, and the height FDR method, to threshold the contrast t-statistic maps, at target error rates FWER¼5%, FDR¼5% and FDR¼5%, respectively. The pre-screening threshold is 2.5. Each method outputs a binary map where 1 indicating positive regions and 0 indicating negative regions. We repeat the procedure 5000 times, and average the binary maps to produce positive frequency maps where numerical values between 0 and 1 indicating the chance of detection. For the NC vs. AD comparison, each time we randomly resample n¼50, 100, and 200 subjects, respectively. For the EMCI vs. LMCI comparison, each time we randomly resample n¼200, 300, and 400 subjects, respectively. Please note that as n increases the ratio of overlapped subjects in different random trials also increases.
Because EMCI and LMCI are transitive states to AD, the EMCI vs. LMCI comparison, given similar sample sizes, should show weaker contrast than the NC vs. AD comparison, but with similar spatial patterns. Fig. 8 shows the t-map of the NC vs. AD comparison, derived from all the subjects of the two groups. The positive frequency maps, evaluated with random resampling, should be consistent with this t-map, even though data in the EMCI vs. LMCI comparison do not overlap with the NC vs. AD comparison.
Results
Fig . 9a shows the positive frequency maps of the NC vs. AD comparison. With 50 subjects, the height FDR method, at 50% chance, is able to locate the high t-statistic part in Fig. 8 , while the FWER method and the peak FDR method only show very low positive frequency. When the sample size increases to 100, all the methods locate similar regions, and the height FDR method's positive frequency is much higher. When the sample size reaches 200, the positive frequency almost saturates and all the methods detect similar regions. Fig. 9b shows the positive frequency maps of the EMCI vs. LMCI comparison. With 200 subjects, only the height FDR method shows detection, though weak. When the sample size increases to 300, the height FDR method starts showing positive frequency higher than 50% in some regions. When the sample size reaches 400, the height FDR method is able to locate several regions, with chance nearly 90%. The FWER method also locates one small region with chance nearly 90%. The peak FDR method is more conservative than the FWER method. It does not show any detection frequency higher than 50%.
Discussion
Discussions
In the simulation in Section 3.1, we truncate the signals at their half maxima to restrict them within bounded supports. In practice, it is possible for signals to have unbounded supports. For instance, if a spike signal is smoothed with a Gaussian kernel, no matter how narrow the kernel is, the signal will spread over the whole space. In such a case, we cannot define a useful FDR, because its realized value will trivially be zero. To avoid such trivialization, our simulation only involves spatially bounded signals. Even though we do not cover all possible cases, our methods, analyses, and experiments still make sense and provide insight into the problem, for the following reasons.
First, the core equation of the height FDR method does not require hard boundaries between negative and positive regions. In Eq. (14), we divide the number of expected false positive clusters by the number of excursion clusters to estimate a trial FDR. We estimate the former from regression residuals with RFT, assuming that the null hypothesis is true on the whole manifold; we get the latter directly from data. Neither of the two numbers relies on spatially bounded signals. Fig. 7 . Detection power in simulation study, with 10 signal clusters. The x-axis is the target error rate, and the y-axis is the detection power. Blue curves are the results of the FWER method, red curves are of the peak FDR method, and green curves are of the height FDR method. The higher its curves are, the more powerful a method is. Complete results can be found in Appendix D.2. Fig. 8 . T-map contrasting the NC group (182 subjects) and the AD group (122 subjects). The left and the right images are the superior and the inferior views, respectively.
Second, spatially bounded signals do not violate the framework of classical hypothesis testing. When making inference with classical statistics, we assume all null hypotheses are true, and then find evidence to reject them. It is possible for positive regions to be spatially bounded or unbounded. It does not change the way we derive statistics based on the null hypothesis. Regions covered by the alternative hypothesis will show rejective evidence, though possibly weak in some cases.
Moreover, spatially bounded signals allow us to directly investigate the central concern: how accurately a method achieves its target error rate. When we use an FDR method, our goal is to control the error rate at a specified level. Accuracy in error rates is the pivotal measure.
Lastly and also very importantly, if an FDR method works, it should also work with spatially bounded signals. As aforementioned, spatially bounded signals are compatible with classical hypothesis testing, and at the same time allow non-trivial calculation of the FDR. They are a valid and practical choice for experiment. They are useful to reveal underlying problems of a method.
Conclusions
Simulation in Section 3.1, especially successful prediction by Eqs. (10a) and (15), leads us to the following conclusions.
First, it is more accurate to estimate trial FDRs directly from the expected number of false positive clusters as Eq. (14), than indirectly from uncorrected p-values as Eq. (9). RFT can be applied to the core of the FDR procedure without uncorrected p-values.
Second, the height FDR method offers the following advantages: more accurate error control, substantial gain in detection power, and assignment of corrected FDR values to each vertex. It directly addresses the question "what the FDR would be at a height threshold?". Its performance is bounded by the expected FDR of the constant pre-screening threshold u. As long as the expected FDR at u exceeds the target value, the height FDR method can work at its full capacity.
Third, the peak FDR method's expected performance are modulated by the expected FDR of the pre-screening threshold. The conversion from peak height to uncorrected p-values ignores that peaks higher than the pre-screening threshold may have been significant. This makes the peak FDR method sometimes even more conservative than the FWER method, as confirmed in this paper and (Chumbley et al., 2010) . A low pre-screening threshold may relax the pre-conditioning effect, but still considerably lowers down the detection power, as illustrated in Figs. 6 and 7, as well as in the experiment with real hippocampal thickness.
It is the extent-based FWER that has been reported in a recent paper (Eklund et al., 2016) to be overly liberal. The report, on the other hand, confirms the accuracy of height-based inference. Fig. 9 . Positive frequency maps of the FWER, the peak FDR, and the height FDR methods, for detecting hippocampal shrinkage using the ADNI dataset. The methods are applied with the target error rate equal to 5%, and the pre-screening threshold equal to 2.5. The positive frequency maps are estimated at different sample size n each with 5000 random trials.
