Here we extended the RC approach (Magi et al., 2010) to all the genome for the identification of CNVs from WES data. We proved, indeed, that around 30% on average of reads produced by WES experiments align outside the targeted regions. As for In-target regions, also for Off-target if the sequencing process is uniform then the number of reads mapping to each genomic region is expected to be proportional to the number of times the region appears in the DNA sample. Following this assumption, the copy number of any genomic region can be estimated by counting the number of reads aligned to non-overlapping and contiguous genomic windows of predefined size L. Even though the sequencing processes producing Inand Off-target reads are independent we can apply the RC approach also to Off-target regions. To this end we expanded the Exon Mean Read Count (EMRC) that we introduced in 2013 (Magi et al., 2013) defining the Window Mean Read Count (WMRC) which account for both In-target exons and Off-target windows of fixed size.
GC-content and Mappability normalisation of WMRC
In our previous work (Magi et al., 2013) we demonstrated that EMRC data are affected by three sources of biases: the total GC content, the genomic mappability and the exon size which we removed using the median normalisation approach introduced by Yoon in 2009 (Yoon et al., 2009 for GC content and extended by us for mappability and exon size biases. Here we proved that WMRC data in Off-target windows are affected by similar GC content and mappability biases that we corrected according to the following formula:
where W M RC w is the number of reads aligned to a genomic region of length W . W varies according to the size of each targeted exon or, in case of Off-target, it corresponds to the selected fixed size of non-overlapping windows in which the intergenic chromosome is divided; m X is the median WMRC of all the windows that have the same X value (where X stands for GC content, mappability score and, only for In-target, exon size) as the i-th window, and m is the overall median of all the windows.
Dataset description 2.1 WES survey dataset analysis
The WES survey dataset is made of 30 different sequencing experiments performed using three enrichment kits (Agilent SureSelect Human All Exon 50Mb, NimbleGen SeqCap EZ Exome v2.0 44Mb, Illumina TruSeq Exome Enrichment 62Mb). The raw sequences of ERR039174, SRR309292, SRR309293 and SRR309291 were downloaded from NCBI Sequence Read Archive while 26 WES were sequenced by our group using Illumina HiSeq2000 system and producing 100PE reads libraries. Details are summarised in Supp. Table 1 . All reads were aligned to the human reference genome (hg19) using BWA short read aligner 0.7.5-r404 (Li and Durbin, 2010) and duplicates were filtered out with MarkDuplicates of Picard 1.92 package (http://picard.sourceforge.net). Read pairs with identical external coordinates could have been introduced by the PCR amplification step. MarkDuplicates retains only the pair with the highest mapping quality. Subsequently IndelRealigner module of GATK v2.5-2 (DePristo et al., 2011) was used for local realignment around Indels. Reads with mapping quality MQ 10 were removed by using the SAMtools package 0.1. 19-44428cd (Li et al., 2009) . Finally, we download the exact genomic coordinates of each target kit (Agilent SureSelect Human All Exon 50Mb, NimbleGen SeqCap EZ Exome v2.0 44Mb, Illumina TruSeq Exome Enrichment 62Mb) from manufacturer websites and we counted the number of reads mapping in In-Target, Flanking regions of 200bp or Off-Target by means of SAMtools flagstat.
1000 Genomes Project dataset
The accuracy of our method for predicting the absolute number of DNA copies of genomic regions from exome data in a population study was evaluated by analysing 8 WES from healthy individuals sequenced by the 1000 Genomes Project (1000 Genomes Project Consortium et al., 2010) (see Supp. Table 2 for details). Same individuals had been previously genotyped by McCarroll (McCarroll et al., 2008) and Conrad (Conrad et al., 2010) using array-based technologies. The bam files were retrieved from the official 1KG ftp site(ftp://ftp.1000genomes.ebi.ac.uk/vol1/ftp/data/), and were processed, sorted and filtered (discarding MQ 10) with SAMtools. Last, PCR duplicates were removed using MarkDuplicates of Picard 1.92 package (http://picard.sourceforge.net). We calculated the normalized WMRC for In-target and Off-target as previously described, then the log2-ratio of normalised WMRC between each test and the control (NA10847) was analyzed by the SLM (Magi et al., 2010) (with ω = 0.1, η = 10 −5 )). The resulting valued were compared to the log2-copy number ratio of regions inferred by McCarroll and Conrad studies. Correlation with McCarroll calls are shown in Figure 3 of the main test, instead the results from the comparison with Conrad are in Supp. Figure 3 .
Moreover, we analysed further 45 samples sequenced by the 1KG Project. The WES bam files were downloaded from the ftp site(ftp://ftp.1000genomes.ebi.ac.uk/vol1/ftp/data/). The original bam file were then sorted and filtered as previously described from duplicates. This dataset consists of exomes that were sequenced in 4 different centres (BCM -Baylor College of Medicine; BI -Broad Institute; BGI -Beijing Genomics Institute; WUGC -Washington University Genome Center ) using different exome enrichment kits. The corresponding bed file of the designed targeted regions were retrieved from the resources listed at the 1KG website ( http://www.1000genomes.org/category/pull-down/). The bam file were processed as previous described for the small dataset of 8 sample. The log2-ratio of normalised WMRC was analysed using the SLM segmentation algorithm (Magi et al. 
Urothelial bladder cancer samples
We tested our computational pipeline on a dataset including 14 bladder cancer tissues and 14 blood samples from same patients with different tumor stages and grades. Whole-exome sequencing data were downloaded from the SRA repository, study SRP029936. They are part of the study published by BalvasMartinez and her colleagues in 2013 (Balbas-Martinez et al., 2013) . Agilent SureSelect Human All Exon plus v3 50Mb or v4 51Mb were used for library preparation and enrichment (see Suppl. Table 4 for details). Sequencing was performed on HiSeq2000 producing 75bp paired-end reads. WES reads were aligned as described for the WES survey dataset (Sec. 2.1). Bed files of targeted regions were acquired directly from Agilent website. WES data was analysed with EXCAVATOR2 and CopywriteR (see next sections for details).
Same samples were also assayed using Illumina OmniExpress v1.0 SNP-array. For them, the log2ratio (red/green) values of single SNP for each sample were calculated. The ratios between each pair of tumour and control samples were then normalised and analysed using the SLM segmentation algorithm (Magi et al., 2010 ) (with ω = 0.1, η = 10 −5 ). Finally each segment was classified by using the FastCall calling procedure (Benelli et al., 2010) , setting cellularity parameter c = 1.
Results by using 50K bp as size for the windows in off target regions were selected because the difference between In-and Off-Target SNR ratios were the lowest on average per sample. We compared the segmented signals from EXCAVATOR2 (HSLMResults *.txt) and CopywriteR (from segment.RData) to segmented SLM results of SNP-arrays. madDiff function of CRAN matrixStat v0.14.2 package was employed for MAD value calculation.
Running parameters other tools
The dataset of 45 health individuals was analysed using XHMM v1.0, CONIFER v0.2.2, CODEX v0.99.6 and CopywriteR v1.99.4. We run XHMM with default parameters following authors' instructions in the tutorial (http://atgu.mgh.harvard.edu/xhmm/tutorial.shtml). Also for CONIFER we followed tutorial instructions (http://conifer.sourceforge.net/tutorial.html) setting the number of svd components removed to 2, based on the inflection point or the plateau of the scree plot generated. For CODEX, since, as suggested by the authors, it works better with similar experiments. We split the 45 WES dataset in 4 different subset according to sequencing library length (e.g. 76bp, 90bp,100bp and 101bp). Finally, we used CopywriteR with bin size = 50000bp and default parameters. Produced segmented profiles of each sample were extracted and transformed in copy number. For the somatic dataset, CopywriteR was run with default parameters, leaving 20000bp of bin size. 
