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1.1 Introduction to Nuclear Imaging
Nuclear imaging technologies produce noninvasive measures of a broad range
of physiological functions, using externally detected electromagnetic radiation
originating from radiopharmaceuticals administered to the subject. The main
nuclear imaging modalities PET (positron emission tomography) and SPECT
(single photon emission computed tomography) are the backbones of the field
of molecular imaging, where they are used extensively in both clinical settings
and pre-clinical research with animals to study disease mechanisms and test ef-
fectiveness of new therapies. Typical applications include glucose metabolism
studies for cancer detection and evaluation, and cardiac imaging; imaging of
blood flow and volume; and it is one of the few methods available to neurosci-
entists to non-invasively study biochemical processes within the living brain
such as receptor binding, drug occupancy, or neurotransmitter release.
In nuclear imaging, a subject is administered with a small amount of ra-
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diopharmaceutical called a tracer. Radiation is created when the nuclei of the
tracer decay and produce photons in the range 35-511 keV that are then de-
tected by radiation sensitive detectors external to the subject. The energy of
the photons must be high enough to allow the photon to leave the subject’s
body but low enough to allow absorption in the detector. Photons can be
produced either as a direct product of the nuclear reaction that occurred, or
indirectly. For example, SPECT is based on single photon detection produced
by the decay of the radioisotopes. A gamma camera (Anger 1964) is rotated
around the subject and acquires photon counts at different projection angles,
typically a full 180 degree set of projections are needed. Figure 1.1 shows two
of the positions during data acquisition. On the contrary, PET is based on in-
direct photon detection produced by positron annihilation where a radioactive
decay produces a positron which annihilates with an electron and produces a
pair of photons travelling in opposite directions along a straight line path. The
photons are detected by a large number of detectors surrounding the subject,
forming a ring. The PET detector ring is stationary, see Figure 1.2. Basic
physical principles underlying PET and SPECT imaging and instrumenta-
tion for data acquisition can be found in the reviews of Cherry and Dahlbom
(2004), Wernick and Aarsvold (2004).
The goal of imaging is to study the concentrations of radioactive nuclei
that are in the imaged object assuming that they are attached to the tracer
molecules. The description is simplified by subdividing the imaged volume
into non-overlapping equal sized volume elements called voxels, and only the
numbers of nuclei inside each voxel are considered. In a typical setup of the
inverse problem, the quantity of interest is the expected number of decays
per voxel which leads to the data being modelled as Poisson distribution.
Nuclear imaging can be extended to so called dynamic imaging where changes
in distribution of the tracer are investigated over time. This is done by dividing
the time in which the changes are observed (typically in the order of 30 minutes
to an hour) into time frames (about 20 to 60) and reconstruct voxelized time
frames independently. The reconstructed time frames are then analyzed by
algorithms such as the one presented in this chapter.
The voxelized image data are reconstructed from acquired data (counts)
by any one of a number of reconstruction algorithms, see for example Qi and
Leahy (2006). This reconstruction is called the tomographic reconstruction.
The primary factors limiting reconstructed image quality are detector resolu-
tion, which determines the maximum resolution of the reconstructed images;
and the total number of detected counts, which determines the minimum noise
level that can be achieved at the maximum resolution. In the following dis-
cussion, we restrict our attention to model-based reconstruction algorithms,
which are of more interest to the statistical community. In model-based recon-
struction approaches, a probabilistic model is used to account for the physical
and geometric factors that affect photon detection. In its simplest form, the
image reconstruction can be seen as a problem of parameter estimation, where
the acquired data (counts) are Poisson random variables with mean equal to
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FIGURE 1.1
Data acquisition in SPECT using a dual head scanner. Each of two heads
is an independent gamma camera (Anger, 1964). With this acquisition setup
the system needs only 90 degree rotation to acquire counts from all directions
in a 2D plane around the object. There are many intermediate steps (in the
order of 64) between configuration on the left and right at which the data is
acquired. Dotted lines illustrate hypothetical paths of gamma photons which
can be absorbed by the object (attenuated) (#2) or scattered and then detected
(#1). These are two examples of many possible interactions. Reproduced from
Sitek (2014).
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gap between blocks
PMT B
PMT A
block of scintilator crystals
FIGURE 1.2
PET camera comprising 24 PET block detectors. Photomultiplier tubes
(PMTs) are attached to scintillation crystals for signal amplification and inter-
action localization. Two of the four PMTs per detector block needed to localize
a gamma ray interaction are shown as PMT A and PMT B. Reproduced from
Sitek (2014).
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a linear transformation of the parameters. Let y be the measured projection
data, and x be the unknown image; x is related to y via
E(y) = Px.
The projection matrix P models the probability of an emission from each
voxel element in the source image being detected at each detector element.
In simple terms, x is the reconstructed image, where each element of the
matrix x corresponds to a voxel element in the image. y is the measured
count, assumed to have Poisson distribution. To give an idea of the scale of
the problem, a single 3-dimensional scan could produce 107−108 counts, with
106 image parameters to be estimated. Many methods have been proposed
for solving the inverse problem, starting with the EM algorithm of Shepp and
Vardi (1982), to the ordered subsets algorithm of Hudson and Larkin (1994),
to many more sophisticated algorithms which deal with the problem of ill-
conditioning often arising in PET applications (where the solutions to the
inverse problem are sensitive to small changes in the data). Fessler (1996),
Leahy and Qi (2000) and Qi and Leahy (2006) provide detailed reviews on
the statistical challenges in model-based reconstruction methods. Sitek (2014)
discusses in depth the statistics of detected counts.
The 3-dimensional images of the radio tracer distributions when monitored
over time, provide insights into physiological state of the organism in vivo. This
dynamic imaging is often referred to as functional imaging. Functional imag-
ing focuses on how tracers accumulate and clear from the tissue, enabling the
physiological function associated with that tissue to be measured. Typically
the changes are characterised by using models of biological processes occur-
ring in the voxel or the region of interest (ROI), which is a group of voxels
corresponding to a particular anatomical region. As explained above, dynamic
data are obtained by dividing the total acquisition time into intervals or time
frames, and the data acquired in each time frame are reconstructed indepen-
dently, representing the average concentration of the tracer in a voxel over
the time interval. It is possible to process the data so that the correlation be-
tween time frames is taken into account, but in practice simpler approaches are
used because of the ease of processing. Analyses of the 4-dimensional spatio-
temporal data set often proceeds by modelling the changes in concentration of
the tracer using appropriate compartmental models of temporal data at each
voxel or averaged groups of voxels (ROIs). These temporal data are termed
the time activity curve (TAC). Compartmental models provide estimates of
biologically meaningful parameters. The parameters of the models can be es-
timated for each voxel separately (as opposed to a group of voxels, ROI) to
produce parametric images (one 3D image for each parameter) that describe
important physiological information about the subject. An important consid-
eration in parametric image estimation is robustness to noise, as noise in the
voxel TAC can be high. Additionally, any estimation has to be very fast due
to the large number of voxels associated with each image and large numbers
of TACs to process.
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In this chapter, we first briefly describe compartmental models in PET in
Section 1.2, we then introduce a simple ABC algorithm in the context of PET
kinetic modelling in Section 1.4. Section 1.5 provides a detailed example of
ABC implementation for a neurotransmitter response model and in Section
1.6, we conclude with some discussions about the potential of ABC in medical
imaging.
1.2 Compartmental models in PET
As discussed, PET is a functional imaging technique so that given a time
sequence of images, one can monitor the interaction of a particular radio-
tracer molecule with the body’s physiological processes. For instance, blood
flow can be measured by using radioactive water (with 15O replacing 16O in
water H2
16O molecules, by bombarding them with protons) as a tracer and
metabolism can be measured with a radioactive glucose analog.
Kinetic models for PET typically derive from the one-, two-, or three-
compartment model with a model input function. In PET, one normally as-
sumes that all tissues in the body see the same input function and this is
typically a measured concentration of radioactivity in the blood plasma dur-
ing the experiment. In compartmental modelling, it is assumed that within
a voxel, whatever radioactive species contribute to the radioactive signal are
in uniform concentration and can be characterised as being in one or more
unique states. Assuming the system is in steady state, each of these states is
assigned a compartment, which in turn is described by the rates of a change in
concentration within a single ordinary differential equation. The coefficients
of the differential equations or the kinetic parameters are reflective of inher-
ent properties of the particular radiotracer molecule in the system, providing
information about any hypothesised processes.
As an illustration of the compartmental model, consider the example given
in Sitek (2014), Chapter 5. Figure 1.3 illustrates the possible physiological
states of the tracer compound 18FDG, a glucose analog. The compound is
delivered to the blood, and transported into the cells. Three possible states can
be identified: (1)18F -Fluorodeoxyglucose (18FDG, analog of glucose) within
the plasma, (2) unmetabolized 18FDG present in the cells or the interstitial
spaces between cells, and (3) phosphorylated 18FDG which is trapped in the
cell (Figure 1.3). Compartmental models are then built by describing the
connections between the states of the molecules, describing the influx to, and
efflux from each compartment, in the form of ordinary differential equations.
The one-tissue compartmental model is the simplest model that frequently
arises in PET applications, describing the bidirectional flux of tracer between
blood and tissue. See Figure 1.4 for a pictorial depiction of the model. The
one-tissue compartment model is characterised by the tracer concentration in
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Voxel or ROI
Blood vessel (capillary)
FDG in blood plasma
FDG in extra vascular space
FDG phosphorylated
Cells
FIGURE 1.3
Representation of the voxel or ROI. The tracer (in this example FDG) is
assumed to be in either of three states: in blood plasma, in the extra vascular
space, or in a phosphorylated state within the cell. Reproduced from Sitek
(2014).
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FIGURE 1.4
One-tissue compartment model describing the flow of the tracer between blood
(Ca) and tissue (Ct). K1 and k2 are the kinetic rate constants, see Equation
1.1.
the tissue over time Ct(t), the arterial blood (or blood plasma input function)
Ca(t) and two first-order kinetic rate constants (K1, k2). The tracer flux from
blood to tissue is K1Ca(t) and the flux from tissue to blood is k2Ct(t), so the
net tracer flux into tissue is given by the ordinary differential equation as
dCt(t)
dt
= K1Ca(t)− k2Ct(t)
which is solved to obtain
Ct(t) = K1Ca(t)⊗ exp(−k2t) (1.1)
where the symbol ⊗ denotes the one-dimensional convolution. For a PET im-
age, Ct(t) is the measured radioactivity concentration in a voxel or ROI, Ca(t)
is the arterial blood concentration of the tracer measured in a sample drawn
during a scan. If the PET data are not corrected for physical decay, the param-
eter k2 includes a component of radioactive decay. For further interpretation
of kinetic rate parameters, see Morris et al. (2004).
More complex compartmental models distinguish different biochemical or
physiological states of the tracer in tissue. After entering a cell, the tracer
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is available for binding in a free form at the concentration C1(t). Free tracer
can specifically be bound to its target molecule, with concentration C2(t),
but it may also specifically bind to some cell components that are not known
in detail, C3(t). The system of differential equations can be derived analo-
gously to the one-tissue compartment model, but is much more complex, with
six unknown parameters that may be difficult to estimate. In practice the
system is often reduced to a two-compartment model by treating free and
non-specifically bound tracer as a single compartment provided that the rates
of exchange between the free and bound states are sufficiently rapid compared
with the net influx into the combined compartment. Authoritative reviews on
the subject can be found in Morris et al. (2004), Innis and et al (2007) and
Gunn et al. (2015).
1.3 Parameter estimation in compartmental models
The amount of data available to fit the model is relatively small, typically
around 20-40 time points per voxel or ROI. The estimation of parameters
based on these data, sometimes 10 or more of them, can be non-trivial. In
more realistic and complex models, parameter identifiability becomes an issue
due to the sparsity of data. Therefore the adoption of a particular model
is by necessity a simplification of the truth (Gunn et al. 2002). Robustness
of parameter estimation in the presence of high level of noise, particularly
in voxel-wise estimations, where the noise-to-signal ratio can be high, poses
another difficulty. In addition, since a separate estimation procedure has to be
performed for each voxel, this might typically be around one million voxels,
computational speed needs to be taken into consideration.
A typical approach to parameter estimation in kinetic modelling proceeds
via a variety of least squares fitting procedures (Carson 1986, Feng et al. 1996);
weighted integration (Carson et al. 1986) or basis function techniques (Gunn
et al. 1997). Many authors have commented on the difficulties with using
non-linear least squares methods, particularly with noisy data, often failing to
converge, producing estimates with large variances (which can be the case even
in noiseless data) (Gunn et al. 2002, Alpert and Yuan 2009). This has led to
methods that employ penalised optimisation to stablise parameter estimates
(Zhou et al. 2001, Gunn et al. 2002).
Whilst the limitations of the basis function technique of Gunn et al. (1997)
are well known, its simplicity and ease of implementation has made it a pre-
ferred method for parameter estimation of kinetic models for PET data. The
basic idea is to linearise the kinetic equation, and then use (weighted) least
squares methods to obtain parameter estimates. Consider for example the
one-tissue compartment model (1.1), the parameter K1 is linear whilst the
parameter k2 is non-linear. The non-linear term is then dealt with by choosing
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a discrete spectrum of parameter values for k2 and forming the corresponding
basis functions
Bi(t) = Ca(t)⊗ exp(−ki2t)
for i = 1, . . . , n, where the values of ki2 are taken from a physiologically plau-
sible range of values for k2. Equation (1.1) then becomes linear in K1, where
Cit(t) = K
i
1Bi(t).
The parameters Ki1 can now be solved for each basis function Bi(t) using linear
least squares, and the parameter set (Ki1, k
i
2) that produces the minimum
residual sum of squares is taken as the optimal solution, (Cunningham and
Jones 1993, Meikle et al. 1998). Gunn et al. (1997) reported that in their
experimentation, only 100 basis functions were needed to obtain good results,
making the method very time efficient. It is interesting to note that the idea
of fitting a spectrum of values of ki2 and then choosing the most likely value
according to some goodness of fit criterion, is very similar to ABC, where
ABC formalises the selection of the candidate parameter set with a prior
distribution. Whilst the method of Gunn et al. (1997) is not formally Bayesian,
the authors note the superior performance of the estimation when a constraint
or a bounded region is placed on the non-linear parameters, thus implicitly
placing a prior distribution on the unknown parameters.
The scarcity of data in kinetic modelling lends itself naturally to Bayesian
modelling, where inclusion of priors can provide better estimates. This ap-
proach has been advocated more recently by several authors (Zhou et al. 2013,
Alpert and Yuan 2009, Malave and Sitek 2015). Most applications of Bayesian
modelling in medical imaging proceed in a frequentist fashion, that is, one
often simply finds the maximum a posteriori (MAP) estimate of the poste-
rior using any number of optimisation tools, see for example Lin et al. (2014).
Recently, Malave and Sitek (2015), Sitek (2014) has advocated a proper treat-
ment of Bayesian inference in the medical imaging community, given that un-
certainty quantification is particularly relevant when the observational data
has a very low signal to noise ratio.
Typically, the full Bayesian inference proceeds by assuming an error model
for the time activity curve. The most common model is the independent Gaus-
sian error model, with the variance at each time point assumed to be propor-
tional to the observed data point. Markov chain Monte Carlo (MCMC) is
the default posterior sampling method. However despite its wide usage, the
Gaussian error model is often not appropriate. Zhou et al. (2013) found that
a t-distribution worked better for the examples they studied. In reality, the
error distribution is highly positively skewed at time points with low activity
if a non-negativity constraint is used with reconstruction, and more symmet-
ric at higher activity time points. In simulation studies, Poisson error is often
introduced to the deterministic data. A second difficulty is that MCMC it-
self requires tuning and convergence assessment. While the former can be
automated to some extent by automatic tuning algorithms (Garthwaite et al.
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2015), the latter would ideally require repeat analyses at dispersed starting
points. This can be computationally infeasible when the analyses involves
hundreds of thousands of repeat simulations.
1.4 A simple ABC algorithm for kinetic models
ABC offers an alternative to MCMC. Traditionally, ABC is used when the
likelihood function is not tractable. In the current setting, ABC offers a way
of computing full Bayesian analyses without the need to specify an exact error
distribution: we only require the ability to simulate summary statistics. The
most obvious advantage is its ease of interpretation and application, which
makes fully Bayesian inference easily achievable for practical users of Bayesian
methodology. In this chapter, we will restrict our attention to the simplest of
ABC algorithms, the standard rejection sampling method. For the parameter
vector θ = (θ1, . . . , θp)
′, this is achieved by the following three steps:
1. Sample parameters θi, i = 1, . . . , p from the sampling distribution,
Uniform(ai, bi)
2. Compute Cˆt(t) using θ, and the corresponding Ssim
3. Retain θ if
∑
t |Stsim − Stobs| < 
The sampling distributions Uniform(ai, bi) are proportional to the prior dis-
tributions for each parameter, Uniform(a∗i , b
∗
i ), we will discuss how to obtain
a good sampling distribution in Section 1.5.1. Cˆt(t) is the estimated activity
concentration, using the trial value of θ. For example, θ = (K1, k2) if using
Equation (1.1); Stsim and S
t
obs are the simulated and observed summary statis-
tics, respectively, at the t-th time point.  is a predetermined error tolerance
value. The choice of summary statistics will be discussed in Section 1.5.
It is clear from the above, that in repeated estimations for different voxels,
Steps 1 and 2 do not need to be repeated. This is because the values Cˆt(t) com-
puted for one voxel can be reused for others and the additional computational
cost in Step 3 is relatively small.
In the algorithm above, we have not replicated the noise in the data. Since
we are not interested in estimating the parameters in the error distribution,
those are considered nuisance parameters. What we assume here is that there
exist summary statistics that are (nearly) sufficient for the kinetic parame-
ters. We will discuss the selection of summary statistics in more detail in the
example section.
This simple form of ABC is similar to the popular basis function approach
of Gunn et al. (1997), where the summary statistics are just taken as the
original data. ABC formalises the constraints on the parameters in the form
of a prior, and instead of using least squares for some of the parameters,
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ABC samples all parameters. In addition, the ABC method provides parame-
ter uncertainty estimation by probabilistically retaining some of the sampled
parameters.
1.5 Application to a neurotransmitter response model
Development of neurochemical assays that capture temporal signatures is crit-
ical because the neurotransmitter dynamics may encode both normal and ab-
normal cognitive or behavioural functions in the brain. The elucidation of
specific patterns of neurotransmitter fluctuations are beneficial to the study
of a wide range of neuropsychiatric diseases, including alcohol and substance
abuse disorders (Morris et al. 2005, Normandin et al. 2012).
Morris et al. (2005) developed a new model, called ntPET, for quantify-
ing time-varying neurotransmitter concentrations. The new model enhances
the standard tracer kinetic model, accounting for both time-varying dynam-
ics of the radiotracer [11C]raclopride and the endogenous neurotransmitter
dopamine that competes with it for the same D2 receptor binding sites. For
the input function, a reference region approach is used instead of arterial
sampling, where the activity concentration measurements in the reference re-
gion of tissue are assumed to contain negligible specific binding signal (Morris
et al. 2004). Experimental data are acquired in two separate PET scans, one
conducted with the subject at rest and the other immediately following a
stimulus. Normandin et al. (2012) further developed this model to be used
with a single scan session and proposed a basis function approach for the sim-
plification of computation; they call the method lp-ntPET (linear parametric-
neurotransmitter PET). In our simulation studies, we will generate simulated
data using ntPET, and fit the model lp-ntPET to the simulated data, since
the latter is a simplification of the former.
The operational equation for the lp-ntPET model takes the form
Ct(t) = R1CR(t)+k2
∫ t
0
CR(u)du−k2a
∫ t
0
Ct(u)du−γ
∫ t
0
Ct(u)h(u)du (1.2)
where Ct(t) and CR(t) are the concentration of the tracer in the target tissue
and reference regions, respectively. The parameters R1, k2 and k2a describe
the kinetics of tracer uptake and retention in the tissue. The parameter γ
describes the neurotransmitter response magnitude.
The function h(t) describes the non-steady state component of the kinetic
model (with γ encoding the magnitude), given by
h(t) =
(
t− tD
tP − tD
)α
exp
(
α
[
1− t− tD
tP − tD
])
u(t− tD)
where u(t) is the unit step function. The variable tD is the delay time at
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which the response starts relative to the start of scan, tP is the peak time
of maximal response magnitude, α is the sharpness of the function. The lp-
ntPET model has seven parameters, four that describe tracer kinetics and
response magnitude (R1, k2, k2a, γ), and three describing the time course of
the neurotransmitter/activation response (tD, tP , α). This formulation is a
simplification of the ntPET model which has eleven parameters.
Equation (1.2) can be expressed in matrix form y = Ax, as Ct(t1)...
Ct(tm)
 =
 CR(t1)
∫ t1
0
CR(u)du −
∫ t1
0
Ct(u)du −
∫ t1
0
Ct(u)h(u)du
...
...
...
...
CR(tm)
∫ tm
0
CR(u)du −
∫ tm
0
Ct(u)du −
∫ tm
0
Ct(u)h(u)du
×

R1
k2
k2a
γ
 .
(1.3)
So, for fixed values of tP , tD and α in the function h(t), the above represen-
tation can be solved using linear least squares.
Normandin et al. (2012) propose an efficient computational algorithm
for parameter estimation for lp-ntPET. The idea is similar to the basis
function method of Gunn et al. (1997). Setting the basis function to be
Bi(t) =
∫ t
0
Ct(u)hi(u)du (this corresponds to the last column entry of the
matrix A), then for basis function Bi(t), a weighted least squares solution is
obtained for Equation (1.3), where xˆ = (ATWA)−1ATWy with the weight
matrix having diagonal elements inversely proportional to the variance of the
PET measurement of Ct in the matching row of the matrix equation, since it
is commonly assumed that the variance of the tracer concentration is propor-
tional to the observed value. A similar assumption is made in most Bayesian
models using Gaussian error assumption, see for example Zhou et al. (2013).
Clearly, in the presence of high noise, such an assumption can lead to poor
parameter estimation. Finally, a large library of basis functions are calculated
over different combinations of tD, tP and α, and the parameter set that min-
imises the residual sum of squares is then chosen as the final estimate. If the
non-negativity constraint is to be used, for example, for the parameter γ, then
an iterative weighted least squares approach is adopted.
In the next section, we consider the application of ABC to the problem
of neurotransmitter response modelling described above. We obtain simulated
data, using the nt-PET model, and use ABC to fit the simpler lp-ntPET
model to the data at varying levels of noise. The noise is Poisson with a
mean proportional to the simulated activity concentration. Simulation data
are obtained over 60 time frames each with one minute duration.
1.5.1 Prior and sampling distributions
For simplicity, we use the Uniform distributions U(a∗i , b
∗
i ), i = 1, . . . , 7 as the
prior distributions for the seven unknown parameters (R1, k2, k2a, γ, tD, tP , α),
all of which are non-negative. In practice, the investigator may have a rough
idea of the range of plausible values for the parameters. In this example, we set
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the priors as U(0, 20), U(0, 10), U(0, 10), U(0, 5) for the first four parameters.
For parameters tD, tP , α, Normandin et al. (2012) discussed the choice of priors
for these parameters and found that the response to a stimulus at 20 minutes
should occur before 25 minutes. Here we use for tD a flat prior around the
value 20, so tD ∼ U(15, 25). This is reasonable to do in most cases because
the displacement modelled by h(t) is caused by an external stimulus that
the experimenter controls and commences at a known time, for example, a
drug injection at 20 minutes. We set the priors for tP as U(tD + 1, 35) and
α ∼ U(0, 25); these are essentially the largest numerical ranges that produce
sensible simulated data.
For an efficient ABC algorithm, we require a good sampling distribution
U(ai, bi). A good starting point for the sampling distribution is to use the
prior distributions, i.e., set ai = a
∗
i , bi = b
∗
i . This is typically too diffuse for the
algorithm to work efficiently, unless the prior happens to concentrate around
the highest density regions of the posterior. Here we employ a sequential
method of narrowing down the range, i.e., finding values ai ≥ a∗i and bi ≤ b∗i .
We begin by applying the ABC algorithm of Section 1.4, starting with ai = a
∗
i
and bi = b
∗
i , and a large initial tolerance level of  = 200. The tolerance is
gradually reduced to around 10, over several intermediate steps. With each
reduction in the  value, we use the parameter range obtained from the ABC
algorithm at the previous iteration to define new ai and bi. The samples after
each of the first three iterations are plotted in Figure 1.5, for R1, k2, and
k2a. For example, for k2a shown in the right panel, the first iteration used
U(0, 10) as the sampling distribution, with a tolerance of  = 200. Applying
the algorithm of Section 1.4, the range for this parameter has reduced to
between 0 and 0.8, as indicated by the solid line. At the next iteration, we
use U(0, 0.8) as the new sampling distribution, with a tolerance of  = 50; the
dotted line indicates the range for this parameter after the second iteration,
which will then form the sampling distribution for the next iteration, and so
on. The process is then continued until we obtain a reasonably informative
range for U(ai, bi). In our simulated dataset, the final sampling distributions
were R1 ∼ U(0, 5), k2 ∼ U(0, 1), k2a ∼ U(0, 0.2), γ ∼ U(0, 2). Note that this
sequential procedure is valid with the algorithm in Section 1.4, as long as the
sampling distribution is proportional to the prior. A more elaborate sequential
sampling scheme can be found in Sisson et al. (2007).
1.5.2 Summary statistics selection
We consider four different summary statistics, S1, . . . , S4:
• S1: Spline smoothed data. This is obtained by using the R package’s
smooth.spline function, using cross validation. The discrepancy between
observed and simulated data is taken as the sum of the absolute differences
between the smoothed observed data and the smoothed simulated data over
each time point.
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FIGURE 1.5
Samples for R1, k2 and k2a after each of the first three iterations, indicated
by solid, dotted and dashed lines respectively. Their respective tolerance levels
are  = 200, 50, 10.
• S2: The full data set. The discrepancy between observed and simulated data
is taken as the sum of the absolute differences between the raw observed
data and the simulated data over each time point.
• S3: The scaled data set. The discrepancy is the sum of the absolute differ-
ences between the raw observed data and the simulated data, where the error
at each time point is now scaled by the empirical estimate of the standard
deviation of the raw difference.
• S4: The weighted least squares. For each simulated sample of tD, tP and α,
the weighted least squares estimate of R1, k2, k2a and γ is estimated for the
observed data and simulated data, the discrepancy is taken as the sum of
the absolute difference between the four weighed least squares estimates.
The spline smoothed data can be considered as sample means at each data
point, and should be nearly sufficient for the parameters of interest. Figure
1.6 (top two rows) show the TACs for two different activation levels (200%
of baseline activation in the top row and 100% in the second row, over three
different noise levels, ranging from high to low, shown from left to right). The
dotted lines in the figures indicate the raw data, the dashed lines are the spline
smoothed estimates of the raw data, and the solid lines are the true (noiseless)
curves. These plots indicate that the spline estimate is very close to the true
curve, particularly in low noise level cases, and even in the case of very high
noise, it still provides very good estimate of the true TAC.
Similarly Figure 1.6 (bottom two rows) show the simulated full dataset
indicated by dashed lines. The plotted simulated dataset is estimated at a
given set of parameter values (not necessarily optimal for the datasets plotted).
We can see that at large noise levels, the simulated dataset cannot expect to
fully replicate the original dataset, as we do not simulate noise here. Therefore
in any ABC applications, when the raw data are used in this way, we do not
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expect the tolerance to be able to go to zero. In the lower noise levels, the
discrepancy between the simulated and observed data is less marked, as would
be expected.
In order to assess which summary statistics performed best, we considered
the use of posterior predictive distributions, Gelman et al. (2004). For each
summary statistic, we obtain 1 million samples from the sampling distribution
and for each statistic, retain the 1000 samples with the smallest error as sam-
ples from the posterior. The initial 1 million samples were obtained by setting
 = 10, based on the Euclidean distance between observed and simulated data.
The nominal value of 10 was used because simulation was fast at this value
of , while minimising the burden on computational storage. For each poste-
rior sample, we generated a dataset and plotted the posterior predictive mean
and credibility intervals together with the spline smoothed observed data in
Figures 1.7. The plots show data generated from the model with 200% acti-
vation. Top two rows have a high noise level and the bottom two rows have
a moderate noise level. Solid lines indicate the observed data, dashed lines
indicate the posterior predictive mean, and dotted lines are the corresponding
interval limits for a 95% posterior predictive interval. In both cases, the spline
summary S1 performed very well, both in terms of capturing the true curve
within the 95% interval, as well as the fidelity of the estimated curve to the
true curve. The full data set, S2 and S3 showed similar performances to each
other, and gave reasonable performance when the noise level is lower. The
weighted least squares estimate S4 performed the worst, and has much more
variability in the posterior predictive distribution. In the remainder of this
chapter, we will work with S1, the spline smoothed summary.
1.5.3 Tolerance level determination
For the determination of  in Step 3 of the ABC algorithm, the typical ap-
proach is to gradually decrease the value of  until no further improvements
can be made. Figure 1.8 illustrates the progression of the estimated marginal
posteriors at  ≈ 7.8, 2.6, 1.7, corresponding approximately to the 0.8, 0.02
and 0.001 percentiles of the sampled errors in our initial simulation of the one
million samples. The solid line corresponds to the largest error, and the dotted
line is the one with the smallest error. Note that the figures show marginal
posteriors beyond the range of the prior distributions. This is due to the effect
of smoothing for the purpose of visualisation, the true samples should not go
beyond the prior distributions.
It is evident here that while at larger  values, the posterior variance is
inflated, the posterior means do not change too much between varying values
of . Interestingly for parameters γ, tD, tP and α, decreasing the values of  did
not produce more information about the parameters, suggesting that the data
is fairly uninformative about these parameters. In our MCMC simulations,
we observed similar behaviour with these parameters, suggesting that these
parameters of the lp-ntPET model may not be estimable from the data.
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FIGURE 1.6
Rows top to bottom correspond to simulated TAC using the model with 200%
and 100% activation. Columns from left to right correspond to high to low
noise levels. True mean curves (solid line), observed noisy data (dotted line),
and smoothed data (dashed line). S1: top two rows. S2: bottom two rows.
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FIGURE 1.7
Posterior predictive plots for model with 200% activation; top two rows at
high noise level and bottom two rows at moderate noise level. Results shown
for the four different summary statistics S1-S4. Solid lines indicate smoothed
observed data, and dashed and dotted lines are mean, 0.025 and 0.975 per-
centiles respectively, of the posterior predictive distribution.
ABC in Nuclear Imaging 19
0.0 1.5 3.0
0.0
0.5
1.0
1.5
2.0
R1
po
ste
rio
r
0.1 0.3 0.5 0.7
0
5
10
15
k2
po
ste
rio
r
0.00 0.04 0.08
0
20
40
60
80
k2a
po
ste
rio
r
0.0 1.0 2.0
0
2
4
6
8
10
γ
po
ste
rio
r
16 20 24
0.0
0
0.0
5
0.1
0
0.1
5
tD
po
ste
rio
r
15 25 35
0.0
0
0.0
5
0.1
0
0.1
5
0.2
0
tP
po
ste
rio
r
0 5 15 25
0.0
0
0.0
1
0.0
2
0.0
3
0.0
4
0.0
5
0.0
6
α
po
ste
rio
r
FIGURE 1.8
Evolution of the estimated marginal posterior distribution for the seven pa-
rameters, at different values of  ≈ 7.8, 2.6, 1.7 (corresponding to the 0.8, 0.02
and 0.001 percentiles of the one million samples). Indicated by solid, dashed
and dotted lines respectively. × indicates the posterior means.
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1.5.4 Comparisons of different estimation methods
In this section, we compare the performances of ABC, WLS and MCMC on
simulation data sets. Figure 1.9 shows the posterior distribution obtained
from ABC using the smallest  value of 1.7, for a single set of simulated
data. The model used for the simulation has 200% activation and a very high
noise level. Circles indicate the true parameter value used to obtain simu-
lated data, triangles indicate the posterior mean and pluses are the weighted
least squares (WLS) estimate of Normandin et al. (2012). For WLS, we have
simulated 100,000 values of tD, tP and α from the same prior used for ABC,
and computed the estimate following Normandin et al. (2012). We have also
implemented MCMC assuming an independent Gaussian error distribution
with variances proportional to the observed TAC. However, it turns out that
the MCMC algorithm is highly sensitive to the starting values, and chains
can get stuck easily for many starting points, including those based on the
true values. In addition, the trace plots indicate that the MCMC sampler has
bad mixing behaviour, and these appear to be difficult to overcome using the
standard MCMC sampler. Most of our MCMC samplers were unable to con-
verge within a reasonable amount of computational time. This may have been
caused by the misspecification of the error model, since the errors in these data
are known to be more complicated than Gaussian. The assumption that the
variance of the error is proportional to the observed TAC, would likely induce
a highly non-smooth likelihood surface, particularly when data are noisy. The
behaviour of the MCMC output for parameters tD, tP and α are erratic; these
parameters are essentially un-estimable. Indeed, the posterior distribution of
these parameters suggest that the data indeed have very little information
about the values of tD and α, as the posteriors are largely unchanged from
our prior distribution. This is also seen in the results from ABC, shown in
Figure 1.9. We found that MCMC tended to over-estimate the R1 param-
eter while this is underestimated by ABC and WLS in some cases. MCMC
was able to give very precise estimates of tD close to the true value, while
it found it difficult to estimate tP . The situation is reversed for ABC, which
found tD difficult to estimate while tP was relatively straight-forward. It is
difficult to know the exact reason for these discrepancies, a lack of convergence
in the MCMC sampler could partially explain some of the differences, model
misspecification is another possibility.
Figure 1.10 shows the posterior mean estimates from ABC (top row) and
least squares estimates for 100 noise realisations (at 100% activation and high-
est noise level). We have excluded results from MCMC simulations due to
the unreliable results obtained. At these noise and activation specifications,
the parameter estimations were the most problematic. Results in Figure 1.10
demonstrate that ABC estimates are much less variable than WLS, although
for both algorithms, the parameter R1 is largely underestimated. The ABC
estimator is more robust for all the parameters, but particularly so for R1 and
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FIGURE 1.9
Final estimates of the marginal posterior distributions using ABC, at a value
of  ≈ 1.7. Circles indicate the true parameter value, triangles indicate the
ABC posterior mean, and plusses indicates the weighted least squares estimate
using Normandin et al (2012).
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FIGURE 1.10
Boxplots of posterior mean estimates over 100 noise realisations using ABC
(top row), the corresponding WLS estimates (bottom row). Crosses indicate
the true values.
the time course response parameters tD, tP and α, where the variability of
the estimates as demonstrated by the box plots are much smaller.
We further investigated the cause for the apparently large bias in the R1
estimation in both ABC and WLS. We found that parameter estimates are
somewhat sensitive to the prior specification of the parameter α, and using
a smaller range of U(0, 3) we were able to obtain better estimates for both
algorithms. However, this still did not provide a substantial improvement to
the bias in the R1 estimates. Figure 1.11 shows the comparative box plots for
the R1 parameter as estimated by ABC and WLS, over four noise levels and
two different activation levels (200% and 100%). While it can be seen that the
estimates of the 200% activation model are generally better than the 100%
activation model, in both cases, the estimates worsen with noise, exhibiting
high bias and high variance. The performance of the ABC estimator in the
higher noise cases are generally superior to WLS. In low noise cases, WLS
are often similar or even better than ABC, suggesting that the benefit of a
Bayesian analysis lies in the more noisy problems.
In terms of the large bias in R1, one possibility is that it could be an
inherent bias of the lp-ntPET model, but this seems unlikely to explain away
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FIGURE 1.11
Boxplots of posterior mean estimates over 100 noise realisations based on
100% activation model (left) and 200% activation model (right). X-axis cor-
respond to results from ABC and WLS alternately, for four different noise
levels (1-4) from highest to lowest noise levels. Horizontal line indicates the
true value at 1.
all the bias. Figure 1.11 suggests that for lower noise levels, the results are
close to the true value. This suggests that the biases maybe due to the way we
handle the noise. A closer look at Figures 1.6, first column of top two rows,
suggests that the spline based summary deviates from the true TAC, while
in lower noise data, there is much better accordance between the summaries
and the true curve. This suggests that a more robust spline estimator, less
sensitive to the distribution of the noise, may yield better results.
1.6 Conclusions and Discussions
This chapter examined the use of ABC for medical imaging data. In these
types of data, it is often necessary to perform parameter estimation for mul-
tiple datasets, sometimes in the order of tens of thousands. A computational
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advantage of ABC in this scenario is that simulation of synthetic datasets
within the ABC step will only need to be done once, representing a substantial
computational saving compared with more traditional estimation procedures
such as MCMC.
Our simulation studies comparing ABC, MCMC and WLS showed that
MCMC was unstable, and difficult to implement under our model assump-
tions. ABC and WLS obtained comparable results, and in most cases, were
able to retrieve the true parameter values. In higher noise problems, ABC
produced more robust estimates than WLS, which will prove more useful for
voxel-wise estimations. In terms of computational time, WLS is the fastest.
Both ABC and MCMC are time consuming, but over multiple datasets, ABC
is substantially faster than MCMC.
We expect that in less noisy datasets, with relatively simple kinetic models,
WLS would perform well, and it would be difficult to justify the use of the
more computationally expensive ABC method. However, even in this case,
there are added benefits from a Bayesian analysis that are often not readily
available from the frequentist approach. For instance, Normandin et al. (2012)
were interested in the significance of the magnitude parameter γ. However
finding an appropriate statistical test for such a task is difficult. In Bayesian
inference, the posterior distribution of γ from Figure 1.9 readily provides the
credibility interval for the parameter, and allows us to assess the significance
of a parameter immediately. Alternatively, posterior model comparison can be
carried out relatively straight-forwardly; see elsewhere in this volume for more
details on ABC model choice. Finally, the posterior distribution provides some
information on how well the data are able to estimate certain parameters in
a given model, see for example parameters tD and α, and this could serve as
an exploratory tool for the development of new models.
The ABC algorithm described in this chapter shares some similarity to the
WLS approach of Normandin et al. (2012), where a basis function approach
is used to estimate the time course response curve. Their WLS can be seen
as a hybrid of Bayesian and frequentist methods. The main differences are
that ABC requires the selection of a summary statistic and WLS searches
for the modal estimate while ABC computes the full posterior. In both algo-
rithms, parameters become harder to estimate when the noise level is high.
One possibility in ABC is to consider summaries which are more robust to
noise. Another possible direction is to extend the analysis, currently assuming
voxel independence, to allow borrowing of information from nearby voxels. It
would be interesting to see how this can be performed efficiently within the
ABC setting.
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