In this paper, a novel method of Generalized Punctured Convolutional Codes (GPCC) is investigated for Orthogonal Frequency Division Multiplexing (OFDM) and Direct Sequence CDMA based future mobile radio and wireless communications. The GPCCs show better performance due to the fact that they have reduced trellis complexity. The trellis complexity is directly proportional to the decoding complexity. A minimal and flexible GPCC trellis module is developed for the mobile radio communications. It is based on the trade off between trellis complexity and performance requirements by mobile radio applications. We have computed some of the low complexities of GPCC. OFDM based CDMA has inherent property to combat Inter Symbol Interference (ISI). We have used GPCC for OFDM-CDMA and subsequently examined the performance of the system in terms of bit error rate. Our results show an improvement in the performance of radio communication. The performance improvement is observed ranging from a little over 1% to 10% or more depending upon the code rate selected. At the end we also analyse the flexible rate selection for GPCC so that the better channel utilization and efficiency can be achieved. The flexible rate is particularly suitable for varying channel conditions.
Introduction
M-ary Frequency Shift Keying (M-FSK), has reduced bandwidth efficiency as the number of the transmitted symbols, M, increases. But, on the other hand, if the transmitted signals, M, are all mutually orthogonal, the power efficiency of M-FSK increases as there is hardly any buffered signal in queue. M-FSK has also no adverse effects on performance even if amplified by nonlinear amplifiers. The orthogonal property of M-FSK is used by OFDM to provide power efficient transmission for communication schemes like CDMA [1] . OFDM is a multicarrier modulation scheme in which a base station divides high bit rate data chunk into many low bit rate data chunks or streams and then modulates each of these streams on separate subcarriers. The subcarriers are chosen in such a way that they are orthogonal to each other. OFDM modulation is used for high speed data rate transmissions for all sight microwave channels. It has high bandwidth efficiency and combats better with multipath fading problem. Bandwidth efficiency is based on the fact that OFDM communication system effectively utilizes available spectra by allowing subcarriers to overlap slightly with adjacent subcarriers of minimum power [2] . In the presence of multipath conditions, OFDM has quite a low bit error rate [3] . The two types of interferences, intersymbol and intercarrier are kept under control by inserting a guard interval between adjacent symbols. The guard ring should be greater than multipath spread [3] . The problem of deep fade can be kept under control by using OFDM along with Direct Sequence CDMA (DS-CDMA) to provide multiple accesses for users transmitting on the same subcarriers having orthogonal spreading codes. There are quite a number of factors that are critical for the OFDM transmitter design. These may be guard ring, subcarrier spacing, symbol duration and type of subcarrier. One has to consider parameter choices based on available bandwidth and bit rate requirements.
One of the most critical components for the design of OFDM-DS-CDMA transmitter system is channel coding. The channel coding is performed for the easy detections and subsequently correction of errors which may have corrupted data communication during transmission over a given channel. The channel codes are also used for protecting data while transmitting between processing point in the computational system and storage devices. There are basically two methods for channel coding, block coding and convolutional coding. The latter is mainly used in many applications due to its advantages of real time and online error correcting capability which achieves reliable data transfer. These codes are performed by hardware design using m shift registers. Each of the shift register has capacity to store one bit digital information. Binary data bits enter from one end of the shift register and output sequence is generated using special class of generator polynomials [4] . The output sequence has n bits which consist of k input bits and additional bits generated by generator polynomial. The output sequence also depends on past input bits apart from the current input bit. If the input bits also form a direct part of output sequence then the codes are called recursive or systematic codes. There are many types of popular convolutional codes in use but one particular class of convolutional codes called punctured convolutional codes is a very important class [5] . Punctured convolutional codes, also called as perforated codes, are normally used in satellite communication applications such as GPRS, EDGE and Wi-Fi. Puncturing is a special technique used whereby some of the bits are deleted from output sequence generated by convolutional encoder using puncturing matrices. There are quite many predefined puncturing matrices frequently used for this purpose.
The general notation of a given convolutional codes may be represented by (n, k, m) where symbols are as defined earlier. The term k/n is called code rate. The code is a measure of code efficiency [6] . We have simulated results for the range of values of n from 3 to 8, k from 2 to 7 and m from 3 to 8. The constraint length of the convolutional codes is given by L = k (m-1). The complexity of a Viterbi decoder increases with the increasing code rate [7] . Puncturing normally uses standard code rate of 1/2 to expand it for higher code rates for encoding and decoding. The trellis complexity for convolutional codes is higher than that of punctured convolutional codes [8] . This makes an easier choice for punctured convolutional codes for reasons of reduced complexity [9] . There is one shortcoming on punctured convolutional codes that they suffer from distance spectra. The punctured convolutional codes may have trellis representations which have much less complexity than the conventional trellis. This indicates that conventional trellis may not have minimal trellis representation [10] . Generalized Punctured Convolutional Codes (GPCC) has better distance spectra and much reduced trellis [8] .
In this paper we have designed and simulated minimal trellis module of GPCC for OFDM-CDMA communication system. A canonical generator matrix G for (n, k, m) convolutional code is a k × n matrix with polynomial entries such that an encoder uses m delay elements. From a canonical generator matrix G, it is possible to design a conventional trellis representation for GPCC. This trellis has a very regular structure consisting of repeated units called the trellis modules.
The trellis module has exactly 2 m initial states and 2 m final states, with each initial state being connected by a directed edge to exactly 2 k final states [6] . Thus the trellis module has 2 k+m edges. Each edge is labelled with an nsymbol binary vector which is the output produced by an encoder in response to a given state transition. Thus each edge has length n and the total edge length of the conventional trellis module becomes n 2k+m . Since each trellis module represents the encoder's response to k input bits, the conventional trellis complexity of the trellis module is defined as (n / k) ×2 m+1 symbols per encoded bits [6] .
The units of trellis complexity are expressed as symbols per bit. The work factor of updating the metrics and survivors at each trellis module is proportional to the edge length of the trellis module. It indicates that the trellis complexity is a measure of the efforts per decoded bit.
Model of GPCC based OFDM-CDMA
We have proposed a model for OFDM-CDMA based mobile radio communication using GPCC codes with minimal trellis complexity representation. The general diagram of such an assumed communication system is illustrated by Figure 1 . The N users are assumed to be simultaneously accessing the CDMA communication system. It is thus a multiple access system of wireless communications. Each user data are channel encoded by using GPCC codes. Spreading sequence is achieved by adding a digital code, normally called Pseudo-Noise (PN) sequence generated by a generator circuit and then it is multiplied with GPCC encoded binary data bits. Such a generated sequence is called direct spread sequence. Direct spread sequence is then directed to the OFDM modulation unit.
The OFDM modulation unit consists of a serial to parallel converter, an interleaver, pilot symbol generator circuit, inverse fast Fourier transform operator circuit and finally parallel to serial conversion. The OFDM modulated signal is then transmitted over a noisy channel. The scope of this paper is mainly focused on the implementation of GPCC codes for OFDM-CDMA communication system
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GPCC based Channel Encoder To Channel (refer Figure 1) . We also performed computation of trellis complexities and the same is tested for bit error rate by simulating on MATLAB software platform. A thorough result analysis is done to validate the proposed system for its performance.
Minimal Generator Polynomial
GPCC based channel encoder connections are represented by generator polynomials which is actually a group of shift registers connected in series with certain feedback paths. All polynomials cannot produce sequences that are
gives convolutional codes. The general form of generator matrix may be given by Equation (1).
Each row depends upon the input to each shift register. The first row shows first input to the feedback shift register and similarly and k th row indicates k th input to the shift registers used. The first column corresponds to first output from m shift registers. To represent an individual connection vector we need m+1 element with respect to a single output. For an m order code, there are total of 2 m+1 possibilities which are available to make all possible combinations. It may be noted that all combinations may not generate a valid polynomial.
There are certain principles which must be strictly applied in order to generate polynomials. First principle may be that all the columns' elements in a given row must not have the repeated values. The second law states that all the m feedback shift registers represented by each of the columns, must be used to produce output at least once. This may validated by performing bitwise ORing logical operation on all bits of an element of a column in successive rows.
Determination of Trellis Complexity
The trellis complexity represents state and branch complexities. Normally a Viterbi algorithm is used for decoding the received data at receiver. State and branch complexities indicate storage and computation requirements for the Viterbi algorithm at receiver. The state complexity of a trellis is measured by its state space dimensional profile and the branch complexity is measured in terms of the total number of branches in a given trellis. The minimal generator matrix may be defined as
Here, g 0 g 1 .....g L are k × n scalar matrices with elements from Galois field. One bit right shift of g' can be used to make another scalar generator matrix for convolutional codes [10] . The shift can be continued forever. From scalar generator matrices, minimal trellises are determined. There are many techniques used to find minimal trellis. We have chosen one such technique which constructs trellis directly from any generator matrix for given code under the condition that generator trellis is in canonical form. The trellis thus determined is minimal trellis if the generator matrix is minimal [11] . The scalar generator matrix had left-right (LR) property, if it has at the most one underlie and one overlie element. For simplicity, we have represented trellis complexity in terms of edge count since trellis complexity is directly related to the edge count. We used MATLAB commands to determine the trellis complexity.
Design of Minimal Trellis Module
A trellis complexity is minimal if the total number of states in the trellis is minimal or if the state space dimension at each time of the trellis is minimal. The reduced trellis complexity can accommodate more number of codes. We have reduced the trellis complexity by applying elementary row operations, such as ORing rows, on scalar polynomial generator matrices.
The weight spectra obtained from the minimal trellis and the conventional trellis with n-bit branches are the same for the first few terms and only slightly differs for the next terms. The cyclic shift in minimal trellis module may have an equivalent convolutional code which has same weight spectrum [12] . In case of Viterbi decoding using conventional trellis with n-bit branches produces the same bit error rate which is obtained from using the minimal trellis for decoding. The complexity of convolutional codes may not be correctly represented by the size of its memory of encoder in case if the minimal trellis is used for decoding [12] . There are quite a few differences between minimal trellis and trellis with n-bit branches. The zero states of minimal trellis are not the same states as found in the trellis with nbit branches. Hence, using the minimal trellis in the Viterbi decoding, some paths may be eliminated in minimal trellis compared to trellis with n-bit branches. The first error events in the minimal trellis are in general different from those found in the trellis with n-bit branches [13] . This shows that there is a definite difference, but very small, between the first error event probability of decoding using the minimal trellis and that of decoding using the trellis with n-bit branches.
Searchable GPCCs and Trellis Computation
We have performed several simulations on MATLAB to refine code search corresponding to trellis complexity for a chosen class of GPCCs. The trellis complexity of the minimal trellis module is computed by using procedure described in section 2.3 for a given generator matrix. The simulation results obtained for different code rates and the observed trellis complexities are listed in Table 1 . This is not exhaustive list and can be easily scaled up to much broader code rates. The convolutional codes thus obtained are considered good and has structural properties of search as the same are defined by the polynomial generator matrix of PGCC. The span length of each row can be controlled, thus it allows searching for GPCC for fixed trellis complexity [12] . The results shown in Table 1 are indicative that some of the convolutional codes have poor trellis complexity. Few of the codes show that if the minimal trellis is used for decoding, the amount of error, number of operations and comparisons reduce further.
Results and Discussions
The simulation tests are carried out for a wide range of code rates with m lying between 3 and 8. We used AWGN channel and QPSK modulation for the computation of bit error rate. The figures of improvement, as claimed in the following explanations of trellis complexity and bit error rate are based on the comparison with similar computations performed by reference [6] . We performed simulation tests on all possible polynomials and computed trellis complexity in each case using MATLAB programming and simulation tools. The good polynomial observed is based on minimum trellis complexity among all computed results. The corresponding trellis complexity as claimed by [6] is referred as standard and then newly determined trellis complexity is compared with it. Then, we computed the complexity in terms of percentage reduction. The minimal complexity observed in each case is listed in Table 1 and bit error rate is illustrated in the Figure 2 to Figure 7 . These finding are summarized in the following descriptions.
The Figure 2 shows trellis complexity of a code 2/3 GPCC with m = 4 it is reduced by about 11% and the bit error rate by a factor 2 ×10 -3 . Similarly Figure 3 shows that for a 2/3 GPCC with m = 5, the trellis complexity is reduced by 9 % and its bit error rate by a factor of 10 -3 . Figure 4 shows that for a given GPCC code of rate 2/3 and m = 8, the trellis complexity is reduced by 10 % and bit error rate by a factor of again 10 -3 . Figure 5 shows that for a given code 4/8 and m = 4 the trellis complexity is reduced by 3 % and bit error rate by a factor 0.2. As shown in Figure 6 , the trellis complexity is reduced by 4 % approximately and bit error rate by a factor of 10 -5 . Similarly Figure 7 shows the corresponding figures of 1 % and 10 -5 respectively. For specific applications, if the error rate is tolerable without limiting the bandwidth of the signal, the bit error rate can be reduced considerably. The trellis complexities determined are flexible as any of the trellis modules can be chosen with performance best suited for the specific application. The flexibility can also be improved by adopting suitable synchronization and interleaving methods. We assume that these are at the best suited for a chosen application of mobile radio communication. Furthermore, though, it has not been validated and simulated for the tests, it is quite obvious that the GPCC proposed for OFDM-CDMA communication having reduced complexities will also result in much reduced decoding complexities at receiver if maximum likelihood Viterbi algorithm is used. This will obviously improve the overall performance of mobile radio communication system. This method has been explored for exhaustive possibilities of combinations and a theoretical limit is reached for the further reduction in trellis complexities. The scope of this research report is limited to only transmitter of the mobile radio using OFDM concept of modulation scheme with DS-CDMA system. The receiver design and implementation may be undertaken in the future research work.
Conclusion
This research paper is a comprehensive report about implementing GPCC codes for an OFDM -CDMA based transmitter used in mobile radio communications. Two parameters, namely trellis complexity based on the minimal polynomial generator matrices and bit error rate are mainly considered for performance analysis of the proposed system. Trellis complexity is determined as a minimum of all possible combinational cases. We used MATLAB 7.12 version based tools for simulations of all experimental data chosen. The trellis complexities of very wide range of different types of convolutional codes are determined by puncturing trellis module instead of inputs as generally presented in the literature. We found by observations that by puncturing trellis module, the bit error rate has reduced up to a maximum of 10 % in comparison to recent results available for reference. Similarly the trellis complexities are improved significantly.
The future work may be concentrated towards improving performance by implementing turbo codes which are forward error correcting codes and are based on concatenated recursive systematic convolutional codes. One may look at the synchronization and interleaving modules for enhancing performance.
