Optimal working point in digitized quantum annealing by Mbeng, Glen Bigan et al.
Optimal working point in digitized quantum annealing
Glen Bigan Mbeng,1 Luca Arceci,1 and Giuseppe E. Santoro1, 2, 3
1SISSA, Via Bonomea 265, I-34136 Trieste, Italy
2Abdus Salam ICTP, Strada Costiera 11, 34151 Trieste, Italy
3CNR-IOM Democritos National Simulation Center, Via Bonomea 265, I-34136 Trieste, Italy
We present a study of the digitized Quantum Annealing protocol proposed by R. Barends et
al., Nature 534, 222 (2016). Our analysis, performed on the benchmark case of a transverse Ising
chain problem, shows that the algorithm has a well defined optimal working point for the annealing
time τoptP — scaling as τ
opt
P ∼ P, where P is the number of digital Trotter steps — beyond which
the residual energy error shoots-up towards the value characteristic of the maximally disordered
state. We present an analytical analysis for the translationally invariant transverse Ising chain case,
but our numerical evidence suggests that this scenario is more general, surviving, for instance, the
presence of disorder.
I. INTRODUCTION
Quantum annealing (QA)1–5, alias adiabatic quantum
computating6,7, is one of the leading approaches for op-
timization and quantum state preparation in currently
available quantum devices, broadly belonging to the so-
called “noisy intermediate scale quantum technologies”8.
The realisation of ad-hoc quantum hardware implemen-
tations based on superconducting flux qubits 9–15, has
made QA a field of quite intense research (see Ref. 7
for a recent review). The basic strategy of QA is deeply
rooted in the adiabatic theorem of quantum mechanics16:
the unknown ground state of some complex target Hamil-
tonian ĤT is approximated by the state |ψ(τ)〉 obtained
through a Schro¨dinger evolution with a suitable Ĥ(t) for
a sufficiently long annealing time τ , starting from a sim-
ple initial state |ψ0〉. In its simplest implementation, one
defines Ĥ(t) by a linear interpolation
Ĥ(t) = s(t)ĤT + (1− s(t))ĤD , (1)
with s(0) = 0 and s(τ) = 1, often taken to be a
linear function s(t) = t/τ . The driving Hamiltonian
ĤD is commonly taken to be a simple transverse field
term, ĤD = −Γ
∑N
j=1 σˆ
x
j (for a system of N qubits,
σˆxj being a Pauli matrix at site j), and the initial state
|ψ0〉 = |+〉⊗N = 2−N/2(| ↑〉+ | ↓〉)⊗N is the ground state
of ĤD.
As such, the QA approach is intrinsically analog: it re-
quires constructing the appropriate hardware for a given
problem Hamiltonian ĤT. A recent experimental work
by the group of Martinis17 has advocated a digitized-QA
(dQA), in essence a discrete-time Trotter-Suzuki anneal-
ing dynamics. In the simplest cases, one constructs an
approximate state through a depth-P digital quantum
circuit by splitting the QA Hamiltonian into two non-
commuting pieces Ĥz and Ĥx (involving, say, σˆ
z and σˆx
Pauli operators):
|ψP〉 = e−iβPĤxe−iγPĤz · · · e−iβ1Ĥxe−iγ1Ĥz |ψ0〉 . (2)
The dQA parameters β = (β1 · · ·βP) and γ = (γ1 · · · γP)
are obtained by applying an appropriate Suzuki-Trotter
splitting to the time-discretized Schro¨dinger evolution
operator. One great advantage of such a digitized-QA ap-
proach is that the different unitaries can be “constructed”
using universal gates, implementing, for instance, σˆzi σˆ
z
j
and σˆxi σˆ
x
j couplings, thus allowing for the inclusion of
non-stoquastic18 terms, generally hard to simulate on a
classical computer19. A second advantage of a digital
implementation is, as argued in Ref. 17, that the system
can in principle be made fully fault-tolerant20,21.
The dQA form of the state in Eq. (2) bears an ap-
pealing similarity with a hybrid quantum-classical ap-
proach known as Quantum Approximate Optimization
Algorithm (QAOA), introduced by Farhi et al.22. The
non-trivial difference with dQA is that in QAOA the pa-
rameters β and γ are assumed to be variational param-
eters of the state |ψP(β,γ)〉, which should be appropri-
ately optimized, via some classical algorithm, by mini-
mizing the expectation value of the target Hamiltonian
EP(β,γ) = 〈ψP(β,γ)|ĤT|ψP(β,γ)〉. As such, QAOA
is completely insensitive to the possible small gaps en-
countered by the QA dynamics, and the requirement of
adiabaticity is not an issue. This can bring a variational
improvement of the quality of the state |ψP〉, at the ex-
pense of the computational cost for finding the minimum.
Recently, some of us23 have shown that the connec-
tion between dQA and QAOA is indeed deeper: one can
construct, using the QAOA framework, optimal dQA pa-
rameters, which improve over the standard linear sched-
ule s(t) = t/τ — without any need for prior spectral
information on the QA Hamiltonian, a notoriously dif-
ficult task24,25 —, thus realizing within dQA a form of
Optimal Quantum Control26–28.
Even without optimization of the parameters, a plain
linear-schedule dQA still requires a careful choice of the
number of Trotter steps P, for a given total annealing
time τ . This is precisely the issue we will analyze in
our paper. By considering the usual benchmark case of a
transverse Ising chain, we show that for any fixed finite P,
a linear-schedule dQA has a clear optimal working point
annealing time τoptP — scaling as τ
opt
P ∼ P — beyond
which the residual energy error shoots-up towards the
value characteristic of the maximally disordered state.
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2Interestingly, we show that the time-discretization and
Trotter errors implied by dQA always lead to a residual
energy which is larger than the corresponding continuous-
time QA, at variance with what is found in Path-Integral
Monte Carlo simulated QA4,29,30. The scaling behaviour
of linear-dQA at the optimal point, however, is identical
with the standard Kibble-Zurek scaling31–33 predicted for
continuous-time QA with a linear schedule34,35.
The rest of the paper is organized as follows. In Sec. II
we introduce the model and the different variants of QA
we will study. In Sec. III we present our results for
digitized-QA with a linear annealing schedule for a trans-
lationally invariant quantum Ising chain, discussing the
presence of the optimal working point τoptP for different
values of the Trotter time-steps P. In Sec. IV we show the
effects of time-discretization compared to Trotter digital-
ization errors. In Sec. V we discuss the effects of disorder.
Section VI finally, presents our summary and a final dis-
cussion of relevant points.
II. MODEL AND METHODS
The class of models considered in Ref. 17 is described
by the following QA interpolating Hamiltonian:
Ĥ(s) = sĤT + (1− s)ĤD , (3)
where s ∈ [0, 1] is a rescaled time, ĤD = −Γ
∑N
j=1 σˆ
x
j
the usual transverse field driving term, and ĤT the “tar-
get” Hamiltonian of which we would like to compute the
ground state:
ĤT = −
N∑
j=1
[
Jzj σˆ
z
j σˆ
z
j+1+J
x
j σˆ
x
j σˆ
x
j+1+B
z
j σˆ
z
j+B
x
j σˆ
x
j
]
. (4)
Here
(
σˆxj , σˆ
y
j , σˆ
z
j
)
are Pauli matrices on the jth site, and
N the number of sites. The transverse field Ising case
is recovered for Jxj = 0, which can be exactly solved
through a Jordan-Wigner mapping36,37 if we further set
also Bzj = 0. The starting state is assumed, as usual, to
be the ground state of the driving Hamiltonian
|ψ0〉 = 2−N/2(|↑〉+ |↓〉)⊗N = |+〉⊗N . (5)
where |↑〉 and |↓〉 denote the eigenstates of σˆz, while |+〉
denotes the eigenstate of σˆx with eigenvalue +1.
The exact continuous-time QA evolution is given by
the time-ordered exponential evolution operator
ÛQA(τ, 0) = Texp
(
− i
~
∫ τ
0
dt Ĥ(s(t))
)
. (6)
A first step towards full digitalization consists in a time-
discretization: the unitary evolution proceeds in time-
steps where the Hamiltonian is assumed to be constant.
For the simple case of a linear schedule QA where s(t) =
t/τ , with τ the total annealing time, we divide τ into P
time-intervals ∆t = τ/P, and write:
ÛQA(τ, 0) =⇒ Ûstep = e− i∆t~ Ĥ(sP) · · · e− i∆t~ Ĥ(s1) , (7)
where sm = m/P, with m = 1, · · · ,P. To achieve a
full digitalization, one must express e−
i∆t
~ Ĥ(sm) in terms
of simple quantum gates17. Let us denote by Ĥx(s) =
sĤxT + (1 − s)ĤD and Ĥz(s) = sĤzT, the terms in Ĥ(s)
containing σˆx and σˆz respectively. The simplest possible
Trotter splitting of Ĥ(s) = Ĥx(s) + Ĥz(s) is the 1
st-order
one:
e−iĤ(s) ' e−iĤx(s)e−iĤz(s) +O(2) , (8)
which can be easily improved by a symmetrized 2nd-order
splitting:
e−iĤ(s) ' e−i 2 Ĥx(s)e−iĤz(s)e−i 2 Ĥx(s) +O(3) . (9)
For ease of notation, and to concentrate on the cases we
will actually consider in the numerics, let us set Jxj =
Bxj = B
z
j = 0 and define
Ĥz = −
N∑
j=1
Jzj σˆ
z
j σˆ
z
j+1
Ĥx = ĤD = −Γ
N∑
j=1
σˆxj
. (10)
Then the fully digitized-QA evolution operator can be
written as:
Ûdigit = e
−iβPĤxe−iγPĤz · · · e−iβ1Ĥxe−iγ1Ĥz , (11)
where
γm = sm
∆t
~
with sm =
m
P
, (12)
while
βm = (1− sm)∆t~ (1
st-order Trotter) (13a)
βm =
(
1− sm + sm+1
2
)∆t
~
(2nd-order Trotter) (13b)
with the proviso that we should take βP = 0 and neglect
an irrelevant phase factor eiΓN∆t/(2~) appearing in the
symmetric 2nd-order splitting.
We observe that Ûstep introduces a time-discretization
error, while Ûdigit introduces an additional digital (or
Trotter) error17 associated with the non commutativity
of the quantum operators appearing in Ûstep.
To assess the quality of the annealing, we monitor the
density of defects created over the ferromagnetic classical
Ising ground state35,38:
ρdef(τ) =
1
2N
N∑
j=1
〈ψ(τ)|(1− σˆzj σˆzj+1)|ψ(τ)〉 , (14)
3where the expectation value is taken over the final state
at time t = τ , |ψ(τ)〉 = Û(τ)|ψ0〉, calculated with differ-
ent evolution operators. More precisely, we will compare:
1. The continuous-time QA with a linear-schedule
s(t) = t/τ , whose evolution operator is given by
Eq (6);
2. The corresponding fully digitized-QA (dQA) with
Û(τ) = Ûdigit in Eq. (11) with a symmetric Trotter
splitting, see Eqs. (12) and (13b);
3. The step-discretized QA evolution with Û(τ) =
Ûstep in Eq. (7), to discriminate digital errors from
time-discretization errors.
III. RESULTS FOR DIGITIZED-QA ON ISING
CHAIN
Particularly simple is the case of the translationally
invariant transverse Ising model, Jzj = J , with peri-
odic boundary conditions (PBC), which reduces to an
assembly of 2 × 2 independent problems labeled by the
momentum k, depending on the fermionic parity35. A
Jordan-Wigner transformation36,39, σˆxj = 1−2cˆ†j cˆj , σˆzj =
−(cˆj + cˆ†j) exp
(
−ipi∑j−1l=1 cˆ†l cˆl), maps the spin system to
free spinless fermions on a lattice, where cˆ†j and cˆj respec-
tively create and annihilate a fermion at site j. A Fourier
transform can then be used to decompose the system into
a set of decoupled two-level systems. The transformation
is standard, see for instance the appendix in Ref. 23. The
final result can be cast in the following form:
Ĥx = 2Γ
ABC∑
k>0
(
cˆ†k cˆk − cˆ−k cˆ†−k
)
(15)
and
Ĥz = −2J
ABC∑
k>0
(
cos k
(
cˆ†k cˆk − cˆ−k cˆ†−k
)
+ sin k
(
cˆ†k cˆ
†
−k + cˆ−k cˆk
))
, (16)
where the sum over k runs over the anti-periodic bound-
ary conditions (ABC) positive wave-vectors given by
k = pi(2n − 1)/N , with n = 1, 2, . . . , N/2, correspond-
ing to the even-fermion-parity sector35. It is convenient
to rewrite these Hamiltonians in terms of N/2 two-level-
systems with effective Pauli matrices τ̂ k = (τˆ
x
k , τˆ
y
k , τˆ
z
k )
T
labelled by the N/2 independent k-vectors. With the
convention that | ↑k〉 = |0〉 and | ↓k〉 = cˆ†k cˆ†−k|0〉, it is
simple to check that the Hamiltonian terms translate as
follows:
Ĥx = −2Γ
ABC∑
k>0
τˆzk = −2Γ
ABC∑
k>0
zˆ · τ̂ k (17)
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FIG. 1: Density of defects ρdef(τ) versus annealing time τ for
an translationally invariant quantum Ising chain with N =
512 sites and different fixed values of P, corresponding to
Trotter time-steps of ∆t = τ/P. The vertical arrows indicate
the optimal working points τoptP .
and
Ĥz = 2J
ABC∑
k>0
(
cos k τˆzk − sin k τˆxk
)
= −2J
ABC∑
k>0
bˆk · τ̂ k ,
(18)
where we have introduced two unit vectors, zˆ = (0, 0, 1)T ,
and bˆk = (sin k, 0,− cos k)T . Observe that, with the pre-
vious definitions, the density of defects in Eq. (14) simply
reads:
ρdef(τ) =
1
2
− 1
N
ABC∑
k>0
bˆk · 〈ψ0|Û†(τ)τ̂ kÛ(τ)|ψ0〉 . (19)
We start by studying how the defect density depends
on the total annealing time τ for a digitized-QA with
a fixed number P of quantum gates. Henceforth we fix
J = Γ and measure times in units of ~/J , equivalently
to setting ~ = 1 and J = 1. In Fig. 1 we plot the density
of defects ρdef(τ) versus annealing time τ for a transla-
tionally invariant Ising chain with N = 512 sites. The
solid line shows the results of a continuous-time linear-
schedule QA — obtained by numerically solving the time-
dependent Schro¨dinger equation —, clearly displaying a
Kibble-Zurek31–33 (KZ) scaling behaviour34,35. The dif-
ferent dotted lines show the results obtained with Ûdigit,
labelled “linear-dQA”, for three values of P = 4, 32, 128.
As expected, for short and intermediate annealing times
(τ < P) time-discritization and digital errors are negli-
gible. When τ is increased further, the digital protocols
show a sharp optimal working point τoptP , which depends
on P roughly as τopt(P) ∝ P, before ρdef(τ) shoots-up
towards a rather irregular behaviour for τ →∞: we will
analytically show below that ρdef(τ) oscillates around the
average value ρdigit∞ = 1/2, corresponding to the max-
imally disordered state. The optimal working point is
particularly crucial in the dQA protocol, as increasing τ
4beyond τopt would completely spoil the result and waste
resources. Incidentally, the large-τ irregular behaviour
of the digitized-QA data is not a finite-N effect: as ex-
plained in Ref. 23, the thermodynamic limit is effectively
reached as soon as N ≥ 2P + 2.
To understand the τ →∞ regime at fixed P, we start
by observing that a good way to extract the asymptotic
behaviour for ρdef(τ →∞) is to calculate an infinite-time
average of ρdef(τ):
ρdef = lim
T→∞
1
T
∫ T
0
dτ ρdef(τ) . (20)
For a translationally invariant chain in the thermody-
namic limit, where the different k-modes become a con-
tinuum, exchanging the time-average integral with the
k-integral, see Eqs. (19) and (20), we get:
ρdef =
1
2
−
∫ pi
0
dk
2pi
bˆk · 〈τ̂ k〉τ (21)
where 〈τ̂ k〉τ is the infinite-time average of:
〈τ̂ k〉τ = 〈ψk(0)|Û†k(τ)τ̂ kÛk(τ)|ψk(0)〉 . (22)
The form of the unitary Ûk(τ) depends on the QA pro-
tocol used. The digitized-QA case is particularly simple:
one can express the action on τ̂ k of the relevant 2 × 2
unitary operators — ei2βmzˆ·τ̂ and ei2γmbˆk·τ̂ , in alterna-
tion, see Eqs. (11), (17) and (18) — through a product
of 3 × 3 rotation matrices R, by repeatedly using the
following Pauli matrix identity:
e−i
θ
2 nˆ·τ̂ τ̂ei
θ
2 nˆ·τ̂ = Rnˆ(θ)τ̂ , (23)
where nˆ is the axis of rotation, and θ the rotation angle.
As a result of that, for the digitized-QA case we end up
writing:
〈τ̂ k〉τ =
[ ←P∏
m=1
Rzˆ(4βm)Rbˆk(4γm)
]
zˆ (24)
where
←P∏
denotes a time-ordered product, and we
explicitly used that the initial state is such that
〈ψk(0)|τ̂ k|ψk(0)〉 = zˆ. Full details of this analysis can be
found in the Appendix. Concerning the infinite-τ average
of 〈τ̂ k〉τ , we observe that if the different rotation matrices
are uncorrelated, then we can transform the complicated
τ -average of a product into a much simpler product of
τ -averages. It turns out that the fully digital case Ûdigit
behaves precisely in this way, and one can also show (see
Appendix):∫ pi
0
dk
2pi
bˆk ·
[ ←P∏
m=1
Rzˆ(4βm) Rbˆk(4γm)
]
zˆ = 0 , (25)
which implies that ρdigitdef =
1
2 .
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FIG. 2: (top) Density of defects ρdef(τ) after annealing at
several fixed ∆t = τ/P as a function of P for an ordered Ising
chain with N = 1024. (bottom) Density of defects ρdef(τ)
after annealing at several fixed P as a function of ∆t = τ/P
for an translationally invariant Ising chain with N = 1024.
So far we considered digitized-QA at fixed P. One
might ask what happens if one considers results for in-
creasing P at constant ∆t = τ/P, corresponding, in
the experiment, to applying gates of fixed time-duration.
Figure 2 shows the numerical result we obtained. Ob-
serve that the best results are obtained when ∆t ≈ 1 (in
units of ~/J), in a way that is totally consistent with
the optimal working point shown in Fig. (1), and with
the Kibble-Zurek scaling exponent34,35. For ∆t  1 the
Trotter error is negligibly small but we are wasting re-
sources. For ∆t ∼ 1 the Trotter error is not small, but the
digitized-QA dynamics is very effective and indeed opti-
mal. For ∆t & pi/2, as shown in Fig. 2(b), there is a sud-
den increase in the defect density, reflecting the fact that
the digitized-QA dynamics is no longer adiabatic23,40:
this completely spoils the quality of the results.
5IV. TIME-DISCRETIZATION VERSUS
DIGITALIZATION
We now compare the result of a full digitalization with
those obtained by a time-discretization of the evolution
operator in P time steps of ∆t = τ/P, which we will
denote as step-QA, see Eq. (7), with the same linear
schedule s(t) = t/τ . Figure 3 shows the comparison be-
tween digitized-QA and step-QA for the usual transla-
tionally invariant Ising chain. Notice how the behaviour
is very similar for small τ < P — indeed almost indistin-
guishable from the continuous-time QA result. For larger
τ , however, the behaviour is radically different: ρdef(τ)
computed with Ûstep saturates to a finite plateau value
which decreases as P is increased, at variance with the
digitized-QA results: time-discretization and digital er-
rors are clearly distinguishable in that regime. It turns
out that an analytical determination of the plateau value
is still possible even in the step-QA case, but the algebra
is considerably more involved, because of correlations be-
tween the different rotation matrices applied to τ̂ . With-
out entering into details, reported in the Appendix, we
just mention that the calculation of the infinite time av-
erage in Eq. (21) is reduced, for a given value of P, to
a contour integral over the unit circle C in the complex
plane of a rational function
ρstepdef,P =
1
2
+
1
2pii
∮
C
dz
fP(z)
gP(z)
(26)
where fP(z) and gP(z) are polynomials of the complex
variable z. The integrand (for even P) has P/2 2nd-
order poles given by the roots of the polynomial gP(z)
inside the unit circle C, located at zm =
m
P−m with
m = 0, 1, · · · , (P/2−1). By calculating explicitly the sum
of the residues we find that, for instance, ρstepdef,P=2 =
1
4 ,
ρstepdef,P=4 =
13
72 , ρ
step
def,P=6 =
18631
128000 , while higher P lead to
large fractions which we can calculate with Mathematica.
As shown in Fig. 3, our analytical prediction matches
very well the numerical simulations.
V. THE EFFECT OF DISORDER
The main features we have found so far are not limited
to a translationally invariant Ising model. In principle,
an analysis based on unitary operators can be still pur-
sued in the presence of disorder, as long as one can apply
a Jordan-Wigner transformation obtaining a quadratic
fermionic Hamiltonian. The matrices are now 2N × 2N
rather than 2 × 2. We have not carried out such ana-
lytical calculation. However, one can calculate numeri-
cally the annealing results for ρdef(τ) with the various QA
protocols, reported in Fig. 4 for a disordered chain with
N = 128. Here the couplings are taken to be Jzj ∈ (0, 1],
and the results are averaged over 1000 realizations of the
disorder. The overall features observed are perfectly con-
sistent with the ordered case results. In particular, ob-
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stepQA, τ →∞
stepQA, τ →∞
linear-dQA, P = 4
linear-dQA, P = 16
linear-stepQA, P = 4
linear-stepQA, P = 16
linear-QA
FIG. 3: Density of defects ρdef(τ) versus annealing time τ
for a translationally invariant quantum Ising chain. We com-
pare digitized-QA with step-QA results, obtained by a time-
discretization of the evolution operator as in Eq. (7). Here
P = 4 and 16 while N = 1024. The horizontal solid lines are
the analytical predictions for the infinite-time averages in the
step-QA case, ρstepdef,P=4 =
13
72
and ρstepdef,P=16.
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FIG. 4: Density of defects ρdef(τ) versus annealing time τ for
a disordered quantum Ising chain of length N = 128, averaged
over 1000 realizations of disorder with Jzj ∈ (0, 1].
serve the presence of a sharp optimal working point for
the digitized-QA case, where once again τoptP ∝ P.
VI. DISCUSSION AND CONCLUSIONS
Summarizing, we have analyzed the effects of Trot-
ter error in digitized-QA for the benchmark case of a
transverse field Ising chain, highlighting the presence of
a sharp optimal working point with τoptP ∝ P, which
should be taken care of, to avoid wasting resources or
even spoiling the annealing results with large digital er-
rors. The results we have obtained are consistent with the
clear minima observed in the experiment, see in particu-
lar Fig. 3 of Ref. 17. Interestingly, at the optimal working
6point the scaling behaviour is precisely consistent with
the Kibble-Zurek behavior34,35 seen for continuous-time
QA with a linear schedule s(t) = t/τ . We have also
analyzed the effect of time-discretization without Trot-
ter splitting, showing that the digital error behaves in a
drastically different way for large annealing times.
We note, to conclude, that digital errors are seen to
lead to a density of defects which is always larger than
that for continuous-time QA. This is at variance with
what is seen when one implements a simulated QA dy-
namics by Path-Integral Monte Carlo4,29,30, where digital
errors can lower the density of defects for intermediate
annealing times. It would be extremely interesting to
know what digitalization would do in a context of open
quantum system dynamics, where the effect of the envi-
ronment on the QA dynamics is duly accounted for. This
is an issue worth investigating, which we leave to future
studies.
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Appendix A: Asymptotic defect density and
time-averages
We rewrite the system Hamiltonian
Ĥ(s) = sĤz + (1− s)Ĥx = −
ABC∑
k>0
~ω(s, cos k) · τ̂ k
2
where we defined ω(s, u = cos k) to be the three dimen-
sional vector
~ω(s, u) = 4Jsbˆk + 4Γ(1− s)zˆ
= 4(Js
√
1− u2, 0,Γ(1− s)− Jsu)T (A1)
7with zˆ = (0, 0, 1)T and bˆk = (sin k, 0,− cos k)T as in the
main text. The unitary gates in Eqs. (7) and (11) rotate
each pseudo-spin τ̂ around a fixed axis, which depends
on the momentum k and possibly on s. In particular, we
will use the following Pauli matrix identity:
e−i
θ
2 nˆ·τ̂ τ̂ e+i
θ
2 nˆ·τ̂ = Rnˆ(θ)τ̂ , (A2)
where Rnˆ(θ) is a 3 × 3 rotation matrix around the axis
nˆ by an angle θ, acting on the pseudo-spin Cartesian
components. It will be useful, in the following, to have an
explicit expression for such a rotation matrix for generic
nˆ and θ. For that purpose, we recast it in the form
Rnˆ(θ) = R[Ω = θnˆ], where Ω =
√
Ω ·Ω = θ and:
(R[Ω])ij =
ΩiΩj
Ω2
+
(
δij − ΩiΩj
Ω2
)
cos Ω
+
(
3∑
k=1
ijk
Ωk
Ω
)
sin Ω . (A3)
To perform a step-QA dynamics, the typical ingredient
needed would be:
e
i∆t
~ Ĥ(sm)τ̂ ke
− i∆t~ Ĥ(sm) = R[ω(sm, cos k) ∆t]τ̂ k . (A4)
In a digitized-QA, the ingredient needed is:
Û†mτ̂ kÛm = R[4βmΓzˆ]R[4γmJ bˆk]τ̂ k , (A5)
where Ûm = e
−iβmĤxe−iγmĤz and one should observe the
order of the rotation matrices applied. Recall now that
the density of defects, see Eq. (19), is expressed in the
thermodynamic limit as:
ρdef(τ) =
1
2
−
∫ pi
0
dk
2pi
bˆk · 〈ψ0|Û†(τ)τ̂ kÛ(τ)|ψ0〉 . (A6)
For the step-QA case the quantum average needed is:
〈τ̂ k〉stepτ = 〈ψ0|Û†step(τ)τ̂ kÛstep(τ)|ψ0〉
=
[ ←P∏
m=1
R[ω(sm, cos k) τP ]
]
〈ψ0|τ̂ k|ψ0〉 , (A7)
where
←P∏
denotes a time-ordered product, and |ψ0〉 is
the initial state of the system. Since |ψ0〉 is chosen to be
the ground state of the initial Hamiltonian Ĥ(0) = Ĥx
we have:
Ĥ(0) = −2Γ
ABC∑
k>0
zˆ · τ̂ k =⇒ 〈ψ0|τ̂ k|ψ0〉 = zˆ . (A8)
This leads to the equations:
〈τ̂ k〉stepτ =
[ ←P∏
m=1
R[ω(sm, cos k) τP ]
]
zˆ (A9)
〈τ̂ k〉digitτ =
[ ←P∏
m=1
R[4βmΓzˆ]R[4γmJ bˆk]
]
zˆ . (A10)
It is convenient to extract the asymptotic defect density
ρdef(τ →∞) from the infinite-time average:
ρdef = lim
T→∞
1
T
∫ T
0
dτ ρdef(τ) . (A11)
In the thermodynamic limit, exchanging the k-integral
with the time-integral we get:
ρdef =
1
2
−
∫ pi
0
dk
2pi
bˆk · 〈τ̂ k〉τ . (A12)
From now on we will simplify our notation by adopting
units such that ~ = 1 and J = 1. We will also take Γ = 1,
so that the Ising critical point is located at sc =
1
2 . With
this choice of units we have that ω(1, cos k) = 4bˆk and
ω(0, cos k) = 4zˆ.
1. Step-QA analysis
For the step-QA evolution we get
〈τ̂ k〉stepτ = limT→∞
1
T
∫ T
0
dτ 〈τ̂ k〉stepτ
= lim
T→∞
1
T
∫ T
0
dτ
[ ←P∏
m=1
R[ω(sm, cos k) τP ]
]
zˆ ,
which leads to
ρstepdef,P =
1
2
− 1
8
∫ pi
−pi
dk
2pi
ω(1, cos k) · 〈τ̂ k〉stepτ =
=
1
2
− 1
32
∮
C
dz
2piiz
ωT1,z lim
T→∞
1
T
∫ T
0
dτ
[ ←P∏
m=1
R[ωsm,zτ ]
]
ω0,z , (A13)
where we changed variable to z = eik (so that cos k =
z+z−1
2 , sin k =
z−z−1
2i ) and defined:
ωs,z
def
= ω(s, z+z
−1
2 ) . (A14)
C denotes the unit circle in the complex plane.
8As we will show in the following, for any positive in-
teger P, the integrand is a rational function of z and
the integral can be evaluated using the residue theorem.
To show this we start by observing that the frequencies
involved in the time average are
ω2(sm, u) = 16[1− 2sm(1− sm)(u+ 1)] . (A15)
These are commensurate (indeed identical) only for pairs
that are symmetric with respect to m = P2 (assum-
ing P to be even) because sm = 1 − sP−m, hence
ω(sm, u) = ω(sP−m, u). Therefore in computing the time
average of the product, we may neglect all correlations
except those between the symmetric pairs R[ωsm,zτ ] and
R[ωsP−m,zτ ]. The central matrix R[ωsP
2
,zτ ] and the left-
most matrix R[ωsP,zτ ] are unpaired and should be aver-
aged separately.
Here is a scheme of the averages we need to perform:
R[ωsP,zτ ] R[ωsP−1,zτ ] · · ·R[ωsP
2
+1
,zτ ] R[ωsP
2
,zτ ] R[ωsP
2
−1,z
τ ] · · ·R[ωs1,zτ ] . (A16)
To exploit this structure of nested averages, it is con-
venient to recursively contract (performing the time-
integration) two rotation matrices sandwiching the cen-
tral matrix at m = P2 . By doing this, at each step we can
independently average over τ . To carry out the contrac-
tions, it is useful to define a rescaled vector:
Ωs,z = zωs,z
= 2
(−is(z2 − 1), 0, 2(1− s)z − s(z2 + 1))T(A17)
and two 3× 3 matrices:
Ps,z = Ωs,zΩ
T
s,z and Qs,z = −Ωs,z∧ , (A18)
where Ps,z and Qs,z should be regarded as acting on
vectors as follows: Ps,zx = Ωs,z(Ωs,z · x) and Qs,zx =
x∧Ωs,z. Notice that Ωs,z, Ps,z and Qs,z are polynomials
in z, and they are crucial ingredients appearing in the
rotation matrix in Eq. (A3):
R[ωs,zτ ] =
1
Ω2s,z
Ps,z +
(
1− 1
Ω2s,z
Ps,z
)
cos(ωs,zτ) +
1
Ωs,z
Qs,z sin(ωs,zτ) . (A19)
The time-average of the central matrix R[ω 1
2 ,z
τ ] is there-
fore given by:
R[ω 1
2 ,z
τ ] = lim
T→∞
1
T
∫ T
0
dτ R[ω 1
2 ,z
τ ] =
1
Ω21
2 ,z
P 1
2 ,z
(A20)
since only the first term in Eq. (A19) contributes. A
similar expression holds for the average of the leftmost
matrix. To recursively contract the terms as indicated in
Eq. (A16), we now define a super-operator Ls,z perform-
ing the time-integration of two matrices sandwiching a
central term A (a 3× 3 matrix originating from the pre-
vious step) as follows:
Ls,zA def= Ω4s,zR[ω1−s,zτ ]AR[ωs,zτ ] def= Ω4s,z lim
T→∞
1
T
∫ T
0
dτ R[ω1−s,zτ ]AR[ωs,zτ ] (A21)
The time-integral can be easily calculated by exploiting the explicit form of the rotation matrices in Eq. (A19):
Ls,zA = 1
2
Ω4s,zA +
1
2
Ω2s,z(Q1−s,zAQs,z − APs,z − P1−s,zA) +
3
2
P1−s,zAPs,z , (A22)
where we used simple trigonometric integrals, such as cos2(ωs,zτ) = sin
2(ωs,zτ) =
1
2 , and the fact that Ω1−s,z = Ωs,z.
With this device, we can write an explicit expression for the time-averaged defect density in terms of a time-ordered
9product of P2 − 1 super-operators
ρstepdef,P =
1
2
− 1
32
∮
C
dz
2piiz
ΩT1,z
 ←P−1∏
m= P2 +1
L1−sm,z
P 1
2 ,z
Ω0,z
z2
 P−1∏
m= P2 +1
Ω4sm,z
Ω21
2 ,z
, (A23)
where the (unpaired) leftmost rotation has been treated separately and did not contribute.
The polynomial appearing in the denominator can be
factorized using
Ω4s,z = 2
8s2(1− s)2z2
(
z − 1− s
s
)2 (
z − s
1− s
)2
.
(A24)
Moreover, we have:
1
Ω21
2 ,z
P 1
2 ,z
= − 1
4z
P˜z , (A25)
where P˜z = Ω˜zΩ˜
T
z and Ω˜z = (−i(z + 1), 0,−(z − 1))T .
We therefore rewrite our final expression for ρstepdef,P as the
complex integral of a rational function of z:
ρstepdef,P =
1
2
+
∮
C
dz
2pii
fP(z)
gP(z)
, (A26)
where fP(z) and gP(z) are polynomials of z:
fP(z) = Ω
T
1,z
 ←P−1∏
m= P2 +1
L1−sm,z
 P˜z
Ω0,z (A27)
gP(z) = 2
4P−1zP+2
P−1∏
m= P2 +1
m2
P2
(
1− m
P
)2(
z − P−m
m
)2(
z − m
P−m
)2
= 24P−1zP
P∏
m= P2 +1
m2
P2
(
1− m
P
)2(
z − P−m
m
)2(
z − m
P−m
)2
. (A28)
Here, in the last expression for gP(z) we have re-expressed a factor z
2 has an extra term in the product, with m = P.
This expression for gP(z) shows a number of poles of the rational function which will be used in the calculation of
residues.
As an example, for the case P = 2 we have fP=2(z) = 2
4z2(z − 1)2 and gP=2(z) = 27z4, hence:
ρstepdef,P=2 =
1
2
+
∮
C
dz
2pii
f2(z)
g2(z)
=
1
2
+
∮
C
dz
2pii
(z − 1)2
8z2
=
1
4
. (A29)
For P = 4 we get:
gP=4(z) = 9 · 27z6(z − 13 )2(z − 3)2
fP=4(z) = 2
3z4(z − 1)2(9z4 − 92z3 + 310z2 − 92z + 9) ,
hence:
ρstepdef,P=4 =
1
2
+
1
2pii
∮
C
dz
f4(z)
g4(z)
=
13
72
. (A30)
More in general, we can use the residue theorem to
10
calculate:
ρstepdef,P =
1
2
+
P
2−1∑
m=0
(z − zm)[fP(z)− fP(zm)]
gP(z)
∣∣∣∣
z=zm
,
(A31)
where zm =
m
P−m for m = 0, 1 . . . (
P
2 − 1) are the P2
(double) roots of the polynomial gP(z) lying inside the
unitary circle C.
For higher values of P, the polynomials can be cal-
culated with Mathematica, and integrals then evaluated
with the residue theorem.
2. Digitized-QA analysis
For the digitized-QA evolution we get:
〈τ̂ k〉digitτ = limT→∞
1
T
∫ T
0
dτ 〈τ̂ k〉digitτ
= lim
T→∞
1
T
∫ T
0
dτ
[ ←P∏
m=1
R[4βmzˆ]R[4γmbˆk]
]
zˆ ,
which leads, upon the usual change of variables:
ρdigitdef,P =
1
2
− 1
8
∫ pi
−pi
dk
2pi
ω(1, cos k) · 〈τ̂ k〉digitτ =
=
1
2
− 1
32
∮
C
dz
2piiz
ωT1,z lim
T→∞
1
T
∫ T
0
dτ
[ ←P∏
m=1
R[(1− sm+sm+12 )ω0,zτ ]R[smω1,zτ ]
]
ω0,z , (A32)
where we made use of the symmetric Trotter splitting and
rescaled variables τ/P → τ in the time-integral. Recall
we should assume that sm = m/P with sP+1 ≡ 1, in
order to make βP = 0. The frequencies appearing in
the various rotation matrices are now all different, as one
can easily verify. The time average of the product then
becomes a product of time-averages:
lim
T→∞
1
T
∫ T
0
dτ
[ ←P∏
m=1
R[(1− sm+sm+12 )ω0,zτ ]R[smω1,zτ ]
]
=
[ 1
Ω20,zΩ
2
1,z
P0,zP1,z
]P
. (A33)
where, we recall that:
Ω0,z = zω0,z = 4z (0, 0, 1)
T
Ω1,z = zω1,z = 2
(−i(z2 − 1), 0,−(z2 + 1))T ,(A34)
which imply:
Ω20,z = Ω0,z ·Ω0,z = 16z2
Ω21,z = Ω1,z ·Ω1,z = 16z2 . (A35)
Since it will be useful in a moment, we also calculate:
Ω1,z ·Ω0,z = −8z(z2 + 1) . (A36)
The final expression can therefore be cast in the form:
ρdigitdef,P =
1
2
− 1
32
∮
C
dz
2piiz
ΩT1,z
(
P0,zP1,z
)P
Ω0,z
z2(16z2)2P
=
1
2
− 1
28P+5
∮
C
dz
2piiz
(
Ω1,z ·Ω0,z
)P+1
z4P+2
=
1
2
+
(−1)P
25P+2
∮
C
dz
2pii
(z2 + 1)P+1
z3P+2
. (A37)
We now observe that for even P only even powers of
z appear inside the integral, and the residue vanishes.
For P > 1 and odd, the numerator is a polynomial with
maximum degree z2P+2, hence once again the residue
vanishes. The only case in which the integral gives a
contribution is for P = 1, where we get:
ρdigitdef,P=1 =
1
2
− 1
27
∮
C
dz
2pii
(z2 + 1)2
z5
=
1
2
− 1
27
=
63
128
,
which is very close to 1/2 and probably indistinguishable
from it, given the fact that there are large fluctuations
around the average (which we do not study here).
