Abstract. Let λ g pnq be the Fourier coefficients of a holomorphic cusp modular form g for SL 2 pZq. The aim of this article is to get non-trivial bound on non-linearly additively twisted sums of the Fourier coefficients λ g pnq. Precisely, we prove for any 3{4 ă β ă 3{2, β ‰ 1, the following non-trivial estimate ÿ n ďN
Introduction
It is a classical problem to estimate sums involving the Fourier coefficients of a modular form. For example, when gpzq is a holomorphic cusp modular form of weight k for SL 2 pZq with the Fourier expansion gpzq " 8 ÿ n"1 λ g pnqn pk´1q{2 epnzq, Im z ą 0, with epzq " e 2πiz , it is well known that for any real α and N ě 1, ÿ n ďN λ g pnqepαnq Î g N 1{2 logp2Nq, (1.1) with the implied constant depending only on g (cf. [Iwa, Theorem 5.3] ). This is a classical estimate due to Wilton. This type of estimates with uniformity in α was generalized by Stephen D. Miller to cusp forms for GL 3 pZq in [Mil] and further by the second-named author to arbitrary number fields for both GL 2 and GL 3 in [Qi] .
A similar uniform estimate for additive twists with quadratic phase was established in the work of Pitt [Pit] , ÿ n ďN λ g pnqepαn 2`γ nq Î g, ε N 15{16`ε , (1.2) where the implied constant depends only on g and ε. The exponent 15{16 was later improved into 7{8 by K. Liu and X. Ren [LR] .
In this paper, we consider the additively twisted sum S 7 pNq " S 7 α, β pNq " ÿ nďN λ g pnq epαn β q, (1.3) for β ą 0. Throughout this article, we shall assume that the phase αn β is non-linear, namely, β ‰ 1, for the sum with β " 1 is already in (1.1).
As usual, we shall also investigate the smoothed sum S pNq " S α, β pNq " Moreover, by the work of Deligne, the Ramanujan conjecture for holomorphic cusp forms is now well-known:
λ g pnq Î n ε . (1.6) An application of the Cauchy-Schwarz inequality followed by (1.5) yields the trivial bounds S pNq, S 7 pNq Î g N. Thus our aim is to improve over these trivial bounds. When β " 1{2 and α "´2 ? q for integer q ą 0, it was first shown by Iwaniec, Luo and Sarnak [ILS, (C.17) ] that S pNq has a main term of size N 3{4 . The first non-trivial bound towards S 7 pNq for all 0 ă β ă 1 is due to X. Ren and Y. Ye [RY1] , who refined the aforementioned result of Iwaniec, Luo and Sarnak for β " 1{2, and proved for β ‰ 1{2 that
This was improved into N 1{3`ε in [SW] for 0 ă β ă 1{2 but remains the best estimate so far for 1{2 ă β ă 1 (the Maass form case is also considered in [SW] ).
1
More generally, one can also consider analogous twisted sums of Fourier coefficients of Maass cusp form for GL m , m ě 3. Some similar results for GL 3 and GL m were obtained later by the same authors, X. Ren and Y. Ye, in [RY2, RY3] . Recently, Kumar, Mallesham and Singh [KMS] had some improvement over the results in [RY2] , by using the δ-symbol method of Duke-Friedlander-Iwaniec [DFI] together with a conductor-lowering trick which was first introduced by Munshi [Mun1] . This paper is inspired by their work.
The purpose of this paper is to use the new Bessel δ-method developed in [AHLQ] to investigate the non-correlation of Fourier coefficients λ g pnq against epαn β q, when β is large (3{4 ă β ă 3{2). The merit of this Bessel δ-method is that it works perfectly with the Voronoï summation formula. The reader is referred to [AHLQ] for detailed discussions on this Bessel δ-method and its application to the Weyl-type subconvexity for L-functions on GL 2 in the t-aspect.
Main results. Our main theorem is as follows. 1 We would like to mention an interesting work of Q. Sun [Sun] where she considers phases of the form αn β`γ n, with 0 ă β ď 1{2. Her result is improved by Godber [God] (for 0 ă β ă 1). When γ " 0, their results give the bounds N 1´β 2`ε and N 1 2`β 2`ε for S 7 α, β pNq, which are both weaker than (1.7). 
with the implied constant depending only on g, β and ε. 
Note that the estimate (1.11) is non-trivial for all 3{4 ă β ă 3{2, breaking the barrier at β " 1 in the work of Ren and Ye [RY1] . Also it improves over their estimate (1.7) as long as β ą 9{10.
However, our bound in (1.10) or (1.11) is worse than the trivial bound when |α|N β ď N 3{4 or β ď 3{4. This is due to the nature and the limitation of our Bessel δ-method or any δ-or circle method. For if |α|N β is relatively small then epαn β q is not quite oscillatory, and it would not benefit much to separate the oscillations of epαn β q and λ g pnq by the δ-method. The approach in [RY1] works far better in this situation, where the Voronoï summation (with modulus 1) is applied directly, followed by stationary phase arguments. Moreover, note that the upper limitation of our method is |α|N β ă N 3{2 (or β ă 3{2). In [Pit] , the δ-method of Duke-Friedlander-Iwaniec, along with Diophantine approximation, is used to prove the estimate in (1.2) in the quadratic case β " 2. However, this approach does not work with fractional β.
It is natural to ask whether our Bessel δ-method could be refined or other circle methods could be applied to improve our estimates or, more importantly, to extend our range 3{4 ă β ă 3{2. Perhaps it would be beneficial to incorporate the Weyl shift arguments as used in [Mun2] into our approach so that one may go beyond the barrier β " 3{2.
Finally, we comment that, for simplicity of exposition, only holomorphic modular forms for SL 2 pZq are considered here, but our results are valid for forms of arbitrary level as in [AHLQ] . Moreover, our approach also works for Maass forms with extra efforts.
Notation. Let p always stand for prime. The notation n " N or p " P is used for integers or primes in the dyadic segment rN, 2Ns or rP, 2Ps, respectively.
Preliminaries
2.1. The Voronoï summation. We have the following Voronoï summation formula (cf. [KMV, Theorem A.4 
]).
Lemma 2.1 (The Voronoï Summation Formula). Let g be a holomorphic Hecke cusp form of Fourier coefficients λ g pnq. Let a, a, c be integers such that c ě 1, pa, cq " 1 and
2.2. The Bessel δ-method. According to Lemma 3.3 in [AHLQ] , we have the following asymptotic Bessel δ-identity.
Let p be prime and N, X ą 1 be such that X ą p 2 {N and X 1´ε ą N. Let r, n be integers in the dyadic interval rN, 2Ns. For any A ě 0, we have
where C U " p1`iq{ r Up3{4q (as usual r U is the Mellin transform of U), the δpr " nq is the Kronecker δ that detects r " n, and the implied constants depend only on k, U and A. 
Since wpxq is supported in pa, bq, we do not need to add its maximum modulus to V as in [Hux, Lemma 5 wpx; λq Î i, j Z and that f px 0 q " f 1 px 0 q " 0 at a point x 0 P pa, bq, with f 2 px 0 q ‰ 0 and f 1 pxq ‰ 0 for all x P ra, bs tx 0 u. Then
Application of the Bessel δ-method and the Voronoï summation
We start with separating oscillations by writing
Applying the δ-method identity (2.3) in Lemma 2.2 and dividing the a-sum therein according as pa, pq " 1 or not, we have
where V 1 pxq " C U x 1{4 Vpxq and ÿ ‹ means that the a-sum is subject to pa, pq " 1, and
Recall from (2.2) in Lemma 2.2 that
We now apply the Voronoï summation formula (2.1) in Lemma 2.1 in the reversed direction to the n-variable. Consequently, 
Finally, we introduce an average over primes p in rP, 2Ps for a large parameter P. The results that we have established are summarized as follows.
Proposition 3.1. Let parameters N, X, P ą N ε be such that
Let P ‹ be the number of primes in rP, 2Ps, satisfying P ‹ -P{ log P. We have 
Application of Poisson summation and Cauchy inequality
In view of Proposition 3.1, to study S pNq it suffices to consider the sum S pN, X, Pq defined in (3.9). Subsequently, we assume α ą 0 and set
For convenience of our analysis, we let
with the parameter K to be optimized later. Then the first assumption in (3.7) is justified, while the second assumption N ă X 1´ε amounts to Recalling that y " X, Lemma 2.3 implies that Jpy, r, pq is negligibly small if N|r|{P Ï max T,
So if we assume ∆ ă T {N ε , (4.6) then we can effectively truncate the sum at |r| -R, at the cost of a negligible error. Note that (4.6) amounts to the condition (1.8) in Theorem 1.1.
Moreover, the second derivative test in Lemma 2.4 immediately yields the following estimate for Jpy, r, pq. Proof. The second derivative of the phase function in (4.4) is equal to
In view of (4.2), the estimate above follows easily from Lemma 2.4. Q.E.D.
Consequently, (3.9) is transformed into
(4.8)
4.2. Application of Cauchy inequality and the second Poisson summation. Next we apply Cauchy and the Ramanujan bound on average for the Fourier coefficients λ g pnq as in (1.5). Thus,
Opening the square and switching the order of summation, the square of the right-hand side is
We then apply Poisson summation with modulus p 1 p 2 (note that p 1 and p 2 need not be distinct) to the n-sum in (4.9), getting (4.12)
We note that the a-sum in (4.10) yields the congruence condition
where r 1 and r 2 denote the multiplicative inverses of r 1 and r 2 modulo p 1 and p 2 respectively. Thus the right-hand side of (4.10) is simplified to
4.3. Analysis of the integral Ipxq. This section is dedicated to the analysis of the integral Ipxq as defined in (4.11) or (4.12).
By applying Lemma 4.1 to the integral in (4.11), we obtain the following estimate. Proof. The statements in (1) and the first part of (2) follow from Lemma 2.3. Since W 0 is the Fourier transform of´2yUpy 2 q, (3) is also clear. It is left to prove (4.17) for 1{4 ă λ{x ă 4. For this, we change the variable y to λy{x " 2 K 2 y{x 2 in (4.16) so that
Then the estimates in (4.17) follow from Lemma 2.6. Q.E.D.
Lemma 4.4. Let β ą 0, β ‰ 1, and K Î T . Let the integral Ipxq be as in (4.12).
(1). We have Ipxq " OpN´Aq if |x| ě K.
Proof. The statement in (1) is obvious in view of Lemma 4.3 (1). We then turn to the proof of (2) in the first case when K 2 {T Î |x| ă K. First of all, by Lemma 4.3 (2), we may write the integral in (4.12) as below, 
In view of (4.17), we have .
Suppose that
for 1 ď 1 , 2 ď 2 and | | ď N ε . We obtain the estimate in (4.18) by applying the twodimensional second derivative test in Lemma 2.5 with λ " ρ " T .
In the second case in (2) when |x| Î K 2 {T is small, the estimate in (4.19) is just (4.15) in Lemma 4.2.
Finally, let us consider (3). The bound Ip0q Î 1{T is already contained in (4.19). Now assume that |r 1´r2 | ą PT {KN 1´ε . In view of Lemma 4.3 (3), we may write
and 4.4. Estimate for S pN, X, Pq. Combining (4.9), (4.10) and (4.14), along with Lemma 4.4, we conclude that
Note that in the case n " 0 the congruence condition in (4.13) would imply p 1 " p 2 . Moreover, when applying the estimates (4.18) and (4.19) to IpXn{p 1 p 2 q, note that K 2 {T Î |x| ă K or |x| Î K 2 {T amounts to N{T Î |n| Î N{K or |n| Î N{T , respectively, for
. We record here the condition in Lemma 4.4 (2):
For S 2 diag pN, X, Pq, we split the sum over r 1 and r 2 according as r 1 " r 2 or not, 
Recall here that NX " P 2 K 2 and R " PT {N as in (4.2) and (4.5). To deal with S 2 off pN, X, Pq, we first note that necessarily p 1 ‰ p 2 . Otherwise, if p 1 " p 2 " p, then the congruence n " r 1 p´r 2 p pmod p 2 q would imply p|n. This is impossible, in view of our assumption N 1`ε {K ă P in (4.3) and the length N{K of the n-sum. We now interchange the sum over n and the sums over r 1 , r 2 . Note that for fixed n, the congruence n " r 1 p 2´r2 p 1 pmod p 1 p 2 q splits into r 1 " np 2 pmod p 1 q and r 2 "´np 1 pmod p 2 q, so For the estimate in (1.9) to be non-trivial, we assume that N 3{4 ă T ă N 3{2 . Then
T 2{3 , on choosing K " T 2{3 and P ě N{T 1{3 . The required conditions in (4.2), (4.3) and (4.24) are well justified for our choice of K and P. This proves Theorem 1.1. For Corollary 1.2, it suffices to prove the same estimate in (1.10) for the sum over dyadic segments,
S
5 pNq " ÿ NănďN λ g pnq epαn β q.
For this, let the smooth function V in Theorem 1.1 be supported on r1, 2s with Vpxq " 1 on r1`1{∆, 2´1{∆s. By the Deligne bound (1.6), we would have S 5 pNq " S pNq`OpN 1`ε {∆q.
Then Corollary 1.2 follows from Theorem 1.1 upon choosing ∆ " T 2{3 .
