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We investigate the excitonic spectrum of MoS2 monolayers and calculate its optical absorption
properties over a wide range of energies. Our approach takes into account the anomalous screening in
two dimensions and the presence of a substrate, both cast by a suitable effective Keldysh potential.
We solve the Bethe-Salpeter equation using as a basis a Slater-Koster tight-binding model parame-
terized to fit the ab initio MoS2 band structure calculations. The resulting optical conductivity is
in good quantitative agreement with existing measurements up to ultraviolet energies. We establish
that the electronic contributions to the C excitons arise not from states at the Γ point, but from a
set of k-points over extended portions of the Brillouin zone. Our results reinforce the advantages
of approaches based on effective models to expeditiously explore the properties and tunability of
excitons in TMD systems.
PACS numbers: 72.80.Ga, 71.35.Cc, 11.10.St
I. INTRODUCTION
The widespread availability of bulk trigonal molyb-
denum disulfide (MoS2) has made this material one of
the most widely studied transition metal dichalcogenides
(TMDs) — especially at the strict monolayer thick-
ness —, and has propelled MoS2 to one of the most
prominent members of the family of semiconducting two-
dimensional materials beyond graphene1–5. In paral-
lel with the interest and continued advances in opti-
mizing sample production and transport characteristics,
MoS2 and other closely related TMDs are of great ap-
peal for optoelectronic applications1,4,5. This has sus-
tained intensive research to understand the processes
that govern the electronic response of these crystals to
light. Much progress has been made theoretically6–22
and experimentally12,17,23–42 in both understanding fun-
damental properties and exploring the potential practical
uses of these materials in devices.
As in nearly all strictly two-dimensional materi-
als, MoS2 monolayers have a highly tunable carrier
density3,43–45 and are amenable to having a number
of properties tailored on-demand by different external
procedures, including the customization of the opti-
cal band-gap46. It was early recognized that the in-
trinsic two-dimensionality and semiconducting character
of TMDs bring about enhanced Coulomb interactions
which, not only renormalize the electronic band struc-
ture with quantitative consequences for all derived single-
particle processes, but also give rise to the strongest ex-
citonic effects seen to date in the optical response of
semiconductors47–49. With binding energies as high as
0.22− 1.1 eV6,7,9–15,26,30–32,34 (depending on the strength
of the interaction due to the sensitivity to their environ-
ment) and carrying a large spectral weight10,23,27, these
two-particle excitations determine and dominate the op-
tical response of TMD materials. As a result, excitons
are now understood as a critical ingredient in any reli-
able theory and model of the optical properties of TMDs,
to the extent that any theory that does not account for
excitonic effects fails to capture even the most basic qual-
itative features of the optical gap and/or spectral weight
distribution.
Monolayers of semiconducting TMDs are also interest-
ing due to a number of other fundamental and unique
features of their electronic structure that can broaden
their range of applicability in optoelectronics. For ex-
ample, the strong spin-orbit (SO) coupling splits the va-
lence bands at the K point by a large amount (∆SOC)
which generates two families of excitons29 [see A and B
excitons in Fig. 1(b)] and allows the selective excitation
of electrons with predefined spin polarization50. More-
over, the non-zero Berry curvature offers a number of
opportunities to explore applications related to the non-
trivial topological nature of electronic states near the
band edges. These include the facile injection of valley-
polarized carriers by optical pumping51–54, the ability to
control spin and valley populations simultaneously as a
result of the spin-valley locking55, or the anomalous split-
ting of bound excitonic levels due to a pseudo spin-orbit
coupling of topological origin56,57.
In view of this, the development of reliable models with
enough flexibility to allow the prediction of the optical
response of TMDs in different experimental settings is
clearly of high interest. Ideally, one wishes a scheme
that augments the reach and expediency of accurate and
unbiased first-principles calculations of the full excitonic
spectrum. The latter are notoriously demanding from the
numerical point of view and, in addition, are particularly
onerous for 2D materials when reasonable convergence is
required10,58. It then becomes prohibitive to rely only
on these approaches to scan a potentially large scope of
modifications (structural, chemical, electronic) that can
be of interest to tailor the material’s intrinsic response
for specific purposes.
In this paper our focus are single-layer systems. Hence-
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2forth, except if explicitly emphasized otherwise, we shall
refer to the MoS2 monolayer as simply MoS2. The ap-
proach that we describe here begins with an accurate
Slater-Koster (SK) tight-binding parameterization of the
target band structure59. The model parameters are
benchmarked against information from first-principles
calculations and experiments to describe the most im-
portant spectral features of MoS2, such as the correct
energies and orbital content of the low lying conduction
and valence bands at the critical points in the Brillouin
zone (BZ). We are able to reproduce optical absorption
spectra obtained experimentally with quantitative accu-
racy in both frequency and absolute magnitude. As ex-
pected, our calculations agree with previous theoretical
works6,9,10,31,60 that provide a good description of the
strongly localized A and B excitons. By using a large
sampling of k points in the Brillouin zone we are also
able to study the so-called C-exciton10 and establish its
nature, a subject under debate in the literature10,28,31,33.
The remainder of this paper is organized as follows: In
Sec. II we discuss the state-of-the-art experimental and
theoretical work on the optical response of TMD mono-
layers. Section III presents our solution of the BSE using
a SK Hamiltonian optimized for MoS2 monolayers and
its use in calculating the optical conductivity in linear
response. The results, with focus on the nature of the
resonant C excitons, are discussed in Sec. IV. Finally, a
summary of our main findings is presented in Sec. V. The
paper also includes one appendix that addresses technical
issues, such as the choice of the number of bands taken
in the calculation, an analysis of the spin-orbit effects in
the optical response, and a comparison between the en-
ergy spectrum obtained with and without the Coulomb
interaction.
II. EXCITONS IN THE OPTICAL RESPONSE
OF MOS2
The optical conductivity, absorption, and reflectance
spectra of few and single-layer MoS2 has been ex-
tensively studied in recent experiments12,23–33. It
is well established that the onset of optical ab-
sorption in clean, undoped monolayers occurs at
1.8± 0.1 eV, as measured spectroscopically by reflection
and photoluminescence12,23,24,27,31,32, absorption26–28,33,
photoemission29, and second-harmonic analysis35,38,39.
The absorption threshold is characterized by two peaks
separated by 145± 4 meV29, associated with the two
families of excitons (A and B) derived from transitions
between the spin-split valence and conduction bands.
Studies of angle-resolved photoemission spectroscopy12,
as well as X-ray photoemission and scanning tunneling
microscopy/spectroscopy34, show that the single-particle
gap lies within 2.15− 2.35 eV, thereby placing the bind-
ing energies of the lowest A exciton at 0.22−0.42 eV (we
note that the non-negligible temperature dependence of
the absorption peaks is an important factor when ex-
tracting binding energies and identifying experimental
variability17,61–63). Such large binding energy values im-
ply unusually small exciton radii, typically on the order
of ∼ 5 A˚13, but still of the Wannier-Mott type.
Theoretically, the solution of the BSE from first prin-
ciples on the basis of GW-corrected electronic states cap-
tures accurately the experimental behavior related to
the A and B excitons6,9,10,31,60. Yet, they also reveal
the numerical challenges intrinsic to a full ab-initio ap-
proach to this problem in 2D systems, which is partic-
ularly demanding64 in terms of convergence at both the
stage of the GW single-particle corrections and the sub-
sequent solution of the BSE9,10,31,58,60,65. Effective mod-
els, on the other hand, must cope with the non-Coulomb
form of the screened potential which is essential to cap-
ture the correct bound exciton series66–68, but prevents
closed-form analytical results for the binding energies or
wave functions. k·p models that describe the conduction
and valence valleys in terms of a massive Dirac equation
adapted to MoS2
9,14,26,50 have been able to capture the
bound excitonic series9,14,26, the momentum dispersion
of the excitonic spectrum13, and the excitonic contri-
butions to the optical conductivity15,26,50. A prevalent
characteristic of studies based on these models is their
focus on specific features, most notably the energy spec-
trum itself which is non-hydrogenic16,57,66 and had not
been correctly described until recently. Whereas such a
restricted analysis is an implicit requirement of effective
mass approaches, it is not a limitation for models based
on TB, which can describe the entire BZ and large energy
ranges of relevance for experiments and applications, pro-
vided the starting Hamiltonian gives a quantitatively ac-
curate and qualitatively faithful description of the single-
particle states. Parametrized models, both of the SK
type as well as simpler, orbital non-specific TB Hamil-
tonians, have also been employed with different levels
of accuracy and reproducibility of experiments7,11,13,15:
some report results on restricted energy ranges around
the A and B peaks7,13, others resort to TB models with a
large number of fitting parameters (e.g., > 28)11,13 or in-
clude only a basis of d orbitals13,15 (the orbital character
becomes relevant away from the K point; for example,
Ref. 10 identifies the C excitons with states that have
both Mo dz2 and S px,y character). Most importantly,
the single particle band structure of some of these cal-
culations does not capture well the GW-corrected band
gap13 or the dispersion of the upper conduction bands14,
which is especially relevant factors in the excitonic prob-
lem.
We note, finally, that, due to the zero crystal momen-
tum involved in the underlying electronic excitations, the
excitonic fingerprints in the optical properties of bulk
MoS2 are qualitatively and quantitatively similar to those
of the monolayer. This follows from the layered struc-
ture of the former which, combined with a relatively weak
inter-layer electronic coupling, makes the electronic prop-
erties of the bulk strongly two-dimensional in character.
Not surprisingly, and despite the different screening en-
3FIG. 1. (a) The reference band structure (including SO coupling) of the MoS2 monolayer according to the Slater-Koster
parameterization discussed in the text and reported earlier in Ref. 59. The full model Hamiltonian can be decoupled into
odd and even blocks according to symmetry with respect to the Mo plane (z-reflection symmetry). The inset shows the
band structure (without SO coupling) with even (odd) bands highlighted in blue (red) color. (b) Schematic (not to scale)
representation of the energy dispersion in the vicinity of the fundamental gap and various energy scales related to our excitonic
spectrum, including the optical bandgaps derived from each exciton series (EA,B) and the exciton binding energies (EA,Bb ).
This panel deliberately exaggerates the 6 meV splitting of the conduction bands due to SO coupling, in order to make clear
the origin of two different excitation energies for each series in our results [e.g., EA bright and not bright in Fig. 3(a)]. The
experimental A and B peaks correspond to EA (bright) and EB (bright), respectively, and the represented quantities are related
through EA + ∆SOC + E
A
b =E
B + ∆CB + E
B
b .
vironment, excitons in bulk samples tend to have bind-
ing energies and radii similar to those occurring in the
monolayers69, and remain mostly localized within one
layer8. Understanding the excitonic physics in the mono-
layer is therefore key for the description of the corre-
sponding physics in the bulk as well.
III. THEORY AND METHODS
A. Exciton states and the BSE
Neutral excitations in crystals, both bound and ex-
tended, are well described by approximate solutions of
the BSE58,70–73. First principles methods have been
widely used to investigate the optical properties of insu-
lators and semiconductors in this framework, and provide
the current standard to tackle the excitonic spectrum of
solid-state materials58. Since Coulomb interactions and
screening are the essence of the exciton problem, these
have to be properly handled in a consistent way to estab-
lish even the “single-particle” ground-state of the system
(i.e., its one-particle band structure). This need to self-
consistently account for quasiparticle corrections in ad-
dition to solving the BSE proper constitutes a notable
challenge both in terms of implementation and in com-
putational time. Thorough and converged first-principle
calculations of the excitonic spectrum and related observ-
ables in MoS2 have, as a result, been typically few and
far between9,10,31,60.
Since the excitonic physics is essential to describe the
optical response of semiconducting TMDs, and in view
of the current need for accurate, yet expedite, methods
to tackle these properties, we solve the BSE and calcu-
late the optical conductivity using an orthogonal SK TB
Hamiltonian parameterized to describe the MoS2 band
structure. The atomic orbital basis comprises the three
p valence orbitals in each S plus the five d orbitals in
each Mo within the trigonal unit cell, giving a total of 11
atomic orbitals. The construction of the Hamiltonian and
optimization of its SK parameters has been presented in
detail elsewhere59. In brief, its main characteristics are:
(i) only 14 fitting parameters, (ii) the correct band gap
of 2.115 eV at the K point, (iii) the spin splitting of the
VB at the K point by 150 meV, (iv) the effective masses
and positions of the conduction and valence bands at
K, Γ and at the so-called Q point. The TB parameters
for the SO coupling have been chosen to match ∆SOC
with the experimental energy difference between A and
B peaks29. The associated band structure is reproduced
in Fig. 1(a), reflecting the insulating ground state of a
pristine monolayer. The Bloch states, ψnk(r), derived
from this Hamiltonian are taken as a good approxima-
tion to the eigenstates of the crystal Hamiltonian,
Hˆ ψnk(r) = εnkψnk(r), (1)
4where
ψnk(r) =
1√
Nc
∑
R
eik·R
∑
α
Cnα,kφα(r −R− tα). (2)
The lattice vector R runs over all Nc unit cells of the
crystal, n is the band index, α denotes the orbitals,
and tα corresponds to the position in the unit cell of
the atoms at which the orbitals are centered. Both the
band n and orbital α indices run over the same inter-
val [1, N ], where N = 22 (11×2, with spin) is the dimen-
sion of the orbital basis considered in the SK Hamilto-
nian. These Bloch states are used to set up the BSE in
the Tamm-Dancoff approximation (TDA) by introduc-
ing a basis of two-particle excitations of the Fermi sea,
|FS〉 ≡ ∏vk a†vk |0〉,
|vk→ ck〉 ≡ a†ckavk |FS〉 . (3)
The latter are used to express the exciton states
|M〉 =
∑
c,v,k
AMcvk |vk→ ck〉 , (4)
with energy EM , where M labels the excitonic modes.
Note that these definitions implicitly restrict the ex-
citon momentum to zero; this is sufficient to capture
all first order optical processes, as the excitons with
zero momentum are the optically bright ones. Hence,
we restrict our discussion to this subspace only. Fur-
thermore, we employ the traditional notation “c/v” to
designate conduction and valence bands in order to em-
phasize that we shall be working at zero temperature.
It is also instructive to note at this point that, since
c ∈ [1, Nc], and v ∈ [1, Nv] where Nc/Nv is the num-
ber of conduction/valence bands, the dimension of the
vector space spanned by the basis states in Eq. (3) is
Ntot≡N2k×Nc×Nv, where N2k represents the total num-
ber of points sampled in the BZ. The number of bands
and the size of the sampling in k points is one of the
critical limiting factors in calculations of the two-particle
spectrum, even within a parameterized TB framework.
Replacing (4) in the Schro¨dinger equation that includes
the many-body Coulomb interaction yields the reduced
eigenproblem11,13,74
EcvkA
M
cvk +
1
V
∑
c′v′k′
Wcvk,c′v′k′A
M
c′v′k′ = EMA
M
cvk. (5)
Here, Ecvk≡ εck − εvk is the energy difference between
the c and v bands at k, V ≡AcN2k is the total area of
the crystal (Ac =
√
3a2/2 with a' 3.16 A˚ the lattice con-
stant) and Wcvk,c′v′k′ ≡ 〈vk→ ck| Uˆ |v′k′ → c′k′〉 repre-
sents the matrix element of the many-body Coulomb
potential, Uˆ , between two particle-hole excitations. In
the TDA, there are two contributions to this matrix ele-
ment: a direct and an exchange term75. As pointed out
earlier13, in an orthogonal basis and in our approximation
where the Coulomb interaction is independent of the or-
bital character of the states involved, the exchange term
does not contribute for zero-momentum excitons. As a
result, only the direct Coulomb matrix element remains,
which can be expressed simply as11,13
W
(d)
cvk,c′v′k′ = u(k − k′) I∗c′k′,ckIv′k′,vk, (6)
where u(q) is the Fourier transform of the screened
Coulomb potential58. The orthogonality assumed in
defining our SK basis59 allows one to express the overlap
integrals Iak′,bk in terms of the expansion coefficients of
the Bloch states (2) as
Iak′,bk =
∑
α
Ca ∗αk′ C
b
αk. (7)
Since the Cbαk are obtained from the numerical eigen-
vectors of the Bloch Hamiltonian (2), it is important to
ensure a consistent choice of phase because the Iak′,bk
are not gauge-invariant quantities. We chose to require
the sum of the basis-set coefficients of the wave function
ρnk =
∑
α C
n
αk to be real, as suggested in Ref. 58.
B. Screened Coulomb interaction
An accurate approximation to describe the screened
Coulomb interaction in Eq. (6) is essential for a real-
istic description of the excitonic spectrum58. Early at-
tempts to theoretically describe the exciton series in
MoS2 and related 2D materials provide a good exam-
ple of this stringent requirement, since, by simplisti-
cally using the bare Coulomb form of the potential, one
fails to capture the non-Rydberg level structure observed
experimentally16,57,66. The distinct series of bound exci-
ton levels in MoS2 is due to both its pseudospin degree
of freedom16 and the modified electrostatic interaction
in strictly 2D electronic systems which, in Fourier space,
acquires the form66,67
u(q) = − e
2
20d q κ(q)
, κ(q) ≡ 1 + r0q, (8)
where r0 defines the 2D polarizability of the electronic
system65–67 and d captures the static, uniform screen-
ing due to the top and bottom media surrounding the
MoS2 monolayer
12. We assume a MoS2 monolayer of
effective thickness d and effective dielectric constant 2
sandwiched between materials with dielectric constants
1 and 3. The environment dielectric constant is thus
d = (1 + 3)/2. The potential (8) has precisely the form
derived by Keldysh for a thin metallic film, in which case
the parameter r0 enters as the film thickness
68. The ex-
plicit q-dependence in the dielectric function κ(q) due to
many-body interactions qualitatively modifies Coulomb’s
law in real space which becomes
u(r) = − e
2
80dr0
[
H0
( r
r0
)
− Y0
( r
r0
)]
, (9)
5where H0 and Y0 are Struve and Bessel functions, re-
spectively. The parameter r0 defines a crossover length
scale separating the long-range decay ∝ 1/r from the
short-range domain characterized by a singularity ∝ log r
as r → 065. Ab-initio studies have confirmed that the
Keldysh interaction accurately describes the screened po-
tential in MoS2
9,76. Thus, we employ u(q) in Eq. (6) to
solve the BSE.
Only the parameters r0 and d remain now to fully
specify the content of Eq. (5). They have been re-
ported with a large variation among different authors
in the recent literature9,12–14. Ab-initio calculations of
the 2D polarizability find r0∼ 31.2−41.5 A˚ in vacuum9.
However, it is known that the precise energy placement
of the exciton level series is sensitive to the details of
the dielectric environment surrounding the monolayer
sample13,15,18,46. Prior estimates for the monolayer in
the dielectric environment of an air/substrate interface
report values spanning a relatively wide interval, namely,
r0∼ 13.55 − 57.6 A˚9,12–14. Since we will be referring to
the measurements by Li and collaborators27 as our refer-
ence for the experimental optical conductivity, the envi-
ronment’s dielectric constant is d = 2.5, as appropriate
for the air/silica interface (1 = 1, 3 = 4). In the absence
of present ab-initio calculations of the corrections to the
polarizability due to the effect of a silica substrate, we fol-
low the estimates put forward in Refs. 12 and 13, which
are based on the Keldysh-type finite thickness (d) model:
r0 =
222 − 21 − 23
22(1 + 3)
d. (10)
In this expression, 2 stands for an effective dielectric
constant of MoS2. The best agreement with the mea-
sured exciton binding energies is obtained with12 d' 6 A˚
and 2' 12 (the latter matches well the results from first
principles calculations of the dielectric constant of bulk
MoS2
9), resulting in r0 = 13.55 A˚
77.
Having thus specified all its contributions, and even
though numerically more efficient methods have been
proposed recently11, we solved the BSE by full diago-
nalization of the eigenvalue problem in Eq. (5). In view
of the ranges of energy covered in current experiments,
we restricted our base states in Eq. (3) to include exci-
tations between Nv = 2 valence bands (1× 2 since spin is
explicitly included) and Nc = 8 conduction bands.
Note that, when considering effective models in the k·p
(Dirac) approximation it is important to additionally in-
clude the pseudospin degree of freedom in the treatment
of the effective Schro¨dinger equation to properly describe
the spectrum16.
C. Optical response
As the D3h point group determines that all rank 2
tensors are in-plane isotropic, in a MoS2 monolayer it is
sufficient to consider the diagonal component of the op-
tical conductivity σ(ω)≡σxx(ω) which is given in linear
response by (dipole approximation, T = 0)11,78
Reσ(ω) =
e2pi
m2~ωV
∑
M
| 〈FS| Pˆx |M〉 |2δ(ω − ωM ). (11)
Using Eq. (4) to express |M〉 we write the total momen-
tum operator matrix element as
〈FS| Pˆx |M〉 =
∑
cvk
AMcvk 〈FS| Pˆxa†ckavk |FS〉 . (12)
Expanding the many-body momentum operator in the
usual way, Pˆx =
∑
pq 〈p| pˆx |q〉 a†paq, one has
〈FS| Pˆxa†sar |FS〉 =∑
pq
〈p| pˆx |q〉
[
δprδqsfr(1− fs) + δpqδsrfpfs
]
, (13)
where fj corresponds to the Fermi-Dirac occupation
number of an electron at the state j. At zero temper-
ature and noting that we are interested in the case where
c 6= v, we write
〈FS| Pˆxa†ckavk |FS〉 = 〈ψvk| pˆx |ψck〉
=
m
~
〈ψvk| ∇kxHˆ(k) |ψck〉 . (14)
Hence, inserting here the expression for Bloch states
given in Eq. (2), the optical conductivity (11) becomes
Reσ(ω) =
e2
4~
4pi
~ωV
∑
M
∣∣∣∣∑
kcv
AMcvk
∑
αβ
(Cvαk)
∗Ccβk∇kx〈φα| Hˆ(k) |φβ〉
∣∣∣∣2δ(~ω − ~ωM ). (15)
This form makes explicit that the oscillator strength associated with each particle-hole excitation involves contribu-
tions that depend both on the solution of the BSE (through the eigenvector components AMcvk) and on the effective
Hamiltonian in the crystal momentum representation (through the components Ccmk).
The response in the non-interacting approximation (single-particle) is readily recovered by noting that, in the
absence of particle-hole interaction, the BSE, Eq. (5), is diagonal. In this limit, AMcvk → δcvk,M , EM → Ecvk, and
6Eq. (15) simplifies to
Reσsp(ω) =
e2
4~
4pi
~ωV
∑
cvk
∣∣∣∣∑
αβ
(Cvαk)
∗Ccβk∇kx〈φα| Hˆ(k) |φβ〉
∣∣∣∣2δ(~ω − Ecvk). (16)
FIG. 2. The energy of the lowest eigenvalue of the BSE
[EA = 1.775 eV, dark, cf. Fig. 3(a)] as a function of the to-
tal number of k points used in the uniform sampling of the
Brillouin zone. The horizontal dashed line indicates the value
obtained from the combined extrapolation of all the curves
corresponding to the different regularizations. The shaded
strip identifies the energy interval within ± 20 meV of the ex-
trapolated result.
IV. RESULTS
A. Convergence of the exciton spectrum
We solve the eigenproblem in Eq. (5) using a uni-
form sampling of Nk points along the directions defined
by the reciprocal lattice vectors b1 = (2pi/a, 2pi/a
√
3),
b2 = (2pi/a,−2pi/a
√
3). We place the Γ point at the ori-
gin, leaving K and M at the center of our BZ sampling
domain [see Fig. 5(a) below]. Since the Coulomb inter-
action is not periodic in the reciprocal space and our
approach does not include local field terms (i.e., Fourier
components beyond the first BZ), the selection of the
sampling domain can have an impact on the energies of
the bound excitonic levels, especially when these arise
from transitions at k points near BZ boundaries. More
specifically, in the summation performed in Eq. (5), k′
formally runs over the whole reciprocal space, which can
be expressed by defining k′≡k′′ + Q, with k′ spanning
the first BZ and Q the reciprocal lattice. When the exci-
tonic states have wave functions strongly localized near
the edges of the BZ, one must include Q 6= 0 terms, oth-
erwise one misses important contributions from Coulomb
matrix elements between k states closely spaced, but in
adjacent Brillouin zones. Since the wave functions rele-
vant to our problem are localized in regions around the
K points in the BZ (to be discussed below, see Fig. 5),
our choice of the k-domain gives converged results for
the excitonic spectrum in agreement with the experiment
reported in Ref. 27 by keeping only Q= 0 (i.e. by con-
sidering all wave vectors and matrix elements within the
first BZ). Being able to work with this truncation of the
Coulomb matrix elements without affecting the conver-
gence of the spectrum provides an additional improve-
ment in the numerical efficiency of the calculation.
Note, however, that any discrete approach requires
the regularization of the k-diagonal matrix elements
Wcvk,c′v′k due to the ∝ 1/|k − k′| integrable singular-
ity that arises from the long range tail of the screened
potential [cf. Eq. (8)]. As their contributions to Eq. (5)
become regular in the thermodynamic limit Nk  1, this
regularization is well posed in the sense that the specific
way it is performed has no influence on the calculated
observables in that limit. However, we find that the reg-
ularization strategy significantly impacts the rate of con-
vergence of the spectrum with Nk, to the extent that one
can gain an order of magnitude reduction in the dimen-
sion of the Bethe-Salpeter matrix for a given convergence
target. This is a point of high practical significance be-
cause, in an effective SK description such as ours, the
number of bands is, by construction, the minimal a pri-
ori required set. The BZ sampling thus becomes the
limiting factor determining the size and tractability of
the numerical problem for a given target precision of the
calculated spectrum. Since the singular matrix elements
are integrated over the k-space, the most straightforward
regularization consists in replacing u(q=k−k′= 0) by its
average value over a small enclosing domain ∆q, namely,
u(q ≈ 0)→ 1
∆q
∫
∆q
u(q)dq
≈ caNk
2pi
[
α1 + α2
2pir0
aNk
+ α3
(2pir0
aNk
)2]
. (17)
Here, c≡ −e2/20d and the constants αj depend on the
geometry of the averaging domain ∆q and the truncation
level of the expansion (17).
Fig. 2 illustrates the different convergence rate of the
lowest exciton level (EA) as a function of the sampling
dimension. For demonstration purposes, these data were
obtained by solving Eq. (5) with only the two bands of
each spin nearest to the bandgap (i.e., Nc =Nv = 2). The
asymptotic value is clearly approached much faster for
certain choices of the regularization scheme. In partic-
ular, one sees that neglecting the leading higher order
7terms in the expansion (17) by having α1 = 1, α2,3 = 0
(parameter set #6, see label in Fig. 2) provides a particu-
larly slow convergence79. This is not unexpected because
2pir0/a' 26.9, which is precisely of the same magnitude
as those values of Nk that are within practical numerical
reach80. On the other hand, the particular α parame-
ter sets #2 and #11 (see labels in Fig. 2) provide much
faster convergence to the asymptotic value EA = 1.775 eV
within a 0.020 eV precision81. This translates into a bind-
ing energy EAb = 0.34 eV since the single-particle gap in
our SK band structure parametrization is Eg = 2.12 eV
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(this value corresponds to the first dark A exciton, while
the first bright one has EA = 1.80 eV and binding en-
ergy EAb = 0.32 eV). Henceforth, all our calculations will
be presented according to the regularization scheme #2.
We have verified that it works efficiently for the whole
spectrum.
Fig. 3(a) shows a direct comparison between our BSE-
derived eigenvalues and experimental spectra measured
for MoS2 in silica in the range of the single-particle
gap27,30. We find that, except for a global rigid off-
set of 0.07 eV, the spectrum obtained with our model
parameters reproduces extremely well the bound exci-
ton series. In particular, it captures with accuracy the
level spacing of the lowest-lying states which are those
most sensitive to the modified screened potential (9) at
short distances and, hence, those that most clearly de-
viate from a hydrogen-like spectrum16,57,66. This spec-
trum also captures the fact that the ground excitonic
state is dark, as recently established experimentally82.
We obtain a bright-dark splitting of ∆Ebd ≈ 12 meV
for the lowest excitonic states. This value is due to
the 6 meV separation of the conduction bands due to
spin-orbit coupling plus differences in effective masses.
Our results agree with other theoretical calculations that
find ∆Ebd . 20 meV83–85 depending on the kind of ab-
initio approach. So far, the only direct experimental in-
vestigation of the bright-dark splitting in MoS2
82 finds
∆Ebd ≈ 100 meV. This value is unexpectedly large in
view of the theoretical literature and considering that
for TMDs with a larger spin-orbit coupling, like MoSe2
and WSe2, one finds ∆Ebd ≈ 47 − 57 meV82,86. These
elements indicate that that quantitative aspects of ∆Ebd
in MoS2 are still under experimental scrutiny.
To allow a direct comparison of the absorption spec-
trum with the experiments, a rigid blue-shift in the en-
ergies by +0.07 eV has been incorporated in the results
shown in Fig. 3. Such a “calibration” is somewhat ex-
pected because of the effective parameterizations of both
the band structure and the screened Coulomb potential87
(yet, a 0.07 eV offset is rather small in comparison with
similar approaches, where corrections of up to 0.57 eV
were necessary13). This calibration of the energy axis
has been also applied in the presentation of all our sub-
sequent results.
The bound series is directly associated with transi-
tions between the topmost valence and bottom conduc-
tion bands near the K point of the BZ. Each level is 2-fold
FIG. 3. (a) Comparison of the lower portion of the theoreti-
cal exciton spectrum obtained in this work with the energies
of the A and B peaks measured in Refs. 27 and 30 (note that
the assignment of the peaks labeled A∗2s and A
∗
3s is not un-
equivocal in Ref. 30). After a rigid displacement by +0.07 eV
(see text), the theoretical spectrum reproduces extremely well
the position of the experimental A and B peaks. The dashed
horizontal line indicates the one-particle energy gap at 2.18 eV
(2.18 = 2.12 + 0.07). (b) Joint density of exciton states as de-
fined in Eq. (18), already rigidly displaced by +0.07 eV. A
Lorentzian level broadening of 0.1 eV (full width) has been
used, except in the lower energy range (magnified in the in-
set) where it is 0.001 eV to allow the resolution of individual
bound exciton levels.
degenerate on account of the K−K ′ valley degeneracy.
When the small energy difference between the two low-
est spin-polarized conduction bands at K/K ′ is ignored,
there is an additional 2-fold degeneracy. In our calcu-
lations, that small energy difference is explicitly finite
[cf. Fig. 1(b)] which explains the existence of two closely
spaced levels labeled, for example, A1s, in Fig. 3(a). Nev-
ertheless, one should keep in mind that only half of these
excitons are optically bright due to the parity selection
rule13.
In this respect, it is worth to point out that the differ-
ence in the excitation energies of the lowest bound A and
B excitons does not follow exactly the spin-orbit spitting
of the bands. This is significant because many theoreti-
cal TB parameterizations in the literature have identified
EB −EA directly with the SO coupling parameter and,
equivalently, this exciton splitting is frequently used as a
direct experimental measure of the spin-orbit splitting in
the single-particle band structure, which is not strictly
correct. For example, we obtain EB −EA = 130 meV
while the valence band splitting due to SOC in our chosen
TB is 150 meV. The difference can be mainly traced back
to the different effective masses of the spin-split valence
bands7.
To identify the k-point sampling that guarantees con-
vergence of the whole spectrum, we have analyzed the
exciton joint density of states (JDOS),
ρJ(E) ≡ 1
NcNvN2k
∑
M
δ(E − EM ), (18)
where EM are the eigenvalues of the BSE. Our calcu-
lations show that the JDOS is already reasonably con-
8FIG. 4. The room-temperature experimental traces reported
in references 27 and 88 for the linear optical conductivity of
a MoS2 monolayer on silica (black) and its comparison with
our results with (blue) and without (red) particle-hole inter-
actions (Nc = 8, Nv = 2, Nk = 60). An energy-independent
Lorentzian broadening of 0.136 eV (full width) was added to
the calculated σ(ω) to capture the experimental broadening
at the positions of the A and B excitons. The decay to zero
at high energy is artificial: the restricted number of bands
used in our diagonalization of the BSE makes the calculated
spectra complete only up to ∼ 3.5 eV. Nevertheless, for com-
pleteness, we show here the conductivity in the full range
spanned by those bands.
verged for Nk = 48 and that the differences for Nk = 90
up to 120 are negligible. We take Nk = 60 for the re-
sults presented in this paper. The converged JDOS cal-
culated with Nc = 8 conduction and Nv = 2 valence bands
is shown in Fig. 3(b) for Nk = 60.
B. Linear optical conductivity
The optical conductivity in linear order is directly ob-
tained from Eqs. (15) and (16) by a diagonalization of the
full BSE matrix in the subspace spanned by the 10 bands
mentioned above and a suitable sampling of the BZ. The
Dirac-delta functions are broadened by replacing them
with Lorenzians of full width γ. The latter qualitatively
represents a total decay rate due to several microscopic
mechanisms, each of them contributing to γ with a char-
acteristic energy dependence10. Since the experimental
broadening is largely disorder and sample dependent, we
take the simple approach of considering γ as constant
and to adjust its value to fit the experimental data (see
discussion below).
Figure 4 shows the real part of σ(ω) that we obtain for
the single-particle and BSE calculations. It is our most
significant result. For reference, the plot includes the ex-
perimental traces reported recently by Li et al.27 for exfo-
liated MoS2 and Jayaswal et al.
88 for CVD-grown MoS2,
both measured on silica at room temperature. Note that
the comparison with experimental data is only meaning-
ful up to ∼ 3.5 eV, beyond which excitations involving
additional valence bands not included in our present cal-
culation (Fig. 1a) must be taken into account59. We put
γ= 0.068 eV in our calculations, which corresponds to the
average width of the A and B exciton peaks reported in
the experiment of Li et al.. As anticipated, the single-
particle results fail to describe the spectral features of the
optical response. Even though the discrepancy is most
obvious in the region dominated by the bound exciton
levels, E . 2.1 eV, there is also a remarkable difference
in the continuum. In particular, the single-particle spec-
tral weight is generically distributed at energies much
above the interaction-corrected values, as highlighted by
the horizontal arrow in Figure 4. Therefore, by neglecting
the excitonic effects and interpreting the single-particle
absorption spectrum literally, one incurs in a severe quali-
tative and quantitative misrepresentation, not only in the
vicinity of the optical gap, but actually over the entire
range of energies. Thus, the strong Coulomb interactions
in these two-dimensional materials, not only lead to high
exciton binding energies, but also largely renormalize the
whole spectrum.
Figure 4 shows that our BSE calculation captures
rather well the important experimental features of the op-
tical conductivity in MoS2, namely, the position of the A
and B peaks, the overall maximum at EC ' 2.85 eV, the
energy dependence over the entire experimental range,
and the absolute magnitude of the optical conductivity.
We stress that we do not adjust or scale the magnitude
of σ(ω), as is frequently done in theoretical work that
discusses similar comparisons with experimental data.
This overall agreement attests to the validity and accu-
racy of the SK parameterization of the underlying band
structure, and provides strong support to the use of the
Keldysh effective screened potential in the BSE calcula-
tions (an additional overview of different theoretical and
experimental spectra reported in recent literature is given
in Fig. 7 of the appendix).
Since γ corresponds to microscopic processes that de-
pend on the excitation energy, one might expect such de-
pendence to have significant influence in the line shape
of the optical conductivity. Yet, our calculation that
uses a constant broadening captures the measured en-
ergy dependence quite satisfactorily. Surprisingly, ab ini-
tio results10,31,60 are less accurate in describing Reσ(ω)
despite the inclusion of specific energy dependent broad-
ening processes, such as electron-phonon scattering10 [see
Fig. 7(b)]. This indicates that the experimental broad-
ening is likely dominated by disorder and justifies a pos-
teriori our choice of an energy-independent γ to broaden
the numerically discrete spectrum in Eq. (15).
Finally, as pointed out in Ref. 10, convergence studies
up to large k-sampling meshes are essential to guarantee
that one meaningfully “reproduces features in the exper-
imental absorption spectrum above 2 eV ”. The compari-
son presented in Fig. 7 provides a good example of how
approaches based on parameterized SK models such as
ours can outperform full first-principles solutions of the
BSE when it comes to expediency and the need of a large
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FIG. 5. Representative excitonic wave functions in mo-
mentum space including only the two conduction and va-
lence bands closest to EF (Nk = 60, Nc =Nv = 2). (a)
Diagram of the first BZ of MoS2 (dashed line) and the
equivalent reciprocal unit cell used in our k-sampling (solid
rhombus). The Γ point is located at the vertices of the
sampling domain, M = (pi/a,−pi/√3a), K′= (4pi/3a, 0) and
K = (8pi/3a, 0). The left column gives wave functions ob-
tained with the TB model of Ref. 13, while those on the right
use the SK parameterization of Ref. 59. The second row [(b)
and (c)] shows density plots of the probability distribution
arising from one of the wave functions associated with the A
peak in the optical conductivity. The two bottom rows [(d)
to (g)] show representative wave functions in the region of C
excitons. The axes are in units of A˚−1. Note that the color
scale is logarithmic.
BZ sampling to ensure convergence. It is key, of course,
to rely on underlying band structures that accurately de-
scribe the quasiparticle renormalization from the outset.
C. Nature of the C excitons
The maximum in Reσ(ω) at EC has been attributed
to resonant excitons involving transitions near the center
of the BZ (the Γ point), the so-called C excitons10. As
we discuss below, these excitons are actually not more
related to Γ than they are to the K point. Hence, it is
incorrect to refer to them as “Γ-point excitons”. Turning
our attention to the spectral details of the conductivity
around EC , Fig. 4 shows that the energy dependence
obtained from the excitonic calculation in the interval
[2.5, 3.5] eV is nearly identical to that given at the single
particle level in the different interval [3.5, 4.5] eV. This
seems to indicate that, in this energy range, the primary
effect of the electronic interaction is to rigidly redshift
the one-electron conductivity by about 0.9 eV, without
notable modifications to the line shape (indicated by the
horizontal arrow in Fig. 4). That being the case, one
could question the attribution of the enhanced spectral
weight in this broad region to interaction effects, insofar
as (i) the one-electron trace seems to already carry the
key aspects of the energy dependence and magnitude of
σ(ω) and (ii) the excitonic corrections do not seem to gen-
erate any additional spectral feature beyond simply repo-
sitioning the curve en bloc to lower energies, as expected
from the attractive electron-hole interaction. In other
words, it appears as if, for excitation energies belonging
to the one-particle continuum, the restructuring of the
absorption spectrum caused by interactions amounts to
a “scissor”-type correction of the energy spectrum, where
an effective “binding energy” of ∼ 0.9 eV brings the one-
electron trace (red) to its correct position (blue), but
with essentially no changes in oscillator strength. The
problem with this, however, is that the value 0.9 eV is
much larger than the binding energy of the A bound ex-
citons (EAb = 0.324 eV). It turns out that explaining this
excitonic redshift on the basis of these one-electron band
structure features is questionable and, as we now explain
in detail, too simplistic and misleading.
The large spectral weight of the one-electron curve
(red in Fig. 4) around its maximum is primarily due to
the downward dispersion of the lowest conduction bands
along Γ−K (see Fig. 1): the fact that conduction and
valence bands separated by excitation energies ∼ 4 eV
disperse roughly parallel to each other entails a large en-
hancement of the one-particle JDOS in this region, natu-
rally explaining the peak in Reσ(ω). Equivalently, it can
be inferred from Fig. 1 that, in our SK model, the one-
electron “optical band structure” is nearly flat along the
Γ−K line. Hence, the one-electron “C peak” is mostly
the result of a large one-electron JDOS at ∼ 4 eV (see
also Fig. 10 in the appendix which explicitly confirms
this).
However, the same conclusion does not apply to the
results of the excitonic calculation. As we have seen
in Fig. 3(b), the excitonic JDOS is peaked, broadly
speaking, at ∼ 4 eV while the corresponding conductivity
peaks at EC ' 2.85 eV. It follows that the enhanced opti-
cal response near EC is, clearly, not the result of a large
number of excitonic levels with energies close to EC . In
reality, except for the bound excitonic levels that emerge
in the gap, the one-particle and excitonic JDOS do not
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differ much at energies in the continuum, as we demon-
strate in Fig. 10 (appendix). For example, predicting
the spectral shape of the optical conductivity solely on
the basis of the excitonic spectrum (through the JDOS)
would clearly fail for the energies in the continuum. This
is the reason why the idea of an effective “binding en-
ergy” of ∼ 0.9 eV that rigidly redshifts the one-electron
spectrum, as discussed above, is misleading.
We must therefore explicitly consider the oscillator
strengths which, according to Eq. (15), are given by∣∣∣∣∑
kcv
AMcvk
∑
αβ
(Cvαk)
∗Ccβk∇kx〈φα| Hˆ(k) |φβ〉
∣∣∣∣2. (19)
Recalling that AMcvk represents the probability ampli-
tude of the exciton M in reciprocal space, the oscilla-
tor strength depends not only on the one-electron dipole
matrix elements, but also on the specific texture of each
excitonic wave function in k space.
In Fig. 5 we analyze representative excitonic wave func-
tions in reciprocal space associated with the largest opti-
cal spectral weights (cf. Fig. 4 and see also Fig. 6 below).
As per our earlier remarks regarding the “calibration” of
the energies, the values indicated in each panel are shifted
by +0.07 eV (right column) and +0.57 eV (left column)
with respect to the original eigenvalues of the BSE. For
reference, Fig. 5(b) and 5(c) show that the wave functions
associated with the A and B excitons concentrate at the
vicinity of the K points89, as has been well established
by previous calculations. The degree of their localization
is directly related to the large binding energies and, in
real space, they appear much more localized than typical
excitons in semiconductors5,13. We recall that, due to
the parity selection rule, only half of the excitons related
to the two valence and two conduction bands straddling
the gap are optically bright. Each of the optically bright
excitons is 2-fold degenerate on account of the K–K ′ val-
ley degeneracy (when the small energy difference between
the two lowest spin-polarized conduction bands at K/K ′
is ignored, these are further degenerate with the other
pair of doubly-degenerate dark excitons. In our calcula-
tions, that small energy difference is explicitly finite, in
correspondence with the spectrum shown in Fig. 3).
The picture is rather different for the C excitons. The
wave functions shown in panels (d) to (g) of Fig. 5 cor-
respond to selected states with energies close to EC . We
caution the reader that, unlike the case of bound excitons
such as A or B, here we show selected representative wave
functions of a “continuum” of states. (We have checked
over a window of energies near EC that the spreading
of the wave functions over portions of the BZ similar
to those shown here is a robust common feature.) Ob-
viously, the two TB models we use13,59 render different
states. We note, however, the corresponding wave func-
tions show rather large similarities (compare the left and
right columns in Fig. 5). Remarkably, there is no pro-
nounced contribution right at the Γ point itself; on the
contrary, for our choice of primitive cell, the excitonic
FIG. 6. (a) An overlay of the real part of the optical con-
ductivity, the excitonic JDOS and the oscillator strength ex-
pressed in Eq. (19) according to our excitonic calculation.
(b) and (c) show representative excitonic wave functions con-
tributing to the peaks D’ and C’ whose energies and spectral
weight are highlighted in panel (a). (Nk = 60, Nc = 8, Nv = 2).
The axes are in units of A˚−1. Note that the color scale is log-
arithmic and the same as in Fig. 5.
wave functions appear distributed on a ring at a finite
distance from all the symmetry points, midway between
K−M and Γ−K. This agrees with similar observations
based on full ab initio solutions of the BSE in the region
of the C excitons which, likewise, associate C excitons
with transitions within a similar annular region, but not
specifically at or near Γ10,31,90 (see, for example, Fig. 21
in Ref. 90). Further, the C excitons in Fig. 5 appear as
more tightly localized in k space than their A counter-
parts, since the rings are rather thin (keep also in mind
that the color scale is logarithmic).
This localization is established at a quantitative level
by a computation of the inverse participation ratio associ-
ated with each exciton wave function, which we describe
in the appendix. The data shown there, in Fig. 10(b),
reveal that while the region of the C excitons is charac-
terized by a comparatively small JDOS, the correspond-
ing states are typically more localized than the average91.
This ultimately determines the energy dependence of the
oscillator strength, which is maximized in the region of
energy near EC , as can be directly seen in Fig. 6 where
the quantity (19) is shown for all excitons. Therefore,
opposite to the case of a single-particle calculation, the
spectral profile of Reσ(ω) is almost entirely determined
by the oscillator strength and not the optical JDOS.
In conclusion, the discussion above indicates that it
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is misleading to designate these as “Γ-point excitons”
and reinforces the perspective that relates them with the
properties of the “optical band structure” along the Γ−K
and K−M directions10,31. Extending the calculation of
the excitonic wavefunctions shown in Fig. 5 to include not
only the lowest 2 but all 8 conduction bands in our TB
model, we can conclusively assign the two peaks in the
oscillator strength at E' 2.9 eV and E' 3.3 eV (labeled
as D’ and C’ in Fig. 6) to the two contributions distin-
guished in Ref. 33. Specifically, with our band structure,
they arise from particle-hole excitations between approxi-
mately parallel bands ' 3.8 eV apart along the Γ−K and
K−M symmetry lines. From this point of view, excitons
belonging to the broad C region do have a large binding
energy of about 0.9 eV (0.9 = 3.8− 2.9). Notably, a com-
parison between Fig. 5(g) and Fig. 6(c) reveals additional
weight in the latter over an inner ring close to K. This
is contributed by transitions from the valence to the 5th
and 6th conduction bands which disperse downwards and
nearly parallel to each other ' 4 eV apart near K. This
vividly illustrates that the attribution of fine details asso-
ciated with the whole region of the C excitons is sensitive
to the particulars of the underlying bandstructure, and
necessitates the inclusion of higher conduction bands.
That C excitons arise from particle-hole excitations
midway from the Γ−K and K−M lines in reciprocal
space is consistent with the C peak being more sensi-
tive to the number of layers in thin MoS2 films than the
A and B features. In particular, the experimental shift of
EC correlates with the changes in the separation of bands
with MoS2 thickness
28,31,92. These changes in electronic
structure are known to be small at the K point but large
along the whole Γ−K line, ultimately determining the
transition from a direct to indirect gap as a function of
thickness24. The contrast between A/B and C excitons
can be understood from the fact that the electronic states
at K/K ′ contain mostly contributions from the d orbitals
in Mo, while in the regions of k that contribute to the
C excitons they have a strong p character arising from
the sulfur atoms59,90,93. As d orbitals are spatially more
localized and, moreover, lie in the inner of the 3 atomic
planes that make each MoS2 monolayer, the A and B ex-
citon states at K/K ′ are not as perturbed in a stacked
multilayer structure or as a result of strain, in compari-
son with the changes that occur to the C excitons due to
their strong sulfur orbital content90.
V. SUMMARY
We revisited the problem of calculating the excitonic
spectrum in the MoS2 monolayer. It has been shown
that many-body effects strongly restructure the optical
absorption spectrum over an unusually large range of en-
ergies in comparison with the single-particle picture. Our
approach accounts for the anomalous screening in two di-
mensions and for the presence of a substrate, both mod-
eled by a suitable effective Keldysh potential. We solve
the Bethe-Salpeter equation for the interacting electron-
hole excitations by using a Slater-Koster tight-binding
model parametrized to fit the calculated first-principles
band structure of the material. The optical conductiv-
ity that emerges captures with good accuracy both the
shape and absolute magnitude of the experimental data.
Our calculation does not consider any temperature-
induced change in the band structure nor microscopic
broadening mechanisms such as those from the un-
avoidable phonon excitations. Indeed, by solving a
temperature-dependent BSE based on first-principles
electron and phonon spectra, Molina-Sanche´z et al.61
have shown that the electron-phonon coupling is respon-
sible for most of the 40 meV red-shift observed between
zero and room temperature63. In addition to this, for
quantitative and qualitative accuracy at the microscopic
level, one must consider the impact of the thermal expan-
sion in the band structures and, in the case of excitons,
the broadening contributed by radiative recombination.
Details of such processes are, however, not in the scope
of the present work; in many experimental cases, such
microscopic details are overwhelmed by disorder-induced
broadening. To compare our results with experiments at
room temperature, we blue-shifted the calculated opti-
cal response spectrum by 70 meV and introduced a phe-
nomenological broadening, as discussed in Sec. IV.
Seeing that our result captures well the experimental
spectrum up to ∼ 3.5 eV, we relied on the predictions of
this model to investigate the effects and characteristics of
the so-called C excitons. Notably, we explicitly showed in
Fig. 5 that they arise from particle-hole excitations in an
annular region of the BZ centered at, but at finite radii
from, the K points (maximal contributions arise from
regions between Γ−K and M−K).
The interplay between the texture of the excitonic wave
functions and the one-electron dipole matrix elements is
responsible for the massive transfer of spectral weight
seen in the conductivity when compared with results at
the one-electron level (Fig. 4). Our results also suggest
a cautionary word when it comes to effective mass de-
scriptions of the MoS2 band structure, especially if the
aim is to describe the optical excitations in the vicinity
of EC . In this case, a model that captures only the band
structure at the Γ point will be certainly insufficient for
that.
Throughout our analysis, we presented results ob-
tained using two different tight-binding descriptions of
the underlying single-particle band structure. This pro-
vides an example of the immediate transferability in this
approach to study the optical response of other mem-
bers of the TMD family. In such a case, one can read-
ily use the same orbital basis for the TB model and the
only material-dependent input is the corresponding band
structure. The generic workflow is the same as the one
we have used above: (i) Obtain an accurate quasiparticle
band structure from first principles, (ii) Determine the
parameters of the Slater-Koster TB that most faithfully
describe such band structure, and (iii) Solve the BSE in
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the eigenbasis of that TB Hamiltonian.
Our analysis of two different TB parameterizations also
affords a perspective over some aspects that are robust
in this approach and others that depend on fine details of
the parameterization. Overall, the accuracy of our results
based on the SK model developed in Ref. 59 vividly sup-
ports the use of effective models to expeditiously explore
the properties of excitons in 2D materials. This work
shows it to be a reliable strategy, provided that the start-
ing Hamiltonian faithfully describes the quasiparticle-
corrected band structure. These approaches are orders
of magnitude faster in CPU time than complete first-
principles solutions of the BSE. Such an advantage facil-
itates properly addressing the optical response of MoS2
at energies around the C excitons, where a fine sampling
of the k-space is necessary. We believe that, due to their
intrinsic flexibility to model reliably a variety of condi-
tions such as heterostructures, disorder and strain, ef-
fective models open the path for a more comprehensive
investigation of the optical properties of TMDs where
interaction effects play a fundamental role.
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APPENDIX
A. Optical conductivity: compilation of theoretical
results
Figure 7 gives an overview of different theoretical
results for the optical conductivity in MoS2 found
in the literature. Panel (a) compiles TB-based
calculations11,13,15, while panel (b) compares ab initio
results10,31,61.
In the case of the TB model, Fig. 7 shows both the
Reσ(ω) given in Ref. 13 as well as the our BSE calcu-
lation using Wu and collaborators13 TB parameteriza-
tion over a wider energy range with a suitable broaden-
ing adapted to the experimental traces. Figure 7 indi-
cates that the different theoretical approaches describe
roughly the same behavior of Reσ(ω) around the A and
B peaks94. In contrast, the energy dependence and spec-
tral weight in the interval [2.0, 3.0] eV that covers the
FIG. 7. Comparison between different theoretical predictions
for the optical conductivity and the experimental results of
Li and collaborators27 and Jayaswal and collaborators88. (a)
Re(σxx) obtained from the TB-based solutions of the BSE re-
ported in Refs. 11, 13, and 15 contrasted with our calculations
based on both the TB model of Ridolfi et al.59 (blue) and that
of Wu et al.13 (red) (in the latter we added the same broad-
ening indicated in Fig. 4; this curve must be rigidly shifted
by +0.57 eV to match the experimental position of the A and
B excitons13). (b) Re(σxx) based on full ab initio solutions
of the BSE from Refs. 10, 31, and 61. Since the latter31,61
present Re(σxx) in arbitrary units, we vertically scaled each
curve to directly compare with the experimental trace. The
curve from Ref. 61 is at 300 K.
region of the C excitons are significantly approach de-
pendent. In the particular case of the two TB models
that we analyze in detail, these differences can be traced
to the larger splitting of the conduction bands near the
Γ point in the model of Ref. 13 and the different orbital
content of the Bloch states that dominate the dipole ma-
trix elements95.
B. Number of conduction bands
Reference 10 reports that the C peak is contributed by
6 nearly degenerate exciton states made from transitions
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between the highest 2 valence bands and the first three
lowest conduction bands (including spin). In Fig. 8 we
calculate Reσxx for Nc = 2, Nc = 6 and Nc = 8 and verify
the necessity of including at least Nc = 6 bands. We note
that the optical conductivity acquires significant correc-
tions due to the increased number of bands precisely in
the energy region of the C excitons for both TB models.
In the model of Wu et al.13, the C peak is also slightly
enhanced when passing from Nc = 6 to 8, while in our TB
model the most significant changes occur when passing
from 2 to 6.
FIG. 8. Linear optical conductivity when considering differ-
ent numbers of conduction bands in the models of Wu et al.13
(a) and Ridolfi et al.59 (b).
C. Even and odd bands
The mirror symmetry with respect to the horizontal
plane that contains the transition metal ions has im-
portant consequences for the band structure of MoS2
monolayers. The TB model that we used to describe
the ground-state band structure59 predicts one even va-
lence band, two even conduction bands, and two odd
parity conduction bands around the Fermi energy [see
Fig. 1(a)]. The importance of the odd bands has been
FIG. 9. Comparison between the linear optical conductivity
obtained with an “all-band” model (Nc = 8, Nv = 2, Nks = 60)
and an “even-band” model (Nc = 4, Nv = 2, Nks = 60) using
the TB parameterizations of Wu et al.13 (a) and Ridolfi et
al.59 (b).
unclear10, and we examine this issue next.
Figure 9(a) shows that the odd bands of the TB model
of Ref. 13 do not contribute to the optical conductivity.
This is expected because this TB model does not include
spin-flipping terms: since the dipole coupling is diagonal
in spin, the non-zero transition matrix elements must in-
volve initial and final states with the same parity under a
reflection with respect to the plane. Our TB model gives
a small difference between the all even and odd bands
basis caused by the coupling of odd and even bands by
the spin-flip terms in the Hamiltonian. We conclude that
the increment in the optical conductivity when increasing
the number of bands comes mainly from the two upper
“even” bands.
D. Exciton and one-electron JDOS
When interpreting the origin of the spectral weight
shift in the optical conductivity associated with the C
excitons, it is useful to analyze how the excitation spec-
14
FIG. 10. (a) The same as Fig. 4, except that the calculated
curves have been broadened by the smaller value 0.03 eV (full
width). (b) Joint density of exciton states (JDOS) as de-
fined in Eq. (18). A Lorentzian level broadening of 0.01 eV
(full width) has been used, except in the lower energy range,
where we used 0.001 eV to allow the resolution of individual
bound exciton levels. The inverse participation ratio (IPR)
has been calculated from Eq. (20) and is presented without
any broadening.
trum itself changes in the presence of the Coulomb inter-
action. Fig. 10(a) shows the same data for Reσ(ω) that
was presented in Fig. 4, but using a considerably smaller
broadening to reveal more clearly the fine spectral struc-
ture. In Fig. 10(b) we compare the joint density of states
(JDOS) with and without interaction. Apart from the
emergence of the bound excitonic states in the gap, we
can see that the excitation spectrum largely maintains
the JDOS computed at the one-electron level. The in-
teraction causes a global redshift of about 0.1 eV, which
is much smaller than the spectral weight transfer seen
in the conductivity. This figure additionally includes the
inverse participation ratio (IPR) of all the excitonic lev-
els (20), which quantifies the degree of localization of the
respective wave functions in reciprocal space.
E. Exciton inverse participation ratio
To have an overall perspective over the degree of local-
ization of each exciton’s wave function, we computed the
inverse participation ratio (IPR),
P(EM ) ≡
∑
cvk
|AMcvk|4/
∑
cvk
|AMcvk|2, (20)
for all the eigenfunctions of the BSE (5). This quan-
tity provides a rough measure of the spread (in recip-
rocal space) of the wave function belonging to the ex-
citon with energy EM , being largest for the most lo-
calized states and scaling ∝ 1/Ntot for states uniformly
extended over the whole BZ. The result is included in
Fig. 10(b). It reveals that while, on the one hand, the
region of the C excitons is characterized by a compara-
tively small JDOS, on the other, states there are typically
more localized than the average, as revealed by a num-
ber of peaks of the IPR in the interval [2.75, 3.25] eV.
This simply reflects what has been inferred from the se-
lected wave functions shown in Fig. 5 and, moreover,
confirms our earlier statement that C excitons are con-
siderably more localized than bound ones in reciprocal
space: P(E≈EA,B)P(E≈EC). This, of course, is as
expected because the latter are true bound states in real
space (in relation to this, note that a pure Bloch state
has P(εk) = 1 since its wave function is entirely localized
at the point k in the BZ).
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