In this paper, we derive a more precise version of the Strong Pair Correlation Conjecture on the zeros of the Riemann zeta function under Riemann Hypothesis and Twin Prime Conjecture.
Introduction
In the early 1970s, H. Montgomery studied the distribution of the difference γ − γ ′ between the imaginary parts of the non-trivial zeros of the Riemann zeta function. Let 
Assuming Riemann Hypothesis, he proved in [8] that, as T → ∞, F (x, T ) ∼ T 2π log x + T 2πx 2 (log T ) 2 for 1 ≤ x ≤ T (actually he only proved for 1 ≤ x ≤ o(T ) and the full range was done by Goldston [4] ). He conjectured that F (x, T ) ∼ T 2π log T for T ≤ x which is known as the Strong Pair Correlation Conjecture. From this, one has the (Weak) Pair Correlation Conjecture:
In [1] , the author proved that, assuming Riemann Hypothesis, for any ǫ > 0,
+ O(x log x) + O T x 1/2−ǫ (2) for 1 ≤ x ≤ T log T . This gives a more precise formula for F (x, T ) in the range 1 ≤ x ≤ T log T . Meanwhile, in [2] , the author derived a more precise Strong Pair Correlation Conjecture: For every fixed ǫ > 0 and A ≥ 1 + ǫ,
holds uniformly for T 1+ǫ ≤ x ≤ T A with some ǫ 1 > 0. It would be interesting to know how F (x, T ) changes from (2) to (3) when x is close to T . We have the following Theorem 1.1. Assume Riemann Hypothesis and Twin Prime Conjecture. For any small ǫ > 0 and any integer M > 2, 
Preparations
We mentioned Twin Prime Conjecture in the previous section. The form needed is the following: For any ǫ > 0,
We also need a lemma concerning S(d).
(1 − C 0 − log 2π) and C 0 is Euler's constant. Proof: This is a theorem in Montgomery and Soundararajan [9] . Borrowing from [6] ,
and
Then from [3] ,
Suppose S 0 (y) = − 1 2 log y + ǫ(y). By partial summation,
Lemma 2.2. For any ǫ > 0,
where B = −C 0 − log 2π as in the previous section.
Proof: By Lemma 2.1,
Now, let us define
By integration by parts and Lemma 2.2, one has
Next, we are going to define a smooth weight Ψ U (t). Fix a small positive real number ǫ and let K be a large integer depending on ǫ. Let M be an integer greater than 2 and U = (log T )
We define a sequence of functions as follow (which is Vinogradov's construction) :
Lemma 2.3. χ 
Proof: Induction on i. First note that χ 1 (t) is continuous because
Similarly,
for some 0 ≤ ξ 1 , ξ 2 ≤ h by mean-value theorem. So χ ′ 2 (t) exists and equals to 
which is continuous and ≤ ∆ −i by induction hypothesis.
Lemma 2.4.χ 0 (y) = e πiy sin πy πy
Heref (y) denotes the inverse Fourier transform of f (t),f (y) = ∞ −∞ f (t)e(yt)dt. Note: We use inverse Fourier transform so that the notation matches with [5] and [6] . = e πiy sin πy πy .
e(−y∆) − e(y∆) −2πiy =χ i (y) sin 2π∆y 2π∆y .
Now we take Ψ U (t) = χ K+1 (t), then Ψ U (t) has the required properties by the above discussion and Lemma 2.3. From Lemma 2.4, we know that Ψ U (y) = e πiy sin πy πy ( sin 2π∆y 2π∆y ) K+1 . It follows that
ReΨ U (y) = sin 2πy 2πy sin 2π∆y 2π∆y
These are similar to (18) and (19) in [5] . Also, by Lemma 2.3, it follows from the discussion in [5] that
K which is (17) in [5] . Consequently, the results in [5] are true with our choice of Ψ U (t). Moreover, if one follows their arguments carefully, one has their Corollaries 1 & 2 (except that the error term may need to be modified by a factor of N ǫ ) and Theorem 3 as long as τ = T 1−ǫ ≤ x. We shall need the following lemmas concerning our weight function Ψ U (t). Here we assume T ∆ ≤ x. Lemma 2.5. For any integer n ≥ 1,
Proof: By a change of variable v = T y x and (9), the left hand side
Note that the error term comes from the case n = 2. If n = 2, then we can replace the error term by O(K∆).
Proof: By a change of variables v = T y x and (9), the left hand side
Finally, we need the following Lemma 2.7. Assume Riemann Hypothesis. For any ǫ > 0,
where the implicit constants may depend on ǫ.
Proof: By partial summation and the form of prime number theorem under Riemann Hypothesis.
Proof of main results

Throughout this section, we assume
, and Ψ U (t) is defined as in the previous section. Keep in mind the ǫ and M dependency in the error terms.
Proof of Theorem 1.1: Our method is that of Goldston and Gonek [5] . Let
Assume Riemann Hypothesis, it follows from Theorem 3.1 of [1] with slight modification that
Inserting Ψ U (t/T ) into the integral and extending the range of integration to the whole real line, we can get
where
This is essentially by Lemma 1 of [6] with modification that V = − T U and T − T U , and W = 2T U . Riemann Hypothesis is assumed here so that the contribution from the cross term is estimated via Theorem 3 of [5] . Now, we assume the Twin Prime Conjecture in the previous section. By Corollary 1 of [5] (see also the calculations at the end of [5] and [6] ) and Lemma 2.7, one has,
because, from (9),
Similarly, by Corollary 2 of [5] and Lemma 2.7,
Therefore, by a change of variable y = 2πxv T and putting back to (10), we have
where I 1 and I 2 are the first and second integral respectively. This is because
by a similar calculation as before and T ∆ ≤ x. With the notation of S α (y) and T α (y),
by (5), (7), Lemma 2.5 and Lemma 2.6. As for I 2 , note that by (4) and (6),
Therefore,
because of (12) and the formula ofΨ U (y) in the previous section that the integral
T ǫ by the definition of H * (similar estimation for the error term). Applying (6), (8) and Lemma 2.6,
Consequently, with miraculous cancellations, one has
by Lemma 2.5 again. Putting this back to (11), we have Theorem 1.1.
Proof of Corollary 1.1: This follows from Theorem 1.1 straighforwardly as x ≤ T and f (u) ≪ u 1/2+ǫ by Lemma 2.2. Note that the error term is better than (2) for x in the given range.
Before proving Corollary 1.2, we need the following lemmas. Lemma 3.1.
where ci(x) = − ∞ x cos t t dt = C 0 +log x+ x 0 cos t−1 t dt and C 0 is Euler's constant.
Proof: This is formula 3.761(3) on P.430 of [7] which can be proved by integration by parts inductively.
Proof: Since T ≤ x, the left hand side 
where ǫ 1 > 0 may depend on ǫ, and the implicit constants may depend on ǫ and M .
