This paper addresses the problem of reorienting a rigid spacecraft from arbitrary initial conditions to prescribed nal conditions with zero angular velocity. The control law analyzed is based on quaternion feedback and leaves the user to choose two gains as functions of position, angular rate, and time. For arbitrary initial states, conditions on the controller gains are identied that guarantee global asymptotic stability. For the special case of rest-to-rest reorientations, the control law reduces to earlier results involving a principal axis rotation. The paper also addresses slew rate constraints, both, in terms of the two and innity norms.
Introduction and Literature Survey
Spacecraft reorientation problems have been treated extensively in the technical literature [1] - [8] . Open-loop approaches enable the calculation of high-precision solutions that minimize a userprescribed cost index such as fuel consumption or maneuver time. However, these approaches usually involve iterative procedures and are hence, in most cases, computationally too expensive and unreliable for on-board implementation.
Closed-loop or feedback approaches perform only noniterative procedures and calculate the current control action based on the current state and time. Feedback approaches typically perform at best nearoptimally, and for nonlinear controllers and/or non-linear dynamical systems it is highly nontrivial to guarantee that the controller always drives the states to the desired position. Additionally, it is usually dicult to enforce state constraints, such as slew rate limits.
In practice, slew rate limits often arise from the requirement not to exceed the capabilities of a spacecraft inertial reference unit (IRU) to sense angular velocity; slewing too fast can saturate the IRU thereby limiting the controller's ability to track the maneuver. Depending on the spacecraft's architecture and the involved on-board instrumentation these physical constraints are best captured by twonorm or innity-norm constraints on the angular position.
The general nonlinear feedback control law analyzed in this paper has been in service in one form or other for many years in numerous applications of near-minimum-time satellite reorientation [9] - [11] . It is derived through feedback linearization applied to a representation of the dynamical system in terms of quaternions in favor of Euler angles. The paper completely analyzes this controller in terms of its physical properties and identies the conditions on the controller gains required to guarantee global asymptotic stability and satisfaction of slew rate constraints. Thus, the paper provides a frame work of conditions within which the control engineer can optimize the control gain functions' remaining degrees of freedom without having to consider global stability issues and satisfaction of slew rate limits.
In [12] , Wie and Lu have investigated the constrained slew controller implemented on the XTE spacecraft [10] . This controller represents a special case of the general controller analyzed in the present paper. However, Wie and Lu only investigated restto-rest maneuvers and assumed perfect execution of all control commands without regard to exter-1 nal perturbations. For this special case, the reorientation maneuver reduces to a one-degree-of-freedom principal axis rotation. The intent of this paper is to provide a more comprehensive look at the stability of the constrained eigenaxis slew maneuver.
Problem Formulation
Consider the attitude dynamics of a rigid spacecraft. The equations of motion can be represented in the following form:
Here, J denotes a constant 3 3-inertia matrix, (10) and/or jj!(t)jj 1 ! max (11) remain satised for all times.
The symbols, jj jj 2 and jj jj 1 denote the Euclidean and 1 norms in the corresponding nite dimensional vector space, respectively, i.e. jj!(t)jj 2 = p ! 1 (t) 2 + ! 2 (t) 2 + ! 3 (t) 2 and jj!(t)jj 1 = maxfj! 1 (t)j; j! 2 (t)j; j! 3 (t)jg
Eigenaxis Rotation Controller
In the present paper, a controller (9) of the form u(!; q; q 4 ; t) = ! J! k(!; q; q 4 ; t) Jq c(!; q; q 4 ; t) J! (12) is investigated, where k and c denote scalar functions of their arguments !; q; q 4 ; and t; respectively. This form of the controller is motivated by the desire to eliminate the cross product term in (1) as well as a state feedback. Explicitly, inserting (12) back into (1) yields _ ! = kq c!; (13) so that (12) can be interpreted also as feedback linearization if k and c do not explicitly depend on states.
In the following, we will prove a number of useful properties of the controller (12) . (2), (3), (13) , and (14) . It can be veried that the right-hand side of this system is Lipschitz-bounded with respect to the states q; q 4 ; !; and (! q); and independent of time t (thus measurable with respect to time t:) Hence, whenever a solution to the system (2), (3), (13) , and (14) exists for given initial conditions, this solution is determined uniquely (see the Appendix I of [13] ). As (! q) 0 obviously furnishes a solution to equation (14) subject to the initial condition (! q)(0) = 0 it is clear that ! q is guaranteed to remain identically zero for all solutions to the system (2), (3), (13) , whenever the initial conditions are such that !(0) q(0) = 0: Hence !(t); and q(t) are guaranteed to remain collinear whenever !(0) and q(0) are.
To show that !(t) and q(t) are collinear not only with respect to each other but also with respect to q(0); let us dene the new states (t) = !(t) q(0); Q(t) = q(t) q(0): (15) Then, using the fact that !(t) q(t) is identically zero, it can be veried that and Q satisfy the following dierential equations:
Considering the augmented system of dierential equations consisting of equations (2), (3), (13) , and (16), and using arguments similar to the ones used above to show that !(t) q(t) is identically zero, we can show that and Q remain identically zero whenever they are zero at initial time. This implies that !(t) and q(t) are collinear to q(0) if !(0) is collinear to q(0): By virtue of the fact that !(t) and q(t) are collinear for all times if !(0) and q(0) are, the previous result implies that !(t) and q(t) are collinear also to !(0) if !(0) is collinear to q(0):
q.e.d.
The statement of Property 1 can be strengthened by replacing \piecewise continuous with respect to time t" through \measurable with respect to time t". Loosely speaking, the set of measurable functions includes all piecewise continuous functions, plus some functions with an innite number of discontinuous jumps. For a more precise characterization of measurable functions, see the Appendix I of [13] , or Section 3.7 of [14] . Note that by denition, a function f(x) is Lipschitz-bounded with respect to x if and only if for every x in its domain there is a constant L such that jjf(x + x) f(x)jj 2 L jjxjj 2 for all suciently small x. Hence, the condition of Lipschitz-boundedness in Property 1 is guaranteed to be satised if the functions c and k are dierentiable with respect to !; q; q 4 ; and have uniformly bounded gradients for all xed t:
Property 1 shows that !(0); q(0); !(t); and q(t) remain collinear for all times if !(0) and q(0) are collinear. In this case the body performs a rotation about an axis that remains xed in inertial space. The condition that !(0) and q(0) be collinear is trivially satised for a rest-to-rest reorientation where !(0) = 0:
Next we want to investigate what happens if the control law in Property 1 is applied to a system where !(0) and q(0) are not collinear. Note that this situation can arise as a result of external perturbations; it is important that any \out-of-plane" component does not grow with time. 
Global Stability Analysis Property 3 Consider the equations of motion (1)- (3) 
As, by assumption, V approaches d arbitrarily closely as time goes to innity, we can pick a time t 0 such that
(29) The assumption that property P2 is violated ( q 4 (t) does not go to 1 jjq(t)jj 2 does not go to zero) implies that we can pick t 0 such that, in addition to (29), q(t 0 ) 6 = 0; and we can dene (12) we nd that for all t t 0 jj _ !(t)jj 2 = jj k q(t) c !(t)jj 2 k jjq(t)jj 2 + c jj!(t)jj 2 k + C() (34) On the interval from t 0 to t 0 + T 1 we hence have !(t) = !(t 0 ) + !(t) (35) with jj!(t)jj 2 Obviously, the eigenvalue 7 ; associated with q 4 is always zero. Using a determinant relation for partitioned matrices [15] , it can be shown that the remaining matrix A; obtained by deleting the last row and last column of A; has the eigenvalues 1 
Slew Rate Constraint
To address the slew rate constraint, we will make use of the following intuitive logic: The solution x(t) of an ordinary dierential equation _ x = f(x; t) is guaranteed to satisfy the constraint g(x; t) 0 if the functional dependence of f and g on x and t is such that the slope of g goes to zero whenever g approaches zero (from below). The associated lemmas summarizing the relevant results are given in the Appendix. In the following these results will be applied to the slew rate constraints (10), (11) .
Two-Norm Constraint
For the slew rate constraint (10) we have the following result. q.e.d. Intuitively, it can be expected that Property 6 remains satised if the inequality sign in (59) is replaced by an equality sign. With the help of Lemma (2) it can be shown that this is in fact correct if k(!; q; q 4 ; t) and c(!; q; q 4 ; t) also satisfy the conditions stated in Property 1. We have the following result. From Remark 1 it follows that, by picking c larger (or k smaller) than required by the conditions of Properties 6 or 7, the maximumattainable slew rate is reduced to values smaller than ! max : In practice, this may represent an undesired performance degradation, and it may hence be a design goal to satisfy conditions (58) / (61) only marginally, i.e. with equality rather than strict inequality.
However, simply replacing the inequality signs in conditions (58), (61) by equality signs would lead to controller gains that maintain jj!(t)jj 2 at a constant value for all times after jj!jj 2 = ! max is reached.
Obviously, this is not desirable. Formally, such an approach would also violate condition (17), which is required in our proof of global stability (see Property 4).
A sensible strategy that leads to a controller which satises Properties 1, 2, 4 of this paper and marginally satises the slew rate constraint (10) , is to pick a constant gain k > 0; and to enforce conditions (58), (61) of Property 6 or 7 with strict equality, but to override this constraint (and instead enforce (58), (61) with strict inequality) whenever this is required by at least one of the conditions of Properties 1, 2, 4. It can be easily veried that all conditions of Properties 1, 2, 4 can be satised this way. The approach leads to a constant gain k and to a piecewise dened, continuous gain function c:
A convenient simplication of the conditions of Properties 6 and 7 is as follows. 
Innity-Norm Constraint
In many practical applications, the slew rate constraint has to be enforced in terms of the innity norm (11) in favor over the two-norm (10) . Clearly, the slew rate constraint (11) can be equivalently expressed in terms of the three scalar conditions ! i (t) ! max ; i = 1; 2; 3:
Applying the ndings of Lemma 1 in the Appendix to any one of the components in (64) we obtain the following result.
Property 8 Consider the system (1)- (3) 
Then the slew rate constraint j! i (t)j ! max is guaranteed to remain satised for all times t t 0 if it is satised at the initial time t 0 :
Proof: Noting that
(see equation (13)), the statement of Property 8 follows from applying Lemma 1 in the Appendix two times, namely to the constraints ! i ! max 0 and ! i ! max 0:
In complete analogy to Property 7 the statement of Property 8 can be strengthened by replacing the equality sign in (66) through an equality sign. Explicitly, we have the following result. 8 In complete analogy to the conclusions drawn from Remark 1 it follows from Remark 3 that, by picking c smaller (or k larger) than required by the conditions of Properties 8 or 9, the maximum attainable slew rate is reduced to values smaller than ! max : In practice, this may represent an undesired performance degradation, and it may hence be a design goal to satisfy conditions (65) / (68) only marginally, i.e. with equality rather than strict inequality. From the same arguments as those used in the paragraphs following Remark 1 it follows, as in the previous section, that it is not sensible to blindly enforce conditions (65) / (68) with strict equality throughout.
In analogy to Remark 2, a convenient simplication of the conditions of Properties 6 and 7 can be given as follows. 
whenever j! i j ! max (whenever j! i j = ! max ):
Summary and Conclusions
We have analyzed a nonlinear feedback approach to the problem of reorienting a rigid spacecraft from arbitrary initial conditions to prescribed nal conditions with zero angular velocity. The control law, which is derived from feedback linearization, is based on quaternion feedback and leaves the user to choose two gains as functions of position, angular rate, and time. Under mild conditions on these gains it is shown that the control law has the following properties: 1) rest-to-rest boundary conditions result in a principal axis rotation, 2) for arbitrary initial conditions, the rotational motion perpendicular to the principal axis decays exponentially, and 3) the prescribed nal states are guaranteed to be reached asymptotically in time. Additionally, the paper analyzes slew rate constraints, both, in terms of the two-norm and the innity-norm. For both cases, conditions on the controller gains are derived that guarantee satisfaction of the slew rate limit at all times.
In summary, the paper provides the design engineer with a general nonlinear control law with appealing closed-loop properties. Global asymptotic stability and satisfaction of slew rate constraints can be guaranteed by observing the simple rules on the controller gain design derived in this paper. q.e.d. Intuitively, it can be expected that Lemma 1 remains satised if the inequality sign in (74) is replaced by an equality sign. It can be shown that this is in fact correct if the functions f(x; t) and g(x; t) are suciently \well-behaved". Explicitly, we have the following result.
Lemma 2 Consider the initial value problem (71) and the state constraint (72). Assume that g is differentiable and that f(x; t); @g(x;t) @x ; and @g(x;t) @t are
Lipschitz-bounded with respect to x; and piecewise continuous with respect to t: Additionally, assume that the functional dependence of the functions f and g on their arguments x and t is such that @g(x; t) @x f(x; t) + @g(x; t) @t 0
is satised for all x and t that are such that g(x; t) = 0:
Then the constraint (72) is guaranteed to remain satised for all times t t 0 along the solution of (71) if (72) is satised at the initial time t 0 ; i.e., if g(x 0 ; t 0 ) 0:
Proof: Dene h(x; t) = @g(x; t) @x f(x; t) + @g(x; t) @t
and consider the initial value problem 
