In this research, we focus on two additional dimensions of the issue of spatial autocorrelation in spillovers measures. First, we use patent data as dependent variable. These are count data, characterised by non-negative integer numbers and an important number of zeros. The model usually used in this case, is based on Poisson distribution. The methods used to take spatial auto-correlation into account are not anymore appropriate. We then propose in this article to use a new original method to estimate spatial dimension of spillovers with count data. The method is based on generalised cross entropy approach. Second, contrary to previous studies which use spatial aggregated data, we concentrate on individual data. The idea is that the local dimension can be smaller than this of a region, a French department or even an American MSA. This allows us to take a smaller geographical dimension and to test if rms benet from spillovers of their very close neighbours or of their further neighbours. 
Introduction
For 20 years, the economic literature has showed a considerable attention to the contribution of spillovers to local innovation and more generally to economic growth. Jaé (1989) is the rst one to propose an econometric model to measure the local dimension of spillovers, thanks to a knowledge production function. He shows that spillovers are localised. Several studies (Feldman, 1994. ..) conrm these results. However, these early models only test spillovers inside a delimited area. Consequently, they conrm the presence of local spillovers but this does not imply that spillovers only occur at local levels. Anselin et al. (1997) improve the model in testing the impact of local research and this of the proximate research. In the same idea, Autant-Bernard (2001) introduce three spatial levels of research in the knowledge production function in order to test the distance spillovers can cover. Her study conrms that spillovers are geographically limited. Introducing spatially lagged exogenous variables, as these authors do, allows to treat spatial auto-correlation. This is an important topic in new economic geography as it is often considered that it can have a relation between dierent geographic observations, that means the statistical hypothesis of the independence of the observations would not be veried. The main advantage of the method (cross regressive model) used by Anselin et al. (1997) and Autant-Bernard (2001) is that it does not require specic methodology. The estimation can be based on ordinary least squares (Le gallo, 2000) .
Recently, models propose two others methods to take into account spatial autocorrelation: the substantive dependence and the nuisance dependence. The rst one is based on lagged dependent variable, the second one on errorautocorrelation. These methods are judged more relevant in applied empirical work (Anselin et al., 2000) but they require specic estimation methods. For the moment, they are available for data requiring ordinary least squares regression.
In this research, we focus then on two additional dimensions of the issue of spatial autocorrelation in spillovers measures. First, we use patent data as dependent variable. These are count data, characterised by non-negative integer numbers and an important number of zeros. The model usually used in this case, is based on Poisson distribution 1 . The methods used to take spatial autocorrelation into account are not anymore appropriate. We then propose in this article to use a new original method to estimate spatial dimension of spillovers with count data. The method is based on generalised cross entropy approach (Golan et al., 1996) . Second, contrary to previous studies which use spatial aggregated data, we concentrate on individual data. The idea is that the local dimension can be smaller than this of a region, a French department or even an American MSA. This allows us to take a smaller geographical dimension and to test if rms benet from spillovers of their very close neighbours or of their further neighbours.
The remainder of the paper is organized in ve sections. The model based on a knowledge production function (of the sort proposed by Griliches-Jae) is developed in section 2. Section 3 explains the estimation methodology. Section 4 presents the data. The results of the analysis are detailed in section 5. Finally, section 6 concludes.
The model
The model is specied with the objective of picking up the eects of the spatial dimension of spillovers. The specication is based on that employed in studies belonging to the geography of innovation. These models must simultaneously integrate two dimensions: spillovers and spatial dimension (Feldman, 1994) . As in many models, spillovers are tested as an external stock of knowledge using a knowledge production function (Griliches, 1979) . This function expresses the relation between the inputs of R&D and the output of R&D. The main problem from an econometric viewpoint resides in modelling the spatial dimension of spillovers. The rst models of the geography of innovation (Jaé, 1989; Audrestch and Feldman, 1996) test spillovers through the level of R&D concentration. They show that there are spillovers inside a limited geographical area but do not capture the geographic extend of diusion. On the other hand, Anselin et al. (1997) , Autant-Bernard (2001) , and Bottazzi et al. (2003) , are interested in determining the distance that spillovers can cover. To do this, they compare the impact of R&D investments in more or less further geographical areas on the output of the studied area. More precisely, the external stock of knowledge is divided into two, an external stock of research carried out in the vicinity and an external stock of research carried out at a longer distance (Autant-Bernard, 2000, p.111 ). This method makes it possible to show that if rm activities are more aected by the local activities than by those of geographically distant agents, then spillovers are localised. Thus, it seems more adapted to measuring spillovers and their spatial transferability. This method is used to model R&D.
Moreover, the economic literature traditionally distinguishes two types of spillovers: the intra-sector-based ones according Marshall (1920) and the intersector-based ones following Jacobs (1969) . Indeed, are spillovers more important between rms of a same sector or between rms of dierent sectors? This rst one would facilitate exchange between rms which have the same competences via a local labour market, local atmosphere for exchange between rivals and between clients and sellers. The second type would contribute to the eects of cross fertilization and oer new opportunities. Many studies (Glaeser et al., 1992 , Henderson, 2003 , Autant-Bernard and Massard, 2004 Leblanc, 2004; ...) deal with this question in order to know which spillovers have a higher impact on local activities. However, they do not reach the same conclusion. Some authors underline the role of inter-sector-based spillovers (Glaeser et al., 1992) whereas others show the predominance of intra-sector-based spillovers (Jae, 1989) . As for Audretsch and Feldman (1999) , they nd a negative impact of the specialisation. It seems that the results dier according to the sectors, the geographical level of study. We propose then to distinguish in our model the intra-sector-based R&D from the inter-sector-based R&D in order to know when we study spillovers in a small area which is the city (in comparison with other studies on American States or French department), which dimension prevails? The model is then: RDcz, RDcz, RDck, RDck, Sc) (1)
The variable RDic represents R&D carried out by the rm i,. RDcz is the R&D of the rms located in the same city and in the same sector z than the rm i. RDcz' measures the R&D carried out in the sector z, in the bordering cities of the city where i is located. RDck is the R&D in other sectors carried out in the city c. RDcz' measures the R&D carried out in the other sectors, in the bordering cities. Sc represents the whole sector-based dummy variables, characteristic of the rm.
Methodology
The origin of entropy dates back to 19 th century. In 1948, the entropy concept as a measure of uncertainty was developped by Shannon. A decade after in 1957, Jaynes formulated Shannon's entropy as a method for estimation and inference particularly for ill-posed problems by proposing the so-called Maximum Entropy (ME) principle. More recently, Golan et al. (1996) developed the Generalized Maximum Entropy (GME) estimator ans started a new discussion in econometrics.
3.1 The generalized maximum entropy (GME) approach
Suppose that we observe a T -dimensional vector y of noisy indirect observations on a unknown and unobservable K-dimensional parameter vector β, where y and β are related through the following linear model relationship:
where X is the T × K know matrix of explanatory variables, β is a (K × 1) vector of parameters to be estimated and u is a T × 1 disturbance vector.
In order to be able to use Jaynes' Maximum Entropy principle for the estimation of regression parameters, the vector of parameters β must be written in terms of probabilities because of the fact that the arguments of the Shannon's maximum entropy function are probabilities. Following Golan et al. (1996) , if we dene M ≥ 2 equally distanced discrete support values, z km as the possible realizations of β k with corresponding probabilities p km , we can convert each parameter β k as follow: (2) as:
where Z is a block diagonal matrix of support points with:
where p k is a M dimensional proper probability vector 2 corresponding to a M dimensional vector of weights z k . Recall that the vector z k dene the support space of β k . By this way, each parameter is converted from the real line into a well-behaved set of proper probabilities dened over the supports.
As we can see, the implementation of the maximum entropy formalism allowing for unconstrained parameters starts by choosing a set of discrete points by researcher based on his a priori information about the value of parameters to be estimated, where these set of discrete points are called the support space for all parameters. In most cases, where researchers are uninformed as to the sign and magnitude of the unknown β k , they should specify a support space that is uniformly symmetric around zero with end points of large magnitude, say z k = (−C, −C/2, 0, C/2, C) for M = 5 and for some scalar C (Golan et al., 1996:77) .
Similarly, we can also transform the noises u as follows (Golan et al., 1996:87) :
Notice that by this conversation, Golan et al. (1996:121) propose a transformation of the possible outcomes for u t to the interval [0, 1] by dening a set of discrete support points v t = (v t1 , v t2 , . . . , v tJ ) which is distributed uniformly and evently around zero (such that v t1 = −v tJ for each t if we assume that the error distribution is symmetric and centered about 0) and a vector of corresponding unknown probabilities w t = (w t1 , w t2 , . . . , w tJ ) where J ≥ 2. Now we 2 A proper probability vector is characterized by two properties:
5 can rewrite u in (2) as:
with:
In equations (5) and (8) the support spaces z k and v t are chosen to span the relevant parameter spaces for each β k and u k , respectively. As for the determination of support bounds for disturbances, Golan et al. (1996) recommend using the three-sigma rule of Pukelsheim (1994) to establish bounds on the error components: the lower bound is v L = −3σ y and the upper bound is v U = 3σ y , where σ y is the (empirical) standard deviation of the sample y.
Under this reparametrization, the inverse problem with noise given in equation (2) may be rewritten as:
Jaynes (1957) demonstrates that entropy is additive for independent sources of uncertainty. The details of this property can be found in Kapur and Kesavan (1992:31-32) . Therefore, assuming the unknown weights on the parameter and the noise supports for the linear regression model are independent, we can jointly recover the unknown parameters and disturbances (noises or errors) by solving the constrained optimization problem of
Hence, given the reparameterization in equation (9) where β k and u t are transformed to have the properties of probabilities, in scalar notation the GME formulation for a noisy inverse problem may be stated as:
w tj ln w tj (12) subject to the constraints:
where equation (13) is the data (or consistency) constraint whereas equations (14) and (15) provide the required adding-up constraints for probability distributions of p km and w tj , respectively. The solution for p km is:
The solution for w tj
where
Notice that, in the expressions above, λ t represent the dual value of data constraint. Substituting the solutions of p km and w tj into (3) and (6) produces the GME estimates of β k and u t , as:
and
As can seen, the GME estimates depend on the optimal Lagrange multipliers λ t for the model constraints. There is no closed-form solution for λ t , and hence no closed form solution for p, w, β and u. Therefore numerical optimization techniques should be used to obtain the solutions and solutions must be found numerically.
The generalized cross entropy (GCE) approach
If, in addition to the moment constraints, we have some non-sample information about the signals in the form of prior probabilities p 0 mn , then an equivalent problem is to minimize the informational distance or Cross Entropy between the prior and the posterior probabilities (Kullback, 1959; Good, 1963) . The Cross Entropy is dened as:
if p 0 j are the priors. Therefore, given prior probabilities p 0 , the resulting constrained optimization problem is to:
subject to:
If the prior probabilities are assumed to be uniform, then th ME formulation results. The optimization problem can be solved numerically and each set of probabilities can be computed as non-linear functions of x n , z n , p 0 n and λ. Here λ are a set of K Lagrange multipliers corresponding to the moment constraints resulting from solving the optimization problem.
Nonsphericals errors
GCE with heteroscedastic errors In the sections above, a xed weight of 1 N were applied to each of the observations in the sample. To allow for heteroscedasticity of an unspecied form, we replace this xed weight by an unknown weight π n that is allowed to vary across individuals. The π n are an additional set of probabilities that must be estimated. π n have to meet the following conditions, π n > 0 ∀n and N n=1 π n = 1. The resulting heteroscedastic consistent exible moment constraints can be written as:
with the added requirement that
π n = 1. Assuming independence between π n and w mn , we can dene an auxiliary joint probability q mn = w mn ·π n so that π n = m q mn ∀n and w mn = q mn P m qmn ∀m, n, are marginal and conditional probabilities (respectively) derivable from q mn . In addition, since n π n = 1 and m w mn = 1 ∀n, then m q mn = 1 over all m and n. Finally, given the above denition of q mn , we may specify its associated priors as q 0 mn = π 0 n ·w 0 mn . The constrained optimization problem that incorporates all available knowledge is:
GCE with autocorrelated errors The heteroscedasticity consistent formulation of the GCE problem can be seen as a special case of a more general formulation that not only allows errors shrinkage rates to be determined endogenously, but also allows the optimal re-weighted errors to combine with each other in order to create signal distortion. The constraints in case of heteroscedasticity can be seen as a special case of the constraints:
where A is a row-standardized hypothesized error structure matrix.
To extend that the o-diagonal elements in A are allowed to be non-zero, the optimal re-weighted errors are allowed to combine while the distorting the signal. The matrix A is a row-standardized version of a spatial link, say A * , which can be specied in a number of dierent ways. To code heteroscedasticity as well as local rst-order autocorrelation, we can dene A * = I + C where C is a rst order spatial contiguity. That is:
where j ∈ J n is taken to read all units within the neighborhood of the nth unit. In order to include distance-based dependence for local neighbors (based on contiguity alone), we can dene this matrix as A * = I + exp (−D) C where represents an element-by-element matrix manipulation, D represents an N × N matrix of distances between all pairs of data points, and C is dened above. Finally, allowing global dependence, albeit with some distance-based decay, can be represented by setting A * = exp (−D). Row-standardizing A * generally yields an asymmetric matrix, i.e. A = A.
Specifying the support space
In the case of binary choices, there exist natural bounds for both signal as well as the noise terms: the observed and expected outcomes in this case can only exist between 0 and 1. This means that the signals are naturally bounded by 0 and 1, i.e. z l ∈ (0, 1). A simple specication would be z = (0, 1) . Now, if we observe an outcome (i.e. y n = 1) but predict it as being nearly impossible (i.e. s n ≈ 0), then the error be as high as +1. Or, if the binary choice is not observed (i.e. y n = 0) but we predict it with near certainty (i.e. s n ≈ 1), then the error can be as low as −1. In others words, the errors are also naturally bounded between ±1 i.e. v m ∈ ±1 and a simple specication would be v = (1−, 1) . If we specify the support spaces as described above and create noiseless moment constraints of:
then the resulting Maximum Entropy solutions are identical to the Logit parameters. In fact, under this specication the Maximum Entropy dual objective function turns out be identical to the Logit Log-likelihood function. As such, all inferences derived from it, including the parameter estimates and their covariance matrix, are identical to those that would be recovered from the Logit model.
Here we are confronted with count data. Count outcomes can be thought of as a summation over a large but nite sequence of independent and identical binary choices. That is the motivation underlying a Binomial distribution and the Poisson distribution is, in fact, obtained at the limit when the number of binary choices in the sequences approach ∞.
Hypothesis and specication tests 4.1 Hypothesis tests
In this section, we describe the large sample properties of the GME-GCE solutions. Although the GME-GCE solution does not have a closed-form, the dual formulation of the problem may be used to evaluate the behavior of the solutions within the context of extremum or M-estimators (Huber, 1981; Newey and McFadden, 1994) . Therefore in addition to estimating the parameters, we use the dual objective function to estimate a covariance matrix for λ. The covariance matrix for the Lagrange multipliers is dened as the inverse negative Hessian of the dual objective function evaluated at the optimal values of the Lagrange multipliers :
The square root of the elements of the above matrix are the estimated standard errors for the Lagrange multipliers. Another quantity of interest is the marginal eects of the independent variables. This quantity is evaluated at the sample mean of the predictors. In our case, the marginal eects are computed as:
which are non-linear functions of the underlying Lagrange multipliers. Delta method is used in order to compute the covariance matrix of λ (Greene, 2000) . Given the denition of γ, the covariance matrix is written:
Using the optimized values of the objective functions, an Entropy Ratio (ER) test that is analogous to a Likelihood Ratio test is constructed to test joint hypothesis on the Lagrange multipliers. This test is dened as follow:
where L D GCE and L D GCE are respectively the optimized values of the objective function for the restricted and unrestricted models and R corresponds to the number of restrictions (Jaynes, 1979 , page 67).
Specication tests
In this section, we describe how to choose among several non-nested models. Consider the model M 0 that is encompassed by the model M 1 .
The GCE models described above attempts at capturing the structure in the errors non-parametrically. If the structure hypothesized in A is a good approximation of reality, then must help us gain information about the error structure without giving up too much information about the signals. So the relative gain in error information is dened as:
where H( p 0 ), H( q 0 ), M 0 , H( p 1 ) and H( q 1 ) are respectively the quantity of uncertainty about the signal and noise term in the model M 0 and in the model M 1 . The relative loss in signal information is:
In order to compare if the exibility in a given model M 1 over that provided in model M 0 is worthwhile, we compute a composite ratio as follows :
Data and variables
We have constructed our sample by merging three databases. The rst database is the French annual rm research expenditures survey which was conducted in 2002. This survey is carried out by the Ministry of Research. It concerns the internal expenditure of research, that is to say R&D executed by the rm itself. It focuses on all the rms (having more than 20 employees) which carry out some R&D and employ at least one full time researcher. The location (region and department) is subjected to a systematic coding with a ZIP code which allows to identify the city. This database is then appropriate to deal with the question of local dimension of technological externalities. For our study, we use the information on the rm total R&D expenditures, turnover and the sectoral decomposition. We also retain as our innovation variable the total numbers of patents granted by the rm during the year. The total numbers of patents granted is often viewed as a more appropriate measure of innovation output. The second database we use is the Firm Annual Survey. It provides nancial and accounting informations such as sales of rms, value added, capital assets... This database allows us to compute the rm's market share.
The third database is the 1999 French communal database. This le provides us the latitudinal and longitudinal coordinates which allow us to calculate the distance and contiguity matrix. The distance between two communes is calculated starting from the coordinates of the administrative center of the communes.
Innovation output is explained by the following regressors. R&D expenditures per employees, intra-sectorial communal R&D; inter-sectoral communal R&D, market share 3 and sectoral eects in the sector i an in the commune j. Inter-sectoral R&D expenditures communal R&D expenditures is the dierence between the communal R&D and intra-sectoral R&D. The market share of rm i is computed as the turnover of rm i in the industry k divided by the total of sales in sector k. We have only considered the domestic decomposition turnover at the NAF level 700 of the French industrial classication. Market share is computed on all rms available in all our continuous variables are taken in logarithm. By merging these three databases, we obtain a sample of 1 566 French industrial rms. Some descriptive statistics appear in table 1 (in appendix page 17).
Results
We estimate ve alternate models, corresponding to the ve types of error structure we have previously described. Mode 1 most closely corresponds to the baseline Poisson regression specication as A * = 0. Model II allows for heteroskedasticity only. Models III, IV, V allow for heteroskedasticity, and respectively, rst-order local error-correlation, rst-order local error-correlation with distance-based decay and global error-correlation with distance based decay. The results are presented at the end of the article in tables 5 to 9. The comparison of the results shows that the various forms of exibility aorded to the basic model lead to dierent parameter values. The reliability of predictors sometimes changes considerably across the specications. In order to select from the various specication, as Bhati (2004) we computed the composite relative information/loss measures for each of the models. Of course, it is not possible to have them for Model I as it is never the alternate model. For model II, the encompassed model is the model I, for the three others, it is the model II. Models II is less desirable than model I as H * = 0, 80 < 1. In our case, allowing heteroskedasticity alone does not seem to be appropriate as Model I is more desirable. Models III, IV are more desirable than model II as H * > 1. The comparison of these indicators show that the model IV is largely preferred as the gain in information about the noise component outweighs the loss in information about the signal by a much larger proportion (Bhati, 2004) . We conclude that a rst-order local error-correlation with distance-based decay is the closest approximation to the underlying data generating process. Now that we have identied the appropriate model, we can present the results. First, without surprise, the R&D realized inside the rm has an impact on its patent production. Firm's size 4 increase the number of patents obtained by a rm. In order to check the Schumpeterian hypothesis, we have introduced the market share in the regression. Our results shows that the higher is the market share, the less the rm innovate. The size of the commune has a negative and signicant impact on the innovation process. When rms are localized in the Paris region, rms seem to be more innovating. We control sector-based eect in introducing dummy sector variables. The reference sector is Manufacture of clothing articles and leather products. All sectorial dummies variables are signicant except for the sector Publishing, printing and reproduction of recorded media . If this result show the importance to introduce sectoral eects in the regression, it is not sucient. So we have chosen to distinguish intra-sector based spillovers from inter-sector-based ones in order to test the role of the specialization vs. the diversity of the territory. It appears that intra-sector-based R&D in the city where rm is located has a negative impact, whereas intrasector-based R&D done in proximate cities has a positive impact (at the 6% threshold however). Thus, the study of intra-sector based spillovers shows that their impact is not as obvious and clear as the previous studies could pretend. Indeed, we show that there is a double eect. There is a competitive eect at the very proximate level. The proximity of other rms from the same sector has a negative impact on the patent production of the rm. However, when the proximity is weaker, but still strong (as the surrounding cities) the competitive eect disappears to let the place to a spillover eect. Thus, at a very local level, we nd the same result that Audrestch and Feldman (1999) on the negative eect of specialized cities. But at a further level, we reach the same conclusion than Jae (1989) on the importance of spillover between local rms of the same sector. It seems then that the two eects co-exist inside local area. This result conrms that in cluster, the two eects will co-exist and will likely contribute to the growth, even if we can test here. Inter-sector-based R&D realized by rms located in the same city or in the neighbourhood has a positive impact on patent production. However, surprisely, when distance increases, the inter sectoral RD spillovers increase.
The result conrm that geograhical proximity matters and that it is useful to distinguish two local levels. However, the surprising result about distant sectoral RD spillovers can be due to the structure of the local inter sectoral RD which can be very weak in the same city and much more in the surrouding. This result shows nevertheless the importance of inter-sectorial eects. Finally, if we compare intra and inter-sectorial R&D's parameter values, we see that the inter-sectorial spillovers are much more important than intra-sectorial spillovers. Diversity would be more important than specialization in terms of spillovers. These results go in the same way than Autant-Bernard and Massard (2004).
Conclusion
Our study had as objective to measure the spillovers eects of intra and intersector-based R&D on the patent production of the rms. The question was double: are there spillovers? And what is their spatial dimension? For that, contrary to previous study, we were able to test our model on individual data and to work at the city level as local area rather than French department or region. This level of analysis brings two interesting results in the study of spillovers. In one hand, we show that there is a competition eect in very close neighbourhood and a spillover eect in further neighbourhood. These results underline the negative eect of being located too close from competitors but the interest of being not too far. That suggests the co-existence of the two eects inside clusters. This is a relatively new result in studies on spatial spillovers. Our study shows then the importance of the geographic level of analysis. It is then very important to continue study at this very small geographic level. In another hand, there are strong inter-sector-based spillovers whose impact increases rapidly with distance. Very short proximity matters. This study has thus some implications for public policy. It clearly shows that inter-sector-based rms concentration should be preferred to intra-sectorial rms concentration. This goes in the way of inter-sector-based research, which is being developed nowadays. The competitive pole, in France, should go in this direction. More precisely, the public policy should encourage the geographical concentration of rms from dierent sectors and the implantation of rms of the same sector in the surrounding of the pole. However, it is dicult to dene what is the bordering between intra and inter-sector-based R&D. Our rst results are very interesting however, further work should be considered. The Poisson estimation model is characterised by only one parameter, which implies the equality between the conditional mean and variance. This assumption of equidispersion is very restrictive. It is frequent that the variance be superior to the mean. Further work will require to use negative binomial model of type I (i.e. the dispersion is function of the expected mean) (Hausman et al., 1984) . Indeed, thanks to the introduction of a supplementary parameter (alpha), negative binomial distribution is richer than Poisson distribution. This parameter collects the unobserved heterogeneity of the explained variable. This model allows for an over-dispersion (i.e. the variance is greater than the mean).
Appendix Moran test
To test the existence of spatial autocorrelation, several indicators exist (Anselin, 1988) . One of the oldest and best know is Moran's I indicator (Moran, 1948) dened as follow:
The numerator is the covariance between contiguity observations (each contiguity weight c ij W . This covariance is null if there is no spatial eect, positive if there is positive spatial autocorrelation and negative if there is negative spatial autocorrelation. The covariance is normalized using the total variance if the series (denominator). The value of Moran'I is interpreted as follow: if they range from -1 to 0, there is negative spatial autocorrelation, if it is 0, there is a random distribution of the variable; if they range from 0 to 1, there is a positive spatial autocorrelation. Using this indicator requires previously assuming some null hypothesis about the lack of spatial autocorrelation. To test whether the occurrence of an event in an area follows some kind of systematic spatial pattern, this distribution can be compared with a random pattern distribution. 
Tables of descriptives statistics and results

G1
Extraction of coal, crude petroleum, gas and uranium; manufacture of coke, rened petroleum products, and nuclear fuel G2 Electricity and gas supply; collection and distribution of water Source : INSEE.
