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10-DISTRIBUTION STATEMENT
A -Approved for public release; distribution unlimited. A method is developed for remotely determin'ng the average transverse wind velocity and the atmospheric sVftrct,--e constant (strength of turbulence) at N points along a line-of-sight path. The technique avoids the basic instability problem that was encountered in pre~vious work, limiting the calculations to one or two points.
I1. SUPPL.EMENTARY NOTES
SPONSORING MILITARY
inmear integral equations relate the data, the amplitude correlation function and the amplitude and phase structure functions, with the unknown structure constant and wind velocity. The standard inversion method leads to large variations in the unknown for small data errors; thus, the problem is ill posed. To counteract this, a statistical inversion procedure is developed that is dependent upon a priori knowledge of the statistics of the unknowns. The error in the final solution can also be predicted by computer simulation. For example, with an input error of one percent, the RMS error in the unknown will be on the order of ten percent. This is an increase in accuracy of ten orders of magnitude over the standard inverse moment method. 
Introduction
It is proposed that the atmospheric structure constant and the average transverse wind velocity be determined remotely through liue of slight microwave or optical scattering measurements [1] . The method will yield values of the unknown at any zumber of points, along the path, between the source and detector. This is opposed to previous methods wbere the atmospheric parameters are predicted for only one or two points [2, 3] . The method has application in the detection of clear air turbulence, the study of the basic atmospheric turbulence properties and in the everyday measurement of coon oeteorological parame-.ers. The measurement system is shown in Fig. 1 . The source which is located at the origin produces a wave propagation iL the x-direction. The beam can take the form of a plane, spherical or beam wave. The detecting array is located at some distance L from the source. It consists of a set of point receivers in a horizontal array, perpendicular to the x-axis. The signal incident on the different array elements can be correlated spatially or temporally to obtain the statistical properties :,f the scattered signal. In the general case, the statistics are expressed in terms of the structure function, i.e.,
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(1) where r and t denote the spatial and temporal coordinates, and E denotes the expected value and f is the random quantity. This function is useful in that it is expressed only in terws of (1-r2) and (tl-t 2 ) when the atmosphere is assumed to be locally stationary (locally homogeneous), the usual case. The more common correlation function expressed as
is also used. It is a function of (61-42) and (tl-t 2 ), and is realted to the structure function by Eq. (3) if the atMOSDhere is assumed to be strictly stationary and the incident beam takes the form of a plane or spherical wave.
The statistics of the scattered beam can be related to three basic atmospheric parameters. They are the atmospheric structure constant, C n 2 ( X), the atmospheric turbulence spectrum, 4() (K, .be average transverse wind nwn velocity, V(x). C 2 is actually the square of the structure const3nt; however, n for convenience it is simply referred to as the structure constant. Cn 2 (x), which represents the strength of turbulence along the path and V(x) are both considered to be smoothly varying along the transmission path; they are the quantities to be determined by the inversion method.
(K) is assumed to n take the form of the Kolmogorov spectrum; i.e.,
This simple spectral form is required in order to obtain integral equations in closed form. The turbulence parameters cm about through the assumption that the atmospheric index of refraction has a slight random variation about its mean value. This can be expressed as n(r,t) = I + nj(r,t) (5 where n is the index of refraction with average one and n 1 the random variation.
It is assumed that
Inui << 1 (6) This and the "frozen-in" hypothesis are ,sed in the derivation of the integral equations that relate the atmospheric paameters to the beam parameters.
II. Integral Equations
The relationship between the beat parameters and the atmospheric parameters for plane and spherical waves was originally developed by Tatarski where the upper sign is for amplitude data and the lower for phase data.
The variables in fqs. (7) and (8) are
2-r w W 2o 0 V and V are the ccmponents of the average wind velocity, the y's and z's • y z are the receiver coordinates, i is the atmospheric wave number, k is the electromagnetic wave number, W is the radius of the transmitting aperture, 0~ %x [-5 6; 1;
where the path length has been normalized to vary from zero to one, and
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As can be seen from Eq. (11) and (12) the unknown structure coastant and wind velocity are contained within integral equations; thus, the solution calls for-an inveraion procedure. Upon closer inspection it is seen that this is a formidable tas.k. Both unknowns are involved in the integral equations, the structure constant, C , 2 , in a linear fashion and the wind velocity, V, in a non-linear one. To simplify the equations it would be desirable to find them in terms of one unknown or the other, and both in a linear foim. This can be done by noting that the wind velocity always occurs in conjunction with the time delay variable, "r; hence the structure constant can be found independent of the wind velocity by taking T to be zero. This results in a change in only the P and Q variables in Eq. (9). They become P and Q respectively. The linearization of the wind -,elocity is accomplished through a method przoposed by Shen [6] . First differentiate Eqs. (7) and (8) 
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While C 2 (x) and V(x) cannot be obtained independently in this case, the wind velocity can be determined since C 2 is already known from the previous n equations. In this derivative format, it is found that the correlation function and the structure function are related in a very simple way, i.e., 
Equation (22) can be expanded to
For any constant W, w can be chosen large enough so that the integrp.1 of the kernel and the rapidly varying sine term average to an arbitrarily small constant,
.Thus, The minimization of C is accomplished by Doting that the A matrix in Eq. (26) is a linear operator; hence its inverse m,:.t also be linear, and
The B matrix is an unknown, linear oýperator that is to be determined by the minimization of C. Multiplying the vector bv its transpose, a square matrix is obtained of the form
jThrough the minimization of the diagonal terms, the B can be foamd, the solution amounts to a minimum squared error method. This is analogous to results obtained by Franklin and others [7, 8] . (Previously, a deterministic approach had been taken k by many people [9, 10, 11, 12, 13] .) This specific form of the solution is found convenient in the later determination of the wind velocity. Expanding Eq. (30) as indicated above, an equation in tersi of square matrices is obtained.
To minimize this equation, it is differentiated with respect to each element of the B matrix, B am obtaining ----0 = 0-2f.,1 6 2f. 1 6Ck
is a matrix with all terms zero except the k, nth which is one. Notice kn that all eqeticais developed from This equation relates the B matrix to the unknown, the data, ead the error in the data. Since it is desired to find B in terms of the statistics of these quantities it is necessar~y to take an expected value to obtain equatices in terms of the covariances matricies.
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To further simplify Eq. (37) the propagation theorem is used (i.e., if Q = AS then Ra = AK ,AT and Rc = R,,AT) obtaining
Finally one solves for B and subsitutes back into Eq. (29) with the result:
This is identical to the form presented by Franklin. In practical situations the unknown is independent of the data error, requiring
which is the usual form of the inversion equation. As a special case assume that the errors in the iystem are zero. This implies R = 0, f -e f, and g + g;
resulting in
the original integral equation when no errors are present.
The predicted accuracy of the inversion method can be found by taking the expected value of Eq. (32). By using the matrix propagation theorem and combining terms, the following is obl ained. 
If it is assumed that the error in the unknown is strictly due to the errors in the data, then the second equation will reduce to 
These equations lead to the solutions of the atmospheric structure constant at several points along the path. An estimate of the error in the solution is also obtained.
When the solution of the wind velocity is desired Eq. (14) must be solved.
Unlike the previous case, the unknown wind velocity is associated with another variable, the structure constant. Consequently, the soluti z of the equation
will not yield the wind velocity profiles directly. Since C 2 is known from the Sn previous developments it should be possible to evaluate the wind velocity itself.
It was found that the most accurate method of solution was to associate Cn2 with the kernel matrix obtaining
where g' is the derivative data, V is the unknown and A' contains the kernel, the weighting function and the structure constant, i.e.,
A' = [W(x.) C 2 (y.) K'(P-,x-)1.
J n I 1 r In the implementation of the solution it is again necessary to acount for the errTo's in the data and the unknown; thus,
where e' is the error in the derivatives and 4 the errors in the wind velocity.
It should also be remembered that the value of Cn 2 used in the kernel is not exact but contains some error; this implias that the A matrix is actually of the form
(59) n 
The expected value can now be taken with the reasonable assumption that c, the error in the structure constant is independent of the wind velocity. 
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where the dot denotes the matrix operation defined by
Solving for B' and iubstituting into Eq. (60) V can be found
T IT=O This expression is similar to that derived by Franklin's method. The present inversion method introduces an additional term to account for the errors in C 2 n The preceding solution gives the best mean squared estimate of the unknown structure constant and average transverse wind velocity. The solutions are dependent upon the input data, the correlation and structure functions of the scattered beam that propagates throug'-the medium to be remotely sensed. The solutions are also dependent upon the statistics of the unknowns and the error. These are represented by the covariance matricies Rff and R . It is next n*cessary to determine the form of these matricies.
IV. Statistical Quantities
In the development of the unknown covariance matricies it is convenient to represent the unkr.own functions in terms of a random Fourier series. 
Swn.-re h represents the increment between the x.'s, the i and j subscripts represent the i;ijth matrix element. The k represents the increment over which the derivatives of the data are taken. If k is taken very small the errors in the structure functions will produce very large errors in the derivative data.
If k is too large the numerical derivatives will not represent the slope of the functic-, k is finally chosen as a compromise value that best fits the particular numerical solution.
V. Numerical Evaluation
The numerical evaluation of the theory is accomplished through both a com- After evaluation of the kernel, the atmospheric structure constant, Cn 2 , can be determined from the watrix equation
through use of the statistical inversion method. The A matrix is the combination of the keimel and the weighting function. It w I U be shown that when this inversion procedure is used, the predicted errors in the unknown are about ten times the error in the data. This is referred to as -the sensitivity of the inversion method. For comparison, it would be interesting to know the sensitivity if a standard matrix inversion were used to determine C 2. This can be found n through the product of the matrix norms, as in Eq. (55). In this case, the B matrix is simply A7 1 , since in the standard matrix inversion, it is assumed that f = g.
(80)
The result of the computation is llAII IIA-1 11 = 7.4 x 1011 indicating that for a one percent data error, the error in the unknown will be on the order of 1011 percent. This certainly leaves some doubt as to the existence of any method that could counteract such large instabilities. Consequently, to confirm the usefulness of the inversion method, a computer simulation was implemented.
To reasonably evaluate the inversion method, the true value of the unknown structure constant must be known at many points. This true value was generated through the uae of an equation similar to Eq. (68) 
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The sensitivity of the inversion can be represented in another way a. shown in Fig. 7 . The average perc.ent error in the unknown is plotteci versus the average percent error in the data. Three curves are shosm: a) the error as predicted by the product of the matrix norms, b) the errors as predicted by the Scovariance matrix of Rn, and c) the actual errors as derived from the computer simulation. When the data error is between 0.1 and 1.0 percent, the unknown error lies between 1.0 and 10.0 for the worst case (highest curve). This is a remarkable improvement over the errors generated by the standard matrix inversion method, as indicated earlier in this section. An interesting feature occurs for the larger data errors; the unknown errors seem to be limiting. This indicates that the even for large data errors, the statistical inversion method is useful for t),edicting the average value of the unknown.
The structure constant can be found from data other than the correlation function; namely, the amplitude and phase structure functions. In theory, the phase correlation function could also be used; however, due to the foregoing form of the Kolm.gorov spectrum, it does not converge. An error analysis has been done for data in the form of the amplitude and phase structure functions. It is found 'hat the unknown errors prdicted in the case of the amplitude structure function are slightly higher than those from the correlation function expansion. On the other hand, the error produced by the phase data is much too large to be of any use.
The other parameter to be measured through the inversion process is the average transverse wind velocity. To evaluate the accuracy of the inversion, an error analysis similar to that of the last section was studied. Since the three methods of error prediction (matrix norm, covariance matrix, and computer simulation) have been shown to agree quite well, only one will be used to evaluate the wind velocity equations. The simplest of the three is the procedure employing the product of the matrix norms. The norm of the A matrix is obtained from the der-vative form of the kernel matrix; the norm of the B matrix is calculated from Eq. (67).
Since this equation is rather complicated, it is simplified by assuming Cn 2 constant with zero error. The restilts of the error analysis are shown in Fig. 9 . Curves are shown for both amplitude and phase data. The errors predicted for the abplitude data are quite low; those pre-21 dicted in the case of t•h fhase are quite high. This reinforces the conclusion that the phase data are not 6uitable fo, the inversion method.
Data obtained from an exoeriment conducted by J. C. Harp [14] at the Stanford Electronics Laboratories will now be evaluated to predict the wind velocity and structure constant, at se-'eral points between the transmitter and the receiver. The data consists of a set of correlation curves. To adapt them to the problem one observes the value of t-.e correlation function and its derivSative at the point t=0. In Harp's paper lata points are found for seven receiver separations. These data are interpolated and shown in Figs. AO and 11. Notice that the correlation curves are normalized to one. This being the case, it is impossible to determine the average value of the structure constant in the two cases to be studied. This limits one to examining the shape and relative magni- The average value of C 2 is assumed to be 10-1; the (0.04)2 in E-. (82) is S~n-developed from the constraint that C 2 is greater than or equal to zero. The S~n average value of the wind velocity was taken to be zero, since its direction can vary; its standard deviation was taken as 5 meters/sec. The magnitude of the error in the correlation function was taken to be 5 percent; this is re-.-uonable considering the amount of in,:erpolation that is necessary.
Using the above parameters, the atmospheric structure constant was evaluated 
VI. Conclusion
The value of the statistical inversion method for predicting the atmospheric structura constant and the average transverse wind velocity at several points along the path has been demonstrated by couputer simulation and by S.pplication to data -take 1 under normal atmospheric conditions. In both cases P it was found that the predicted value of the unknown was within ten percent of the true value for reasonable data errors. It was also determined that for larcger errors the piredirted solutions correspond to the average value of the true curve. in addition, the error analysis has shown that the use of amplitude data in the inversion method leads to solutions that are t-en times more 
Figure 7
Error analysis -correlation data -atmospheric structure constant. 
