Abstract-Cabin robot can provide assistance for astronauts in the cabin. On the one hand, it can be used to alarm the smoke and other contingencies in the cabin to ensure personal safety. On the other hand, when astronauts are lonely, it can monitor the mental/physical health of the astronauts in the cabin. For this purpose, real-time visual tracking and positioning of the second generation Astronaut Assistant Robot (AAR-2) is carried out. Because of the limitation of the cabin space, with the movements of the robot, sometimes only the local/partial images of targets can be captured by camera. So how to carry out the tracking and pose calculation through those partial images is a challenge. The paper proposes an integration method with a target feature template and a local search algorithm to track a moving target in real time, where the position and attitude of the camera are calculated using the PnP algorithm. Camera calibration and moving target tracking are expounded in detail. Furthermore, the accuracy is verified by experimental results. It turns out that the visual positioning system meets the precision requirement in real time.
I. INTRODUCTION
Astronauts in space can carry out some scientific experiments by virtue of microgravity environment. And how to ensure the safety of astronauts, including personal safety and mental safety, is vital. Free-flying robots in the cabin can provide assistance to astronaut safety. On the one hand, the air quality sensor can be installed on the cabin robot to estimate the environment, which can alarm the smoke and other accidental events. On the other hand, by installing a microphone on the cabin robot, while the astronaut is lonely, the robot can accompany and chat with him. There are various free-flying in-cabin robots, such as Smart SPHERES [1] , Astrobee [2] developed by the NASA AMS research center; Int-Ball [3] developed by JAXA recently, and AAR [4] and AAR-2 [5] developed by Shenyang institute of automation, Chinese academy of sciences. The imaginary figure that the AAR-2 works in China space station is shown in Fig. 1 [5] . The tracking and positioning of the robot in the cabin are the basis for all its activities. With the development of machine vision, it undoubtedly provides a measuring method for tracking and locating of the robot. Machine vision is mainly classified as monocular vision and binocular vision. Monocular vision measurement system, in which only one camera is needed, has the advantages of simple structure, low cost, convenient operation, easy calibration, simple algorithm and fast calculation speed. So it is suitable for the real-time application, and avoids the problems for binocular vision such as the small field, short measuring distance, and difficult stereo match of feature point [6] [7] . Monocular vision measurement system has important application value in space rendezvous and docking [8] , robot navigation [9] , medical surgery [10] , industrial defect detection [11] , etc. In this paper, AAR-2 is tracked and positioned in real time based on the method of monocular vision.
In the literature [1] , use cases for an in-cabin free-flyer are mentioned, such as spacecraft health management, automated logistics management, and crew activity support. Smart SPHERES carries a smartphone, where smartphone camera can capture images in cabin. In the literature [2] , the tracking and positioning method of monocular vision is also adopted. Firstly SURF feature detection method is used to establish offline maps, then image features detected in real-time and offline map are matched, and Extended Kalman Filter is used to estimate the pose of the robot, but the method is more complex, limiting its real-time performance. Int-ball [3] carry out local navigation using 3D marker and camera, without details about visual positioning. Literature [4] and Literature [5] mainly discuss mechanical design, dynamics modeling, and control algorithm about in-cabin robot. PID Network control algorithm for AAR [4] and fuzzy sliding mode control [5] , are adopted respectively, lack of the detailed description of the measurement of the pose.
A cooperative target is mounted on an AAR-2( Fig.2) , so it moves with AAR-2. The camera is installed in the cabin. Because of the limitation of the cabin space, with the movement of the robot, sometimes only the local/partial image of targets can be captured by camera. And target images are composed of the same size of dots, so how to carry out tracking and pose calculation through those partial images is a challenge. The paper introduces an integration method with a target feature template and a local search algorithm to track a moving target, where their world coordinates are updated in real time, and the position and attitude of the camera are calculated using PnP algorithm. Furthermore, the system is simulated by the powerful HALCON visual software, precision of system is verified by AAR-2 experimental platform.
II. POSE MEASUREMENT SYSTEM
The schematic diagram of pose measurement system of AAR-2 robot is shown in Fig. 3 . The system mainly consists of camera calibration, image acquisition, image processing, feature extraction and pose calculation. Image processing is compose of image preprocessing, image segmentation and Morphological image processing. Gaussian filtering is used for image preprocessing to reduce noise in image and improve anti-interference ability. The automatic global threshold method is used to segment the image and improve its adaptability and reliability. The image is processed in further by the morphological method of open operation in order to better extract the edge of the marked circle in the target image. Feature extraction can be divided into edge extraction, elliptical fitting and coordinate extraction of target center. Canny edge detection is adopted, taking into account of large signal-to-noise ratio and higher precision of detection. Then the marked circle is fitted to ellipse, so that the center of marked circle is extracted. Finally, the relative pose of the camera relative to the target is calculated by using PnP algorithm. This paper focuses on the methods of camera calibration and movement target tracking. And finally the positioning accuracy is validated experimentally.
III. CAMERA CALIBRATION
In order to calculate the position and attitude more accurately, it is necessary to calibrate the camera first. The camera calibration model is set up, the method of camera calibration proposed by Zhengyou Zhang is employed, and the process of the camera calibration is realized by virtue of the HALCON software.
A. Camera Calibration Model
Firstly, when the distortion of camera lens is not considered, the camera model is the ideal small pinhole imaging model, and its coordinate system is shown in Fig.4 . The model is divided into four coordinate systems:
(1) World coordinate system (xw,yw,zw), user-defined three-dimensional space coordinate system; (2) Camera coordinate system (xc,yc,zc), with camera optical center Oc as the origin, and the camera optical axis perpendicular to the image plane as zc axis, xc axis and yc axis parallel to the image plane; (3) Image plane coordinate system (x,y), with the origin of which is the intersection point O(also known as the principal point) of the camera's optical axis and the image plane, and the unit is mm; (4) Image pixel coordinate system (u,v), with O0 in the upper left corner of the image as the origin, and the unit is pixel.
The conversion process of 3D world coordinates to 2D image pixel coordinates is obtained through the camera model, in which the parameters of the camera is involved. The camera calibration process is that of determining the camera parameters.
The 3D camera coordinate system is transformed to the image pixel coordinate system, which can be written as   
A is the matrix of interior camera parameters. The interior camera parameters includes the focal length f, the principal point coordinates (u0,v0), the physical dimension per pixel of the sensor, namely du and dv. λ is the scaling factor. R and t are rotating transformation and translational transformation respectively.
B. Camera calibration method
Then, in the plane template calibration method proposed by Zhengyou Zhang [12] , the world coordinate system is set on the plane of the calibration plate, namely zw=0. Then
Firstly, the interior camera parameters are computed according the ideal pinhole model of the camera stated above. However, the actual camera has lens distortion. For most lenses, the distortion can be approximated by a radial distortion. Due to the radial distortion of the lens, the actual image plane coordinates (xd,yd) deviate from the ideal image coordinates (x,y), and the distortion model can be expressed as , , , , ,
where n is the number of images, m is the number of feature points in each image, mij is the actual feature points detected, and M is reprojection mapping relationship for the world coordinate W. The optimal objective function denotes that the distance between the image feature point and the reprojection point of world coordinate point is the minimum. By minimizing the optimization objective function, the optimal solution of the interior and exterior camera parameters can be obtained.
C. Camera calibration process
HALCON has been recognized as the most effective machine vision software in industry in Europe and Japan. HALCON provides some assistants and visual tools, as well as programming hints, which make programming and modification easy, development cycles short, and development costs low. It is widely used to develop visual system, such as in the literatures [13] [14] [15] . The program flow chart of camera calibration using HALCON software is shown in Fig. 5 .
IV. MOVING TARGET TRACKING
Limited by the space in the cabin, the distance between the camera and the moving target is relatively close. In order to calculate the pose of moving target effectively with the algorithm, at least four target mark points need to enter the field of view of camera. Therefore, when designing target images, on the basis of ensuring that the images can be recognized correctly and effectively, we set up as many target markers as possible. In addition, there should be a large gray difference in the foreground and background of the target in the design, and the shape of the target should be easy to be recognized [16] . Therefore, in the designed target, the background is white, and the target points are black solid dots with 9 rows and 9 columns. The target image with dimension labeling is shown in Fig.6 . Based on the designed target image and various tracking method of moving target described in literature [17] , we propose a method combining target feature template with local search to track the moving target in real time. The target tracking method can be divided into the following three parts: feature selection and representation of the moving target; template matching and updating of target feature; prediction and tracking of moving target.
A. Feature Selection and Representation of Moving Target
Moving targets often have various features: the perimeter, center of mass, contour, texture, and color, etc. In order to meet the real-time requirement, all features cannot be extracted, because it takes a lot of time to extract multiple features. Therefore, according to the actual application situation, salient features need to be selected for quick extraction, tracking and positioning. After determining the salient features, it is necessary to represent them, which are translated into data that the computer can understand.
The feature selected here is the center of the target circle, which is represented as the coordinates of the center. When the target is initialized, all marker circles in target image are extracted and positioned. Because AAR-2 carrying the camera moves constantly, the camera sometimes can only take local image including at least four circles distributed in two rows and two columns. Thus four circles are chosen as our tracking target. From the perspective of probability, the camera is most likely to take the center circle, so the four circles in the center, top, left and upper left are selected as the target feature template.
B. Matching and Updating of Target Feature Template
After determining the feature template of the moving target, moving target needs to match with the feature template. Similarity measures are often used to match feature templates. Similarity measures commonly used are Euclidean distance and weighted distance.
For the four circles of the target template, the first circle need to be determined which is located at the center of the extracted marker circle area. Then, based on Euclidean distance formula, the one above and closest to the center circle is chosen as the second. After that, the one on the left and closest to the center circle is chosen as the third. Finally, the circle on the left and the nearest from the second one is selected as the fourth circle. Target feature template is shown in Fig.7 . With the movement of camera, the feature points tracked originally may be out of the sight of the camera. If target feature template is not updated, target will be missing inevitably, which will lead to the failure of the target tracking. Therefore, when the feature points tracked reach the edge, the target feature template needs to be updated in real time. When the first circle tracked reaches the lower edge, the circle above it will be selected as the first circle, and then the other three circles are determined, which is the opposite when the first circle tracked arrives in the upper edge. Similarly, when the first circle tracked reaches the left edge, the circle on its right is tracked as the first circle, which is reversed when the first circle tracked arrives in the right edge. When the first circle tracked reaches the upper left edge, the circle in its lower right is chosen as the first circle tracked. It is similar when the first circle tracked reaches the other edges.
C. Predicting and Tracking of Moving Targets
After the initial target is generated, the target is expected to be updated and tracked in real time due to the constant motion of the target. In order to reduce the search area of feature matching and improve the real-time performance, the most likely target area is often selected to predict the target trajectory. Prediction methods commonly used is that of fixed search window radius, whose size is based on the tracking target.
Because the target images taken may be local images, the local search method is adopted. Rectangular area include the center circle instead of the surrounding circles is chosen as local search box to ensure that only the first circle is within the search area. Because the camera moves at a slower speed of about 1 mm/s, the first circle tracked in next frame image will still be in the search box, so as to achieve real-time tracking of moving targets. The search box tracked is shown in Fig.8 . The air bearing table under the AAR-2 is used to simulate the microgravity environment in the space cabin. The cooperative target is located in front of AAR-2. The laptop and camera are connected via USB to capture the target image. The ruler measures the distance the robot moves. The MV-500SM CMOS camera, and the M1620-MPW2 optical lens produced by Computar company are used in the system. The resolution is 2592*1944 pixels. Its pixel size is 2.2 μm. And the output mode is USB2.0. The x and y axes are fixed on the target plane, and the z-axis is in the direction from the camera to the target. Because the error in z direction is larger than x and y direction, the AAR-2 is translated along the z-axis to verify the accuracy.
From the camera to the target range of 350 mm-250 mm, the experiment was carried out with the accuracy verification of 21 times from far to near, which simulated the process that all the target circles can be captured in the initial location, with the movement of AAR-2, local images can be captured. The camera took an image in the original position of 350 mm at first. Then the AAR-2 moved 5 mm on the table every time to take the corresponding image after the target moved. The PnP algorithm was used to calculate the pose including the corresponding coordinates in the Z direction. The difference between the coordinates in the Z direction before and after the two adjacent movements is the calculated value, which is compared with the 5mm of measured value, and the difference between the measured value and calculated value is the error. The experimental data are shown in TABLE 1. On the basis of the experimental data, the error value is drawn, as shown in Fig.10 . The following conclusions can be drawn in accordance with the experimental results.
(1) When the target is relatively close to the camera distance (250-320 mm), better results can be obtained, and the position accuracy can be better than 0.5mm.
(2) When the target is far away from the camera (320-350 mm), the position accuracy is better than 0.6mm. 
VI. CONCLUSION
In this paper, the pose measurement system of AAR-2 in space is designed. The camera calibration principle, and the tracking and locating method of moving targets are discussed. The camera calibration method proposed by Zhengyou Zhang is adopted to provide the initial conditions for accurate visual tracking and positioning.
Limited by the cabin space, with the movement of the robot, sometimes only the partial image of targets can be captured by camera. In order to calculate the pose of moving target effectively with the algorithm, at least four target marker points need to enter the field of view of camera, so target image is designed to be the same size of marker dots with 9 rows and 9 columns. Thus, moving target tracking and pose calculation through those partial images are a challenge. In order to address the problem, the integration method with the target feature template and the local search algorithm was adopted. At the same time, when the search box reaches the various edges, the target feature template is updated, and the world coordinates of the moving target are updated in real time, so as to calculate the position and attitude.
The system is simulated in HALCON software. The accuracy of the system is verified by experimental results, and the error is less than 0.6mm, which meets the precision requirement in the real time.
Free-flying space robots play an important role for astronauts' health and safety. And the tracking and positioning of robots provide an opportunity for human-computer interaction on the ground and in the cabin. For this purpose, this paper design a monocular vision system. In order to extent the operation space of in-cabin robots in further, binocular vision system is needed. Thus, how to improve the efficiency of binocular vision system is the challenge in future work. Besides, other method of human-machine interaction such as gaze tracking will be explored and researched in the future.
