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MACHIDE, Tomoya∗ †
Abstract
In the present paper, we prove an identity for the generating function of the quadruple
zeta values with the action of the matrix ring M4(Z). Taking homogeneous parts on both
sides of the identity and substituting appropriate values for the variables, we obtain the
sum formula for quadruple zeta values. We also obtain its weighted analogues, which
include the formulas for this case proved by Guo and Xie (2009, J. Number Theory 129,
2747–2765) and by Ong, Eie, and Liaw (2013, Int. J. Number Theory 9, 1185–1198).
1 Introduction and statement of results
A multiple zeta value (MZV) is defined by the convergent series
ζ(lr) = ζ(l1, l2, . . . , lr) =
∑
m1>m2>···>mr>0
1
ml11 m
l2
2 · · ·mlrr
,
where lr = (l1, l2, . . . , lr) is an admissible index set, that is, it is a sequence of positive
integers with l1 ≥ 2. The condition l1 ≥ 2 ensures convergence. The integers d(lr) = r and
w(lr) = l1 + · · ·+ lr are called the depth and weight, respectively. The single, double, triple,
and quadruple zeta values (SZVs, DZVs, TZVs, and QZVs, respectively) are the MZVs of
depth 1, 2, 3, and 4, respectively.
It is known that, among the MZVs, there are many linear relations over Z. One notable
example is the sum formula, which was conjectured by Moen and Markett (see [6] and [17],
respectively): ∑
lr :adm
(w(lr)=l)
ζ(l1, . . . , lr) = ζ(l), (1.1)
where the summation ranges over all admissible index sets of depth r and weight l. Formula
(1.1) was proved for DZVs by Euler [2], for TZVs by Hoffman and Moen [8], and for general
MZVs by Granville [4]. Zagier also proved (1.1) independently in an unpublished manuscript
(see [4]).
Formula (1.1) has been generalized and extended in various directions [1, 5, 7, 9, 11, 13,
18, 19, 20, 21, 22]. Recently, generalizations for DZVs and TZVs, from the point of view of
the generating functions, were given in [3] and [14], respectively (see Appendix A for details).
In the present paper, we give such a generalization of (1.1) for QZVs.
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We will begin by introducing the notation and terminology that will be used to state our
results. We define the generating function Q of the QZVs as the formal power series,
Q(x1, x2, x3, x4) :=
∑
l4:adm
ζ(l4)x
l1−1
1 x
l2−1
2 x
l3−1
3 x
l4−1
4 . (1.2)
Replacing ζ(l4) with ζ(w(l4)) = ζ(l1 + l2 + l3 + l4), we also define
q(x1, x2, x3, x4) :=
∑
l4
(w(l4)>4)
ζ(w(l4))x
l1−1
1 x
l2−1
2 x
l3−1
3 x
l4−1
4 , (1.3)
where the summation rules are different: the rule of (1.2) ranges over all admissible index
sets whose depth is 4, but that of (1.3) ranges over all sequences of positive integers whose
depth is 4 and whose weight is greater than 4.
We denote by Sr and e = er the symmetric group of degree r and its identity element,
respectively, and also denote by GLr(Z) and I = Ir the general linear group of degree r over
Z and its identity element, respectively. We identify a permutation σ in Sr with the matrix
(δiσ(j))1≤i,j≤r in GLr(Z), where δij is the Kronecker delta function. For example,
e = I, (1234) =

0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0
 , and (13)(24) =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 .
Let M t denote the transpose of a matrix M . The group GLr(Z) acts on the ring R[[x1, . . . , xr]]
of the formal power series in r indeterminates over R, as follows. For any M ∈ GLr(Z) and
f ∈ R[[x1, . . . , xr]],
(f |M)(x1, . . . , xr) := f((x1, . . . , xr)M t). (1.4)
This is a right action (i.e., f |(M1M2) = (f |M1)|M2), and extends to an action of the group
ring Z[GLr(Z)] of GLr(Z) over Z in a natural way by f |(
∑
ajMj) =
∑
aj(f |Mj). We will
need to consider actions of matrices of determinant 0 to prove our main result, so we adopt
the non-standard definition: we use the transpose M t instead of the inverse M−1. Note that
the action of any permutation σ on f is same in both definitions, that is,
(f |σ)(x1, . . . , xr) = f(xσ−1(1), . . . , xσ−1(r)),
because σt = σ−1 in GLr(Z).
Let p, q, r, s be the matrices in GL4(Z) given by
p =

1 1 1 1
0 1 1 1
0 0 1 1
0 0 0 1
 , q =

1 0 1 1
0 1 1 1
0 0 1 1
0 0 0 1
 , r =

1 0 1 0
0 1 1 0
0 0 1 0
0 0 0 1
 , s =

1 0 0 1
0 1 0 1
0 0 1 1
0 0 0 1
 , (1.5)
and let Φ, Ψ be the elements in Z[GL4(Z)] given by
Φ = I +

1 0 0 0
0 1 0 0
0 1 −1 1
0 0 0 1
+

1 0 0 0
1 0 −1 1
0 1 −1 1
0 0 0 1
 ,
Ψ = I +

1 0 0 0
0 1 0 0
0 0 1 0
0 0 1 −1
+

1 0 0 0
0 1 0 0
0 1 0 −1
0 0 1 −1
+

1 0 0 0
1 0 0 −1
0 1 0 −1
0 0 1 −1
 .
(1.6)
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For any subset H of S4, we define an element ΣH in Z[GL4(Z)] as
ΣH :=
∑
σ∈H
σ.
For example,
ΣC4 = I +

0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0
+

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
+

0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0
 ,
where C4 = {e, (1234), (13)(24), (1432)} is the cyclic subgroup in S4 generated by (1234).
Our main result is stated as follows.
THEOREM 1.1. We have
Q|Ω = q, (1.7)
where
Ω = pΣS4 − (ΨΦq − Φr −Ψs+ I)ΣC4 . (1.8)
Taking the homogeneous parts on both sides of (1.7) and substituting appropriate values
for the variables x1, x2, x3, and x4, we can obtain the following formulas:
COROLLARY 1.2. For any integer l > 4, we have∑
l4:adm
(w(l4)=l)
ζ(l4) = ζ(l), (1.9)
∑
l4:adm
(w(l4)=l)
(
2l1+l2+l3−2 + 2l1+l2−2 + 2l1−1 − 2l2+l3−1 − 2l2−1)ζ(l4) = lζ(l), (1.10)
∑
l4:adm
(w(l4)=l)
(
2l1 + 2l3+1
)
ζ(l4) = (l + 3)ζ(l), (1.11)
∑
l4:adm
(w(l4)=l)
(
3l22l1−1 − 3l2 − 1)2l1+l3ζ(l4) = ((l + 7)(l + 2)(l − 3)
12
+ 2
)
ζ(l). (1.12)
Formula (1.9) is, needless to say, the sum formula (1.1) for QZVs. Formulas (1.10) and
(1.11) are the weighted sum formulas for QZVs that were proved in [5, Theorem 1.1] and
[21, main theorem], respectively. These facts guarantee that, for QZVs, (1.7) is a natural
generalization of (1.1). It appears that (1.12) is new, and we note that in its coefficients, it
has not only powers of 2 but also powers of 3.
Let Zr(x1, . . . , xr) be the generating function of MZVs of depth r:
Zr(x1, . . . , xr) :=
∑
lr:adm
ζ(lr)x
l1−1
1 · · ·xlr−1r . (1.13)
Let S, D, and T denote Z1, Z2, and Z3, respectively. Note that Q = Z4. Let ζx(lr)
be regularized shuffle-type multiple zeta values (RMZVs), which were introduced in [10].
RMZVs are MZVs if lr are admissible, but RMZVs are defined for non-admissible index sets,
3
unlike MZVs (see [10] for details). We thus define the generating function of RMZVs of depth
r by
Zx,r(x1, . . . , xr) :=
∑
lr
ζx(lr)x
l1−1
1 · · ·xlr−1r , (1.14)
where the summation includes not only admissible index sets but also non-admissible ones.
Let Sx, Dx, Tx, and Qx denote Zx,1, Zx,2, Zx,3, and Zx,4, respectively.
For a square matrix M of order 4 and an integer k ∈ {1, 2, 3, 4}, we define a row operation
rk as follows: rk(M) is the matrix produced from M by multiplying k-th row by −1 and then
adding (k − 1)-th and (k + 1)-th rows to k-th row, where 0-th and 5-th rows mean the zero
row vector. Then, Φ and Ψ are expressed as
Φ = I + r3(I) + r2 ◦ r3(I),
Ψ = I + r4(I) + r3 ◦ r4(I) + r2 ◦ r3 ◦ r4(I),
(1.15)
and any two adjacent matrices are transitive by some rk. (Note that rk ◦ rk is the identity
operation.) These expressions will help us to show the equations in Z[GL4(Z)] through the
present paper. It may be worth noting that the matrices r4(I), r3 ◦ r4(I), and r2 ◦ r3 ◦ r4(I)
in Ψ can be obtained from the matrices I, r3(I), and r2 ◦ r3(I) in Φ, respectively, by adding
4-th column to 3-th column and then multiplying 4-th column by −1.
The present paper is organized as follows. Sections 2 and 3 each have two subsections. In
Section 2.1, we give some identities for Sx, Dx, Tx, and Qx, and in Section 2.2, we discuss
a relation between Qx and Q.
We prove Theorem 1.1 in Section 3.1, by using the results obtained in Section 2 and the
identity for RMZVs that was proved in [16, Theorem 1.1]. We derive Corollary 1.2 from
Theorem 1.1 in Section 3.2. We attach an appendix at the end of the paper, in which the
identities forDx and Tx proved in [3] and [14] are restated in terms of the actions of Z[GL2(Z)]
and Z[GL3(Z)], respectively: they are lower depth versions of (1.7).
REMARK 1.3. Theorem 1.1 and Corollary 1.2 in the present paper are expansions of The-
orems 1.1 and 1.2 in [12], respectively; the results that will be stated below are expansions
of the results following Section 2.1 in [12]. The results of Section 2.1 have been amplified in
[16].
2 Preliminaries
2.1 Identities for Sx, Dx, Tx, and Qx
For functions fr1 , . . . , frj such that each fri has ri variables, we define a function of r =
r1 + · · ·+ rj variables xr = (x1, . . . , xr) by
fr1 ⊗ fr2 ⊗ · · · ⊗ frj (xr)
:= fr1(x1, . . . , xr1)fr2(xr1+1, . . . , xr1+r2) · · · frj (xr1+r2+···+rj−1+1, . . . , xr).
For example,
Sx ⊗ Sx(x2) = Sx(x1)Sx(x2) and Dx ⊗ Sx(x3) = Dx(x1, x2)Sx(x3).
Let 〈σ〉 = {σn |n ∈ Z} denote the cyclic subgroup generated by a permutation σ.
The purpose of this subsection is to prove the following identities.
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PROPOSITION 2.1. We have
Tx ⊗ Sx = Qx|Ψs, (2.1)
Dx ⊗Dx = Qx|ΦrΣ〈(13)(24)〉, (2.2)
Dx ⊗ Sx ⊗ Sx = Qx|ΨΦq, (2.3)
Sx ⊗ Sx ⊗ Sx ⊗ Sx = Qx|pΣS4 . (2.4)
We will need Lemmas 2.2 and 2.3 below to prove Proposition 2.1. We prepare some
notation to state the lemmas, by referring to [10].
Let pr be the matrix in GLr(Z) given by
pr =

1 1 · · · 1
1 · · · 1
...
...
1
 , ptr =

1
1 1
...
...
...
1 1 · · · 1
 . (2.5)
For a function f of r variables, we define f ] := f |pr, that is,
f ](x1, x2, . . . , xr) = f(x1 + x2 + · · ·+ xr, x2 + · · ·+ xr, . . . , xr). (2.6)
We note that p4 is p in (1.5), and f
] = f if r = 1. Let sh
(r)
j be the shuffle elements in Z[Sr]
defined by
sh
(r)
j :=
∑
σ∈Sr(
σ(1)<···<σ(j)
σ(j+1)<···<σ(r)
)
σ, (2.7)
where j and r are integers with 1 ≤ j ≤ r − 1. We set shj = sh(4)j for brevity.
Lemmas 2.2 and 2.3 are stated as follows.
LEMMA 2.2. The following identities hold.
T ]x ⊗ Sx = Q]x|sh3, (2.8)
D]x ⊗D]x = Q]x|sh2, (2.9)
D]x ⊗ Sx ⊗ Sx = Q]x|sh2Σ〈(34)〉, (2.10)
Sx ⊗ Sx ⊗ Sx ⊗ Sx = Q]x|ΣS4 , (2.11)
where the concrete expressions of sh3, sh2, sh2Σ〈(34)〉 are
sh3 = e+ (34) + (234) + (1234), (2.12)
sh2 = e+ (23) + (13)(24) + (123) + (243) + (1243), (2.13)
sh2Σ〈(34)〉 = e+ (23) + (24) + (34) + (13)(24) + (123) + (124)
+(234) + (243) + (1234) + (1243) + (1324). (2.14)
LEMMA 2.3. The following equations in Z[GL4(Z)] hold.
p sh3 = Ψp, (2.15)
5
p sh
(3)
2 = Φp, (2.16)
p sh2Σ〈(34)〉 = ΨΦp, (2.17)
where sh
(3)
2 in (2.16) is regarded as an element in Z[GL4(Z)] by identifying S3 as the subgroup
of S4 consisting of elements that fix 4, that is,
sh
(3)
2 = e+ (23) + (123). (2.18)
Let Mr(Z) be the ring of square matrices of order r over Z. For any pair (A,B) in
Mi(Z)×Mj(Z), we define a block diagonal matrix A⊕B in Mi+j(Z) by
A⊕B :=
(
A
B
)
.
Since (A⊕B)t = At ⊕Bt, we see from the definitions of ⊗ and ⊕ that
f ⊗ g|A⊕B = f |A⊗ g|B,
where f and g are functions of i and j variables, respectively.
We now prove Proposition 2.1. We will then discuss proofs of Lemmas 2.2 and 2.3.
Proof of Proposition 2.1. By definition,
f = f |prp−1r = f ]|p−1r
for any function f of r variables, and so
Tx ⊗ Sx = T ]x ⊗ Sx|p−13 ⊕ I1, (2.19)
Dx ⊗Dx = D]x ⊗D]x|p−12 ⊕ p−12 , (2.20)
Dx ⊗ Sx ⊗ Sx = D]x ⊗ Sx ⊗ Sx|p−12 ⊕ I2. (2.21)
Thus we may show that
T ]x ⊗ Sx|p−13 ⊕ I1 = Qx|Ψs, (2.22)
D]x ⊗D]x|p−12 ⊕ p−12 = Qx|ΦrΣ〈(13)(24)〉, (2.23)
D]x ⊗ Sx ⊗ Sx|p−12 ⊕ I2 = Qx|ΨΦq. (2.24)
In fact, equating (2.19) and (2.22) proves (2.1), equating (2.20) and (2.23) proves (2.2), and
so on. We easily see that (2.11) yields (2.4) since Q]x = Qx|p.
By the definition (2.5), we have
p−12 =
(
1 −1
0 1
)
, p−13 =
1 −1 00 1 −1
0 0 1
 , p−14 =

1 −1 0 0
0 1 −1 0
0 0 1 −1
0 0 0 1
 ,
and
p (p−13 ⊕ I1) = s, (2.25)
p (p−12 ⊕ p−12 ) = r, (2.26)
6
p (p−12 ⊕ I2) = q. (2.27)
We see from (2.8) that
T ]x ⊗ Sx|p−13 ⊕ I1 = Q]x|sh3(p−13 ⊕ I1) = Qx|p sh3(p−13 ⊕ I1),
which, together with (2.15) and (2.25), verifies (2.22). In a similar way, (2.24) is obtained
from (2.10), (2.17), and (2.27). It follows from (2.13) and (2.18) that
sh2 = sh
(3)
2 Σ〈(13)(24)〉. (2.28)
Since (13)(24) =
(
I2
I2
)
, we have
(13)(24)
(
A
B
)
=
(
B
A
)
and
(
A
B
)
(13)(24) =
(
A
B
)
for matrices A and B in M2(Z), and so
(13)(24)(p−12 ⊕ p−12 ) = (p−12 ⊕ p−12 )(13)(24). (2.29)
Thus,
D]x ⊗D]x|p−12 ⊕ p−12
(2.9)
= Q]x|sh2(p−12 ⊕ p−12 )
(2.28)
= Q]x|sh(3)2 Σ〈(13)(24)〉(p−12 ⊕ p−12 )
(2.29)
= Q]x|sh(3)2 (p−12 ⊕ p−12 )Σ〈(13)(24)〉,
which, together with (2.16) and (2.26), shows (2.23). 
We prove Lemma 2.2.
Proof of Lemma 2.2. The following identity was given in the proof of [10, Theorem 6] (see
also Remark 2.4 below). For integers j and r with 1 ≤ j ≤ r − 1,
(Zx,j)] ⊗ (Zx,r−j)] = (Zx,r)]|sh(r)j . (2.30)
Identities (2.8) and (2.9) immediately follow from (2.30) with (j, r) = (3, 4) and (2, 4),
respectively. We see from (2.30) with (j, r) = (1, 2) that
S]x ⊗ S]x(x3, x4) = D]x(x3, x4) +D]x(x4, x3) = (D]x|Σ〈(34)〉)(x3, x4),
and so we obtain
D]x ⊗ S]x ⊗ S]x = D]x ⊗ (D]x|Σ〈(34)〉) = D]x ⊗D]x|Σ〈(34)〉. (2.31)
Identity (2.10) is verified by combining (2.9) and (2.31). By (2.30) with (j, r) = (1, 2), we
have
Sx ⊗ Sx ⊗ Sx ⊗ Sx = D]x ⊗ S]x ⊗ S]x|Σ〈(12)〉, (2.32)
and combining (2.10) and (2.32) we obtain
Sx ⊗ Sx ⊗ Sx ⊗ Sx = Q]x|sh2Σ〈(34)〉Σ〈(12)〉.
Identity (2.11) holds since we see from (2.14) that
sh2Σ〈(34)〉Σ〈(12)〉 = ΣS4 ,
and we complete the proof. 
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REMARK 2.4. The notation Fxr in [10] is equivalent to Zx,r in the present paper. The proof
of (2.30) in [10] is summarized in the proof of [15, Lemma 3.1] (see [15, (3.11)]), where note
that the inverse M−1 are used in [10, 15] for the action of GLr(Z), unlike the definition (1.4).
Let σ and M = (mij) be elements in S4 and GL4(Z), respectively. By the definition of
the embedding of S4 into GL4(Z), the multiplications of σ from left and right act on the
rows and columns of M , respectively, as follows.
σM = (mσ−1(i)j) and Mσ = (miσ(j)). (2.33)
That is, σM and Mσ are the matrices produced from M by replacing every i-th row and j-th
column with σ−1(i)-th row and σ(j)-th column, respectively. Equation (2.33) will be used
repeatedly below.
We are now in a position to prove Lemma 2.3.
Proof of Lemma 2.3. We see from (2.33) that
p(34) =

1 1 1 1
0 1 1 1
0 0 1 1
0 0 1 0
 , p(234) =

1 1 1 1
0 1 1 1
0 1 1 0
0 0 1 0
 , p(1234) =

1 1 1 1
1 1 1 0
0 1 1 0
0 0 1 0
 ,
and so 1
p(34) = r4(p),
p(234) = r3(p(34)) = r3 ◦ r4(p),
p(1234) = r2(p(234)) = r2 ◦ r3 ◦ r4(p),
which, together with (1.15) and (2.12), proves (2.15). We can show (2.16) in a similar way,
and we omit the proof. We have by (2.15) and (2.16)
p sh3 sh
(3)
2 = Ψp sh
(3)
2 = ΨΦp.
Since sh3 sh
(3)
2 = sh2Σ〈(34)〉, we obtain (2.17). 
2.2 A relation between Qx and Q
It holds that Qx 6= Q, because RMZVs for non-admissible index sets are not zero in general.
For example, ζx(1, 1, 1, 2) = −4ζ(2, 1, 1, 1). (We can make more examples from [10, (5.2)].)
The purpose of this subsection is to prove Proposition 2.5.
PROPOSITION 2.5. We have
Qx|Ω = Q|Ω. (2.34)
REMARK 2.6. Actual values of RMZVs do not affect (2.34) as we can see in its proof. That
is, (2.34) holds if we replace RMZVs with formal variables.
1It may be worth noting that (34)(24) = (234) and (34)(24)(14) = (234)(14) = (1234).
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We define a block diagonal matrix j in M4(Z) composed of (0) and I3 by
j := (0)⊕ I3 =

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 .
We also define four block diagonal matrices as
ti := (0)⊕ t′i (i = 1, 2, 3, 4), (2.35)
where
t′1 =
1 1 10 1 1
0 0 1
 , t′2 =
1 0 10 1 1
0 0 1
 , t′3 =
1 0 10 1 1
0 1 0
 , t′4 =
1 0 11 0 0
0 1 0
 . (2.36)
We require Lemma 2.7 to prove Proposition 2.5.
LEMMA 2.7. We have the following equations in Z[M4(Z)]:
jpΣS4 = t1ΣS4 , (2.37)
jΨΦqΣC4 = t1ΣS4 + (t2 + t3 + t4)(e+ (243))ΣC4 , (2.38)
jΦrΣC4 = (t2 + t3 + t4)(243)ΣC4 , (2.39)
jΨsΣC4 = (t2 + t3 + t4 + j)ΣC4 . (2.40)
We now prove Proposition 2.5. We will then prove Lemma 2.7.
Proof of Proposition 2.5. Let Q˜x denoted the difference between Qx and Q, that is,
Q˜x := Qx −Q.
Since an index set l = (l1, l2, l3, l4) is not admissible if and only if l1 = 1, we see from (1.13)
and (1.14) that
Qx(x)−Q(x) = Qx(0, x2, x3, x4) = Qx(xjt),
or
Q˜x = Qx|j, (2.41)
which, together with (2.37), (2.38), (2.39), and (2.40), yield
Q˜x|pΣS4 = Qx|t1ΣS4 ,
Q˜x|ΨΦqΣC4 = Qx|(t1ΣS4 + (t2 + t3 + t4)(e+ (243))ΣC4),
Q˜x|ΦrΣC4 = Qx|((t2 + t3 + t4)(243)ΣC4),
Q˜x|ΨsΣC4 = Qx|((t2 + t3 + t4 + j)ΣC4),
respectively. Thus,
Q˜x|ΣC4 = Qx|jΣC4
= Q˜x|pΣS4 − Q˜x|ΨΦqΣC4 + Q˜x|ΦrΣC4 + Q˜x|ΨsΣC4 ,
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and
Q˜x|Ω = 0,
which verifies (2.34). 
Proof of Lemma 2.7. We have
jp =

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


1 0 0 0
1 1 0 0
1 1 1 0
1 1 1 1
 =

0 0 0 0
0 1 0 0
0 1 1 0
0 1 1 1
 = t1, (2.42)
which proves (2.37).
We will next show (2.39) and (2.40). Direct calculations similar to (2.42) yield
jr = t4(243),
jr3(r) = t3(243), (2.43)
jr2 ◦ r3(r) = t2(123).
Since
(123) = (243)(13)(24),
we see from (1.15) and (2.43) that
jΦr = t2(243)(13)(24) + (t3 + t4)(243). (2.44)
Multiplying both sides of (2.44) by ΣC4 from the right proves (2.39), because (13)(24) ∈ C4
and
(13)(24)ΣC4 = ΣC4 .
In a similar way to (2.44), we can obtain
jΨs = t2 + t3 + t4 + j(1234),
which, together with (1234) ∈ C4, gives (2.40).
By a straightforward calculation with (1.15), we have
ΨΦq =

1 0 1 1
0 1 1 1
0 0 1 1
0 0 0 1
+

1 0 1 1
0 1 1 1
0 0 1 1
0 0 1 0
+

1 0 1 1
0 1 1 1
0 1 1 0
0 0 1 0
+

1 0 1 1
1 0 1 0
0 1 1 0
0 0 1 0

+

1 0 1 1
0 1 1 1
0 1 0 1
0 0 0 1
+

1 0 1 1
0 1 1 1
0 1 0 1
0 1 0 0
+

1 0 1 1
0 1 1 1
0 1 1 0
0 1 0 0
+

1 0 1 1
1 0 1 0
0 1 1 0
0 1 0 0

+

1 0 1 1
1 0 0 1
0 1 0 1
0 0 0 1
+

1 0 1 1
1 0 0 1
0 1 0 1
0 1 0 0
+

1 0 1 1
1 0 0 1
1 0 0 0
0 1 0 0
+

1 0 1 1
1 0 1 0
1 0 0 0
0 1 0 0
 .
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Thus,
jΨΦq = t1 + t1(34) + t1(234) + t2(1234)
+t1(23) + t1(243) + t1(24) + t3(1234)
+t2(123) + t3(123) + t4(123) + t4(1234)
= t1ΣS′3 + (t2 + t3 + t4)((1234) + (123)), (2.45)
where S′3 is the permutation group on the set {2, 3, 4}. Multiplying the first and last lines
of (2.45) by ΣC4 from the right, we obtain (2.38), and complete the proof. 
3 Proofs
3.1 Proof of Theorem 1.1
We begin by showing Lemma 3.1.
LEMMA 3.1. Let C04 be the subset {e, (1234)} in C4. We have
S⊗4x −Dx ⊗ S⊗2x |ΣC4 +D⊗2x |ΣC04 + Tx ⊗ Sx|ΣC4 −Qx|ΣC4 = q, (3.1)
where f⊗r means f ⊗ · · · ⊗ f︸ ︷︷ ︸
r
.
Proof. We denote by Sx, Dx, Tx, and Qx the functions of one, two, three, and four variables
given by the restrictions of ζx to the domains N, N2, N3, and N4, respectively. The following
identity was shown in [16, Theorem 1.1]:
S⊗4x −Dx ⊗ S⊗2x |ΣC4 +D⊗2x |ΣC04 + Tx ⊗ Sx|ΣC4 −Qx|ΣC4 = qx, (3.2)
where qx(l1, l2, l3, l4) is equal to 0 if l1 = l2 = l3 = l4 = 1 and ζ(l1 + l2 + l3 + l4) oth-
erwise. Multiplying both sides of (3.2) by xl11 x
l2
2 x
l3
3 x
l4
4 and summing up over all index sets
(l1, l2, l3, l4) ∈ N4, we can obtain (3.1). We omit the detail since the calculation is straight-
forward. 
We are now able to prove Theorem 1.1.
Proof of Theorem 1.1. Since
ΣC4 = (e+ (13)(24))(e+ (1234)) = Σ〈(13)(24)〉ΣC04 ,
we see from Proposition 2.1 and Lemma 3.1 that
Qx|Ω = S⊗4x −Dx ⊗ S⊗2x |ΣC4 +D⊗2x |ΣC04 + Tx ⊗ Sx|ΣC4 −Qx|ΣC4
= q,
which, together with Proposition 2.5, proves (1.7). 
11
3.2 Proof of Corollary 1.2
We will prove the formulas in Corollary 1.2 by taking the homogeneous parts on both sides
of (1.7) and substituting appropriate values for the variables. Although the method of the
proof is simple, it requires many calculations, and so we begin by introducing some notation
and terminology, which will be useful for presenting the calculations.
We begin by defining the notation and terminology that we will use to show the fomulas.
Let Q[R4] be the free module on R4 over Q, where we consider elements in R4 as row vectors
such that x = (x1, x2, x3, x4). For a function f(x) with the domain R4, we extend it to a
homomorphism with the domain Q[R4] in a natural way by
f [α] :=
∑
i
aif(xi) (α =
∑
i
aixi ∈ Q[R4]). (3.3)
For the extension, we assign the same symbol f , but we use square brackets [ ] instead of
parentheses ( ). The difference between f [α] and f(α) is demonstrated as follows:
f [u− 2v] = f(u)− 2f(v) and f(u− 2v) = f(w),
where u = (1, 1, 1, 1), v = (0, 1, 0, 1), and w = (1,−1, 1,−1). The matrix ring M4(Z) acts on
Q[R4] by the right multiplication, and so it acts on the extended function (3.3) as
(f |M)[α] = f [αM t]. (3.4)
This action is a generalization of (1.4) since (f |M)[α] = (f |M)(α) if α ∈ R4, and we will use
the same notation, f |M . For convenience, we extend (3.4) to an action of the free module
Q[M4(Z)] in the usual way by f |(
∑
bjMj) =
∑
bj(f |Mj).
For any integer l > 4, let Ql and ql be the homogeneous parts of degree l− 4 of Q and q,
respectively. Equivalently, these are defined as
Ql(x4) :=
∑
l4:adm
(w(l4)=l)
ζ(l1, l2, l3, l4)x
l1−1
1 x
l2−1
2 x
l3−1
3 x
l4−1
4 , (3.5)
ql(x4) := ζ(l)
∑
l4
(w(l4)=l)
xl1−11 x
l2−1
2 x
l3−1
3 x
l4−1
4 . (3.6)
We obtain from (1.7) that
Ql|Ω = ql. (3.7)
Let 〈E0〉 = 〈E0〉Q be the submodule in Q[Z4] defined by
〈E0〉 :=
{∑
riki
∣∣ ri ∈ Q and ki = (0, bi, ci, di) ∈ Z4}.
We define a congruence relation ≡ such that α ≡ β if and only if α − β ∈ 〈E0〉, where
α,β ∈ Q[Z4]. We have
Ql[α] = Ql[β]
when α ≡ β, since Ql(0, b, c, d) = 0 for integers b, c, d ∈ Z. For short, a row vector (a, b, c, d) ∈
Z4 will be expressed as
eabcd := (a, b, c, d).
We require Proposition 3.2 to prove Corollary 1.2.
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PROPOSITION 3.2. We have the following congruence equations in Q[Z4]:
e1000 Ω
t ≡ e1111, (3.8)
e1100 Ω
t ≡ 2(e2221 − e1221) + (e2211 + e2111 − e1211)− 3e1111, (3.9)
(
e1100 − 1
2
e1010
)
Ωt ≡ e2111 + 2e1121 − 3e1111, (3.10)
(
e1100 +
1
2
e1010 + e1110 +
1
4
e1111
)
Ωt ≡ 6(e4321 − e2321)− 2e2121 − e1111. (3.11)
We now prove Corollary 1.2. We will then discuss a proof of Proposition 3.2.
Proof of Corollary 1.2. Let N0 denote the set of non-negative integers, and let |X| denote
the number of the elements of a set X. Considering the correspondence
k1 + k2 + · · ·+ ks ↔ ◦ · · · ◦︸ ︷︷ ︸
k1
| ◦ · · · ◦︸ ︷︷ ︸
k2
| · · · | ◦ · · · ◦︸ ︷︷ ︸
ks
for integers k1, k2, . . . , ks ∈ N0, we see that
|{(k1, . . . , ks) ∈ Nr0 | k1 + · · ·+ ks = k}| =
(
k + s− 1
s− 1
)
, (3.12)
where k ≥ 0 and s ≥ 1.
Let x4 = (x1, x2, x3, x4) be a vector in {0, 1}4 with x4 6= (0, 0, 0, 0), and let i1, . . . , ir be
the distinct indices such that xi1 = · · · = xir = 0: note that 0 ≤ r ≤ 3. We have∑
l4
(w(l4)=l)
xl1−11 x
l2−1
2 x
l3−1
3 x
l4−1
4
= |{l4 ∈ N4 |w(l4) = l and li1 = · · · = lir = 1}|
(l↔k+1)
= |{k4 ∈ N40 |w(k4) = l − 4 and ki1 = · · · = kir = 0}|
= |{k4−r ∈ N4−r0 |w(k4−r) = l − 4}|,
which, together with (3.12), gives∑
l4
(w(l4)=l)
xl1−11 x
l2−1
2 x
l3−1
3 x
l4−1
4 =
(
l − r − 1
3− r
)
.
By the definition (3.6), we thus obtain
ql(x) =

ζ(l) (x = e1000),
(l − 3)ζ(l) (x = e1100, e1010),
(l − 2)(l − 3)
2
ζ(l) (x = e1110),
(l − 1)(l − 2)(l − 3)
6
ζ(l) (x = e1111).
(3.13)
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We now prove the desired formulas. We see from (3.8) and (3.13) that
Ql[e1000 Ωt] = Ql(e1111) and ql(e1000) = ζ(l),
respectively, which, together with (3.7), yields
Ql(e1111) = ζ(l). (3.14)
Rewriting the left-hand side of (3.14), we obtain (1.9).
In a similar way, it follows from (3.9) and (3.13) that
Ql[e1100 Ωt]
= 2(Ql(e2221)−Ql(e1221)) +Ql(e2211) +Ql(e2111)−Ql(e1211)− 3Ql(e1111)
and
ql(e1100) = (l − 3)ζ(l),
respectively, and so
2(Ql(e2221)−Ql(e1221)) +Ql(e2211) +Ql(e2111)−Ql(e1211) = lζ(l), (3.15)
which shows (1.10).
Combining (3.10) and (3.13), together with (3.7), yields
Ql(e2111) + 2Ql(e1121) = l + 3
2
ζ(l). (3.16)
Multiplying both sides of (3.16) by 2, we prove (1.11).
We can deduce from (3.11) and (3.13) that
6(Ql(e4321)−Ql(e2321))− 2Ql(e2121)
=
(
(l − 3) + l − 3
2
+
(l − 2)(l − 3)
2
+
(l − 1)(l − 2)(l − 3)
24
+ 1
)
ζ(l). (3.17)
We see that
(LHS of (3.17)) =
∑
l4:adm
(w(l4)=l)
(
4l1−13l22l3 − 3l22l1+l3−1 − 2l1+l3−1)ζ(l)
=
∑
l4:adm
(w(l4)=l)
(
3l22l1−1 − 3l2 − 1)2l1+l3−1ζ(l),
and
(RHS of (3.17)) =
({36 + 12(l − 2) + (l − 1)(l − 2)}(l − 3)
24
+ 1
)
ζ(l)
=
(
(l + 7)(l + 2)(l − 3)
24
+ 1
)
ζ(l).
Thus, multiplying both sides of (3.17) by 2, we obtain (1.12), which completes the proof. 
We prepare Lemma 3.3 to prove Proposition 3.2.
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LEMMA 3.3. We have the following congruence equations in Q[Z4]:
(i)
x (pΣS4)
t
≡

6(e1111 + e1110 + e1100 + e1000) (x = e1000),
4(e2221 + e2211 + e2210 + e2111 + e2110 + e2100) (x = e1100, e1010),
6(e3321 + e3221 + e3211 + e3210) (x = e1110),
24e4321 (x = e1111).
(3.18)
(ii)
x (ΨΦqΣC4)
t
≡

12e1000 + 10e1100 + 8e1110 + 6e1111 (x = e1000),
6(e2100 + e1111) + 5e2110
+4(e2210 + e2111 + e1110) + 3e2211
+2(e2221 + e1221 + e1211 + e1210 + e1121 + e1100)
+e1101 + e1011 + e1010 + e1001 (x = e1100),
8e2100 + 6e2110
+4(e2210 + e2111 + e1221 + e1211 + e1210 + e1121)
2(e2211 + e1101 + e1011 + e1010 + e1001) (x = e1010),
8e2221 + 6(e3210 + e2321 + e2211)
+4(e3211 + e2210 + e2121 + e2111)
+2(e3221 + e2110 + e2101) (x = e1110),
24e3321 + 16e3221 + 8e3211 (x = e1111).
(3.19)
(iii)
x (ΦrΣC4)
t
≡

3e1000 + 2e1100 + e1110 (x = e1000),
3e1111 + 2(e1210 + e1110)
+e1211 + e1100 + e1011 + e1010 + e1001 (x = e1100),
4e2100 + 2e2110 (x = e1010),
2(e2210 + e2111 + e1221 + e1121)
+e2211 + e2110 + e1211 + e1101 (x = e1110),
8e2221 + 4e2211 (x = e1111).
(3.20)
(iv)
x (ΨsΣC4)
t
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≡
4e1000 + 2e1100 + e1111 + e1110 (x = e1000),
2(e2100 + e1121 + e1110 + e1100)
+e2111 + e2110 + e1101 + e1001 (x = e1100),
4(e1210 + e1010) + 2(e1211 + e1101 + e1011 + e1001) (x = e1010),
3e1111 + 2(e2210 + e2121 + e2101 + e1221)
+e2211 + e2110 + e1211 + e1110 + e1011 (x = e1110),
8e2221 + 4(e2211 + e2111) (x = e1111).
(3.21)
(v)
xΣtC4 ≡

e1000 (x = e1000),
e1100 + e1001 (x = e1100),
2e1010 (x = e1010),
e1110 + e1101 + e1011 (x = e1110),
4e1111 (x = e1111).
(3.22)
Before discussing a proof of Lemma 3.3, we will show Proposition 3.2 by substituting the
congruence equations in Lemma 3.3 into
xΩt = x {(pΣS4)t − (ΨΦqΣC4)t + (ΦrΣC4)t + (ΨsΣC4)t − ΣtC4} (3.23)
for x ∈ {e1000, e1100, e1010, e1110, e1111}. We note that the right-hand sides of (3.18), (3.19),
(3.20), (3.21), and (3.22) in Lemma 3.3 include vectors in
V = {ei1i2i3i4 | ij = 0 (∃j)};
however, those of (3.8), (3.9), (3.10), and (3.11) in Proposition 3.2 do not include such vectors.
That is, in calculating (3.23), the vectors in V cancel each other. This fact will help us with
the proof of Proposition 3.2.
Proof of Proposition 3.2. Substituting equations from (3.18) through (3.22) for x = e1000
into the right-hand side of (3.23), we obtain
e1000 Ω
t
≡ 6(e1111 + e1110 + e1100 + e1000)− (12e1000 + 10e1100 + 8e1110 + 6e1111)
+(3e1000 + 2e1100 + e1110) + (4e1000 + 2e1100 + e1111 + e1110)− e1000
≡ e1111,
which proves (3.8).
By (3.19) and (3.20) for x = e1100, we have
e1100 {(ΨΦqΣC4)t − (ΦrΣC4)t}
≡ 6e2100 + 5e2110 + 4(e2210 + e2111) + 3(e2211 + e1111)
+2(e2221 + e1221 + e1121 + e1110) + e1211 + e1101 + e1100, (3.24)
and by (3.21) and (3.22) for x = e1100,
e1100 {(ΨsΣC4)t − ΣtC4}
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≡ 2(e2100 + e1121 + e1110) + e2111 + e2110 + e1101 + e1100. (3.25)
Noting (3.24) and (3.25), we see that substituting equations from (3.18) through (3.22) for
x = e1100 into the right-hand side of (3.23) gives
e1100 Ω
t ≡ e1100 (pΣS4)t
−e1100 {(ΨΦqΣC4)t − (ΦrΣC4)t}+ e1100 {(ΨsΣC4)t − ΣtC4}
≡ 4(e2221 + e2211 + e2210 + e2111 + e2110 + e2100)
−6e2100 − 5e2110 − 4(e2210 + e2111)− 3(e2211 + e1111)
−2(e2221 + e1221 + e1121 + e1110)− e1211 − e1101 − e1100
+2(e2100 + e1121 + e1110) + e2111 + e2110 + e1101 + e1100
≡ −3e1111 + 2(e2221 − e1221) + e2211 + e2111 − e1211,
which proves (3.9).
Similarly, we obtain
e1010 Ω
t
≡ 4(e2221 + e2211 + e2210 + e2111 + e2110 + e2100)
−{8e2100 + 6e2110 + 4(e2210 + e2111 + e1221 + e1211 + e1210 + e1121)
+2(e2211 + e1101 + e1011 + e1010 + e1001)}
+4e2100 + 2e2110 + 4(e1210 + e1010)
+2(e1211 + e1101 + e1011 + e1001)− 2e1010,
which can be summarized as
e1010 Ω
t ≡ 4(e2221 − e1221 − e1121) + 2(e2211 − e1211). (3.26)
Combining (3.9) and (3.26) yields(
e1100 − 1
2
e1010
)
Ωt ≡ 2(e2221 − e1221) + e2211 + e2111 − e1211 − 3e1111
−2(e2221 − e1221 − e1121)− e2211 + e1211
≡ e2111 + 2e1121 − 3e1111,
which proves (3.10).
We see from (3.18) and (3.19) for x = e1110 that
e1110 {(pΣS4)t − (ΨΦqΣC4)t}
≡ −8e2221 + 6(e3321 − e2321 − e2211)
+4(e3221 − e2210 − e2121 − e2111) + 2(e3211 − e2110 − e2101), (3.27)
and from (3.20), (3.21), and (3.22) for x = e1110 that
e1110 {(ΦrΣC4)t + (ΨsΣC4)t − ΣtC4}
≡ 4(e2210 + e1221) + 3e1111
+2(e2211 + e2121 + e2111 + e2110 + e2101 + e1211 + e1121). (3.28)
Substituting (3.27) and (3.28) into the right-hand side of (3.23), we obtain
e1110 Ω
t ≡ −8e2221 + 6(e3321 − e2321) + 4(e3221 + e1221 − e2211)
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+3e1111 + 2(e3211 + e1211 + e1121 − e2121 − e2111). (3.29)
Substituting equations from (3.18) through (3.22) for x = e1111 into the right-hand side of
(3.23), we also have
e1111 Ω
t
≡ 24(e4321 − e3321) + 16(e2221 − e3221) + 8(e2211 − e3211) + 4(e2111 − e1111). (3.30)
Combining (3.9), (3.26), (3.29), and (3.30) yields(
e1100 +
1
2
e1010 + e1110 +
1
4
e1111
)
Ωt
≡ {2(e2221 − e1221) + (e2211 + e2111 − e1211)− 3e1111}
+{2(e2221 − e1221 − e1121) + e2211 − e1211}
+{−8e2221 + 6(e3321 − e2321) + 4(e3221 + e1221 − e2211)
+3e1111 + 2(e3211 + e1211 + e1121 − e2121 − e2111)}
+{6(e4321 − e3321) + 4(e2221 − e3221) + 2(e2211 − e3211) + e2111 − e1111}
≡ 6(e4321 − e2321)− 2e2121 − e1111,
which proves (3.11), and this completes the proof. 
For a matrix M = (mij) in M4(Z) and distinct integers i1, . . . , ir in {1, 2, 3, 4} (r ≤ 4),
we define a row vector in Z4 by
M[i1...ir] := eδ1δ2δ3δ4M,
where δi is 1 if i ∈ {i1, . . . , ir} and 0 otherwise. Equivalently, M[i1...ir] is determined by
M[i1...ir] =
( r∑
k=1
mik1,
r∑
k=1
mik2,
r∑
k=1
mik3,
r∑
k=1
mik4
)
.
For example, if
M = pt =

1 0 0 0
1 1 0 0
1 1 1 0
1 1 1 1
 ,
then
M[2] = e0100M = e1100 and M[124] = e1101M = e3211.
Recall that a permutation σ in S4 is identified with the matrix (δiσ(j))1≤i,j≤4. Thus, xσ =
(xσ(1), xσ(2), xσ(3), xσ(4)), and we can deduce the following equations by direct calculations:
xΣS4 =

6(e1000 + e0100 + e0010 + e0001) (x = e1000),
4(e1100 + e1010 + e1001
+e0110 + e0101 + e0011) (x = e1100, e1010),
6(e1110 + e1101 + e1011 + e0111) (x = e1110),
24e1111 (x = e1111),
(3.31)
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and
xΣC4 =

e1000 + e0100 + e0010 + e0001 (x = e1000),
e1100 + e0110 + e0011 + e1001 (x = e1100),
2(e1010 + e0101) (x = e1010),
e1110 + e1101 + e1011 + e0111 (x = e1110),
4e1111 (x = e1111).
(3.32)
For any M ∈M4(Z), we thus have
xΣS4M =

6(M[1] +M[2] +M[3] +M[4]) (x = e1000),
4(M[12] +M[13] +M[14]
+M[23] +M[24] +M[34]) (x = e1100, e1010),
6(M[123] +M[124] +M[134] +M[234]) (x = e1110),
24M[1234] (x = e1111),
(3.33)
and
xΣC4M =

M[1] +M[2] +M[3] +M[4] (x = e1000),
M[12] +M[23] +M[34] +M[14] (x = e1100),
2(M[13] +M[24]) (x = e1010),
M[123] +M[124] +M[134] +M[234] (x = e1110),
4M[1234] (x = e1111).
(3.34)
Using (3.33) and (3.34), we now prove Lemma 3.3 for the completeness of the proof of
Proposition 3.2, or for that of Corollary 1.2.
Proof of Lemma 3.3. We obtain by (3.33)
x (pΣS4)
t = xΣS4p
t
=

6(e1000 + e1100 + e1110 + e1111) (x = e1000),
4(e2100 + e2110 + e2111 + e2210 + e2211 + e2221) (x = e1100, e1010),
6(e3210 + e3211 + e3221 + e3321) (x = e1110),
24e4321 (x = e1111),
which proves (3.18).
We can obtain by (3.34) the following congruence equations:
xΣC4

1 0 0 0
0 1 0 0
1 1 1 0
0 0 0 1
 ≡

e1000 + e1110 (x = e1000),
e1100 + e1210 + e1111 + e1001 (x = e1100),
2e2110 (x = e1010),
e2210 + e1101 + e2111 + e1211 (x = e1110),
4e2211 (x = e1111),
(3.35)
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xΣC4

1 0 0 0
0 1 1 0
1 1 0 0
0 0 1 1
 ≡

e1000 + e1100 (x = e1000),
e1110 + e1210 + e1111 + e1011 (x = e1100),
2e2100 (x = e1010),
e2210 + e1121 + e2111 + e1221 (x = e1110),
4e2221 (x = e1111),
(3.36)
xΣC4

1 1 0 0
0 0 1 0
1 0 0 0
0 1 1 1
 ≡

e1100 + e1000 (x = e1000),
e1110 + e1010 + e1111 + e1211 (x = e1100),
2e2100 (x = e1010),
e2110 + e1221 + e2211 + e1121 (x = e1110),
4e2221 (x = e1111).
(3.37)
We see from (1.15) that
(Φr)t =

1 0 0 0
0 1 0 0
1 1 1 0
0 0 0 1
+

1 0 0 0
0 1 1 0
1 1 0 0
0 0 1 1
+

1 1 0 0
0 0 1 0
1 0 0 0
0 1 1 1
 ,
and so
x (ΦrΣC4)
t = xΣC4(Φr)
t
= xΣC4

1 0 0 0
0 1 0 0
1 1 1 0
0 0 0 1
+ xΣC4

1 0 0 0
0 1 1 0
1 1 0 0
0 0 1 1
+ xΣC4

1 1 0 0
0 0 1 0
1 0 0 0
0 1 1 1
 .
Thus, the sum of (3.35), (3.36), and (3.37) proves (3.20).
With the same method that we used for (3.20), we can prove (3.19) and (3.21). We omit
these proofs because of space limitations.
Since eabcd ≡ 0 for a = 0, (3.22) immediately follows from (3.34) with M = I, which
completes the proof. 
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Appendix A
Let C3 denote the cyclic subgroup 〈(123)〉 in S3. We note that C3 is the alternating group
A3 of degree 3. We define the formal power series d(x1, x2) and t(x1, x2, x3) as
d(x1, x2) :=
∑
l2
(w(l2)>2)
ζ(l1 + l2)x
l1−1
1 x
l2−1
2 ,
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t(x1, x2, x3) :=
∑
l3
(w(l3)>3)
ζ(l1 + l2 + l3)x
l1−1
1 x
l2−1
2 x
l3−1
3 ,
respectively.
The generalizations of (1.1) for DZVs and TZVs from the viewpoint of the generating
functions D(x1, x2) and T (x1, x2, x3) can be stated as follows:
d(x1, x2) =
∑
σ∈S2
(D(xσ(1) + xσ(2), xσ(2))−D(xσ(1), xσ(2))), (3.38)
t(x1, x2, x3) =
∑
σ∈S3
T (xσ(1) + xσ(2) + xσ(3), xσ(2) + xσ(3), xσ(3))
−
∑
σ∈C3
( ∑
τ∈〈(23)〉
T (xσ(1) + xσ(3), xστ(2) + xστ(3), xστ(3))
+T (xσ(1) + xσ(2), xσ(2), xσ(3))− T (xσ(1), xσ(2), xσ(3))
)
. (3.39)
The above formulas were proved in [3, (27)] and [14, Theorem 1.2], respectively. Note that
the original formula in [14, Theorem 1.2] was not written in terms of formal power series but
in terms of homogeneous polynomials.
Let q3, r3 be the matrices in GL3(Z) given by
q3 =
1 1 00 1 0
0 0 1
 , r3 =
1 0 10 1 1
0 0 1
 ,
and let Φ3 be the element in Z[GL3(Z)] given by
Φ3 = I3 +
1 0 00 1 0
0 1 −1
 .
Recall from (2.5) that
p2 =
(
1 1
0 1
)
, p3 =
1 1 10 1 1
0 0 1
 .
We can now restate (3.38) and (3.39) as follows.
THEOREM ([3, 14]). We have
D|(p2 − I2)ΣS2 = d, (3.40)
T |(p3ΣS3 − (q3 + Φ3r3 − I3)ΣC3) = t. (3.41)
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