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Abstract
This thesis presents a series of studies of quenched random disorder (QRD) on liq-
uid crystals. We have used high-resolution AC-Calorimetry, high-resolution X-Ray
Diﬀraction (XRD), X-Ray Intensity Fluctuation Spectroscopy (XIFS), Turbidity,
Integrated Low-Angle Light Scattering (ILALS), as well as Polarizing Microscopy
to characterize the eﬀects of a nano-colloidal dispersions of aerosils in the phase
transitions of several liquid crystals. The aerosil (SIL) is made of 70 A˚ diam-
eter SiO2 particles coated with hydroxyl (-OH) groups. The coating allows the
SIL particles to hydrogen-bond together, to form a very low density gel in an
organic solvent. This provides the quenched random disorder. The liquid crys-
tals of interest are: octyloxycyanobiphenyl (8OCB), 4-n-pentylphenylthiol-4’-n-
octyloxybenzoate (8¯S5), 4’-transbutyl-4-cyano-4-heptyl-bicyclohexane (CCN47),
and octylcyanobiphenyl (8CB). Studies have been carried out as a function of
aerosil concentration and temperature spanning the following phase transitions,
Isotropic to Nematic (I-N ), nematic to smectic-A (N-SmA), smectic-A to smectic-
C (SmA-SmC ), and crystallization.
A double heat capacity feature is observed at the I-N phase transition with
a SIL independent overlap of the heat capacity wings far from the transition
and having a non-monotonic variation of the transition temperature. A crossover
between low and high SIL density behavior is observed. These features are gen-
erally consistent with those on the 8CB + SIL system. Diﬀerences between the
8CB + SIL and our systems lie in the magnitude of the transition temperature
shifts, heat capacity suppression, and crossover density between the two regimes of
behavior; these indicate a liquid crystal speciﬁc eﬀect. Calorimetry, light scatter-
ing, and microscopy data coherently combine to allow for an accurate determina-
tion of the temperature dependence of the onset of the nematic state. The nematic
order develops through two distinct processes while the nematic correlation length
mildly decreases. We understand the doubling of the phase transition as due to a
cross-over between a random dilution regime - where the silica gel couples to the
scalar part of the nematic order parameter - to a random ﬁeld regime - where the
ii
coupling induces distortions in the director ﬁeld.
High-resolution XRD has been carried out on SIL dispersions in the liquid
crystal 8OCB. The measurements were made over a temperature range around
the bulk N-SmA transition temperature. The random gel leads to observable
broadening of the x-ray reﬂection from the smectic layers. The structure factor
is well described by modeling the eﬀect of the SILs as a quenched random-ﬁeld.
Dispersed silica surfaces are thought to pin both the direction of the translational
ordering and the position of the smectic layers. The latter appears to have the
greatest eﬀect on the x-ray lineshape. We show that the SIL gel surface area,
as veriﬁed by small angle scattering, equates to the variance of the random ﬁeld.
Calorimetric results reveal substantial changes to the speciﬁc heat peak associated
with the N-SmA transition. As the concentration of the SIL increases, the speciﬁc
heat peak remains sharp yet deceases in magnitude and shifts in temperature in a
non-monotonic fashion. Above a certain SIL concentration, the speciﬁc heat peak
becomes highly smeared and begins to shift smoothly to lower temperatures. The
eﬀective critical character of the N-SmA transition evolves consistently with the
Harris criteria for the relevance of QRD, over the entire range of introduced QRD,
and is dominated by ﬁnite-size eﬀects.
The SmA-SmC remains mean-ﬁeld for all samples studied consistent with a
random-ﬁeld XY transition being eﬀectively at its upper critical dimension. Its
heat capacity maximum at the transition scales as ρ−0.5S with an apparent evolution
from tricritical to a simple mean-ﬁeld step behavior. Although ﬁnite-size scaling
is playing a role, these results may be understood as a general stiﬀening of the
liquid crystal (both the nematic elasticity as well as the smectic layer compression
modulus B) with silica density.
Finally, we have used multispeckle XIFS to study the structure and the dy-
namics of a nano-colloidal silica gel dispersed in 8CB as a function of the silica
density. The silica density of the dispersed SIL gel samples ranged from 0.030
to 0.200 g cm−3 and the silica scattering were probed over the q range from 0.03
to 0.15 nm−1 (corresponding to length scales from 42 to 209 nm) at a constant
temperature of 301.7 K. The gel structure has a fractal dimension in this density
range of df  2.15 and all samples showed no sign of restructuring (aging) during
the experiment. The time autocorrelation functions of the gels show clear den-
sity dependent, nonergodic, complex dynamics. The gel relaxation times are very
long and (become) bimodal with nonergodic character for densities from 0.100 to
0.160 g cm−3. In this same density range, the ﬂuctuation contrast (strength) is a
minimum while a diﬀusion analysis ﬁnds a pseudo-diﬀusion coeﬃcient near zero.
Interestingly the 0.200 density sample shows fast dynamics. This behavior might
be related to the nonmonotonic temperature shifts observed in the calorimetric
studies.
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Chapter 1
Introduction
In 1888, the Austrian born botanist Friedrich Reinitzer, working in the Institute
of Plant Physiology at the University of Prague, discovered a new phenomenon.
Reinitzer was conducting experiments on a cholesterol based substance trying to
ﬁgure out the correct formula and molecular weight of cholesterol. When he tried
to determine the melting point, which is an important indicator of the purity of a
substance, he was struck by the fact that this substance seemed to have two melting
points. At 145.5◦C the solid crystal melted into a cloudy liquid until 178.5◦C where
the cloudiness suddenly disappeared, giving way to a clear transparent liquid.
Initially Reinitzer thought this might be a sign of impurities in the material, but
further puriﬁcation did not alter this behavior.
At this time Otto Lehmann, a German physicist from Karlsruhe and an expert
in crystal optics, had invented a microscope that allowed control of the sample
temperature. Reinitzer sent some of his puriﬁed cholesterol samples to Lehmann
for study. Gradually, Lehmann became convinced that this sample was not a
simple mixture of solid and liquid components but was, instead, a newly discovered
state of matter that showed liquid and solid properties simultaneously. In time
Lehmann came up with the name “Liquid Crystals” for these substances. Today,
thanks to Reinitzer, Lehmann and their followers, we know that thousands of other
substances have a diversity of states between the well known solid and liquid states.
Liquid crystals (LC) are partly ordered materials that exhibit many interme-
diate thermodynamically stable phases between their solid and liquid states, two
of the most important being the “Nematic” and the “Smectic” phases. Their
2Figure 1.1. Cartoon of (a) Isotropic and (b) Nematic phase.
molecules are often shaped like rods or plates or some other anisotropic form that
encourage them to align collectively along a certain direction. We shall be inter-
ested in rod-shaped LCs and will discuss and illustrate only this case. In their
Isotropic (I ) phase [Fig. 1.1 (a)], these molecules display neither positional nor
orientational order. This is the normal liquid phase. In the Nematic (N ) phase
[Fig. 1.1 (b)] the LC molecules have a high degree of long-range orientational order
but no long-range translational order. The direction of the preferred alignment can
be described by a unit vector, nˆ, the so-called “Nematic Director”.
In reality, the orientation of individual molecules varies signiﬁcantly from that
of the director. Furthermore the director is not the same throughout the sample.
Thus the sample can be considered a collection of large domains, where, inside a
domain a single director can be deﬁned. The transition from one domain to another
is smooth and continuous, so there are no real boundaries or surfaces that deﬁne
these domains (except for defects). Thus the director smoothly changes from one
domain to another. A special type of nematic phase, called a chiral nematic or
cholesteric (N∗), is formed when the molecules are chiral. They organize themselves
in a strongly twisted manner with a helix-like orientation of the director. The
distance over which the director rotates one full turn in the helix is called the
“Pitch”.
3Figure 1.2. Cartoon of (a) Smectic-A and (b) Smectic-C phase.
The smectic phases are characterized by additional degrees of transitional or-
der where the molecules are arranged in layers, which can be considered as one-
dimensional (1-d) density waves or (2-d) liquids. In the Smectic-A (SmA) phase
[Fig. 1.2 (a)] the orientation of the molecules is perpendicular to the layer plane
(parallel to the layer normal), whereas in the Smectic-C (SmC ) phase [Fig. 1.2
(b)] the molecules and the director are tilted with respect to the layer plane. For
both SmA and SmC phases, in-layer positioning of molecules is completely ran-
dom and liquid like. There exist many sub-phases of the smectic phase, which
exhibit variations of the layer spacing, the twist, and the tilt. Some other varia-
tions exhibit in-layer bond-orientational ordering, like the Hexatic-B or Smectic-I,
for example. These phases have a closer resemblance to a solid, which is fully
ordered translationally.
In general, from a mechanical point of view, LCs are more similar to liquids.
They can ﬂow easily and show little or no resistance to stresses (shear modulus
 0). As a result of their orientational order their mechanical properties are
anisotropic; hence they diﬀer from simple liquids by showing eﬀects like elastic
or frictional torques which act on director deformations. Related to the partial
ordering of molecules are their remarkable electro-optical properties which make
LCs more similar to solids. LCs show optical birefringence, nonlinear optical
4behavior as well as anisotropic dielectric and magnetic susceptibilities. The fact
that these properties are carried from a soft material makes them very sensitive to
external mechanical, electrical or optical manipulations. This is the origin of most
of their useful applications in everyday life.
There are several aspects related with LCs that make them very suitable for
research purposes.
• First is their richness of phases and phase transitions. Some of the very
well known phases were mentioned above, but there exist many more phases
with diﬀerent degrees of translational ordering; sub-varieties of SmA, SmC,
hexatic as well as their twisted (chiral) analog, twisted-grain boundary and
blue phases to name a few.
• Second, these phases occur mostly near or above room temperature, thus
being easy to reach without the need of complicated temperature control
systems.
• Third, the transition from one phase to the other can be easily controlled by
changing the temperature (thermotropic phase transitions) or concentration
(lyotropic phase transitions).
• Fourth, the materials themselves are generally easily available, or not very
expensive to produce.
• Fifth and above all, the developments in renormalization group theory and
the idea of universality make the results of studies on phase transitions and
critical phenomena in liquid crystals applicable to many other diﬀerent phys-
ical systems. They also provide insights to the behavior of the critical expo-
nents or parameters near the critical points for systems that share the same
universality class.
Liquid crystals also provide the opportunity to study many types of phase tran-
sitions in the presence of surfaces or quenched disorder. These are of great interest
in the theoretical understanding of the statistical mechanics of disordered systems.
To date, statistical mechanics has been very successful in describing pure systems
or those with annealed disorder. Theoretical predictions have been proved by ex-
periment and there is a solid understanding of the basic phenomena. Quenched
5disorder on the other hand is more diﬃcult to implement and quantify, than an-
nealed disorder. A considerable amount of theoretical and experimental work has
been expended on the study of the eﬀect of quenched random disorder on phase
transitions and critical phenomena. Many experimental methods, like calorimetry,
x-ray, neutron, light scattering, NMR, optical microscopy, etc. have been used
to study the disordered LCs at diﬀerent phase transitions, disorder densities and
types of disordering components. Each of these techniques are sensitive to a spe-
ciﬁc property of the liquid crystal and, when results are taken together, there is
a better understanding of their behavior. For example, x-ray scattering provides
information about the structure and the correlation lengths of translational order;
NMR can probe the molecular/director orientation and intermolecular relaxation
rates. And light scattering can provide information about the energy, structure and
dynamics up to the length scale of the light used. In contrast, high-resolution AC
calorimetry is a direct measure of the thermal response of the system; is sensitive
to all the thermal excitations present, and their eﬀect on the energy of the system.
As such it provides direct and unambiguous evidence of a phase transition, since
there is always an associated heat capacity feature related to a phase transition.
This, although it might seem to complicate any possible interpretations, provides
a means of viewing all of the various inﬂuences like surface interactions, ﬁnite size
eﬀects, coupled order parameters, external ﬁelds etc., acting together on a phase
transition.
Unlike idealized or pure systems that physicists study most of the time, the real
world is full of “imperfections.” Ideal systems are usually an exception rather than
the normal state of aﬀairs in nature. As an example consider biological systems
which are never pure single component systems. The self organization of molecules
and proteins to form very complex structures almost never happens in the clean
room environment of the lab. Phase transitions also are modiﬁed by the presence
of the random disorder which can be modelled as a random ﬁeld present in the
system. Studying the eﬀect of disorder on various phase transitions has been a
very challenging task both theoretically and experimentally. Since the work of
Fishman and Aharony in a dilute anti-ferromagnet [1], there has been a lot of
research interest in the ﬁeld of quenched random disorder and of the random-ﬁeld
theories. Furthermore, the study of random disorder in LCs has been given a lot
6of attention recently, because of the abundance of phase transitions in them, some
of which don’t have a magnetic analog. For example, putting LC in a random
aerogel network was easily achieved and such systems have been studied with
several methods including calorimetry, x-ray or light scattering.
Unlike the LC + Aerogel systems, where the aerogel network is rigid and
elastically quite stiﬀ, LC + Aerosil (SIL) systems created by dispersing silica
aerosil particles in a liquid crystal, result in a much weaker fractal gel structure.
This structure can easily distort, bend, and even cut and reform. These systems
have an advantage with respect to the LC + Aerogel ones and are very interesting
to study for two reasons:
1. Elastically these systems are much more compliant than the aerogel ones,
thus the character of the phase transition is not aﬀected as much.
2. The ability to achieve very low levels of disorder opens a very interesting,
weaker regime of disorder strength, for study.
As a result of this, the heat capacity peak gets smeared less than with similar
aerogel densities. This led to the discovery of a double peak feature in the ﬁrst
order transitions, as well as a diﬀerent phase transitional behavior from the aerogel
systems.
The gel by itself shows very interesting slow dynamics which can couple to
that of the liquid crystal. This by itself is a very interesting phenomenon. The
study of the dynamics of the random fractal gel was done by the newly developed
technique of X-Ray Intensity Fluctuation Spectroscopy, which is the equivalent of
Dynamic Light Scattering for x-ray wavelengths. Studying the gel by itself and
its interaction with the LC molecules will give a better understanding of the very
complex problems of the soft regime of quenched random disorder. Therefore, this
thesis will present a study of the eﬀect of quenched random disorder on several
phase transitions for diﬀerent liquid crystals, as well as a study of the dynamics of
the aerosil fractal nano-gel in the host LC.
This thesis is divided into 8 chapters. This chapter introduces the most basic
ideas needed to discuss the LC + SIL system as well as some of the building blocks
of the theory behind phase transitions and quenched random disorder. Chapter
2 presents the basic theoretical approaches to phase transitions and the quenched
7random disorder systems. Chapter 3 deals with the experimental techniques used
in this thesis, i.e., AC calorimetry, x-ray scattering, turbidity and x-ray intensity
ﬂuctuation spectroscopy. Chapters 4, 5, and 6 deal respectively with the I-N,
N-SmA and SmA-SmC transition with quenched random disorder, which is in-
troduced by the dispersion of SIL particles. Chapter 7 discusses the results of
the XIFS study of the silica gel dynamics, embedded in a LC environment, while
Chapter 8 gives a brief summary and future directions.
1.1 Introduction to Liquid Crystals
The term liquid crystal phase is synonymous with a state of matter that is inter-
mediate between the crystalline solid and the liquid phase. In the literature, these
phases are also called “mesophases,” a term which is considered more appropriate
and the molecules that show mesomorphic phases are called “mesogens.” Most
of the LC molecules have several features in common. One of the most important
of these features is the fact that the molecules have a highly anisotropic molecular
geometry. The most common of them are rod-like, but there also exist disk-like
(discotics) or banana-like shaped molecules. Figure 1.3 shows the basic structure
of the most commonly occurring rod-like mesogens. Their core is comprised of
Figure 1.3. Molecular structure of typical rod-like mesogens.
two or more aromatic rings, connected by central linkage groups. This part is in
general rigid and planar and has a dipole moment, or is easily polarizable. On
each side of the rigid core are usually connected ﬂexible aliphatic (hydrocarbon)
tails or terminal groups. All the physical and optical properties of LCs as well as
8the chemical stability of the molecules, their susceptibility to temperature change,
UV or x-ray radiation, moisture etc., are governed by the properties of the central
core. In general, compounds without a central linkage group are considered to be
among the most stable LC molecules.
Liquid crystals are usually classiﬁed as either lyotropic or thermotropic.
Lyotropic LCs are obtained usually as a mixture of diﬀerent substances, e.g., liq-
uid crystal molecules and solvent, with the most common systems being mixtures
of water and amphiphilic molecules (molecules that posses a hydrophilic and a
hydrophobic part). The variable that controls the existence of the liquid crys-
talline phase in these systems is the amount of solvent, i.e. the concentration of
the sample. Lyotropic LCs are of great interest in biological studies. The term
“thermotropic” arises from the fact that this class of liquid crystals shows diﬀerent
phases as temperature changes. They are the most widely studied, and used in
applications. Another classiﬁcation is based on the phases and symmetries that
mesogens display. Several tens of thousands of mesogens are known to show one
or more mesomorphic phases. Although there are many mesomorphic phases cor-
responding to diﬀerent degrees of order and symmetries, most materials exhibit
only a few of them.
Three diﬀerent phase transitions were studied in this thesis: the Isotropic to
Nematic (I-N ), the Nematic to Smectic-A (N-SmA), and the Smectic-A to Smectic-
C (SmA-SmC ). The LCs used in this work and exhibiting these phases, were:
octylcyanobiphenyl (8CB), octyloxycyanobiphenyl (8OCB), 4’-transbutyl-4-cyano-
4-heptyl-bicyclohexane (CCN47) and 4-n-pentylphenylthiol-4’-n-octyloxybenzoate
(8¯S5), which will be described in detail in section 3.7. In the following two sections
we will limit ourselves to giving a more detailed description of the characteristics
of the phases that the above liquid crystals exhibit.
1.2 Nematic Order and the Order Parameter
The name nematic has its root from the Greek word νηµα, meaning thread, be-
cause of the thread-like defects often observed in these structures under an optical
microscope. A snapshot of the molecular order characteristic of a nematic LC is
shown in Fig. 1.4. The molecules are free to bounce around, as in a liquid state,
9Figure 1.4. Schematic diagram of the nematic phase.
but two more features are also easily noticeable:
1. The molecules tend to align parallel to each other, i.e., there is long-range
orientational order.
2. The positions of the centers of mass of the molecules are completely random,
i.e., there is no long-range positional order.
The direction the molecules tend to align is represented by the unit vector nˆ
and is known simply as, the “director”. Note that for uniaxial LC molecules, this
is a “headless” vector, i.e., the +nˆ is indistinguishable from −nˆ state. The director
determines only the preferred orientation of the molecules. Depending on thermal
ﬂuctuations, the orientation of individual molecules can deviate a lot from that
of the director. The scalar “order parameter”(S), introduced by Tsvetkov [2],
provides a measure of the magnitude of orientational order, (alignment) along nˆ. In
the most general case the order parameter is a second-rank tensor [3]. However, by
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ignoring any biaxial character of the molecules, and aligning the orientation of the
axis with the local director, this tensor can be split into a scalar order parameter,
S, and a pseudo vector, nˆ, which is the director. The scalar order parameter can
be written in many ways, but the most useful formulation is to ﬁnd the average of
the second Legendre polynomial, as:
S = 〈P2(cos(θ)〉 = 1
2
〈
3cos2θ − 1〉 = 3
2
〈
cos2θ
〉 − 1
2
(1.1)
where, θ is the angle between the axis of an individual molecule and the director,
and the brackets indicate an ensemble average over all molecules. It is interesting
to note that S varies from −1/2 to 1, where −1/2 corresponds to the unstable
case, when all the molecules are perfectly aligned perpendicular to the director.
The most important property of any order parameter, is that it should be zero
in the higher symmetry (disordered) phase and diﬀerent from zero in the lower
symmetry (ordered) phase. When molecules are completely randomly oriented
then S = 0, but, if the molecules are perfectly oriented with the director then S
= 1. The ﬁrst case corresponds to the isotropic liquid phase, while the latter to
the crystalline phase. Typical values of the order parameter, deep in the nematic
phase, lie between 0.6− 0.8.
This deﬁnition of the order parameter is especially suitable for the nematic
phase, which displays cylindrical symmetry and when the director is ﬁxed in space,
which is the case when strong external ﬁelds or ordering surfaces are present. In
bulk, the orientation of molecules, and thus the director, is not dictated by any ex-
ternal inﬂuences. Therefore it can point in any direction in space. Furthermore, it
can change smoothly in diﬀerent parts of the nematic sample, even in the presence
of weak electric ﬁelds or far away from surfaces. If we consider also the motion of
molecules about the long axis (denoted as z ) of the cylindrical symmetry, then an
average non-zero degree of order appears in the two perpendicular x and y axes.
To account for spatial variations and ordering in directions other than the pre-
ferred one, the more general 2nd rank tensor order parameter quantity Qij should
be used. For uniaxial molecules, Qij is given as:
Qij =
1
2
〈3 cos θi cos θj − δij〉 (1.2)
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where, i,j, = x,y,z, denote the axes of the coordinative system, while θi, θj, are the
angles that the orientation of a molecule forms with the axes. It can be proven that
in this case, this tensor is symmetric and traceless, i.e., Qij = Qji and Qxx + Qyy +
Qzz = 0, hence possessing only 5 independent parameters. Note also, that the order
parameter should depend on temperature, since the thermal ﬂuctuations depend
on it. The order parameter is a very important quantity in the characterization
of mesophases and can be measured directly by diﬀerent experimental methods,
like NMR, electron spin resonance, or by methods that measure the electrical or
diamagnetic susceptibilities.
1.3 Smectic Order
The name smectic comes from the Greek word σµηγµα meaning soap, because of
the similarity in properties between them. As already introduced, there are plenty
of smectic phases with diﬀerent degrees of translational order. In this thesis we will
only discuss the fundamental properties of the smectic-A and smectic-C phases.
Snapshot pictures of SmA and SmC phases are illustrated in Fig. 1.5 and Fig. 1.6,
respectively. Again, the molecules are free to bounce around quite randomly as
in the N phase, but in this phase they not only tend to point along the director
but also arrange themselves in layers, i.e., it is more likely for a molecule to spend
more time in the layer plane than in between the layers. This forms stratiﬁed
structures with the director in the SmA phase being parallel to the layer normal,
while in the SmC phase the director forming an angle ω with the layer normal.
Within each layer the molecules are randomly placed forming a 2-d liquid. The
inter-layer interactions are generally much weaker than the in-layer ones, hence
the layers can slide over each other relatively easily. This gives the smectics the
ﬂuid-like properties very similar to soaps, although they are much more viscous
than nematics.
The stratiﬁed structure of them gives rise to a one dimensional density wave.
In fact, the density modulation is almost perfectly sinusoidal; so that the density
of the system can be written in terms of the positional order parameter, Ψ, as:
ρ (z) = ρ0
[
1 + Ψ · exp
(
−i2π
d
z
)]
(1.3)
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where, ρ0 is the average density and d is the layer spacing. The modulus of Ψ,
| Ψ |, is the amplitude of the density modulation, and is the most important part
of the order parameter. The phase of Ψ merely describes where the layers are
located relative to a ﬁxed coordinative system. Typical values for | Ψ | are much
less than one, and they decrease with increasing temperature.
Depending on the relation between the layer spacing d and the length l of the
molecule, the SmA or SmC can form diﬀerent subclasses. For example, for polar
LCs like 8CB, when d has a value between l and 2l the partial bilayer phase
Figure 1.5. Schematic diagram of the monolayer Smectic-A phase (SmA1 or SmAm).
The quantity l is the molecular length, d is the layer spacing, dˆ is the layer normal, and
nˆ is the director.
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is called a smectic-Ad phase (SmAd). When d = l, or d = 2l, then the phases
are called respectively smectic-A1 (SmA1) and smectic-A2 (SmA2). For nonpolar
LCs like 8¯S5, there is only one single possibility d  l, and this phase is just called
smectic-A (SmA or sometimes SmAm).
Figure 1.6. Schematic diagram of the monolayer Smectic-C phase. The quantity l
is the molecular length, d is the layer spacing, nˆ is the director. The tilt direction is
described by the angle ω between the director nˆ and the layer normal dˆ, and by the
azimuthal angle φ for the director about the layer normal.
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1.4 Thermodynamics
The bulk of the material presented in this thesis will involve parameters like heat
capacity, enthalpy, latent heat, entropy, etc. In this section will be given a brief
review of the basic deﬁnitions of these parameters, as well as some of the basic
thermodynamic relations among them. A good review can be found in reference [4].
One key concept in thermodynamics is the state of a system. A system is
in a deﬁnite state when it is at equilibrium under a speciﬁc set of conditions. In
a state, the system is described by diﬀerent parameters which are a function of
the state only, not of the path by which the system got there. These parameters,
like temperature, pressure, volume, internal energy, enthalpy, entropy, Gibbs free
energy etc., are called thermodynamic potentials or state functions. The
relationships between them form the so called equations of state. A very simple
equation of state for example, is the ideal gas law. Below are given the deﬁnitions
of the Internal Energy of the system U, the Enthalpy H, and the Gibbs Free
Energy G, in their diﬀerential form.
dU = TdS − PdV (1.4a)
dH = TdS − V dP (1.4b)
dG = −SdT + V dP (1.4c)
Equation 1.4a is another expression of the First Law of Thermodynamics :
dU = d¯Q+ d¯W (1.5)
which means: A change in system’s internal energy U = Heat ﬂow into
the system Q + Work done on the system W. Note that d¯Q is a small
amount of heat, and is not the diﬀerential of a heat function Q. Similarly for d¯W ,
it is not the diﬀerential of a work function W . But dU is the diﬀerential of the
internal energy function U .
A very important quantity, which will be mentioned the most here, is Heat
Capacity. It is a measure of the amount of heat necessary to raise the temperature
of the material by one degree. The heat capacity per unit mass, or the Speciﬁc
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Heat Capacity is a unique property of the material. From its deﬁnition this
property is a measure of the energetics of the system and as such, responds to all
thermal excitations present in the system. Mathematically it can be expressed as:
Cx =
(
d¯Q
dT
)
x
= T
(
∂S
∂T
)
x
(1.6)
where, d¯Q is the heat going in or out, dT is the temperature response, ∂S is the
change in entropy and x is a conjugate variable that is held constant during the
process. If x is the volume, then Cv is the isochoric heat capacity, and if x is the
pressure Cp is the isobaric heat capacity. The latter one can be written in terms
of other thermodynamic potentials:
Cp =
(
d¯Q
dT
)
p
=
(
∂U
∂T
)
p
+ p
(
∂V
∂T
)
p
=
= T
(
∂S
∂T
)
p
=
(
∂H
∂T
)
p
= −T
(
∂2G
∂T 2
)
p
(1.7)
So, by knowing the heat capacity one can ﬁnd the change in the enthalpy δH
or the entropy ∆S of the system, when going from state 1 to state 2, by simply
integrating the heat capacity:
δH = H2 −H1 =
∫ 2
1
CpdT (1.8a)
∆S = S2 − S1 =
∫ 2
1
Cp
T
dT (1.8b)
Another quantity is the Latent Heat, (∆H), which is the amount of energy re-
leased in a ﬁrst order transition. It is deﬁned from the relation:
∆H = T∆S = T (Sa − Sb) (1.9)
where, Sa and Sb are the entropies of the coexisting phases at the transition. Thus
calorimetric studies provide a direct measure of the system’s free energy.
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1.5 Phase Transitions
Although phases are conceptually very simple, they are hard to deﬁne precisely.
A good deﬁnition of the phase of a system is a region in the parameter space
of the system’s thermodynamic variables in which the free energy is analytic, i.e.,
the free energy and all its derivatives like entropy, heat capacity, magnetization,
etc., are continuous. When a system goes from one phase to another, there will
generally be a stage where the free energy is non-analytic. This is known as a
phase transition. Familiar examples of phase transitions are melting (solid to
liquid), freezing (liquid to solid), boiling (liquid to gas), and condensation (gas to
liquid). Due to this non-analyticity, the free energies on either side of the transition
are two diﬀerent functions, so one or more thermodynamic properties will behave
very diﬀerently after the transition. The property most commonly examined in this
context is the heat capacity. During a transition, the heat capacity may become
inﬁnite, jump abruptly to a diﬀerent value, or exhibit a “kink” or discontinuity in
its derivative.
Ehrenfest classiﬁcation
The ﬁrst attempt at classifying phase transitions was the Ehrenfest classi-
ﬁcation scheme, which grouped phase transitions based on the degree of non-
analyticity involved. Ehrenfest proposed that phase transitions could be classiﬁed
as ‘nth order ’ if any nth derivative of the free energy with respect to any of its argu-
ments is discontinuous at the transition. Under the Ehrenfest classication scheme,
there could in principle be third, fourth, and higher-order phase transitions.
Modern classiﬁcation of phase transitions
But the Ehrenfest scheme is an inaccurate method of classifying phase transi-
tions, for it is based on a mean-ﬁeld theory of phases (to be described in a Chap. 2).
Mean-ﬁeld theory is inaccurate in the vicinity of phase transitions, as it neglects
the role of thermodynamic ﬂuctuations. For instance, it predicts a ﬁnite discon-
tinuity in the heat capacity at the ferromagnetic transition, which is implied by
Ehrenfest’s deﬁnition of “second-order” transitions. In real ferromagnets, the heat
capacity diverges to inﬁnity at the transition.
In the modern classiﬁcation scheme, phase transitions are divided into two
17
broad categories, named similarly to the Ehrenfest classes:
1. The ﬁrst-order phase transitions are those that involve a latent heat.
During such a transition, a system either absorbs or releases a ﬁxed (and
typically large) amount of energy. Because energy cannot be instantaneously
transferred between the system and its environment, ﬁrst-order transitions
are associated with the “two-phase coexistence region,” in which some
parts of the system have completed the transition and others have not. Sys-
tems in the two-phase coexistence region are diﬃcult to study, because their
dynamics are hard to control. However, many important phase transitions
fall in this category, including the solid/liquid/gas transitions.
2. The continuous phase transitions, which are also called second-order
phase transitions, have no associated latent heat. Examples of second-
order phase transitions are the ferromagnetic transition, the superﬂuid tran-
sition, and Bose-Einstein condensation.
3. A subclass of the continuous phase transitions are the so called inﬁnite-
order phase transitions. They are continuous but break no symmetries.
The most famous example is the Kosterlitz-Thouless [5] transition in the
two-dimensional XY model.
1.5.1 Properties of Phase Transitions
1.5.1.1 Critical Points
Critical points are usually associated with continuous phase transitions. One of
the best known examples is that of a ferromagnet. At high temperatures and zero
external ﬁeld the system is in the paramagnetic phase. Any spin at any time points
in all possible directions with equal frequency, thus the system as a whole has a zero
net magnetization. Below the critical temperature, Tc, the spins tend to align
along a particular direction in space even in the absence of an external ﬁeld. The
onset of this behavior is, as mentioned above, an example of a continuous phase
transition, and the net magnetization M(T) can be used as an order parameter for
the transition.
18
Figure 1.7. (a) Phase transition ending in a critical point (CP). (b) Phase transition
with a tricritical point (TCP).
Other examples of critical points may include special points in the phase dia-
gram of certain systems. The best known example of such a special critical point is
that of a system containing liquid and gaseous phases. Below the so called critical
temperature and/or critical pressure the transition from one phase to the other is
ﬁrst order; there is a discontinuous jump in the density 1. Near the critical point,
the ﬂuid is suﬃciently hot and compressed that the distinction between the liquid
and gaseous phases is almost non-existent. At the critical point the transition
between liquid and gas becomes second-order. The density discontinuity becomes
zero, but there is an inﬁnite singularity in the temperature and pressure derivatives
of the density. Above the critical point the transition ceases to exist, since there
is no way to tell one phase from the other. So, it is possible to go from one phase
to the other without undergoing a phase transition. See Fig 1.7(a). However, if
the transition involves a change in symmetry, then there is a way to tell one phase
from the other, although the order parameter is not discontinuous. In this case, the
order parameter discontinuity decreases with increasing temperature and pressure
to a point where it becomes zero, the so called “tricritical point.” The transition
1Note that in this example the density diﬀerence, ρliquid - ρgas, is the order parameter for the
transition.
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continues to exist above the tricritical point, where it simply changes from ﬁrst to
second-order. This is illustrated in Fig 1.7(b).
In many cases the number of variables that drive the transition is higher than
one, for instance, the electric or magnetic ﬁelds, concentration, chemical potential,
stresses etc. In this case the phase diagram becomes multi-dimensional and the
critical points become lines or surfaces or hyper-surfaces. Moving on this line (sur-
face), one may reach special points (lines or surfaces), at which some properties
of the transition change abruptly. These points are referred to, as a multicrit-
ical points, and their dimensionality can be higher than one. Thus there exist
bicritical, tricritical, tetracritical or higher-order critical points.
1.5.1.2 Symmetry
In the ferromagnetic transition mentioned above, the system goes from the para-
magnetic phase, where it displays a fully rotational and translational symmetry,
to the ferromagnetic phase, where the rotational symmetry is broken (since the
random direction that was picked by the magnetization is the preferred direc-
tion). Phase transitions often (but not always, for instance the liquid-gas transition
breaks no symmetry) take place between phases with diﬀerent symmetry.
Typically, the more symmetrical phase is on the high-temperature side of a
phase transition, and the less symmetrical phase on the low-temperature side. This
is certainly the case for the solid-ﬂuid and ferromagnetic transitions. The transi-
tion from the more symmetrical phase to the less symmetrical one is a symmetry-
breaking process. In the ﬂuid-solid transition, for example, we say that a continu-
ous translational symmetry is broken.
The presence of symmetry-breaking (or nonbreaking) is important to the be-
havior of phase transitions. It was pointed out by Landau that, given any state
of a system, one may unequivocally say whether or not it possesses a given sym-
metry. Therefore, is not possible to analytically (continuously) ‘deform’ a state in
one phase into another phase possessing a diﬀerent symmetry. This means, for ex-
ample, that it is impossible for the solid-liquid phase boundary to end in a critical
point like the liquid-gas boundary. However, symmetry-breaking transitions can
still be either ﬁrst or second order.
This happens because the full Hamiltonian of a system usually exhibits all the
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possible symmetries of the system, whereas the low-energy states lack some of
these symmetries (this phenomenon is known as spontaneous symmetry breaking.)
At low temperatures, the system tends to be conﬁned to the low-energy states. At
higher temperatures, thermal ﬂuctuations allow the system to access states in a
broader range of energy, and thus more of the symmetries of the Hamiltonian.
When symmetry is broken, one needs to introduce one or more extra variables
to describe the state of the system. For example, in the ferromagnetic phase
one must provide the net magnetization, whose direction is spontaneously chosen
when the system cooled below the Curie point. Such variables are instances of
order parameters. However, note that order parameters can also be deﬁned for all
types of transitions, whether or not they are related to some measurable quantity,
or are pure abstract constructions.
1.5.1.3 Critical Exponents and Universality Classes
Continuous phase transitions are easier to study than ﬁrst-order transitions due
to the absence of latent heat, and the two-phase coexistence. They have been
discovered to have many interesting properties. The phenomena associated with
continuous phase transitions are called critical phenomena, due to their asso-
ciation with critical points.
It turns out that continuous phase transitions can be characterized by param-
eters known as critical exponents. For instance, let us examine the behavior of
the heat capacity near such a transition. We vary the temperature T of the system
while keeping all other thermodynamic variables ﬁxed, and ﬁnd that the transition
occurs at some critical temperature Tc. When T is near Tc, the heat capacity C
typically has a power law behavior:
C ∝
∣∣∣∣T − TcTc
∣∣∣∣−α = |t|−α (1.10)
where t = T−Tc
Tc
is known as the reduced temperature. The constant α is the
critical exponent associated with the heat capacity. Of course we must always
expect that over any ﬁnite range there will be some correction terms. Thus, even
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for an asymptotically pure power law, one will generally have
C = A |t|−α
(
1 +D1 |t|∆1 + D2 |t|∆2 + ....
)
(1.11)
where A is known as the amplitude and the terms inside the brackets are known
as corrections to scaling terms with their amplitudes Di’s and correction to
scaling exponents ∆i’s. On approaching the transition from t
+ or t− one would
expect two amplitudes, A+ and A−, two critical exponents α+, α−, two correction
to scaling amplitudes D±i ’s and exponents ∆
±
i for each term. It was not until
the advent of the renormalization group theory that it was ﬁnally explained why
α+ = α− = α, and ∆+i = ∆
−
i = ∆i. Depending on the universality class (to be
explained right after), the renormalization group theory gives predictions for the
leading exponent α, and for the ratios A−/A+, D−/D+. The correction to scaling
exponent is also predicted to be ∆1 ≈ 0.5, in many real situations.
The critical exponent α must be less than 1 in order for the transition to have
no latent heat. Its actual value depends on the type of phase transition we are
considering. For -1 < α < 0, the heat capacity has a large but ﬁnite value at
the transition temperature. This is the behavior of liquid helium at the “lambda
transition” from a normal state to the superﬂuid state, for which experiments
have found α = -0.013±0.003 [6]. For 0 < α < 1, the heat capacity diverges at the
transition temperature (though, since α < 1, the divergence is not strong enough
to produce a latent heat.) An example of such behavior is the 3-dimensional
ferromagnetic phase transition. In the three-dimensional Ising model for uniaxial
magnets, detailed theoretical studies have yielded the exponent α ∼ 0.110.
Some model systems do not obey a power-law behavior. For example, mean
ﬁeld theory predicts a ﬁnite discontinuity of the heat capacity at the transition
temperature, and the two-dimensional Ising model has a logarithmic divergence.
However, these systems are an exception to the rule. Most phase transitions exhibit
power law behavior. Several other critical exponents - β, γ, δ, ν, and η - are deﬁned.
Each of them determines the power law behavior of a measurable physical quantity
near the phase transition. Their deﬁning relations are shown in Table 1.1.
The importance of critical exponents is that they are universal, i.e., they depend
only on the spatial dimensionality of the system and the number of components of
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Heat Capacity C ∼ |t|−α
Order Parameter 2 m ∼ |t|−β
Susceptibility χ ∼ |t|−γ
Correlation Length ξ ∼ |t|−ν
Pair Correlation Function (t=0) 3 G(r) ∼ r−(d−2+η)
Equation of State (t=0) 4 m ∼ H−1/δ
Table 1.1. Summary of the deﬁnitions of the standard critical exponents in the language
of magnetic systems.
the order parameter. They are insensitive to the underlying microscopic properties
of the system, or the details of the interactions. It is a remarkable fact that
phase transitions arising in diﬀerent systems often possess the same set of critical
exponents. This phenomenon is known as universality. For example, the critical
exponents at the liquid-gas critical point have been found to be independent of the
chemical composition of the ﬂuid. More amazingly, they are an exact match for
the critical exponents of the ferromagnetic phase transition in uniaxial magnets.
Systems that share the same set of critical exponents are said to be in the same
universality class. The critical exponents are not completely independent. They
are related by scaling relations. Some of the critical exponents relations are
given in Table 1.2.
Fisher γ = ν(2− η)
Josephson 5 νd = 2− α
Rushbrooke (α + 2β + γ = 2
Widom γ = β(d− 1)
Table 1.2. Scaling relations between the critical exponents.
Universality is a prediction of the renormalization group theory of phase transi-
tions [7]. The ideas of universality appear to be also applicable to phase transitions
in complex ﬂuids: liquid crystals, polymers and polymer solutions, microemulsions,
ﬂuids in porous media, gels, and foams. Large ﬂuctuations, strong susceptibility
to external perturbations, and mesoscopic structure are characteristic for all such
2m = M/V is the magnetization density. See section 2.2 for typical magnetic systems.
3d is the dimensionality of the system.
4H is the magnitude of the external magnetic ﬁeld.
5This is also known as the hyperscaling relation because it is the only one that has the
dimensionality d explicitly in it.
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systems.
The world around us is full of phenomena for which the language of phase tran-
sitions, either the usual thermodynamics, dissipative or geometrical (percolation),
appears to be the most appropriate. Spontaneous symmetry breaking in the early
stages of the evolution of the Universe, and the beginning of life on Earth are
but the most exciting examples. The ideas of universality unify under the same
theoretical approach ﬁelds as diverse as earthquake science to neural networks and
the human brain, from superconductivity to galaxy clustering, from the biological
self-organization of molecules to forest ﬁres [8, 9]. Our research in liquid crystals
is a part of this fascinating science.
1.5.1.4 Finite Size and Crossover Eﬀects
The ﬁnite size of a system is expected to clearly aﬀect its phase transitional be-
havior [10, 11]. On pure thermodynamic grounds there is no true second order
phase transition except for inﬁnite size systems i.e., in the thermodynamic limit.
In practice the thermodynamic limit is not relevant since our instrumental reso-
lution is not perfect, and thus we are insensitive to changes that come from the
system’s ﬁnite size (provided that the system is big). As a rule of thumb, ﬁnite
size eﬀects become important when the bulk correlation length of the system
becomes comparable to its size, or to the distance between the conﬁning surfaces.
As a result, in simple ﬁnite size scaling, (FSS) the bulk critical correlations are
cut oﬀ by this distance, which will correspond to a minimum reduced temperature,
below which the transition gets truncated. When these surfaces are arranged ran-
domly, with high void connectivity, the distance between the surfaces may not be
the maximum length in the system, as is our case with the aerosil gel. The ﬁnite
size of the system will lead in general to the following calorimetric eﬀects:
1. Premature truncation of the transition.
2. Suppression of the heat capacity maximum.
3. Suppression of the transition enthalpy.
4. Saturation in the growth of the ordered phase, for the case of a transition
that breaks a continuous symmetry. This prevents the system from attaining
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long range order (LRO), and thus may complicate or even prevent the system
to attain its critical asymptotic scaling regime.
Crossover phenomena rise as a consequence of the failure of a system to
attain its critical asymptotic scaling regime. This can occur for several reasons:
1. Small external ﬁelds may be present. This is the case for very pure transitions
where, for instance, the eﬀect of the Earth’s gravity or magnetic ﬁeld can be
sensed.
2. Weak interactions neglected in the Hamiltonian may break the symmetry
and generate ﬂows toward other ﬁxed points 6. Small neglected anisotropies
in the interactions, may be an example of this case.
3. Disorder under certain conditions inﬂuences the critical behavior. This case
certainly applies to almost all systems, since very rarely one will ﬁnd pure
systems in a real situation. This is the case we are mostly interested in
this study, where the disorder is introduced on purpose. It was shown by
Harris [12] that if α < 0 the behavior of the system is not aﬀected. For
α > 0 the system will move towards its underlying critical behavior. The
case α = 0 is a marginal case. This simple heuristic criterion is known as the
Harris Criterion.
6In renormalization group (RG) theory, the recursive application of a “well designed” renor-
malization group transformation, generates ﬂows (trajectories) in the space of Hamiltonians.
These ﬂows usually will come to an asymptotic halt at a ﬁxed point of the RG. The nontrivial
ﬁxed points represent critical states. Furthermore, each point deﬁnes (in general) a completely
new universality class. From each critical ﬁxed point there will be at least two “unstable” or
outgoing trajectories. These correspond to one or more relevant variables (like temperature
and external magnetic ﬁeld in the case of magnetic systems). If there are further relevant tra-
jectories, than one can expect crossover to a diﬀerent critical behavior, since these trajectories
may lead to other ﬁxed points. See Ref. [7] for more details.
Chapter 2
Theory
2.1 Landau-DeGennes Theory of Phase Transi-
tions
Landau theory of phase transitions is a phenomenological theory based on general
considerations of symmetry and analyticity. As such it applies, at least in spirit,
to all types of phase transitions. Landau theory postulates that
1. The free energy of the system F (known as the Landau Free Energy
(LFE) or the Landau functional) can be written as a function of the
order parameter Q and the coupling constants Ki.
2. The state of the system is speciﬁed by the absolute minimum of F with
respect to Q.
3. All the thermodynamic functions can be calculated by diﬀerentiating F as if
it was the real Gibbs free energy. It turns out that the Landau free energy
is related to the Gibbs free energy, but they are not identical.
4. Close to a phase transition the LFE can be expanded in a power series
in terms of Q where only the terms compatible with the symmetry of the
system are included. So the free energy density for homogenous systems will
be given as:
f ≡ F
Ω
=
∞∑
n=0
an([K], t) Q
n (2.1)
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where Ω is the volume of the d -dimensional system and an’s are phenomeno-
logical constants that may be temperature dependent.
For inhomogeneous systems, where the order parameter varies in space, i.e.,
Q = Q(r) the free energy is given by,
F =
∫
Ω
ddr
[
f([K], t, Q(r)) +
1
2
γ (∇Q(r))2
]
(2.2)
where the ﬁrst term is the homogenous LFE density of Eq. 2.1, while the
second term is proportional to the square of the gradient of Q(r). This term
is added in order to allow for a smooth variation of Q(r) across the sample.
A simple minimization without this term would minimize F without taking
into account the fact that, wildly spatially varying Q(r) is energetically
not favorable . The proportionality constant γ is another phenomenological
constant, whose value should be positive. Its temperature dependence is
generally very weak as to be negligible near Tc.
For continuous transitions where the order parameter is vanishingly small close
to Tc, i.e., Q → 0 as t → 0, the LFE expansion is assumed to be correct. In this
case, the state of the system is speciﬁed by the absolute minimum of the Q, i.e.,
∂f
∂Q
= a1 + 2a2Q + 3a3Q
2 + 4a4Q
3 + O(Q4) = 0 (2.3)
where we have expanded up to O(Q4). For T > Tc, Q ≡ 0. Hence a1 = 0.
Now lets consider the symmetry constraints in the spatially homogenous case
for simplicity. Consider a case where the Hamiltonian of the system is symmetric
with Q, i.e., H(Q) = H(−Q). As a consequence F (Q) = F (−Q). The evenness of
F in this case implies that,
a3 = a5 = a7 = .... = 0 (2.4)
thus the LFE up to O(Q6) becomes,
f = f0 + a2([K], t)Q
2 + a4([K], t)Q
4 + O(Q6) (2.5)
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In this case only by symmetry arguments the odd power terms are all zero.
However, for many systems these terms are not zero. A detailed discussion of all
diﬀerent cases is outside the scope of our thesis. The reader might ﬁnd valuable
insights in the literature for other systems [13].
If the system is under the inﬂuence of external ﬁelds, is in contact with surfaces,
or the material’s elasticity is considered, then additional terms corresponding to
the respective free energies should be added to the homogenous Landau free energy
density.
For ﬁrst order transitions this expansion is still possible and meaningful, al-
though at Tc the order parameter jumps from 0 in the disordered phase, to a ﬁnite
but not vanishingly small value in the ordered phase. In this case the cubic term
in the expansion must exist, to account for the discontinuity in Q on both sides of
Tc. Thus, if there is no symmetry argument to force the cubic term coeﬃcient to
be zero, then this term will cause a ﬁrst order transition to occur most of the time.
The existence of the cubic term in the LFE expansion does not mean automat-
ically that the transition will be ﬁrst order. There are systems whose symmetry
allows for the cubic term although they show a continuous transition [14, 15]. Fur-
thermore, Landau’s theory is a mean ﬁeld theory. As such it neglects the eﬀect of
ﬂuctuations, which can eﬀect strongly the character of a transition, by driving it
to ﬁrst or second order, depending on the case.
2.1.1 I-N Transition
DeGennes built a detailed mean ﬁeld theory, based on the Landau theory, that
describes at least qualitatively the main characteristics of the LCs and their phase
transitions [3]. For the I-N transition the full Landau-DeGennes free energy den-
sity is:
f = f0 +
1
2
A ·QαβQβα − 1
3
B ·QαβQβγQγα + 1
4
C · (QαβQβα)2
+ D (∇Qαβ)2 + L (n̂ · ∇Qαβ)2 + fBE + fSE + fEM + O(Q5) (2.6)
where Qαβ is the symmetric and real second rank tensor order parameter, A,B,C,D
and L are phenomenological parameters that may be in general temperature de-
pendent. To correctly account for the behavior of most LCs, only the parameter
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A needs to depend on temperature, as:
A = a(T − T ∗) (2.7)
where, a is some phenomenological constant and T ∗ is the lowest temperature
for the isotropic stability, or namely the supercooling temperature. The last three
terms fBE, fSE and fEM contain respectively the bulk elastic free energy (otherwise
known as Frank elastic free energy), surface elastic free energy (if the system is
conﬁned by surfaces), and electromagnetic interaction free energies (if the system is
under some external electromagnetic ﬁeld). The terms that contain the gradient of
the order parameter account for the spatial variations of the latter. The existence
of the cubic term in the free energy makes the I-N transition ﬁrst order for the
mean ﬁeld theory description. The heat capacity in the nematic phase diverges
close to TIN as
C ∼ |t|−0.5 (2.8)
where t = (T ∗∗ − T )/Tc, and T ∗∗ is the superheating temperature of the nematic
phase. In the Isotropic phase C = Cp0 is constant. At T
∗∗ the heat capacity shows
a step-like discontinuity equal to
∆Cp =
2a2
C
(2.9)
2.1.2 N-SmA Transition
A natural choice for the order parameter of the N-SmA transition is a scalar equal
to the amplitude of the density modulation of the smectic phase, as given by
Eq. 1.3. In the nematic phase |Ψ| = 0, whereas in the smectic phase this becomes
increasingly bigger. With this order parameter, and since the ± Ψ values diﬀer
only in the choice of the origin of the coordinative system, the free energy density
of the system can be written as:
fs = fs0 +
1
2
as|Ψ|2 + 1
4
bs|Ψ|4 + 1
6
cs|Ψ|6 + .... (2.10)
where, as  α(T − TNA). Below TNA, as vanishes and above TNA, as is positive.
With this approximation alone one could have a second order transition.
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However, there are a lot of other complications that can not be neglected.
A more thorough model must include in the free energy all the eﬀects that are
considered separately in diﬀerent models. Some of the most important are:
1. The coupling between the magnitude of the nematic order parameter, S,
and the smectic-A order parameter Ψ, adds a term to the free energy which
to lowest order can be given as: f1 = −C|Ψ|2δS, where δS = S − SA, is
the increase in the nematic order that comes from the smectic ordering of
molecules. This coupling will eﬀect the coeﬃcient b in Eq. (2.10), and can
drive the N-SmA transition from XY-like1 (b  0), to tricritical (b = 0), to
weakly ﬁrst order (b < 0), with increasing nematic susceptibility (χN)
2.
2. The director ﬂuctuations in the nematic phase as in Ref. [17, 18]. This
coupling adds a term of the form fnˆ = −Cnˆ|Ψ|2δnˆ to the LFE, and leads to
anisotropic smectic correlation lengths in the parallel (χ‖) and perpendicular
(χ⊥) directions to the nematic director nˆ.
3. The nematic elastic free energy fN = fN(S0) +
1
2χ
(δS)2.
4. The layer ﬂuctuations in the smectic phase.
5. The coupling between the full tensor nematic order parameter (not only
the scalar amplitude) with the smectic order parameter as in the model of
Keyes [19]
The De Gennes model modiﬁes the Landau simple model by adding the eﬀects
of the Frank elasticity energy and from the coupling to the amplitude of the nematic
order parameter. With these additions the model exhibits ﬁrst or continuous phase
transitions and belongs to the 3D-XY Heisenberg magnet, universality class (the
same with the normal to superconductor transition). So far no theory exists that
can explain the richness of experimental ﬁndings. The critical exponents for the
N-SmA transition are not quite the same as those of the 3D-XY universality class.
So the exponent α for most of the liquid crystals that were studied in this work
1See section 2.2.2 for the details of the XY model.
2The nematic susceptibility (χN ) is directly related to the McMillan ratio (RM = TNA/TIN ).
See the following paragraph and Ref. [16] for the details.
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were far from α3D−XY = −0.013. The correlation length critical exponent ν in
the model is a single value ν3D−XY = 0.699, while experimentally the correlation
length is anisotropic and ν‖ = ν⊥.
A very thorough compilation of the available data shows that the eﬀective
critical exponents, found experimentally, mostly lie between the 3D-XY and tri-
critical values [20]. Furthermore their behavior is dependent on the McMillan ratio
(RM = TNA/TIN). In general, the bigger the McMillan ratio (the closer the TNA
is to TIN) the more tricritical-like the exponents become, in qualitative agreement
with what McMillan suggested in his theory [16].
2.1.3 SmA-SmC Transition
The onset of the Smectic-C order can be characterized by the two real parameters,
the tilt angle ω and the azimuthal angle φ, or equivalently, by the complex number
 = ω expiφ (2.11)
This order parameter is analogous with that for the superﬂuid helium transition.
Of course, a change in the phase angle φ does not modify the free energy, so the free
energy expression is the same with the N-SmA free energy. This analogy makes
the SmA-SmC transition display the following characteristics, in the mean ﬁeld
approximation:
1. The transition may be continuous or ﬁrst order in special circumstances.
When it is continuous the critical exponents fall in the 3D-XY class.
2. The coupling between the tilt angle and layer thickness and other couplings,
bring the system close to tricriticality. This was suggested even in the absence
of these arguments [3, 21]
2.2 Quenched Random Disorder Models
In the theory of quenched random disorder models play a big role. Among the most
popular models are the Ising model and the Heisenberg model. Both of them are
very simple models of magnetic spins in a lattice with nearest neighbor or longer
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order interactions. What seems very easy to state and formulate as a problem is,
surprisingly, sometimes very diﬃcult and nontrivial to solve. The problem becomes
increasingly more complex with the introduction of external ﬁelds, disorder or
conﬁnement eﬀects. So far, there are exact solutions for these systems only in a
few simple cases, 1-d or 2-d, or in dimensions higher than 4. The 3-d cases are
generally very diﬃcult to solve exactly. Although the Hamiltonian for these models
is often written in terms of spin variables and the language used is for magnetic
systems, these models are applicable to many non-magnetic systems.
The dimensionality of a system is very important in determining whether there
is a phase transition, and if so, its critical properties. Of particular interest are the
so called lower critical dimension and upper critical dimension. When the
spatial dimensionality is low, the role of ﬂuctuations becomes important, driving
Tc to lower values. The dimension below which the transition occurs at
Tc = 0, is called the lower critical dimension. When the spatial dimension of
a system is high, the opposite happens. The high connectivity of the system makes
ﬂuctuations less important and eventually mean ﬁeld theory becomes exact at the
upper critical dimension. So the upper critical dimension is the dimension
above which mean ﬁeld theory is exact.
2.2.1 Random Field Ising Model
The Ising Model is probably one of the simplest and best known order-disorder
models. It has been a popular starting point of many theoretical considerations.
Its Hamiltonian is given by:
H = J
∑
<ij>
sisj −H
∑
i
si (2.12)
where si can have only ±1 values, i,j, are the site numbers, J denotes the strength
of the exchange interaction between spins, and H is a uniform external ﬁeld applied
to the system. The lattice on which the spins reside is d-dimensional. At low
temperature the system becomes ferromagnetic when J < 0, or anti-ferromagnetic
when J > 0. The order parameter of the system is the magnetization of the system,
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M :
M =
1
N
∑
<i>
si . (2.13)
The above Hamiltonian can be easily expanded to that of the Random Field
Ising Model (RFIM) to include disorder.
H = J
∑
<ij>
sisj −
∑
i
hisi −H
∑
i
si (2.14)
where hi is a random ﬁeld at each spin site i, that satisﬁes the following conditions:
〈hi〉
r = 0;
〈
h2i
〉

r
= h20; (2.15)
where the 〈 〉
r indicate spatial averages. The direction and value of the ﬁeld may
be chosen randomly, but once chosen it remains ﬁxed in time and space; hence the
name Quenched. The external ﬁeld is usually set to zero, (H = 0) in order not
to further complicate the problem.
If the random ﬁeld is very strong, i.e., when h0  J , then, at low temperature,
each spin will just follow the random ﬁeld direction which is ﬁxed. The most
interesting case is for weak and very weak disorder strength h0  J , or h0 
J , for which there is a competition between the ordering eﬀect of the exchange
interaction J and the disordering eﬀect of the random ﬁeld. The random ﬁeld
dramatically changes the nature of the transition even in the very weak limit. For
example, ordering of the 2-d Ising model that was solved exactly by Onsager [22],
is completely destroyed by the introduction of any ﬁnite random ﬁeld.
2.2.2 Random Field XY Model
A model that is more relevant to the current study is the Random Field XY Model
(RFXYM). This model shows a planar (XY) continuous symmetry, since the spins
are conﬁned to rotate in a plane. Furthermore, they are classical unit vectors, and
not quantum spins as in the Ising model. As such they are allowed to get any value
between ±1. The order parameter of the system is once again the magnetization of
the system M = (Mx,My). The order parameter has only 2 components, although
the dimensionality of the system (the lattice) may be d = 1,2,3,4 . . ... Spontaneous
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symmetry breaking can occur at non-zero temperature for d > 2. For d = 2, the
Kosterlitz - Thouless phase transition occurs, although its order parameter is not
the magnetization.
The Hamiltonian for the RFXYM can be written as:
H = J
∑
<ij>
sisj −
∑
i
hisi − H
∑
i
si (2.16)
Again, we consider only the case without any applied uniform external ﬁeld ( H =
0), and the random ﬁeld h(r) satisﬁes the conditions:〈
hi
〉

r
= 0
〈
h · h
〉

r
= h20 = 0 (2.17)
2.3 Predictions of Random Field Theories
2.3.1 Imry - Ma Domain - Wall Argument
It is now believed that there is no long range order in random ﬁeld XY magnets,
with quenched disorder, in less than 4 dimensions. This comes as a consequence
of the classical domain wall argument of Imry and Ma [23]. According to this
argument, the energy cost to create a domain of size R, in a pure system, comes
from the energy of the broken bonds on the domain walls. If it is an Ising system
the energy cost is simply proportional to the surface area, while for a continuous
symmetry type system the energy cost is optimized by a continuous rotation of
the order parameter over a distance comparable to R. Thus,
Ecost(Ising) ∼ JRd−1 (2.18)
Ecost(XY ) ∼ JRd−2 (2.19)
So for pure systems, there is no long range order if the d≤ 1 and d≤ 2 for the
Ising model or continuous symmetry systems, respectively.
In the presence of disorder, the energy gain is of the order ∼ Rd/2. Thus, the
net energy cost to form a domain can be written as:
Ecost(Ising) ∼ JRd−1 − h0Rd/2 (2.20)
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Ecost(XY ) ∼ JRd−2 − h0Rd/2 (2.21)
Therefore, whenever
d/2 ≥ d− 1 ⇒ d ≤ 2, for RFIM (2.22)
d/2 ≥ d− 2 ⇒ d ≤ 4, for RFXYM (2.23)
there will be some suﬃciently large R, for which it will be energetically favorable
to have domains of size R even with an arbitrarily small random ﬁeld. As seen
from the above argument the lower critical dimension for the RFIM and RFXYM
are 2 and 4, respectively. This means that no true phase transition is expected in
the 3-d case of the RFXYM, (3DXY ).
The Imry-Ma, domain wall argument, is not quite exact because:
1. No consideration is given to thermal ﬂuctuations and entropic eﬀects.
2. Only smooth domain walls were considered.
3. No consideration is given to the existence of domains within domains.
Therefore, a more elaborate theoretical treatment is needed to prove or disprove
the existence of true long range order in the case of d < 4 of the RFXYM.
Chapter 3
Experimental Techniques
3.1 AC Calorimetry
3.1.1 Introduction to AC Calorimetry
AC calorimetry was introduced by Sullivan and Seidel [24], and Handler et al. [25],
simultaneously in 1968. Today it has become a classical method, well-established,
widely used, and most of all, very reliable. Among the diﬀerent techniques that are
capable of measuring the heat capacity, AC calorimetry is very suitable for scien-
tiﬁc purposes. This is because the AC technique has several advantages compared
to other calorimetric methods, that measure the heat capacity:
1. Extremely high relative caloric sensitivity. Results better than 0.001% at low
temperatures are typical.
2. Very wide temperature range, from 50 mK to above 3000 K
3. Very high temperature resolution (in the µK range)
4. Small and very small sample mass, ranging from µg to mg yield reasonably
good signal. This is, potentially, a very crucial factor when large batches of
material are not readily available, or very diﬃcult to make, such as the case
for thin ﬁlm studies and superconductors.
5. The best method for studying samples under extreme environments, such as
high pressure, high ﬁelds, and or very low temperatures. Because of the oscil-
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lating signal, this method can be used even under mechanically or electrically
noisy environment, by implementing ﬁltering or lock-in techniques.
6. Appropriate for taking data in scanning temperature mode or stepwise tem-
perature mode, in heating, cooling, or even under isothermal conditions.
7. Appropriate to study the dependence on the frequency, electric or magnetic
ﬁeld, pressure, concentration etc., under isothermal conditions.
8. It can be extended to give information about other sample characteristics
like thermal conductivity or the dynamic heat capacity Cp(ω)
Our calorimeters can be operated in three diﬀerent temperature scanning modes;
stepwise, scanning or time mode (isothermal). The latter can be used to study de-
pendencies of the heat capacity on parameters other than temperature. All three
modes are completely computer controlled through a single program, which can
alternate between them, as speciﬁed from the user. In the scanning temperature
mode the normal scanning speeds lie between 20 and 200 mK/hour, but we can use
much faster scan rates in preliminary studies when the only purpose is to identify
the transition temperatures.
The technique and even the design of the actual calorimeter at WPI is very
versatile; it allows the user to extract latent heat information by means of theNon-
Adiabatic Scanning (NAS) calorimetry, with exactly the same setup. This
overcomes the one signiﬁcant deﬁciency of AC calorimetry; as a direct measure
of Cp it is not very sensitive to transition latent heats, if present. It should be
mentioned that although the relative accuracy is very high, the absolute accuracy
of the measured heat capacity is modest, about 1-10%, due to the sensitivity to
the internal and external thermal relaxation times. The appropriate choice of the
operation frequency is decisive for the dynamic behavior of the calorimeter and the
measurement’s reliability. Care should be taken to remain closely within the limits
of the heat ﬂow model, where the data’ interpretation is easily understood. The
most important factor in the behavior of the calorimeter is to have a very good and
reproducible thermal link between the heater-sample-thermometer arrangement.
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3.1.2 Theory of Operation
In the AC calorimetric technique the sample is heated with a periodically modu-
lated power (usually sinusoidal), and the induced temperature oscillations above
the average are detected. Knowing the frequency and the amplitude of the power,
one can deduce the heat capacity of the sample. A very crude, basic operating
equation can be derived very simply from the deﬁnition of the heat capacity, by
taking the time derivatives of the numerator and the denominator as:
Cp =
|d¯Q|
|dT | =
|d¯Q/dt|
|dT/dt| =
P0
ωTAC
(3.1)
where, P0 is the amplitude of the power oscillation, TAC the amplitude of the
temperature oscillation, and ω the power frequency.
The derivation of the fundamental operating equations of the AC calorimetry
were worked out in the paper by Sullivan and Seidel [24], who did a thermal analysis
of the simple model that is shown in Fig. 3.1.
Figure 3.1. Schematic diagram of the One Lump Thermal Model used for AC Calorime-
try. Ti, Ci and Ri denote respectively the Temperature, the heat Capacity, and the
thermal Resistance, of the sample, heater, thermometer and bath, labeled respectively
by the indices i = S, H, θ, B.
This model becomes geometry independent i.e., the locations of heater, ther-
mometer, as well as the cell geometry, are not important, as long as certain require-
38
ments are met. The model assumes a zero thermal resistance between the sample
and the cell, and one single thermal path between the thermometer-sample-heater
arrangement and the bath. The Thermal Resistance (R), is deﬁned as the re-
ciprocal of the Thermal Conductance (K). We also deﬁne the following Time
Constants:
τS = RS · CS, (3.2a)
τH = RH · CH , (3.2b)
τθ = Rθ · Cθ, (3.2c)
for the sample(S), heater(H), and thermometer(θ), indicating the characteristic
thermal relaxation time for each element.
If the total heat capacity of the system is
C = CH + CS + Cθ (3.3)
then theExternal Time Constant (τe), (time for the heater-sample-cell-thermometer
arrangement to reach thermal equilibrium with the bath), can be deﬁned as:
τe = Re · C (3.4)
The Internal Time Constant, (τi), (internal relaxation time for thermal dif-
fusion of the heater-sample-cell-thermometer arrangement) related to the internal
thermal resistance Ri, can be deﬁned in two ways as:
τi = τH + τS + τθ (3.5a)
Ri = τi/C (3.5b)
The temperature of each element, thermometer, sample, heater, and bath is re-
spectively denoted by, Tθ, TS, TH , and TB.
The energy balance equation requires that the Power Input = Rate of Heat
absorbed + Rate of Heat lost to the bath. The power input is sinusoidal of the
form: P0e
iωt. The three heat balance equations, one for each path or element, are:
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CH
∂TH
∂t
= P0e
iωt − TH − TS
RH
(3.6a)
CS
∂TS
∂t
=
TH − TS
RH
− TS − Tθ
Rθ
− TB − TS
Re
(3.6b)
Cθ
∂Tθ
∂t
=
TS − Tθ
Rθ
− TB − Tθ
Re
(3.6c)
The solution of the above equations is rather complicated, but if we assume that,
a. The heat capacities of the heater and of the thermometer are much less than
that of the sample
b. The sample-heater-thermometer arrangement come to equilibrium with a
time constant much less than the heating period ( 2π/ω), i.e., ω  1/τi
c. The frequency is much larger than the inverse of the sample to bath relaxation
time (external time constant), i.e., ω  1/τe
than, the steady state simpliﬁed solution for Tθ, is
Tθ = TB + TDC + TACe
i(ωt+Φ) (3.7)
where,
TDC = P0 ·Re (3.8a)
TAC =
P0
ωC
(
1 +
1
ω2τ 2e
+ ω2τ 2ii +
2
3
Ri
Re
)− 1
2
(3.8b)
Φ = −π
2
+ arctan
(
1
ωτe
− ωτi
)
(3.8c)
TDC is the RMS temperature raise, Φ is the absolute phase diﬀerence between the
temperature and the power oscillations, and the time constant τii is deﬁned as
τ 2ii = τ
2
H + τ
2
S + τ
2
θ (3.9)
We usually use the relative phase shift ϕ, which doesn’t carry the constant
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−π/2 phase diﬀerence, between the temperature and the power. So we deﬁne:
ϕ = Φ+ π/2 (3.10)
As can be seen from Eq. (3.8c), ϕ can be expressed as:
tan(ϕ) =
1
ωτe
− ωτi (3.11)
Furthermore, the heat capacity can be complex and frequency dependent:
C(ω) = C ′(ω)− iC ′′(ω) (3.12)
with C ′(ω) and C ′′(ω) being the real and imaginary parts respectively. Solving
Eqs. (3.8b) and (3.11) for C ′ and C ′′, yields:
C ′(ω) =
P0
ωTAC
cosϕ ∗ f(ω) (3.13a)
C ′′(ω) =
P0
ωTAC
sinϕ ∗ g(ω)− 1
ωRe
(3.13b)
The functions f(ω) ≈ g(ω) ≈ 1 are small correction factors to account for the
non-negligible internal thermal resistance Ri of the sample and cell compared to
Re. These corrections were applied to all samples studied here.
1 The value of
the external thermal resistance Re is typically the same for all samples, Re ∼
200 K W−1.
The Speciﬁc Heat Capacity, Cp , can then be found as
Cp =
C ′(ω)− Cempty
msample
=
C∗cos(ϕ)f(ω)− Cempty
msample
, (3.14)
C ′′(ω) = C∗sin(ϕ)g(w)− 1
ωRe
, (3.15)
where, Cempty is the heat capacity of the empty cell, C
∗ = P0/(ωTAC), msample is
1The correction factors are, explicitly, f(ω) = [1 + cos2(ϕ)( 2Ri3Re +
2τi
τe
− 2τsτcω2)]−1/2 and
g(ω) = f(ω)[1 + ωτitan(ϕ) ] where the internal thermal relaxation time is the sum of that for the
sample and cell, τi and τe are given from Eqs. (3.5a) and (3.4). In the limit of zero internal
thermal resistance, or τi  τe, both f(ω) and g(ω) approach one for all ω.
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the mass in grams of the sample.
Eqs. (3.14) and (3.15) are the basic equations used in the calculation of the real
and imaginary heat capacities for our calorimeters. Experimentally, the amplitude
of the temperature oscillations TAC , and the relative phase shift ϕ, are measured.
At the beginning of each experiment, for a set frequency ω, the amplitude of the
power dissipated in the resistive heater, P0, as well as its phase shift, are measured.
The phase shift contains information about the heat capacity and the internal
time constant, which is directly related to the sample’s thermal conductivity. Em-
pirically, it has been observed that for a weak ﬁrst order transition there is always
a peak in the phase, while, for strong ﬁrst order transitions, the phase might show
a 1 point anomaly or a simple discontinuity. This is because the transition hap-
pens very fast and pre-transitional ﬂuctuations are very small compared with the
latent heat of the transition. For the case of the weak ﬁrst order transitions, the
width of the phase peak has been associated with the two-phase coexistence region
where the release or absorption of the latent heat occurs. In this case, another
heat source or heat sink appears which has an energy spectrum. This spectrum is
generally, completely diﬀerent from the one applied at the heater (delta function),
which is being detected. This shows up as a peak in the imaginary heat capacity,
the width of which is equal to the two-phase coexistence. In most of the other
cases, i.e., outside the two-phase coexistence region, and for most of the second
order phase transitions, the heat capacity is purely real and independent of ω, so
C ′′(ω) ≡ 0. This fact may be used to extract the external resistance Re directly
from the AC technique.
3.1.3 Test of Theory
The most important approximation needed to solve Eqs. (3.6) required that the
operating frequency ω, should be such that:
1
τe
< ω <
1
τi
(3.16)
Experimentally there are several ways to achieve the above requirement:
a. The external time constant is dependent on the thermal link of the cell to
the bath Re. This is usually made through the electrical leads for the heater
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and the thermometer and the atmosphere of the bath. All three parameters
can be tailored to achieve a long relaxation time. This is about 40s for a
typical cell in our lab.
b. The internal time constant is mostly dominated by the sample thickness (in
thick samples), since the time constants for the heater and the thermometer
Figure 3.2. a- Upper panel: Log - log plot of the amplitude of temperature oscillations,
TAC , vs. the frequency ω. The solid line represents typical noise level of the bath
temperature.
b- Lower panel: Semilog plot of the relative phase shift, ϕ, vs. the frequency ω.
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are typically short and temperature independent. In order to satisfy the
above frequency requirement, and to not create thermal gradients in the
sample, the thickness of the sample should be less than the thermal diﬀusion
length, θ, given by:
θ =
√
2A
ωτS
=
√
2A
ωRSCS
(3.17)
where τS, RS, CS, are respectively the internal time constant, the thermal
resistance and the heat capacity of the sample, and A is the cross-sectional
area. Another way of increasing the thermal conductivity of the sample-cell
arrangement is to make the cell out of very good thermal conductor materials,
like gold or silver. To this purpose, including a gold coil wire inside the cell
also helps.
The realization of the frequency requirements, can be veriﬁed experimentally,
by means of a frequency scan. Here, the only varying parameter is ω, the frequency
of the power, while the amplitude of the power and the temperature of the bath are
kept constant. The dependencies of TAC and ϕ, on omega, for a heater-thermistor
arrangement (no silver cell, no sample) are plotted in Fig. 3.2. As seen in the
upper panel of Fig. 3.2, TAC approaches asymptotically the value of TDC at low
frequencies. TDC depends only on P0 and the external thermal resistance according
to Eq. (3.8a). In the lower panel of Fig. 3.2 is shown the frequency dependence
of the relative phase shift ϕ. The behavior of both parameters, TAC and ϕ is
qualitatively the same for typical cells used in our experiment. Fitting the phase
shift to
ϕ = A ∗ atan[(ω ∗ τe)−1 − ω ∗ τi] (3.18)
allows the determination of the external and internal time constants.
However, we usually extract the internal and external time constants by ﬁtting
the dependence of the product ωTAC on ω. Plotting this dependence in a log-log
scale has the beneﬁt of clearly visualizing the plateau region, where the applica-
bility of the AC technique, for a given cell arrangement, is possible. This type of
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plot is shown in Fig. 3.3. A ﬁt of this dependence to
ωTAC =
A√
1 + (ωτe)−2 + (ωτi)2 + R
(3.19)
allows the determination of the external and internal time constants as well as
the ratio 2Ri/3Re = R. The ﬁt parameter, R, is typically ﬁxed to zero, because
it is generally very small and the nonlinear least squares ﬁt is insensitive to this
parameter.
We performed frequency scans on three diﬀerent cell arrangements. The ﬁrst
was a typical envelope LC ﬁlled cell (FC ), the second was an empty cell (EC ), while
the third one was a very simple heater-thermistor arrangement (H-Th), where the
τ
ω
ω
τ
Figure 3.3. Log - log plot of ωTAC vs ω. Data were multiplied by a constant factor,
so that the amplitudes of the ﬁt with Eq. (3.19) matched. Solid lines through the data
points are ﬁts. The dashed lines represent 1/τe and 1/τi for the Filled Cell, (FC),
case, while our typical AC calorimetry working frequency is ω = 0.196 rad/s, and is
represented by the vertical solid line. See legend for symbols deﬁnitions.
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Cell A τi τe C χ
2/DoF
FC 103.24± 0.62 0.436± 0.012 40.035± 0.94  0.090 5.03× 10−6
EC 103.24± 0.25 0.412± 0.005 9.260± 0.061  0.026 4.98× 10−7
H − Th 103.24± 0.11 0.412± 0.001 2.740± 0.006  0.006 4.41× 10−8
Table 3.1. Summary of the frequency scan ﬁt results from ﬁtting with Eq. (3.19).
Shown are the cell type, the normalized amplitude A in 10−3 (radKs−1), τi and τe in s,
the heat capacity of the samples at the scanning temperature C in JK−1, and χ2/DoF .
thermistor was attached directly to the heater with a very small amount of GE
Varnish. (See Sec. 3.1.4.1 for more details on the cell designs.) Of course the total
heat capacity decreases signiﬁcantly from the FC, to the EC, to the H-Th.
For easier comparison the data were scaled, so that their ﬁt amplitudes, A,
matched. This was needed since the power was not the same for the three tests.
The scaling involved multiplication by a constant factor, (18.7029) for the EC and
(2.16119) for the H-Th data, to match with the FC data 2. This will eﬀectively
shift the data upward in a log scale. The shift does not eﬀect the time constants
or the R parameters; it only eﬀects the amplitude A, which is related to the power
and the heat capacity of the cell as, A = P0/C (See Eq. (3.8b)). The scaled data
are shown in Fig. 3.3. The solid lines through the data are the respective nonlinear
least squares ﬁts with Eq. (3.19). Interestingly, the “high” frequency wing of the
data overlap very nicely. The high frequency rollover is mostly dominated by the
internal time constant τi, suggesting that the internal time constants for the three
cells are very similar. Indeed, as can be seen in Table 3.1, τi values for all three
cases are very similar, with τi of the FC being slightly bigger then the other two.
This conﬁrms that the sample thickness, in a typical LC ﬁlled envelope cell, does
not cause any appreciable change on τi. Furthermore, the major contribution on
τi remains the intrinsic internal time constant of the thermistor in all three cases.
Quite contrary, the low frequency rollover, which is dominated from the exter-
nal time constant, shows remarkable diﬀerences between the three arrangements.
These diﬀerences are to be expected, since τe depends linearly on the total heat
capacity of the cell arrangement and Re, as given in Eq. (3.4). Re should not
change much, since the heater and thermometer leads’ lengths are very similar for
2The actual scaling factor can be calculated as C · P0(FC)/C(FC) · P0 where C(FC) and
P0(FC) are respectively the values of the heat capacity and the power for the FC experiment
while C and P are the values for the other arrangements.
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the three arrangements. The heat capacity on the other hand decreases signiﬁ-
cantly, thus, making the external time constant of the smaller cells smaller. This
is the reason the data with smaller C show narrower plateaus. The external time
constants are proportional to the cells’ heat capacity, which are given in Table 3.1.
The nonlinear least squares ﬁt for the FC ’ data yielded the following values:
τi = 0.436 ± 0.012 s, and τe = 40.0 ± 0.9 s. The range of the “green zone” for
the AC calorimetry spans about two decades in frequency, as is shown from the
dashed vertical lines in Fig. 3.3. This gives us quite a wide range of frequencies to
choose from, for the AC experiment, and is a deﬁnite proof of the applicability of
the one-lump thermal model to our calorimeters.
3.1.4 Design and Operation of the AC Calorimeter
Three calorimeters were constructed, two of which are identical (named Calor A
and Calor B), and the third one (named Calor LT, for cryogenic temperatures), uses
a diﬀerent detection technique from the ﬁrst ones. All of the work for this thesis
was done on the ﬁrst type of calorimeters, so we’ll focus only on their description.
In the design and construction of the calorimeters major concern was given to the
ease of sample placement, versatility, wide range of temperature operation, and
very high resolution.
3.1.4.1 Cell Design
Before this work, the most used cell in the WPI Lab was the Cup and Lid design,
which has been described in detail by Stine[26], Chan[27] and Garland. For this
work we tried and used mostly a new design, namely the Envelope design. In the
cup and lid design the lid is cold welded to the cup, providing a better handling
of reactive or very sensitive samples, since it completely seals the sample from the
outside environment. On the other hand, the envelope design is advantageous in
almost every other aspect.
1. It improves the sensitivity of the technique and lowers the noise, by reducing
the addendum heat capacity. The envelope design uses generally less silver,
and does not need any of the In-Sn alloy, used in the cold weld of the cup
and lid, thus reducing the addendum heat capacity.
47
Figure 3.4. Cell designs. a) Envelope type cell. b) Cup and lid type cell
2. It improves the frequency scan proﬁle. This is an important factor because
the smaller the deviation from the one-lump thermal model, the smaller the
error in calculating Cp. The reduction of the background heat capacity,
a better match between the geometric shape of the cell and the heater, a
generally thinner cell, are all factors that contribute towards the improvement
of the frequency scan proﬁle.
3. It is much easier to construct, thus, saves a lot time, materials, and frustra-
tion.
4. It can be used in concentration dependence studies, where the concentra-
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tion varies continuously. For example, measurements of heat capacity can be
carried out while the solvent is evaporating from a mixture; this will contin-
uously change the sample’s concentration. Of course, the bath temperature
remains constant during this experiment.
The envelope cell, shown schematically in Fig. 3.4a, is made of 99.95% pure
silver foil, 0.025mm thick, from Alfa Aesar [28]. Before loading the sample, we
usually degas it at a high temperature, well into the isotropic phase of the LC
sample, for at least 1 hour, in order to remove possible adsorbed water. This
procedure is the same for all samples, since we want to make sure that all samples
have the same thermal history. After the sample is loaded, typically 15 - 30 mg,
the ’envelope’ is closed by folding and tightly ironing together the edges of the cell.
The dimensions of a closed cell are ∼ 9× 13mm.
As heater was used a strain gauge of type FAE-25-12-S13EL, that was pur-
chased from BLH Electronics, Inc. [29], with a nominal resistance of 120Ω. We
trim the Kapton edges of the heater to ∼ 4 × 12mm size, in order to reduce the
background heat capacity of the heater. Then the heater is attached to the bottom
of the cell, using acetone diluted GE 7031 varnish.
The temperature sensor is then attached by a small drop of GE varnish at the
center of the cell, on the opposite side from where the heater is attached. The
sensor is an ultra-small bead, type 61A8, from YSI Temperature [30]. The bead
diameter is about 0.254 mm, and the leads are about 8 mm long. These beads have
a time constant of about 0.5 s in still air, as speciﬁed by their manufacturer. The
mass of the bead itself is less than 0.0001mg. The whole cell arrangement is allowed
to dry under a lamp, for several hours, before mounting it on the calorimeter.
3.1.4.2 Temperature Control
The cell which holds the sample needs to be inside a bath, which can provide
very good temperature control as well as a controlled environment, like vacuum,
or inert gas atmosphere. Therefore, the bath is made of a massive copper cylinder
with a central cylindrical cavity where the cell is situated. This bath, as can be
seen in the diagram depicted in Fig. 3.5, is placed inside a modiﬁed Lauda bath
model KS 20D, which provides a ﬁrst temperature control stage with a stability of
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Figure 3.5. Design of the AC Calorimeter. The sample lies inside a massive copper
block, which is temperature controlled to better than ±1mK in the stepwise mode. The
circuit for the Lauda bath is not shown.
±0.1K. The temperature of the copper block is controlled from a Lakeshore, model
340 temperature controller, via a proportional-integral-derivative (PID) feedback
loop [31].
The observed temperature stability, which is crucial for the stepping operational
mode, at the rim of the cylinder is ±1mK for over 1 hour; while it is ∼ 100µK
inside the cavity where the cell is situated, because of the damping that comes
from the massive copper block. The temperature scanning is achieved by ‘rapidly’
changing the setpoint of the temperature controller. Adjusting the PID settings
for a slow response the bath does eﬀectively follow the changing setpoint in a very
linear way, by smoothing out the very small steps. In this way we can achieve very
linear temperature scanning with rates varying from 10mK/hour to 5K/hour, and
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with noise better than 100µK.
A Kapton insulated ﬂexible heater from Omega Engineering, with dimensions
that are closely matched to that of the bath, is glued to the outside surface of the
cylinder. The control thermometer for the feedback is a platinum PT-100 resistive
temperature device (RTD), purchased from Lakeshore. (This thermometer will
be referred to, as the control PRT ). It is placed in a cavity inside the copper
cylinder, very close to the surface where the heater is glued. This placement gives
very good performance in both the scanning or stepping operational modes.
A copper lid, with a long stainless steel tube in the middle, is mounted with
six bolts on top of the bath. A gas tight seal is achieved with an O-ring, set in a
circular groove around the top surface of the copper block. The tube allows for the
cables to go through as well as the application of vacuum. At the end of the tube a
copper extension is placed with a hole in the center, where another platinum RTD,
PT-1000, is placed. This second PRT is referred to as the center PRT. It is placed
very close to the cell and the center of the bath cavity, therefore can measure the
bath temperature, TB, next to the cell, with very good accuracy.
The cell is supported in place by its own heater and thermistor leads, which
are soldered to posts. The posts themselves are placed at a plate at the very end
of the stainless steel tube. At the other side of the posts are soldered permanently
the wires that connect the sample’s heater and thermistor to the break-out box,
and from there to the Keithley DMM.
3.1.4.3 Electronic Circuitry
Fig. 3.6 gives a block diagram of the electronics employed and the way the system
is connected. The whole experiment is controlled via a pentium PC, operating
under Windows 98 c©. The program that controls the data acquisition and pre-
liminary analysis was written in C++, and compiled under Borland C++ c© (see
Appendix A). The communication with the instruments is done through a PCI-
GPIB interface card from National Instruments, Inc. [32]. All the instruments are
connected to the experiment via a breakout box, which facilitates a very clean
cable conﬁguration, and also gives more versatility to the system.
A 12 pin, vacuum proof, Amphenol [33] connector is placed in the other end
of the stainless steel tube. Permanent electrical cables that run through the tube
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Figure 3.6. Block diagram of Calor A and B, showing all the connections to the
instruments. The whole control and data acquisition is computer controlled through a
GPIB interface.
connect the connector to the terminal posts inside the bath (see Fig. 3.5). On
the other side of these posts are connected the strain-gauge heater, the thermistor
leads from the cell and the center PRT leads.
The system makes full use of the Keithley DMM, model 2002, with 81
2
digits of
resolution, a 128 kB on board memory card, and a multiplex scanner card model
2001-SCAN [34]. The scanner card gives the possibility to completely automate
the measurements, since all the parts are permanently connected to the DMM.
The card can be conﬁgured to do 4-wire or 2-wire measurements. The resistance
measurements of the center PRT and the thermistor are conﬁgured as 4-wire,
while the voltage and resistance measurements, across the strain-gauge heater and
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the standard resistor, are conﬁgured as 2-wire measurements 3. The latter two
measurements are needed in order to accurately determine the ac power applied
at the cell, as will be explained in more detail in the next section.
When measuring the resistance of the PRT thermometers, care is taken to
minimize the self heating that comes as a consequence of current passing through
the resistance from the measurement itself. This was seen to be very small and
furthermore, would remain almost constant during the measurement. Thus it can
safely be neglected as a correction to the temperature of the bath.
The electrical power dissipated in the strain-gauge heater is provided by an
Hewlett Packard Function Generator/Arbitrary Waveform Generator, model HP
33120A [35]. The strain-gauge is connected in series with a high precision standard
resistor, of resistance RSTD, which is placed in the breakout box. The purpose of
this resistor is two fold. First it reduces the voltage across the strain gauge heater,
and secondly, it is used to accurately measure the current through the heater, since
IHTR = ISTD (by virtue of the series connection).
As already mentioned, the bath temperature is controlled by the Lakeshore
model 340 temperature controller. The cables for the heater and the control PRT
pass through a hole at the top of the Lauda bath directly to the Lakeshore termi-
nals.
3.1.4.4 Thermometry
The accurate determination of temperature is one of the most important aspects of
any thermodynamic measurement, and more so for the study of phase transitions.
Two types of Resistive Temperature Devices (RTDs) were used in this work,
platinum, and carbon ﬂake thermistors. RTDs change the resistance as a function
of temperature, i.e., there is a function f that describes this dependence: R = f(T )
or T = f−1(R) = g(R). Platinum RTDs, or short PRTs, have an almost linear
function with a positive temperature coeﬃcient (∂R/∂T  const > 0). They are
3In the 4-wire measurement two of the wires supply the current while the other two measure
the voltage drop across the resistance; this way only the value of the resistance of interest gets
measured, without adding the lead’s resistance. In the two-wire measurement the same line that
applies the current, does the voltage measurement, therefore the resistance of the connecting
leads is added to the resistance of interest. This can be a source of error especially if small
resistances are to be measured.
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generally very stable and very reproducible even for diﬀerent thermometers; there-
fore they are good for calibration and control. Carbon ﬂake thermistors, on the
other hand, can be made very small, and very sensitive, i.e., their resistance changes
substantially with a small temperature change. Their resistance-temperature de-
pendence is highly nonlinear with a negative temperature coeﬃcient (∂R/∂T < 0).
The nonlinearity of the dependence used to be a problem, but the use of computers
makes it very easy to convert the resistance to temperature, or vice versa. Their
main drawback is that they are not quite stable, thus not very reproducible.
Empirically the dependence of the resistance of the PRT on the temperature
can be described by:
R = R0
(
1 + aT + bT 2
)
(3.20)
where, R0, is the resistance at 0
◦C, and a, b are calibration constants. It is
straight forward to invert Eq. (3.28), to get the temperature as a function of the
resistance. Converting the readings of the resistance of the center PRT, before and
after the sample temperature digitizing (RPRTb , R
PRT
a ), to the respective tempera-
tures, (T PRTb , T
PRT
a ), allows for the calculation of the bath temperature by linear
interpolation, or simple averaging (Remember, the temperature is always, either
ﬁxed or linearly ramped). So:
Tbath =
T PRTb + T
PRT
a
2
(3.21)
For the thermistor, the relation between temperature and resistance, is more
complicated due to the stronger temperature dependence. Usually, the tempera-
ture dependence on resistance (g(R)), is well described by the following form:
1
T
= a0 + a1 log
(
R
R0
)
+ a2
[
log
(
R
R0
)]2
(3.22)
where a0, a1, a2 are constants, and R0 is the resistance at some temperature. We
ﬁx R0 = 10kΩ for all calculations. Since the coeﬃcients will drift slightly with
time, recalibration of the thermistor against the PRT at the end of each run is
required.
Experimentally, the amplitude ∆R, the average thermistor resistance Rth, and
the phase ϕ
R
, of the resistance oscillation, is found from the ﬁt of the digitized
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waveform. From Eq. (3.22), the temperature of the thermistor Tth, can be easily
calculated. From the amplitude ∆R, since the amplitude of the oscillations is very
small, we can ﬁnd TAC , (the corresponding amplitude of temperature oscillations),
by using the approximation:
TAC ≈
∣∣∣∣dTdR
∣∣∣∣∆R (3.23)
TAC is needed in the calculation of C
∗ (see Eq. (3.26))). From Eqs. (3.22) and
(3.23), TAC is then calculated by:
TAC = T
2
th
∆R
Rth
[
a1 + 2a2 log
(
Rth
R0
)]
(3.24)
The ﬁt of the digitized wave will return the amplitude and phase, for each
frequency. If the voltage is set on purpose with some oﬀset, there will be signal
also in the voltage frequency. This gives the possibility of doing a simultaneous
measurement of Cp(ω/2), and Cp(ω). See appendix A.2 for details.
3.1.4.5 Data Acquisition
The data acquisition is achieved with software written in C++, and compiled under
Borland C++. The program is written in multi-threaded fashion. This enables an
eﬃcient split of the temperature control task from the data collection task. The
main thread collects the data, does the preliminary analysis and the storage and
printing of the results, while the second thread controls the temperature. Both
threads communicate with synchronizing signals when needed.
Before starting the program, the user is required to modify the conﬁguration ﬁle
Acp All.ini, which holds the values of the temperature, the rates, the frequency
and amplitude of the voltage for the strain-gauge heater, as well as some basic
settings that control the instruments. A typical Acp All.ini conﬁguration ﬁle is
given in appendix A.3. After saving this ﬁle the user starts the program which
reads the Acp All.ini ﬁle, displays the information on the screen and asks the user
permission to continue. If the answer is “yes” the program will check for possible
error input. If there are no errors the experiment proceeds without further user
intervention. The input conﬁguration ﬁle is saved in the parameter output ﬁle
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(*.par), which stores the ﬁt parameters.
Firstly, the power dissipated at the strain gauge heater gets measured. This is
done by “digitizing” 4 the voltage across the standard resistor and then the heater.
The amplitude of the power dissipated at the cell is calculated from the formula:
P0 = IHVH = ISTDVH =
VSTD
RSTD
VH (3.25)
where,VSTD, VH , are the voltage amplitudes at the heating frequency and RSTD is
the resistance of the standard resistor. From the waveform the phase of the power
oscillations ϕ
P
is also extracted. For more details on how this is done refer to the
appendix A.1.
After the power measurement the temperature controlling thread (TCT) is
started. The data collection, starts after the TCT has signaled the main thread to
Start Digitizing. The data collection continues as follows:
1. Record the average resistance of the center PRT, RPRTb , before the Digitizing.
This corresponds to the temperature of the bath before Digitizing, Tb.
2. Digitize the thermistor readings for several heating periods. Fit the wave-
form to ﬁnd the amplitude ∆Rth and phase ϕR of the resistance oscillations.
These correspond respectively to the amplitude of the temperature oscilla-
tions, ∆TAC , and the phase of the temperature oscillations, ϕT . From the
ﬁt one gets also the values of the ﬁt quality, χ2, and the average thermistor
resistance Rth. See appendix A.1 for the details.
3. Record the average resistance of the center PRT, RPRTa , after the Digitizing.
This corresponds to the temperature of the bath after Digitizing, Ta.
4. Convert the resistance values to corresponding temperature values. See sec-
tion 3.1.4.4 for more details.
4The DMM is set to do a speciﬁed number of measurements at equally spaced time intervals.
For each measurement the time elapsed and the measured value get stored in the internal memory.
After the speciﬁed number of measurements is carried out, the data are then downloaded at the
computer. The digitizing gets triggered by the TTL trigger of the HP, which happens at every
zero crossing of the voltage.
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5. Calculate C∗, the relative phase shift ϕ between the temperature and the
power, and the temperature of the bath with the formulas:
C∗ = P0/ (ωTAC) (3.26)
ϕ = ϕ
R
− ϕ
P
(3.27)
TPRT = (Tb + Ta) /2 (3.28)
6. Save to the data ﬁle (*.dat) the C∗, ϕ, TPRT , TAC , as well as the average
resistance of the thermistor, Rth and χ
2 from the ﬁt.
7. Signal the TCT that it is Done with Digitizing.
8. Check to see if the TCT has signaled that the temperature has reached
the end of one scanning zone or the end of all zones. If none is signaled,
repeat again from step 1. If the Zone Has Ended, continue to the next zone.
If the TCT has signaled that it is Done With All Zones, end TCT, end
communication with instruments, and ﬁnish the program.
The temperature control thread when it starts it does the following:
1. Starts the Loop that goes through all the zones.
2. Determine the type of zone, i.e., if it is TIME, STEP, or RAMP5. Call the
appropriate function to handle the temperature control. If all zones are done,
continue to step 3.
The called function does the following:
(a) Equilibrate the temperature at the starting temperature of the zone,
and then signal the main thread to Start Digitizing.
(b) Control the temperature with the given speciﬁcations until the end of
the zone.
5In a TIME zone, the temperature is maintained constant at the speciﬁed value for a certain
amount of time. In a STEP zone, the temperature is stepped between a speciﬁed start tempera-
ture and end temperature with a speciﬁed stepsize. In a RAMP zone, the temperature is ramped
between a speciﬁed start temperature and end temperature, with a speciﬁed ramprate.
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(c) Wait until the ongoing Digitizing ends; then signal the main thread that
the Zone Has Ended, and return to step 2.
3. End communication with temperature controller; Signal the main thread that
TCT is Done With All Zones.
3.2 Non Adiabatic Scanning Calorimetry
3.2.1 Introduction to NAS Calorimetry
In section 3.1, we discussed AC calorimetry. There it was mentioned that the
AC method is not accurate in determining the latent heat of the transition. Non
Adiabatic Scanning (NAS) calorimetry is a calorimetric method that is directly
sensitive to enthalpy. This method suits us very much, because we can run the
NAS experiment in the exact same calorimeter that is running the AC calorimetry
experiment, without any change in its conﬁguration. Furthermore, even the cell
designs for AC calorimetry are suitable for the NAS method. The only diﬀerence
is the software to control and analyze the data.
In traditional relaxation calorimetry, instead of putting a sinusoidal power into
the system, one can switch on a small but constant power, P0 at t = 0. The sample’s
temperature is digitized as it relaxes exponentially to a temperature Thigh, that is
higher than that of the bath. Then, if the power is switched back oﬀ, the system
will relax exponentially to the bath temperature Tb which is kept constant during
this whole process. Because the bath is a huge thermal reservoir, the small power
input to the system does not bring any noticeable change in the regulated bath
temperature.
NAS is a modiﬁed version of the traditional relaxation calorimetry. Here the
power is not stepped, but instead, is linearly ramped up, from 0 to a maximum
value P0. It is kept constant at P0 for a certain amount of time, to allow the
sample to equilibrate at Thigh. Then the power is linearly ramped down from P0
to 0. The temperature response of the sample is measured during this whole time.
The process gets repeated again at another temperature, TB of the bath, until all
the desired temperature range is covered.
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3.2.2 Theory of Operation
For an inﬁnitesimal process at constant pressure the ﬁrst law of thermodynamics
can be written as:
dWe = Pdt = dH − d¯Q (3.29)
where, dWe is the nonmechanical work done on the system (electrical in our case),
P is the electrical power, dH is the enthalpy change of the system, and d¯Q is
the heat ﬂow between the system and the bath. The latter is given otherwise by
Newton’s law:
− d¯Q
dt
=
T − TB
Re
(3.30)
From Eqs. (3.29) and (3.30) one can directly ﬁnd that:
dH =
(
P − T − TB
Re
)
dt (3.31)
and the change in enthalpy can be found simply by integrating Eq. (3.31))
δH =
∫
dH =
∫ t2
t1
(
P − T − TB
Re
)
dt (3.32)
On the other hand the enthalpy can be expressed as
dH =
(
∂H
∂T
)
p
dT + d(∆H) = CpdT + d(∆H) (3.33)
where, the latent heat, d(∆H) = 0, if the system is outside the two-phase coexis-
tence region. Substituting Eq. (3.33) into Eq. (3.31) it is easy to ﬁnd that:
Cp
(
dT
dt
)
= P − T − TB
Re
− d(∆H)
dt
(3.34)
Eqs. (3.32) and (3.34) are the basic equations used in the calculation of Cp, H
and latent heat (∆H), for the NAS method.
Outside the two-phase coexistence region, or in second order phase transitions,
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where d(∆H) = 0, the heat capacity is given by:
Cp =
P − (T − TB)/Re
dT/dt
(3.35)
As seen from Eq. (3.35), in order to calculate Cp, one needs to know Re and
its temperature dependence, and more important, must perform the numerical
diﬀerentiation dT/dt. This accentuates the noise present in the data, thus making
Cp(NAS) generally noisier than Cp(AC). Also, as mentioned before, the width
of the two-phase coexistence region can be determined accurately from the AC
method, but there is no way to determine it from the NAS data.
Inside the two-phase coexistence region, where the release of the latent heat
occurs, the interesting quantities to measure are again Cp, H and the latent heat
of the transition (∆H). H again can be measured using Eq. (3.32). Here we
introduce the idea of an eﬀective heat capacity, which can be measured from the
derivative of enthalpy:
Ceff =
dH
dT
=
P − (T − TB)/Re
dT/dt
(3.36)
Comparing Eq. (3.36) to Eq. (3.33), we see that:
Ceff = Cp +
d(∆H)
dT
(3.37)
from which is evident that Ceff and Cp are identical outside the two-phase coex-
istence region. From Eq. (3.37) immediately follows that:
(∆H) =
∫ T2
T1
(Ceff − Cp)dT (3.38)
where T1 and T2 are the temperatures that abut the two-phase coexistence region.
Here a legitimate question arises: “What do we take as Cp?” The answer is sim-
ple: “We should take the heat capacity that would had been observed in the absence
of the phase conversion.” A reasonable assumption would be a linear interpolation
between the Cp values just before and just after the two-phase coexistence region,
i.e.:
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Figure 3.7. Schematic draw of the typical behavior of Ceff for a ﬁrst order transition.
Below T1 the sample is in the α phase and above T2 in the β phase. The shaded area
represents the latent heat of the transition.
Cp(coex) = Cp(addendum) +XαCp(α) +XβCp(β) (3.39)
where, Xi is the mass fraction of phase i = (α, β), and C(i) = Ceff - Cp(addendum)
just before entering the two-phase coexistence region. So the latent heat of tran-
sition is given by:
∆H =
∫ T2
T1
[Ceff − Cp(addendum)−XαCp(α)−XβCp(β)]dT (3.40)
In order to ﬁnd the latent heat one measures ﬁrst the Ceff and then integrates the
area between the Ceff and Cp(coex). See Fig. 3.7.
3.2.3 Data Acquisition
The data acquisition is achieved with software written in C++, and compiled under
Borland C++. In order to have linearly ramped power over time, i.e., P = At, the
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voltage should change as V =
√
At. For this, a wave form with a functional form
Vn =
√
n/15000, for n = 0-15000, has been preloaded on the memory of the HP
arbitrary function generator. Similarly, for the linear ramp down the voltage has
the form Vn =
√
1− n/15000, for n = 0-15000.
The data collection goes as follows:
1. The user speciﬁes the power P0 and the time to do the ramp, as well as the
stepsize for the bath temperature.
2. The temperature of the bath is equilibrated.
3. The temperature of the sample and the bath are measured by the DMM
(T = Tbath(1)).
6
4. The HP generator starts a linear power ramp. At the same time start the
digitizing of the temperature of the sample T (t) with the DMM.
5. The HP outputs a constant DC power P0. After waiting for full relaxation
measure the temperature of the sample Thigh and that of the bath Tbath(2).
6. The HP starts to ramp the power linearly down, from P0 to 0. At the same
time the DMM digitizes the temperature of the sample T (t).
7. The HP generator outputs no power (P = 0). After waiting for full relaxation
to equilibrium measure the temperatures of the sample and bath again T =
Tbath(3).
8. Calculate the average bath temperature, TB =
1
4
(Tbath(1) + 2Tbath(2) + Tbath(3)),
and Re = P0/(Thigh − TB). Save all the digitized, T (t), data into a separate
ﬁle.
9. The bath temperature gets the next value and the process gets repeated from
the second step, until all the temperature range of interest has been covered.
6The DMM actually measures the resistance of the thermistor and of the center PRT. Then
these values are converted to temperature from their respective calibration curves. See sec-
tion 3.1.4.4 for more details.
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10. Reanalyze all ﬁles after the run in order to do the calibration of the thermistor
temperature and the diﬀerentiation dT/dt. Then calculate Ceff according to
the Eq. (3.36).
3.3 Light Scattering
3.3.1 Introduction to Light Scattering
Calorimetry cannot directly measure the correlation lengths and structure. It can
only deduce them through scaling analysis. Light scattering instead can directly
measure the correlation lengths and also extract structural information relatively
easy of submicron or larger size. The light scattering methods of interest in this
work are Turbidity, Integrated Low Angle Light Scattering (ILALS) and Optical
Microscopy, which coherently combine to allow for an accurate determination of
the onset of the nematic state. Interestingly enough, there is a simple and very
profound relation between the calorimetric and light scattering measurements. The
part of the enthalpy that can be found from the diﬀerence of the enthalpies, as
measured by NAS and AC calorimetry, turns out to be proportional to the frac-
tional of the Isotropic converted into Nematic, φN , which can be measured optically
through the two-phase coexistence region. The next two sections will describe the
basic theory of the turbidity and ILALS techniques.
First, let’s introduce the two main quantities that can be measured by light scat-
tering, namely the Birefringence, ∆n, and the Nematic Correlation Length,
ξN . As mentioned before, because of its anisotropic orientation of molecules, the
nematic phase in general, shows anisotropic optical properties. A measure of this
is the birefringence, ∆n, which is deﬁned as:
∆n = n‖ − n⊥ (3.41)
where, n‖ and n⊥ are respectively, the refractive indices parallel and perpendicular
to the nematic director nˆ 7. n‖ and n⊥ are often called respectively as, extraordi-
7Most of LCs are uniaxial, however there exists biaxial molecules which have three indices of
refraction. In the case of biaxial systems the birefringence is deﬁned as the diﬀerence between
the largest and the smallest indices of refraction.
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nary and ordinary indices of refraction. For uniaxial nematic LCs, if ∆n > 0, the
systems are referred to as positive uniaxial, and if ∆n < 0, the system are referred
to as negative uniaxial. The birefringence is a temperature dependent quantity
and is related to the magnitude of the order parameter [3]. The two indices of
refraction in a nematic LC equal the square root of the corresponding relative
dielectric permittivities. Therefore the square of the birefringence, (∆n)2, or the
quantity n2‖ − n2⊥, are often used to get an estimate of the order parameter.
Another characteristic of the nematic phase is the Nematic Correlation Length,
ξN , which is the characteristic distance over which the nematic director nˆ remains
correlated. ξN is deﬁned as one-third of the correlation length for the director
autocorrelation function g(R) which is assumed to be exponential [36]:
g(R) =
〈
nˆ(r) · nˆ(r + R)
〉

r
∝ exp
(
− R
3ξN
)
(3.42)
where, nˆ(r) is the nematic director at the position r, R = |R|, and the brackets 〈 〉
r
indicate an average over the position r. When the system undergoes a transition
from isotropic to nematic this quantity grows as the nematic domains grow inside
the predominantly isotropic sample. So, this also is a temperature dependent
quantity. The value of the nematic correlation length can’t be measured directly,
but it can be extracted by turbidity measurements. A typical conﬁguration of the
light scattering experiment is shown in Fig 3.8.
3.3.2 Turbidity
Turbidity is a measure of how opaque a system is, i.e., relates the intensity of
the transmitted light at some solid angle dΩ and wave vector q, to the incident
intensity, I0. If one deﬁnes the diﬀerential diﬀusion cross section as:
∂σ
∂Ω
=
Is(q)R
2
I0
(3.43)
then turbidity, τ , is deﬁned as the total diﬀusion cross section per unit volume:
τ =
1
V
∫
∂σ
∂Ω
dΩ =
∫
Is(q)R
2dΩ
I0V
(3.44)
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Figure 3.8. Typical conﬁguration of the light scattering geometry.
where,V is the scattering volume, R is the distance between the scattering volume
and the detector, Is(q) is the intensity of the scattered light at wave vector q
corresponding to solid angle dΩ, and I0 is the incident intensity.
Experimentally one can measure the turbidity, τ , by simply measuring the
transmitted intensity, It(θ), through a pin-hole at some angle θ with the direction
of the incident light, and considering the extinction equation:
It(θ) = I0 ∗ e−τd (3.45)
where d is the thickness of the sample and I0 the incident intensity.
The nematic correlation length, ξN , can be extracted from the turbidity data
of aerosil disordered liquid crystals, based on the model proposed by Bellini et
al. [36]. In this model for the aerosil disordered LC it’s assumed that:
1. The nematic correlation function decays exponentially, and thus the nematic
correlation length, ξN , can be described by Eq. (3.42)).
2. The orientation of the nematic director presents spatial ﬂuctuations with a
scalar order parameter which is constant throughout the sample, i.e., the
scattering medium is a uniaxial material having continuous but random dis-
tortions of the optical axis.
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3. The main contribution to scattering comes from the large spatial ﬂuctuations
introduced by the quenched disorder, whereas thermal ﬂuctuations can be
neglected.
4. The local birefringence of the LC + SIL in the nematic phase is equal to
the bulk ∆n, calculated at ∆TIN . This assumption is very reasonable since
the director distortions are on a length scale much larger than the molecular
size.
Using the Ralyleigh-Gans approximation, which requires that ∆n  1, and
ξN∆n 1, then it is found that:
τ =
∆n2 [(1 + 4k2oξ
2
N + 28k
4
oξ
4
N) 4k
2
oξ
2
N − (1 + 6k2oξ2N + 8k4oξ4N) ln (1 + 4k2oξ2N)]
90 〈n〉2 k2oξ3N (1 + 4k2oξ2N)
(3.46)
where, 〈n〉 is the average refractive index of the LC, ∆n the birefringence of the
nematic LC, and k0 the incident wavevector amplitude. In the limit ξNk0  1,
this expression can be simpliﬁed into:
τ =
14k2o · ξN ·∆n2
45 〈n〉2 (3.47)
In the two-phase coexistence of the I − N transition, not all of the material
is in the nematic phase. We denote by φN(T ) = mN/M , the mass fraction of the
sample that has undergone the transformation to the nematic phase, mN , to the
total mass of the sample, M . Of course, φN(T ) is temperature dependent and takes
values between 0 and 1 in the two-phase coexistence region. In the nematic phase
φN(T ) ≡ 1. Furthermore, the nematic correlation length is strongly temperature
dependent close to the isotropic phase, since there is growth of nematic domains,
inside the isotropic rich phase. Taking these facts into account, Eq. (3.47) is
modiﬁed into:
τ =
14k2o · ξN(T ) ·∆n2(T ) · φN(T )
45 〈n〉2 (3.48)
Eqs. (3.47) and (3.48) are the basic equations that describe the relation between
the turbidity τ and the nematic correlation length ξN(T ), the birefringence ∆n
and the nematic fraction φN(T ). Note that in Eq. (3.48) we have written the
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temperature dependence explicitly.
3.3.3 Integrated Low Angle Light Scattering (ILALS)
The ILALS technique consists of collecting into an integrating sphere all the de-
polarized light scattered within a cone, limited by the scattering vector q = |q|.
Selecting depolarized light suppresses the largest part of transmitted light and of
the light scattered by the silica structure. This simple technique, though less pre-
cise than the direct measurement of I(q), still permits a reliable measurement of
the director correlation length ξN in the single scattering regime.
In the model proposed by Bellini [36], in the single scattering regime and the
Raleigh-Gans approximation, the scattered intensity I(q), as a function of the
scattering vector q, is given by:
I(q) =
2I0k
4
0∆n
2V ξ3N
45πL2〈n〉2 ·
7− sin2 θ cos2 φ
(1 + q2ξ2N)
2
(3.49)
where, k0 =
2π
λ
〈n〉 is the incident wave vector amplitude (λ is the wavelength of
the incident light), I0 is the total incident intensity, θ and φ are the angles of the
direction of the scattered light, and q = 2k0sin
θ
2
is the scattering vector amplitude.
Integrating Eq. (3.49) over the possible φ angles we obtain:
I(q) =
2I0k
4
0∆n
2V ξ3N
45πL2〈n〉2 ·
πλ4(27 + cos2θ)
(1 + q2ξ2N)
2
(3.50)
In this equation the term cos2θ can be neglected. Thus the intensity proﬁle I(q)
can be well approximated by a squared Lorentzian function:
I(q) =
A
(1 + q2ξ2N)
2
(3.51)
where A is the appropriate proportionality constant.
Although most of the transmitted light and that scattered by the silica gets
suppressed, some of it “ﬁnds” the way into the detector. To take care of this
eﬀect, in the ﬁtting procedure we add to Eq. (3.52) an additive constant P1, which
accounts for the collection of some transmitted light. So the obtained data has
67
been ﬁtted with the area weighted integral of Eq. (3.51) which has the form:
P (q) = P1 +
P2q
2
(1 + ξ2Nq
2)
(3.52)
where P1, P2 and ξN are ﬁtting parameters. Fitting the dependence of the area
weighted intensity from q to Eq. (3.52) enables the extraction of the nematic cor-
relation length value ξN .
3.4 X-Ray Diﬀraction
3.4.1 X-Ray Diﬀraction Setup at NSLS-BNL
The N-SmA transition for a series of diﬀerent density dispersion of SIL in the
LC, 8OCB were studied by x-ray diﬀraction. The high-resolution x-ray diﬀraction
measurements were carried out at the X20A beam-line at the National Synchrotron
Light Sources. Detailed description of the beam line can be found in Ref. [37]. This
is a bending magnet beam-line and in this case the energy (wavelength) was chosen
to be 8 keV ( ∼ 1.54 A˚ ) 8.
Fig. 3.9 shows a schematic diagram of the x-ray scattering geometry. The
monochromatic incident beam was collimated using slits, while the diﬀracted beam
was collimated using slits and the (111) reﬂection oﬀ a Ge single crystal. The
measurements were quasi-elastic. The reﬂection corresponding to the smectic ﬂuc-
tuations occurs at 2θ ∼ 3o; hence care has to be taken to avoid parasitic scattering
from the through beam. The diﬀracted intensity was recorded using a Bicron NaI
scintillation detector. The LC + SIL dispersion has a random isotropic distribu-
tion of liquid crystallites. Smectic ﬂuctuations give rise to a ring of scattering. The
resolution along the radius of the ring was ∆2θ ∼ 0.02o.
The sample environment for the x-ray measurements comprised a single stage
oven within a dry nitrogen environment. The sample temperature was controlled
via a resistive heater. The temperature was stabilized by a proportional and inte-
gral controller to better than ±0.05 K. The diﬀraction measurements were carried
out in transmission geometry. The sample was sandwiched between two Kapton
8The angles of the monochromator and analyzer crystals are ﬁxed once the energy is selected.
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Figure 3.9. Typical conﬁguration of x-ray diﬀraction geometry.
windows and had a diameter of ∼ 5 mm and a thickness of ∼ 1 mm. Care was
taken that the sample remained in the smectic phase as it was transferred to the
diﬀractometer.
Prior to taking data, each sample was held in the isotropic phase for several
hours to allow the gel to equilibrate in the holder. The number of scans of intensity
as a function of 2θ was kept limited and the counting time low in order to minimize
the amount of x-ray damage. The sample thickness was varied with density in an
eﬀort to insure that approximately one absorption length of material was in the
beam. This was done to improve measurement statistics and decrease the eﬀects
of beam damage. Measurements were made on cooling at a rate ≤ 1 K h−1.
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Figure 3.10. X-ray scattering intensity as a function of wave-vector transfer for three
8OCB+aerosil dispersions at 353 K, which is ∼ 13 K above the N-SmA transition
temperature ToNA and just above the I-N transition temperature T
o
IN in pure 8OCB.
The scattering is predominantly due to the aerosil particles and corresponds well to
Porod’s law: I(q) = A/q4 + B. Inset: A plot of the q−4 coeﬃcient A, corrected for
absorption and normalized to the volume of liquid crystal, against ρS , the mass of aerosil
per volume of liquid crystal.
3.4.2 Characterization of background scattering
In addition to studying the smectic correlations as a function of temperature,
measurements were made of the small angle background scattering and of the
absorption in the sample. The small angle background scattering primarily results
from the aerosil network. The intensity as a function of wave-vector transfer is
plotted in Fig. 3.10 for a range of aerosil densities. These measurements were made
at 353 K to minimize the contribution of smectic correlations to the scattering
intensity. The wave-vector dependence of the intensity is well modeled by the
Porod law [38, 39]:
I(q) =
A
q4
+ B . (3.53)
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The parameter A is proportional to the surface area of the scattering objects. The
density ρS is the mass of aerosil per volume of liquid crystal and is also proportional
to the surface area of aerosil particles. The values of the parameter A can be related
to ρS values by correcting for absorption, dividing by the volume of liquid crystal,
and then ﬁnding the optimum proportionality constant using a least-squares ﬁt;
in this form they are listed in Table 3.2. The ﬁt results are shown in the inset
of Fig. 3.10. The experimental ρS values and the values ρP determined from the
Porod law ﬁts are in good agreement. The relationship breaks down for the highest
density sample. In this case, the sample is no longer in the dilute regime where
the model of Eq. (3.53) is applicable.
ρS ρP I/I(0) d
0.025 0.027± 0.001 0.46 1.46
0.051 0.045± 0.002 0.65 0.70
0.078 0.076± 0.003 0.54 0.87
0.105 0.108± 0.004 0.37 1.28
0.220 0.238± 0.008 0.34 0.97
0.347 0.341± 0.011 0.22 1.06
0.489 0.343± 0.034 0.41 0.51
Table 3.2. Sample parameters for seven 8OCB+aerosil dispersions studied with x-rays.
Shown are the densities ρS and ρP in grams of SiO2 per cm3 of 8OCB, the ratio of the
transmitted to incident beam intensity I/I(0), and the thickness of each sample d in
mm.
Also listed in Table 3.2 are the ratios of the transmitted to the incident intensity
and the thickness of the sample derived from this ratio. The ratio was determined
by measuring the straight-through beam intensity I(0) in the absence of the sample
and the straight-through beam intensity I with the sample in place. The sample
thickness for which each photon scatters, on average, once is optimal for accurate
measurements and for reducing x-ray damage. In this case, the ratio I/I(0) ∼ e−1;
for our samples I/I(0) values are scattered around 0.4, indicating close to optimal
thickness.
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3.5 X-Ray Intensity Fluctuation Spectroscopy
3.5.1 Introduction to XIFS
Photon correlation spectroscopy is one of the most used techniques in the study
of dynamic phenomena in soft condensed matter. Recently this method was in-
troduced to x-ray wavelengths, mainly because of the technological developments
made in the generation of very high ﬂux and very brilliant x-rays at synchrotron
facilities around the world. This technique is known by the name of X-ray In-
tensity Fluctuation Spectroscopy, or for short, XIFS [40, 41, 42, 43, 44]. It is
the equivalent of the widely used and very well established technique of Dynamic
Light Scattering (DLS) [45], which is used in the visible region of the spectrum.
The source of light for DLS is generally a laser, and thus the properties of the
incident light are very high spatial and temporal coherence, as well as very good
polarization, depending on the source. Unfortunately, so far there are no lasers
that operate in the x-ray region of the spectrum. To make a coherent x-ray beam
one has to chop and throw away most of the incoherent light that is part of the
synchrotron x-ray beam and thus waste most of the ﬂux in this process. This is
the reason that the XIFS method has become available only recently, parallel to
the development of new techniques and instrumentation for x-ray generation and
optics.
One of the most important advantages that comes with XIFS is the possibility
of accessing dynamic phenomena down to atomic length scales, in contrast to DLS
which can not probe dynamics on length scale smaller than about 200 nm. Fur-
thermore, the most severe limitation of DLS, multiple scattering, is non existent
for the XIFS method because of the very small wave length. These two factors
make XIFS a very exciting new technique that will give the possibility to research
complex ﬂuids and bio-systems in much smaller length scales than before. How-
ever, the feasibility of XIFS has been demonstrated mainly on systems displaying
slow and ultra-slow dynamics, ∼ 1s time scale. Many biological and complex ﬂuid
systems display fast dynamics, exhibit particle interactions or may scatter very
weakly. Performing XIFS in these cases is very challenging due to intensity lim-
itations, the non perfect coherence properties of the XIFS beam and the pulsed
nature of synchrotron sources. In general, the need is for higher ﬂux in order to
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study the weak scattering systems, as well as have better photon statistics which
will make possible the determination of the autocorrelation function with higher
statistical accuracy. The increasing ﬂux and the detection of faster dynamics will
require faster detectors with higher dynamic range and lower noise.
The availability of high ﬂux coherent x-ray beams will also open up dramatic
opportunities to other techniques that use coherent ﬂux, such as scanning x-ray
microscopy and x-ray interferometry.
3.5.2 X-Ray Beam at APS-ANL
The experiments were conducted on the SRI-CAT, 2-ID-B undulator beamline at
the Advanced Photon Source ANL, using a coherent x-ray beam in the transmission
geometry. Fig. 3.11 shows the x-ray optics setup outside the experiment chamber.
Outside the hutch, the focusing mirrors, the monochromator and the Entrance
(ENS) and Exit Slits (EXS) achieve the task of focusing the x-ray beam down to
micron size as well as a good degree of coherence. The typical coherence length
during the experiment was ∼ 25 µm. This could be improved by further closing
the entrance and exit slits, but at the expense of the ﬂux of photons available
Figure 3.11. Schematic diagram of the optical path at the 2-ID-B beamline outside
the hutch.
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[46]. The exit slit can move upstream or downstream to track the monochromator
settings. Typical slit opening settings during the experiment were ENS/EXS =
200/50 (µm).
The coherent X-rays enter the experiment chamber through a 10 µm pinhole.
Figure 3.12 shows the scattering inside the hutch and the positioning of the knife
Figure 3.12. Schematic diagram of the optical path at the 2-ID-B beamline inside the
hutch.
edge, Avalanche Photo Diode (APD) detector, and the CCD camera. The knife
edge is used to block parasitic scattered x-ray from the pinhole. Several times
during the experiment the knife edge would move into the path of the direct beam
scattering the x-ray beam. This came as a result of very small thermal motions of
the motors controlling the edge, or because of possible changes in beam steering
that comes from the sub-micron thermal mirror motion. The APD has a very high
saturation limit and is used to measure the intensity of the direct beam as well
as record the absorption image of the sample. This is used to determine the best
possible position in the sample that gives a high speckle contrast. Experimentally it
was found that regions which had ∼ 25% absorption gave the best speckle contrast.
The sample is located at the center of the 2θ circle of the goniometer and could
be moved parallel and perpendicular to the beam via a piezoelectric stage. The
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total distance from the pinhole to the sample is less than 2 cm, reducing the air
absorption of the x-ray beam and possible scattering from air molecules.
The sample holder is made of two copper plates which can be screwed together.
A small hole is drilled on each of them, and on top of it is glued a very thin silicon
nitride [47] substrate with a 0.7 × 0.7 mm2 window for the x-rays. A thin layer of
sample is spread over one of the silicon nitride windows and is sealed by the similar
plate on the other side. Care should be shown while spreading the sample because
the window is very thin and breaks easily. The alignment of the windows was
done carefully under the microscope to get the maximum possible area exposed to
x-rays. The sample holder was mounted in a copper stage that can be temperature
controlled through a recirculating water bath. In order not to agitate the sample
mechanically, the temperature controller was turned oﬀ, thus the experiments were
carried out at room temperature (301.75±1 K), which corresponds to the smectic
Figure 3.13. Temperature of the stage as a function of the image number. The spurious
jumps are probably errors in the thermocouple reading and not real room temperature
changes.
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Figure 3.14. Schematics of CCD setup and the ROI deﬁnition.
phase of 8CB. During the experiment the temperature of the stage was measured
with a thermocouple. The sample temperature as a function of the image number
is shown in Figure 3.13. The temperature stability could easily be improved by
using a resistive heater and a PID temperature controller.
The scattered light from the sample gets collected from a CCD camera mounted
at the arm of the goniometer, at a distance of 950 mm from the center, and at
angle 2θ = 0.82 degrees from the direct beam. The CCD we used was a 16 bit,
Princeton Instruments CCD chip, 1024× 1024 pixels 25× 25 mm2 size, cooled to
liquid nitrogen temperature. It covered momentum transfer (q) ranges from 0.02
to 0.2 nm−1. Fig. 3.14 represents the positioning of the CCD with respect to the
center of the scattered beam. In the analysis which is done oﬀ-line, the user can
specify the Region of Interest (ROI ), the minimum and maximum range of q to be
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included in the analysis, as well as the size of the autocorrelation box. The region
that is between qmin, qmax and inside the ROI is the one for which the analysis
gets done. We call it the Analysis Region (AR).
In order to achieve good speckle contrast from the SIL we chose the x-ray
energy to be 1.830 keV , just below the Si K-absorption edge [48]. Time series of
CCD images of ∼ 30 s exposure and ∼ 6.4 s between images were recorded for
each sample, for about 4 to 9 hours. The radiation dose received by the sample
was very small to notice any apparent damage on the samples. For each density,
clearly ﬂuctuating speckles were observed.
3.5.3 Data Reduction and Analysis
Images of the series were stored in the “*.HDF” format, together with some of
the most important settings at the time of the image acquisition. The other data
(called metadata) include among others, the absolute time when the image was
recorded, the current of the synchrotron ring, the temperature of the sample, as
well as the settings for the mirrors and slits, the position of the sample the CCD
the guard knife edge, etc. The data reduction and calculation of the temporal
autocorrelation function, G(2)(q,∆t) followed the scheme suggested by Lumma et.
al. [49], including corrections for the storage ring current, the total intensity of the
image, and the dark noise of the CCD. This was done eﬀectively with a GUI, IDL
[50] program, written for this purpose (See Appendix B for more details).
Care was taken to correct all images for the dark readout noise of the CCD as
well as for damaged or high noise pixels in the CCD. This is particularly important
for the high q region of the CCD where the signal is not very strong. A Master
Dark image is created as an average of a time series of dark images which were
taken without the x-ray beam going through the sample (shutter at the “OFF”
position). For each sample run, a single dark image is recorded just before the
run. The Master dark image scaled to the intensity of the single dark image is
subtracted, to give the Dark corrected image. All the pixels of the n-th image
of the series are scaled to the ring current and the total intensity of the ﬁrst
image of the series in a pixel by pixel basis. The ring current and total intensity
dependence on the image number are plotted in Fig. 3.15. This type of scaling
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Figure 3.15. Upper Panel: Dependence of the Ring Current Intensity on the image
number. Curves are shifted for easier viewing. The line represents the average ring
current for all runs. Lower Panel: Dependence of the Total Image Intensity on the
image number.
reduces the possible instability in the intensity of the beam that may come from
the ring current changes, as well as other factors that can change the position or
the intensity of the beam at the sample.
Preliminary analysis needs to be done to create the master dark image and
to ﬁnd the size of the autocorrelation box. The size of the autocorrelation box
is set by the user at the beginning of the IDL program and should be similar to
the average speckle size. The average speckle size was calculated from the average
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Figure 3.16. Average spatial intensity autocorrelation function. The autocorrelation
function has decayed almost 80% at the 3 pixels radius which was chosen as the average
speckle radius.
spatial autocorrelation function of several images
G(2)r (∆r) =
〈I(r) I(r +∆r)〉r
[〈I(r)〉r]2 − 1 (3.54)
and it was found to have a radius of ∼ 3 pixels as can be seen in Fig. 3.16.
In the IDL program, the user speciﬁes the q range (qmin, qmax), the ROI in
which the data analysis should be performed, the size of the autocorrelation box,
as well as the path to the location of the images to be included in the analysis.
The data analysis program calculates the position of the autocorrelation boxes
which cover all the AR. Then the dark image is subtracted from each image and
the scaling gets done in a pixel by pixel basis. For a box centered at the position
(q, θ, t), where t is the time when the image was acquired, the average intensity of
all the pixels I(q, θ, t) inside that box gets calculated.
The temporal intensity autocorrelation function gets calculated for each box
(from the same position in the image) in the time series of images. This eﬀectively
79
gives one autocorrelation function for each box. Then a second reduction can be
done by calculating the average time autocorrelation function from the boxes which
lie in the same q ± δq range. This is the autocorrelation for the speciﬁc q. All the
autocorrelation functions are saved into a ﬁle and can be displayed through the
IDL program.
To improve the statistical accuracy, the multi-tau method with the symmetric
normalization scheme was adopted [51, 52, 53]. See Appendix B for the details of
the IDL program that was written for the data analysis.
3.6 Sample Preparation
All samples were prepared in our lab at WPI 9. The liquid crystals were obtained
from Aldrich and Merck, and were used without any further puriﬁcation. The SIL
was obtained by Degussa Corp. [54]. Prior to use, the SIL was dried at ∼ 200◦C
overnight to remove any adsorbed water. The preparation procedure was followed
strictly for each sample, thus all samples were exposed to the same conditions
prior to the data acquisition. This way, eﬀects that might come from diﬀerent
aging times or history are reduced to a minimum.
3.6.1 Calorimetry Sample Preparation
• Batch Sample Preparation
The preparation method starts with adding the appropriate amounts of silica
powder and LC together so that the desired SIL density is achieved. Then
the mixture is dissolved with spectroscopic grade acetone and mixed, ﬁrst
mechanically and then in a sonic bath for about 2 hours. This allows a mi-
croscopically uniform dispersion of the SIL spheres throughout the mixture.
The sample is then placed on a hot plate at temperature ∼ 50 ◦C to allow
the acetone to evaporate slowly and for the gelation to occur. After most
of the acetone has evaporated the sample is then placed under vacuum at
10−3 Torr and at elevated temperatures, ∼ 65 − 90◦C for about 2.5 hours,
9Except for the CCN47 batch sample, which was prepared in the lab of Prof. T. Bellini. See
the following section, for the batch sample preparation method.
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in order to remove any remaining solvent. This part is the same for all
samples, regardless of their TIN , and will be referred to as the batch sample
preparation.
The sample is then transferred to the cell, making sure that it does not crys-
talize at anytime. The cell gets mounted in the calorimeter after it is closed
and the heater and thermometer are mounted on opposite sides.
• In-Situ Preparation Method for High Transition Temperatures
(8OCB and 8¯S5)
In order to have a randomly dispersed gel, without any anisotropy, the mixing
and gel formation happens best in the isotropic phase of the liquid crystal.
Furthermore, crystallization of LC can possibly damage the fragile aerosil gel,
especially for low silica densities. At room temperature, 8OCB and 8¯S5 are a
crystalline solid even in the presence of high aerosil density. Their isotropic
transition temperature is well above 50◦C. It was almost impossible, due
to the small heat capacity of the cell + sample arrangement, to keep the
sample from crystalizing while mounting it. Therefore, a special procedure
was followed after the batch mixing for these two samples.
The sample was introduced into the cell and allowed to cool. The cell was
then crimped and the heater and thermometer were attached. A constant
current was placed across the heater to maintain the cell temperature well
above TIN . The ﬁlled cell was then placed in an ultrasonic bath to remix
the sample. After remixing for about 2 hours, the cell was mounted in the
calorimeter, while constantly applying the current. This sample preparation
protocol also allows a controlled entry into the crystal phase. However, since
the cell is sealed, the in situ remix could not be inspected and so some small
dispersion inhomogeneity may remain.
3.6.2 Light Scattering Sample Preparation
This experiment was performed in Prof. Bellini’s lab at Universita di Milano,
Milano, Italy. The details of the light scattering cell are described in detail in
Ref. [36, 55, 56].
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3.6.3 X-Ray Diﬀraction Sample Preparation
At room temperature, 8OCB is a crystalline solid even in the presence of high
densities of aerosils. It was imperative to avoid crystallization of the 8OCB once an
aerosil dispersion is formed, since this was observed to give rise to phase separation
in the sample. For the x-ray studies, this was accomplished by maintaining the
temperature of the mixture while the solvent was evaporating above the bulk
crystallization temperature, and then quickly transferring the sample to the x-ray
oven which was at a similar temperature. So there is a small diﬀerence in the
sample preparation between calorimetry and x-ray methods. Prior to taking data,
each sample was held in the isotropic phase at ∼ 353 K for six hours to allow the
gel to equilibrate in the holder.
3.6.4 XIFS Sample Preparation
To study the gel dynamics, we prepared 6 diﬀerent dispersions of SIL in 8CB with
the following densities ρ: 0.030, 0.080, 0.100, 0.160, and 0.200 g cm−3 (grams of
silica per cm3 of total volume) and a pure SIL sample of unknown density. (We
will drop the units from here on.) Each sample was dissolved in very high purity
acetone and sonicated for more than 1 hour to produce a microscopically dispersed
mixture. The acetone was slowly evaporated allowing gelation and then the sample
was dried under vacuum for more than 2 hours at elevated temperature.
A thin layer of sample of varying thickness was spread on a 0.7 x 0.7 mm
silicon nitride [47] substrate attached to a copper plate (with a window to allow
x-rays), and sealed with a similar plate on the other side. This sample holder
was mounted in a copper stage that can be temperature controlled through a
recirculating water bath. In order not to agitate the sample mechanically the
temperature controller was turned oﬀ. Thus the experiments were carried out
at room temperature (301.75±1 K), which corresponds to the smectic phase of
8CB. During the experiment the temperature of the stage was measured with a
thermocouple. The pure SIL sample was prepared by sprinkling a thin layer of
SIL on the silicon nitride window and sealed. The SIL was held there by pure
electrostatic forces.
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3.7 General Characteristics of Aerosil Gels and
Bulk LC’s
This section presents the main characteristics of the bulk liquid crystals used in
this work, as well as the characteristics of the aerosil gel structure. The proce-
dure regarding the LC + SIL sample preparation has been already described in
section 3.6.
3.7.1 Characteristics of the Aerosil Gel
We prepared several samples of LC with quenched random disorder (QRD) in-
corporated into them. QRD in LCs requires the inclusion of ﬁxed random solid
surfaces at all possible length-scales up to the sample size. This was achieved by
“dissolving” type 300 aerosil (SIL) into the host LC. The SIL is comprised of
SiO2 (silica) spheres of diameter about 7 nm, coated with (-OH ) hydroxyl group.
The coating enables the spheres to hydrogen bond and form a thixotropic10, frac-
tal gel, in an organic solvent, through a diﬀusion limited aggregation process. Al-
though the details of the aggregation process for the SIL are not very well known,
the gel structure appeared uniform under the microscope or simple eye inspection,
and held its shape even at elevated temperatures well above the TIN of the LC.
The fact that aerosil forms a fractal gel structure, which appears to hold its shape
even in the isotropic phase of the LC, is crucial, because the analysis and inter-
pretation of the optical and calorimetric data is based on the hypothesis that the
restructuring process of the aerosil structure plays no role during the experiments.
In fact, the XIFS study of the SIL dynamics shows that, there are no signiﬁcant
dynamics in the experimental relevant time scales [57].
A cartoon of the SIL gel and LC molecules, drawn to scale, is shown in
Fig. 3.17. The gel can be thought of as randomly crossing long silica chains with
very high pore volume fraction and no preferred orientation, as was shown by light
scattering [55] and small angle x-ray scattering (SAXS) studies [58]. However, the
SAXS studies showed that the basic aerosil unit consists of a few of these spheres
fused together during the manufacturing process [58]. This picture of the gel is
10The term thixotropic stands for structures that can cut and reform within a short time scale,
so that the overall structure holds its shape.
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also conﬁrmed by the electron microscope picture, shown in Fig. 3.18. The speciﬁc
surface area of the type 300 SIL is a ≈ 300 m2g−1 as determined by a Brunauer-
Emmett-Teller (BET) adsorption isotherm as speciﬁed by the manufacturer.
The gelation threshold for the SIL is for a density ρ ≈ 0.015 g/cm3. The
molecules of the LC anchor to the solid SIL surface homeotropically. This pins the
local director very close to it. Since the orientation of the SIL surfaces is ﬁxed and
completely random, these surfaces provide the desired QRD eﬀect. The strength
of the QRD provided by the gel, should increase with increasing silica density,
Figure 3.17. Cartoon of an aerosil gel formed by diﬀusion limited aggregation. The
SIL forms long necklace like chains that interconnect randomly and percolate to form a
fractal gel at densities above ∼ 0.015 gcm−3. The LC molecules anchor homeotropically
to the surface of the SIL spheres. The zoomed region shows a cartoon of a distorted
Smectic-A phase by the presence of the SIL gel.
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Figure 3.18. Electron microscope picture of the fractal gel formed by the aggregation
of aerosil particles. The black length bar corresponds to 50nm
but the exact relation between the two is not known so far. Furthermore, the
dimensional distribution of the voids containing liquid crystal is dependent on the
SIL density. It is expected that, with increasing silica densities, the conﬁnement
of the host LC will play an increasingly important role in the transition, which
will interplay with QRD eﬀects [59].
3.7.2 Characteristics of 8CB
8CB is the abbreviated name of the LC octylcyanobiphenyl. It is one of the
most well known and probably the most studied LC. 8CB has a typical rod-like
molecule, with a rigid biphenyl core, to which are attached an aliphatic tail and
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a polar cyano head group. Its molecular weight is Mw = 291.44 g mol
−1. The
molecular structure is shown in Fig. 3.19. Pure 8CB undergoes a weak ﬁrst-order
Figure 3.19. Molecular structure of the 8CB molecule.
isotropic to nematic transition, at T oIN = 313.98 K, and a continuous nematic to
smectic-A transition, at T oNA = 306.97 K. Below 290 K 8CB crystalizes via a ﬁrst
order transition. The 1-atm phase sequence for 8CB is (in kelvin) [58, 60]
Crystal
∼ 290
−−−−−−−→ SmAd
306.97
←−−−−−−→ N
313.98
←−−−−−−→ I
3.7.3 Characteristics of 8OCB
The 8OCB molecule is another typical rod-like liquid crystal molecule. It has a
rigid biphenyl core, to which are attached an aliphatic tail via an oxygen link,
and a polar cyano head group. Its molecular weight is Mw = 307.44 g mol
−1.
The oxygen link constitutes the sole molecular diﬀerence between 8OCB and 8CB
as can be seen in Fig. 3.20. At ∼ 353 K, there is a weak ﬁrst-order transition
Figure 3.20. Molecular structure of the 8OCB molecule.
from the isotropic to an orientationally ordered nematic phase. At T oNA  340 K a
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continuous transition occurs from the nematic to a partial bilayer smectic-A phase.
The 1-atm phase sequence for 8OCB is (in kelvin) [61]
Crystal
∼ 327.9
−−−−−−−−−→ SmAd
340.27
←−−−−−−→ N
353.39
←−−−−−−→ I
where the reproducible Crystal-SmA melting temperature is given. As usual, the
SmA phase can be supercooled substantially below this melting temperature. Due
to coupling between the nematic and smectic order parameters as well as couplings
involving their ﬂuctuations, the N-SmA transition is not a simple member of the
3D-XY universality class. Rather, it exhibits complex anisotropic critical behavior
[20].
This material has stronger smectic interactions than 8CB as evidenced by the
higher transition temperature and the larger bare correlation lengths for smectic
interactions [62]; additionally, 8OCB is more sensitive to changes in density. This
ﬁnal point is illustrated by the reentrant nematic phase which 8OCB exhibits at
high pressures or when diluted with a shorter homolog [63, 64].
3.7.4 Characteristics of 8¯S5
Figure 3.21. Molecular structure of the 8¯S5 molecule.
8¯S5 is the abbreviated name of the LC 4-n-pentylphenylthiol-4’-n-octyloxybenzoate.
The liquid crystal 8¯S5, synthesized at Kent State University, was used after de-
gassing in the isotropic phase for two hours. The best literature reported transition
temperature values in the bulk for this liquid-crystal molecule (Mw = 412.64 g mol
−1)
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are T oIN
∼= 359.6 K for the weak ﬁrst-order isotropic to nematic (I -N ) transi-
tion, T oNA
∼= 336.58 K for the XY-like continuous nematic to smectic-A (N -SmA)
transition, and T oAC
∼= 329.35 K for the monotropic Landau tricritical smectic-
A to smectic-C (SmA-SmC ) transition [65]. At lower temperatures on cooling, a
monotropic smectic-C to smectic-B (SmC-SmB) transition occurs at T oCB ∼ 304 K.
The strong ﬁrst-order Crystal-SmC (Cr -SmC ) transition occurs reproducibly on
heating at T oCrC ∼ 332 K and can be supercooled down to 293 K. The mea-
sured transitions temperatures for our bulk material occur at T oNA
∼= 336.64 K,
T oAC
∼= 328.96 K, and T oCrC ∼ 331.0 K, which are in reasonable agreement with the
literature bulk values. The 1-atm phase sequence for our bulk 8¯S5 is (in kelvin)
Crystal
∼ 293
←−−−−−−−−SmB
∼ 304
←−−−−−−−−SmC
328.96
←−−−−−−→SmA
336.64
←−−−−−−→N
353.39
←−−−−−−→I
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→∼ 331.0
However, 8¯S5 is known to age and its transition temperatures continuously
shift downward with time, especially when heated into the isotropic phase [65, 66].
Fortunately, the N-SmA and SmA-SmC transitions remain relatively sharp, well
deﬁned, and consistent during the sample aging, as will be discussed in sec-
tions 5.3 and 6.1. Although the aging of this LC is unavoidable, the bulk LC
and LC+aerosil samples studied here experienced the same preparation method
and thermal history, thus the relative evolution of these transitions with aerosil
disorder should be preserved.
The bulk 8¯S5 and all 8¯S5+aerosil samples experienced the same thermal history
after mounting; six hours in the isotropic phase to ensure homogeneous gelation,
then a slow cool into the smectic phase at ∼ 320 K before beginning the ﬁrst
detailed heating scan to ∼ 345 K, followed immediately by a detailed cooling scan
over the same range. Tests on bulk 8¯S5 with various thermal histories in the
isotropic phase reveal an aging of the material. There are progressive shifts of
the transition temperatures downward with increased time at high temperature.
However, other than an increase in the rounding of the Cp peaks and the down-
ward shift of the transition with time, the critical character remains essentially
unchanged.
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3.7.5 Characteristics of CCN47
Figure 3.22. Molecular structure of the CCN47 molecule.
CCN47 is the abbreviated name of the liquid crystal 4’-transbutyl-4-cyano-4-
heptyl-bicyclohexane, in which the biphenyl group has been replaced by saturated
hydrocarbon rings, as can be seen from its molecular structure shown in Fig. 3.22.
This change yields a very low birefringence, about 1/10 that of cyanobiphenyls.
This very attractive feature of CCN47, allows the measurement of the bulk bire-
fringence (∆n) throughout its nematic phase and even through the I − N and
N-SmA transitions. The bulk birefringence temperature dependence is needed
in order to extract the nematic correlation length (ξnˆ), from turbidity and ILALS
measurements. (See sections 3.3.2 and 3.3.3 for a description of these experimental
methods.)
CCN47 features a wide range nematic phase between the isotropic and smectic-
A phases. According to our data, it undergoes a weak ﬁrst-order transition from
the isotropic to an orientationally ordered nematic phase, at ∼ 330.41 K, and
another very weak ﬁrst-order transition occurs from the nematic to the smectic-A
phase at T oNA  301.93 K in agreement with previous investigations [67]. The
1-atm phase sequence for CCN47 is (in kelvin)
Crystal
∼ 297.16
−−−−−−−−−−→ SmAd
301.93
←−−−−−−→ N
330.41
←−−−−−−→ I
Its molecular weight is Mw = 345.617 g mol
−1. Measurements of the bulk bire-
fringence ∆nB by birefringence compensation at the microscope can be described
by
∆nB = ∆n
∗∗ + A(T ∗∗ − T )β, (3.55)
where ∆n∗∗ = 0.0085, A = 0.0096, T ∗∗ − TIN ≈ 0.14 K, and β ∼= 0.28, consistent
with typical values for nematics [68]. The bulk speciﬁc heat capacity and birefrin-
gence dependence on temperature are shown in Fig. 4.7. Characterization of the
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I-N transition by calorimetry reveals a weak ﬁrst-order character, with a latent
heat ∆H ≈ 1.55 J g−1 and a total transition enthalpy (including the pretransitional
contribution δH) ∆HT = δH +∆H ≈ 5.65 J g−1.
Chapter 4
Isotropic to Nematic Phase
Transition in Aerosil Disordered
Liquid Crystal
4.1 Introduction
This chapter describes the eﬀect of quenched random disorder due to a dispersed
thixotropic aerosil gel on the weakly ﬁrst-order isotropic to nematic (I-N ) phase
transition. At the I-N transition, the orientational order has a ﬁnite correlation
length and is established in three dimensions, which is described by a symmetric
and traceless 2nd rank tensor Qij [3] (as such, it possesses only ﬁve independent
components). Thus, nematic order belongs, in principle, to a d = 3, n = 5
Heisenberg class. However, by ignoring any biaxial character and aligning the
orientation axis with a principle axis of a local frame, this tensor can be split
into a scalar order parameter (S) measuring the magnitude of orientational order
about the orientation axis, and a “headless” vector called the nematic director, nˆ
(nˆ = −nˆ), describing the spatial orientation of this axis. In this simpliﬁed view,
nematic order is described on short length scales by S and on longer length scales
by nˆ, which is useful in describing the elastic properties of the nematic structure.
These measures of nematic order are related to the quadrupolar nematic order
parameter by Qij =
1
2
S(3nˆinˆj − δij).
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In principle, the eﬀect of the aerosil gel network on the orientational order
of the nematic phase is two fold. The silica gel ﬁrstly dilutes the liquid crystal
and secondly creates a preferred local orientation [69, 70]. In addition, the ﬁrst-
order transition from the isotropic to the nematic phase necessitates the formation
of interfaces between coexisting domains/phases, which must occur within the
available void spaces. The latter eﬀect is the classic result of quenched random
disorder; a distribution of transition temperatures due to the nucleation of ordered
domains within voids having some size distribution. This leads to short-range order
(SRO), a rounding of the transition, and suppression of the ﬁrst-order character of
the transition [71]. The contribution of a random preferred local orientation eﬀect
to the total Hamiltonian can be represented as:
HRF = −
∑
i
g2(hi · nˆi)2 (4.1)
where, nˆi is the orientation of the molecules over some small region where the
orientation is approximately constant, and hi is the random inﬂuence of the sil-
ica surface. The variance of this random ﬁeld 〈(h)2〉 should be proportional to
the density of solids dispersed in the LC medium. This term is squared due to
the eﬀective inversion symmetry of the molecules in the nematic phase. Since
the nematic order parameter is quadratic in nˆi due to the same inversion sym-
metry [3], Eq. (4.1) is also linear in the order parameter and hence constitutes a
random ﬁeld (RF) interaction. Recently, Eq. (4.1) has also been interpreted as a
random-anisotropy (RA) interaction [70], but this seems only applicable to systems
described by a pure vector n = 3 order parameter. The formation of interfaces and
the resulting surface energy penalties places restrictions on the eﬀects of 〈(h)2〉,
depending on the elasticity of the nematic. Light scattering measurements have
shown that the nematic phase in liquid crystal and aerosil dispersions breaks up
into large (micron size) but ﬁnite-size domains [36]. In addition, more extensive
optical studies focussing on the nature of the nematic director structure well below
the I-N transition have shown that the director correlation length ξnˆ decays expo-
nentially with distance, which is a hallmark of short-range order [55, 56]. These
features are consistent with an RF interaction for nematics with QRD. The bulk
transition exhibits signiﬁcant pretransitional ﬂuctuations and is very close to a
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tricritical point [72]. Both aspects are nontrivially aﬀected by random disorder.
To date, the most thoroughly studied LC + SIL system is the dispersion of
type-300 aerosil in octylcyanobiphenyl (8CB), denoted 8CB + SIL. Detailed
calorimetric [73, 58, 74], x-ray scattering [75, 76], x-ray intensity ﬂuctuation spec-
troscopy [77, 57], static and dynamic light-scattering [36, 55, 56], and deuterium
NMR [78] studies on the nematic to smectic-A (N-SmA) and the isotropic to
nematic (I-N ) phase transitions of this system have shown that there are clear
quenched random-ﬁeld characteristics, as well as ﬁnite-size scaling eﬀects [59].
Calorimetry measurements on 8CB+SIL samples have been particularly use-
ful in yielding detailed information on both the I-N and the N-SmA phase tran-
sitions [58]. The results for both transitions show a complex dependence of the
transition temperature on the aerosil density. While the N-SmA heat capacity peak
remains sharp and evolves towards 3D-XY behavior with increasing silica density,
the I-N behavior is more complicated. For silica densities below ρS ∼ 0.1 g cm−3,
two heat capacity peaks, closely spaced in temperature, were observed. At higher
aerosil densities, the heat capacity peaks for both the I-N and the N-SmA transi-
tions displayed highly smeared and non-singular features. Deuterium NMR mea-
surements on deuterated 8CB + SIL dispersions, which were carried out over a
wide range of silica densities, showed that the magnitude of the orientational or-
der S below the I-N transition temperature was essentially unchanged from bulk
behavior [78]. The amount of liquid crystal reorientation for ﬁeld-cooled samples
upon rotation within the DNMR ﬁeld is small and decreases continuously with
silica density up to ρS = 0.094 g cm
−3 (the units will be dropped hereafter), con-
ﬁrming distinct low and high ρS behavior. X-ray intensity ﬂuctuation spectroscopy
(XIFS) studies have found evidence of aerosil gel dynamics in 8CB + SIL disper-
sions, (See chapter 7 for more details) indicating an elastic coupling between the
gel and LC [77, 57]. The optical, calorimetric, DNMR, and XIFS results all appear
to be consistent with a model in which director ﬂuctuations are suppressed with
increasing aerosil density.
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4.2 I-N Transition in 8OCB
In this section we focus on a diﬀerent liquid crystal – octyloxycyanobiphenyl,
8OCB, – having dispersed in it the same type of aerosil over a comparable range
of silica densities as the well-studied 8CB + SIL system. This liquid-crystal has
several important diﬀerences from the closely related 8CB. The liquid-crystal
8OCB has stronger smectic and nematic interactions than 8CB as evidenced by
the higher transition temperatures, the larger bare correlation lengths for smectic
interactions [62], and the larger elastic constants. More speciﬁcally, 8OCB has a
17% larger bend, 36% larger twist, and 10% larger splay nematic elastic constants
than 8CB (in the single elastic constant approximation, 8OCB has a ≈ 20%
greater KN than 8CB with an overall uncertainty of 5%) [79]. Thus, comparison
of behaviors between 8CB+SIL and 8OCB+SIL systems allows for the isolation
of general quenched random-disorder (QRD) eﬀects from material speciﬁc eﬀects;
in this case the elasticity of the liquid-crystal host medium.
4.2.1 General Description
The heat capacity of the pure 8OCB liquid-crystal is in good agreement with
previously published results [61, 80]. For our pure 8OCB material the transition
ρS TIN T
∗ ∆TN δTIN δT2p δH∗IN δH
′′
IN
0 352.47 339.52 12.95 0.10 − 6.57 0.25
0.036 352.56 339.64 12.92 0.11 − 6.69 0.19
0.051 352.75 340.22 12.56 0.32 − 7.17 0.24
0.078 351.03 338.61 12.42 0.27 − 6.88 0.10
0.105 351.02 338.51 12.51 0.18 − 7.03 0.12
0.220 351.16 338.61 12.55 0.27 0.09 7.08 0.12
0.347 352.30 338.85 13.45 0.46 0.11 6.96 0.08
0.489 352.17 338.05 14.12 0.70 0.22 6.77 0.04
0.647 351.09 337.30 13.79 1.20 0.54 6.22 0.01
Table 4.1. Summary of the calorimetric results for 8OCB+SIL samples. Shown are the
sample density (ρS in grams of aerosil per cm3 of 8OCB) as well as the I-N (TIN ) and the
N-SmA (T ∗) phase transition temperatures, the nematic range (∆TN = TIN − T ∗), the
width of the I-N coexistence region (δTIN ), and the diﬀerence in temperature between
the two ∆Cp(IN) peaks (δT2p) all in kelvins. The I-N transition ac-enthalpy (δH∗IN )
and the integrated imaginary speciﬁc heat (δH ′′IN ) in J g
−1 are also tabulated.
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temperatures were T oIN = 352.53 K and T
o
NA = 339.52 K. The I-N two-phase
coexistence width was ≈ 95 mK wide, and the N-SmA transition enthalpy was
δHoNA = 0.42 J g
−1. These thermal features indicate that the 8OCB liquid-crystal
used in this study was of reasonably good quality. A summary of the calorimetric
results for pure 8OCB and 8OCB + SIL samples is given in Table 4.1.
In order to determine the excess heat capacity associated with the phase transi-
tions, an appropriate background was subtracted. The total sample heat capacity
over a wide temperature range had a linear background, Cp(background), sub-
tracted to yield
∆Cp = Cp − Cp(background) (4.2)
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Figure 4.1. Excess speciﬁc heat, ∆Cp, as a function of temperature about TIN for
bulk 8OCB and 8OCB +SIL samples from ρS = 0.036 to 0.647 grams of silica per cm3
of liquid crystal. See ﬁgure inset for deﬁnition of symbols. The vertical dashed lines
indicate the I-N transition region expanded in Fig. 4.2.
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as the excess Cp due to the I-N and N-SmA phase transitions. The resulting ∆Cp
data are shown for pure 8OCB and all 8OCB + SIL samples in Fig. 4.1 over a
wide temperature range about TIN , where the units are J K
−1 per gram of liquid
crystal. The transition temperature, TIN , is determined as the highest temperature
where any nematic phase is present and corresponds to the highest temperature
peak in C ′′filled.
As seen in Fig. 4.1, the ∆Cp values away from the N-SmA transition and the
I+N coexistence regions overlap with bulk behavior independent of silica concen-
tration. The detailed variations of ∆Cp associated with the N-SmA transition with
ρS has been reported in Ref. [81], and will be described in section 5.2. The devia-
tions of some of the ρS = 0.05 points in the nematic phase is likely a consequence of
sample inhomogeneity. The ∆Cp “wings” of the I-N transition are associated with
short-range ﬂuctuations of nematic order. Given the simpliﬁcation of the nematic
order parameter, the short-range ﬂuctuations in bulk nematics are mainly com-
posed of thermal ﬂuctuations of the scalar part S. For the 8OCB + SIL system,
the temperature dependence of ∆Cp(IN) being independent of ρS suggests that
thermal ﬂuctuations of S are independent of disorder over the whole range of ρS
studied in this work. The ∆Cp(IN) wing behavior shown here for 8OCB + SIL
is completely consistent with similar results for 8CB + SIL [58] and low-density
8CB+aerogel samples [82].
In stark contrast to the behavior of ∆Cp in the one-phase regions, the two-phase
coexistence region of the I-N transition exhibits strong eﬀects of silica concentra-
tion, as shown in Fig. 4.2. From 1 K below to 0.4 K above TIN , the ∆Cp(IN)
peaks for the pure 8OCB and the ρS = 0.036 sample are essentially the same
[83]. Upon increasing silica density, the peak in ∆Cp(IN) is substantially lower
in temperature relative to the peak in C ′′filled and considerably broader than for
the bulk or the ρS = 0.036 sample. See the upper panel in Fig. 4.2. In addition,
there is a small and very broad shoulder below the main speciﬁc heat peak, also
seen in bulk, which moves toward the main peak with increasing ρS. The nature
of this subsidiary feature is not known. It is likely, given the similarity of the
materials used here with the 8CB + SIL system, that the percolation threshold
for type-300 aerosil in 8OCB is essentially the same at ρP ≈ 0.018 [58]; so a true
gel should be present for all samples studied in this work. This is supported by
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Figure 4.2. Expanded view of the excess speciﬁc heat about the I-N transition as a
function of temperature. See ﬁgure insets for deﬁnition of symbols. The samples have
been separated into two groups; the upper panel appears to indicate inhomogeneity
induced broadening for samples with ρS  0.1; the lower panel depicts the evolution
of ∆Cp for ρS > 0.1 and shows two distinct features, one sharp and one broad feature
consistent with those seen in 8CB + SIL systems [58].
a visual inspection of these samples holding their shape above the crystal melting
temperature. The I-N transition regions shown in Fig. 4.2 for ρS  0.1 appear to
be quite sensitive to small inhomogeneities in the silica gel dispersion and so, are
grouped together. Given the dominance of a large, broad, speciﬁc heat peak and
relatively erratic transition temperature shifts, discussed below, the eﬀect of the
silica gel on the I-N phase transition is strongly dependent on the quality of the
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dispersion.
Beginning with the ρS = 0.22 sample and for increasing silica content there is a
systematic variation of the excess heat capacity, which is shown by the lower panel
in Fig. 4.2. At ρS = 0.22, a double heat capacity feature is observed with a sharp
high-temperature peak ∆CHTp corresponding closely to (but very slightly below) a
sharp peak in C ′′filled, followed at lower temperature by a broader peak ∆C
LT
p also
having an associated broad peak in C ′′filled. Clearly, both are ﬁrst-order signatures
and are separated by ≈ 0.1 K. For the ρS = 0.347 and 0.489 samples, the ∆CHTp
feature remains sharp but decreases in magnitude, while the ∆CLTp feature becomes
increasingly rounded and moves to lower temperature relative to ∆CHTp by 0.15
and 0.2 K, respectively. For the ρS = 0.647 sample, both heat capacity features
are rounded and separated now by ∼ 0.5 K. Over this entire range of silica density,
the size of the C ′′filled peak decreased monotonically with increasing ρS. Such a
double I-N heat capacity feature was observed in 8CB + SIL samples for silica
concentrations up to ρS ≈ 0.1, but ∆Cp exhibited a single, rounded feature above
this density [58]. Only a single rounded ∆Cp(IN) feature was observed for all
8CB+aerogel samples [82].
4.2.2 The I-N Transition Enthalpies
The I-N transition enthalpy also exhibits a dependence on aerosil concentration
and can be a quantitative measure of the strength of the transition. For a second-
order (or continuous) phase transition, the change in enthalpy through the transi-
tion is given by
δH =
∫
∆CpdT (4.3)
where the limits of integration are as wide as possible about the heat capacity
peak. However, for ﬁrst-order transitions the situation is complicated by the pres-
ence of a two-phase coexistence region, in this work I+N, as well as a latent
heat ∆H. The total enthalpy change through a ﬁrst-order transition is the sum
of the pretransitional enthalpy and the latent heat. In an AC-calorimetric mea-
surement, ∆Cp values observed in the two-phase region are artiﬁcially high and
frequency dependent due to partial phase conversion during a Tac cycle. The pre-
transitional enthalpy δH is typically obtained by substituting a linearly truncated
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∆Cp behavior between the bounding points of the two-phase coexistence region
into Eq. (4.3), while an independent experiment is required to determine the la-
tent heat ∆H [58]. A direct integration of the observed ∆Cp yields an eﬀective
transition enthalpy δH∗ and this contains some of the latent heat contributions;
thus δH < δH∗ < ∆Htotal = δH +∆H.
For our analysis, the observed ∆Cp(IN) was directly integrated over a wide
temperature range of−25 K below to +5 K above TIN for all bulk and 8OCB+SIL
samples where the N-SmA transition enthalpy contribution was subtracted. This
will be referred to hereafter as the ac-enthalpy and denoted as δH∗IN , as it repre-
sents only a part of the total transition enthalpy. Integration of the ∆Cp(IN) data,
shown in Fig. 4.1, ( with linear truncation in the two-phase coexistence region) over
a similar a similar range yields a pretransitional enthalpy δHIN = 5.13 J g
−1 that
is independent of aerosil density. Integration over a similar temperature range
yielded a pretransitional δHIN value of 5.43 J g
−1 for 8CB+SIL samples, also in-
dependent of silica density [58]. In addition, the integration of the imaginary heat
capacity given by Eq. (3.15) and normalized to the LC mass, deﬁnes an imagi-
nary transition enthalpy, referred to as im-enthalpy and denoted as δH ′′IN , which
is an indicator of the ﬁrst-order character of the transition. Although δH ′′IN is a
measure of the dispersive component of the complex enthalpy, it is only approxi-
mately proportional to the transition latent heat due to the ﬁxed-ω ac-technique
employed in this work. As the silica content changes, the two-phase conversion
rate may change and so alter the proportionality between δH ′′IN and ∆HIN ; thus a
detailed frequency scan for each sample would be needed to fully characterize the
relationship. This was done for a few samples and the frequency employed in this
work is suﬃciently close to the static limit that this eﬀect should be minimal.
The results of both the ac- and im-enthalpy for 8OCB + SIL samples are
shown in Fig. 4.3 as a function of the silica density. There is a slight variation
(ﬁrst increasing for increasing ρS up to 0.220 then decreasing for larger ρS) of the
ac-enthalpy due mainly to changes in ∆Cp values within the two-phase coexistence
range, since the heat capacity wings away from the transition are ρS independent
(except for ρS = 0.051, which is systematically high for T − TIN from −3 K
to −10 K). Given the ﬁxed-ω aspect of the technique, any variation observed in
the ac-enthalpy in the two-phase region can be attributed to changes in either
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Figure 4.3. The real (solid symbol, left axis) and imaginary (open symbol, right axis)
I-N transition enthalpy are shown as a function of ρS . The eﬀective enthalpy δH∗IN is
weakly dependent on silica content, indicating only minor changes to the latent heat
conversion dynamics occur relative to the ac-frequencies employed in this work. The
monotonic decrease in the imaginary component is evidence that the ﬁrst-order character
of the I-N transition decreases with increasing quenched disorder. Solid lines are guides
to the eye while the horizontal dotted line represents the total pretransitional enthalpy
δHIN = 5.13 J g−1, which is independent of ρS . See text for details.
the dynamics or magnitude (or both) of the latent heat evolution. The small
non-monotonic variation of δH∗IN for 8OCB + SIL samples is in contrast to the
systematic decrease of δH∗IN with increasing ρS for 8CB+SIL samples. This may
reﬂect a diﬀerence in the phase conversion dynamics between 8CB and 8OCB and
how they are modiﬁed by the presence of aerosils.
The interpretation of the im-enthalpy is more straight-forward as it is closely
related to the latent heat of the transition. With increasing ρS, the im-enthalpy
appears to monotonically decrease to almost zero for ρS = 0.647. See Fig. 4.3. This
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suggests that for the highest ρS sample studied, the I-N latent heat has become
nearly zero. Similar trends were observed for 8CB + SIL [58] where a continuous
I-N transition is estimated to occur near ρS ≈ 0.8. Also, a nearly continuous I-N
transition was reported for 7CB+aerosil for silica densities near ρS ≈ 1 [84]. The
above observations are consistent with the general view that with increasing QRD,
ﬁrst-order transitions are driven continuous [71].
4.2.3 Transition Temperatures
The I-N transition temperature, deﬁned here as the peak in C ′′filled for the highest
temperature feature, for the 8OCB +SIL samples as well as those for the 8CB +
SIL system taken from Ref. [58] are shown in Fig. 4.4 as a function of silica density.
For the 8OCB+SIL system, TIN is essentially unchanged up to ρS = 0.051, then
decreases sharply by ∼ 1.5 K at ρS = 0.078, 0.105, and 0.220. It then rises strongly
for ρS = 0.347, nearly recovering the bulk value. Upon further increase in ρS,
TIN decreases monotonically (with a concave downward character) until it is again
about ∼ 1.5 K below T oIN for the ρS = 0.647 sample. The non-monotonic evolution
of TIN with silica content for the 8OCB + SIL system is similar to that seen in
the 8CB +SIL system. This suggests that the initial depression of TIN , recovery,
then continued depression, is a general phenomena of quenched random disorder
on nematics while the speciﬁc ρS dependence is liquid crystal material dependent.
Over this same range in silica density, the width of the two-phase coexistence
region δTIN also has a non-monotonic dependence on ρS, as seen in Table 4.1.
However, δTIN is sensitive to local inhomogeneities of the aerosil dispersion that
may account for its variation when ρS < 0.1. Beginning at ρS = 0.105, δTIN
increases monotonically by a factor of ∼ 6.7, while ρS increases by a factor of
∼ 6. The observed broadening of the two-phase coexistence width in nearly direct
proportion with increasing QRD is generally consistent with the behavior of ﬁrst-
order transitions with quenched disorder [71].
4.2.4 Eﬀect of Crystallization
The calorimetric results on the I-N transition temperature described above suggest
the importance of sample homogeneity. As a test of the fragility of the silica gel,
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Figure 4.4. Dependence on ρS of the I-N transition temperature, TIN , for 8OCB+SIL
(solid circles and left axis, T oIN = 352.47 K) and 8CB+SIL (open circles and right axis,
T oIN = 313.99 K) samples. Data for 8CB+SIL samples taken from Ref. [58]. Note that
both the left and right axes span 3 K in temperature. The solid lines are guides to the
eye.
heat capacity scans were performed on a low and high density 8OCB + SIL sam-
ple immediately before and after crystallization of the LC. Such a thermal cycle
for the ρS = 0.051 sample is shown in Fig. 4.5 and for the ρS = 0.220 sample in
Fig. 4.6 as a function of ∆T = T −TIN in order to suppress hysteresis eﬀects of the
I-N transition. The eﬀect of crystallization on the ρS = 0.051 sample is striking,
revealing signiﬁcant distortion of the ∆Cp signature at both the I-N and N-SmA
transitions. The appearance of an additional broad ∆Cp feature beginning ∼ 0.9 K
below TIN as well as a broadened feature over the N-SmA transition region after
crystallization may indicate increased sample inhomogeneity, presumably caused
by the local expulsion of silica particles as LC crystallites form. However, there
are two puzzling aspects; (1) the shift in TIN is downward by ∼ 0.7 K and (2) the
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Figure 4.5. Behavior of the I-N and N-SmA excess speciﬁc heat of the ρS = 0.051
sample as a function of temperature relative to TIN before (solid circles, TIN = 352.76 K
) and after (open circles, TIN = 352.07 K ) sample crystallization. Both are heating
scans made under identical AC calorimetry conditions. Note the excess enthalpy for the
N-SmA transition and the second feature near the I-N transition as well as a ∼ 0.7 K
shift downward of TIN observed after crystallization. See text for details.
speciﬁc distortion seen in ∆Cp about T
∗ reveals an increased N-SmA transition
enthalpy. The ﬁrst aspect is counter-intuitive as the expulsion of impurities upon
crystallization should have moved the system closer to bulk behavior by increasing
the size of pure LC domains (regions where no silica is present). The second as-
pect is particularly puzzling as the N-SmA transition enthalpy after crystallization
surpasses the N-SmA transition enthalpy for bulk 8OCB (∆HNA(before) = 0.334,
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Figure 4.6. Behavior of the I-N and N-SmA excess speciﬁc heat of the ρS = 0.220
sample as a function of temperature about TIN before (solid circles, TIN = 351.02 K
) and after (open circles, TIN = 351.23 K ) sample crystallization. The after scan
used the same ac-input power but a faster temperature scan rate than the scan before
crystallization; both are heating scans. Note the nearly perfect reproducibility of ∆Cp
with a TIN shift upward of ∼ 0.2 K observed after crystallization. See text for details.
∆HNA(after) = 0.65, and ∆HNA(bulk) = 0.42 all given in units of J g
−1). Vi-
sual inspection of the sample immediately after the ﬁrst crystallization revealed
no obvious inhomogeneities. A recent Raman spectroscopy study of 8CB crystal-
lizing within a gel matrix provides evidence of new solid and semi-solid phase at
low temperature [85]. The additional enthalpy observed here could indicate new
solid phases for 8OCB+SIL samples. These results are only observed upon initial
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crystallization of a freshly dispersed 8OCB+SIL sample. Bulk 8OCB behavior is
eventually approached upon repeated thermal cycling through the crystallization
transition. Clearly, at these low silica densities the silica gel is, at least locally,
quite fragile, and short range restructuring of the gel can strongly aﬀect the liquid-
crystal.
The results of initial cycling through the crystallization transition for the ρS =
0.220 sample shown in Fig. 4.6 do not reveal any signiﬁcant changes. Aside from
a very small, sharp, additional heat capacity feature at the N-SmA transition, the
∆Cp curves are almost perfectly reproducible. The shift in TIN after the initial
crystallization is small and upward by ∼ 0.2 K, as expected by the expulsion of
impurities. This indicates that for higher silica densities, the gel is robust and well
behaved. Note that there is no appreciable change in the nematic range, as seen
in both Fig. 4.5 and 4.6.
4.3 I-N Transition in CCN47
4.3.1 General Description
In this section we will focus on the I-N transition in the liquid crystal CCN47, in
which we dispersed the same type of aerosil 300 as in all the samples studied in this
thesis. As with all the other LC+SIL systems studied so far, the heat capacity of
the CCN47 shows the well known double feature at the I-N transition for low and
intermediate SIL densities [58, 86]. CCN47 in contrast to the very well studied
cyano-biphenyls, is not a very widely studied liquid crystal. Our interest in it
arose because of its very low birefringence ∆n, which allows the measurement of
∆n not only through the I-N transition, but also very deep in the nematic phase
and the N-SmA transition, without running into a severe multi-scattering regime.
This very attractive property of CCN47 will allow us to study the I-N transition
via the Turbidity, ILALS, Confocal Microscopy, as well as AC-calorimetry. This
joint project required very well calibrated thermometry on experiments that were
to be carried on in two diﬀerent labs, in diﬀerent continents, one ocean apart. This
was done by jointly calibrating two similar PT-102 platinum thermometers, but it
was ultimately reﬁned by the study of the bulk CCN47 as it is shown in Fig. 4.7
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Figure 4.7. Temperature dependence of the speciﬁc heat capacity Cp (left y-axis) and
the birefringence ∆n (right y-axis) for bulk CCN47. The solid line going through the
bulk birefringence ∆n, is a ﬁt with Eq. (3.55). Note the choices for the I-N (dashed line)
and N-SmA (solid line) backgrounds.
and it was discussed in section 3.7.5.
Previous investigations have shown that the measurement of the transmitted
light intensity of highly turbid LC+SIL samples as a function of temperature (T )
and optical wavelength (λ) can determine, respectively, the nematic correlation
length and the shape of the nematic correlation function [36, 55]. The use of
turbidity (τ) measurements instead of scattered intensity (I(q)), was motivated by
the large scattering cross section of LC+SIL samples and by the unavoidable use
of samples signiﬁcantly thicker than the nematic correlation length. Indeed, when
cyanobiphenyl LC +SIL samples are used, transmittance larger than 10% cannot
be obtained without excessive thinning of the cells.
The use of a very low birefringence material enables a better optical charac-
terization both through the study of I(q) in the single scattering regime - where
106
the nematic (director) correlation length ξN can be extracted - and through the
measurement of τ(T ) in the Rayleigh-Gans regime, in which the turbidity is a
simple function of the relevant properties of the local nematic, namely τ(T ) ∝
φN(T )∆n
2(T )ξN(T ) as given from Eq. (3.48) in Sec. 3.3.2, where φN is the nematic
volume fraction. We have thus undertaken a combined T -dependent optical and
calorimetric investigation of CCN47, LC + SIL samples through the I-N transi-
tion over a range of silica densities displaying the double I-N transition peak. This
work oﬀers compelling evidence that the I-N transition with weak quenched ran-
dom disorder proceeds via a two-step process in which random-dilution is followed
by random-ﬁeld interactions on cooling from the isotropic phase. This previously
unrecognized phenomena should be ubiquitous to ﬁrst-order transitions with suf-
ﬁciently weak quenched random disorder.
Since heat capacity measures the entire spectrum of energy ﬂuctuations rang-
ing from short range molecular interactions to ﬂuctuations in long-range order (S
and nˆ for nematics), direct comparisons with other experiments are sometimes
diﬃcult. In particular, optical studies naturally probe nematic order of submicron
size and larger. For a quantitative comparison, the contribution to Cp related to
optical length scales, i.e. in a bulk-like manner, is required. Typically for studies
of ﬁrst-order transitions, Cp(AC) is truncated through the two-phase coexistence
region then subtracted from Cp(NAS) which is then integrated to determine the
transition latent heat ∆H as described in Sec. 3.2.2. The two techniques are
completely consistent outside the two-phase coexistence region. However, disorder
can seriously alter the dynamics and T -width of the two-phase conversion region
allowing Cp(AC) to sense a signiﬁcant fraction of the transition latent heat. By
foregoing the usual truncation of Cp(AC), we extract ∆CB = Cp(NAS)−Cp(AC),
which can be associated with domain conversions slower than the ac cycle. Since
our ac cycle is quite slow (∼ 15mHz), these domains should be large. Its integra-
tion gives the enthalpy ∆HB(T, ρS) =
∫
∆CBdT , which we propose to be directly
proportional to the fractional conversion of I into N as optically measured through
the two-phase coexistence region.
For this study we prepared 5 calorimetric and light scattering cells from the
same batch samples. Their respective densities (ρs) were 0.050 gcm
−3 (grams of
SIL per cm3 of LC), 0.075 gcm−3, 0.100 gcm−3 and 0.200 gcm−3 and a pure bulk
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sample. We will drop the units hereafter. A summary of the calorimetric results
for pure CCN47 and CCN47 + SIL samples is given in Table 4.2
4.3.2 Calorimetry Results
The AC and NAS calorimetric data were acquired on Calor B, the details of which
were described in Chap. 3. Outside the very close vicinity of the I-N transition,
(±1K), the ∆Cp wings match very closely with the bulk ∆Cp. This suggests that
the short-range ﬂuctuations, which are mainly composed of the thermal ﬂuctua-
tions of the scalar nematic order parameter, are very similar to bulk ﬂuctuations
and the disorder does not aﬀect them very strongly. Remember that theoreti-
cally the order parameter ﬂuctuations are simpliﬁed by considering two quantities
separately, the scalar S, and the director nˆ. This behavior is consistent with all
previously studied samples and seems to be a general rule for aerosil disordered
LCs. Inside the I+N coexistence region, the excess speciﬁc heat capacity data
show clearly the double feature for the samples with low SIL densities, while the
0.200 sample shows a rounded overall peak with a very small hint of the sharp
peak remaining, as can be seen in the upper panel of Fig. 4.8.
The second wider peak is at lower temperature and seems to “ride up” the
shoulder of the ﬁrst sharp peak. It is interesting to note that this peak approaches
the I-N transition temperature with increasing SIL density up to the 0.100 gcm−3
sample. Similar behavior for similar densities was observed even in the I-N tran-
ρS TIN T
∗ ∆TN δTIN δT2p δH∗IN δH
′′
IN
0 330.41 301.93 28.49 0.29 − 2.28 0.048
0.050 329.23 300.70 28.53 0.35 0.18 2.52 0.087
0.075 329.34 300.52 28.81 0.32 0.16 2.66 0.048
0.100 329.74 301.47 28.27 0.25 0.10 2.80 0.039
0.200 330.32 301.93 28.40 0.35 − 2.63 0.024
Table 4.2. Summary of the ac-calorimetric results for CCN47 + SIL samples. Shown
are the sample density (ρS in grams of aerosil per cm3 of CCN47) as well as the I-N
(TIN ) and the N-SmA (T ∗) phase transition temperatures, the nematic range (∆TN =
TIN − T ∗), the width of the I-N 2-phase coexistence region (δTIN ), and the distance in
temperature between the wide peak and TIN (δT2p) (only where the 2-nd peak can be
distinguished) all in kelvins. The I-N transition ac-enthalpy (δH∗IN ) and the integrated
imaginary speciﬁc heat (δH ′′IN ) in J g
−1 are also tabulated.
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Figure 4.8. a- Upper panel: Close view of the excess speciﬁc heat ∆Cp, for cooling
scans, about the I-N transition, as a function of the I-N transition temperature TIN .
b- Bottom panel: Close view of the imaginary speciﬁc heat C ′′p , about the I-N transition
as a function of the I-N transition temperature TIN .
Curves on both panels show cooling scans on CCN47 + SIL samples and are labelled
by density. The symbols deﬁned in the ﬁgure inset are the same for both panels.
sition in 8OCB, although the δT2p was more erratic. At higher densities, above
0.100 gcm−3 the two peaks are indistinguishable, and form a broad round feature.
This is similar to the behavior of the 8CB, while for 8OCB the two peaks remained
separated and the direction of the δT2p was reversed. The diﬀerences in the behav-
ior of CCN47 and 8CB compared to those of 8OCB should be attributed to the
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higher transition temperatures and elastic constants of 8OCB. Furthermore, the
in-situ mixing of 8OCB can not be checked and thus probable inhomogeneities are
to blame for the erratic behavior at low SIL densities. These characteristics seem
to be LC dependable and elasticity seems to be the main factor in the diﬀerences.
The double feature can be seen even in the imaginary speciﬁc heat C ′′p , which
is shown in the lower panel of Fig. 4.8. This is a clear indication that the release
of the latent heat is aﬀected by the disorder, and follows a two-step process. The
existence of the imaginary heat capacity is directly linked to the ﬁrst order nature
of the transition and the release of the latent heat. Furthermore, its magnitude is
related to the magnitude of the latent heat and the dynamics of its release. Disorder
seems to aﬀect both the magnitude and the dynamics of the latent heat release.
Unfortunately the ﬁxed frequency, AC calorimetry method is only sensitive to the
release of latent heat that is in phase with the heat applied to the sample. An AC
Figure 4.9. Density dependence of the I-N transition temperature TIN , of CCN47 for
heating and cooling scans. See ﬁgure inset for deﬁnition of symbols. The solid line is a
guide to the eye.
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calorimetric spectroscopy method, sensitive to a wide band of frequencies, would
give better information about the dynamics of the phase conversion and the release
of the latent heat.
The I-N transition temperature, TIN , is deﬁned as 40mK below the tempera-
ture at which the system enters the two-phase coexistence from the isotropic phase.
This is very close to the peak in the C ′′p for the high temperature feature. With
this choice the nematic and isotropic wings have an almost perfect overlap, for all
samples. This choice was consistently done for all samples in heating and cooling,
and the does not aﬀect the results by more than 50mK. The TIN evolution as a
function of the silica density is shown in Fig. 4.9. It shows “the very well known
behavior”, a sharp decrease by ∼ 1.2K at low densities up to ρs = 0.050, followed
by a sharp recovery to almost the bulk value, at the ρs = 0.200 density sam-
ple. It is expected that for higher SIL concentration the temperatures will evolve
downward, as it was the case for all the other LCs + SIL studied so far [58, 86].
Figure 4.10. Density dependence of the I-N two-phase coexistence region, scaled to
the bulk values for three liquid crystals, 8CB, 8OCB and CCN47. Solid lines are guides
to the eye. See ﬁgure inset for symbol deﬁnitions
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Figure 4.11. a- Upper panel: Density dependence of the I-N excess transition enthalpy
δH∗IN , as measured by AC calorimetry.
b- Bottom panel: Density dependence of the I-N imaginary transitional enthalpy δH ′′IN .
Solid lines are guide to the eye. The symbols deﬁned in the ﬁgure inset are the same for
both panels.
The density dependence of the width of the two-phase coexistence region is
shown in Fig. 4.10. δTIN , for CCN47, shows the same qualitative behavior as
the other LC + SIL, although it is aﬀected much less by the disorder than the
8OCB and 8CB, at least in the range of densities studied in this work. This
might be a consequence of the wide two-phase coexistence region to begin with
in the bulk, ∼ 0.3K. As it was the case in the 8OCB + SIL study, there is
evidence that δTIN increases dramatically for SIL densities above 0.100. The
evolution at smaller densities is increasing slightly ﬁrst, and then, decreasing until
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the 0.100 density sample. This behavior is “inversed” with respect to the TIN
density dependence. The non-monotonic variation at small SIL concentrations
was attributed to possible inhomogeneities, in the 8OCB + SIL study. There
is growing evidence that this dependence might be a real evolution and not just
scatter of the data that comes from micro-scale inhomogeneities in the samples. A
single monotonic behavior was observed for all aerogel studied samples.
The I-N transition enthalpy δH∗IN , is also strongly dependent on the SIL
concentration as can be seen in the upper panel of Fig. 4.11. Again the integration
limits are as wide as possible about the heat capacity peak, -20K to +5 K in our
case. The behavior of the transitional enthalpy closely resembles that of the 8OCB
+ SIL samples, where the enthalpy increases ﬁrst and then decreases above some
density. This behavior can be explained by an interplay of eﬀects that come from
changes in the magnitude of the latent heat, as well as the dynamics of its release.
Thus the behavior of δH∗IN from the silica density is LC dependent, since the
dynamics of the latent heat release is strongly related to molecular interactions. It
also is very sensitive to small perturbations that may come from the presence of
small amounts of impurities.
The imaginary enthalpy δH ′′IN , shows the same non-monotonic behavior but
it peaks at a lower density, as can be seen in the lower panel of Fig. 4.11. As
expected for higher silica concentration the trend is downward, which is consistent
with the observation that, with increasing disorder ﬁrst order transition are driven
continuous.
4.3.3 Light Scattering Results
The turbidity τ(T ) was measured by spatially ﬁltering in the forward direction the
light transmitted through a LC + SIL sample [55]. Fig. 4.12 shows the tempera-
ture dependence of the turbidity for three diﬀerent samples. Fitting the turbidity
data in a wide temperature range, starting from 0.5 K below TIN , allows the de-
termination of the nematic correlation length ξN . The ﬁts were performed with
Eq. (3.47), where the only free parameter is ξN , while the birefringence tempera-
ture dependence is assumed to be the same with bulk, as given from Eq. (3.55).
The temperature dependence of the turbidity shows that practically the nematic
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Figure 4.12. Temperature dependence of the turbidity τ for diﬀerent silica densities.
The values of the nematic correlation length ξN were extracted by ﬁtting the turbidity
with Eq. (3.47) and ∆n ﬁxed to the bulk dependence. Only data below solid vertical
line, which corresponds to ∼ −0.5K below TIN , were included in the ﬁt. The dotted
vertical lines mark the approximate two-phase coexistence region.
correlation length does not change appreciably in the nematic phase, fact that is
supported from other studies in similar samples [36]. An analogous matching is
found, over the same T region, between the ∆Cp measured for the bulk and the
LC + SIL CCN47 samples, that was reported in the calorimetric study, and is
completely consistent with data reported in Ref. [58]. Furthermore, since the ﬁts
work very well, by considering only that the birefringence temperature dependence
is that of the bulk, is another argument in support of a constant ξN throughout
the ﬁtting range. This conﬁrms that outside the immediate two-phase coexistence
region of the transition, the T dependence of LC + SIL systems is entirely ex-
pressed by the variation of a bulk-like local order parameter S, with no director
or silica restructuring.
Fig 4.13 shows the dependence of the extracted correlation lengths ξN from
the silica density ρS in a log-log scale (ﬁlled circles). ξN decreases with increasing
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Figure 4.13. Log − log plot of the ρS dependence of nematic correlation length ξN
(solid circle). Open squares: ξN values taken from Ref. [36]. The solid line is a ﬁt of the
CCN47 data, with a power law of the form ξN ∝ ρ−YS , where Y = 1.6± 0.2.
disorder density with a dependence that can be described by a power-law, ξN ∝
ρ−YS , where the exponent Y = 1.6 ± 0.2. This dependence is consistent with the
dependence found by Bellini et. al. [36] for other LC + SIL samples. The data
from Ref [36] are shown in Fig 4.13 with open squares.
Closer to TIN
1 the ﬁts can not be performed, since there is no prior knowledge
of the temperature dependence of the nematic fraction φN(T ) and ξN(T ) inside the
two phase coexistence region. The ﬁts break down in a narrow temperature region,
close to the two-phase coexistence region, where the fact that the ﬁt overestimates
the data is a clear indication that the measured turbidity depends on φN < 1.
The shapes of τ and ∆Cp inside the two-phase coexistence region, suggest a strong
1In the light scattering experiments, TIN is deﬁned as the temperature of entering the two-
phase coexistence region from the isotropic phase. This deﬁnition does not alter any of the
arguments that will be discussed latter. It is only a more convenient deﬁnition in this case.
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connection between the calorimetry double peak and the light scattering data.
In order to measure ξN inside the two phase coexistence region, we used the
ILALS technique which was described in detail in Sec. 3.3.3. The data have been
obtained in a 48 µm thick sample, in which the fraction of the collected light
resulting from a single scattering process is in the plotted range always larger
than 71%. ξN was extracted with an uncertainty of at least ∼ 0.1µm in our
measurements [87], by ﬁtting the q−dependence of the collected intensity with
Eq. (3.52). In order to take care of the double scattering eﬀect a correction to
the extracted ξN is needed. This correction was performed, but did not alter the
results appreciably, as can be seen in Fig. 4.14. The corrections become increasingly
relevant farther below from TIN , since the double scattering becomes more relevant
ξ ρ
ξ ρ
ξ ρ
ξ ρ
ξ
µ
∆
ξ τ
Figure 4.14. Plot of the temperature dependence of the nematic correlation length
ξN (∆T ) in the two-phase coexistence region as extracted from the ILALS experiment.
Note that the double scattering correction has a small eﬀect on the uncorrected results,
but it increases at lower temperatures. In the plot are also shown the ξN (∆T ) values
extracted from the turbidity measurements, outside the two-phase coexistence region.
See ﬁgure inset for symbol deﬁnitions.
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deeper in the nematic phase. The ILALS experiment was performed only on the
0.050 and 0.075 samples. For the 0.100 and 0.200 samples the nematic correlation
value was assumed to be temperature independent inside the two-phase coexistence
region, similar with the value obtained from the turbidity measurements.
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Figure 4.15. Excess speciﬁc heat ∆CB (a) and turbidity τ (b-left axis) measured as
a function of the temperature shift ∆T within the two-phase coexistence region for the
CCN47 + SIL ρS = 0.075 sample. Also shown, the bulk birefringence squared ∆n2
(b-right axis): measured values (solid line) and linear extrapolation (dashed line). Inset:
τ and ∆n2 over a wide ∆T range.
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4.3.4 Connection of Light Scattering with Calorimetry
The ∆CB(T ) variation for ρS = 0.075 is shown in Fig. 4.15 as a function of the
temperature shift ∆T = T − TIN(ρS) where TIN(ρS) is the temperature of the
ﬁrst appearance of nematic in LC+SIL samples. The double calorimetric feature
is thus evident here as it was for other LCs [58, 86]. Figure 4.15 also shows, for
the same sample, τ(T ) (left axis) together with the bulk behavior of ∆n2(T ) (right
axis). The match between τ(T ) and ∆n2(T ) extends over a large T interval at lower
temperature (inset Fig. 4.15b), indicating that, outside the transition region, ξN is
constant, as previously reported [36], and it was discussed in the previous section.
In the I+N coexistence region, because of the distributed local transition tem-
peratures, the determination of the ∆n2 for the N-fraction, with which to interpret
τ , is more diﬃcult. In what follows, we have adopted the simplest view and as-
sume that the value of ∆n2 for the coexisting nematic fraction is given by a linear
extrapolation of the bulk ∆n2 (dashed line in Fig 4.15b). This is supported by
NMR data on LC + SIL indicating that in the coexistence region the local S has
a weaker T dependence than bulk [78]. The ξN(T ) extracted from ILALS data is
shown again in Fig. 4.16 in order to view side by side the T evolution of both ∆CB
and ξN . As shown in the ﬁgure, ﬁrst-order correction (double scattering - open
dots) has a negligible eﬀect on ξN . From the optically measured τ , ∆n
2, and ξN
we extract φN(T ), which is shown in Fig. 4.17. The calculation of φN(T ) was done
according to Eq. (3.48), while for the calorimetry was calculated by the normalized
to one integral of ∆CB.
As Fig. 4.17 demonstrates, both calorimetric and optical measurements indicate
that the double peak must be entirely due to a two-step transformation of the LC
from the isotropic to the nematic state. The results from the calorimetric and
optical techniques display remarkable agreement. The relative size of the two
processes is plotted for samples having diﬀerent ρS in the inset of Fig. 4.17. Apart
from the 0.050 sample, which may suﬀer from the separation of bulk LC from
the LC + SIL during the thin cell preparation, the agreement is very good. To
interpret the double transition process, a key observation is the smoothness and
the limited decrement of ξN data, which unambiguously demonstrate that the
transition doubling cannot be attributed to a bimodal distributed porosity in the
silica gel. However, the decrease of ξN as T decreases, which has been conﬁrmed
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Figure 4.16. Upper Left Panel: Nematic correlation length ξN raw data (solid dot)
and double scattering corrected (open dot) and ∆CB (arbitrary scale) for the ρS = 0.075
sample measured as a function of ∆T . Panels (a), (b), (c): Optical cross-polarized
microscope pictures taken at a ∆T of −0.033 (a), −0.07 (b), and −0.2 (c) indicated by
the vertical dotted lines in the upper left panel. Bar corresponds to 10 µm.
by direct optical microscopy observations shown in Fig. 4.16, oﬀers an important
clue for interpreting the observed behavior. Figures 4.16a-c show a sample in
cross-polarized microscopy at three diﬀerent temperatures corresponding to the
ﬁrst appearance of the N phase, to a point in between the Cp peaks, and to a low
T state (see upper left panel of Fig 4.16). The nematic ﬁrst appears as isolated
regions with approximately uniform director alignment. As T decreases through
the region of the higher-T Cp peak, the domains grow in number, distort and
exhibit recognizable defect lines, an indication of an increased coupling of the
director with the silica surfaces. As this distortion proceeds, the transition slows
and, for a narrow interval between the Cp peaks, no new nematic domains appear.
As T decreases further, the nematic growth manifests itself in a diﬀerent way. New
volumes undergo the I-N transition, but no changes in the director is observed:
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Figure 4.17. Nematic volume fraction φN obtained from the integral of ∆CB(0.075)
(solid dots) and deduced from optical measurements φN ∝ τ/(∆n2ξN ) (open dots) as a
function of ∆T through the two-phase coexistence region. Inset: N volume fraction φN2
converted through the low temperature Cp peak, as a function of ρS .
domains appear with their “ﬁnal” low T distorted structure. This is consistent
with an essentially constant correlation length thereafter. Thus, the combination
of microscope observations and the ξN data suggest that the two processes diﬀer
in the strength of the coupling with the silica matrix.
We argue that this observation leads to an explanation of the nature of the
double Cp peak. Incorporation of solids in a spontaneously ordering media has dif-
ferent eﬀects on the phase behavior and, in particular, on the shift and distribution
of transition temperatures. The simplest expected - and, in some cases, observed
[88] - eﬀect comes from dilution, weakening of the mean molecular ﬁeld. At the
mean ﬁeld level, this eﬀect downshifts TIN by the total reduction of the molecular
coordination, provided by the contact with the solid-LC interface area. The disor-
der broadening of the transition can be most simply modelled by a distribution in
∆TIN within the two-phase coexistence region linear in the local disorder (silica)
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Figure 4.18. Proposed interpretation. Panel (a): Model (continuous line) and ∆CB
(full dots) versus ∆T for the ρS = 0.075 sample. Panel (b): distribution of transition
temperatures ∆T within the two-phase coexistence region (solid line) versus disorder
density (ρS) crossing over from random dilution eﬀects (dashed line) to random ﬁeld
eﬀects (dotted line). Panel (c): Local density distribution versus disorder density which
successfully reconstructs ∆CB.
density (dashed line in Fig. 4.18b). If this was the only mechanism, the amount
of material undergoing the I-N transformation in a given interval within the two-
phase range would simply be an image of the disorder density distribution function,
possibly averaged by a suitable nucleation length, in analogy to that described in
other phase transitions [89]. However, as the data indicate, the disorder distribu-
tion is not bimodal and there appears at lower T a stronger coupling, resulting in
stronger distortions and the appearance of topological defects, a situation of ran-
dom orientational pinning not accounted for by random dilution. We suggest that
this cross-over is the result of the progressive thinning of a sheath of disordered
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LC, which screens - for a penetration length - the silica surface. As the temper-
ature is lowered further, the disordered LC surface layer converts to a defected
nematic and the random dilution turns into a random ﬁeld coupling, described
by some other, certainly steeper, distribution of ∆TIN(ρS) behavior (dotted line
in Fig. 4.18b). This cross-over is proposed here to be the origin of the observed
double peak. A simple disorder density distribution (Fig. 4.18c) transforms, by
virtue of the transfer function in Fig. 4.18b, into a double peaked d(φN(T ))/dT
(line in Fig. 4.18a).
In this approach, a rather featureless disorder distribution and a simple transfer
function were chosen so as to yield an overlap with the ∆CB(0.075) data, demon-
strating that these few ingredients can reproduce the observed doubled transition.
This model does not address the observed [58] complex TIN(ρS) shifts, which re-
quires a more detailed study. Nevertheless, our description of a random-dilution to
random-ﬁeld cross-over should be a generic eﬀect at ﬁrst-order phase transitions
with quenched random disorder.
4.4 Discussion
Results have been presented from high-resolution ac-calorimetric experiments on
8OCB+SIL dispersions with emphasis on the weakly ﬁrst-order I-N phase transi-
tion. These results for 8OCB+SIL dispersions have been compared with existing
results for 8CB + SIL dispersions [58, 59] and reveal new aspects of the eﬀect of
quenched random disorder on liquid crystal phase transitions. In particular, these
two LC + SIL systems are very similar except for the relative elasticity of the
LC material. The material 8OCB is elastically stiﬀer, having an eﬀective (single)
nematic elastic constant KN larger by approximately 20%, than 8CB. This is re-
ﬂected by the higher transition temperatures for the nematic, smectic, and crystal
phases. Thus, aspects that are LC material dependent and those that are general
to quenched random disorder can be distinguished.
From the very good overlap of the ∆Cp wings away from the I-N two-phase
coexistence region and from direct NMR studies on 8CB + SIL [78], a general
feature of LC+aerosils is that the magnitude of the nematic order, S, is essentially
the same as in the bulk LC. Thus, the main eﬀect of QRD is on the director
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structure with the elasticity of the LC and the kinetics of the ordered phase growth
as likely important factors. This is supported by the diﬀerences seen between
8OCB + SIL and 8CB + SIL systems; in particular, the diﬀerent ρS dependence
is likely connected to the diﬀerence in elasticity for the two liquid-crystals.
The eﬀect of quenched random disorder on ﬁrst-order phase transitions is sub-
stantially diﬀerent than that on continuous phase transitions. First-order transi-
tions have an additional energy penalty for the formation of interfaces between
coexisting phases, which complicates random-ﬁeld type theoretical approaches. In
the classical treatment ﬁrst developed by Imry and Wortis [71], the QRD eﬀect
on ﬁrst-order transitions is that a quenched random-ﬁeld creates domains having
a randomly shifted transition temperature. This would have the eﬀect of smear-
ing the overall transition, a monotonic decrease in the transition latent heat and
temperature with increasing QRD, and a low-temperature phase possessing only
short-range order for arbitrarily weak QRD. These predictions are generally con-
sistent with the behavior of nematic in aerogels [82]. For nematics in aerosils, the
transition latent heat appears to decrease monotonically with increasing disorder as
well as the transition becoming apparently continuous for high disorder strength.
These features are generally consistent with the classical picture. However, the
character of the transition and the non-monotonic transition temperature shifts
and the width of the coexistence region do not appear to be consistent with this
view. More strikingly, the I-N transition in aerosils in some range of ρS, appears
to proceed via two transitions. This could only occur in the classical view if a
bimodal distribution of the random-ﬁeld variance 〈h2〉, connected to a bimodal
distribution in ρS, is present. This is not supported by SAXS studies, which re-
vealed the fractal-like nature of the aerosil gel structure [58], nor the behavior at
the N-SmA transition [90, 91, 58]. However, nematics are very “soft” materials
and the QRD imposed by aerosils appears to be much weaker than that of aerogels,
thus elasticity of the LC (and possibly the gel) can play an important role.
In LC+aerosil systems, 〈h2〉 is thought to depend on the given concentration
of silica and interaction with the LC, whereas the LC elasticity KN is strongly
temperature dependent (being proportional to S2) near and below TIN . Since the
aerosil gel is thixotropic and formed in the isotropic phase, any high energy strains
or deformations that may exist are likely quickly annealed. Thus the anisotropy
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of the gel should be ﬁxed and essentially zero, especially for rigid gel structures
like aerogels. However, the disordering nature of the gels may evolve with thermal
history of the LC in aerosil gels. As seen by the result of cycling through crys-
tallization presented here as well as the DNMR [78] and electro-optical [55, 56]
studies, the gel can be compliant with respect to distortions in the director struc-
ture for a range of silica densities. Note that the quantity TIN diﬀers by at most
10% between 8CB and 8OCB; thus the energy scales are similar while the twist
elastic constant diﬀers by 36%.
The features described above suggest a possible physical scenario for the origin
of the double ∆Cp feature at the I-N (or any “soft” ﬁrst-order [92]) transition
in LC+aerosil systems. As the nematic elastic constant strongly increases with
decreasing temperature for T  TIN , a “skin” of low nematic order (due to the
undulations of the aerosil strands) may coat the silica strands. The thickness
of this paranematic boundary layer would be strongly temperature dependent,
shrinking with decreasing T below TIN . The presence of such a layer would serve
to partially decouple the disordering (or ﬁeld) eﬀect of the silica gel from the
void nematic (acting as a kind of “lubricant”). Once the layer thickness reaches its
minimum value (roughly equivalent to a molecular length) the elasticity of the void
nematic becomes strongly coupled to that of the aerosil gel. This would eﬀectively
increase, for a given ρS, the disorder strength. This cross-over is proposed here to
be the origin of the observed double peak. A simple disorder density distribution
(Fig. 4.18c) transforms, by virtue of the transfer function in Fig. 4.18b, into a
double peaked d(φN(T ))/dT (line in Fig. 4.18a).
A consequence of this speculation for a ﬁrst-order transition induced change in
disorder strength (through the onset of coupling between the director ﬂuctuations
and gel) would be the alteration of the gel dynamics (i.e., vibrational modes).
This would be consistent with large changes in the relaxation times of aerosil gels
observed by dynamic x-ray studies on 8CB + SIL near TIN [77]. In addition, this
coupling should dampen director ﬂuctuations and could account for the variation in
the critical behavior seen at the N-SmA transition for LC+SIL samples. Another
consequence of this view is that the director correlation length ξnˆ (the relevant
aspect of nematic order) would jump to a large isotropic value at the ﬁrst transition
and upon further cooling cross a second transition into a more strongly disordered
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state having a smaller correlation length, as was conﬁrmed by the detailed optical
studies of ξnˆ through the two transition peaks in the CCN47 + SIL samples.
The diﬀerent silica density dependence of TIN and the temperature distance
between the two Cp peaks (δT2p) between 8OCB+SIL and 8CB+SIL would also
be consistent with the diﬀerence in the nematic elasticity of the two liquid-crystals.
A stiﬀer silica gel (higher ρS) would be required to inﬂuence a stiﬀer LC, thereby
stretching the shift in TIN with respect to ρS, as seen between the 8OCB + SIL
and 8CB + SIL systems. The ρS dependence in the high-density regime of δT2p
for 8OCB + SIL (see Table 4.1) compared to the nearly constant δT2p ∼ 0.1 K
seen only in the low density regime of 8CB + SIL [58] would be compatible with
a transition induced increase in the variance of the gel disorder strength. The
liquid-crystal 8CB being much softer would only be able to stress a very weak
(low ρS) gel, while the much stiﬀer 8OCB would be able to distort a wider range
of gels. Since the ρS dependence of the critical behavior for the N-SmA transition
is quite similar between 8CB + SIL and 8OCB + SIL [81], these observations
suggest that the eﬀects observed at the I-N transition are not directly connected
to those at the N-SmA.
The unexpected behavior of the low silica density sample when initially cycled
through the crystallization transition is not fully understood. The expulsion of
silica impurities by the strongly ﬁrst-order crystallization transition seems to lead
to a more disordered system. One possibility to explain this phenomena is that
the initial crystallization causes the expulsion of the silica particles locally and
transforms the ﬂexible fractal structure into a more rigid, foam-like, gel. The de-
pression of TIN is then a consequence of the greater elastic distortions imposed by
the new gel arrangement. Repeated cycling through crystallization would continue
to expel impurities, eventually destroying the foam-like structure. Once the silica
has been compacted suﬃciently, percolation is no longer possible and free-ﬂoating
silica particles would represent an annealed disorder. The gels formed in the high
silica density samples are more robust and would not be expected to change signif-
icantly when the LC crystallize. This view can be directly tested with a detailed
structural study by small-angle x-ray scattering where the thermal history is care-
fully controlled. The increase in the enthalpy of the N-SmA transition after the
initial crystallization to a value greater than the bulk LC value remains a puzzle.
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Note that the speculations presented here for the double I-N transition peaks and
the unusual hysteresis behavior are intended to motivate future experimental and
theoretical studies.
Finally, the CCN47 + SIL calorimetric results were in-line with the data ob-
tained from the 8CB + SIL and the 8OCB + SIL samples. The ρS evolution
of the transition temperatures and the enthalpies was similar to that observed in
the previously studied samples. Furthermore the study of CCN47 + SIL samples
made possible the understanding of the double peak observed in the I-N, weak
ﬁrst-order transition as a crossover from the random dilution, where the random
ﬁeld is barely coupled to the nematic phase, to random disorder, where the random
ﬁeld couples strongly to the nematic phase.
Chapter 5
Nematic to Smectic-A Phase
Transition in Aerosil Disordered
Liquid Crystal
5.1 Introduction
Recent studies of the nematic (N ) to smectic-A (SmA) phase transition in octyl-
cyanobiphenyl (8CB) + aerosil dispersions by Park and coworkers using x-ray
scattering [75, 76], and by Iannacchione and coworkers using calorimetry [58],
have shown that this system has clear quenched random-ﬁeld characteristics and
that the ﬁnite ordered domain size creates ﬁnite-size scaling eﬀects [59]. Here, we
present a complimentary study of three diﬀerent liquid crystals 8OCB, CCN47,
and 8¯S5 - in which the same type of aerosil is dispersed over a comparable range
of silica densities. The measurements will enable us to further test our under-
standing of liquid crystal - aerosil dispersions, as well as identify LC characteristic
behaviors.
The eﬀect of quenched random disorder on phase transition behavior can be
profound. The modiﬁcation of transitions depends on the aspect of the system
which is eﬀected by the disorder, on the dimensionality, and on the number of
components to the order parameter. Of interest here is quenched random disorder
which couples linearly to the order parameter. We have studied the eﬀect of
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this type of apparent random-ﬁeld due to a dispersed thixotropic aerosil gel on
the nematic to smectic-A (N-SmA) phase transition in the liquid crystals 8OCB,
CCN47, and 8¯S5. At the N-SmA transition, translational invariance is broken
along one dimension [3]. The smectic order parameter involves the amplitude and
the phase of a one-dimensional density wave; thus, this phase is a member of a
three-dimensional, two-component order parameter system (3D-XY).
The eﬀects of random ﬁelds on single-component order parameter magnetic
transitions have been studied for many years [93]. This has been carried out us-
ing the Fishman-Aharony trick: a random-ﬁeld Ising ferromagnet (RFIM) can be
created by applying a magnetic ﬁeld to a diluted Ising antiferromagnet [1]. How-
ever, it is not possible to use this technique on systems having a multicomponent
order parameter. For a multicomponent order parameter, the applied ﬁeld will al-
ways result in a uniaxial random-ﬁeld and not the required continuous-symmetry
random-ﬁeld. Common physical realizations of multicomponent order parameter
random-ﬁeld systems are pinned vortices in type-II superconductors and pinned
charge-density waves. In both of these systems, the disorder strength is substan-
tially more diﬃcult to control than the applied ﬁeld in the RFIM system.
The nematic to smectic-A translational behavior in pure liquid crystals has been
studied extensively using high-resolution x-ray diﬀraction and AC calorimetry. An
attractive feature of studying the eﬀect of disorder on liquid crystal ordering is the
precision with which the pure system structure factor and thermal ﬂuctuations are
known. High-resolution studies have demonstrated that the smectic correlations
in the nematic phase are described by an anisotropic Lorentzian structure factor
[94]. The results clearly show that a fourth-order correction term is required,
which diminishes as the transition is approached. Although this behavior is well
characterized empirically, it is not yet fully understood.
The study of the nematic to smectic-A transition in a random-ﬁeld presented
here is important because it is a multicomponent order parameter system for which
the disorder strength can be easily controlled. The quenched random-ﬁeld is cre-
ated by a dispersed gel of aerosil particles and the variance of the ﬁeld strength
is varied by changing the density of aerosils in the dispersion. See section 3.7.1
for characteristics of the aerosil gel. Studies have previously been carried out by
various groups on liquid crystals in an aerogel medium [95]. Because of the fused
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silica nature of the aerogel structure, the aerosil gel provides a weaker and more
easily controlled perturbation, and thus opens up a physically interesting regime.
The aerosil or aerogel surfaces pin both the direction of the layer normal and the
position of the layers. Small angle x-ray studies have shown that the aerosil gel
dispersion has a fractal structure and no preferred orientation [58]. The random
surfaces provide a random pinning ﬁeld for smectic ordering, which overcomes the
intrinsic problem found in random-ﬁeld multicomponent order parameter systems.
At the N-SmA transition, the orientationally ordered phase becomes modu-
lated in density along the long axes of the molecule. To understand the eﬀect
of the aerosil network on this transition, it is necessary to ﬁrst consider how the
disorder disrupts the nematic phase. The aerosil network dilutes the nematogens
and additionally creates a preferred local orientation [69, 70]. This latter eﬀect
appears to be the most important and can be represented as
HRF = −
∑
i
g2(hi · lˆi)2 (5.1)
where lˆi is the orientation of the molecules and hi is the random inﬂuence of the
silica surface. This term is squared due to the eﬀective inversion symmetry of the
molecules in the nematic phase. Since the order parameter is quadratic in lˆi, this
term is also linear in the nematic order parameter and hence constitutes a random
ﬁeld. In support of this conjecture, light scattering measurements show that the
nematic phase in liquid crystal - aerosil dispersions breaks up into large but ﬁnite-
size domains [36]. As the sample is cooled further, smectic correlations develop
within ﬁnite-size nematic domains. The free-energy of the liquid crystal close to
the N-SmA transition can be written as the sum of the de Gennes free-energy,
the Frank free-energy for director ﬂuctuations, and the contribution due to the
inﬂuence of the aerosil. The latter can be expressed as [69, 96]
FRF =
∫
d3r(−g2(h · nˆ)2 − VΨ− V ∗Ψ∗) . (5.2)
Here, nˆ is the nematic director while Ψ is the complex smectic-A order parameter.
The ﬁrst term is the inﬂuence of the aerosil surface on the molecular orientations.
This interaction limits the ability of the smectic correlations to increase the nematic
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order. It also modiﬁes the relationship between the nematic and smectic phases
and, as a result, allows the system to behave more like a standard 3D-XY system
[58]. The second pair of terms represent the inﬂuence of the aerosil environment
on the position of the smectic layers. This term is linear in the smectic order
parameter Ψ and is likely to create the observed random ﬁeld behavior. The
pinning of the layer position at the N-SmA transition is similar to the pinning of
the phase of a charge-density wave by random impurities.
It has been observed in 8CB+aerosil samples that the smectic domains which
form are very much smaller than the nematic domains which precede them [75,
76] (the nematic correlation length ξN ≥ 20ξ¯, where ξ¯ is the mean smectic-A
correlation length at low temperatures). This strongly suggests that it is some
eﬀect other than orientational disorder that is disrupting the growth of smectic
ordered regions. Our results support the idea that the pinning of the phase is the
dominant eﬀect while the orientational disorder creates subsidiary modiﬁcations.
8CB+aerosil dispersions have been studied previously using high-resolution x-
ray diﬀraction [75, 76]. The structure factor used to analyze the scattered intensity
as a function of wave-vector transfer was motivated by analogy with the behavior
of magnetic random ﬁeld systems. This appears to support the idea that the aerosil
gel network creates a quenched random pinning ﬁeld. The correlation length for the
smectic ﬂuctuations was observed to saturate at a ﬁnite value which was density
dependent. Thus, no true SmA phase exists in aerosil samples. However, there
is an eﬀective N-SmA transition temperature T∗, below which static quenched-
random eﬀects dominate and above which they are close to negligible and thermal
ﬂuctuations dominate. Here, we build upon this 8CB+aerosil work by showing
that the dependence of the correlation length on silica surface area is in line with
theoretical predictions. We will argue that the surface area is a good measure of
the disorder strength. Additionally, we study the variation of the scattering peak
intensity and associated speciﬁc heat peak as a function of silica surface area.
Other studies have been carried out on liquid crystals with an aerosil gel dis-
persion using a variety of techniques. Calorimetry measurements on 8CB with
an aerosil dispersion have yielded detailed information on both the isotropic to
nematic(I-N ) and the N-SmA transition [58]. The results for both the I-N and N-
SmA transitions show a complex transition temperature dependence on the aerosil
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density, while the ∆Cp(NA) heat capacity evolves towards 3D-XY behavior with
increasing silica density. At high aerosil densities, the heat capacity measurements
show a ∆Cp(NA) feature which is highly smeared and non-singular. Deuterium
NMR measurements have also been made on deuterated 8CB with an aerosil dis-
persion [78]. Here, studies were carried out for a wide range of silica densities, but
the requirement of an applied magnetic ﬁeld makes this work somewhat diﬀerent
from the calorimetry and the x-ray studies described below. In an intermediate
density range of interest here, the samples were cooled in a 4.7 T ﬁeld and the
DNMR spectra were observed in the nematic phase before and after rotating in
the ﬁeld direction through 90o. The molecular conﬁguration established by cooling
in the ﬁeld is stabilized by the silica ﬁlaments. The amount of liquid crystal reori-
entation upon ﬁeld rotation is small and decreases continuously with silica density
up to ρS = 0.094 g cm
−3. Both calorimetry and DNMR results are consistent
with a model in which the nematic susceptibility decreases with increasing aerosil
density.
Promising results have been obtained concerning the dynamic behavior of
8CB+aerosil dispersions using x-ray intensity ﬂuctuation spectroscopy [48, 57].
Measurements of the aerosil gel dynamics were carried out with x-ray energies just
below the Si absorption edge and in a q range sensitive to large silica aggregate
structure. The results show that the silica motions are damped by the liquid crys-
tal elastic medium, and that the relaxation time constant increases substantially
at the N-SmA phase transition. This coupling of two elastic media is the likely
mechanism for the decreasing nematic susceptibility with silica concentration.
5.2 N-SmA Transition in 8OCB
5.2.1 Calorimetric Results
The heat capacity of the pure 8OCB liquid crystal used in making the 8OCB+aerosil
samples for both x-ray and calorimetry studies was determined in order to make
quantitative comparisons with aerosil data. The excess heat capacity associated
with the pure N-SmA transition, shown in Fig. 5.1, is in good agreement with
previously published results [61, 80]. We ﬁnd for our pure 8OCB material the
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Figure 5.1. Speciﬁc heat due to the N-SmA phase transition, ∆Cp(NA), as a function
of temperature about T∗ for bulk 8OCB and 8OCB+aerosil samples from ρS = 0.036 to
0.647 grams of silica per cm3 of liquid crystal. See ﬁgure legend for deﬁnition of symbols.
transition temperatures ToNI = 352.53 K and T
o
NA = 339.52 K. The I-N two-phase
coexistence width was ≈ 95 mK wide, and the N-SmA transition enthalpy was
δHoNA = 0.42 J g
−1. These thermal features indicate that the 8OCB liquid crystal
used to make up both x-ray and calorimetric studies was of reasonably good quality.
A summary of the calorimetric results for pure 8OCB and 8OCB+aerosil samples
is given in Table 5.1. Except for the additional ρS = 0.036 and 0.647 samples, the
samples studied with calorimetry were from the same batches as those studied by
x-rays. However, as explained in Sec. 3.6.1 and 3.6.3, the sample handling diﬀered
slightly.
In order to determine the excess heat capacity associated with the N-SmA
transformation shown in Figure 5.1, two backgrounds were subtracted. The total
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sample heat capacity over a wide temperature range had a linear background,
Cp(background), subtracted to yield
∆Cp = Cp − Cp(background) (5.3)
as the excess Cp due to the I-N and N-SmA phase transitions. The excess Cp due
to the N-SmA transition, ∆Cp(NA), was found by subtracting a mimic function (a
simple power-law CNIpower) depicting the low-temperature ∆Cp(NI) wing variation:
∆Cp(NA) = ∆Cp − CNIpower (5.4)
The parameters for each 8OCB+aerosil sample of the empirical low-temperature
CNIpower wing were determined by ﬁtting ∆Cp after removing a T
∗ ± 5 K wide
window of data related to the N-SmA contribution. See Fig. 1 given in Ref. [58]
and accompanying text there for additional details about obtaining ∆Cp(NA).
The resulting ∆Cp(NA) data are shown for pure 8OCB and all 8OCB+aerosil
samples in Fig. 5.1, where the units are J K−1 per gram of liquid crystal. The
N-SmA transition enthalpy is then given by
δHNA =
∫
∆Cp(NA)dT (5.5)
ρS TNI T
∗ ∆Tnem δHNA hM
0 352.53 339.52 13.01 0.420 -
0.036 352.53 339.64 12.89 0.385 0.326
0.051 352.79 340.22 12.57 0.334 0.167
0.078 351.08 338.61 12.47 0.268 0.146
0.105 351.02 338.51 12.51 0.284 0.213
0.220 351.20 338.61 12.59 0.230 0.100
0.347 352.31 338.85 13.46 0.202 0.044
0.489 352.05 338.05 14.00 0.149 0.027
0.647 351.41 337.30 14.11 0.050 0.014
Table 5.1. Summary of the calorimetric results for the 8OCB+aerosil samples. Shown
are transition temperatures for the I-N (TNI) and the N-SmA (T∗) phase transitions
in Kelvin, the nematic temperature range ∆Tnem =TNI−T∗, the N-SmA transition
enthalpy δHNA in J g−1, and heat capacity maximum (value at T∗) hM ≡ ∆Cmaxp (NA)
in J K−1 g−1 units.
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Figure 5.2. The ρS dependence of the N-SmA pseudo-transition enthalpy δHNA =∫
∆Cp(NA)dT , scaled by the transition enthalpy of pure 8OCB, δHoNA = 0.42 J g
−1 for
8OCB+aerosil samples. Also shown are δHNA/δHoNA for 8CB+aerosil samples taken
from Ref. [58] using δHoNA = 0.80 J g
−1 for the pure 8CB N-SmA transition enthalpy.
The solid line for the 8CB+aerosil samples is a guide to the eye.
where consistent limits of the integration, ±5 K about T∗, were used for all samples.
The behavior of ∆Cp(NA) as a function of temperature for various aerosil den-
sity is shown in Fig. 5.1. The N-SmA Cp peak remains sharp for aerosil densities
up to ρS = 0.105. Above this aerosil density, ∆Cp(NA) becomes signiﬁcantly
rounded. The increasingly asymmetric shape of ∆Cp(NA) with increasing ρS,
observed for 8CB+aerosils [58], is also observed for 8OCB+aerosils though to a
weaker extent. Since the change in shape for ∆Cp(NA) has been interpreted as a
disorder-driven crossover toward the underlying 3D-XY critical behavior [97] (hav-
ing α3D−XY = −0.013), the more subtle change for 8OCB+aerosil is not surprising
as the bulk critical exponent for 8OCB (α8OCB = 0.20) is lower than that for 8CB
(α8CB = 0.30) [20]. In this light, the 8OCB+aerosil system has less room to vary
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ρS Tc α A
+ A− D+ D− Bc χ2ν
0 339.519 0.18 0.103 0.101 1.871 2.253 −0.264 1.017
0.036 339.639 0.17 0.087 0.082 0.874 1.643 −0.189 1.147
0.051 340.215 −0.04 −1.321 −1.367 −0.179 −0.470 1.098 1.098
0.078 338.612 0.14 0.081 0.089 −0.159 1.371 −0.160 1.257
0.105 338.508 −0.01 −4.979 −4.999 −0.121 −0.161 4.712 1.854
Table 5.2. Results from ﬁtting the excess speciﬁc heat ∆Cp(NA) associated with the
N-SmA pseudo-transition of the 8OCB+aerosil samples with Eq. (5.6). Tc values are in
kelvin, A± and Bc are in J K−1 g−1, while D± values are dimensionless. Note the odd
behavior for the 0.078 sample indicating inhomogeneity of that dispersion.
in order to achieve the 3D-XY ﬁxed point.
To characterize the change in shape of these ∆Cp(NA) data, a traditional
power-law form [20] in terms of the reduced temperature t =| T−T∗ | /T∗ is used
to analyze the experimental speciﬁc heat data associated with the N-SmA phase
transition:
∆Cp(NA) = A
±t−α(1 +D±t∆1) +Bc , (5.6)
where the critical behavior as a function of reduced temperature t is characterized
by an exponent α, amplitudes A± above and below the transition, a critical back-
ground term Bc, and corrections-to-scaling terms characterized by the coeﬃcients
D± and exponent ∆1  0.5. An increasing temperature gap of excluded data about
the ∆Cp(NA) peak with increasing ρS was required to perform the ﬁtting. These
ﬁt results are presented in Table 5.2 and show a systematic evolution of the eﬀec-
tive critical exponent α toward the 3D-XY value consistent with previous studies
on 8CB+aerosil samples [58]. The exception is the ρS = 0.078 8OCB+aerosil
sample which exhibited an exponent closer to the pure N-SmA value and is likely
an indication that this sample was an inhomogeneous dispersion.
The N-SmA pseudo-transition temperatures T ∗ scaled by the bulk transition
temperature T oNA for 8OCB+SIL and 8CB+SIL systems are shown in Fig. 5.3.
The pattern of fractional changes in the T ∗ is essentially the same for both LC +
SIL systems with an initial rapid depression, recovery, then more gradual decrease
with a total change of less than 1% from T oNA. The primary diﬀerence with the
8CB +SIL system is that this behavior is “stretched” in ρS for the 8OCB +SIL
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Figure 5.3. Dependence on ρS of the pseudo-transition N-SmA temperature, T ∗ scaled
by the bulk value for 8OCB+SIL (solid circles, T oNA = 339.52 K) and 8CB+SIL (open
circles, T oNA = 306.97 K) samples. Data for 8CB + SIL samples taken from Ref. [58].
The solid lines are guides to the eye.
samples. This is consistent with the evolution seen of TIN shown in Fig. 4.4 and
described above.
The nematic phase temperature range, ∆TN = TIN − T ∗, normalized by the
bulk nematic range ∆T oN = T
o
IN − T oNA, is shown in Fig. 5.4. While the individual
transition temperature changes reﬂect the absolute stability limit of the nematic
and smectic phases, ∆TN reﬂects the relative stability of both phases. For 8CB +
SIL, a decrease of ∼ 1% in ∆TN was seen up to ρS ≈ 0.5, corresponding to the
the local maximum of TIN(ρS) and T
∗(ρS). This was originally thought to be
scatter in the data of Ref. [58]. For 8OCB + SIL samples, a similar and far more
pronounced 4% decrease in ∆TN is seen from ρS = 0.051 to 0.220. This decrease in
∆TN reﬂects a greater depression of TIN than T
∗ and indicates that in this range of
silica density, the disorder primarily eﬀects nematic (orientational) ordering. Upon
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Figure 5.4. The nematic phase temperature range ∆TN = TIN −T ∗ scaled by the bulk
value for 8OCB + SIL (solid circles, ∆T oN = 12.95 K) and 8CB + SIL (open circles,
∆T oN = 7.01 K) samples. Data for 8CB + SIL taken from Ref. [58]. The solid lines are
guides to the eye.
further increasing ρS, the nematic range begins to increase and appears to saturate
at an 8% increase similar to that seen in the 8CB + SIL system. This growth in
the nematic range occurs because of the greater suppression of T ∗ relative to TIN
and so, reﬂects that above ρS  0.2, the eﬀect of the silica gel is to mainly disorder
smectic (1D-translational) ordering.
The I-N and N-SmA transition temperatures, the nematic temperature range
∆Tnem, the N-SmA transition enthalpy δHNA, and the heat capacity maximum
hM ≡ ∆Cmaxp (NA) are tabulated along with ρS in Table 5.1 for the 8OCB+aerosil
dispersions studied by calorimetry. The N-SmA pseudo-transition temperature T∗,
and the transition enthalpy δHNA can be normalized by the corresponding bulk
values, ToNA and δH
o
NA respectively, in order to make quantitative comparison with
the results for the previously studied 8CB+aerosil system [58].
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The N-SmA transition enthalpy, as determined from Eq. (5.5), for the 8OCB+
SIL samples is sensitive to the changes in shape of the ∆Cp(NA) peak and com-
plements the power-law analysis of the evolving critical behavior. Here, we take
δHoNA = 0.42 J g
−1 for our bulk 8OCB N-SmA transition enthalpy. These en-
thalpy results, again scaled by the pure liquid crystal value, are shown versus ρS in
Fig. 5.2 for 8OCB +SIL and 8CB +SIL samples. Note that the same fractional
change in the N-SmA enthalpy occurs for both 8OCB + SILs and 8CB + SILs
as a function of ρS. Two ρS regimes are clearly evident. For 0 < ρS  0.1, there is
a rapid drop in δHNA, while for ρS values greater than ∼ 0.1 the decrease is more
gradual. For the ρS = 0.647 sample, δHNA has nearly disappeared indicating that
the SmA absolute stability limit must be near this aerosil density for 8OCB +
aerosils.
Figure 5.5 depicts the normalized N-SmA pseudo-transition temperatures for
8OCB+aerosils and those for 8CB+aerosils taken from Ref. [58]. Here we take
ToNA = 339.52 K for our bulk 8OCB N-SmA transition temperature. The esti-
mated error bars shown represent the reproducibility of T∗ found by repeating
measurements on a few samples having the same ρS. Note that typically T
∗ for
a given sample scan is known within ±5 mK. The observed variation in T ∗ for a
given ρS is likely due to the incomplete remixing by the method employed for the
calorimetry sample preparation. For 8OCB + SILs, there is a slight increase in
T∗ up to ρS = 0.051 which is not understood. However, above this aerosil den-
sity, a sharp drop in T∗ is observed on the order of that seen for the 8CB + SIL
system. Also, the recovery and subsequent slower decrease in T∗ for ρS  0.1
appears broader in ρS as compared to 8CB + SIL. As seen in Fig. 5.5, the maxi-
mum recovery of T∗ for 8OCB+SIL occurs at ρS ≈ 0.3 as compared to ≈ 0.1 for
8CB+SIL. The I-N transition temperatures track the same trend as was discussed
in Sec. 4.2.3. (See Fig 4.4 and Table 5.1). Recall that the shape of ∆Cp(NA) for
the 80CB+aerosil samples evolves in the same way as that for 8CB+SIL samples,
having a critical behavior moving towards 3D-XY with increasing ρS then becom-
ing smeared for ρS  0.1. The diﬀerence in the ρS dependence of T∗ between these
two systems then indicates that a liquid crystal speciﬁc mechanism, such as their
relative elasticity, is playing a dominate role in determining the N-SmA transition
temperature shift with silica concentration.
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Figure 5.5. Dependence on ρS of the pseudo-transition N-SmA temperature, T∗ scaled
by the pure 8OCB N-SmA transition temperature, ToNA = 339.52 K, for 8OCB+aerosil
samples. Also shown are T ∗/T oNA for 8CB+aerosil samples taken from Ref. [58] and uses
ToNA = 306.97 K for pure bulk 8CB N-SmA transition temperature. The solid lines are
guides to the eye.
The heat capacity maximum at the pseudo-transition is an indication of the
ﬁnite-size eﬀects that are inherent in such studies. Figure 5.6 depicts a log-log
representation of the heat capacity maximum as a function of ρS for 8OCB and
8CB+SIL samples, where again the error bars indicate reproducibility. Since the
mean distance between silica surfaces scales as ρ−1S , the construction presented in
Fig. 5.6 should reveal a straight line having a slope equal to α/ν‖ for ﬁnite-size
scaling eﬀects based on simple power-laws. For pure 8OCB, α/ν‖ = 0.28 [20]
whereas the slope for the 8OCB + SIL samples varies from 0.75 for ρS < 0.1 to
1.77 for ρS > 0.1. However, as described in detail for the 8CB + SIL system [59],
corrections-to-scaling terms play a signiﬁcant role and alter the expected ﬁnite-size
behavior.
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A more complete ﬁnite-size scaling (FSS) analysis should begin with the power-
law form of the excess speciﬁc heat given in Eq. (5.6) and the power-law form
describing the correlation length of the ordered phase taken as
ξ‖ = ξ‖ot−ν‖ . (5.7)
For smectic liquid crystals, the parallel correlation length is always larger than the
perpendicular, and so our analysis uses this length scale for the deﬁnition of the
minimum reduced temperature. Deﬁning the maximum possible correlation length
as ξM , one solves Eq. (5.7) for the minimum reduced temperature above T
∗ as t+m =
(ξM/ξ‖o)−1/ν‖ . It is not possible to deﬁne a similar minimum reduced temperature
below the transition since the critical correlation length behavior below T∗ is not
known. Substituting t+m into Eq. (5.6) gives the relationship for the heat capacity
maximum hM at the N-SmA transition as a function of the cutoﬀ correlation length
as
hM = A
+
(
ξM
ξ‖o
)α/ν‖ (
1 +D+
(
ξM
ξ‖o
)−∆1/ν‖)
+ Bc . (5.8)
Because of the importance of corrections-to-scaling for the analysis of ∆Cp(NA), a
log-log plot of hM−Bc versus ξM would not yield a straight line of slope α/ν‖. The
FSS eﬀect on the N-SmA transition enthalpy is obvious since it involves replacing
the singular ∆Cp(NA) peak between t
+
m and t
−
m by hM and thus decreasing the
integral of ∆Cp(NA) over T.
Plotted on Fig. 5.6 are FSS trends given by Eq. (5.8) for 8CB+aerosil and
8OCB+aerosil samples using the bulk N-SmA 8CB and 8OCB critical parame-
ters respectively and the mean distance between silica surfaces (mean void size)
lo = 2/aρS, where a is the speciﬁc surface area, for the cutoﬀ correlation length ξM .
This closely follows the procedure laid out in Ref. [59]. The result for 8CB+aerosil
samples are in very good agreement despite the change in the apparent criti-
cal behavior of the speciﬁc heat. However, this interesting result is not seen in
the 8OCB+aerosil samples where the bulk ﬁnite-size scaling analysis is every-
where lower than that observed. Despite the uncertainty in the 8OCB+aerosil
results, the agreement seen between FSS using the bulk critical parameters and
the 8CB+aerosil samples must be regarded as accidental. Also, the change in
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Figure 5.6. Behavior of the N-SmA heat capacity maximum hM = ∆Cmaxp (NA) at
T∗ as a function of ρS for the 8OCB+aerosil samples and for the 8CB+aerosil samples
studied in Ref. [58]. The dashed and solid line indicate a FSS model using the bulk
critical parameters for the respective liquid crystal and the mean void size as the cutoﬀ
correlation length, ξM = lo. See text for details.
shape of ∆Cp(NA) described by the changing ﬁt parameters given in Table 5.2, is
more important than FSS for the enthalpy variation with ρS as shown in Fig. 5.2.
5.2.2 X-Ray Scattering Results
High-resolution x-ray diﬀraction measurements were carried out on 8OCB samples
having silica densities listed in Table 5.3 over the temperature range 353 to 315 K.
Figure 5.7 shows the scattering intensity as a function of wave-vector transfer for
three diﬀerent aerosil densities. The displayed results are for the lowest temper-
ature studied (ToNA − 25 K). The resolution width, determined from the proﬁle
of the straight-through beam, is indicated by a horizontal line. The addition of
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ρS a2/σ
LT
1 ξ‖ T
∗
0.025 − − 340.02± 0.03
0.051 0.042± 0.010 3670± 10 340.04± 0.07
0.078 0.022± 0.010 3290± 10 339.81± 0.10
0.105 0.026± 0.007 2995± 10 336.06± 0.10
0.220 0.273± 0.056 965± 5 338.24± 0.06
0.347 0.429± 0.131 820± 5 337.67± 0.47
0.489 5.25± 1.82 410± 5 337.30± 1.61
Table 5.3. Sample parameters for seven 8OCB+aerosil dispersions studied with x-rays.
Shown are the densities ρS , the ratio of the random-ﬁeld amplitude a2 to the thermal
amplitude σ1 at low-temperatures in units of 10−5 A˚3; see text. The low-temperature
parallel correlation lengths ξ‖ are in A˚, and the temperatures of the pseudo-transition
T∗ are in Kelvin.
aerosil particles leads to peak broadening beyond the resolution limit of the in-
strument even at the lowest temperature studied. Unfortunately, at the lowest
density studied (ρS = 0.025 g cm
−3), any peak broadening is unresolvable for the
straight-through beam proﬁle available. At higher densities of aerosils, the scat-
tering peaks are broader than the resolution and thus smectic correlation lengths
are ﬁnite even at the lowest temperatures. There is a clear qualitative change in
the reﬂection proﬁle with increasing density. The solid lines are ﬁts to a model of
the x-ray scattering structure factor, which will be discussed below.
For each aerosil density, the reﬂection lineshape evolves as the temperature is
reduced. Figure 5.8 shows the x-ray scattered intensity as a function of wave-vector
transfer at two temperatures at the same aerosil density. At high temperatures
(e.g., 338 K), short range smectic ﬂuctuations are evidenced by a broad peak
in the scattered intensity. The reﬂection becomes narrower and sharper at lower
temperatures. Again, the solid lines are the best ﬁts with the model x-ray structure
factor given below.
The x-ray structure factor for smectic thermal ﬂuctuations has been studied
extensively. The most commonly used expression is [94]
ST (q) =
σ1
1+ ξ2‖ (q‖ − qo)2 + ξ2⊥q2⊥ + cξ4⊥q4⊥
. (5.9)
This is an anisotropic Lorentzian with a fourth-order correction, where ξ‖ (ξ⊥) is the
correlation length parallel (perpendicular) to the smectic layers; qo ( 2π/d, where
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Figure 5.7. Normalized x-ray scattering intensity of 8OCB+aerosil dispersions due to
short-ranged smectic-A order at low temperatures ( approx. ToNA− 25 K ) as a function
of wave-vector transfer. The broadening of the lineshape due to increasing disorder is
evident. The solid lines through the data points are ﬁts to a model of the x-ray scattering
structure factor described in the text. The resolution was determined from the proﬁle of
the straight-through beam. The full width at half maximum intensity of the resolution
function is indicated by the horizontal line labelled R. The value of qo at such low
temperatures is ∼ 0.1998 A˚−1 for all three samples.
d is the smectic layer thickness) is the wave-vector corresponding to the peak in
the reﬂected intensity; σ1 is related to the thermal ﬂuctuation susceptibility; and c
gives the scale of the fourth-order correction. The coeﬃcient c has the value ∼ 0.25
at high temperatures, hence the perpendicular proﬁle is then a Lorentzian squared
intensity distribution. The parameter c tends to 0 as the transition is approached.
This lineshape has been used to analyze x-ray scattering from pure 8OCB and
many other smectic liquid crystals. The reduced temperature dependence of the
fourth-order correction and the ratio ξ⊥/ξ‖ are consequently well known for 8OCB
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Figure 5.8. Normalized x-ray scattering intensity due to short-ranged smectic-A order
for a typical 8OCB+aerosil dispersion with ρS = 0.105 as a function of wave-vector
transfer. Open circles are for T = 338 K = T∗ − 1.88 K while open squares are for
T = 315 K = T∗ − 24.5 K. There is a clear change in the lineshape as a function of
temperature. Fits with the structure factor given in Eq. (5.14) to these data are shown
as solid lines.
[62, 63].
The x-ray structure factor used to analyze the scattering from the 8OCB+aerosil
dispersions is motivated by studies of random ﬁeld magnets. A random ﬁeld
gives rise to ﬂuctuations of the ordered state with a diﬀerent wave-vector depen-
dence than that for the thermal ﬂuctuations. Theoretical and experimental studies
[98, 93] support the idea that random-ﬁeld spatial ﬂuctuations behave as thermal
ﬂuctuations with the lower marginal dimensionality shifted up by two. This leads
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to the structure factor
SRF (q) =
σ2
[1+ ξ2‖ (q‖ − qo)2 + ξ2⊥q2⊥ + cξ4⊥q4⊥]2
. (5.10)
The denominator is the square of the thermal ﬂuctuation denominator. The nu-
merator σ2 is related to the disconnected susceptibility. Smectic correlations in
the 8OCB+aerosil samples are inﬂuenced by both thermal and random ﬁeld ﬂuc-
tuations. Aharony and Pytte [99] have shown that for a random ﬁeld system the
structure factor should have the low temperature scaling form
S(q, ξ) = ξdS(qξ) . (5.11)
For smectic liquid crystal ﬂuctuations, there are diﬀerent correlation lengths in
the directions parallel and perpendicular to the smectic layer normal. We assume
by analogy with the isotropic result that the liquid crystal structure factor should
have the scaling form
S(q‖, ξ‖, q⊥, ξ⊥) = ξ‖ξ2⊥S(q‖ξ‖, q⊥ξ⊥) . (5.12)
Comparison of this form to Eq. (5.10) leads to the conclusion that, for a random
ﬁeld system, the amplitude can be written as
σ2 = a2(ξ‖ξ2⊥) , (5.13)
where a2 is the integrated area
∫
SRF (q)dq when c is small, as it is for 8OCB+aerosil
samples at low temperatures.
The total structure factor thus consists of two terms:
S(q) = ST (q) + SRF (q) . (5.14)
The thermal structure factor dominates at high temperatures, while the random
ﬁeld structure factor dominates at low temperatures. There is a concurrent change
in the reﬂection lineshape as the balance between these two structure factors
changes. In order to compare this model with the data, it is necessary to perform
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a powder average and then convolve the resulting lineshape with the resolution
function. The powder average involves integrating over the random directions of
the smectic domains. The resolution function is measured as the proﬁle of the
straight-through beam. The powder average procedure and the handling of the
resolution function are discussed in detail in Ref. [76]
The powder average of the structure factor in Eq. (5.14) has been ﬁtted to
the measured wave-vector transfer dependence of the scattered intensity. The
background intensity was taken to be a straight line
SBk(q) = Mq + C , (5.15)
over the limited q − qo range of the smectic scattering. The free parameters over
which the ﬁt is optimized are M , C, qo, a1(= σ1/ξ‖ξ2⊥), a2, and ξ‖. The values of
ξ⊥(ξ‖) and c(ξ‖) are assumed to retain the same behavior as they exhibit in pure
8OCB and so are taken here as functions of ξ‖. This assumption is physically
reasonable for the weak disorder imposed by the aerosil gel and was also used for
the 8CB+aerosil study [75]. An initial ﬁtting of the data was made with all six pa-
rameters free. Subsequently, M and C were ﬁxed at their average low-temperature
values for each sample to remove any unphysical ﬁt noise. The remaining four pa-
rameters; qo, a1, a2, and ξ‖, were then redetermined. The temperature and density
dependence of qo, σ1, a2, and ξ‖ are discussed below. The low temperature lim-
iting values of the parameters a2/σ1 and ξ‖ are shown in Table 5.3. Examples of
the correspondence between this structure factor and the measurements are given
in Fig. 5.7 for diﬀerent densities, and in Fig. 5.8 for diﬀerent temperatures. The
agreement between the data and the model is observed to be good.
Other forms for the background were also tried. The resulting values for the ﬁt
parameters qo, a1, a2, and ξ‖ were very similar. However, the straight-line given
by Eq. (5.15) yielded the lowest χ2 values and thus has been used throughout this
analysis.
The peak position qo and its weak temperature dependence displays little vari-
ation between samples for all densities except the highest studied. For ρS = 0.489,
qo is slightly but consistently lower ( by ∼ 0.0007 A˚−1 ). The robust value of
the peak position for low disorder is surprising. Pure 8OCB exhibits a partial
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bilayer smectic-A phase, hence the ordering wave-vector is incommensurate with
the molecular length. Since the balance of interactions in a liquid crystal system
is likely to be altered by the silica. it might have been anticipated that the peak
position would change for even the lowest ρS sample. The independence of qo(T)
on ρS up to 0.347 demonstrates that the partial bilayer smectic in 8OCB+aerosil
dispersions, although not long range, has the same local packing as in the pure
8OCB.
Figure 5.9 presents the results for the peak amplitudes. The temperature de-
pendence of the random-ﬁeld ﬂuctuation term given in Eq. (5.10) is equivalent to
the development of a Bragg peak in a pure liquid crystal. The integrated intensity
of SRF (q) can be equated with the order parameter squared for the transition in
a random-ﬁeld. The parameter a2 is close to this integrated intensity, which is a2
multiplied by a c-dependent correction. The temperature dependence of the SRF
integrated intensity is shown in Fig. 5.9(a) for three 8OCB+aerosil samples. The
values of the pseudo-transition temperature T∗ is taken as the onset temperature
for the random-ﬁeld contribution to the structure factor and are given in Table 5.3.
The thermal ﬂuctuation term given in Eq. (5.9) would also occur in a pure liquid
crystal. It is assumed that at high temperatures the behavior is unchanged, only
being modiﬁed as the correlation lengths become comparable to the void sizes of the
medium. The observed behavior of σ1 is shown in Fig. 5.9(b). It was not possible
to make suﬃcient measurements to fully explore the high temperature behavior
without subjecting the sample to excessive x-ray beam damage. Three densities
are shown in Fig. 5.9(b), and in general the amplitude rises to a maximum near
the pseudo-transition temperature before settling to a constant low temperature
plateau value. The maxima near T∗ are perhaps the remnants of the divergent
susceptibility at the pure N-SmA transition or a consequence of the turning on of
the random-ﬁeld contribution.
At high temperatures, the scattering is dominated by the thermal ﬂuctuations
while the random ﬁeld ﬂuctuations dominate as T falls below T∗. It has been
shown in Ref. [76] that the temperature dependence of a2 can be represented by
an eﬀective power-law a2 ∼ (T∗−T)x, where T∗ marks the temperature above
which the integrated intensity of the random-ﬁeld component SRF is essentially
zero, as shown in Fig. 5.9(a). With both 8OCB+aerosil and 8CB+aerosil [75, 76]
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Figure 5.9. Plots showing intensities as a function of temperature. (a) Integrated in-
tensity of the random ﬁeld term SRF (q) for ρS = 0.051 (open triangles), 0.220 (open
circles), and 0.489 (open squares); this can be thought of as the order parameter squared
for this pseudo-transition. (b) The amplitude of the thermal contribution to the scat-
tering. The peak near T∗ is perhaps the remnant of the diverging susceptibility for the
pure system. The ρS = 0.220 values have been multiplied by 2 and the ρS = 0.489 values
have been multiplied by 20 for clarity.
studies, the number of scans of scattered x-ray intensity was kept limited in order to
minimize damage to the sample. For the 8CB+aerosil samples, it was possible to
make measurements down to ∼ 15 K below T∗ and hence the data are somewhat
focused around the pseudo-transition. With the 8OCB+aerosil samples, x-ray
measurements were made down to ∼ 23 K below T∗. This has the advantage
that the lineshape can be characterized well below the pseudo-transition, and the
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Figure 5.10. Variation of a2/σLT1 for 8OCB+aerosil as a function of ρS . The full
circles are for 8OCB + SIL while the open circles are for 8CB + SIL. For 8OCB a2
and σ1 are the average values for T < 320K, i.e., ∆T = T − T ∗ ∼ −21K. The data
points show larger scatter but are roughly consistent with results for 8CB+aerosil [76]
and with expectations for a random ﬁeld system if the random ﬁeld strength h ∼ ρS .
The slope of the solid line is 3.
disadvantage that there are fewer scans around the pseudo-transition region itself.
As a result, the present 8OCB+aerosil data are too sparse to yield a good set
of values for the exponent x as a function of ρS; however, they can be used to
determine T∗ values which are given in Table 5.3.
The ratio of the amplitude of the random-ﬁeld term to the thermal amplitude
far below T∗ is predicted to be related to the variance, ∆, of the strength of the
random-ﬁeld h where ∆ = |h|2 [99]. It has been shown [59] that the relationship
can be written as a2/σ1 ∼ ∆3. Note that the quantity a2/σ1 is independent of
the normalization of the intensities. The low-temperature ratio a2/σ1 is taken
where both parameters are their average values for T < 320 K, i.e. ∆T = T -
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Figure 5.11. Parallel correlation lengths for smectic order as a function of temperature
for three 8OCB+aerosil samples. The values saturate rather than diverge as would be
expected for a pure liquid crystal. Four points have been suppressed for the highest
density at high temperature, where poor statistics gave rise to substantial errors.
T∗ ∼ −21 K. These ratio values, given in Table 5.3 and displayed in Fig. 5.10,
show qualitative agreement with the relation a2/σ1 ∼ ρ3S.
The nematic to smectic-A transition is characterized by two correlation lengths:
one parallel and one perpendicular to the nematic director. Only the parallel smec-
tic correlation length ξ‖ was taken as a free parameter; the relationship between
ξ‖ and ξ⊥ was assumed to be the same as that for the pure 8OCB liquid crystal.
The ﬁt ξ‖ values for three densities are shown in Fig. 5.11. The correlation length
is observed to grow sharply on cooling towards T∗, but rather than diverging as in
a pure material, the value saturates and remains roughly constant at low temper-
atures. The saturation value decreases monotonically with increasing ρS similar
to that observed for the 8CB+aerosil system [75, 76]. For high density samples,
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Figure 5.12. Plot of the low-temperature mean correlation length for smectic order
ξ¯LT = (ξ‖ξ2⊥)
1/3 as a function of ρS . The full circles are for 8OCB+SIL, while the open
circles are for 8CB + SIL [59]. The power-law shown by the line, which is ξ¯LT ∼ ρ−1S ,
is expected for a random ﬁeld system if h ∼ ρS . The ρS = 0.025 reﬂection proﬁle is the
same width as the resolution function and no meaningful smectic correlation length can
be obtained for that sample. The open square is the nematic correlation length ξN for
8CB + SIL [56].
where the scattering intensity was smallest, there was occasional diﬃculty extract-
ing an unambiguous correlation length near T∗. This can be observed in Fig. 5.11
as the slight peak for ξ‖ close to T∗ for the ρS = 0.220 sample; the associated error
bars ( not shown ) for the correlation lengths are large. The equivalent feature
for the ρS = 0.486 g cm
−3 sample has been removed from Fig. 5.11 for clarity.
The average low temperature ( below 323 K ) ξ‖ values are listed for each aerosil
density in Table 5.3 and are shown as dashed lines in Fig. 5.11. Many models of
the eﬀects of disorder on phase transition behavior apply to systems where the
correlation volume is isotropic. In order to make quantitative comparisons we as-
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sume that the cube root of the correlation volume gives the extent of SmA order.
The values ξ¯LT = (ξ‖ξ2⊥)
1
3 have been plotted in Fig. 5.12. With the exception of
the ρS = 0.025 sample, the dependence of ξ¯
LT on ρS can be well described by the
power-law ξ¯LT ∼ ρζS with the exponent ζ = −0.9 ± 0.1 in good agreement with
previous measurements on 8CB+aerosil [76, 59].
5.3 N-SmA Transition in 8¯S5
The present section focusses on the eﬀect of QRD induced by a nano-colloidal dis-
persion of hydrophilic type-300 aerosil forming a mass-fractal gel within the liquid
crystal 4-n-pentylphenylthiol-4’-n-octyloxybenzoate (8¯S5). This study closely fol-
lows the reported x-ray studies of Ref. [100]. High-resolution calorimetry has been
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Figure 5.13. The speciﬁc heat of bulk 8¯S5 on cooling spanning the nematic, smectic-A,
and smectic-C phases. The dashed line represents the linear Cp(background) used to
extract the excess Cp associated with the N-SmA transition, ∆Cp(NA). The solid line
represents the low-temperature wing of the N-SmA transition and is used to extract the
excess Cp associated with the SmA-SmC transition, δCp(AC).
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Figure 5.14. Excess speciﬁc heat ∆Cp of the N-SmA transition ±3.5 K about TNA
for bulk 8¯S5 and 8¯S5+aerosil samples. The inset lists the ρS for each data set shown.
The temperature range shown corresponds approximately to ±10−2 width in reduced
temperature.
carried out on these 8¯S5+aerosil dispersions as a function of aerosil concentration
and temperature spanning the smectic-C to nematic phases. This liquid crystal
possesses two continuous XY phase transitions of interest. The ﬁrst is a ﬂuctua-
tion dominated nematic to smectic-A characterized by a heat capacity exponent
α  0. The critical character of the N-SmA transition remains unchanged with
the introduction of the quenched random disorder, while its enthalpy and heat ca-
pacity maximum decreases in a manner consistent with ﬁnite-size scaling without
any obvious crossover from soft to stiﬀ gel seen on other LC+aerosil systems. The
stability of the heat capacity critical behavior for this system with QRD represents
the strictest test yet of the Harris criteria. The second is a mean-ﬁeld Landau tri-
critical smectic-A to smectic-C phase transition which will be described in section
6.1.
The speciﬁc heat on cooling for a bulk sample of 8¯S5 is shown in Fig. 5.13.
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Clearly visible are the XY-like N-SmA phase transition at 336.71 K and a Landau
mean-ﬁeld SmA-SmC at 328.82 K. These are in good agreement with Ref. [65]. The
excess speciﬁc heat due to the N-SmA transition ∆Cp for the bulk and LC+aerosil
samples is obtained by subtracting from the speciﬁc heat Cp a linear background
as
∆Cp(NA) = Cp − Cp(background) , (5.16)
where Cp(background) is shown as the dashed line in Fig. 5.13. The resulting
∆Cp(NA) for all samples studied are shown in Fig. 5.14 over a ±3.5 K temperature
range about TNA.
The ﬂuctuation dominated N-SmA transition enthalpy may be sensibly deﬁned
as
δHNA =
∫
∆CpdT , (5.17)
where consistent limits of the integration of ±5 K about TNA were used for
all samples. The relevant thermal characteristics for both phase transitions of
8¯S5+aerosils as a function of ρS are given in Table 5.4.
As seen in Fig. 5.14, the N-SmA Cp peak remains sharp for all aerosil densities
ρS lo TNA TAC ∆TA δHNA hM δC
Step
AC
0 ∞ 336.626 329.009 7.617 2.136 0.726 0.044
0.025 2636 336.073 328.836 7.237 1.985 0.541 0.043
0.041 1636 336.524 329.136 7.388 1.897 0.530 0.034
0.051 1303 336.315 329.124 7.191 1.780 0.377 0.025
0.078 859 336.519 329.527 6.992 1.834 0.487 0.032
0.105 636 336.676 329.210 7.466 1.952 0.444 0.027
0.161 414 336.573 329.456 7.117 1.573 0.302 0.014
0.220 303 336.865 329.915 6.950 1.561 0.284 0.013
0.347 192 336.505 329.621 6.884 1.404 0.231 0.003
Table 5.4. Summary of the calorimetric results for 8¯S5+aerosil samples. Shown are the
conjugate silica density (ρS in grams of aerosil per cm3 of 8¯S5), the mean-void length
within the gel in A˚, the N-SmA (TNA) and the SmA-SmC (TAC) phase transition tem-
peratures, and the smectic-A temperature range (∆TA = TNA − TAC) all in kelvins and
averaged between heating and cooling scans. These are followed by similarly averaged
enthalpy (δHNA) in J g−1 and speciﬁc heat maximum hM ≡ ∆Cmaxp in J K−1 g−1 val-
ues for the N-SmA phase transition. The ﬁnal column tabulates the speciﬁc heat step
in J K−1 g−1 of the SmA-SmC phase transition δCStepAC averaged between heating and
cooling scans and taken as the value of the excess speciﬁc heat −6 K below TAC .
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up to the maximum studied of ρS = 0.347, with no abrupt truncation marking a
transition from soft to stiﬀ gel behavior seen in 8CB+aerosil and 8OCB+aerosil
systems [58, 81]. The ∆Cp(NA) wings on both sides of the transition decrease
with increasing ρS in contrast with that found for 8CB+aerosils, which found
signiﬁcant reduction of the high-temperature ∆Cp(NA) wing [58]. Qualitatively,
the ∆Cp(NA) peak shape remains remarkably stable with increasing ρS. For the
8¯S5+aerosil system, the most striking eﬀect of the aerosils is the strong decrease
in the heat capacity maximum at the transition, hM = ∆C
max
p (NA), and the
transition enthalpy δHNA with increasing ρS. In addition, the evolution of TNA(ρS)
also displays very little sensitivity to the aerosils even when the aging of the 8¯S5 is
taken into account.This is in stark contrast to the non-monotonic downward shifts
found for nearly all other LC+aerosil systems [58]. See Table 5.4.
5.3.1 The XY-like N-SmA scaling analysis
The shape of the experimental ∆Cp(NA) data as a function of aerosil content is
characterized by a traditional power-law form [20] in terms of the reduced tem-
perature t given by Eq (5.6) where the critical behavior as a function of reduced
temperature t is characterized by an exponent α, amplitudes A± above and be-
low the transition, a critical background term Bc, and corrections-to-scaling terms
having an amplitude D± and exponent ∆1  0.5. An increasing temperature gap
of excluded data about the ∆Cp(NA) peak with increasing ρS was required to
perform the nonlinear least-squares ﬁtting. These ﬁt results for the sets of heating
and cooling scans for bulk 8¯S5 and 8¯S5+aerosil are presented in Tables 5.5 and 5.6,
respectively. In addition to ﬁts with the eﬀective critical exponent αeff free, ﬁts
were also performed with αeff ﬁxed to the 3D-XY value of αXY = −0.013. The
bulk 8¯S5 results are of good quality for both heating and cooling and consistently
give a very small and negative αeff that is not signiﬁcantly diﬀerent from ﬁxing
αeff to αXY = −0.013 as indicated by χ2ν . This indicates that the N-SmA critical
heat capacity for the bulk LC behaves essentially as a clean XY transition consis-
tent with the literature [101, 58]. As ρS increases, the ﬁts for both heating and
cooling are all of good quality even up to the highest density studied. These ﬁts
show that the critical character of the N-SmA transition remains unchanged for
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ρS TC αeff BC A
+ A− D+ D− tmin × 10−5 χ2ν
0 335.220 -7×10−5 1023.600 -1023.760 -1023.630 0.0002 0.0022 +1.80/-12.3 1.266
335.222 [-0.013] 6.053 -6.260 -6.122 0.0026 0.3712 1.319
0.025 334.712 -1×10−4 536.893 -536.971 -536.845 0.0007 0.0045 +3.50/-29.9 1.073
334.711 [-0.013] 4.757 -4.880 -4.741 0.0450 0.5234 1.027
0.041 335.111 -1×10−4 383.615 -383.643 -383.536 0.0016 0.0060 +2.56/-14.2 1.287
335.110 [-0.013] 4.124 -4.194 -4.076 0.1117 0.5715 1.307
0.051 334.938 -2×10−4 154.089 -154.083 -154.025 0.0045 0.0086 +11.4/-49.2 1.134
334.937 [-0.013] 3.228 -3.249 -3.186 0.1954 0.4153 1.137
0.078 335.123 -1×10−4 376.628 -376.688 -376.614 0.0010 0.0036 +3.08/-14.9 1.163
335.123 [-0.013] 4.049 -4.146 -4.064 0.0628 0.3348 1.183
0.105 335.297 -1×10−4 259.368 -259.267 -259.171 0.0049 0.0095 +3.63/-19.3 1.076
335.297 [-0.013] 2.767 -2.698 -2.593 0.4513 0.9716 1.084
0.161 335.162 -7×10−4 18.744 -18.608 -18.580 0.0655 0.0615 +5.67/-42.3 1.036
335.161 [-0.013] 1.335 -1.212 -1.181 1.0162 0.9862 1.037
0.220 335.498 -4×10−4 10.314 -10.099 -10.048 0.1651 0.1875 +3.59/-57.5 1.004
335.496 [-0.013] 0.630 -0.428 -0.373 3.9745 5.2388 1.004
0.347 335.145 -6×10−4 6.892 -6.724 -6.703 0.1839 0.1400 +0.27/-85.1 1.056
335.144 [-0.013] 0.573 -0.414 -0.391 3.0646 2.4651 1.056
Table 5.5. Heating scan summary of the results of ﬁtting Eq. (5.6) to the excess
speciﬁc heat peak ∆Cp of the N-SmA phase transition on 8¯S5+aerosil samples. The
transition temperature TC is given in kelvins, while the parameters BC and A± are
given in J K−1 g−1. The parameters D± are dimensionless. All scans were ﬁt from
tmax = 10−2 to ±tmin. All parameters were free to vary in the ﬁt except when the
exponent was ﬁxed to αXY = −0.013 (denoted by the square brackets).
8¯S5+aerosil for all ρS even above the ρS = 0.1 where previous studies found no
critical behavior [ref]. Apparent from the ﬁts are that the increasing temperature
gap (±tmin) is dominated by rounding on the low-temperature side of the δCp(NA)
peak.
The ﬁnite-size scaling (FSS) analysis follows that of reference [59] by using the
correlation length power-law to equate the cut-oﬀ length scale (maximum correla-
tion length) ξM to a minimum reduced temperature as given by Eq (5.7).
The ﬁnite-size induced rounding of the transition is estimated, since the Eq. (5.7)
is deﬁned only for T > T ∗, in terms of the minimum reduced temperature on the
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Figure 5.15. Finite-size scaling analysis of the N-SmA phase transition in 8¯S5+aerosil
(solid circles) on log-log scales. Top Panel: Transition enthalpy δHNA. Middle Panel:
Excess speciﬁc heat maximum hM = ∆CmaxNA . Bottom Panel: Transition rounding in
reduced temperature δtmin = |t−min|+ |t+min|. The bulk ﬁnite-size scaling predictions are
given by Eqs. (5.8) and (5.18) where the mean-void length lo is used as the cut-oﬀ length
scale (solid lines) or 3lo (dashed lines).
high-temperature side of the transition t+m, as given by the form
δT ∗/T ∗ ≈ 2t+m = 2
(
ξM
ξ‖o
)−1/ν‖
= 2
(
ξ‖o
2n
aρS
)1/ν‖
, (5.18)
where the cut-oﬀ length scale is written in terms of n, the number of mean-void
lengths lo. The heat capacity maximum at the transition hM is given by substitut-
ing t+m into Eq. (5.16) and is also explicitly deﬁned for the T > T
∗. The explicit
form for hM is given by Eq (5.8).
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Finally, the FSS transition enthalpy δHNA is determined by using t
+
m to truncate
the integration of Eq. (5.16) both above and below the transition T ∗.
Plotted on Fig. 5.15 are FSS trends for the N-SmA transition of 8¯S5+aerosil
samples using the bulk N-SmA 8¯S5 critical parameters. Two choices for the cut-oﬀ
length scale are shown. The ﬁrst choice uses the mean distance between silica
surfaces (mean void size) lo = 2/aρS, where a is the speciﬁc surface area, for the
cutoﬀ correlation length ξM . The second choice allows ξM to vary as some multiple
of lo, i.e. ξM = nlo. The results for δT
∗/T ∗, hM , and δHNA for 8¯S5+aerosil samples
are in very good agreement using the second choice of ξM ≡ 3lo, which closely
matches the measured saturated smectic correlation length [100].
ρS TC αeff BC A
+ A− D+ D− tmin × 10−5 χ2ν
0 335.198 -7×10−5 1047.600 -1047.800 -1047.670 -0.0001 0.0019 +3.42/-9.91 1.463
335.197 [-0.013] 6.565 -6.826 -6.688 -0.0499 0.2870 1.532
0.025 334.632 -1×10−4 474.449 -474.466 -474.327 0.0012 0.0060 +7.86/-32.8 1.159
334.630 [-0.013] 4.422 -4.484 -4.334 0.0956 0.6721 1.176
0.041 335.108 -3×10−4 141.506 -141.494 -141.395 0.0056 0.0167 +4.37/-23.5 1.203
335.108 [-0.013] 3.844 -3.868 -3.760 0.1782 0.6412 1.207
0.051 334.845 -1×10−4 216.789 -216.692 -216.619 0.0047 0.0091 +11.0/-36.4 1.134
334.843 [-0.013] 2.611 -2.541 -2.462 0.3824 0.8130 1.138
0.078 335.057 -2×10−4 195.069 -195.050 -195.018 0.0050 0.0069 +32.6/-32.7 1.188
335.055 [-0.013] 3.800 -3.809 -3.775 0.2461 0.3545 1.192
0.105 335.179 -0.0043 11.848 -11.888 -11.823 0.0425 0.1152 +37.0/-68.2 1.145
335.178 [-0.013] 4.239 -4.301 -4.232 0.1061 0.3208 1.145
0.161 335.123 -4×10−4 48.578 -48.455 -48.427 0.0192 0.0211 +16.4/-39.1 1.151
335.121 [-0.013] 1.647 -1.538 -1.508 0.6025 0.6853 1.152
0.220 335.458 -3×10−4 33.646 -33.468 -33.415 0.0363 0.0481 +19.7/-99.6 1.032
335.455 [-0.013] 1.205 -1.043 -0.985 1.1714 1.6754 1.032
0.347 335.14 -3×10−4 9.953 -9.734 -9.706 0.1367 0.1229 +5.65/-74.2 1.129
335.14 [-0.013] 0.332 -0.119 -0.088 11.6406 14.1668 1.129
Table 5.6. Cooling scan summary of the results of ﬁtting Eq. (5.6) to the excess
speciﬁc heat peak ∆Cp of the N-SmA phase transition on 8¯S5+aerosil samples. The
transition temperature TC is given in kelvins, while the parameters BC and A± are
given in J K−1 g−1. The parameters D± are dimensionless. All scans were ﬁt from
tmax = 10−2 to ±tmin. All parameters were free to vary in the ﬁt except when the
exponent was ﬁxed to αXY = −0.013 (denoted by the square brackets).
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5.4 N-SmA Transition in CCN47
The N-SmA transition in CCN47 is in contrast to what might be expected from
McMillan’s theory [16] a very weak ﬁrst-order transition. Our calorimetric data
show clearly that there is an imaginary component to the heat capacity at the
N-SmA transition of bulk CCN47. As it was discussed in Sec. 3.7.5, the N-SmA
transition in the bulk CCN47 is about 28.5 K below the I-N transition; therefore,
according to McMillan, the N-SmA transition should be a second order transition.
For other LCs, 8CB for instance, TNA is just 7 K below TIN , but the N-SmA
transition is continuous. However this is not the case for CCN47, and this can be
attributed to eﬀects of the elasticity and couplings between the full smectic and
nematic order parameters as it was discussed in Sec. 2.1.2. The bulk transition
exhibits signiﬁcant pretransitional ﬂuctuations and is very close to a tricritical
point. Because this is a very weak ﬁrst order transition, (weaker then the I-N
transition), the contribution of ﬂuctuations in the transition is big compared to
the amount of the latent heat released. The latent heat is released in a very narrow
temperature range; as such the anomaly in the heat capacity data is limited to a
very narrow two-phase coexistence region, especially for the heating scans. These
facts as well as the high quality of the Cp data will allow us to attempt ﬁts of this
peak.
Despite the complication of the ﬁrst order transition the results of the ﬁts are
very interesting. The transitional enthalpy gets suppressed by the presence of the
gel with increasing ρS, because of ﬁnite size eﬀects. Therefore with increasing ρS
the transition is approaching the tricritical point where it becomes second-order,
which is estimated to be somewhere around the 0.200 density sample. Furthermore,
with increasing ρS, the eﬀective heat capacity exponent αeff decreases, approach-
ing the 3D-XY value, which is the underlying behavior of the N-SmA transition.
A similar evolution has been observed in second order N-SmA transitions, and
was a clear manifestation of the Harris criterion. The bulk sample shows clearly
an α = 0.5 which is the tricritical value from the Landau mean ﬁeld theory, but
ﬂuctuations are big on both sides of the transition and very symmetric, at least in
heating. The evolution of the transition above the tricritical point is not clear, be-
cause we did not study higher density samples. However the ﬁts to this high aerosil
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densities are really diﬃcult to perform, because of the rounding of the transition
from the ﬁnite size eﬀects caused by smaller voids of the silica gel.
5.4.1 Calorimetric Results
In this section we will describe the calorimetric results on theN-SmA transition in
CCN47. The sample preparation and data followed the procedure described in
detail in Sec. 3.6, while the calorimetric data were acquired on calor B, which has
been described in detail in Sec. 3.1. The appropriate background for all samples,
which mimicked closely the low-temperature nematic wing of the I-N transition,
was subtracted to yield the excess speciﬁc heat capacity data. This background
is practically linear, since the I-N transition is ∼ 28.5 K higher than the N-SmA
transition.
A narrow view, ±0.4K, of the excess speciﬁc heat capacity data for all samples
is shown in the upper panel of Fig. 5.16. This corresponds to the boxed region of
the wider view of the same data (±6K), which is shown in the inset of the upper
panel. In the lower panel of Fig. 5.16 is shown the corresponding ±0.4K narrow
region of the imaginary speciﬁc heat capacity. The heat capacity peak doubling
that was seen in all the weakly ﬁrst order I-N transitions, here is seen only for
the 0.050 sample. At higher densities a single peak is observed. The fact that this
feature can be seen only on the 0.050 sample, can be explained by an interplay
of several factors. First the fact that this transition is very weakly ﬁrst order,
and weaker than the I-N transition. The same increase of the disorder density
aﬀects it relatively stronger than the I-N transition. Also the character of the
transition is diﬀerent from the I-N transition; it is described by a diﬀerent order
parameter to say the least. For the second order N-SmA transition there was no
sign of double peak, in all the LC + SIL samples studied so far. Furthermore the
elasticity of the LC plays a very important role in the existence and range where
it is observed this transition doubling. As can be easily seen in the narrow view
the high temperature peak is smaller than the low temperature one. This feature
makes it resemble to some of the high density samples in 8OCB, (see Fig 4.2, lower
panel, densities above 0.220), and is very easily supported by a similar double peak
in the imaginary heat capacity. The similarities of this feature with those observed
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Figure 5.16. Excess speciﬁc heat capacity and imaginary heat capacity of the N-SmA
transition in CCN47, about TNA, for heating scans. Dashed vertical lines represent the
approximate two-phase coexistence region.
Inset Upper Panel: Wide view (±6K) of the excess speciﬁc heat capacity around the
N-SmA transition in CCN47. The boxed region is expanded in the upper panel.
Upper Panel: Narrow view ±0.4K of the excess speciﬁc heat capacity. Note the doubling
of the transition for the 0.050 sample, which is similar to the I-N ﬁrst order transition.
Lower panel: corresponding narrow view of the Imaginary heat capacity. Note the similar
doubling for the 0.050 sample which is a sign that the release of the latent heat proceeds
in two steps. All data are labeled by density, as can be seen in the ﬁgure inset in the
lower panel.
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at ﬁrst order I-N transitions, strengthen the belief that the peak doubling is a
characteristic feature in any ﬁrst order transition, not just I-N transitions with
low quenched random disorder density. The character of the doubling and its
density dependence, of course, depend on the character of the transition as well as
the speciﬁc LC characteristics, like elasticity.
The existence of a peak in the imaginary heat capacity is a clear sign that this
transition is ﬁrst order. The very weak ﬁrst order character makes the determina-
tion of the two-phase coexistence width less accurate than for stronger transitions.
Furthermore, the heating runs showed always sharper and higher transition peaks
than the cooling scans, i.e., the width of the two-phase coexistence is wider in
cooling scans. This type of hysteresis is characteristic of ﬁrst order transitions.
Despite these two complications, the width of the two-phase coexistence region
increased monotonically with increasing SIL density, for the densities that were
studied. The width of the two-phase coexistence region for the heating scans,
δTNA, is given in Table 5.7, and an average value is indicated in Fig. 5.16, by the
dashed vertical lines.
There was a striking diﬀerence between heating and cooling scans. The peaks
observed in heating scans were generally higher and sharper than the cooling scans.
This is illustrated in the upper panel of Fig. 5.17, where the maximum speciﬁc heat
capacity, hmaxReCp , is plotted as a function of ρS. h
max
ReCp
for the heating scans, showed
a very strong density dependence. It decreased sharply up to ρs = 0.075, and
than decreased at a slower rate at higher densities. In contrast, the cooling scans
show a very slight increase of the heat capacity maximum with density, up to ρS
= 0.100, and then a decrease that is exactly the same with heating scans. This
behavior is very interesting because it hints for general diﬀerences in the dynamics
of the latent heat release in the sample. It seems that the latter is dynamically
diﬀerent in heating and cooling scans, but with increasing disorder, above 0.100,
the dynamics become similar. We do not understand the eﬀect that disorder has
on the dynamics of phase conversion, except that in general it slows it down. The
imaginary heat capacity maximum, plotted at the lower panel of Fig. 5.17, shows
also this very peculiar behavior.
Although the peak heights diﬀered a lot between the heating and cooling scans,
the transition enthalpies were generally very similar. The transition enthalpy,
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which is a quantitative measure of the strength of the phase transition was calcu-
lated by integrating the ∆Cp data, in a wide temperature range, ±6 K around TNA,
for all aerosil + CCN47 samples and the bulk CCN47. As already discussed for
ﬁrst order transitions, the total enthalpy change is the sum of the pretransitional
enthalpy and the latent heat. The pretransitional enthalpy is a measure of the
strength of the ﬂuctuations, while the latent heat is a measure of the ﬁrst order
character of the transition. The amount of the latent heat released in the N-SmA
transition is much smaller than that released in the I-N transition, thus the N-
Figure 5.17. a- Upper panel: Density dependence of the N-SmA heat capacity peak
maximum hmaxReCp , for CCN47 + SIL samples as measured by AC calorimetry.
b- Bottom panel: Density dependence of the N-SmA imaginary transitional enthalpy
hmaxImCp for CCN47 + SIL samples.
Solid lines are guide to the eye. The symbols deﬁned in the ﬁgure inset are the same for
both panels.
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SmA transition is ﬂuctuation dominated. For the bulk sample for instance, the
pretransitional enthalpy is, δHNA(pretransitional)  0.8, while the total enthalpy
as measured by AC calorimetry is δH∗NA  0.88. Although the AC method can
not measure the total enthalpy, it can represent a very signiﬁcant portion of it.
Thus the latent heat makes up for only ∼ 10%-20% of the pretransitional enthalpy.
The total N-SmA transitional enthalpy is less than ∼ 900 mJg−1, and shows
a strong dependence on the aerosil density, as can be seen in the upper panel
of Fig. 5.18. Initially, the enthalpy remains almost constant with increasing ρS,
up to 0.050, and is followed by a sharp decrease at higher ρs, with a concave
downward behavior. This is the expected behavior, since with increasing disorder
the transition gets suppressed, and at some density will become second order. We
believe that this transition occurs somewhere in the vicinity of the ρs = 0.200.
This is supported from the imaginary enthalpy, δH”NA, which is the area under the
imaginary heat capacity. The imaginary enthalpy is directly related only to the
latent heat release. As such is a direct measurement of the strength of the ﬁrst
order character of the transition. Of course even in this case the dynamics of the
latent heat release play an important role on the amount of δH”NA that can be
sensed from the ﬁxed AC method. The ρs dependence of δH
”
NA is shown in the
lower panel of Fig. 5.18. It shows a similar behavior with the transitional enthalpy,
remaining almost constant at ρs < 0.050, followed by a sharp decrease for higher
ρs, to a value that is essentially zero for ρs = 0.200.
ρS TIN TNA ∆TN δTNA δH
∗
NA δH
”
NA
0 330.412 301.923 28.490 0.055 0.876 4.73
0.050 329.232 300.674 28.558 0.076 0.906 4.58
0.075 329.338 300.503 28.835 0.117 0.817 2.13
0.100 329.743 301.437 28.306 0.151 0.847 1.34
0.200 330.325 301.861 28.464 - 0.667 0.06
Table 5.7. Summary of the calorimetric results for CCN47+aerosil samples. Shown are
the conjugate silica density (ρS in grams of aerosil per cm3 of CCN47), the I-N (TIN ) and
the N-SmA (TNA) phase transition temperatures, and the nematic temperature range
(∆TN = TIN −TNA) all in kelvins and averaged between heating and cooling scans. The
ﬁfth column shows the width of the two-phase coexistence region (δTNA) for the heating
scans in kelvin. In the last two columns are given the heat and cooling averaged real
enthalpy (δH∗NA) in J g
−1 and imaginary enthalpy (δH”NA) in mJ g
−1 respectively.
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Figure 5.18. a- Upper panel: Density dependence of the N-SmA excess transition
enthalpy δH∗NA, for CCN47 + SIL samples, as measured by AC calorimetry.
b- Bottom panel: Density dependence of the N-SmA imaginary transitional enthalpy
δH ′′NA for CCN47 + SIL samples.
Solid lines are guide to the eye. The error bars are equal to the diﬀerence between heat
and cooling scan enthalpies.
The N-SmA transition temperature was calculated as the average of the heating
and cooling scans. Since this is a ﬁrst order transition there is some hysteresis be-
cause of superheating and super cooling eﬀects, which will not aﬀect the qualitative
description in any way, since the changes in temperature are much larger than the
uncertainty. However they will eﬀect the clear determination of the nematic tem-
perature range, since the uncertainty in determining the transition temperature is
somewhat large, on the order of ± 0.2 K. The density dependence of the N-SmA
transition temperatures, TNA, is shown in the upper panel of Fig. 5.19, left y-axis.
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Figure 5.19. a- Upper panel: Density dependence of the TNA and TIN , transition
temperatures for CCN47+SIL samples. Left axis and open squares are the TNA values
while on the right axis and ﬁlled circles are the TIN values, as indicated by the arrows.
Both left and right scales span a 2 K range. b- Bottom panel: Density dependence of
the nematic range, for CCN47+SIL samples, ∆TN = TIN - TNA. Solid lines are guides
to the eye.
For easy comparison we plot on the right y-axis the I-N transition temperature,
TIN , with the same axis range span of 2 K. As can be seen the transition tem-
peratures for both transitions follow closely the same qualitative behavior. TNA
decreases signiﬁcantly, to almost ∼ 1.5 K below the bulk transition temperature in
the intermediate densities with ρS < 0.075. This is followed by a strong increase
in TNA, for ρS > 0.075, recovering to almost the bulk value at the ρS = 0.200
sample. We did not study any higher densities than the 0.200, but, judging from
the behavior that was observed in all the other LC + SIL samples studied, we
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expect a monotonic decrease of TNA with increasing ρS, above 0.200. The solid
line which is a guide to the eye indicates this type of behavior.
Although qualitatively TIN and TNA behave the same, quantitatively there
are diﬀerences. The density dependence of the nematic phase temperature range,
∆TN = TIN −TNA, shown in the lower panel of Fig. 5.19, is a measure of these dif-
ferences. Furthermore, while the individual transition temperature changes reﬂect
the absolute stability limit of of the nematic and smectic-A phases, ∆TN reﬂects
the stability limit of both phases. The behavior of ∆TN for the CCN47 +SIL,
does not resemble to that of cyanobiphenyls + SIL samples. If it was not for
the ρS = 0.075 and ρS =0.100 samples, we would certainly have stated that the
nematic range does not change with density, which is a sign that, both the nematic
and smectic-A ordering are aﬀected similarly by the disorder. However, would had
been really fortuitous that the behavior of the two phases is aﬀected in the same
exact amount. The fact that both transitions are ﬁrst order will be in favor of
similar dependence, i.e., that the nematic range should not change. Unfortunately
we can’t tell now with certainty, if this is the case or not, without further testing.
ρS α A
+ A− B+ B− T+ T− tmin
×10−3 ×10−3 ×10−3 ×10−3 ×10−4
0 0.501 7.230 10.40 −57.24 −54.41 302.086 302.082 4.27
0.050 0.408 14.10 30.99 −72.62 −142.8 300.933 301.012 2.25
0.075 0.372 15.76 44.12 −78.84 −193.6 300.543 300.679 5.23
0.100 0.322 18.86 60.29 −61.28 −210.4 301.719 301.828 1.01
0.200 0.199 42.08 186.9 −104.6 −396.2 302.220 302.671 17.8
Table 5.8. Results from ﬁtting the excess speciﬁc heat ∆Cp(NA) associated with the
heating scans of the N-SmA transition of CCN47+aerosil samples with Eq. (5.21). L
was held ﬁxed at L = 0.444. T± values are in kelvin, A± and B± are in J K−1 g−1,
while α and tmin values are dimensionless. All scans were ﬁtted from tmax  3 × 10−2
to the tabulated tmin value.
The shape of the experimental ∆Cp(NA) data as a function of aerosil content
is characterized by a simultaneous ﬁt of both sides of the heat capacity peak with
a power-law form [20] in terms of the reduced temperature t±, given by
∆Cp(NA) = B
±
c + A
±(t±)−α , (5.19)
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ρS α A
+ A− B+ B− T+ T− tmin
×10−3 ×10−3 ×10−3 ×10−3 ×10−4
0 0.366 14.13 46.59 −61.80 −186.6 301.821 301.874 15.5
0.050 0.399 12.48 27.57 −60.19 −97.10 301.036 301.766 26.0
0.075 0.412 9.66 25.02 −53.66 −106.9 300.767 300.803 5.8
0.100 0.330 21.22 64.48 −80.13 −230.2 301.471 301.675 1.66
0.200 0.2001 61.52 177.4 −149.7 −374.1 302.008 302.371 18.6
Table 5.9. Results from ﬁtting the excess speciﬁc heat ∆Cp(NA) associated with the
cooling scans of the N-SmA transition of CCN47+aerosil samples with Eq. (5.21). L
was held ﬁxed at L = 0.444. T± values are in kelvin, A± and B± are in J K−1 g−1,
while α and tmin values are dimensionless. All scans were ﬁtted from tmax  3 × 10−2
to the tabulated tmin value.
t± =
⎧⎨⎩(T − T+)/ T+ = T/T+ − 1 if T > T ∗,−(T − T−)/ T− = 1− T/T− if T < T ∗. (5.20)
where the parameters with the + index correspond to the wing above the transition,
and those with −, to that below the transition. To take care of linear background
terms that were not subtracted correctly a noncritical linear background term was
added and thus the ﬁtting equation became
∆Cp(NA) = Lt + B
±
c + A
±(t±)−α , (5.21)
where, t = T/T ∗ − 1, and T ∗ is an arbitrary temperature, usually taken in the
middle of the gap of excluded data points. The ﬁts are not sensitive at the choice
of T ∗.
As seen in Eq. (5.21), the critical behavior of the heat capacity was charac-
terized by the critical amplitudes A± and backgrounds, B±c , above and below the
transition. For second order transitions only one transition temperature and a
single background term are needed, since there is no jump in the background and
both high temperature and low temperature wing diverge at the same temperature
T ∗. However for ﬁrst order transitions one has to allow for the possibility of two
diﬀerent values, T+ and T−, which are the diverging temperatures of the above and
below wings respectively, as well as a jump in the critical background, by allowing
the two terms B+ and B−. In most of second order critical ﬁts, corrections-to-
1Value of α was held ﬁxed.
168
scaling terms, with amplitudes D± and exponent ∆1  0.5, are needed. Interest-
ingly enough the ﬁts that were tried with the corrections to scaling term “turned
ON” did not perform very well, and there was a clear interference between the
amplitudes A± and D±. As a result, no corrections-to-scaling terms were included
in any of the ﬁts, and the ﬁts were performed with Eq. (5.21), where the linear
term L was ﬁxed for all ﬁts to L = 0.444.
There was a clear distinction between the non linear least square ﬁts performed
for heating and for cooling scans. For cooling scans, the gap of excluded data points
Figure 5.20. a- Upper panel: Density dependence of the eﬀective heat capacity expo-
nent α for heating and cooling scans, for CCN47+SIL samples. Dotted lines show the
theoretical values for the tricritical and 3D-XY universality classes.
b- Bottom panel: Density dependence of the amplitude ratio A−/A+ for CCN47+SIL
samples.
Solid lines are guide to the eye. The symbols deﬁned in the ﬁgure inset are the same for
both panels. Note the scatter of points for the cooling scans.
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about the peak was always bigger. This is understandable since the two-phase co-
existence region in cooling scans was always wider than that for the same density
sample in heating. The wide data gap made the cooling ﬁts less sensitive. Fur-
thermore, the higher Cp peaks for heating made the determination of the exponent
α, and amplitudes A± more accurate than that of cooling scans. The ﬁt results
for the sets of heating and cooling scans for bulk CCN47 and CCN47+aerosil are
presented in Tables 5.8 and 5.9, respectively.
The ρs dependence of the heat capacity critical exponent αeff , is plotted in the
upper panel of Fig. 5.20. For the heating scans, the bulk exponent is exactly equal
to the Gaussian tricritical value α = 0.5. With increasing density, the exponent
decreases towards the 3D-XY value of α = -0.013. Note that somewhere close to ρS
= 0.200, the transition becomes second order. The further evolution is unknown
since we did not study higher densities. It might continue with a line of second
order transitions or become supercritical, i.e., the line of ﬁrst order transitions
stops at the second order transition. If the transition evolves with a second order
transition line and ﬁts are possible, than their evolution will be very interesting to
follow. However, at this high SIL concentration, the ﬁts are usually very diﬃcult,
because of the severe rounding of the peak. The behavior of α for the cooling
scans, is more noisy and its density dependence is not as clear as for the heating
scans. Note that the exponent for the highest density was ﬁxed to α ≡ 0.200. If
α was let free the value goes higher than 0.5 to about 0.68, which is closer to a
gaussian tetracritical exponent (α = 2/3).
Both critical amplitudes for heating showed a monotonic increase starting from
similar values. The density dependence of the ratio A−/A+ also increased mono-
tonically with ρS, meaning that the ﬂuctuations on the lower side of the transition
became stronger and the shape of the ∆Cp peak more asymmetric. The cooling
scans show a completely diﬀerent behavior. Both A− and A+ decrease initially,
with increasing silica up to the rhoS = 0.075, and then increase, with increasing
ρS. Although both A
− and A+ show the same pattern, their changes are not pro-
portional. This can be seen in the ratio A−/A+, for cooling, which is noisy and it
is mostly smaller than the bulk ratio.
Of interest is also the density evolution of the temperature gap T− − T+, and
the baseline jump B− − B+, which are shown in Fig. 5.21. The temperature gap
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Figure 5.21. a- Upper panel: Density dependence of the temperature gap T− − T+
from the ﬁt, for CCN47 + SIL samples.
b- Bottom panel: Density dependence of the baseline jump B− − B+ from the ﬁt, for
CCN47 + SIL samples.
Solid lines are guide to the eye for the heating scans. Symbols deﬁned in the ﬁgure inset
are the same for both panels. Note the scatter of points for the cooling scans.
T− − T+ shows a monotonic increase with the silica density, while the baseline
jump, B− − B+, becomes increasingly negative. Normally we would expect that
with the transition approaching criticality the baseline jump and the temperature
gap to asymptotically approach zero. However the eﬀect of disorder clearly disrupts
this behavior. The ﬂuctuations seem to evolve toward 3D-XY, while the ﬁrst order
nature of the transition becomes weaker. This added complexity seems to be the
source of the unexpected behavior in the temperature gap and baseline jump.
shown in Fig. 5.21. Certainly a more detailed study of these samples as well as
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better characterization of the ∆Cp peak with a more appropriate ﬁtting function
will shed more light towards this very interesting transition. One thing is for sure,
that CCN47+SIL samples are very interesting candidates which will open a wide
area of possible future studies.
5.5 Discussion
Results have been presented from high-resolution x-ray scattering and AC calori-
metric experiments on 8OCB+aerosil dispersions. The x-ray structure factor has
been described using a random-ﬁeld model which accounts well for the data. The
correlation length and amplitudes from this model have been presented as a func-
tion of the aerosil density ρS for each sample. These results for 8OCB+aerosil
dispersions are fully compatible with existing results for 8CB+aerosil dispersions
[76, 75] and in addition reveal new aspects of quenched random disorder on liquid
crystal phase transitions.
Theories of random ﬁeld behavior predict the relationship between the satu-
rated correlation length and the variance ∆ of the strength of the random-ﬁeld
h, which depends on the dimensionality of the system and on its lower marginal
dimensionality as a random ﬁeld system. Since the system is anisotropic, we take
the appropriate saturated correlation length to be the low-temperature mean value
ξ¯LT . For a 3D-XY phase transition, the lower marginal dimensionality, below which
long-range order is not possible, is dc = 2. Due to Landau-Peierls instability, the
pure N-SmA transition has a lower marginal dimensionality of dc = 3. The pi-
oneering observations of the algebraic decay of smectic correlations, a hallmark
of a system at its lower marginal dimension, were in fact made on pure 8OCB
[102]. However, on length scales accessible in this work, the SmA phase of pure
8OCB is long-range ordered. Indeed, broadening of the scattering peak beyond
the resolution limit of the experiment is unobservable for a 8OCB+aerosil sample
with ρS = 0.025. Thus, the distinction between a 3D-XY and a N-SmA transition
is not important on the length scales probed in this work and so, pure smectic
ordering can be reasonably thought of as having dc = 2. For the quenched ran-
dom disordered system, random-ﬁeld spatial ﬂuctuations are more eﬀective than
thermal ﬂuctuations at destroying an ordered state. Theoretical work on a 3D-XY
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system has suggested that such random-ﬁeld ﬂuctuations have the same eﬀect as
thermal ﬂuctuations would have in a system with two fewer dimensions [99]. This
implies that we should take dc = 4 for the N-SmA transition in a random-ﬁeld.
The dependence of the correlation length on the random ﬁeld strength should then
be ξ¯LT ∼ ∆−1/(dc−d) = ∆−1 [76, 59, 99]. The results presented in Fig. 5.12 agree
fairly well with this relation if ∆ = ρS. In addition, the density dependence of the
ratio of the random ﬁeld and thermal amplitudes, a2/σ1 ∼ ∆3 [59] supports the
idea that ∆ ∼ ρS (see Fig. 5.10).
In Figures 5.10 and 5.12, the random-ﬁeld variance ∆ is equated with ρS. This is
a useful parameter since it is proportional to the surface area of the dispersed aerosil
and the relation ∆ ∼ ρS can be understood on physical grounds. For an LC+aerosil
system, a smectic region is likely to form away from the aerosil surface due to the
surface undulation of the aerosil (“pearl-necklace”) strands. These undulations
have wavelengths that varies somewhat from strand to strand but are comparable
to the 70-A˚ diameter of an individual aerosil sphere. As the temperature decreases,
the smectic order grows toward the aerosil strands. Eventually, a smectic domain
will impinge on a particular gel strand. Here, the phase of the smectic mass-density
wave becomes perturbed as it attempts to accommodate the particular strand’s
undulation. Thus, the variance of this perturbation might be expected to scale as
the surface area of the gel and so to the density ρS. The proportionality between
ρS and the surface area of the dispersed silica is supported by the analysis of the
background scattering presented in this work.
The calorimetry results show that the speciﬁc heat peak associated with the
N-SmA phase transition remains sharp for low-disorder, while evolving in its crit-
ical behavior with increasing ρS towards the underlying 3D-XY behavior. See
Fig. 5.1 and Table 5.2. For higher ρS samples, the N-SmA transition becomes
highly smeared. The decrease in the transition enthalpy, Fig. 5.2, and in the
speciﬁc heat maximum, Fig. 5.6, with increasing ρS is very similar to those ob-
served for the 8CB+aerosil system [59]. However, the shift in the pseudo-transition
temperature T∗ with respect to the pure LC transition temperature between the
8OCB+aerosil and 8CB+aerosil samples, while functionally similar, diﬀers in the
quantitative dependence on ρS. Given the “stiﬀer” elastic nature of 8OCB relative
to 8CB, these results are consistent with the disorder induced by the aerosil gel
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disperse altering the coupling between the nematic and smectic phases [59].
The observed break-up into ﬁnite sized domains [23] as well as the x-ray line-
shape and intensity [99] are consistent with random ﬁeld behavior. The analysis
makes the assumption that the pure system anisotropic lineshape should be re-
tained to describe the thermal ﬂuctuations in the random-ﬁeld system. The disor-
der imposed by an imbedded aerosil gel appears to be substantially weaker than
that imposed by an aerogel of the same density. This adds further weight to the
assumption that some measure of the pure system behavior should be retained for
the LC+aerosil system.
The suite of characteristics normally associated with random-ﬁeld behavior
leads to the conclusion that the dominant form of disorder is the one which couples
linearly to the order parameter. This suggests that it is the smectic layer position
pinning in Eq. (5.2) which dominates. This would suggest that the LC+aerosil
system is closely analogous to charge-density wave materials where the phase of the
density wave is pinned by impurities. [103, 104] As outlined in the introduction,
the relative domain sizes for the orientational and translational order is an indica-
tion that there exists in addition to the orientational disorder another mechanism
disrupting the smectic phase.
Radzihovsky and Toner [96] have asserted that the diﬀerence between charge-
density waves and smectic-A order has a fundamental eﬀect on their response to
quenched random disorder. In a charge-density wave material, the orientation
of the translational order is selected by the underlying lattice. Impurities then
pin the phase of the charge-density wave and this is source for the random-ﬁeld
disorder. At the N-SmA phase transition in an LC, a density wave is also formed.
In this case, there is no underlying lattice which singles out a direction for the
modulation. It has been suggested that the orientational disorder, which the aerosil
or aerogel surfaces impose, is the most pernicious form of the disorder. This
corresponds to the ﬁrst term in Eq. (5.2). Our results appear to disagree with
this view. The correlation lengths observed at low temperatures are very short
compared to the orientational correlation lengths observed with light scattering on
aerosil dispersions in a related liquid crystal 6CB [36]. Below the bulk nematic to
isotropic transition temperature, ﬁnite range orientational order is established in a
LC+aerosil sample having a domain size which extends to ∼ 1 µm. When smectic
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order forms, it extends within these preoriented nematic domains to ∼ 0.1 µm.
It appears that disruption to orientation is not the primary eﬀect in breaking up
smectic domains. Our results suggest that the pinning of the phase of the mass-
density wave is the dominate disorder. Intuitively, the diﬀerence between the
charge-density wave order and the SmA order does not appear to be profound. In
the charge-density wave case, the orientational order of the density wave is selected
by the underlying crystal lattice. In the mass-density wave of a SmA phase, the
orientation of the density wave is selected by the underlying nematic orientational
order. Thus, these results suggests that it is the pinning of the smectic-A layer
positions as the dominate disorder to smectic ordering.
The x-ray results for 8OCB+aerosil samples presented here provide an impor-
tant comparison with both 8CB+aerosil dispersions [75, 76] and 8CB in an aerogel
medium [95]. Our x-ray scattering measurements are in good agreement with those
on 8CB+aerosil samples. Contrary to predictions [96], the low-temperature corre-
lation length is independent of temperature rather than varying as some power of
the pure LC layer compression modulus B(T). As discussed for 8CB+aerosil [76],
it is surprising that the weaker disorder aerosil seems to resemble the putative
smectic Bragg glass less than the aerogel system [95]. It has been suggested [105]
that the dispersed aerosil gel systems are fundamentally diﬀerent from aerogel sys-
tems. The aerogel is known to be far more rigid than an aerosil gel. The similarity
between the ξ‖(T ) results for an 8CB+aerosil sample and for 8CB in millipore has
been pointed out; compare Fig. 2 in [95] with Fig. 9(b) in [75]. Millipore is a
porous cellulose with smooth walls instead of the fractal structure of either aerogel
or aerosil gels. The suggestion has been [105] that the aerosil particles are pushed
aside by the smectic order until they form the walls of large pores. This suggestion
is inconsistent with small-angle x-ray scattering results [58] which show that the
aerosil gel retains its fractal structure when thermally cycled through the smectic
and nematic phases. The diﬀerence between LC+aerosil results and LC+aerogel
results is not yet understood [76, 95, 105].
Results have been presented from a series of high-resolution AC calorimetric
experiments on 8¯S5+SIL dispersions through the N-SmA of aerosil density. In
bulk 8¯S5, the N-SmA is not a clean “XY-like” transition. The Cp data show
XY character with an α  0, but the γ and νi values are not [20]. Our bulk
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Figure 5.22. Comparison of eﬀective speciﬁc heat critical exponent αeff obtained from
ﬁtting Eq. (5.6) to the N-SmA phase transition between 8CB, 8OCB, 8¯S5 and CCN47,
+ aerosil samples. See the ﬁgure inset for symbol deﬁnitions. The solid lines are guide
to the eye.
measurements are fully consistent with a XY value for α. The introduction of
QRD in the 8¯S5+SIL system allows for the isolation of random-ﬁeld, ﬁnite-size,
and elastic strain eﬀects at a pure XY and mean-ﬁeld transition.
The N-SmA transition temperature does not exhibit a sensitivity to the aerosil
(and in fact increases slightly) in stark contrast to that seen in nearly all other
LC + SIL studies. Although the ∆Cp(NA) decreases uniformly in size with in-
creasing ρS, it remains sharp and is well characterized over the whole range of
aerosil concentration. The power-law ﬁts reveal that quasi-critical behavior is pre-
served and that the exponent αeff remains slightly negative and constant for all ρS
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studied. See Fig. 5.22. The systematic decrease of the coeﬃcients A± but nearly
constant ratio A+/A− is a reﬂection of the uniform decrease in the size of ∆Cp(NA)
(as well as δHNA). This represents the strictest test to date of the Harris criteria,
which states that QRD should not alter the critical ﬂuctuations of a transition if
the bulk heat capacity critical exponent is negative, i.e. α < 0.
Because of the good quality power-law ﬁts available in this study, a detailed
ﬁnite-size scaling analysis was performed and compared to the heat capacity max-
imum h = ∆Cmaxp (NA), transition enthalpy δHNA, and transition temperature
rounding δT ∗/T ∗ of the N-SmA phase transition. A full FSS analysis using the
bulk parameters and an adjustable cutoﬀ length scale ξM found excellent agreement
for h using ξM(8¯S5+sil) = 3lo but this does not completely describe the behavior
of δHNA nor δT
∗/T ∗, especially for ρS > 0.1. Interestingly, when this FSS analysis
is applied to the 8CB+SIL and 8OCB+SIL systems, equally good modelling of
h is obtained for ξM(8CB+sil) = lo and ξM(8OCB+sil) = 1.5lo. Although of un-
known signiﬁcance, it is surprising that such excellent agreement is obtained over
the whole range of ρS explored for these three LCs despite the apparent violation
of the classic expectation of FSS (that is, the truncation of the bulk ∆Cp behavior
at the cut-oﬀ length-scale).
In this study on 8¯S5+SIL, it appears that the random-ﬁeld QRD of the aerosil
gel should not play a signiﬁcant role at the N-SmA transition (due to the Harris
criteria). It is clear that FSS is present with ξM > lo but it does not appear to play
a leading role. How, then, does one understand the evolution of this transition with
increasing QRD of aerosil and in light of the other LC + SIL and LC+aerogel
results? One possibility is that the aerosil gel, due to its ﬂexibility, is closer to
thermodynamic equilibrium with the host LC and so causes the LC + SIL to
behave as a stiﬀer LC as well as provide QRD. The aerosil gel has been shown
to exhibit dynamics coupled to the host liquid crystal [77] and recent work has
followed its quenching as aerosil density increases [106, 57]. This increase in the
eﬀective microscopic elastic stiﬀness of the LC would be similar to the engineered
stiﬀening of polymer composite materials. A consequence of the stiﬀening of the
nematic phase in LC + SIL systems has already been discussed previously [58,
59, 101] in terms of the decrease in the nematic susceptibility with increasing ρS
to explain the crossover from tricritical to XY behavior for the N-SmA transition.
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The present view is to extend this concept to the general stiﬀening of the LC
within the LC + SIL.
Finally, high resolution AC calorimetric results were presented for the bulk
CCN47 and CCN47 + SIL samples. The N-SmA transition in bulk CCN47 is
a very weak ﬁrst-order transition, which by nature is very close to the tricritical
point. The results of the ﬁt to the bulk CCN47 N-SmA transition showed clearly
tricritical-like exponent for the heat capacity, with very symmetrical amplitudes.
The introduction of QRD by the aerosil dispersions changed drastically the charac-
ter of the transition. The ∆Cp decreased diﬀerently on both sides of the transition,
making it more asymmetric. The size of the heat capacity maximum and enthalpy,
both real and imaginary, decreased non-monotonically with SIL density. These
results are in perfect agreement with other LC + SIL systems that were studied.
The study of the ﬁrst order N-SmA transition gave us the possibility to further
test our understanding of QRD in LC+SIL systems. Being a ﬁrst order transition
it showed the transition doubling, observed at the I-N transition, as well as the well
documented temperature shifts. On the other hand being very close to a tricritical
point, and the very high quality data, it made possible to attempt ﬁtting of this
transition peak, despite the complications coming from the ﬁrst-order character of
the transition. The observations on CCN47+SIL further strengthens the believe
that these features are general features of weak ﬁrst-order transitions in presence
of the QRD created by aerosil dispersions.
Chapter 6
Smectic-A to Smectic-C Phase
Transition in Aerosil Disordered
Liquid Crystal
6.1 Introduction
Recently, tilted smectic phases have become the focus of studies on quenched ran-
dom disorder eﬀects [100, 107]. The smectic-A to smectic-C (SmA-SmC ) phase
transition involves the breaking of a continuous symmetry and is described by two
parameters, the tilt and azimuthal angles. This transition belongs to the 3D-XY
universality class but, due to the inﬂuence of the smectic layer stiﬀness (compress-
ibility), the transition is not ﬂuctuation dominated and is typically mean-ﬁeld. The
strong coupling between tilt and layer compression for the SmC phase appears to
place the SmA-SmC transition always close to a (Landau) mean-ﬁeld tricritical
point [3]. A consequence of the tilt angle’s sensitivity to the layer elasticity is that
this transition is much more strongly disordered by perturbations that distort the
smectic layers, as in the strong disorder of aerogels, than the N-SmA [108, 109].
For weaker aerosil gel induced disorder, the Landau mean-ﬁeld heat capacity sig-
nature was found to be unaﬀected by hydrophobic aerosils [90] while a recent
high-resolution x-ray scattering study on a diﬀerent LC in a hydrophilic aerosil
found little change in the tilt angle temperature dependence with ρS [100]. This
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robustness to weak disorder may be a consequence of the mean-ﬁeld character of
the transition, placing it eﬀectively at its upper critical dimension. However, when
the transition from the SmA phase goes to the chiral analog of the SmC phase
(SmC ∗), the eﬀect of even the aerosil induced disorder is quite strong [107].
6.2 SmA-SmC Transition in 8¯S5
The excess speciﬁc heat contribution due to the SmA-SmC transition is isolated
from ∆Cp(NA) by subtracting the low-temperature heat capacity wing of the N-
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Figure 6.1. Excess speciﬁc heat δCp of the SmA-SmC phase transition from +2.5 K
above to −4.5 K below TAC for bulk 8¯S5 and 8¯S5+SIL samples. In the ﬁgure inset are
listed the ρS for each data set shown.
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SmA transition as shown in Fig 5.13 with the solid line; i.e.,
δCp(AC) = ∆Cp −∆Cwingp (NA) . (6.1)
The result for all samples studied are shown in Fig. 6.1 over a range +2 K above
to −4.5 K below TAC . The bulk sample shows nearly Landau tricritical behavior,
which disappears very rapidly at higher SIL densities, changing the transition to a
pure step-like mean-ﬁeld. To characterize this transitions we performed a Landau
mean-ﬁeld analysis, which will be described in the next section. The relevant
thermal characteristics for both phase transitions of 8¯S5+aerosils as a function of
ρS are given in Table 5.4.
Since this transition is eﬀectively mean-ﬁeld the deﬁnition of a transition en-
thalpy is not very sensible. A more relevant quantity in this case would be the
size of the step for the transition, δCStepAC . This is deﬁned as the value of the excess
speciﬁc heat −6 K below TAC . The ρs dependence of the average between heating
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Figure 6.2. The ρS dependence of the mean-ﬁeld speciﬁc heat step δC
Step
AC of the SmA-
SmC phase transition for 8¯S5+SIL samples. The solid line is guide to the eye.
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and cooling scans of δCStepAC is shown in Fig. 6.2. It is clear from Fig. 6.2 that the
size of the Cp step decreases with increasing disorder. Although not very clear this
decrease appears to be almost monotonic.
The SmA-SmC heat capacity remains mean-ﬁeld for all aerosil concentrations
studied, with a continuous evolution from the bulk’s near tricritical to a simple
mean-ﬁeld step behavior. In particular, the SmA-SmC heat capacity maximum
at the transition scales as ρ−0.5S . The stable mean-ﬁeld character of the SmA-SmC
with QRD may be a consequence of this transition being eﬀectively at its upper
critical dimension. The observed crossover from tricritical to a simple mean-ﬁeld
step behavior for this transition can be understood as a continuous stiﬀening of
the smectic structure with silica density.
6.2.1 The Landau mean-ﬁeld SmA-SmC scaling analysis
The bulk SmA-SmC transition is well described by an extended Landau theory [65,
110] given by:
δCp(AC) =
⎧⎪⎪⎨⎪⎪⎩
0
A T
Tc
(
Tm−Tc
Tm−T
)0.5
for T > Tc
for T < Tc
(6.2)
where A is the δCp(AC) maximum at the transition Tc and Tm is the upper stability
limit of the SmC phase. Results from ﬁtting Eq. (6.2) to the excess speciﬁc heat
of the SmA-SmC phase transition δCp for bulk 8¯S5 and 8¯S5+sil samples over the
temperatures T < TAC are tabulated in Table 6.1. These results are the average of
heating and cooling scan ﬁts. The stability limit of the SmC phase appears to shift
upwards from the bulk value by approximately 1.6 K with increasing ρS. Although
intriguing and indicating a stabilization of the SmC phase with increased ρS, given
the aging of this particular LC, it is not clear how robust is this result. The ﬁt
coeﬃcient A of Eq. (6.2) appears to smoothly decrease with increasing ρS. This is
consistent with the behavior of the SmA-SmC transition of 7O.4 in hydrophobic
aerosil [91]. Although there is no FSS analysis available for this transition, the
parameter A is also a measure of the tricritical nature of the SmA-SmC transition.
A log-log plot shown in Fig. 6.3 of A versus ρS reveals a power-law scaling given
by A ∝ ρ−0.5S .
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Figure 6.3. Scaling plot of A (δCp at T = TAC), obtain from ﬁtting the excess speciﬁc
heat of the SmA-SmC phase transition to Eq. (6.2), against ρS . The solid line has a
slope of −0.5 while the dashed line a slope of −0.56.
The eﬀect of increasing aerosil concentration on the SmA-SmC transition heat
capacity appears entirely at and below the transition TAC . The δCp(AC) peak
smoothly evolves with increasing ρS from the bulk tricritical behavior to a simple
heat capacity step as shown in Fig. 6.1. Also apparent is the systematic reduction of
the step magnitude with increasing ρS as shown in Fig. 6.2 and listed in Table 5.4.
While there is some rounding of δCp(AC) in the immediate vicinity of TAC , there
does not appear any strong eﬀect of the aerosil on the high-temperature δCp tail.
As with the N-SmA transition, even when aging of the bulk material is taken
into account TAC(ρS) is not shifted downward with increasing aerosil content but
appears to shift slightly upward.
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ρS TC Tm A χ
2
ν
0 328.957 329.26 ± 0.04 0.108 ± 0.001 1.187
0.025 328.706 330.32 ± 0.38 0.075 ± 0.002 1.208
0.041 329.090 330.61 ± 0.36 0.056 ± 0.002 1.328
0.051 329.010 332.23 ± 0.31 0.049 ± 0.003 1.323
0.078 329.495 330.49 ± 0.25 0.051 ± 0.002 1.258
0.105 329.250 331.08 ± 0.40 0.050 ± 0.010 2.317
0.161 329.390 329.97 ± 0.44 0.025 ± 0.002 1.160
0.220 329.860 331.41 ± 0.19 0.023 ± 0.003 1.206
0.347 329.414 330.37 ± 0.47 0.016 ± 0.002 1.211
Table 6.1. Summary of the results of ﬁtting Eq. (6.2) to the excess speciﬁc heat peak
δCp of the SmA-SmC phase transition for 8¯S5+SIL samples. The ﬁt results have been
averaged between heating and cooling scans and were done from ∼ −7 K below TAC to
a point slightly below the rounded δCp peak. The transition temperature TC and the
SmC stability limit Tm are given in kelvins while the coeﬃcient A is given in J K−1 g−1.
No uncertainty is quoted for TC as it was ﬁxed to this ﬁnal value for the last ﬁt iteration.
6.3 Discussion
Results have been presented from high-resolution AC-calorimetric experiments on
8¯S5+aerosil dispersions through the SmA-SmC phase transition as a function of
aerosil density. The calorimetry results show that the mean-ﬁeld smA-SmC phase
transition temperature exhibits very weak sensitivity to the presence of aerosil (or
even increases slightly). This is in stark contrast to that seen for the SmA-SmC
transition in 7O.4+SIL and 8¯S5 in aerogel [111] as well as the SmA-SmC ∗ tran-
sition of CE8+SIL. The heat capacity associated with the SmA-SmC transition
in 8¯S5+SIL presented in this work exhibit a systematic evolution from a Landau
tricritical peak to a simple mean-ﬁeld step with very little smearing observed for
T > TAC , and then only at the highest ρS. Good quality ﬁts were made using an
extended Landau form that found the upper stability temperature increasing with
ρS consistent with the shift of the observed transition. In addition, the coeﬃcient
A, representing the heat capacity maximum at the SmA-SmC transition, exhibits
a scaling with the aerosil conjugate density as A ∝ ρ−0.5S , see Fig. 6.3. It is clear
that this transition, while evolving in a systematic fashion, remains mean-ﬁeld over
the entire range of ρS studied. This may be a reﬂection of the SmA-SmC transition
behaving as if it were at its upper critical dimension moderating the random-ﬁeld
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disorder produced by the aerosil gel.
In this study on 8¯S5+SIL, it appears that the random-ﬁeld QRD of the aerosil
gel should not play a signiﬁcant role at the N -SmA transition (due to the Harris
criteria) nor at the SmA-SmC transition (due to the proximity of its upper critical
dimension). It is clear that FSS is present with ξM > lo but it does not appear
to play a leading role. How, then, does one understand the evolution of these
transition with increasing QRD of aerosil and in light of the other LC+SIL and
LC+aerogel results? One possibility is that the aerosil gel, due to its ﬂexibility, is
closer to thermodynamic equilibrium with the host LC and so causes the LC+SIL
to behave as a stiﬀer LC as well as provide QRD. The aerosil gel has been shown
to exhibit dynamics coupled to the host liquid crystal [77] and recent work has
followed its quenching as aerosil density increases [106, 57]. This increase in the
eﬀective microscopic elastic stiﬀness of the LC would be similar to the engineered
stiﬀening of polymer composite materials. A consequence of the stiﬀening of the
nematic phase in LC+SIL systems has already been discussed previously [58, 59,
101] in terms of the decrease in the nematic susceptibility with increasing ρS to
explain the crossover from tricritical to XY behavior for the N -SmA transition.
The present view is to extend this concept to the general stiﬀening of the LC
within the LC+SIL.
This eﬀect would serve to explain the evolution of the SmA-SmC transition
from Landau tricritical to step in terms of a stiﬀening of the smectic layer com-
pression modulus B and account for the general stability of the transition tem-
peratures. Note that for 8¯S5, the nematic and smectic phases are almost fully
decoupled in the bulk while there remains signiﬁcant coupling in the 8CB and
8OCB LCs. It is the latter two LCs that exhibit the strong non-monotonic tran-
sition temperature shifts downward with ρS and so may be reﬂecting QRD eﬀects
at the I-N transition [112]. It would be expected that twisted (or chiral) phases
would be more disordered and smeared due to this general LC stiﬀening as seen in
a recent SmA-SmC ∗ in aerosil study [107]. Also, if the silica gel is too rigid, then
this LC stiﬀening eﬀect is supplanted by the strong quenched disorder as seen in
LC in aerogel and in high density aerosil gel.
Chapter 7
XIFS Study of the Structure and the
Slow Dynamics of the Aerosil
Nano-Gel Dispersed in Liquid Crystal
7.1 Introduction
The study of the structure and the dynamics of colloidal gels has received a lot
of attention in recent papers. This comes from the fact the nano-aggregates can
create very fascinating disordered structures, known as fractals, via diﬀusion or
reaction limited aggregation processes. Fractal gels, comprised of a highly dis-
ordered network of aggregates that ﬁll all space, are very remarkable materials
and possess very interesting properties [113]. Although they are highly disordered
their structure can still be very well described through their fractal dimensional-
ity (between 1-3). Contrary to solid structures, they show very complex internal
dynamics and related mechanical properties, which depend on the type of aggre-
gates, their density, the temperature etc. A certain class of these gels, the so
called thixotropic, have the property of cutting and reforming bonds as they are
agitated thermally or mechanically, giving them even more interesting properties.
To study the properties of these gels most have used mechanical techniques, which
are diﬃcult to use when the gels are very weak and change the structure as soon
as a small stress is applied. Light scattering techniques like dynamic light scat-
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tering (DLS) [114, 115, 116, 117], become more attractive in this case as long as
you do not run in the double scattering regime (optically opaque samples), when
the data become diﬃcult to interpret or when the range of the accessible scatter-
ing vector (q) is beyond the optical limit. DLS cannot probe the dynamics on a
length scale smaller than about 200nm. To overcome these problems we used the
recently developed technique of x-ray intensity ﬂuctuation spectroscopy (XIFS)
[40, 41, 42, 43, 44], which does not suﬀer from the double scattering limitations of
the DLS. Furthermore, using the high coherent ﬂux available at undulator sources
of third generation synchrotrons, XIFS can directly probe the dynamics of disor-
dered systems down to atomic length scales, on time scales down to milliseconds
[118, 119, 120, 121]. The use of fast and high dynamic range CCD area detectors
extends the possibilities of the XIFS method, since it gives spatial and temporal
information in one single experiment. The multispeckle techniques give an obvious
advantage in the study of nonergodic and/or slow processes, because the sample
does not need rotation [122], improves the quality of the data, and decreases the
measurement time to the longest relaxation present in the sample. [117, 49]
In this chapter, we present the results of an investigation of the structure and
dynamics of the SIL gel dispersed in the liquid crystal 8CB (which plays the role of
the organic solvent). Details of the experimental setup and the data reduction and
analysis program are given in sections 3.5 and Appendix B respectively. Common
sense expects monotonically increasing relaxation times with increasing silica den-
sity because of the arrest of motion that comes as a consequence of more random
interconnections of the SIL strands. The ultimate limit will be the solidiﬁcation
at very high silica concentrations. We show that this is the case for the aerosil
gel. The gel dynamics seem to slow down with increasing SIL density and enters
a glass like region for densities ≥ 0.100 g cm−3. This can be conﬁrmed by initial
decay as well as pseudo diﬀusion analysis. The onset of the glass like behavior can
be seen in the shape of the temporal intensity autocorrelation function (TICF) of
the density 0.080 g cm−3 sample, which shows a two-step relaxation (see Fig. 7.4).
Interestingly the highest density sample, 0.200 g cm−3 shows a diﬀerent structure
and dynamic behavior from the rest of the samples. This can be attributed to
normal density dependent evolution, to a structural change in the loading process
or to a complex coupling between the SIL gel and the host LC. A similar non-
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trivial coupling may explain the “anomalous” density dependence of the transition
temperatures in the I-N and N-SmA phase transitions. Unfortunately we cannot
conﬁrm one or the other without further testing. Our samples show, at least in the
low density regime, monotonic decrease in the pseudo diﬀusion coeﬃcient, relax-
ation rate and contrast of the autocorrelation function as a function of the silica
density. Recently, the observation of a crossover behavior in a dispersion of SIL in
8CB and other liquid crystals was reported from AC calorimetry and x-ray diﬀrac-
tion studies in the same density region by studying the phase transition behavior
of various liquid crystals [58]. This study directly probes the silica structure and
dynamics, since the scattering occurs only from the SIL particles and not from
the LC molecules. In order to achieve good speckle contrast from the SIL we
chose the x-ray energy to be 1.830 keV , just below the Si K-absorption edge [48].
Time series of CCD images of ∼ 30 s exposure and ∼ 6.4 s between images were
recorded for each sample, for about 4 to 9 hours. The radiation dose received by
the sample was very small because of the low energy of the x-rays in this study.
Clearly ﬂuctuating speckles were observed for each density.
7.2 Structure and Aging
The use of a CCD area detector allows the collection of spatial and temporal
information at the same time. Although the q-range in this experiment is rather
narrow, limited by the chosen energy and area of the CCD detector, the structure
of the scatterers was well characterized for all images by:
I(q) ∼ q−df (7.1)
where df is the dimensionality. The intensity for all images in a time series, was
averaged pixel by pixel and thus an average image was created for each sample.
Than an azimuthal average for all pixels on the same q range was taken to ﬁnd the
average scattered intensity as a function of q. So the static light scattering (SLS)
is eﬀectively averaged for the duration of the series. Fig. 7.1 shows the dependence
of the average intensity on the scattering wave vector, q. The curves are scaled to
match at q = 0.12 nm−1. At small q values, which correspond to big length scales
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Figure 7.1. Static intensity dependence on the scattering wave vector q. Curves are
labeled by density. The high q values of the dimensionality from ﬁts with Eq. 7.1 are
shown next to each density. The dotted line represents the cut oﬀ q for the ﬁt.
there is a slight upward curvature, for the low silica densities, which is a sign of
compacting of the SIL structure at “long” length scales. This compacting might
come during the loading of the gel into the XIFS cell, which requires the spreading
of a thin layer of sample on the silicon nitride window. At high q’s, above 0.06
nm−1, the average dimensionality for all samples is df≈ 2.15, a clear sign of the
fractal nature of the gel at least at small length scales. This value is consistent
with earlier SAXS studies of the same dispersions [58].
To study the aging of the gel a time evolution of the static structure was
analyzed by checking the static structure as a function time. The static structure
was calculated at regularly spaced images from the time series. A plot of the
structure at 1 hour intervals is plotted in Fig. 7.2, for two of the samples. The
SLS in this case is the result of ﬁve window averaged images at each hour interval.
The density 0.080 gcm−3 showed the biggest change in intensity, but the structure
changed very little with time, as can be seen from the upper panel of Fig. 7.2,
where all the graphs are almost parallel to each other. The least changing SLS was
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Figure 7.2. Static intensity time evolution for the density 0.080 gcm−3 (upper panel)
and for the density 0.160 gcm−3, (lower panel). Curves are labeled by the time elapsed
since the beginning of the experiment. The structure of the scattered intensity does not
change signiﬁcantly with time even for the bigger change for all samples that is the 0.080
gcm−3.
found to be that of the 0.160 gcm−3 density sample, as it can be seen in the lower
panel of Fig. 7.2. All the curves are almost on top of each other, suggesting that
there is no structuring or aging at all for this sample. Another way to see the aging
eﬀect is to plot the time evolution of the average dimensionality. This is shown
in Fig. 7.3. Although the 0.030 and 0.080 sample show a very slow decreasing
df with time, all higher density samples and the pure SIL sample are essentially
constant, indicating no signiﬁcant restructuring. The behavior of the 0.100 sample
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Figure 7.3. Time evolution of the average dimensionality as given by Eq. 7.1. Curves
are labeled by density. The dashed lines are linear ﬁts. Note the abrupt change in the
evolution of the density 0.100 sample. The solid line is a spline.
is unique and its origin unclear. Until ﬁve hours in the experiment it showed very
similar behavior with the pure SIL and the 0.160 samples, i.e., with no signiﬁcant
changes in the dimensionality. But in the last two hours it clearly shows a sharp
“bump” in the dimensionality, as can be seen in Fig 7.3. This is correlated with
a change in the dynamics of this sample (faster dynamics) and it can be very
clearly seen in the x-ray movies that were made for each time series; they are
part of the CD-ROM accompanying this thesis. The dimensionality of this sample
jumps to a high value and comes back to the previous value after almost 1 hour.
One possible interpretation is an avalanche of “stuck” states, which compacts the
sample temporarily and reveals faster gel dynamics [123]. The gel then comes back
to the previous structure in a very slow spring-like eﬀect.
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7.3 Dynamics
Fig. 7.4 shows some typical Temporal Intensity Autocorrelation Functions (TIAF)
at four diﬀerent q’s, ranging from 4.0×10−2 nm−1 to 10.0×10−2 nm−1 for all the
densities that were studied. One sample, the 0.060 gcm−3 had unfortunately visibly
bad quality data and its dynamics were not studied. The autocorrelations show
low contrast (less than 11%) and long relaxation times (on the order of several
1000s of seconds), remarkable signs of the nonergodic gel dynamics. Furthermore
the baseline is not very long. Because of the very long relaxation times and the
relatively short baseline, the eﬀect of the ﬁnite experiment time on the shape of
the autocorrelation function was characterized by analyzing the initial decay of a
shifted to 1 autocorrelation as a function of the experiment duration time. This
Figure 7.4. Typical intensity autocorrelation functions g(2)(q, t). Curves are labeled by
density. In each panel are shown the autocorrelation functions acquired at the q value
which is shown in the upper right side box of the respective panel. Shown in each box
is also, the corresponding length scale, δx, for the chosen q.
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Figure 7.5. Typical semilog plot of the shifted to 1 autocorrelation functions g(2)(q, t)
obtained at q = 4.01×10−2 nm−1 corresponding to δx = 156.7 nm length scale. Curves
are labeled by the number of images included in the analysis. The straight lines are
typical simple exponential decay ﬁts.// Upper panel: autocorrelations for the density
0.030 sample. Middle panel: autocorrelations for the density 0.160 sample. Bottom
panel: autocorrelations for the density 0.200 sample.
eﬀectively shows the buildup of the autocorrelation baseline with time. From a
ﬁrst cumulant analysis or simple logarithmic slope of the initial decay, the initial
relaxation time dependence on the experiment duration times is determined. At
short times compared to the structural relaxation time τ(q), the decay of g(2)(q, t)
can be approximated by an exponential decay with a characteristic decay time
τi(q) = −2/γ(q) (7.2)
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Figure 7.6. Initial decay time dependence on the experiment duration time. The initial
times are scaled by the initial time found after 1 hour experiment. Curves are labeled by
the SIL density. Note the sudden change in the initial decay time of the 0.100 sample,
which corresponds to the change in the dimensionality as was shown in Fig. 7.3.
where γ(q) is the ﬁrst cumulant, and τi(q) is the initial characteristic decay time.
Fig. 7.5, shows some of the characteristic semilog plots used in the initial decay
analysis. As can be seen the samples 0.030 and 0.200 (upper and bottom panels
of Fig. 7.5) show a good collapse of the initial part of the autocorrelation function
with a very small change after some initial variations, which are understandable
from the poor statistics. On the contrary, the 0.160 sample (middle panel of
Fig. 7.5) shows no sign of collapse even at very short times. The slope of the
lines is increasing with the increasing number of images included in the analysis.
The initial decay analysis was done at several wave vectors q and the results were
very similar to the ones presented in Fig. 7.5, corresponding to the scattering wave
vector q = 4.01×10−2 nm−1. Fitting the linear part of each curve with a single
decaying exponential gives us an estimation of the initial characteristic relaxation
time.
The initial relaxation times (scaled to that found for 1 hour experiment dura-
tion) are shown as a function of the experiment duration in Fig. 7.6. The initial
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decay times for the densities 0.030, 0.080, and 0.200, show some variations at small
experiment times, but tend to saturate after approximately 4 hours. Contrary to
the above densities, the 0.160 and pure SIL sample show monotonically increasing
relaxation times, suggesting that the autocorrelation function for these densities
is not sampled even after 8 hours. These samples, display similar speckles with
the low and high density samples, but they are much slower, with relaxation times
beyond the longest experiment time scales. The 0.100 sample shows an abrupt
change in the evolution of the initial decay time. In the last two hours of the ex-
periment it “speeds up,” while in the ﬁrst 5 hours in the experiment was showing
a slow down in the dynamics. The behavior of this sample is very strange as can
be evidenced by the structural and initial decay analysis. This intermittent type
dynamics or avalanche-like processes are now starting to be studied [123]. This
dynamics is not very well understood and further experiments with similar samples
are needed to clear the situation.
It is interesting to note in the x-ray movies for the 0.100 sample, that its dy-
namics until the “avalanche” look very similar to those of the low density samples,
with small and faster moving speckles. After the avalanche, the sample “behaves”
like the higher density samples, with big slow moving speckles. Characteristic of
all the speckles for all samples, is that most of them are static, for long periods
of time and only small parts in them show changes of intensity. The static part
increases with increasing density, which is a clear sign that the sample is becoming
more “rigid”, and thus is exploring less phase space. If the system gets quenched
into a jammed state [124] which by nature is an unstable state, than its evolution
is very slow and dependent on a lot of factors including the history of the sample
and the depth of the quench. The quenching of our sample might have come during
the loading process where a thin layer was spread on the substrate and thus the
gel structure might had been severely “changed.”
In order to eﬃciently characterize the q-dependence of the autocorrelation func-
tion for all samples over the whole lag time, and for the entire experiment duration,
a simple stretched exponential form is used to ﬁt the auto correlation functions
G(t) = Γc exp [− ( t
τ
)β ] + B , (7.3)
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Figure 7.7. q dependence of the stretching exponent β. The curves are labeled by the
SIL density.
where the exponent β characterizes the non-exponential nature of the decay, τ
is the characteristic decay time, Γc is the ﬂuctuation contrast (strength) and B is
the baseline. The ﬁt quality is reasonably good for most of the samples except
the 0.080 which clearly exhibits a two-step relaxation process. As such τ0.080 is an
intermediate decay time between these two relaxations (See Fig. 7.4). In general,
the exponent β was bigger than 1, indicating faster than exponential relaxations.
Except for the density 0.200, where it decreases with q, the exponent increases
slowly with q, as can be seen in Fig. 7.7. This suggests that while the 0.200 sample
has nearly as fast dynamics as the 0.030 the character of these dynamics diﬀers.
The contrast is a measure of the ﬂuctuation strength. Although the contrast is
pretty low (see the upper panel of Fig 7.8), it shows a slight increase with increasing
q, which means that on smaller length scales the ﬂuctuations are stronger. This
is to be expected since smaller structures should move easier and thus have better
contrast.
The characteristic decay times τ , obtained by ﬁtting with Eq. (7.3) with ﬂoating
or ﬁxed β, were very similar to each other and showed dramatic dependence on
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Figure 7.8. Upper Panel: q dependence of the contrast Γc from the ﬁt with Eq. (7.3)
and β ﬁxed to 1. Lower Panel: q dependence of the characteristic decay time τ from the
ﬁt with Eq. (7.3) and β ﬁxed to 1.
the silica density, ranging from ∼ 1600s at the lower density to above 7000s in
the glassy region. At this density region or close to it the characteristic decay
time, τ , of g(2)(q, t) is essentially q-independent, in complete contrast with the rest
of the samples where it varies considerably, as can be seen from Fig 7.8. This
dependence is consistent with a pseudo diﬀusion or q−2 behavior, as can be seen
from Fig. 7.9, where we plot the relaxation rate dependence on q2. The slope
of the relaxation rate dependence on q2 is proportional to the pseudo diﬀusion
coeﬃcient Dp, according to the relation:
τ−1 = 2Dpq2 , (7.4)
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Figure 7.9. Dependence of the relaxation rate, τ−1, on q2. Data are labeled by the
SIL density. Solid lines represent linear ﬁts.
The density dependence of the pseudo-diﬀusion coeﬃcient is plotted in Fig. 7.10a.
It shows a signiﬁcant decrease of the diﬀusion coeﬃcient for the 0.080 sample and
becomes zero in the glass like region. The pure SIL sample diﬀusion coeﬃcient is
plotted with the dashed line because we have no idea what the real density of this
sample was. Recall that the sample was prepared by sprinkling a small amount
of aerosil directly onto the silicon nitride substrate. The SIL managed to form
a structure even in the absence of the solvent. From the SLS data this structure
seems to have the biggest dimensionality overall q range covered by the CCD cam-
era. We do not have conﬁrmation from other methods if this structure is a fractal
or is more similar to a foam-like structure with big “blobs” of particles connected
loosely by thin strands of SIL. This latter view looks more probable from a closer
inspection of the electron microscope picture shown in Fig. 3.18, which was pre-
pared in a similar way. The pseudo diﬀusion coeﬃcient of the pure SIL sample
shows a value higher than all the other samples, which might have been expected,
because of the dampening that comes from the very viscous liquid crystal in the
smectic phase.
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Figure 7.10. a- Upper panel: Dependence of pseudo-diﬀusion coeﬃcient on silica den-
sity. b- Middle panel: Dependence of average decay time (scaled to the 0.030 sample
value) on silica density. Note the almost ﬁve fold increase in the initial decay time of
the 0.160 sample. c- Bottom panel: Dependence of ﬂuctuation contrast on silica density.
All lines are guides to the eye. The dashed lines represent the pure SIL sample values.
Arrows in second panel are to show that exact values can only be ≥ than the shown
value.
The density dependence of the average decay time is plotted in Fig. 7.10b. The
average was taken for all q included in the analysis. The initial decay τi shows
higher decay times in the glass-like region than the values obtained by the simple
exponential and stretched exponential decay analysis. Furthermore their values
are beyond the error bars from the analysis and do not overlap as for the rest of
the cases. This is a sign that the gel dynamics in this region becomes much slower,
and its nature more complex. Since we are not capable of probing the full decay of
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the autocorrelation function, in this case, the characteristic decay times can only
increase. This is shown in the ﬁgure from the arrows pointing upward.
Interestingly the 0.200 sample shows a “revival” of the dynamics which is
strange and unexpected. If this behavior is real, it would imply a richer phase
diagram for the aerosil samples, with a region of loose, soft and free to move, and
another of stiﬀ, cooperating gel strands which are separated by a very slow glass
like dynamics region. Another and very interesting possibility is a change in the
coupling strength with the host 8CB. This scenario will ﬁt very well with the data
from the phase transition behavior of 8CB + SIL samples. A decoupling between
the host LC and the SIL gel in the intermediate densities, is to “blame” for the
“strange recovery” of the transition temperatures. This maybe an eﬀect that comes
from the eﬀective disorder being less felt by the LC molecules or as a consequence
of the eﬀective elasticity decrease, i.e., the LC + SIL system becoming less stiﬀ.
The ﬂuctuation contrast Γc, which is a measure of the ﬂuctuation strength,
shows a decrease with increasing density, as can be seen in Fig. 7.10c, where we
plot this dependence for several q values. This is another conﬁrmation of the fact
that the strength of the ﬂuctuations is smaller in the glass-like region as expected.
7.4 Discussion
In summary, this work has directly probed the behavior of a series of densities of
aerosil gel alone and embedded within a liquid crystal, revealing evidence of noner-
godic complex, dynamic behavior. More experiments are needed in order to clear
the situation at higher densities. Experiments with organic solvents with lower vis-
cosity or at higher temperature will shed light to slightly faster relaxations. Faster
acquisition rates of the CCD might also see the ﬁrst part of the autocorrelation
function from 1ms to 30s, as well as improve the uncertainty in the data.
The analysis of the XIFS data was quite a challenge given the many diﬀerent
variables and methods used in the study. We also tried successfully to analyze the
data by subtracting the average intensity pixel by pixel. For this a scaled average
image of all images in one run was created. (It was scaled by the ring current
and the total intensity of the ﬁrst image.) Subtracting this image from all the
scaled images eﬀectively subtracts the background intensity and most of the static
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scattered light, leaving only the pure ﬂuctuating part above the static background.
Analysis using this approach gave exactly the same results for the decay times and
the diﬀusion coeﬃcients. This increases our conﬁdence in the data analysis and
the IDL program used in the analysis.
The multispeckle technique proved to be an indispensable tool in this study.
It would be nice to incorporate a preliminary data analysis program in the data
taking experiment. This way the user can see in real time the build up of the
autocorrelation function. Given the relatively slow rate of the CCD camera, it
shouldn’t be a problem to do this. Also, including an integrating sphere around
the sample that will collect the total scattered intensity or a monitor of the beam
intensity right before it gets scattered from the sample, would certainly improve
the quality of the scaling that was done in this analysis. Improvement of the
temperature controlling and better vibration isolation certainly would not hurt.
Chapter 8
Concluding Remarks
In general, this work reveals a non-monotonic silica density dependence of the I-
N and N-SmA transition temperatures similar to that observed for 8CB+aerosil
but occurring over a larger ρS range for 8OCB + SIL. The calorimetric results
presented here for the I-N transition reveal the onset of a double transition peak
for ρS > 0.1 with a ρS dependence on the temperature distance between the two
heat capacity peaks. Evidence is presented that the ﬁrst-order character of the
I-N transition continuously decreases with silica content, becoming approximately
zero for at high enough silica densities. Over the entire range of ρS studied here,
the heat capacity temperature dependence away from the immediate vicinity of
the transition region is bulk-like and independent of silica content.
We showed strong evidence from the calorimetry and light scattering exper-
iments, that the variance of the disorder 〈h2〉 may change through a ﬁrst-order
transition for nematics to account for these observations. Such a variation of
the disorder strength may be due to the silica surfaces introducing a low-order,
paranematic-like, boundary layer initially screening the remaining liquid crystal
material. The thickness of this boundary layer is strongly temperature dependent
in the immediate vicinity of the I-N transition and as it shrinks, the screening
becomes weaker. This eﬀectively explains the nature of the double peak in the
weak ﬁrst-order transitions in nematics.
High-resolution x-ray diﬀraction and AC calorimetric experiments were carried
out on aerosil dispersions in the liquid crystal octyloxycyanobiphenyl (8OCB). The
measurements were made over a temperature range around the bulk nematic to
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smectic-A transition temperature. The random gel leads to observable broadening
of the x-ray reﬂection from the smectic layers. The structure factor is well described
by modeling the eﬀect of the aerosils as a quenched random-ﬁeld. Dispersed silica
surfaces are thought to pin both the direction of the translational ordering and the
position of the smectic layers. The latter appears to have the greatest eﬀect on the
x-ray lineshape. We showed that the aerosil gel surface area, as veriﬁed by small
angle scattering, equates to the variance of the random ﬁeld. Calorimetric results
reveal substantial changes to the speciﬁc heat peak associated with the nematic
to smectic-A transition. As the concentration of the aerosil increases, the speciﬁc
heat peak remains sharp yet deceases in magnitude and shifts in temperature in
a non-monotonic fashion. Above a certain aerosil concentration, the speciﬁc heat
peak becomes highly smeared and begins to shift smoothly to lower temperatures.
The heat capacity exponent αeff decreases toward the 3D-XY value (-0.013), for
systems that have α > 0 in the bulk, but remains unchanged for those with α < 0.
This is a clear manifestation of the Harris criterion.
The XIFS experiments complemented the study of the behavior of the LC+SIL
systems by shedding light on the other side of the coin, the behavior of the SIL
gel. This study found clear evidence of very slow, nonergodic, complex dynamics,
which are non-monotonic in SIL density. We speculate that there is a connection
between the nonmonotonic density dependency of the SIL dynamics and the LC
phase transition temperatures. Certainly more experiments are needed to clarify
this puzzle. These experiments should be done at either the isotropic phase of the
LC, where the viscosity is lower, and/or using other nonpolar organic hosts.
8.1 Future Directions
As for the future my humble opinion is that there are several things that might be
improved in the experiments conducted in the lab:
1. Improve the sensitivity of the AC, and especially the NAS method, by ﬁnd-
ing the source or a ﬁltering solution for the “high frequency noise” intermit-
tently appearing in the digitized waves.
2. Develop a new calorimeter that utilizes the best of the experience accu-
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mulated so far in the lab, and the best available equipment, like the AC
resistance bridge.
3. Further develop and improve the AC Continuous Concentration Scanning
Calorimetry AC − CCSC, because of the great possibilities it opens in the
study of biological and other very interesting micellar or complex systems.
4. Develop a true calorimetric spectroscopy method that can simultaneously
collect data at several frequencies in parallel, or in a band of frequencies.
5. Improve the current and build a new low temperature AC calorimetric sys-
tem.
6. Improve and understand better theoretically the behavior of the newly de-
veloped RF calorimetry system.
7. Try to integrate all the methods that were developed in the lab, i.e., study
the feasibility of building a very complex calorimeter that can perform the
AC, NAS, CCSC, RF as well as the Dielectric Spectroscopy.
8. Try new cell designs and ways to improve the frequency scan proﬁle of the AC
calorimetric cells. Try new models that represent better the cell geometries.
9. Catch up with the new developments in AC calorimetry in order to have the
possibility of measuring simultaneously the heat capacity and the thermal
conductivity of samples.
10. Use the experience we gained from the XIFS experiment to build a new light
scattering experiment, that uses the multispeckle technique.
11. Improve or build a new state of the art microscopy lab.
Appendix A
AC Calorimetry Control Program
A.1 Fitting the wave-form
In reality, the HP gives a voltage wave that has a very small dc component: V =
V0 cos(ωt) + δV , so the power applied will be:
P = P0 + Pω cos(ωt+ ϕ
p
ω) + P2ω cos(2ωt+ ϕ
p
2ω) (A.1)
where, P0, is the dc component of the power, Pi is the amplitude of the power,
ϕpi is the phase of the power and i = ω, 2ω, denoting the voltage and heating
frequency respectively. The phase shift ϕpi is due to the delay between the zero
crossing of the voltage and the time the ﬁrst point is measured(for example, this
might come by the ﬁnite integration time of the DMM).
The digitized data are ﬁtted with the functional form:
Y = (a + bt+ ct2) + Asω sin(ωt) + A
c
ω cos(ωt)
+ As2ω sin(2ωt) + A
c
2ω cos(2ωt) (A.2)
where, the ﬁrst parenthesis contains the background terms and the rest contains
the oscillating terms at the voltage frequency ω and the heating frequency 2ω.
The background contains higher order terms because this same equation is used
to ﬁt the resistance of the thermistor, and also, it takes care of the case when the
temperature scan is not linear. From the ﬁt, the amplitude A, and phase ϕ, for
205
each frequency can be calculated:
Ai =
√
(Asi)
2 + (Aci)
2 (A.3a)
ϕi = arctan(
Asi
Aci
) (A.3b)
where i = ω, 2ω. These amplitudes enter in the equation 3.25, to calculate
the power dissipated at ω and at 2ω. The values of the ﬁt parameter ( a,b,c,
Asω,A
c
ω,A
s
2ω,A
c
2ω) as well as the power amplitude (Pω,P2ω) and the power phase
(ϕpω,ϕ
p
2ω) are saved to the parameter ﬁle.
A.2 Calculation of Cp and ϕ when using double
frequency heating.
The calculation is provided in the attached CD-R, as part of the AC calorimetry
control program Acp All.EXE, in the Calc Cp.cpp ﬁle.
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A.3 Typical Conﬁguration File (Acp All.ini)
**************** ACP_ALL.INI *********************
Filename.........= S5_075_2c1
Filemode(w/a)....= w
nzones(30).......= 8
_____________________________________________________
Zone Start_T End_T Rate;Step;Time
Type_____(K)_________(K)______(mK/h);(mK);(Hours)____
Time 300 5
Ramp 300 305 200
Ramp 305 306 50
Step 306 306.1 5
Ramp 306.1 307 50
Ramp 307 312 200
Time 320 10
Ramp 320 280 3000
_____________________________________________________
Number_of_Heating_Periods.......= 8
Aperture_of_digitizer(nplc).....= 10
Number_of_points_to_filter......= 12
Filter_type..(MOV/REP)..........= MOV
V_freq(mHz).....................= 15.625
V_amp(V)........................= 2.3
V_offset(V).....................= 0.0
Equilibration_time(s)...........= 100
Equilibration_bounds(mK)........= 5
Control_loop(A=inside,B=outside)= b
Save_Raw_Data_for_ChiSq........>= 100
________________________________________________
Thermistor_Coeficients
a[0]= 2.27e-3
a[1]= 1.89887E-4
a[2]= 3.75094E-6
-----------------------------------------------
********************
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Begin User Notes.
********************
************************************************
EXPERIMENT STARTED ON 09/05/04 at 15:11:06 .
Calculated experiment time ~105.2 hours.
A.3.1 Notes On How To Use The Acp All.ini File.
The program will read all the ﬁelds up to the last thermistor coeﬃcient. Below that
is yours to write any notes you want. In order for the program to read correctly
the ini ﬁle the following rules should be kept in mind:
1- Do not change any of the header or separating lines
2- Make sure that the number of zones is equal to the actual entries in
the temperatures.
3- Do not leave any spaces before the equal sign
4- Leave at least one space after any equal sign
5- Make sure to write the full name for the zone type i.e. TIME for time
scan, RAMP for ramping scan, STEP for stepping the temperature. The input
can be in UPPER or lower case.
6- For time scan do not input any number at the end temperature. Just
input the start temperature and the time to stay at that temperature in the TIME
column.
7- For step scan input the start, the end and the step size in the START T ,
END T and STEP columns respectively. Same for a ramp scan.
8- There is no need to input negative rates for cooling scans as inAcp Ramp.exe.
The program will determine that from the start and end temperatures for each
zone.
9- The ’REP’ type ﬁlter is not well suited for the current version. The best is
’MOV’ type with 12 points to ﬁlter.
10- The input from the Acp All.ini ﬁle will be checked for errors. If any errors
are found the program will warn the user and terminate gracefully.
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A.4 C++ Program for AC Calorimetry
The program is provided in the attached CD-R.
A.5 C++ Program for Frequency Scan
The program is provided in the attached CD-R.
Appendix B
IDL Program for the XIFS Data
Analysis
The program is provided in the attached CD-R. There you also can ﬁnd the XIFS
movies that were created from the CCD x-ray images.
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