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Simulation and Timing Analysis of Real-time System 
Based on Timed Event Model 
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Abstract: A timed event model and simulation based approach was proposed to analyze timing properties of real-time 
systems. The timed event model was used to specify periodic or aperiodic tasks, the timing behaviors and the inter-tasks 
communication and synchronization behaviors of real-time systems. The approach used a priority-based preemptive scheduling 
algorithm to simulate models, and then got the timing properties, such as response time, execution time, etc., via analyzing the 
execution sequence generated. Different from traditional formal methods, it has no state-explosion problem. Finally, a case 
study was proposed to validate the model and show the practicability of the approach. 
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定义；第 2 节介绍模型的系统仿真与实现方法；第 3 节通
过一个实例说明如何使用本模型和方法来对目标系统进
行时序分析；最后是结论和未来工作。 





















定义 1 同步事件：在实时系统中，同步事件 e 可表示








表 1  各种同步事件 
同步事件类型( λ ) 操作对象(o) 相关数据(x) 
MS 消息队列 发送的数据 
MR 消息队列 接收到的数据
SG 信号量 ―― 
ST 信号量 ―― 
TD ―― 延迟时间 
定义 2 时间事件模型：实时系统的时间事件模型是一
个多元组： , , , , , ,S P X E A τ μ γ=< >，其中集合 P 表示系统
中的任务集； ∀ p∈ P 是一个周期或非周期的任务，包括
任务名、任务 ID、任务的优先级、起始点和结束点等；集
合 X 是一组全局变量，∀ x∈ X，可以是整型变量(int)、消
息队列(mq)、二进制信号量(bs)或计数信号量(cs)；E 是所
有同步事件集合，∀ , , , ,e p o x iλ=< > ∈ E 为一个同步事件；
A E E⊆ × 是一组迁移， ∀ a(es, et)∈ A，包括起始事件 es
和目标事件 et ，且有： 
♦ τ (a)是定义在迁移 a 上的一个时间限制，即表示从
起始事件 es 到目标事件 et 所需要的执行时间 t 满足 x ≤ t ≤ 
y，其形式语法如下： 
τ (a)::= [x, y] ∧ {x, y}∈R+ 
其中 R+表示正实数。 
♦ μ (a)是定义在迁移 a 上的触发条件判定，当
τ (a) ∧ μ (a) = true 的时候，a 发生，即系统从事件 es 迁
移至事件 et ，其形式语法如下: 
μ (a)::= true | (x ~ n) | (x ~ y) | μ¬ | ( μ 1 ∧ μ 2) 
其中 x, y∈X 是系统变量；n∈R+； ~∈{≤ , ≥ , >, <, =, !=}；
若 μ (a)::= true,则可以省略。 
♦ γ (a)是一组变量赋值，τ (a) ∧ μ (a) = true 的时候，
γ (a)将开始执行。其形式语法如下所示： 
1 2( ) :: : |( )
::
:: | |( ~ )|( ~ )
a L R
L x
R n x x y x n




其中 x, y∈X 是系统变量；n∈R+; ~∈{ +, − , *, /}。 
图 2 是一个时间事件模型例子：该模型包括 2 个任务
T1 和 T2，其中 T1 的优先等级大于 T2；该模型中包括一
个二进制信号量 s1 以及一个整型变量 x；每个任务均包含
三个事件：先是任务延时，然后获取信号量，在完成对 x
的赋值之后再释放信号量；所有事件之间迁移的时间限制
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图 2  一个时间事件模型例子 
定义 3 系统状态：令 , , , , , ,S P X E A τ μ γ=< >是一个实
时系统，一个系统状态 v 为 P X E∪ ∪ 的一个映射，且有： 
♦ 对于任意一个整型变量 int∈X, v(int)∈ I (I 为整数
集合); 




♦ 对于任意一个二进制信号量 bs∈X，v(bs) = true ∨  
false，即表示该信号量可用还是不可用； 
♦ 对于任意一个计数信号量 cs∈X，v(cs)∈ I+ (I+为大
于等于 0 的整数集合)，当 v(cs) = 0 时，该信号量不可用； 
♦ ∃ e∈E, v(e) = i 为 e 的标识号，表示当前系统状态
下执行到哪个事件； 
♦ ∀ p∈P，v(p) = ready ∨ wait ∨ run，表示当前状态
下各个任务的状态(将在下一节介绍)。 
因此，两个系统状态 v1 和 v2 不一样，当且仅当： 
∃ u∈ P X E∪ ∪ , v1(u) ≠ v2(u). 
定义 4 系统步进：实时系统 S 从系统状态 v1 迁移到
系统状态 v2 称为一个系统步进，且有： 
♦ ∃ e∈E,且 e 被执行，则发生一个系统步进； 
♦ ∃ a(es, et)∈A,且τ (a) ∧ μ (a) = true,则系统从事件
es 迁移至事件 et ，且 γ (a)发生，此时发生一个系统步进； 
♦ ∃ p∈P，且 p 的状态发生变化，则发生一个系统步进。 
系统的执行就是以系统步进为单位，其结果是得到一
个系统执行序列。 
定义 5 执行序列：实时系统 S 的任意一次执行称为一
个执行序列，可表示为： 
Q = {<tc , e>}∪ {<tstart , p>}∪ {<tend , p>}. 
其中序列{<tc , e>}表示系统仿真执行中的所有同步事件及
其完成时间；序列{<tstart , p>}记录了任务 p 每次开始执行
的时间；序列{<tend , p>}记录了任务 p 每次结束执行的时
间。 
因此，假设任务 p 被分成 n 次执行，则任务 p 的响应
时间 rt(p)为： 
rt(p) = tend (n) − tstart (1) (1) 








)()()(  (2) 












三种状态之间的迁移如图 3 所示： 
 
图 3  任务状态迁移图 
设 , , , , , ,S P X E A τ μ γ=< >是一个实时系统；R 为准备
就绪的任务队列；p 为正在执行的任务；Pri(p)表示 p 的优
先等级；函数 MaxPri(R)实现从 R 中提取优先等级最高的
任务；函数 SetState(p, s)设置任务 p 的状态，其中 s = 
ready ∨ wait ∨ run。任务状态迁移可表达如下： 
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→ SetState(pr , run) ∧ SetState(p, ready)； 
♦ run → wait： 
当正在运行的任务 p 试图访问一个不可获取的资源或
进入延时的时候，任务 p 从 run 状态转变到 wait 状态。具
体如下： 
1) 当 p 欲从一个空的消息队列中接收信息时，其状态
变成 wait： 
∃MR(mq)∈E ∧ mq=null → SetState(p, wait); 
2) 当 p 欲获取一个为 false 的二进制信号量，其状态
变成 wait： 
∃ ST(bs)∈E ∧ v(bs) = false → SetState(p, wait); 
3) 当 p 欲获取一个值为 0 的计数型信号量，其状态变
成 wait： 
∃ ST(cs)∈E ∧ v(cs) = 0 → SetState(p, wait); 
4) 当 p 执行任务延时事件时，其状态变成 wait： 
∃ TD(t)∈E → SetState(p, wait); 
♦ wait → ready： 
对于任意一个处于等待状态的任务，若其等待的资源











表示某一消息队列，R 表示与 Q 关联的 MR 队列，S 表示
与 Q 关联的 MS 队列，则 MS 和 MR 事件的执行过程可分
别表示如下： 
MS ::= ((R==null) →Add(Q, x)) ∧  
      (¬ (R==null) → (r=GetFirst(R) 
                  ∧ p=GetTask(r) 
∧ SendMessage(r,x) 
                  ∧ SetState(p,ready))). 
MR::= p = GetTask(MR) ∧  
   ((S==null) →Add(R,MR) ∧ SetState(p,wait)) ∧  
   (¬ (S==null) →(x=GetFirst(Q) ∧ SendMessage(r, x))). 
其中，函数 Add(A, a)是指把 a 加到队列 A 中，x 表示一则
消息；函数 GetTask(e)是获取事件 e 所在的任务；函数
GetFirst(A)是指从已知队列 A 中提取第 1 个元素；函数











ST(bs)::= (v(bs)==true) →(v(bs)=false)) ∧  
((v(bs)==false) →(p=GetTask(ST) ∧  
Add(Q, ST) ∧ SetState(p,wait))). 
    ST(cs)::= (v(cs)>0) →(v(cs)= v(cs) − 1)) ∧  
  ((v(cs)==0) →(p=GetTask(ST) ∧  






   SG(bs)::= (v(bs)==true) →continue) ∧  
((v(bs)==false) ∧ ( Q ==null) →(v(bs)=true)) ∧  
((v(bs)==false) ∧ ( Q !=null) →(p=GetFirst(Q) ∧  
SetState(p,ready))). 
   SG(cs)::= (v(cs)>0) →(v(cs)= v(cs) + 1)) ∧  
((v(cs)==0) ∧ ( Q ==null) →(v(cs)=1)) ∧  
((v(bs)==0) ∧ ( Q !=null) →(p=GetFirst(Q) ∧  
SetState(p,ready))). 
2.2.3 任务延时 
当一个正在运行的任务 p 执行任务延时事件 TD(t)时，
任务 p 将从 run 状态转变到 wait 状态，直到延时结束才能
从 wait 状态变成 ready。其执行过程可表达如下： 
TD(t)::= c0=c=t0 ∧ SetState(p, wait) ∧  
((DO c=tn UNTIL (c − c0)>t) → SetState(p, ready)). 
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迁移时间损耗的仿真方法如图 4 所示。在系统仿真过
程中，我们通过虚拟时钟来控制模型的执行时间。当时间
事件模型 S 开始仿真执行时，系统的全局时钟 C 便开始以
计数器的方式递增，直到 S 仿真结束。对于 S 的任意一个






 Process timingSimulation(Transition a) 
t = pickupExecutionTime(τ (a)); 
cc = getGlobalClockValue(C);  
pc = cc; 
While (pc − cc) < t, do     






















获取到下一个同步事件 et，并用语句(9)的 executeEvent 函数
进行执行。在执行同步事件的时候，需要根据事件的类型，
按照第 2.2 节所描述的各种事件的执行特性来分别执行。 
 
Process Task_execution 
es = “start”; 
et = null;                                
While not et = “end”, do                    
   a = getNextTransition(es); 
   timingSimulation(a); 
   executeAssignment( γ (a)); 
et = getNextEvent(a); 
   executeEvent(et); 




















图 6 展示了图 2 所示模型的一次系统执行过程。其中， 
to 表示迁移时间损耗；td 表示任务延时时间。这次系统执
行的过程如下：开始的时候，任务 T1 和 T2 都处于 ready
状态；由于 T1 的优先级高于 T2 的优先级，因此任务调度
算法挑选 T1 先开始执行；当 T1 执行任务延时事件 TD(4)
时，进入 wait 状态，等待 4 个单位时间；这时任务切换到
T2 开始执行；在 T2 相继执行完 TD(1)和 ST(s1)事件，并
经过 1 个单位时间，此时 T1 任务延时结束，进入 ready
状态，因此系统又将任务调度到 T1 继续执行；当 T1 开始
执行 ST(s1)的时候，由于信号量 s1 已被 T2 获取，因此 T1
被阻塞，系统任务又切换到 T2，直到 T2 对 x 进行赋值并
释放了 s1 之后，T1 才又得以继续执行；最后，T1 先结束

























3  实例分析 
我们采用 JAVA 技术对本文的建模和仿真方法进行编
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第一步，在 Xilinx ML505 开发平台[22]上编程实现铁
路穿越问题的解决方案。该开发平台含有一个 MicroBlaze




机制进行通信和同步，其主要代码如图 7 所示。 
 
static void Train(void *p_arg){ 
 //Initialization; 
 //mq and ms are two message queues. 
while(1){ 
    rr_OSQPost(mq, “request”);  //Send request message;
    /* I/O operations */ 
    rr_OSQPend(ms, 0, &err);   //Wait for allowance; 
    /* I/O operations */     
    rr_OSQPost(mq, “finish”);   //Finish crossing 
    /* I/O operations */ 




static void Controller(void *p_arg){ 
//Initialization; 
 //mq and ms are two message queues. 
int bridge = 0;              //The status of bridge 
int waiting = 0;             //The length of waiting list 
while(1){ 
  //waiting for message 
msg = (char *)rr_OSQPend(mq, 0, &err);  
  if(msg=="request"){ 
    if(bridge == 0){        //The bridge is available 
        rr_OSQPost(ms, “allow”); 
    bridge = 1; 
    }else{                //The bridge is unavailable 
        waiting++;        //Update waiting list 
    }      
  }else if(msg=="finish"){ 
    if(waiting>0){         //Update waiting list 
        msg = "allow"; 
        rr_OSQPost(ms, (void *)msg); 
    waiting--; 
    } else{               
   bridge = 0;       //Update the status of bridge 
    } 
  } 
} 
} 
图 7  实际系统的主要代码 
在此，我们假设系统有 2 列火车，其任务名称分别为
Train1 和 Train2，且与 Controller 之间的任务优先级关系







本系统中，100 个 tick 为 1 秒)。 
 
(a) Train1 的任务响应时间和执行时间分布情况 
 
(b) Train2 的任务响应时间和执行时间分布情况 
图 8  实际系统中火车任务的响应时间和执行时间分布情况 
第二步，使用本方法对实际系统进行建模，得到的时
间事件模型如图 9 所示。模型中的迁移时间信息是通过分
析实际系统的执行信息获得的。在该模型中，q 和 s 为消
息队列；a，b，c 和 l 都是整型变量。火车任务(Train)的执
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个 tick 之后，又重新开始新一轮穿越(TD(100))。而控制器
(Controller)任务为一个触发型任务：在开始经过 1 到 2 个

















































图 9  系统的时间事件模型 
同样地，我们令系统有 2 个火车模型，分别 Train1 和
Train2，且与 Controller 之间的任务优先级关系与实际系统
一致，即为：Controller 高于 Train1；Train1 高于 Train2。
通过对系统时间事件模型的仿真执行，获取系统执行序列
信息，再通过对执行序列进行分析，得到系统模型中两个















(a) Train1 的响应时间和执行时间分布情况 
 
(b) Train2 的响应时间和执行时间分布情况 
图 10  仿真系统中火车任务的响应时间和执行时间分布情况 
表 2  实际系统与仿真系统中火车任务的时序特性对比结果 
实际情况 仿真情况 
对比项目 
Train1 Train2 Train1 Train2 
最大响应时间 512 1237 505 1224 
最小响应时间 405 1235 405 1218 
平均响应时间 407 1235 406 1218 
最大执行时间 398 402 399 405 
最小执行时间 394 402 397 399 
平均执行时间 395 402 397 399 
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