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In this paper, we introduce and study a new class of variational inclusions in Banach spaces.
For solving such class of variational inclusions, we introduce a new notion of B-monotone
operator and prove the Lipschitz continuity of the proximal mapping associated with the
B-monotone operator. By using the proximal mapping, an iterative algorithm for solving
such class of variational inclusions is constructed in Banach spaces. Under some suitable
conditions, we prove the convergence of iterative sequence generated by the algorithm.
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1. Introduction
Let X be a real Banach space with the topological dual space X∗ and 〈u, v〉 be the pair between u ∈ X∗ and v ∈ X . Let 2X
denote the family of all subsets of X . Consider the following variational inclusion: find x ∈ X such that
0 ∈ A(x)+M(f (x), g(x)), (1.1)
where A : X → X∗, f , g : X → X are single-valued mappings,M : X × X → 2X∗ is a multi-valued mapping.
Variational inclusions, as the generalization of variational inequalities, have been widely studied in recent years. One of
the most interesting and important problems in the theory of variational inclusions is the development of an efficient and
implementable iterative algorithm. Various kinds of iterative algorithms have been studied to find solutions for variational
inclusions. Among these methods, the resolvent operator techniques for solving variational inclusions have been widely
used by many authors. For details, we refer to [1–21,24–29] and the references therein.
Recently, Xia and Huang [18] introduced a new notion of general H-monotone operator and used it to study a class of
variational inclusions involving the general H-monotone operator in Banach spaces. Ding and Feng [2], Feng and Ding [10]
further studied the generalH-monotone operatorwith applications to variational inclusions. By using the proximalmapping,
they introduced some new classes of variational inclusions with general H-monotone and A-monotone operators and
constructed some iterative algorithms for solving such classes of variational inclusions in Banach spaces. On the other
hand, Sun et al. [22] introduced a new class of M-monotone operators in Hilbert spaces. By using the resolvent operator
forM-monotone operator, a proximal point algorithm is constructed to solve variational inequalities in Hilbert spaces. Very
recently, Zou and Huang [19,20] introduced and studied a new class of H(·, ·)-accretive operators in Banach spaces. They
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showed some properties of the resolvent operator associatedwithH(·, ·)-accretive operator and obtained some applications
for solving variational inclusions in Banach spaces.
Motivated and inspired by the research works mentioned above, in this paper, we introduce a new class of B-monotone
operators for solving the variational inclusions of type (1.1) in Banach spaces.We also define a proximal mapping associated
with the B-monotone operator and show its Lipschitz continuity. By using the technique of proximal mapping, an iterative
algorithm is constructed in Banach spaces. Under some suitable conditions, we prove the convergence of iterative sequence
generated by the algorithm. The results presented in this paper improve and extend some known results in the literature.
2. Preliminaries
Let C(X) and CB(X) denote the family of all the nonempty compact subsets of X and the family of all the nonempty closed
and bounded subsets of X , respectively. Let D(·, ·) be the Hausdorff metric on CB(X) defined by
D(A, B) = max{sup
x∈A
inf
y∈B ‖x− y‖, supy∈B infx∈A ‖x− y‖}, ∀A, B ∈ CB(X).
Definition 2.1 ([18]). Let A : X → X∗ be a single-valued mapping. A is said to be
(i) monotone if
〈A(x)− A(y), x− y〉 ≥ 0, ∀x, y ∈ X;
(ii) strictly monotone if
〈A(x)− A(y), x− y〉 ≥ 0, ∀x, y ∈ X,
and equality holds if and only if x = y;
(iii) γ -strongly monotone if there exists a constant γ > 0, such that
〈A(x)− A(y), x− y〉 ≥ γ ‖x− y‖2, ∀x, y ∈ X;
(iv) m-relaxed monotone if there exists a constantm > 0, such that
〈A(x)− A(y), x− y〉 ≥ −m‖x− y‖2, ∀x, y ∈ X;
(v) δ-Lipschitz continuous if there exists a constant δ > 0, such that
‖A(x)− A(y)‖ ≤ δ‖x− y‖, ∀x, y ∈ X .
Definition 2.2. Let T : X → 2X∗ ,M : X×X → 2X∗ bemulti-valuedmappings, and f , g : X → X be single-valuedmappings.
(i) T is monotone if
〈u− v, x− y〉 ≥ 0, ∀x, y ∈ X, u ∈ Tx, v ∈ Ty;
(ii) T is strictly monotone if
〈u− v, x− y〉 ≥ 0, ∀x, y ∈ X, u ∈ Tx, v ∈ Ty,
and equality holds if and only if x = y;
(iii) T is r-strongly monotone if there exists a constant r > 0, such that
〈u− v, x− y〉 ≥ r‖x− y‖2, ∀x, y ∈ X, u ∈ Tx, v ∈ Ty;
(iv) T is s-relaxed monotone if there exists a constant s > 0, such that
〈u− v, x− y〉 ≥ −s‖x− y‖2, ∀x, y ∈ X, u ∈ Tx, v ∈ Ty;
(v) M(f , ·) is said to be α-strongly monotone with respect to f if there exists a constant α > 0, such that
〈u− v, x− y〉 ≥ α‖x− y‖2, ∀x, y, w ∈ X, u ∈ M(f (x), w), v ∈ M(f (y), w);
(vi) M(·, g) is said to be β-relaxed monotone with respect to g if there exists a constant β > 0, such that
〈u− v, x− y〉 ≥ −β‖x− y‖2, ∀x, y, w ∈ X, u ∈ M(w, g(x)), v ∈ M(w, g(y));
(vii)M(·, ·) is said to be αβ-symmetric monotone with respect to f and g ifM(f , ·) is α-strongly monotone with respect to
f andM(·, g) is β-relaxed monotone with respect to g with α ≥ β and α = β if and only if x = y.
Example 2.1. Let X = R = (−∞,+∞). Let f (x) = 5x and g(x) = −2x for all x ∈ R. LetM(f (x), g(y)) = f (x)+ g(y) for all
x, y ∈ R. ThenM(f , g) is 5-strongly monotone with respect to f and 2-relaxed monotone with respect to g . In fact,
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〈M(f (x), w)−M(f (y), w), x− y〉 = 〈5x− 5y, x− y〉
= 5‖x− y‖2
≥ 5‖x− y‖2
and
〈M(w, g(x))−M(w, g(y)), x− y〉 = 〈−2x+ 2y, x− y〉
= −2‖x− y‖2
≥ −2‖x− y‖2.
Lemma 2.1 ([23]). Let X be a complete metric space and T : X → C(X) be a multi-valued mapping. Then for any given x, y ∈ X,
u ∈ T (x), there exists v ∈ T (y) such that
d(u, v) ≤ D(T (x), T (y)),
where D(·, ·) is the Hausdorff metric on C(X).
Lemma 2.2 ([23]). Let X be a complete metric space and T : X → CB(X) be a multi-valued mapping. Then for any ε > 0 and
for any given x, y ∈ X, u ∈ T (x), there exists v ∈ T (y) such that
d(u, v) ≤ (1+ ε)D(T (x), T (y)),
where D(·, ·) is the Hausdorff metric on CB(X).
Definition 2.3. Let X be a Banach space. A multi-valued mapping A : X → CB(X) is said to be D-Lipschitz continuous if
there exists a constant t > 0 such that
D(A(x), A(y)) ≤ t‖x− y‖, ∀x, y ∈ X,
where D(·, ·) is the Hausdorff metric on CB(X).
Definition 2.4 ([2]). Let S, T ,W : X → CB(X) be multi-valued mappings. A single-valued mapping N : X × X × X → X∗ is
said to be
(i) λN1-Lipschitz continuous in the first argument, if there exists λN1 > 0 such that
‖N(u1, ·, ·)− N(u2, ·, ·)‖ ≤ λN1‖u1 − u2‖, ∀x1, x2 ∈ X, u1 ∈ S(x1), u2 ∈ S(x2);
(ii) λN2-Lipschitz continuous in the second argument, if there exists λN2 > 0 such that
‖N(·, v1, ·)− N(·, v2, ·)‖ ≤ λN2‖v1 − v2‖, ∀y1, y2 ∈ X, v1 ∈ T (y1), v2 ∈ T (y2);
(iii) λN3-Lipschitz continuous in the third argument, if there exists λN3 > 0 such that
‖N(·, ·, w1)− N(·, ·, w2)‖ ≤ λN3‖w1 − w2‖, ∀z1, z2 ∈ X, w1 ∈ W (z1), w2 ∈ W (z2).
3. B-monotone operators
Definition 3.1. Let X be a Banach space with the dual space X∗. Let f , g : X → X , B : X → X∗ be single-valued mappings,
andM : X×X → 2X∗ be amulti-valuedmapping. ThemappingM is said to be B-monotone ifM is αβ-symmetricmonotone
with respect to f and g , and (B+ λM(f , g))(X) = X∗ for every λ > 0.
Remark 3.1. (i) If M(f , g) = M and M is monotone, then the B-monotone mapping reduces to the general H-monotone
mapping considered in [18,2];
(ii) If M(f , g) = M and M is m-relaxed monotone, then the B-monotone mapping reduces to the A-monotone mapping
considered in [10];
(iii) If X is a Hilbert space, M(f , g) = M and M is monotone, then the B-monotone mapping reduces to the H-monotone
mapping considered in [4];
(iv) If X is a Hilbert space, M(f , g) = M and M is m-relaxed monotone, then the B-monotone mapping reduces to the
A-monotone mapping considered in [15].
Example 3.1. Let X = R2 = (−∞,+∞) × (−∞,+∞). Let f (x) = (3x1, 3x2), g(x) = (−x1,−x2), B1(x) = (x31, x32) for all
x = (x1, x2) ∈ R2. LetM(f (x), g(y)) = f (x)+ g(y) for all x, y ∈ R2. Then
〈M(f (x), w)−M(f (y), w), x− y〉 = 〈(3x1 − 3y1, 3x2 − 3y2), (x1 − y1, x2 − y2)〉
= 3‖x− y‖2
≥ 3‖x− y‖2
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and
〈M(w, g(x))−M(w, g(y)), x− y〉 = 〈(−x1 + y1,−x2 + y2), (x1 − y1, x2 − y2)〉
= −‖x− y‖2
≥ −‖x− y‖2.
It is easy to see that
(B1 +M(f , g))(x) = (x31 + 2x1, x32 + 2x2)
and so (B1 +M(f , g))(R2) = R2. Thus,M is a B1-monotone operator.
However, if B2(x) = (x21, x22) for all x = (x1, x2) ∈ R2, thenM is not a B2-monotone operator. In fact, we have
(B2 +M(f , g))(x) = (x21 + 2x1, x22 + 2x2).
Since
x21 + 2x1 = (x1 + 1)2 − 1 ≥ −1
and
x22 + 2x2 = (x2 + 1)2 − 1 ≥ −1,
it follows that (B2 +M(f , g)) is not surjective.
Example 3.2. Let X = l2. Then X∗ = l2. The inner product in l2 is defined by
〈x, y〉 =
∞∑
i=1
xiy¯i, ∀x, y ∈ l2.
Let f (x) = en + 2x, g(x) = −x, B1(x) = −x for all x = (x1, x2, . . . , xn, . . .) ∈ l2, where en = (0, 0, . . . , 1, 0, . . .) ∈ l2. Let
M(f (x), g(y)) = f (x)+ g(y) for all x = (x1, x2, . . . , xn, . . .) ∈ l2, y = (y1, y2, . . . , yn, . . .) ∈ l2. Then
〈M(f (x), w)−M(f (y), w), x− y〉 = 〈2x− 2y, x− y〉
= 2‖x− y‖2
≥ 2‖x− y‖2
and
〈M(w, g(x))−M(w, g(y)), x− y〉 = 〈−x+ y, x− y〉
= −‖x− y‖2
≥ −‖x− y‖2.
It is easy to see that
‖(B1 +M(f , g))(x)‖2 = ‖ − x+ en + 2x− x‖2 = ‖en‖2 = 〈en, en〉 =
∞∑
i=1
e2ni = 1
and so 0 6∈ (B1 +M(f , g))(l2). Thus,M is not a B1-monotone operator.
However, if B2(x) = x− en for all x = (x1, x2, . . . , xn, . . .) ∈ l2, thenM is a B2-monotone operator. In fact, we have
(B2 +M(f , g))(x) = 2x
and so (B2 +M(f , g)) is surjective.
Theorem 3.1. Let X be a Banach space with the dual space X∗. Let f , g : X → X be single-valued mappings, B : X → X∗ be a
strictly monotone mapping andM : X×X → 2X∗ be a B-monotone mapping. Then (B+λM(f , g))−1 is a single-valued mapping.
Proof. For any given x∗ ∈ X∗, let x, y ∈ (B+ λM(f , g))−1(x∗). It follows that
1
λ
(x∗ − B(x)) ∈ M(f (x), g(x)), 1
λ
(x∗ − B(y)) ∈ M(f (y), g(y)).
Pick any givenw ∈ M(f (y), g(x)), sinceM is αβ-symmetric monotone with respect to f and g , we have
(α − β)‖x− y‖2 ≤
〈
1
λ
(x∗ − B(x))− w + w − 1
λ
(x∗ − B(y)), x− y
〉
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=
〈
1
λ
(x∗ − B(x))− 1
λ
(x∗ − B(y)), x− y
〉
= −1
λ
〈B(x)− B(y), x− y〉.
It follows from α ≥ β and the strictly monotonicity of B that x = y. Thus, (B+λM(f , g))−1 is a single-valued mapping. This
completes the proof. 
Based on Theorem 3.1, we can define the following proximal mapping RBM(·,·),λ.
Definition 3.2. Let X be a reflexive Banach space with the dual space X∗. Let f , g : X → X be single-valued mappings,
B : X → X∗ be a strictly monotone mapping and M : X × X → 2X∗ be a B-monotone mapping. A proximal mapping
RBM(·,·),λ : X∗ → X is defined by
RBM(·,·),λ(x
∗) = (B+ λM(f , g))−1(x∗), ∀x∗ ∈ X∗.
Remark 3.2. (i) IfM(f , g) = M andM is monotone, then the proximal mapping RBM(·,·),λ reduces to the proximal mapping
RHM considered in [18,2];
(ii) If M(f , g) = M and M is m-relaxed monotone, then the proximal mapping RBM(·,·),λ reduces to the proximal mapping
RA,λM considered in [10];
(iii) If X is a Hilbert space, M(f , g) = M and M is monotone, then the proximal mapping RBM(·,·),λ reduces to the resolvent
operator RHM,λ considered in [4];
(iv) If X is a Hilbert space,M(f , g) = M andM is m-relaxed monotone, then the proximal mapping RBM(·,·),λ reduces to the
the resolvent operator JρA,M considered in [15].
Theorem 3.2. Let X be a reflexive Banach spacewith the dual space X∗. Let f , g : X → X be single-valuedmappings, B : X → X∗
be a strictly monotonemapping andM : X×X → 2X∗ be a B-monotonemapping. Then the proximal mapping RBM(·,·),λ : X∗ → X
is Lipschtiz continuous with constant 1
λ(α−β) , i.e.,
‖RBM(·,·),λ(x∗)− RBM(·,·),λ(y∗)‖ ≤
1
λ(α − β)‖x
∗ − y∗‖, ∀x∗, y∗ ∈ X∗.
Proof. Let x∗, y∗ ∈ X∗. It follows that
RBM(·,·),λ(x
∗) = (B+ λM(f , g))−1(x∗), RBM(·,·),λ(y∗) = (B+ λM(f , g))−1(y∗)
and so
1
λ
(x∗ − B(RBM(·,·),λ(x∗))) ∈ M(f (RBM(·,·),λ(x∗)), g(RBM(·,·),λ(x∗))),
1
λ
(y∗ − B(RBM(·,·),λ(y∗))) ∈ M(f (RBM(·,·),λ(y∗)), g(RBM(·,·),λ(y∗))).
Pick any givenw ∈ M(f (RBM(·,·),λ(y∗)), g(RBM(·,·),λ(x∗))), sinceM is αβ-symmetric monotone with respect to f and g , we have
(α − β)‖RBM(·,·),λ(x∗)− RBM(·,·),λ(y∗)‖2
≤
〈
1
λ
(x∗ − B(RBM(·,·),λ(x∗)))− w + w −
1
λ
(y∗ − B(RBM(·,·),λ(x∗))), RBM(·,·),λ(x∗)− RBM(·,·),λ(y∗)
〉
= 1
λ
〈x∗ − B(RBM(·,·),λ(x∗))− y∗ + B(RBM(·,·),λ(y∗)), RBM(·,·),λ(x∗)− RBM(·,·),λ(y∗)〉.
Since B is a strictly monotone mapping,
‖x∗ − y∗‖‖RBM(·,·),λ(x∗)− RBM(·,·),λ(y∗)‖ ≥ 〈x∗ − y∗, RBM(·,·),λ(x∗)− RBM(·,·),λ(y∗)〉
≥ λ(α − β)‖RBM(·,·),λ(x∗)− RBM(·,·),λ(y∗)‖2
+〈B(RBM(·,·),λ(x∗))− B(RBM(·,·),λ(y∗)), RBM(·,·),λ(x∗)− RBM(·,·),λ(y∗)〉
≥ λ(α − β)‖RBM(·,·),λ(x∗)− RBM(·,·),λ(y∗)‖2
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and so
‖RBM(·,·),λ(x∗)− RBM(·,·),λ(y∗)‖ ≤
1
λ(α − β)‖x
∗ − y∗‖, ∀x∗, y∗ ∈ X∗.
This completes the proof. 
Remark 3.3. (i) IfM(f , g) = M andM is α-strongly monotone, then Theorem 3.2 reduces to (ii) of Theorem 3.2 in [18];
(ii) IfM(f , g) = M ,M is monotone and B is a γ -strongly monotone mapping, then Theorem 3.2 reduces to (i) of Theorem
3.2 in [18];
(iii) If M(f , g) = M , M is m-relaxed monotone and B is a γ -strongly monotone mapping, then Theorem 3.2 reduces to
Theorem 3.2 in [10];
(iv) If X is a Hilbert space,M(f , g) = M ,M is monotone and B is a γ -stronglymonotonemapping, then Theorem 3.2 reduces
to Theorem 2.2 in [4];
(v) If X is a Hilbert space, M(f , g) = M , M is m-relaxed monotone and B is a γ -strongly monotone mapping, then
Theorem 3.2 reduces to Lemma 3 in [15].
Example 3.3. Let X = R = (−∞,+∞). Let f (x) = 5x and g(x) = −2x for all x ∈ R. Let M(f (x), g(y)) = f (x) + g(y) for
all x, y ∈ R. Then Example 2.1 shows that M(f , g) is 5-strongly monotone with respect to f and 2-relaxed monotone with
respect to g . Let B be the identity mapping. Then
RBM(·,·),λ : x→
x
3λ+ 1 for all λ > 0.
It is easy to check that
‖RBM(·,·),λ(x)− RBM(·,·),λ(y)‖ ≤
1
3λ+ 1‖x− y‖ ≤
1
3λ
‖x− y‖.
This means that the proximal mapping RBM(·,·),λ is
1
3λ -Lipschtiz continuous.
Example 3.4. Let X, f , g,M and B2 be the same as in Example 3.2. Then Example 3.2 shows that M(f , g) is 2-strongly
monotonewith respect to f and 1-relaxedmonotonewith respect to g . It is easy to see that B2 is a strictlymonotonemapping
and so
RB2M(·,·),λ : x→
x+ (1− λ)en
λ+ 1 for all λ > 0.
Thus,
‖RB2M(·,·),λ(x)− RB2M(·,·),λ(y)‖ ≤
1
λ+ 1‖x− y‖ ≤
1
λ
‖x− y‖.
This means that the proximal mapping RB2M(·,·),λ is
1
λ
-Lipschtiz continuous.
4. An iterative algorithm for variational inclusions
In this section, we shall show that under appropriate assumptions, the new B-monotone operator can play important
roles for solving the variational inclusions of type (1.1) in Banach spaces.
Let A : X → X∗, N : X × X × X → X∗, f , g : X → X be single-valued mappings. Let S, T ,W : X → CB(X),
M : X × X → 2X∗ be multi-valued mappings. We shall study the following variational inclusion problem: for any given
a ∈ X∗, find x ∈ X , s ∈ S(x), t ∈ T (x) andw ∈ W (x) such that
a ∈ A(x)+M(f (x), g(x))− N(s, t, w). (4.1)
Some special cases of problem (4.1) are as follows:
(i) If g = I is an identity mapping on X , then the problem (4.1) reduces to the following problem considered in [2]: for any
given a ∈ X∗, find x ∈ X , s ∈ S(x), t ∈ T (x) andw ∈ W (x) such that
a ∈ A(x)+M(f (x), x)− N(s, t, w).
(ii) If a = 0, N = 0,M(f (x), g(x)) = M(f (x)), then the problem (4.1) reduces to the following problem considered in [18]:
find x ∈ X such that
0 ∈ A(x)+M(f (x)).
(iii) If X is a Hilbert space, a = 0, N = 0, M(f (x), g(x)) = M(x), then the problem (4.1) reduces to the following problem
considered in [4]: find x ∈ X such that
0 ∈ A(x)+M(x).
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Theorem 4.1. Let A : X → X∗, N : X × X × X → X∗, f , g : X → X be single-valued mappings, S, T ,W : X → CB(X) be
multi-valued mappings. Let B : X → X∗ be a strictly monotone mapping and M : X ×X → 2X∗ be a B-monotone mapping. Then
(x, s, t, w) is a solution of problem (4.1) if and only if
x = RBM(·,·),λ[B(x)− λA(x)+ λa+ λN(s, t, w)], (4.2)
where s ∈ S(x), t ∈ T (x),w ∈ W (x), RBM(·,·),λ = (B+ λM(f , g))−1 and λ > 0 is a constant.
Proof. The conclusion can be drawn directly from the definition of the proximal mapping RBM(·,·),λ. 
Remark 4.1. (i) If g = I is an identity mapping on X , andM is a general H-monotone mapping in the first argument, then
Theorem 4.1 reduces to Theorem 3.1 in [2];
(ii) If a = 0, N = 0, M(f (x), g(x)) = M(f (x)), and M is a general H-monotone mapping, then Theorem 4.1 reduces to
Theorem 3.3 in [18];
(iii) If X is a Hilbert space, a = 0,N = 0,M(f (x), g(x)) = M(x), andM is aH-monotonemapping, then Theorem 4.1 reduces
to Lemma 3.1 in [4].
Based on Theorem 4.1, we can construct an iterative algorithm for solving problem (4.1) as follows:
Algorithm 4.1. For any given x0 ∈ X , s0 ∈ S(x0), t0 ∈ T (x0) andw0 ∈ W (x0), we can define {xn}, {sn}, {tn}, {wn} by
xn+1 = RBM(·,·),λ[B(xn)− λA(xn)+ λa+ λN(sn, tn, wn)],
sn ∈ S(xn), ‖sn+1 − sn‖ ≤
(
1+ 1
n+ 1
)
D(S(xn+1), S(xn)),
tn ∈ T (xn), ‖tn+1 − tn‖ ≤
(
1+ 1
n+ 1
)
D(T (xn+1), T (xn)),
wn ∈ W (xn), ‖wn+1 − wn‖ ≤
(
1+ 1
n+ 1
)
D(W (xn+1),W (xn)),
for all n = 0, 1, 2, . . ..
Now we give some sufficient conditions which guarantee the convergence of the iterative sequences generated by
Algorithm 4.1.
Theorem 4.2. Let X be a reflexive Banach spacewith the dual space X∗. Let f , g : X → X be single-valuedmappings, B : X → X∗
be a strictly monotone and δ-Lipschtiz continuous mapping, and M : X × X → 2X∗ be a B-monotone mapping. Let A : X → X∗
be a τ -Lipschtiz continuous mapping, S, T ,W : X → CB(X) be D-Lipschitz continuous with constants λS > 0, λT > 0, λW > 0,
respectively. Let N : X × X × X → X∗ be λN1-Lipschtiz continuous in the first argument, λN2-Lipschtiz continuous in the second
argument and λN3-Lipschtiz continuous in the third argument, and the following condition is satisfied
0 <
1
λ(α − β) [δ + λτ + λ(λN1λS + λN2λT + λN3λW )] < 1. (4.3)
Then the iterative sequences {xn}, {sn}, {tn} and {wn} generated by Algorithm 4.1 converges strongly to x, s, t, w, respectively, and
(x, s, t, w) is a solution of problem (4.1).
Proof. By Algorithm 4.1 and Theorem 3.2, we have
‖xn+1 − xn‖ = ‖RBM(·,·),λ[B(xn)− λA(xn)+ λa+ λN(sn, tn, wn)]
− RBM(·,·),λ[B(xn−1)− λA(xn−1)+ λa+ λN(sn−1, tn−1, wn−1)]‖
≤ 1
λ(α − β)‖B(xn)− λA(xn)+ λN(sn, tn, wn)− B(xn−1)+ λA(xn−1)− λN(sn−1, tn−1, wn−1)‖
≤ 1
λ(α − β)(‖B(xn)− B(xn−1)‖ + λ‖A(xn)− A(xn−1)‖ + λ‖N(sn, tn, wn)− N(sn−1, tn−1, wn−1)‖).
(4.4)
By the Lipschtiz continuity of B, A, N , S, T andW , we have
‖B(xn)− B(xn−1)‖ ≤ δ‖xn − xn−1‖, (4.5)
‖A(xn)− A(xn−1)‖ ≤ τ‖xn − xn−1‖ (4.6)
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and
‖N(sn, tn, wn)− N(sn−1, tn−1, wn−1)‖
= ‖N(sn, tn, wn)− N(sn−1, tn, wn)‖ + ‖N(sn−1, tn, wn)− N(sn−1, tn−1, wn)‖
+‖N(sn−1, tn−1, wn)− N(sn−1, tn−1, wn−1)‖
≤ λN1‖sn − sn−1‖ + λN2‖tn − tn−1‖ + λN3‖wn − wn−1‖
≤ λN1
(
1+ 1
n
)
D(S(xn), S(xn−1))+ λN2
(
1+ 1
n
)
D(T (xn), T (xn−1))+ λN3
(
1+ 1
n
)
D(W (xn),W (xn−1))
≤
(
1+ 1
n
)
(λN1λS + λN2λT + λN3λW )‖xn − xn−1‖. (4.7)
It follows from (4.4)–(4.7) that
‖xn+1 − xn‖ ≤ θn‖xn − xn−1‖,
where
θn = 1
λ(α − β)
[
δ + λτ + λ
(
1+ 1
n
)
(λN1λS + λN2λT + λN3λW )
]
.
Letting n→∞, we obtain θn → θ , where
θ = 1
λ(α − β) [δ + λτ + λ(λN1λS + λN2λT + λN3λW )].
By (4.3), we know that 0 < θ < 1 and so {xn} is a Cauchy sequence. Thus there exists x ∈ X such that xn → x as n→ ∞.
Now we claim that sn → s ∈ S(x). In fact, it follows from the Lipschtiz continuity of S and Algorithm 4.1 that
‖sn+1 − sn‖ ≤
(
1+ 1
n
)
D(S(xn+1), S(xn)) ≤
(
1+ 1
n
)
λS‖xn+1 − xn‖. (4.8)
Since {xn} is a Cauchy sequence, {sn} is also a Cauchy sequence. In a similar way, one can show that {tn}, {wn} are both Cauchy
sequences. Thus, there exist s ∈ X , t ∈ X andw ∈ X such that sn → s, tn → t andwn → w as n→∞. Further,
d(s, S(x)) ≤ ‖s− sn‖ + d(sn, S(x))
≤ ‖s− sn‖ + D(S(xn), S(x))
≤ ‖s− sn‖ + λS‖xn − x‖ → 0, as n→∞.
Since S(x) ∈ CB(X), it follows that s ∈ S(x). Similarly, we can show t ∈ T (x) and w ∈ W (x). By the continuity of
A, B,N, S, T ,W , RBM(·,·),λ and Algorithm 4.1, we have
x = RBM(·,·),λ[B(x)− λA(x)+ λa+ λN(s, t, w)].
By Theorem 4.1, (x, s, t, w) is a solution of problem (4.1). This completes the proof. 
Remark 4.2. (i) If g = I is an identity mapping on X , andM is a general H-monotone mapping in the first argument, then
Theorem 4.2 reduces to Theorem 3.3 in [2];
(ii) If a = 0, N = 0, M(f (x), g(x)) = M(f (x)), and M is a general H-monotone mapping, then Theorem 4.2 reduces to
Theorem 3.4 in [18].
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