In this article we report the results for five POS taggers, i.e., the Mate tagger, the Hunpos tagger, RFTagger, the OpenNLP tagger, and NLTK Unigram tagger, tested on the data of the Ancient Greek Dependency Treebank. This is done in order to find the most efficient POS tagger to use for pre-annotation of new treebank data. A corrected 1-run 10-fold cross validation t test shows that the Mate tagger outperforms all the other taggers, with an accuracy score of 88%.
phological analysis among Morpheus options for each given token, annotators could -as is standard practice in treebanking -more quickly check and correct the pre-annotation provided by an accurate POS tagger.
We have therefore decided to compare five state-of-the-art statistical POS taggers, i.e., the Mate tagger, the Hunpos tagger, RFTagger, the OpenNLP POS tagger, and the NLTK Unigram tagger, in order to find the most efficient one and employ it in our annotation pipeline. We run a test to investigate the taggers' accuracies, which comprises overall performance and unseen word accuracy. In Section 2 the research method is described. Section 3 details the results obtained, which are then discussed in Section 4. Section 5 presents some concluding remarks.
Method

Data
The data used to train and compare the POS taggers are provided by the Ancient Greek Dependency Treebank (AGDT) (Bamman 2011) . It is a dependency treebank² of literary works mostly of the Archaic and Classical age. It comprises 34 texts, including works of Hesiod, Homer, Aeschylus, Sophocles, and Plato. Each text is divided into sentences, which have been annotated for their morphosyntax by one annotator or two annotators (and one adjudicator). The copy of the files employed for our experiments corresponds to version 2.0 of the treebank data, which, as well as documentation for the annotation scheme, can be consulted online. The entire corpus consists of 557,922 tokens.
The morphological analysis for each token in the AGDT consists of 9 features: part-of-speech (see Table 1 ), person, number, tense, mood, voice, gender, case, and degree. It is a large fine-grained tagset. The exact values of the morphological features, as well as their combinations, can be consulted online³. 
Experimental Setup
We have trained five POS taggers: the Mate tagger, the Hunpos tagger, RFTagger, the OpenNLP POS tagger, and the NLTK Unigram tagger. Detailed information about them can be found in their accompanying documentations. In the following, we briefly describe them. The Mate tagger⁴ builds a transition-based model for joint part-of-speech tagging and labeled dependency parsing with non-projective trees (Bohnet and Nivre 2012) . The Hunpos tagger⁵ is an open source im-plementation of the Trigram'n'Tags (TNT) tagger. The TNT tagger implements the Viterbi algorithm for second order Markov models (Brants 2000) . One specific feature of this tagger is that it turns out to be a fast tagger.
RFTagger⁶ is a HMM POS tagger that is suited for POS tagsets with a large number of fine-grained tags. It splits the POS tags into feature vectors and estimates the conditional probabilities of the features with decision trees (Schmid and Laws 2008) . The OpenNLP POS tagger⁷ uses a maximum entropy model to predict the correct POS tag out of a tagset⁸. To increase the runtime performance of the tagger, it can use tag dictionary to limit the number of possible tags for a token. The NLTK Unigram tagger⁹, also known as the "look-up tagger", assigns to each token the most frequent morphological label which appears with it in the training data. This will provide us with a baseline for the taggers' performance.
We randomly divide our corpus in 10 folds and train each tagger on the same 9 folds and test it on the remaining fold. The training and evaluation procedure is repeated 10 times, so that we get 10 accuracy scores, one for each different test fold (test folds never overlap). The final scores are calculated by averaging over the ten replicates (1-run 10-fold cross-validation). We then perform a corrected t test for repeated cross-validation (Bouckaert and Frank 2004; Santafe et al. 2015:492;  henceforth simply "corrected t test") in order to evaluate whether the differences between the scores are statistically significant. Finally, we will comment on the errors of the most efficient tagger. Table 2 contains the overall performance of the taggers: it shows the mean accuracy of each tagger over 10 replicates calculated as explained in Section 2. The results shown in Table 2 have been compared in Table 3 using a corrected t test for repeated crossvalidation with the Mate tagger as a control. Significance has been calculated with type I error (= 0.001) corrected using Holm-Bonferroni procedure for multiple comparisons. Table 4 shows the normality tests for the differences between the paired values, since the corrected t test assumes that these values are normally distributed.
Results
Unseen word are the words that are present in the test set, but are not seen during the training phase. In order to have efficient tagging, good performance for unseen words is highly relevant. Table 5 shows the taggers' accuracy for unseen words (the NLTK Unigram tagger does not allow annotation of unseen words).
Analyzing the errors per POS made by the taggers could give us an insight about their weaknesses and strengths. This is shown by tables 6, 7, 8, and 9, which contain confusion matrices for the Mate tagger, the Hunpos tagger, the RFTagger, and the OpenNLP tagger respectively (the confusion matrix for the NLTK tagger is missing because it does not allow unseen words). Each table compares the predictions of a tagger for each part-of-speech. It shows percentages by which a given POS has been correctly labeled, and by which other labels have been incorrectly assigned to it.
For example, the first row of Table 6 shows that a conjunction (c) was tagged correctly 88% of the time, but was wrongly tagged 8% of the time as an adverb (d) and 4% of the time as a particle (g) (we do not present errors that occur less than 1% of the time; therefore some of the rows may not sum to one). The diagonal of each table is colored as green and shows the accuracy of each tagger on assigning a specific POS tag correctly.
Discussion
Comparing different classification algorithms on the same dataset is notoriously difficult because scores are not independent. A corrected t test on an r-run k-fold cross validation (Bouckaert and Frank 2004), however, seems to provide a viable way to get good estimates for performance comparisons in such a setting: t =x √︂ 
2 , and n ts and n tr correspond to the numbers of tokens in the test and training sets respectively (in our case r = 1 and k = 10). This formula slightly differs from the simple t test for paired samples in that it is adjusted (︁ + nt s nt r )︁ to take the estimation method into consideration. Since the test assumes that the differences for each pair of taggers are normally distributed, we preliminary performed Shapiro-Wilk tests, and all p-values were found not significant, being all greater than 0.05 (see Table 4 ). 
All taggers have been compared to the Mate tagger, and significance has been calculated trying to control the family-wise error for multiple comparison with a simple Holm-Bonferroni step-down test (Holm 1979) . All the tests show that the differences between the scores are highly significant (see Table 3 ). We therefore decided to focus on the performance of the Mate tagger only, which seems to score better also with respect to 
unseen words (see Table 5 ). In our AG texts the presence of proper nouns is one of the major factors affecting a tagger accuracy, in that Morpheus does not usually provide morphological analyses for them. Inspecting Table 6 can help us to understand the errors (we provide confusion matrices for all the taggers, even though we focus only on that of the Mate tagger, thinking they can turn out to be useful for those using these taggers). The greatest error concerns numerals. They are not surprisingly confused with adjectives (0.18), in that we know that numerals are sometimes mistakenly annotated as adjectives (they can sometimes show a similar morphology). Similarly, the difficulty to clearly distinguish the categories "adverb", "particle", and "conjunction" is also not surprising to us: the treebank contains some inconsistency in the annotation of some invariable words, especially postpositives.
Adjectives in AG can often function as nouns, and therefore annotators tend to label the same word differently. Some confusion between adjectives, nouns, and participles (i.e., "verb" in the table) is also expected for a similar reason: participles can behave as adjectives and be even substantivized. In general, we think that most of the errors can be easily linked to annotation inconsistencies, and this seems also confermed by a quick look at all the confusion matrices, in that all the taggers show the same kinds of error. Trying to increase inter-annotator agreement should probably result in a remarkable reduction of the tagger's error rate.
Conclusion
In this paper we have compared five POS taggers for AG in order to find the best one to adopt in our annotation pipeline. The Mate tagger turns out to perform better then any other tagger with respect to the overall performance (88% accuracy), which turns out to be highly significantly different from the scores of all the other taggers, i.e., Hunpos tagger, RFTagger, OpenNLP POS tagger, and NLTK Unigram tagger. We think that most of the errors made by the Mate tagger can be caused by underlying annotation problems, in that the taggers' errors coincide with annotation inconsistencies we are aware of.
