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Biodiesel is an alternative fuel that can be produced from a variety of lipid feedstocks. It
has a number of perceived advantages over conventional petroleum diesel and as a result
world production of biodiesel has increased dramatically since the turn of the century.
Amongst its reported disadvantages is a widely observed increase in emissions of oxides
of nitrogen, or NOx. Several explanations have been proposed for this phenomenon; in
reality it is likely to be due to a combination of factors.
The interplay of multiple factors affecting NOx emissions means that the increase in
NOx when fuelling on biodiesel is not consistent or ubiquitous, but is instead dependent
upon operating conditions and the specifics of the fuels being compared. The work doc-
umented in this thesis explores the nature and causes of the change in NOx emissions
associated with biodiesel. The intention was that, by adjusting operating conditions, and
using a wide range of fuels, doped with additives to achieve an even broader range of com-
bustion characteristics, the impact of important variables would be made clearer, making
it possible to reduce the problem to its lowest common denominators.
In early experiments it was found that NOx emissions from biodiesel tended to be
lower than those of petrodiesel under conditions where combustion was relatively highly
premixed, but higher under more conventional diesel conditions where diffusion combustion
constituted a larger proportion of heat release. The main experimental set revealed a
definite increase in NOx emissions when fuelling on biodiesel, for a fixed start of combustion
and equivalent degree of premixing. The addition of an oxygenate to petrodiesel elicited
comparable NOx emissions to biodiesel, as a function of fuel-bound oxygen content; the
data implies that the like-for-like biodiesel NOx increase may be a direct result of fuel-
bound oxygen. However, the like-for-like biodiesel NOx increase varies dependent upon
operating conditions. In part, this may be related to higher apparent heat release rate
(AHRR) through the diffusion burn phase when fuelling on biodiesel. This may result
from the extended biodiesel injection duration. Across operating conditions, the extent
to which smoke emissions when fuelling on petrodiesel exceeded those when fuelling on
biodiesel was generally correlated with the magnitude of the biodiesel NOx increase; where
the difference in smoke emissions was small, the biodiesel NOx increase was small, and
where the difference in smoke emissions was more substantial, so was the difference in
NOx emissions. This suggests a possible connection to changes in mixture stoichiometry.
When differentiating between fuels, increased cetane number reduces NOx, and in-
creased oxygen content increases NOx. Biodiesel does not necessarily have higher NOx
emissions than petrodiesel: the biodiesel NOx increase exists where the difference in cetane
number is insufficient to counteract the effects of fuel-bound oxygen content.
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THC Total hydrocarbons
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and ΘPmax)
∆Pinj Injector pressure drop
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Θ10J Angle at which AHRR first exceeds 10 J/deg
xviii
ΘPmax Angle of maximum in-cylinder pressure
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φ Equivalence ratio
φLOL Equivalence ratio at the lift-off length
φΩ Oxygen equivalence ratio
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It is hard to overstate the current dependence of mankind on fossil fuels. In Billions &
Billions, Sagan [1] paints the following unpleasant picture:
“Our civilization runs by burning the remains of humble creatures who inhab-
ited the Earth hundreds of millions of years before the first humans came on
the scene. Like some ghastly cannibal cult, we subsist on the dead bodies of our
ancestors and distant relatives.”
Modern life, or more specifically the machines that make the modern lifestyle possible,
demand an abundant supply of energy – wars are fought for it, and wars are fought with
it, and failure to secure it fosters political and economic instability. Over the last few
centuries, fossil fuels have provided a plentiful, reasonably accessible and affordable fuel
source, but today global demand is higher than ever and much of the low-hanging fruit has
already been harvested, meaning that prices can be volatile, with many countries entirely
or partially dependent upon others to provide for their needs. To some of those situated
on top of the world’s coal, oil and gas reserves this dependence has delivered great wealth
and power; to others it has brought a great deal of trouble.
There is also substantial concern about the detrimental environmental effects which
wanton fossil fuel consumption has had, and continues to have, on the planet. On a global
scale, man-made climate change appears to be a reality well supported by the scien-
tific evidence [2], although amongst the general public scepticism about this is relatively
widespread [3]. On a more local scale, exposure to gaseous pollutants and particulate
emissions from vehicles, and other sources, can damage the health of the population, and
degrade the living environment.
1
The diesel engine is an efficient, robust and widely employed prime mover, found
in many passenger cars (around half, within the EU) and the majority of commercial
vehicles [4], in some trains (diesel traction accounts for around 20% of EU rail traffic
[5]), and almost all ships; on a tons per kilometre basis 94% of global trade is diesel-
powered [6]. The prevalence of diesel engines within the transport sector (and, to a lesser
extent, within small-scale power generation) means that they make a significant cumulative
contribution to total anthropogenic greenhouse gas emissions (14% of which is attributed
to transportation as a whole [2]), as well as both the quantity and toxicity of air pollution
– particulate matter especially [7, 8].
The manufacturers of engines and vehicles, and the suppliers of fuels, have little private
interest in protecting public health or the environment for their own sakes, and so it is
necessary for governments to enforce legal restrictions. How best to regulate emissions
from road vehicles is a matter of current concern, following the implementation of the
Euro 6 emissions standards, and the revelation that while vehicles produced by many
major carmakers are able to pass the regulatory tests (by hook or by crook), when actually
driven under normal conditions as many as 90% of new diesel cars may exceed the limits
defined [9, 10]. The Euro 6 (2014) limits can be seen in Figure 1.1, and the scale of the
reduction demanded since Euro 1 (1992) is clear. It appears to be emissions of oxides of
nitrogen (NOx) which pose particular recent difficulty, being restricted by Euro 6 to less
than 50% of the Euro 5 (2009) values, and to only 16% of the Euro 3 standard (2000).
Biodiesel offers a potential solution to many of the problems associated with conven-
tional petrodiesel. Technically, it provides a means for improving the lubricity of modern
ultra-low sulphur petrodiesel, which is itself deficient in this respect [11]. Politically, it
helps to provide a domestic fuel source for nations without their own oil fields, creates jobs
in rural areas, and offers an alternative revenue stream to farmers. Environmentally, the
use of biodiesel is understood to reduce net carbon dioxide emissions (that is, although
combustion of biodiesel still releases CO2 into the atmosphere, this release is largely offset
by the consumption of CO2 during the growth of the crop from which the fuel was derived
[12]), and also typically reduces emissions of carbon monoxide (CO), unburned hydrocar-
bons (HC) and particulate matter (PM) [13]. Perhaps most importantly, the fact that
biodiesel is derived from renewable resources means that it may plausibly contribute to a
sustainable energy economy of the future.
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Figure 1.1: European emission standards for light-duty diesel passenger vehicles (note that par-
ticulate matter emissions are also restricted in number by Euro 6, to 6×1011 particles per km).
However, biodiesel is by no means a total solution, and is not without difficulties of
its own. The issue with which this thesis is particularly concerned is the widely reported
increase in emissions of oxides of nitrogen that occurs when substituting biodiesel for
petrodiesel, either in toto or as part of a blend. Given the concerns associated with NOx
emissions from diesel engines, the fact that fuelling on biodiesel is normally understood to
increase NOx is something of a stain on the potential of a promising alternative fuel.
A lot has been written about possible reasons for the purported biodiesel NOx increase,
but a number of question marks remain, not least because the effect varies from engine
to engine, from fuel to fuel, and in some cases biodiesel NOx emissions are actually lower
than those from petrodiesel.
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1.2 OBJECTIVE
The primary objective of the work documented in this thesis was to gain an improved
understanding of the underlying physical and chemical reasons for the commonly observed
increase in NOx emissions when fuelling on biodiesel. Particular emphasis was placed on
the possible influence of factors related to fuel composition, ignition delay and fuel-bound
oxygen content, and it was towards these three aspects of the problem that experimental
enquiry was directed.
1.3 THESIS OUTLINE
The thesis begins in Chapter 1 by offering a short explanation of the reasons for under-
taking the project, and of the experimental and research focus. An overview of the thesis
is given, and the relevance of the author’s research to the field – how the work makes a
contribution to knowledge – is highlighted.
This is followed in Chapter 2 by a literature review covering the nature of biodiesel,
its production, factors influencing its physical and chemical properties, and how these
properties differ from those of petrodiesel. Armed with this understanding, an attempt is
made to describe the processes to which a fuel is exposed and the types of reactions that it
may undergo. Primarily, emphasis is on combustion and emissions formation mechanisms,
and how the differing chemical composition of fuels can effect them. These processes are
placed in context with a description of how they may occur inside a typical diesel engine,
and the effects that the different properties of a fuel may have. This section concludes
with a discussion of the various means by which NOx emissions are thought to be affected
by replacing petrodiesel with biodiesel.
In Chapter 3, aspects of the experimental equipment employed for the work are de-
scribed, with insight given into the principles of operation where appropriate. Changes
and refinements made to the system are discussed and justified. Generalities of operational
procedure are described, but the specifics of each experiment are reserved to their respec-
tive chapters. Similarly, an overview of the methodology of data analysis is provided, but
more detailed explanations appear alongside the relevant experimental work. Variations
observed in the experimental data are analysed and remedial precautions highlighted.
Chapters 4–6 document experiments employing a Ford Duratorq “Puma” 2 litre, 4
cylinder high speed direct injection (HSDI) diesel engine, which were focussed on the
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collection and analysis of emissions data, in-cylinder pressure data, and calculated appar-
ent heat release rates. The first set of experiments, forming the basis of Chapter 4, was
motivated by the observation that, in the Brunel laboratory diesel engine, as well as in
various reports available in the literature, the increase in NOx emissions when fuelling
on biodiesel depends upon load, injection timing, and other operational variables. By
sweeping injection timing across a relatively wide range, and comparing the heat release
and NOx emissions data generated by combustion of petro- and biodiesel at two different
loads, it was possible to gain some insight into why the variations in relative NOx emissions
might occur. It appeared that the increase in NOx emissions when fuelling on biodiesel
was connected to the magnitude of the so-called premixed burn phase. Under conditions
where the premixed burn phase was large, biodiesel had relatively low NOx emissions, but
under conditions where the premixed phase was smaller, NOx emissions from biodiesel
increased relative to those of petrodiesel.
The main set of experiments, documented in Chapter 5, aimed to test the conclusions
of Chapter 4, and expand upon them by experimenting with a wider range of fuels un-
der conditions selected and controlled to provide a less obscured view of the important
variables identified in the previous chapter. An ignition enhancer was used to extend the
range of premixing conditions; an oxygenate was added to the petrodiesel to enable the
isolation of the effects of fuel-bound oxygen content; biodiesels from different feedstocks
were tested to investigate the influence of fuel composition; injection pressure and engine
load were varied to assess the generalisability of the trends observed; a complete set of
gaseous emissions and filter smoke numbers were collected to provide insight into existing
interrelationships; and steps were taken to synchronise combustion to minimise the con-
siderable differences which changes in phasing can introduce into a comparison between
fuels. The results suggest that the conclusions of Chapter 4 are correct in part, but are
oversimplified. The discussion and conclusions in Chapter 5 offer a deeper understanding
of the factors underlying the biodiesel NOx increase, complementary to the background
literature.
Chapters 6–8 document studies which are, to varying extents, detached from the central
theme of the thesis, although still addressing questions related to fuel properties and
pollutants. Chapter 6 looks at the effect that the addition of antioxidants to biodiesel has
on diesel engine exhaust emissions. Some of the available literature suggests that certain
antioxidants may be associated with significant reductions in NOx emissions, via chemical
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mechanisms (namely, the prompt NO pathways) with possible relevance to the biodiesel
NOx increase. However, little evidence of any effect of antioxidants on NOx emissions was
found.
Chapter 7 documents several connected experiments involving wick-generated biodiesel
flames. Laser-induced incandescence, as well as more rudimentary sooting height and
temperature measurement techniques, were employed to characterise diffusion flames from
different biodiesels, petrodiesel, and oxygenated petrodiesel blends. Soot samples were
collected using a pneumatic thermophoretic sampler, and studied using a transmission
electron microscope. Petrodiesel flames were sootier than those of the biodiesels, and those
of the oxygenated blends. In general, the biodiesels derived from more highly unsaturated
feedstocks produced slightly sootier flames than the more highly saturated fuels.
Chapter 8 discusses the development of a non-thermal plasma exhaust aftertreatment
system for marine applications. Preliminary results suggested a high removal rate of oxides
of nitrogen and sulphur.
In Chapter 9 the conclusions of the thesis are summarised and recommendations for
future work are made.
1.4 CONTRIBUTION TO KNOWLEDGE
Much of the ground covered in the core of this thesis (primarily Chapters 4 and 5) is
already well-trodden, although it has seldom been systematised into a cohesive whole.
Consequently, the majority of what will be discussed is unique primarily with respect to
the manner in which pre-existing information has been arranged and synthesised. The
original contributions to knowledge claimed herein are as follows:
1. The demonstration of a definite separation between petrodiesel and biodiesel NOx
emissions as a function of premixed burn fraction, which varies dependent upon
operating conditions.
2. Evidence that this separation between fuels is related to fuel-bound oxygen content.
3. A thorough comparison of petrodiesel and biodiesel apparent heat release rates,
illustrating the relative variations of the two over the course of the combustion
process.
4. Confirmation of the higher biodiesel diffusion AHRR (previously identified in [14])
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and evidence of its relation to increased NOx emissions via increased maximum





2.1 AN INTRODUCTION TO BIODIESEL
Biodiesel is a renewable alternative fuel suitable for use in compression ignition engines and
produced by the transesterification, or alcholysis, of natural lipids [15]. Certain legislation
(e.g. [16, 17]) currently extends only as far as considering fatty acid methyl esters (FAME),
but a complete definition of biodiesel properly includes all mono-alkyl esters of fatty acids.
That is to say, the transesterification process, although most commonly utilising methanol
for reaction with the triglyceride feedstock (for reasons of low cost and high reactivity)
[18, 19], can actually be undertaken with a range of different alcohols, yielding biodiesels
with slightly varying physicochemical properties [20, 21].
Straight vegetable oils (SVOs) can be used in diesel engines directly, although sys-
tematic adaptations are recommended (fuel pre-heating, for instance) [22, 23], and the
practice is generally discouraged in automotive engines [24] due to problems like injector
coking, the formation of engine deposits, filter and fuel-line clogging and contamination
of the lubricating oil [25]. The primary cause of most of these issues is the relatively high
viscosity of SVOs. Transesterification is a means of reducing the fuel’s viscosity to levels
more closely compatible with existing engine technology. At 40 ◦C the kinematic viscosity
of rapeseed oil is around 35 mm2/s, compared to about 4.4 mm2/s for rapeseed methyl
esters (RME) [26]; the viscosity of petrodiesel at the same temperature is legally required
to be between 2–4.5 mm2/s [16].
2.1.1 TRANSESTERIFICATION
Generically, transesterification is the name given to a process whereby one alkoxy group
is substituted for another [27, 28]. In the case of biodiesel specifically, the alkoxy groups
from three molecules of an alcohol are substituted for those of a triol: glycerol. Thus,
8
a single large triglyceride molecule is broken into three smaller, more mobile, alkyl ester
molecules, which have accordingly lower viscosities.
Homogeneous (so called because the catalyst is in phase with the reactants) base
catalysed transesterification is the approach most frequently employed in the production
of biodiesel [29] because it is faster and currently more economical than other methods
[30]; common alkali catalysts include sodium or potassium hydroxides and methoxides,
with alternatives including metal complexes, amines and guanidines [31, 32]. Figure 2.1A
(slightly modified from [33] on the basis of [34]) illustrates the process by which a single
substitution reaction occurs under homogenous base catalysed conditions. In the first
step, the base reacts with the alcohol to form an alkoxide ion (RO−) which goes on to
attack a triglyceride carbonyl group (C=O) in step two, forming a tetrahedral intermediate
which breaks down in step three. In step four, the hydrogen atom removed from the
active species in step one is returned to complete a diglyceride molecule. This process is
repeated to produce second and third alkyl ester molecules, reducing the diglyceride to a
monoglyceride, then to glycerol.
Figure 2.1: Homogeneous base and acid catalysed mechanisms for the transesterification of
triglycerides [33, 34].
Homogeneous catalysis can also be acidic [34] or enzymatic [35, 36]. Acid and enzyme
catalysed transesterification have the benefit of being able to cope with larger concentra-
tions of free fatty acids (FFAs) and water in the oil-alcohol solution than their alkaline
alternative, which enables them to operate with low quality feedstocks, like used cooking
oil [30]. These factors may cause a problem when an alkaline catalyst is used because the
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presence of FFAs in quantities exceeding approximately 0.5% leads to saponification (such
issues may be alleviated by making use of more expensive alkoxides, instead of hydroxides,
although alkoxides have other associated difficulties [37]). The presence of water can lead
to the formation of FFAs by hydrolysis, along with mono- and diglycerides, which hinder
separation of the ester-rich and glycerol-rich phases later in the production process [33],
since they act as surfactants [38]. For this reason a pre-treatment stage is usual in com-
mercial biodiesel production, in order to reduce quantities of FFAs to manageable levels.
Ways of achieving this reduction include deliberate saponification [39], steam distillation,
extraction with alcohol, reaction with glycerol to form triglycerides, or esterification of
FFAs using iodine as a catalyst [40]. Also, because acid catalysed transesterification is
able to both esterify and transesterify simultaneously (i.e. it accommodates the conversion
of FFAs to alkyl esters, alongside the conversion of triglycerides), it is common to precede
the base catalysed process with an acid catalysed stage.
Homogenous acid catalysed transesterification is illustrated in Figure 2.1B. Step one
sees the protonation of the carbonyl group by the acid, encouraging the attack at this
site by the alcohol in step two. As in base catalysed transesterification, a tetrahedral
intermediate forms, which breaks down, yielding an alkyl ester [34]. Acidic catalysts that
have been employed for the production of biodiesel include sulphuric, sulphonic, phosphoric
and hydrochloric acids, and boron trifluoride [41]. The primary disadvantage of acid
catalysed transesterification is speed [42]. Despite this fact it has still been suggested that
the process may have good overall economic viability, due to the cheaper feedstocks that
it would enable producers to operate with directly [43, 44].
Enzyme catalysed transesterification, like acid catalysed transesterification, has the
advantage of being able to esterify FFAs, but it is an even slower process than acidic
catalysis and is currently prohibitively expensive [40]. The enzymes used for biodiesel
production – lipases, a class of hydrolases, including Candida antarctica and Rhizomucor
miehei as examples [40] (a more exhaustive list is provided by Ghaly et al [45]) – nom-
inally catalyse hydrolysis, cleaving ester bonds, and producing FFAs from triglycerides
[46]. However, since the reverse reaction, whereby ester bonds are formed, is also catal-
ysed under the correct conditions (viz. microaqueous, as opposed to macroaqueous), by
correctly controlling the concentrations of water and the different reactants and prod-
ucts, it is possible to promote a range of chemical processes, including transesterification
[46, 47]. Enzymatic transesterification is somewhat more environmentally friendly than
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other homogenous processes, because it requires very little heating and doesn’t involve
the generation of such large quantities of toxic wastewater later in the production pro-
cess [36, 45]. However, total yields can be lower (with final conversion being reduced by
approximately 10%), accumulated glycerol may cover the lipase and inhibit its action,
and some alcohols – methanol in particular – can reduce the activity of the enzyme when
added in high concentrations, requiring carefully structured alcohol addition [48, 49]. Use
of different alcohols [35], and replacement of the alcohol with an acetate [50–52] have been
explored as viable alternatives.
Enzymatic transesterification also allows for the catalyst to be recovered from the
product for reuse – a process made easier by immobilisation of the lipase [30]. Methods
involving heterogeneous catalysts share this benefit, reducing waste and expense compared
to their homogeneous counterparts, with resulting economic and environmental benefits.
Heterogeneous catalysts may provide additional economic advantages by facilitating con-
tinuous fixed bed processing [32]. Alkali heterogeneous catalysts include alkaline earth
metal oxides (e.g. calcium oxide and magnesium oxide), aluminium-magnesium hydrotal-
cites, basic zeolites and heterogenised guanidines [30, 32]. Heterogeneous acid catalysts
include oxides of zirconium, titanium and tin, sulphonic acid silicas, sulphated metal oxides
and heteropoly acids [30, 32, 53]. The problems associated with heterogeneous catalysts
are mainly related to increased capital costs, higher risks of end product contamination
due to leaching and in some cases more energy intensive reaction condition requirements
and reduced yields [30, 54].
Non-catalytic transesterification is also a possibility, under supercritical conditions
[54–56]. This process involves high temperatures and pressures (43 MPa and 350 °C, for
example [57]) in order to get the alcohol into the supercritical state, where its polarity
effectively drops to a level comparable to that of vegetable oil, enabling the two liquids
to form a homogeneous mixture. Under these conditions, as well as being a reactant,
methanol acts like an acid catalyst [57]. Due to the single phase solution that forms, reac-
tion takes place very quickly (a matter of minutes rather than hours [55]), with very high
conversion rates (reportedly, even higher with ethanol than methanol [58]), no problems
with FFA (the process allows esterification and transesterification to occur simultaneously)
or water contamination of the feedstock [57] and minimal requirement for product purifi-
cation. The high pressure and temperature requirements make energy costs high, but
because of the shorter processing time and reduced need for aftertreatment the process is
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still economical [55] and can, as with the techniques employing heterogeneous catalysts,
be incorporated into a continuous production process [59]. Further, the development of
supercritical reactive extraction processes may eventually allow complete integration of
both the extraction and transesterification processes [60]. The high temperature condi-
tions can cause problems with thermal decomposition, particularly when utilising more
highly unsaturated feedstocks [54]. The use of a co-solvent can improve miscibility and
reduce the necessary operating temperatures and pressures, and therefore minimise is-
sues related to thermal degradation, and also reduce energy consumption [61] (co-solvents
can also increase reaction speed and conversion efficiency in catalytic transesterification
processes [62]).
Improved mixing between the alcohol and oil phases, in order to obtain faster and
more efficient conversion, can be achieved by employing oscillatory flow [63], ultrasonic
and other types of cavitational reactors [64, 65]. Reaction rates may also be increased by
the application of microwave irradiation [66].
2.1.2 FEEDSTOCK
With reference to biofuels in general, it is common to refer to first- and second-generation
fuels, and, less commonly, to third- and fourth-generation fuels [67]; although these terms
do not seem to be rigidly or consistently defined in the literature, they are employed here to
provide structure. The categories are dependent upon feedstock, but also relate to different
processing methods and fuel technologies, and as such provide a helpful description of the
projected evolution of biofuels as a whole.
First-generation biofuels remain the most widely produced and used, and are derived
largely from edible sources, including cereals and sugar crops – for the production of bio-
ethanol – and oil crops (or, less commonly, animal fats) for the production of biodiesel. The
feedstocks employed for the production of biodiesel vary by region. National contributions
to total global biodiesel production can be seen in Figure 2.2A, with the EU contingent
subdivided into its component states in Figure 2.2B.
In the EU most biodiesel is derived from rapeseed, in the USA, Brazil and Argentina
soybeans are the predominant oil source, and in South East Asia palm oil is most commonly
utilised [68–70]. Biodiesel feedstock trends in the EU and US are illustrated in Figure 2.3.
It is interesting to note that despite there being no native production of palm oil in the










































































Figure 2.2: (A) Biodiesel production amongst the largest global producers, 2010–2014. (B)
Biodiesel production amongst the largest EU producers, 2009–2013. (Data from [68].)
while the production of biodiesel from rapeseed appears to have plateaued. It is reported
that palm oil can be produced and processed to biodiesel more economically than rapeseed,
despite the added logistical costs involved in transporting it to Europe [71]. Coupled to
the sizeable increase in biodiesel output from palm oil producing nations themselves –
Indonesia in particular, which saw a 470% increase in biodiesel production between 2010–
2014 – the increasing importance of palm oil as a feedstock becomes clear.
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Figure 2.3: (A) Feedstocks used for biodiesel production in the EU, 2009–2013. (B) Feedstocks
used for biodiesel production in the USA, 2012–2013. (Data from [68].)
One conspicuous disadvantage of first-generation biofuels is that they interfere with
the food supply, either by directly consuming otherwise edible commodities, or by taking
up agricultural land which could instead be used to grow food-crops [72].
Second-generation biofuels are produced from sources that circumvent the food versus
fuel dilemma (to some extent, at least) – largely waste products and crops which can
be grown on marginal land. Lignocellulosic materials, which can be retrieved in abun-
dance from a wide variety of agricultural, industrial and domestic wastes [73], from woody
biomass, or from grasses such as miscanthus [74], can be fermented to produce bioethanol
(following pretreatment [73, 75]). However, although bioethanol has been the predomi-
nant first-generation fermentative biofuel, biobutanol (see [76, 77]) may achieve increasing
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importance amongst the second-generation fuels. Beyond the biochemically produced
alcohols, thermochemically produced synthetic liquid fuels (including Fischer-Tropsch liq-
uids (FTL), dimethyl ether, biomethanol and other heavier bio-alcohols), formed via the
gasification of biomass [78, 79] have the potential to become significant energy carriers –
FTL, in particular [80]. Generation of gaseous fuels, like synthetic natural gas and bio-
hydrogen, can be achieved by a similar process of gasification and synthesis; additionally,
biogas, which can be upgraded to biomethane, may be produced by anaerobic microbial
digestion of a variety of waste feedstocks [81]. Other thermochemically produced fuels
include bio-char and bio-oil, which may be obtained as by-products of gasification, or by
deliberate lower temperature pyrolysis of biomass (temperatures in the range of 250–350
°C are applied to produce bio-char, 550–750 °C to produce bio-oil, whereas gasification
takes place at 750–1200 °C and in the presence of restricted oxygen levels) [82].
Second-generation biodiesel feedstocks include non-edible oils from crops which can
be grown with relative ease on low quality land – such as jatropha and pongamia [83] –
and wastes from food preparation, like used cooking oil and waste animal and fish fats
[56]. Jatropha has been given a high priority in India, where 400,000 square kilometers
of marginal land have been identified for cultivation, in the hope of replacing a significant
proportion (around 20%) of the national diesel fuel demand [83]. The quantity of biodiesel
being produced from recycled oils has increased in the West (see Figure 2.3); in 2013 waste
oil was the second most common feedstock in the USA, and the third most common in the
EU (its use doubled in the EU between 2009–2013), accounting for around 13% and 11.5%
of production, respectively [68]. In China, the potential for production of biodiesel from
waste oil is very high; in particular ‘gutter oil’ (a term which refers to waste oils and fats
from restaurants and slaughterhouses, as well as oils dredged from sewers and retrieved
from rotten meat – to be processed and resold, illegally [84]), which reportedly finds it’s
way into a disturbing proportion of Chinese cooking oil, might provide a potential waste
feedstock almost 3 times the size of that available to the EU, US and Canada, combined
[85].
In what may be a slight conflation of terminology – albeit one that one that does little
harm to the overall trajectory of the discussion – the alternative oil and fat derivative
variously called renewable diesel [86], green diesel [87], hydrotreated vegetable oil (HVO)
[88] and NExBTL [89] is also referred to as a second-generation biofuel, although the
feedstock from which it is made is not necessarily any different to that of a first-generation
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biodiesel. It is produced by hydrogenation of triglycerides (or free fatty acids), followed
by deoxygenation, decarbonylation or decarboxylation, yielding alkanes of which some
portion may then be converted to iso-alkanes in order to improve the low-temperature
properties of the fuel and modify other properties (e.g. cetane number) as desired [90].
The third-generation designation is widely applied to biofuels derived from algae [82].
Although some authors apply the term to fuels still derived from land-based biomass,
they refer to fuels produced by processes focussed more explicitly on specialised micro-
organisms, either as a means of consolidated bioprocessing (CBP) [91], or microbial oil
production [92], and thus in some sense there is a similar shift in emphasis: away from
the plant matter itself, and towards other – smaller, and possibly more manipulable –
lifeforms.
Biofuels can be derived from macroalgae (i.e. seaweed), microalgae and varieties of
cyanobacteria (often called blue-green algae). As regards macroalgae, its possible roles
in fuel production seem to have some similarity to those of plant biomass; it may be
processed to yield fermentable sugars [93, 94] or treated directly with metabolically engi-
neered micro-organisms for the production of bioethanol [95], or used to generate methane
via anaerobic digestion [96]. However, gasification and pyrolysis may be more problematic
than with terrestrial crops [97]. There have also been reports which discuss the production
of biodiesel from macroalgae, which suggest that this may be viable although lipid content
is typically quite low [98, 99].
For biodiesel production, microalgae and cyanobacteria have far more promising com-
positions, with oil content commonly between 20–50% of dry mass, and in some cases
exceeding 80% [100]. Not only is the oil content of microalgae high, but potential yields
vastly exceed those of the oil crops currently grown for biodiesel; Christi [100] estimates
possible per hectare oil yields 50–115 times greater than those of rapeseed (canola), and
10–23 times greater than those of oil palm (ranges based on estimates for microalgae
species which are 30–70% oil by weight). Scott et al [101] provide more conservative,
but still impressive, estimated increases in oil yield of around 5–22 times compared to
rapeseed; the estimates given by Demirbas [102] fall between these, specifying yields 7–31
times greater than those of oil palm. The fatty acid composition of algal lipids can vary
widely, depending upon both species and growing conditions, but they often contain sig-
nificant proportions of highly unsaturated species [103, 104], which could be problematic
for derived biodiesels in terms of oxidative stability and cetane number regulations [105].
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However, examples of very highly saturated algal lipids can also be found in the literature
[106].
Currently, the economics and energy balance of the algal biodiesel production process
are problematic [101, 107]; the cost of the necessary infrastructure is high, and, in par-
ticular, the need to dry to the algal slurry before oil extraction can involve a significant
energy input [108], although wet processing methods which reduce the energy demand
have been reported [109]. Following lipid extraction, fermentation of algal residuals to
produce bioethanol, and subsequent anaerobic digestion of the remains to produce biogas
could significantly improve the overall economic and energetic balance of biofuel produc-
tion from algae [110]. The ability of microalgae to feed on the nutrients in wastewater,
and hence combine the growth of an oil crop with an effective wastewater treatment sys-
tem (phycoremediation) may also make the process more economically and ecologically
appealing [111]. However, even if the economic barriers could be overcome, the supply of
nutrients, particular phosphorous, may still impose a limitation on the ultimate scalability
of algal biodiesel production [112, 113].
Fourth generation biofuels can also include those derived from algae, but the apparent
distinction (made in [114]) is that while third-generation fuels are produced by the pro-
cessing of algal biomass, fourth-generation biofuels are – or rather, will be – derived from
metabolically engineered algae. It is hoped that the genetic modification of microalgae
might offer improved photosynthetic efficiencies, higher growth rates and lipid concentra-
tions [115, 116], and even direct secretion of fuels, or fuel feedstocks, out of the cells and
into the growth medium, in order to reduce the high costs associated with processing algal
biomass [114, 117]. Under the fourth-generation header, Gressel [67] discusses biologi-
cal systems, including combinations of algae, yeasts, and bacteria, which may be able to
produce biohydrogen and bioelectricity directly.
2.1.2.1 FATTY ACID COMPOSITION
Triglycerides, composed of fatty acids esterified to glycerol, make up the bulk of most oils
and fats [118] (algal lipids are somewhat different in this sense, as they may be comprised
of significant proportions of phospho- and glycolipids [119, 120]). The three fatty acid moi-
eties within an individual triglyceride may be the same (mono-acid) but natural fats and
oils tend to contain predominantly mixed-acid triglycerides [121]. When transesterified to
produce mono alkyl esters, the fatty acids become separate (as discussed in Section 2.1.1),
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and this is the form in which they exist in biodiesel.
Most natural fatty acids are straight chain aliphatic carboxylic acids, usually with main
chains between 4 and 22 carbon atoms in length (i.e. C4–C22), having varying degrees of
unsaturation [118]. In general, C18 fats are most common, and as a result of this the
majority of current biodiesels can be represented as mixtures of five dominant species
[122], which are depicted in Figure 2.4. The varying proportions in which these species
are present in a range of biodiesels can be seen in Figure 2.5.
METHYL PALMITATE, C17H34O2 (C16:0) O
O
METHYL STEARATE, C19H38O2 (C18:0) O
O
METHYL OLEATE, C19H36O2 (C18:1) O
O
METHYL LINOLEATE, C19H34O2 (C18:2) O
O
METHYL LINOLENATE, C19H32O2 (C18:3) O
O
Figure 2.4: Chemical structures of the five methyl esters which comprise the majority of current
biodiesels.
As Figure 2.5 shows, in the more commonly used biodiesels (refer to Figure 2.3), it
tends to be only a small fraction of the composition which is comprised of species other
than C16:0, C18:0, C18:1, C18:2 and C18:3 (note that these are lipid numbers of the form
CX:Y, where X is the number of carbon atoms in the fatty acid main chain, and Y is the
number of double bonds). In the case of rapeseed, the fatty acid composition can vary
significantly depending upon cultivar, but although some regions still grow what is known
as high erucic acid rapeseed (HEAR, where erucic acid is a C22:1 fatty acid that has been
identified as a health concern), in the West low erucic acid (LEAR), canola-like varieties –
high in oleic acid, C18:1 (approximately 60%) – are predominant. HEAR may have C22:1
content of around 45%, but the most significant marginal compound in Western rapeseed
feedstocks is likely to be gondoic acid (C20:1), present at around 1–2% [123].
The composition of biodiesel derived from soya oil is ordinarily more highly unsatu-
rated than that from rapeseed, being mostly the C18:2 ester, methyl linoleate (around
55%); although different soybean strains may yield varying proportions of the compounds






























































































Figure 2.5: Fatty acid compositions of several biodiesel feedstocks in terms of the five most
common species (data from [103]).
oil and derived biodiesels are more highly saturated, with methyl palmitate, C16:0, con-
stituting the largest fraction, followed by C18:1 (both present at a little over 40%). Tallow
biodiesels are also relatively highly saturated; although C18:1 compounds are present in
the largest proportion (around 40%), the quantities of C16:0 and C18:0 saturates are sub-
stantial (20–25% and 15–20%, respectively). The fraction of tallow components falling
outside the five species depicted in Figure 2.4 is large compared to most of the fuels based
on vegetable fats, and includes C14:0, C16:1 and C17 fatty acids, amongst others [125].
Corn oil has a composition comparable to that of soybean (around 60% C18:2 and 25%
C18:1 in US varieties, although this balance may be shifted somewhat towards C18:1 in
non-US corn [126]), as does sunflower oil (around 65% C18:2 and 20% C18:1). Jatropha
oil has more equal quantities of C18:1 and C18:2, present at around 40% and 35%, re-
spectively. Linseed is one example (camelina, perilla and chia are others) of an oil crop
containing a larger proportion (around 60% for linseed) of the more highly unsaturated
C18:3 compound, linolenic acid [127].
There are instances in which the five species in Figure 2.4 are insufficient to provide
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an adequate characterisation of an oil feedstock – as the coconut oil plot in Figure 2.5
illustrates. Coconut oil derived biodiesel is largely comprised of methyl laurate (C12:0,
45–50%) and methyl myristate (C14:0, 15–20%), making it a particularly highly saturated
biodiesel. Palm kernel, babassu, cuphea and cohune oils are amongst the few vegetable
sources with similarly highly saturated lipid compositions [128]. These oils can also contain
significant amounts of caprylic acid (C8:0); even shorter chain fatty acids, such as C4:0,
butyric acid, may be present in small quantities in biodiesels derived from butter fats, for
example [129]. As with tallow, other fats derived from animals and animal products tend
to contain more highly saturated overall compositions than most vegetable oils (although
less so than coconut, etc.), posses shorter average chain lengths, and be based in larger
proportion on compounds beyond those shown in Figure 2.4 [130]. They may also contain
some quantity of trans fats.
Lipids from fish and algae, while still containing some proportion of the C18 fats
common in vegetable oils, are typically constituted in large part of saturated and unsatu-
rated C14–C16 compounds, in addition to often substantial quantities of polyunsaturated
C20–C22 species [103, 131, 132]. In particular, eicosapentanoic acid (EPA, C20:5) and do-
cosahexaenoic acid (DHA, C22:6), can be present in high concentrations in many varieties
of both fish and algae.
More unusual fatty acids may contain hydroxyl groups (as in ricinoleic acid, C18:1-OH,
which makes up around 90% of castor oil), epoxides (as in vernolic acid, C18:1>0, present
at approximately 75% in ironweed oil) [133] and other features [134]; biodiesels derived
from castor [135] and ironweed oils [136] may contain the former types of compounds, but
they are not found in common biodiesel fuels.
2.1.2.2 MINOR CONSTITUENTS
In the BS EN 14214 [17] standard, relatively little is explicitly specified about the bulk
of the fatty acid composition; linoleic acid methyl ester (C18:2) must not exceed 12% of
the fuel, and less than 1% of the fuel should be comprised of methyl esters with 4 or more
double bonds (the specified maximum iodine value also directly limits the overall degree
of unsaturation of a biodiesel). Upper limits are also defined for a range of minor species
which are of some technical significance.
Methanol, which can remain in biodiesel in small quantities after the washing stage of
production, must not be present at a weighting beyond 0.2%. Increased methanol levels
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are associated with a reduction in flash point (0.5% methanol is associated with a 50 °C
reduction in flash point [137]), which is a safety concern. A limit of 0.2% aims to keep the
biodiesel flash point above at least 100 °C. Methanol can also be corrosive to some metals,
including aluminium and zinc [138].
Like methanol, residual catalyst alkalis (such as sodium hydroxide and potassium hy-
droxide) may promote the corrosion of aluminium [139]. In addition to this, if the remnants
of the catalyst reach the combustion chamber they form ash when they burn [140]. Alkali
catalysts can also react with free fatty acids (either formed by hydrolysis or left over from
the production process) to form soaps, which can damage injectors [138]. Group I met-
als, sodium and potassium, are limited to 5 mg/kg by BS EN 14214 [17], as are Group
II metals, calcium and magnesium. These metals will also count towards the sulphated
ash limit of 0.02% by mass (high sulphated ash measurements can be associated with
problems involving injector coking and filter clogging [137]). Certain metals also catalyse
autoxidation reactions, and hence significantly reduce the oxidative stability of a biodiesel;
transition metals like copper and iron (which aren’t explicitly regulated by the standard)
are most effective in this respect [141], but are more likely to come into contact with the
fuel during transportation and storage [142], than to be native constituents. No limita-
tions are explicitly defined for FFAs, although high levels would be expected to cause a
biodiesel to exceed the specified maximum acid value.
Mono-, di- and triglycerides (MGs, DGs and TGs) of fatty acids must constitute less
than 0.7%, 0.2% and 0.2% of a biodiesel, respectively [17]; all three are evidence of in-
complete transesterification of the oil feedstock. Free glycerol content (resulting from
inadequate separation of the glycerol phase following transesterification, and/or insuffi-
cient subsequent washing of the biodiesel) is limited to 0.02% of the fuel by BS EN 14214,
and total glycerol, which includes both free glycerol and glycerol bound into MGs, DGs
and TGs, is required to be below 0.25%. The presence of MGs, DGs and TGs (particu-
larly those of saturated fatty acids, due to their higher melting points), can significantly
degrade the cold flow properties of a biodiesel, causing crystallisation problems at low
temperatures; in practice, the deposits found on plugged fuel filters have been reported
to contain large quantities of saturated MGs and DGs [140, 143]. Steryl glucosides (SGs)
are another high melting point trace species which can cause similar problems with low
temperature operability and filtration. SGs are present in both free and acylated forms
in vegetable oils, but acylated SGs are converted to the free form during the transester-
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ification process [144]. The free form has increased polarity, and therefore precipitates
out of biodiesel more readily, and even more readily out of biodiesel-petrodiesel blends
[143, 145]. It has been reported that concentrations of SGs as low as 10–90 mg/kg can
cause haziness in biodiesel at room temperatures [143], and 10 mg/kg contamination can
cause an increase in filtration time comparable to 3000–4000 mg/kg of MGs [146].
Like SGs, free glycerol can also separate out during storage, due to its relatively low
solubility in biodiesel. Glycerol in the fuel may add to deposit formation within the engine
[140], and might also increase exhaust emissions of acrolein [13] and other aldehydes [147].
The high affinity of glycerol for MGs and water means that they may attract one another
and accumulate. Water, which is limited to 500 mg/kg by BS EN 14214, can promote
corrosion (rusting, etc.) and can also facilitate hydrolytic degradation of biodiesel (forming
FFAs) and microbial growth; such microbes may produce sludges that contribute to filter
plugging, or acids – such as sulphuric acid, derived from fuel-bound sulphur – which cause
corrosion [140, 148].
The maximum allowable sulphur content of a biodiesel is 10 mg/kg, the same as for
an ultra-low sulphur diesel. Typically, biodiesel has far less than this; of the 33 biodiesels
(from different feedstocks) tested by Sanford et al [26], 29 were beneath this limit and
most had less than 5 mg/kg. However, some oils yield biodiesels that are particularly
high in sulphur. In [26], biodiesel derived from neem oil was the highest in sulphur, with
473.8 mg/kg, and elsewhere [149] biodiesel derived from the oil of Salvadora oleoides has
been found to contain 1200 mg/kg. The latter was also found to be corrosive to engine
components, and this was attributed to the higher levels of sulphurous compounds [149].
In general, the reasons for limiting fuel-bound sulphur are to reduce emissions of oxides of
sulphur (SOx), to reduce the sulphate contribution to particulate matter emissions, and
because sulphur is a catalyst poison. Phosphorous is also a catalyst poison, restricted to
a maximum of 4 mg/kg by BS EN 14214, and although levels are typical low in biodiesels
[26], more phosphorous may be present in fuels derived from algal oils, which often contain
high proportions of phospholipids; prior to purification, a crude biodiesel derived from
Scenedesmus sp. was reported to have a phosphorous content of 295.6 mg/kg [150].
2.1.3 ALCOHOL
Methanol is currently the alcohol most commonly employed for large scale biodiesel pro-
duction [33]. Most methanol is produced from syngas, which is a combination of hydrogen,
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carbon monoxide and carbon dioxide, itself produced primarily from natural gas, although
it can also be generated by the partial oxidation of heavy oils or by the gasification of solid
feedstocks like coal or biomass [151, 152]. Ultimately, the majority of methanol is derived
from non-renewable sources (although there are exceptions [153]), which is somewhat out
of keeping with the biofuel ethos.
A shift towards biodiesels transesterified using bioethanol, to produce fatty acid ethyl
esters (FAEE), would be desirable in terms of sustainability, but higher costs and possible
production complications mean that FAEE is less widely utilised, although this may change
in the future [33].
Various esters with longer and/or branched alcohol moieties have been investigated in
engines [154], ignition quality testers [155] and flames [156], but such experiments seem
mainly to have involved single component fuels rather than practical biodiesels. However,
Kinoshita et al [157, 158] produced and engine tested esters of palm and coconut oils using
a range of different alcohols, achieving positive results with butyl and iso-butyl esters, and
finding some distinct advantages in terms of cold flow properties.
2.1.4 DIFFERENCES BETWEEN PETRO- AND BIODIESEL
A discussion of the differences between petrodiesel and biodiesel is complicated by the
varying compositions that the two types of fuel may have. Petrodiesel would be expected
to contain a greater variety of species than biodiesel. Petrodiesel is based upon raw
middle-distillate compounds, boiling between approximately 180–380 °C, and can also
include products of hydrocracking, whereby thermal decomposition of higher boiling point
compounds yields lower boiling point products [159]. Although the balance of compounds
may vary significantly (see [160]), the final blend of distillate fractions is controlled and
adjusted in order to meet the specifications required by different fuel quality standards
[161]; further hydroprocessing techniques (e.g. desulphurisation and denitrogenation) may
also be necessary.
Figure 2.6 gives an indication of the make-up of petrodiesel, in terms of the classes and
proportions of compounds which are likely to be present, along with examples of species
which may be employed as representative surrogates in computational simulations [162].
Middle-distillates contain mostly saturated hydrocarbons and aromatics, having carbon
numbers ranging from approximately C10–C24 [159, 160]. The iso-alkanes present typically
contain only one or two methyl substitutions, often towards the extremities of the chain;
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amongst the cyclo-alkanes, cyclohexanes with multiple side-chains are most common; and
aromatics consist mainly of alkylbenzenes and substituted naphthalenes [159, 160, 163].
Figure 2.6: Relative amounts of various chemical classes in diesel fuel and possible compounds
to represent these chemical classes in a diesel surrogate fuel [162].
As discussed in Section 2.1.2.1, biodiesel contains the alkyl esters of those fatty acids
which naturally occur in the oil feedstock from which the fuel is derived and although
different feedstocks have different major and minor components, they often draw from
the same restricted selection of species, and are almost always structurally similar. Ele-
mentally, apart from trace quantities of sulphur, nitrogen and oxygen containing species
petrodiesel is purely hydrogen and carbon. Biodiesel, on the other hand, always contains
two atoms of oxygen in the ester group of each molecule, equating to around 11% by mass
on average.
Figure 2.7 shows gas chromatography results (data collected for work documented
in Chapter 5 and Chapter 7, in which the methodology behind them will be explained)
for typical petrodiesel and biodiesel (in this case, RME) samples. These plots show the
retention times after which portions of the fuels were eluted from the GC; shorter retention
times are characteristic of more volatile species and each fuel component is represented
by a single peak whose magnitude is dependent upon concentration. Figure 2.7 shows
clearly the higher complexity of the petrodiesel sample, and the higher volatility of the
compounds of which it was comprised.
2.1.4.1 BOILING POINT
The boiling range of petrodiesel is approximately 180–380 °C [161], and BS EN 590 [16]
dictates that no more than 65% of automotive diesel fuel must boil below 250 °C, no




Figure 2.7: Chromatograms of (A) petrodiesel (ultra-low sulphur diesel, ULSD) and (B) biodiesel
(rapeseed methyl esters, RME).
to 360 °C. The boiling range of biodiesel depends upon the feedstock from which it is
derived, but is higher overall than that of petrodiesel. As is illustrated by Figure 2.8,
boiling point is most strongly dependent upon chain length, increasing as chain length
increases. The values plotted in Figure 2.8 are estimates calculated by an adapted Stein
and Brown group contribution method (EPISuite predictions available from ChemSpider,
e.g. [164]), and indicate a tendency towards increasing boiling point with increasing degree
of unsaturation; however, experimental measurements of boiling point have suggested that
the relationship with unsaturation may be relatively minor [165]. Boiling point predicted
by the same method also increases with the length of the alcohol moiety, and is on average






















C16:0 C18:0 C18:1 C18:2 C18:3
Figure 2.8: Estimated boiling points of methyl esters relative to the approximate petrodiesel
boiling range (data from [161, 164]).
The predictions in Figure 2.8 put the majority boiling range of a typical biodiesel
between approximately 320–360 °C – which is a little higher than some sources suggest
[167], but a little lower than others [165]. In any event, the conclusion to be drawn
remains the same; that the boiling points of the common biodiesel components lie within
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a relatively narrow window towards the upper end of the petrodiesel boiling range – and
beyond the majority of petrodiesel constituents, as seen in Figure 2.7. Correspondingly,
the overall vapour pressure of biodiesel will generally be lower than that of petrodiesel.
2.1.4.2 COLD FLOW PROPERTIES
2.1.4.2.1 MELTING POINT
Making a comparison with petrodiesel in terms of the chemical constituents of biodiesel
is problematic, because although the cold flow properties of a single compound may be
adequately defined in terms of melting point, those of a multicomponent fuel like petro- or
biodiesel are more correctly characterised using quantifiers such as cloud point, pour point,
cold filter-plugging point (CFPP) or cold soak filtration test (CSFT) [168]. That said, the
melting points of the component methyl esters are informative in the sense that it is the
higher melting point compounds which are most influential in determining the overall cold
flow properties of a biodiesel [169]. As Figure 2.9 shows, melting point increases with





















C16:0 C18:0 C18:1 C18:2 C18:3
Figure 2.9: Melting points of methyl esters (data from [168, 170]).
It is important to note that although there is a general increase in melting point with
chain length, this trend is actually rather more complicated when odd length alkyl esters
(e.g. methyl margarate, C17:0) are considered alongside even ones – this is explained by
Knothe and Dunn [170]. Increasing the length of the alcohol moiety seems initially to
reduce melting point; methyl, ethyl, propyl and butyl stearate have melting points of 37.7
°C, 33 °C, 28.1 °C and 25.6 °C [170]. However, pentyl stearate has a reported melting
point of 30 °C, and cetyl stearate of 57 °C [171], which is consistent with the finding
that beyond butyl/pentyl esters there is no advantage to further extension in terms of
cold flow properties [157]. Several authors have referred to the possible low temperature
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advantages of branched alcohol moieties [157, 172, 173], although the available melting
point data does not unambiguously coincide with this – for example, the reported melting
point for iso-butyl stearate is 2 °C higher than that of butyl stearate, whilst, on the other
hand, values for iso-propyl palmitate are 3 °C lower than those of propyl palmitate [171].
Additionally, trans fats have far higher melting points than their cis counterparts; the
melting point of methyl elaidate (C18:1 ∆9 trans) is around 30 °C higher than that of
methyl oleate (C18:1 ∆9 cis) [170].
2.1.4.2.2 COLD FILTER-PLUGGING POINT
For temperate climates, BS EN 590 specifies the low temperature requirements for fuel in
terms of CFPP. The CFPP is defined as the “highest temperature at which a given volume
of fuel fails to pass through a standardized filtration device in a specified time, when cooled
under standardized conditions” [174]. Neat fuel, whether petro- or biodiesel, is required
to have a CFPP below the UK Grade C limit of -5 °C between 16 Mar and 15 Oct, and
below the Grade E limit of -15 °C between 16 Oct and 15 Mar [16, 17]. Biodiesel for use
up to a blending percentage of 7% in an EN 590 compliant petrodiesel must meet slightly
less stringent requirements – a CFPP below 5 °C in the summer and -5 °C in the winter.
Based on these criteria (and CFPP data from [103]), it seems that no common biodiesel
feedstocks are suitable unblended for year-round automotive usage in the UK. Biodiesels
derived from rapeseed, corn and possibly soya (with CFPPs of -12, -8 and -4±2 °C, respec-
tively) are suitable for summer-time use and year-round blending, but feedstocks like palm
and tallow (CFPPs of 9 and 13 °C) could only meet legislative limits if they were used
in blends in conjunction with biodiesel from another source, or treated with a cold flow
improver [175]. This is attributable to their higher percentages of saturated species, C16:0
and C18:0, with significantly higher melting points. The deleterious effect of saturated
species on cold flow properties increases with increasing chain length (and hence increasing
melting point). Biodiesels from feedstocks containing even small quantities of arachidic
(C20:0), behenic (C22:0) or lignoceric (C24:0) acids are likely to have high CFPPs; peanut
oil, for instance, which contains around 3% behenic acid and 1.8% lignoceric acid, yields
a biodiesel with a CFPP of 17 °C [169].
Other types of compound with even higher melting points, present in biodiesel in only
trace quantities, particularly saturated monoglycerides (e.g. monopalmitin and monos-
tearin, with melting points of 77 °C and 82 °C, respectively) and steryl glucosides (e.g.
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β-sitosteryl glucoside, with a melting point of 240 °C), are also understood to negatively
affect fuel quality under cold conditions [143]. However, removal of these minor compo-
nents does not improve CFPP [176]. Monoglycerides and steryl glucosides may form solid
precipitates when biodiesel is stored at low temperature, and it is these precipitates that
constitute a quality concern. Since CFPP does not quantify the propensity of a fuel to
form precipitates, it is (in the case of biodiesel, at least) a somewhat inadequate means of
assessing cold weather suitability; this is an issue that the cold soak filtration test (CSFT)
aims to overcome [143].
2.1.4.3 DENSITY
BS EN 590 specifies that the density of automotive petrodiesel should be between 820–845
kg/m3 at a temperature of 15 °C; biodiesel has a slightly higher density, and accordingly the
allowable density range specified by BS EN 14214 (at the same temperature) is higher, 860–
900 kg/m3 [16, 17] (the density of RME, for example, is approximately 880 kg/m3 [26]).
As Figure 2.10 shows, there is a small decrease in density with increasing chain length,
but a significant increase in density with increasing degree of unsaturation [177, 178]. The
density of ethyl esters is lower than that of equivalent methyl esters, but the reduction is

























C16:0 C18:0 C18:1 C18:2 C18:3
Figure 2.10: Densities of methyl esters at 40 °C, along with petrodiesel and biodiesel standards
(data from [177, 178]). (NB. Standards are specified at a temperature of 15 °C, but here these
values have been adjusted for the purposes of comparison. Methyl ester data at source shows a
decrease in density of 19.3±1.2 kg/m3 between 15 °C and 40 °C and this is the adjustment that
has been applied.)
2.1.4.4 BULK MODULUS AND SPEED OF SOUND
The bulk modulus and speed of sound are two connected properties having to do with the
compressibility of a fluid. The bulk modulus (Ev) is defined by Equation 2.1, where ∂P is
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the change in pressure required to create a change in volume, ∂V . The speed of sound (c)
is the familiar acoustic velocity, which describes the rate of propagation of a disturbance










As Figures 2.11A and 2.11B show, biodiesel typically has a higher bulk modulus and
speed of sound than petrodiesel. Under the conditions studied by Tat and Van Gerpen
[180], the biodiesel bulk modulus was 7.5–14% higher than that of petrodiesel, and its
speed of sound was 1.5–4.5% higher. However, bulk modulus is also dependent upon
the temperature and pressure of the fluid, increasing with pressure and decreasing with
temperature [181]. The bulk moduli of petro- and biodiesel change at different rates
as functions of pressure and temperature, and as a result the bulk modulus of biodiesel
exceeds that of petrodiesel to a lesser extent as pressure increases [180, 182]. There is a
similar convergence of speed of sound towards higher pressures [180, 183].
Both properties increase with increasing chain length and with increasing degree of
unsaturation, and are fractionally lower with ethyl esters compared to methyl esters (the
bulk moduli of ethyl stearate and linoleate are 2.7% and 1.4% lower than those of their
methyl ester counterparts at 60 °C; the acoustic velocities of the ethyl esters are reduced



































































(B)C16:0 C18:0 C18:1 C18:2 C18:3
Figure 2.11: (A) Bulk moduli and (B) speeds of sound of methyl esters, rapeseed methyl esters
and petrodiesel at 60 °C and 1 bar (data from [180]). (NB. RME plot is based on canola data at
source, and petrodiesel on number 2 diesel.)
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2.1.4.5 VISCOSITY
BS EN 590 specifies that the viscosity of automotive petrodiesel should be between 2–
4.5 mm2/s at a temperature of 40 °C; biodiesel has a slightly higher viscosity, and accord-
ingly the allowable viscosity range specified by BS EN 14214 (at the same temperature)
is higher – 3.5–5 mm2/s [16, 17] (the value for RME is approximately 4.4 mm2/s [26]).
As Figure 2.12 shows, there is an increase in viscosity with increasing chain length, but
a significant reduction with increasing degree of unsaturation [177, 178]. The viscosity of


























C16:0 C18:0 C18:1 C18:2 C18:3
Figure 2.12: Measured viscosities of methyl esters at 40 °C, along with petrodiesel and biodiesel
standards (data from [177, 178]).
2.1.4.6 SURFACE TENSION
The surface tension of biodiesel is likely to be higher than that of petrodiesel; representative
estimates (from [185]) are illustrated in Figure 2.13. Surface tension increases with main
chain length [186], and probably increases with increasing degree of unsaturation [185, 187]
(although the latter trend is not always clear [186]). The length of the alcohol moiety
has been found to have no significant effect, but the introduction of branching has been
associated with a reduction in surface tension; in iso-propyl or iso-butyl esters of oleic
acid, for instance, surface tension is 0.5 m/Nm and 1.5 m/Nm lower than in the equivalent
methyl ester [187].
2.1.4.7 LUBRICITY
Lubricity is defined in terms of maximum wear scar diameter in BS EN 590, but is not



































C16:0 C18:0 C18:1 C18:2 C18:3
Figure 2.13: Estimated surface tensions of methyl esters, rapeseed methyl esters and petrodiesel
at 80 °C (data from [185]). (NB. RME plot is based on canola data at source, and petrodiesel on
number 2 diesel.)
ball in contact with a stationary plate immersed in the fuel [188]. The maximum wear
scar diameter specified in BS EN 590 is 460 µm at a temperature of 60 °C.
The desulphurisation of petrodiesel is responsible for a substantial reduction in lubric-
ity, not primarily because of the removal of the sulphur containing compounds themselves,
but due to the loss of more highly polar nitrogen and oxygen containing compounds, as
a consequence of the severe hydrotreatment processes used to produce ultra-low sulphur
diesel (ULSD) [189]. As a result, petrodiesel meeting the ultra-low sulphur requirements
of BS EN 590 (less than 10 mg/kg) cannot readily meet the lubricity standard without
the use of additives (lubricity improving additives are usually acid or ester based [190]),
making the lubricity imparting properties of biodiesel a distinct technical advantage.
As can be seen in Figure 2.14A, the average wear scar diameter is far lower for biodiesel
than for an untreated ultra-low sulphur petrodiesel. Wear scar diameter is reduced with
increasing chain length and generally with increasing degree of unsaturation, although
the average methyl oleate value reported at the source [11] is slightly higher than that of
methyl stearate. However, one can also see that the wear scar diameter of RME is smaller
than that of any of the neat methyl esters. This is because some of the trace constituents,
nominally contaminants, present in a typical biodiesel bestow greater lubricity upon the
fuel – as evidenced by the reduced lubricity associated with refined biodiesels [191]. Es-
pecially, as Figure 2.14B shows, monoglycerides and free fatty acids are found to provide
effective lubricity enhancement at low concentrations [11].
The data for butyl oleate presented in Figure 2.14B suggests that extension of the
alcohol moiety does not offer any clear benefit in terms of lubricity over methyl oleate,
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Figure 2.14: (A) Average wear scar diameters for methyl esters, rapeseed methyl esters and
petrodiesel at 60 °C. (B) Average wear scar diameter for methyl oleate, compared to those of the
equivalent butyl ester, the methyl ester of the equivalent hydroxylated fatty acid, mono-, di- and
triglycerides of oleic acid, and the free fatty acid itself. (Data from [11, 192].)
compared to methyl esters [193]. The hydroxylated C18:1 methyl ester, methyl ricinoleate
(C18:1-OH), exhibits superior lubricity, and its presence in high concentration in castor
oil derived biodiesel facilitates significant lubricity enhancement of petrodiesel at very low
blending ratios [194].
2.1.4.8 OXIDATION STABILITY
In the legislative standards oxidation stability is expressed in terms of induction period,
which is the time for which a fuel sample can be exposed to air at a temperature of 110
°C before the rapid formation of oxidation products is detected [195, 196].
BS EN 590 specifies that automotive diesel should have an induction period exceeding
20 hours – a limit which accommodates biodiesel admixture into the fuel. It has been
reported that after 24 hours at the standard conditions petrodiesel remained unoxidised
[197], and based on data for low percentage (B2) biodiesel blends the petrodiesel induction
period could be significantly longer than this [198]. BS EN 14214 specifies a minimum
induction time of 8 hours for biodiesel, and this is a limit which biodiesels from many
feedstocks are unable to meet without antioxidant treatment [26, 148].
Saturated alkyl esters tend to be highly stable (with induction times in excess of 40
hours at the standard conditions) [199]; it has been reported that the induction period of
a highly saturated coconut oil derived biodiesel may even exceed that of petrodiesel [200].
Stability is lost with increasing degree of unsaturation, as is seen in Figure 2.15. In this
case, the illustrated variation with chain length is based upon the monounsaturated esters
of each given chain length (for all other properties – Figures 2.8–2.14 – it was based upon
the saturates); an increase in stability is observed with increasing chain length. However,
31
oxidation onset temperature data shows that this trend does not hold for saturated esters,
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Figure 2.15: Oxidation stability – in terms of induction time – of unsaturated methyl esters and
rapeseed methyl esters at 110 °C (data from [199, 201]).
Degree of unsaturation is seen to be the most critical factor affecting oxidation stability,
with the introduction of even one double bond causing a very large reduction relative to
the >40 hour induction period of saturated esters. Trans double bonds do not reduce
stability by as much as their cis equivalents [199]. There is some indication that stability
increases with length of the alcohol moiety (for unsaturated compounds) [141], although
this is not entirely clear [199].
Note also that, as with lubricity, the oxidation stability of RME as a whole is better
than that which might be anticipated on the basis of its major constituents; largely,
this may be associated with the presence of natural antioxidants [201]. In vegetable oils
tocopherols are generally the most important antioxidants [202], although in palm oil, for
example, tocotrienols and carotenoids may also be present in significant quantities [203],
and olive oil can contain large amounts of phenolic compounds [204]; however, tocopherols
possess a greater degree of thermal stability and are therefore likely to remain in greater
concentrations within a refined oil [202]. Synthetic antioxidants may also be added to
biodiesel in order to improve stability [205].
Fats and oils, and the resulting biodiesels, may also contain trace species which promote
oxidation and reduce stability. Chlorophyll and other pigments can increase sensitivity
to photooxidation, preformed peroxides and hydroperoxides provide a ready source of
initiation, and certain metals can catalyse the autoxidation process [202].
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2.1.4.9 HEATING VALUE
The heating value of a fuel is the amount of heat released by its complete combustion,
returning the products to the same state as the reactants, and is therefore equivalent to
the difference in enthalpy between products and reactants [206]. Heating value is specified
either as the higher heating value (HHV) or lower heating value (LHV). The distinction is
that for the HHV the water returns to a liquid state, whereas for the LHV it remains as a
vapour, and therefore the numerical difference between the two is equal to the latent heat
of vaporization of the water in the products. The HHVs of both petrodiesel and biodiesel
are approximately 7% higher than their respective LHVs, although for fuels with lower
C/H ratios this difference is larger (e.g. 13.9% for methanol and 13.5% for liquified natural
gas) [207]. In Figure 2.16A HHVs for methyl esters [208] and petrodiesel [207] are given.
In Figure 2.16B, the heating values are converted into a volumetric form, indicative of the
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Figure 2.16: (A) Higher heating values and (B) energy densities of methyl esters and petrodiesel
(data from [207, 208]). (NB. Petrodiesel plots are based on low-sulphur diesel data at source, and
energy density values are calculated from densities at 40 °C as in Figure 2.10.)
By both metrics, the energy content of the biodiesel compounds is seen to be lower
than that of petrodiesel. The methyl ester HHVs illustrated are 12–13.7% lower; this
reduction is slightly larger than the values provided for a range of biodiesels in the review
of Hoekman et al [103] suggest (10.1±4.1%), but in good accordance with the values
compiled in The Biodiesel Handbook [209] (which show an average reduction of 12.9±1.6%
compared to the petrodiesel value in Figure 2.16A). On a volumetric basis, the greater
density of biodiesel (see Section 2.1.4.3) offsets its reduced HHV, so that the reduction in
energy density relative to petrodiesel is not as large as the reduction in heating value. The
energy density of the methyl esters depicted in Figure 2.16B is between 5.6–9.2% lower
than that of petrodiesel.
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Heating value and energy density both increase with increasing main chain length.
Although HHV decreases with increasing degree of unsaturation, energy content in volu-
metric terms increases, due to the higher density of the unsaturated esters. The difference
between methyl and ethyl esters in unclear, but based upon predicted enthalpy values
(estimations by the Benson-Groups method given in [210]) the HHVs of saturated ethyl
esters are slightly higher than those of saturated methyl esters (by less than 1%), but
with increasing degree of unsaturation ethyl ester HHVs appear to be relatively reduced
– the predicted HHV of ethyl linolenate is 2% lower than that of methyl linolenate. In
volumetric terms, the lower density of ethyl esters means that there is little difference
between the energy densities of saturated methyl and ethyl esters, but that unsaturated
ethyl esters have a greater deficiency in energy content – the predicted energy density of
ethyl linolenate (again, based on the enthalpy estimates in [210]) is 3% less than that of
methyl linolenate.
2.1.4.10 CETANE NUMBER
Cetane number (CN) is a quantity representative of the ignition quality of a fuel. Fuels
with a higher cetane number have higher ignition quality, autoignite more readily and
hence have a shorter ignition delay when employed in a diesel engine. The CN scale
was originally defined relative to 1-methylnaphthalene (C11H10) with a CN of 0, and n-
hexadecane (C16H34, also called cetane) with a CN of 100. Cetane number and ignition
delay are properties which will have particular relevance over the course of this thesis.
BS EN 590 specifies that automotive diesel must have a cetane number in excess of
51, and the same limit is also set for biodiesel in BS EN 14214. The CN of biodiesel often
exceeds this value, but – as Figure 2.17 indicates – CN may be significantly affected by
differing feedstock characteristics.
The n-alkanes in petrodiesel have higher CNs than their methyl ester counterparts; n-
hexadecane, for example, has a CN around 17 points in excess of that of methyl palmitate
(C16:1) [155]. However, the other classes of molecule found in petrodiesel act to suppress
the CN of the fuel as a whole.
The branching present in iso-alkanes reduces CN; for example, 2-methylheptadecane
has a CN 14 points lower than n-heptadecane (which has a CN of 105), and when the
branch is located closer to the centre of the main chain, as in the case of 9-methyl-
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Figure 2.17: Average measured cetane numbers of methyl esters, along with petrodiesel and
biodiesel standards (data from [155]).
[155]. Cycloalkanes also have lower cetane numbers than their straight equivalents –
around 16 for cyclohexane compared to 46 for hexane, 40 for decalin compared to 72 for
decane – but the addition and extension of straight alkyl side chains tends to progressively
increase cetane number – methyl-, ethyl- and butylcyclohexane have cetane numbers of
approximately 22, 36 and 48, respectively. Aromatics have the lowest cetane numbers of
all; benzene has a CN of around 5, naphthalene of around 22. Although the presence of
short side chains may actually reduce cetane number (due to effects associated with easily
abstractable benzylic hydrogen atoms [211]), the tendency is for alkylbenzenes with longer
straight alkyl side chains have higher cetane numbers – octylbenzene, for example has a
reported CN of around 38 [155].
In general, increasing straight chain length increases cetane number, and this is re-
flected in the biodiesel data in Figure 2.17. However, the most significant difference in
CN between the biodiesel constituents depicted in Figure 2.17 is the degree of unsatura-
tion, with increasing unsaturation being associated with a sharp decline in CN; methyl
linolenate (C18:3), which has three double bonds, has a CN of only 32, which is almost
50 points lower than that of the saturated equivalent, methyl stearate [155]. As with
branching, the effect of the presence of a double bond on ignition tends to increase as it
moves towards the centre of the main chain [212], although this relationship may not be
entirely linear [213]. It is also reported that trans double bonds reduce CN more than
their cis equivalents [213].
It is expected that increasing the length of the alcohol moiety will increase cetane
number, however the available CN data is not conclusive in this regard, particularly when
dealing with the relatively small differences that exist between methyl and ethyl esters.
The average reported change in CN from methyl to ethyl esters of the species depicted in
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Figure 2.17 is roughly -1±6, which is not very meaningful. C3 alcohol (i.e. propyl and
iso-propyl) esters have CN values roughly 1±5 points higher than methyl esters, while
for C4 alcohol (i.e. butyl, iso-butyl, 2-butyl) esters they are 5±5 higher, and with larger
alcohol moieties (hexyl, 2-ethylhexyl, octyl and decyl esters) the reported increase over
methyl esters becomes large, although still irregular – the CN difference ranging from 6–50
points [155]. Based on this, it appears reasonable to suggest that the length of the alcohol
moiety does affect CN positively, although small changes may be masked by inaccuracies
and inconsistencies in cetane number determination.
As an additional note, the oxidation of biodiesel as it ages has been reported to increase
the cetane number of the fuel by 5–10 points [140].
2.2 OXIDATIVE AND PYROLYTIC PROCESSES AND
PRODUCTS
In this section, the topics of fuel oxidation, ignition and pollutant formation will be intro-
duced and then integrated into an explanation of the diesel combustion process. Although
many of the processes of interest can be described by overall global reactions, a better
understanding of the effects of fuel chemistry is obtained by considering the elementary
reactions involved.
2.2.1 AUTOXIDATION
Autoxidation refers to the spontaneous oxidative deterioration that occurs when a com-
pound is exposed to atmospheric oxygen [27]. Unlike the other processes discussed in this
chapter, autoxidation is not a factor during combustion itself; rather, it can affect a fuel
over the relatively prolonged time-period prior to its utilisation within an engine. It is an
issue of critical importance to the practicalities of biodiesel usage, and warrants discussion
here logically prior to the high-temperature in-cylinder chemistry that follows. As well
as being the cause of the degradation of biodiesel, autoxidation is one of the processes
responsible for the rancidification of fatty foods (alongside hydrolysis)[214], leading ini-
tially to the formation of hydroperoxides, which can then react and decompose to form a
wide possible range of hydrocarbon species, including aldehydes, ketones, epoxides, furans,
alcohols, acids and polymeric gums [215–217].
Autoxidation is an auto-catalytic process (meaning that the reaction products catal-
yse further reactions, such that the rate of reaction will typically increase with time [218])
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involving a free radical chain mechanism (whereby radicals are formed by chain initiation,
multiplied by chain branching, removed by chain termination, and numerically conserved
in chain propagation reactions). The rate of autoxidation is accelerated by additional en-
ergy input, and practically this energy will ordinarily come in the form of heat – strictly,
the application of heat makes the process one of thermal-oxidation [219], but here autox-
idation will be taken as encompassing all unintentional liquid-phase oxidation of hydro-
carbons. In relation to biodiesel, autoxidation is a concern under both the relatively cool
conditions of storage, and the considerably warmer conditions encountered upon biodiesel
contamination of the engine lubricating oil [220–222].
The autoxidation of a hydrocarbon (RH) is generally considered to begin with the
formation of an alkyl radical (R) due to the presence or action of a catalyst or initiator
(I), as described by Equation 2.3 [202].
RH
I−→ IH + R (2.3)
The process of initiation can be effectively promoted by the generation of radicals
catalysed by a variety of means, including (vastly simplified from source [215]):
 The presence of trace quantities of particular metals (such as cobalt, copper, iron,
magnesium, manganese and vanadium; reports have indicated that copper appears
to be an especially effective catalyst of autoxidation [141, 223]).
– Processes involving direct electron transfer between the metal and a bond in
the hydrocarbon offer the simplest route to metal-catalysed radical formation.
– Metals may also catalyse the decomposition of existing hydroperoxides (ROOH),
to form alkoxyl (RO) and hydroxyl (OH) radicals, or peroxyl (ROO) radicals
and hydrogen.
 Exposure to light.
– Although it is possible for ultra-violet (UV) light to generate hydrocarbon rad-
icals directly, the process is primarily indirect, generating RO and OH radicals
from preformed ROOH.
– As well as being absorbed by peroxide O-O bonds, UV energy can also act upon
carbonyl C=O bonds (as found in the biodiesel ester function) and C=C bonds
found in unsaturated hydrocarbons.
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– Photosensitizing compounds, including pigments (like chlorophyll) and mole-
cules containing a carbonyl group, absorb energy from visible light which can
be used to drive chemical reactions and form free radicals.
 The application of heat provides the energy required to break chemical bonds, create
radicals and initiate autoxidation; in particular, thermal decomposition of preformed
ROOH, breaking the O-O bond, is more likely at milder temperatures.
These points underline the importance of trace compounds in the initiation of the
oxidation process, and also the critical role which is played, subsequent to global initiation,
by oxidation products – namely, hydroperoxides. With regard to the bulk composition
of a fuel, the ease with which radicals are able to abstract hydrogen atoms is critical to
the rate at which autoxidation reactions proceed. Hydrogen abstraction is most facile at
sites where the bond dissociation energy (BDE) is low; in Figure 2.18 the methyl linoleate
(C18:2) molecule is presented, along with approximate BDE values for the different types
of hydrogen-carbon (H-C) bonds that are found.
































































































































































Figure 2.18: Bond dissociation energies in kcal/mol for methyl linoleate (bond dissociation energy
data from [224, 225]). P: Primary H-C bonds. S: Secondary H-C bonds. A: Allylic H-C bonds. V:
Vinylic H-C bonds. B: Bisallylic H-C bonds. αc: H-C bonds at the α-carbonyl position.
The weakest H-C bonds in methyl linoleate are located at the bisallylic site, which
is situated between the two double bonds. This site exists in all methylene-interrupted
polyenes – a category which also includes methyl linolenate (C18:3), which has two such
sites between its three double bonds. In methyl oleate (C18:1), which has only one double
bond, the weakest H-C bonds are at the allylic sites, which are positioned at one remove
from the double bond, as illustrated for methyl linoleate in Figure 2.18. The BDE of an
allylic H-C bond (89 kcal/mol) is higher than that of a bisallylic H-C bond (80 kcal/mol),
but still significantly lower than the BDE of a standard secondary H-C bond (99 kcal/mol)
[224]. In saturated methyl esters, like methyl palmitate (C16:0) and methyl stearate
(C18:0), the weakest H-C bonds are located at the α-carbonyl position (i.e. the carbon
atom adjacent to the C=O bond) and have BDEs which are lower (94 kcal/mol) than
those at other secondary sites, but higher than those of allylic and bisallylic H-C bonds
[224]; this provides some explanation for the significant decline in oxidation stability with
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increasing degree of unsaturation, described in Section 2.1.4.8.
The bisallylic H-C bond dissociation energy in methyl linoleate is likely to be lower
than any equivalent found in petrodiesel. The saturated alkanes in petrodiesel have their
weakest H-C bonds at secondary sites in n-alkanes, and tertiary sites in iso-alkanes and
cycloalkanes with alkyl side-chains (with BDEs around 97 kcal/mol). In aromatic hy-
drocarbons, H-C BDEs are highest at sites within the aromatic ring (113 kcal/mol), but
lowest at sites immediately adjacent to the ring – i.e. at benzylic sites (BDE around 90
kcal/mol), as found in alkyl-benzenes [224].
Although in general the BDEs of carbon-carbon (C-C) bonds are lower than those of
H-C bonds, C-C bonds are largely broken in unimolecular decomposition reactions (which
occur either at higher temperatures or by β-cission following hydrogen abstraction), rather
than in the sorts of bimolecular abstraction reactions by which H-C bonds can be broken
under relatively cool conditions. However, the BDE of the O-O bond which exists in
ROOH is low enough (approximately 34 kcal/mol [226]) that unimolecular decomposition
is possible under moderately elevated temperatures, or via exposure to UV light, or in the
presence of a catalysing metal; hence, the importance of ROOH as a source of radicals.
The formation of the initial radical, R, is followed by the addition of molecular oxygen
to the radical site to form a peroxyl radical, ROO. However, it is not necessarily as
straightforward as the radical site being located at the position of the abstracted hydrogen;
instead, in the case of the methyl linoleate molecule depicted in Figure 2.18, for example,
where H-abstraction would be expected to occur at the bisallylic site, 11 (counting left,
starting from the carbonyl group), following this abstraction electrons are delocalized
across the double bonds, with greatest density existing at the center, such that oxygen
addition occurs mostly at the electron deficient extremities of the double bonds, sites 9
and 13. Oxygen addition at site 9, and the accompanying relocation of double bonds is
illustrated in Figure 2.19. For methyl linolenate, whose bisallylic sites are at 11 and 14,
oxygen addition is mainly at 9 and 16 (although a significant fraction also occurs at the
central 12 and 13 sites); for methyl oleate, with only one double bond, and allylic sites at
8 and 11, oxygen addition is distributed across sites 8–11 [215].
The ROO radical formed by O2 addition to R can go on to abstract hydrogen from
another RH, to form a new R radical, propagating the chain reaction. H-abstraction
by ROO from RH is slow and highly selective, with a strong preference for bisallylic















































































































Figure 2.19: Addition of molecular oxygen to the alkyl radical derived by hydrogen abstraction
from methyl linoleate [215].
relatively quickly – many times faster than H-abstraction by ROO from bisallylic RH sites,
despite the higher BDE of the ROO-H bond (85 kcal/mol) – which affects reaction kinetics
and product distributions, but not the overall scheme of oxidation. In the early stages of
autoxidation, ROO is the main chain carrier; repeatedly initiating chains by the formation
of R from RH, and forming the degenerate branching agent ROOH.
When ROOH decomposes to give RO and OH, both of which are far more reactive
radicals than ROO, the system is driven towards rapid oxidation. RO reacts more quickly
than ROO, and is able to abstract hydrogen from both allylic and bisallylic sites. OH
reacts extremely quickly, and abstracts hydrogen atoms non-specifically; radical sites may
then migrate to bisallylic positions where they exist, or alternatively the alkyl radicals
formed may abstract hydrogen from unexploited bisallylic sites in other hydrocarbons.
However, because H-abstraction by ROO is slow, ROOH is not necessarily formed
immediately, and other reaction pathways involving the ROO radical are also important –
these include cyclisation (to form internal peroxides, and potentially polyperoxides, where
3 or more double bonds are present) and β-scission at the peroxide C-O bond (returning
ROO to R and O2 – the reverse of Figure 2.19). Once formed from ROOH, RO radicals can
undergo similar types of reactions – cyclisation to form epoxides and epoxyallylic radicals,
and β-cission, this time of a C-C bond, to form further alkyl radicals, along with alkanes
and aldehydes or other oxo-compounds (which may remain among the final products of
autoxidation, or undergo subsequent oxidation).
Alkyl, peroxyl and alkoxyl radicals may also recombine with one another, in what are
often termination reactions. Recombination of two RO radicals forms a dimer peroxide
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(R1OOR2), reaction of RO with R forms an ether (R1OR2) and reaction of two R radicals
can form an alkane polymer (R1-R2). Reaction of two ROO radicals can be a termination
step (Equation 2.4) but more usually contributes to a rapid increase in oxidation rates
(Equation 2.5).
R1OO + R2OO −−→ R1OOR2 + O2 (2.4)
R1OO + R2OO −−→ R1O + R2O + O2 (2.5)
In summary, autoxidation is initiated by the generation of a radical, due to interaction
of either the bulk hydrocarbon (RH) or some contaminant thereof (e.g. ROOH) with redox-
active metals, or light, or heat. Directly or indirectly, this process forms an alkyl radical
(R), which reacts with molecular oxygen to form a peroxyl radical (ROO). This radical
can propagate autoxidation by abstracting further hydrogen atoms to form additional R
radicals, and ROOH. Decomposition of ROOH yields more reactive alkoxyl (RO) and
hydroxyl (OH) radicals, which abstract hydrogen atoms far more rapidly and accelerate
the oxidation process. Cyclisation, cission and recombination of the radicals leads to the
formation of a range of stable products.
Antioxidants can interfere with this process in a variety of ways [227]. Primary, or
chain-breaking, antioxidants (AH) can donate hydrogen to R, RO or ROO radicals – having
highest affinity for the latter – and hence prevent the formation of additional radical species
by providing an alternative target for H-abstraction. The A radical formed is relatively
stable, and does not itself readily participate in propagation reactions. Instead, it may
recombine with other radicals, further reducing the radical pool. Hindered phenols and
aromatic amines (like those studied in Chapter 6) are examples of primary antioxidants.
Secondary antioxidants can affect autoxidation in different ways, interrupting the process
at the point of induction by oxygen scavenging or quenching singlet oxygen, or by chelating
metals and reducing their pro-oxidant activity.
2.2.2 IGNITION
2.2.2.1 OVERVIEW OF THE PROCESS
As an introduction to this section, the following quotation from Walker and Morley’s chap-
ter in Pilling’s Low-Temperature Combustion and Autoignition [228] provides a valuable
insight:
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“In essence, the low-temperature chemistry prepares the mixture for ignition,
the intermediate chemistry ignites it and the high-temperature chemistry burns
it.”
The boundaries between low, intermediate and high-temperature regimes are all depen-
dent upon pressure and the low/intermediate division is strongly affected by the chemical
structure of the fuel, as can be seen in Figure 2.20. The different regimes and the position
of the boundaries between them result from the varying relative importance of several
main kinetic pathways to chain-branching.
Figure 2.20: Regimes of hydrocarbon oxidation chemistry as delineated by the main kinetic
chain-branching processes [229].
At low temperatures (below approximately 850 K under conditions relevant to a diesel
engine), repeated oxidation and isomerisation of large alkyl radicals (R) leads to the
formation of meta-stable ketohydroperoxide species, which provide chain-branching when
they decompose at around 800 K [230]. The low temperature regime is terminated when
the equilibrium of Equation 2.6 shifts to the left (which it does as temperature increases),
such that dissociation of the peroxyl radical (ROO which is formed following O2 addition
to R) is favoured over stabilisation and subsequent isomerisation; below the n-heptane
and iso-octane boundaries illustrated in Figure 2.20, peroxy chemistry is net-branching,
above them, net-terminating [229].
R + O2 −−⇀↽− ROO (2.6)
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This gives rise to what is known as negative temperature coefficient (NTC) behaviour,
which describes the phenomenon of decreasing reactivity with increasing temperature (in
opposition to the usual trend) which is observed around the low/intermediate regime
transition [231]; it appears to be within this region that reactivity differences between
fuels are maximised (see, e.g., [232, 233]).
The pressure dependence of these boundaries is due to the collisional stabilisation of
ROO involving a third body, which occurs more rapidly at high pressures, deterring disso-
ciation [234]. However, for larger molecules stabilisation by these means is less important,
because energy is able to be dissipated vibrationally [235]. The fuel dependence of the
lower boundary is related to the strength of the bond that forms between R and O2, and
the ease with which isomerisation reactions are able to proceed [233].
At intermediate temperatures (between approximately 850–1200 K) branching via the
low temperature pathways is diminished, and the high temperature branching pathways
are not yet active. Towards the lower end of this range, reactions forming HOO, and from
it H2O2 (Equations 2.7–2.9), are of the utmost importance.
H + O2 + M −−→ HOO (2.7)
RH + HOO −−→ R + H2O2 (2.8)
HOO + HOO −−→ H2O2 + O2 (2.9)
The species from which hydrogen is abstracted in Equation 2.8 is denoted here as
RH, but this does not necessarily represent a parent hydrocarbon directly from the fuel
(except in the very earliest stages of combustion); abstraction will occur where H-C bonds
are weak, which may be at allylic or bisallylic sites in unsaturated components of the fuel,
or may equally involve intermediate combustion products like aldehydes [229].
H2O2 is, like a kethydroperoxide species, essentially meta-stable and accumulates while
the temperature is below approximately 1000 K, but once this temperature is attained
it decomposes rapidly in the chain branching reaction given in Equation 2.10, rapidly
increasing the radical population, leading to ignition and propelling the system towards
the high temperature regime [230].
H2O2 + M −−→ OH + OH + M (2.10)
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The upper demarcation in Figure 2.20 reflects the competition between Equations 2.7
and 2.11, with the former being increasingly competitive at higher pressures.
H + O2 −−→ OH + O (2.11)
Although Equation 2.7 contributes to the ignition process in the intermediate regime,
the relative unreactivity of HOO means that at higher temperatures it effectively becomes
a termination reaction, while Equation 2.11 leads to a very fast multiplication in the
quantities of highly reactive radicals that act to oxidise available hydrocarbons to ultimate
products of mostly CO2 and H2O, accounting for the larger part of total heat release.
Fundamentally then, ignition occurs when a temperature is reached at which H2O2
decomposes to 2 OH, leading to a rapid rise in radical concentration, and pushing the
system towards the high temperature regime; therefore, any factor which advances the
point at which this critical temperature is attained will tend to lead to an advance in
ignition. The highly fuel dependent low temperature peroxy chemistry is vital in this
respect, since even a small quantity of additional low temperature heat release will expedite
H2O2 decomposition, particularly in a diesel engine where the effects of early temperature
rises are accentuated by compression. In terms of ignition behaviour in a diesel engine, it
is largely the low temperature chemical kinetics that differentiate one fuel from another;
in the following section the nature and causes of the differences between fuels will be
explored.
2.2.2.2 LOW TEMPERATURE COMBUSTION CHEMISTRY
The oxidation scheme for alkanes illustrated in Figure 2.21 provides a foundational expla-
nation of the process that is, for the most part, directly applicable to saturated alkyl esters
and is also, with some added complexity, extendible to alkenes as well as the unsaturated
esters of which biodiesel is predominantly composed.
At low temperatures oxidation is generally initiated by hydrogen abstraction from the
fuel by O2, to form an alkyl radical (R) and HOO. This reaction is slow beneath around
600 K, and this lower limit will change depending upon the strength of the relevant H-C
bonds (increasing with increasing bond strength). Early in the reaction process, secondary
initiation (i.e. H-abstraction by radicals, like OH, O and H) overtakes and dominates as
by far the most significant means of initiation, simply because these reactions occur much
more readily than those with molecular oxygen [228, 237]. When temperatures exceed
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temperature coefficient (NTC) regime. This distinctive
feature of the oxidation of hydrocarbons signifies a zone
of temperature in which the global rate of the reaction
decreases with temperature.
The existence of the NTC zone explains another
specificity of the oxidation of alkanes—the possible
occurrence of cool flame phenomenon at temperatures
several hundred degrees below the minimum autoignition
temperature. During a cool flame, or multiple cool flames,
the temperature and the pressure increase strongly over a
limited temperature range (typically up to 500K), but the
reaction stops before combustion is complete due to the
decrease in reactivity in the NTC zone. Cool flames play an
important part in spontaneous phenomena as they are the
first stage of two-stage ignition [50].
The competition between the channels leading to
peroxide species and those producing less reactive pro-
ducts, such as alkenes or cyclic ethers, accounts for (at least
in part) why the reactivity of alkanes decreases when the
level of branching of the molecule increases and increases
when the length of the included linear chain increases, as
shown by the octane numbers (RON and MON)2 given in
Table 2 for some alkanes.
With further increase in temperature, other reactions
(such as H2O2-2OHd and Hd+O2-dOH+dOd) ensure
the multiplication of the number of radicals and are
responsible for the propagation of combustion in spark-
ignited engines and for autoignition in diesel engines.
Above 900–1000K, reaction (3), the decomposition to give
a smaller alkyl radical and a 1-alkene molecule is the
preponderant fate of most alkyl radicals containing more
than three atoms of carbon. H-abstractions followed by
isomerizations and successive decompositions of alkyl
radicals until the relatively well-known chemistry of
C1–C2 species [18] is reached, constitute the high-tempera-
ture mechanism as first proposed by Westbrook and Dryer
[51] and by Warnatz [52].
Due to their low reactivity (RON usually above 100
[11]), C5–C6 ethers (e.g. methyl-tert-butyl-ether (MTBE),
tert-amyl-methyl-ether (1,1-dimethylpropyl methyl-ether,
TAME), ethyl-tert-butyl-ether (ETBE) or di-isopropyl-
ether (DIPE)) have been proposed as octane improvers in
gasolines. The chemistry of the oxidation of saturated
branched ethers seems to be very close to that of alkanes,
as shown by the mechanistic studies of the oxidation of
MTBE, ETBE and TAME made by the team of Baronnet
[53,54] and the modelling study of the oxidation of
dimethyl ether (DME) made by the team of Dryer
[55,56]. The only specificity of ethers is a molecular
reaction involving the transfer of a H-atom bound to an
atom of carbon in b position of the atom of oxygen to give
an alcohol molecule and an alkyl radical as proposed by
Choo et al. [57]. This molecular reaction was proven to be
very sensitive to wall effects [58]. The presence of an atom
of oxygen also favors the decomposition of radicals
derived from ethers, which occurs at a lower temperature
than in the case of alkanes. This easier decomposition,
as well as the molecular reaction, produces alkenes,
such as iso-butene, that have a strong inhibiting effect,
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Fig. 2. Simplified scheme for the primary mechanism of oxidation of alkanes.
2Research Octane Number (RON) or Motor Octane Number (MON)
are octane ratings depending on the used experimental method and
measure of how resistant gasoline is to autoignition (knocking).
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Figure 2.21: Simplified scheme for the primary mechanism of oxidation of alkanes [236].
around 1000–1200 K initiation by unimolecular decomposition (i.e. scission of C-C bonds)
becomes dominant.
The alkyl radical can progress in a variety of ways. Decomposition by β-scission (i.e.
breaking the bond between atoms 1 and 2 positions away from the radical site) becomes
important at somewhat higher temperatures, around 850 K, and is a chain propagating
step forming a smaller alkyl radical (R’) alongside an alkene. The reaction of O2 with
an alkyl radical can generate a peroxyl radical (ROO) illustrated for n- ep ane in Fig-
ure 2.22 (and previously for methyl linoleate in Figure 2.19) or it can produce HOO and
a conjugate alkene (conjugate meaning that it has the same number of carbon atoms as
the parent alkyl radical [229]) via a concerted elimination reaction [238]. When low tem-
peratures and small hydrocarbons are involved, conjugate alkenes are the major initial
products of oxidation, but it is suggested that with increasing hydrocarbon chain length
t conjugate alkene yield may be significantly reduced; th s is related to the issue of

















































Figure 2.22: Addition of molecular oxygen to an alkyl radical (R) derived by hydrogen abstraction
from n-heptane.
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Note also that O2 addition to ROO is reversible, as discussed earlier in relation to
Equation 2.6; as temperature increases, the equilibrium of Equation 2.6 shifts to the left
and dissociation is favoured. Dissociation of ROO occurs more readily when O2 addition
follows H-abstraction from a location where the original H-C bond was weak [233, 239].
As discussed in Section 2.2.1, H-C bond dissociation energies (BDEs) of common petro-
and biodiesel constituents generally increase in the order (from weakest to strongest):
bis-allylic, allylic, benzylic, tertiary, secondary, primary, vinylic, aromatic [224]. Note
also that increasing BDE parallels reduced stability in the resultant radicals [240]. An
explanatory illustration of the location and approximate strength of different bond types
can be seen in Figure 2.23.















































































































































































































































































































































Figure 2.23: Bond dissociation energies in kcal/mol for methyl linoleate, 2-methylheptane and
n-butylbenzene (bond dissociation energy data from [224, 225, 241]). P: Primary H-C bonds.
S: Secondary H-C bonds. A: Allylic H-C and C-C bonds. V: Vinylic H-C and C-C bonds. B:
Bisallylic H-C bonds. αc: H-C and C-C bonds at the α-carbonyl position. T: Tertiary H-C bonds.
Be: Benzylic H-C and C-C bonds. Ar: Aromatic H-C bonds.
Disproportionation reactions of ROO with other radicals (with HOO, for example,
leading to chain branching via ROOH as shown in Figure 2.21) are possible, but above
600 K the rate at which isomerisation occurs is high enough that radical-ROO reactions
become unimportant [236].
The most important route to low temperature chain branching involves isomerisation
of ROO by internal hydrogen atom transfer to form a hydroperoxyalkyl radical, QOOH,
where Q denotes a CnH2n hydrocarbon structure [235]. This is shown for n-heptane in
Figure 2.24. The rates suggested for the isomerisation of ROO to QOOH depend upon
the type of hydrogen atom being abstracted, as well as the ring strain of the isomerisation
transition state formed. Suggested values vary between institutions [236]; in general,
smaller (i.e. 5-membered) ring-states are less favourable, because they are essentially too
tight and highly strained, whereas larger (6–8 membered) rings are less highly strained
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and therefore more facile. In some reports, 8-membered rings are considered to be slightly
more highly strained [242] (on the basis of a sort of over-extension [243]), but in other
















































Figure 2.24: Internal hydrogen abstraction, forming a hydroperoxyalkyl radical (QOOH) from a
peroxyl radical (ROO) via isomerisation through a 6-centred transition state.
The implication of this is that isomerisation to QOOH occurs most easily where tran-
sition states of a favourable size are best able to form; that is, when the saturated chain
length is adequate.
The QOOH radical, like ROO before it, may either decompose or form an adduct with
O2 and isomerise. This is influenced by the size of the transition state ring through which
QOOH formed [231]. Those formed through smaller (i.e. 5-membered) states primarily
decompose to form an HOO radical and an alkene, whilst those formed through larger (i.e.
7- or 8-membered) states are more likely to react to form cyclic ethers and OH radicals
– although this is a possibility for all QOOH species [231]. The type of cyclic ether that
forms depends upon the proximity of the radical centre to the hydroperoxy group, which
again depends upon the size of the transition state by which QOOH was formed. Cyclic
ethers having 3-, 4-, 5- and 6-membered rings – called oxiranes, oxetanes, oxalanes (or
tetrahydrofurans; these are the most abundant oxygenated products of low temperature
n-alkane oxidation [245]) and oxanes (or tertahydropyrans), respectively – form follow-
ing ROO to QOOH isomerisations through 5-, 6-, 7- and 8-membered transition states
[239]. QOOH radicals formed through 6-membered [231, 246] or 7-membered [122, 247]
isomerisations have the highest probability of subsequent O2 addition and further iso-
merisation, progressing along the pathway to chain branching (although the 6-membered
isomerisation state appears to have formerly been preferred in the literature [231], the
7-membered state has apparently replaced it, on the basis that the 6-membered ring may
lead to decomposition to an alkene, an aldehyde and an OH radical [247]).
Addition of O2 to QOOH forms a peroxyhydroperoxyalkyl radical, OOQOOH, and
this is followed by an internal hydrogen abstraction to form a dihydroperoxyalkyl radical,
U(OOH)2. In practice U(OOH)2 radicals can be involved in a range of different reactions
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and isomerisations, but, particularly in the case of an alkane, the most common subsequent
operation is decomposition to form a ketohydroperoxide (OQOOH) and OH, as shown
in Figure 2.25 [248]. This is on the basis that the second isomerisation, OOQOOH to
U(OOH)2, would be likely to abstract the remaining hydrogen attached to the other
carbon atom bonded to a hydroperoxy group, since the barrier to abstraction is slightly
lower at this location [235]. OQOOH acts as a degenerate branching agent, decomposing
by scission of the O-O bond upon reaching a temperature of around 800 K, to yield OH


































































































Figure 2.25: Addition of molecular oxygen to an hydroperoxyalkyl radical (QOOH) to form a
peroxyhydroperoxyalkyl radical (OOQOOH), followed by isomerisation to form a dihydroperox-
yalkyl radical (U(OOH)2), and subsequent decomposition, liberating an alkoxyl radical (OH) and
leaving a meta-stable ketohydroperoxide.
The presence of double bonds, in alkenes and unsaturated alkyl esters, affects both
low and high temperature reaction chemistry. At higher temperatures, where initiation is
largely by cleavage of C-C bonds, the reduced dissociation energies of allylic C-C bonds
(76 kcal/mol, compared to 88 kcal/mol for standard secondary C-C bonds, as seen in
Figure 2.23 [224]) make them the preferred breaking points. Double bonds themselves
are far more resistant to cleavage, as are the adjacent vinylic C-C bonds. By influencing
surrounding H-C bond strengths, and hence determining the likely H-abstraction sites,
the position of double bonds also affects where β-scission will occur, and the products
generated [249].
The low temperature pathway to chain branching is essentially the same for alkenes as
for alkanes, as illustrated by Figure 2.26, but with the extra possibility of radical additions
to the double bond. However, critical changes to the thermochemistry of oxygen addi-
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tion and isomerisation reactions mean that alkenes suffer a reduction in low temperature
reactivity in comparison with alkanes.
M. Mehl et al. / Combustion and Flame 155 (2008) 756–772 761
Fig. 2. Isomerization reactions among hexenyl radicals.
Fig. 3. Primary oxidation reactions of olefins.
ogous reaction involving similar structures such as
pentenyl decomposition [33].
4.6. Radical isomerization
An alternative pathway to β-decomposition is the
isomerization with the migration the radical position
and, in specific cases, even of the double bond. Be-
cause of the high concentration of the resonant radi-
cals, at high temperature it is possible to have the for-
mation of less stable alkenyl radicals that decompose
faster. Also in this case generalized rules have been
used for the evaluation of rate constants, as already
discussed in previous papers [13,14]. When consid-
ering the internal abstractions, all the reactions are
considered to be reversible and reverse reaction rates
are calculated using the thermodynamic properties of
the species involved. When the transition state ring
includes a double bond, the reaction rate has been
decreased by a factor two in order to account the ad-
ditional strain required. Further investigation will be
necessary to assess more precisely the amount of this
correction.
Fig. 2 shows the radicals obtained starting from
the different isomers of hexene as well as the isomer-
ization reactions among them.
The radical isomerization rates used and their ref-
erences are given in Table 1.
4.7. Low temperature mechanism
Even if the main classes of reactions involved
in the low temperature oxidation of large alkenes
are similar to alkanes, their oxidative behavior can
change significantly depending on the length of the
saturated portion of the fuels. Addition reactions on
the double bond increase the complexity of the typi-
cal reaction scheme of unsaturated hydrocarbons, as
shown in Fig. 3. Moreover, the presence of allylic
sites allows preferential reaction pathways to take
place. In the next paragraphs the low temperature re-
action mechanism will be discussed, focusing the at-
Figure 2.26: Primary oxidation reactions of alkenes [249].
H-abstraction from an alkene is most facile from allylic sites (see Figure 2.23). However,
subsequent addition of O2 to the allylic alkenyl radical formed by such an abstraction, first,
occurs less readily than addition to a secondary site, and, second, forms a less stable ROO
adduct, which is o e prone to decomposition [233, 249]. The lower BDE of allylic H-C
bonds may also promote the concerted elimination of HOO (along with the formation of
an alkadiene), relative to the equivalent reaction forming HOO and an alkene from an
alkyl radical and O2 [249]. As a result of these factors, ROO levels ar lower during alkene
oxidation than alkane oxidation [233].
The low stability of ROO adducts formed from allylic alkenyl radicals means that they
provide less support for the isomerisation reactions which lead to chain branching [233].
Therefore, although H-abstraction from allylic sites is favoured, H-abstraction from stan-
dard secondary sites in alkenes still plays an important role in low temperature chemistry
[249].
Isomerisations of alkenyl ROO radicals to form QOOH may be impeded by double
bonds, making the transition state ring more highly strained and therefore render its
formation less favourable [233, 250]; the available saturated chain length adjacent to the
peroxy group is critical to the size of the transition ring which is able to form (which is
part of the explanation given for the decline in reactivity often observed as the double
bond moves towards the centre of the chain, as mentioned in Section 2.1.4.10). Where
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possible, isomerisation reactions abstracting hydrogen from an allylic site are faster than
those abstracting from secondary sites [249].
Further addition of O2 to QOOH and isomerisation to form OOQOOH is encumbered
by the same complications as described above; allylic sites encourage H-abstraction, but
form relatively weak bonds with O2 that provide less support for isomerisation, and transi-
tion states are inhibited by the presence of double bonds. The products of alkenyl QOOH
decomposition – by cission of C-O, O-O or C-C bonds, or cyclisation – differ from those
of alkyl QOOH, but are similar in kind.
The possibility of radical addition to the alkene double bond is a point of novelty,
but does not lead to a significant departure from the alkane mechanism. Addition of
H forms an alkyl radical, R, and the addition of HOO forms a cyclic ether and an OH
radical [236]. The most common products of radical addition are hydroxyalkyl radicals
(A), formed when OH adds to the double bond. Subsequent O2 addition forms an unstable
hydroxyalkylperoxyl (AOO) radical which decomposes to form an aldehyde and an OH
radical; this pathway becomes less significant with increasing saturated chain length [249].
The presence of branching in iso-alkanes also reduces low temperature reactivity, and
increases ignition delay times. Referring once more to Figure 2.23, it can be seen that,
in the case of 2-methylheptane, the weakest H-C bond (though only by a small margin)
is located at the tertiary position [224]. As a result this is the preferential site for initial
H-abstraction. Subsequent O2 addition to form ROO, isomerisation to form QOOH, and
O2 addition at the new radical site to form OOQOOH, occur without significant deviation
from the alkane mechanism illustrated in Figures 2.24 and 2.25. However, the second
internal H-abstraction to form U(OOH)2, which in an alkane is most facile when abstract-
ing from the carbon bonded to the OOH moiety (as in Figure 2.25) due to the slightly
reduced BDE at this site, may have to proceed differently for an iso-alkane in which, if
the initial abstraction was from the tertiary carbon, there is not a weakened secondary
hydrogen atom to abstract from this position [232]. This means that the second internal
hydrogen abstraction must be of a more strongly bonded hydrogen atom, and therefore
occurs less quickly; Figure 2.27 can be compared with the equivalent steps in Figure 2.25
for clarification.
Following this, the resulting U(OOH)2 progresses somewhat differently to that formed
in the alkane system, but still forms OH and a degenerate branching agent. It is the second























































Figure 2.27: Second isomerisation, to form U(OOH)2 from QOOH, in the low temperature
oxidation of 2-methylheptane.
length of the straight chain in an iso-alkane increases, the overall probability of initiation
occurring at the tertiary site is reduced (although it remains the most viable single site),
and so the difference in low temperature reactivity between n- and iso-alkanes is reduced
[232]. The presence of additional strong primary H-C bonds is also a factor which tends
to depress low temperature reactivity, although, again, as the chain length increases the
effect that these have on the branching pathways diminishes [232].
Aromatic species have relatively little low temperature reactivity; their low temper-
ature ignition depends upon the presence of either a single sufficiently long alkyl side
chain (e.g. n-propylbenzene) or multiple alkyl chains sufficiently close to one another (e.g.
o-xylene) which may react through paths similar to those described above [251]. The
presence of the aromatic ring increases resistance to ignition for several reasons. The high
BDE of aromatic H-C bonds (see Figure 2.23) makes abstraction from the ring unlikely
at low temperatures, even for highly unselective OH radicals [228]. Besides ipso-addition
reactions – in which alkyl side chains are replaced by radicals [252] – and O atom additions
(a factor which may also contribute to reduced reactivity [211]), the ring itself remains
largely unaffected until higher temperatures are reached [228].
Critically, alkyl side chains introduce low BDE benzylic H-C bonds (shown for n-
butylbenzene in Figure 2.23), which are favourable sites for H-abstraction, but do not
lend themselves as well as secondary sites to subsequent O2 addition [253]. Although O2
addition at the benzylic site, followed by the familiar pathway to chain branching, does
have a significant probability at low temperatures, the relative unreactivity of the initial
R in this case means that reactions with other radicals (such as HOO), to form RO, which
subsequently decomposes to form benzaldehyde and an alkyl radical, are also important
[254]. As alkyl side chain length increases, the proportion of initial H-abstractions made
from the benzylic site decreases, and O2 addition and isomerisation steps become more
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favourable, which is why the ignition delay of an aromatic decreases with increasing length
of the alkyl side chain (as discussed in connection to cetane number in Section 2.1.4.10)
[252].
Alkylated cyclohexanes generally possess greater low temperature reactivity than alkyl-
benzenes, but still significantly less than n-alkanes of equivalent carbon number [253]; the
reactivity of ethylcyclohexane (C8H16) is reportedly close to that of an alkene with the
same chemical formula, 1-octene [255]. Like iso-alkanes, cycloalkanes with an alkyl side
chain also contain a weakened tertiary H-C bond, and like aromatics they contain a ring
structure, although in this case it is saturated. As for iso-alkanes, there is a slight prefer-
ence for abstraction of the tertiary hydrogen, and abstraction from the primary site is less
probable, but rates from all sites are comparable [256]. At low temperatures, formation
of R is almost always followed by O2 addition to form ROO, just as with other alkanes.
However, isomerisation to form QOOH is not as facile for transition states including the
cyclohexane ring, because the CH2 groups within the ring are unable to rotate [246]. Iso-
merisation to QOOH appears to be more favourable when the initial H-abstraction is from
cyclic carbon sites adjacent to the alkyl chain [256], or from non-cyclic sites [257]; forma-
tion of QOOH is considerably reduced when the initial abstraction is from the tertiary
site, or from the three cyclic sites across the ring from the alkyl chain [256].
In summary, low temperature oxidation is initiated most frequently by hydrogen ab-
straction from the sites with the weakest H-C bonds – secondary sites in n-alkanes, allylic
sites in n-alkenes (bisallylic in alkadienes), tertiary sites in iso-alkanes and alkylated cy-
clohexanes and benzylic sites in alkylbenzenes. This is a matter of probability, and so as
the length of the saturated chain in any compound increases, the probability of abstraction
from secondary sites becomes higher. The R radical formed following H-abstraction can
subsequently react with O2 to form ROO, which may then isomerise to form QOOH. The
ability of a molecule to facilitate this transition depends, first, upon the reactivity of the
R radical and the stability of the ROO adduct (these factors are related to the initial H-C
bond strength, and are less favourable at allylic and benzylic sites, for example); second,
the ease with which a suitably sized transition ring is able to form (ideally requires 2 or 3
saturated carbon atoms adjacent to the peroxy site, and may be impeded by the presence
of double bonds or ring structures); third, the strength of the H-C bond being broken
by the isomerisation. Other pathways can propagate the chain reaction, but the route
to chain branching passes through this isomerisation. Following isomerisation, a further
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O2 addition can occur, and subsequently another isomerisation to form U(OOH)2. Unless
more weakly bound hydrogen atoms are available, the second internal H-abstraction is
typically from the carbon atom at which the initial O2 addition occurred; in iso-alkanes,
this path is not available, and so the second isomerisation may be slower. U(OOH)2
decomposes to produce an OH radical and a ketohydroperoxide – the degenerate branch-
ing agent whose own decomposition at around 800 K increases the radical population,
generates heat release and drives the system towards ignition.
2.2.2.3 BIODIESEL AND ITS EFFECTS
In general, biodiesel is subject to the same mechanisms described above for alkanes and
alkenes. The additional feature which requires some further consideration is the ester
group. Approximate bond strengths surrounding the group are shown for methyl linoleate
in Figure 2.23 (although there is some variety in the literature values [258], the values
provided give a reasonable reflection of the pertinent trends). The carbonyl C=O bond
itself is very strong, and may remain unbroken throughout the entire combustion process
[259]. The C-O bond between the carbonyl C and the alkoxy group is also relatively
strong, but the C-O bond to the alkyl group is weaker than a typical secondary C-C bond
[225], and the α-carbonyl C-C bond even more so, making these two sites favourable for
unimolecular decomposition at higher temperatures.
The α-carbonyl H-C bonds are also significantly weakened, and in saturated fatty acid
alkyl esters abstractions of these hydrogen atoms are therefore thought to be the preferred
means of low temperature initiation [250, 260, 261]. It may also be the case that slightly
reduced H-C BDEs within the alkyl ester group at the site adjacent to the oxygen atom
(i.e. the primary C in a methyl ester, where H-C BDEs are 99 kcal/mol in Figure 2.23,
compared to typical primary H-C BDEs of 101 kcal/mol, or the secondary carbon in an
ethyl ester – BDEs of around 97 kcal/mol compared to typically 99 kcal/mol – again, these
values are drawn from [225]) increase the competitiveness of these sites, as seen for methyl
decanoate in [258]. In unsaturated biodiesel compounds, H-abstraction from allylic and
bisallylic sites is strongly favoured [233].
The differences in probable sites of initiation, for both saturated and unsaturated
fatty acid alkyl esters, also affect the location, likelihood and products of subsequent
decompositions by β-scission – becoming increasingly important as temperatures increase;
for example, β-scission to form methyl acrylate (C4H6O2, or C3:1), following H-abstraction
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from the α-carbonyl site, is of relatively minor importance at lower temperatures [261] but
is highly significant once O2 addition becomes thermodynamically unfavourable [260, 262].
Following O2 addition to R, radicals formed via abstraction from sites along the main
alkyl chain proceed much the same way as those formed from alkanes or alkenes. O2
addition to an R radical formed via H-abstraction from a bisallylic site forms an even less
stable ROO adduct than O2 addition to an allylic alkyl radical [233]. For ROO radicals
initiated by abstraction from sites within the alcohol moiety, ROO to QOOH isomerisation
may progress through a 7- or 8-membered transition state including the ester group; such
a ring is slightly more highly strained and hence isomerisation is less facile than would
ordinarily be the case [263]. Evidence for the latter reaction has been observed, based
on the presence of 5-membered ring cyclic ethers (which form following isomerisation to
QOOH through a 7-membered ring state) with the ester group within the ring, found in
the oxidation products of methyl palmitate [264] and methyl decanoate [263]. However,
experimental results also indicate that the current models overpredict the quantity of
cyclic ethers based on hydrogen abstractions from all sites around the ester function [263].
Overall, the oxidation models seem to predict similar low temperature reactivity for
methyl esters and n-alkanes of closely equivalent size. Herbinet et al [265] report slightly
higher conversion of n-hexadecane compared to a range of saturated methyl esters (from
methyl decanoate to methyl stearate) at the lowest temperatures, but slightly lower con-
version of n-hexadecane through the negative temperature coefficient zone, as seen in
Figure 2.28.
promoting the formation of radicals via reactions that are already
included in the primary mechanism (similar to Ref. [150] for
alkanes).
The performance of the MD model has been previously
demonstrated by Glaude et al. [153] and model validation was
achieved by Herbinet et al. [213] against the JSR experiments
related to the MP species [194]. Very good predictions of the MP
fuel reactivity and mole fraction profiles of most reaction products
have been observed. In addition, as previously described for the MD
species, predictions obtained for MP fuel were of the same level of
agreement compared to experiments as those performed by
Westbrook et al. [145], although both models are based on the same
general departure (Section 3.2) but different generation approaches
(Section 3.1.1). In addition to model validation, Herbinet et al. [213]
compared the c mbustion properties f the selected methyl esters
by individually simulating JSR oxidation of each fuel (Fig. 18).
Moreover, to focus the comparison onto the molecular structure of
the fuels, the inlet mole fractions were calculated to maintain a
constant carbon content of each reacting mixture. All selected
methyl esters exhibited similar conversion curves with an S shape
because of the NTC (observed at 780 K, Fig. 18). In this region, the
reactivity of the methyl esters increased when the length of the
aliphatic main chains increased (from C10- to C18-methyl ester).
Furthermore, the reactivity of n-hexadecane (also simulated by
Herbinet et al. [213]) appeared to align the r activity of the methyl
esters with however a lower conversion in the NTC region and a
slightly larger conversion at lower temperatures (below 750 K).
Hence, Herbinet et al. [213] concluded that large n-alkanes, such as
n-hexadecane, could be good surrogates for reproducing the overall
reactivity of large methyl esters (as confirmed by Dag ut et al. [197]
in next Section 3.4.7) with an important gain in computation time.
Nevertheless, n-alkanes could not account for the formation of
specific products, such as saturated esters or cyclic ethers with an
ester function. Nevertheless, a mid-sized methyl ester, such as
methyl decanoate, predicts th reactivity and molar frac ions of
most species fairly well with a substantial decrease in computa-
tional time and would be a good compromise as a biodiesel sur-
rogate. Also, actual FAME components involve species with C]C
double bonds that induce specific changes in the combustion
properties, as discus ed previously [145]. A though Bax et l. [195]
experimentally observed with MO fuel that the presence of a single
C]C double bond in the middle of the aliphatic main chain had
little effect on the reactivity of large molecules, this feature should
not be observed for FAME with more embedded
C]C d ubl bonds, such as MLO (and MLN according to We tbrook
et al. [145]). Therefore, one might conclude that an optimal bio-
diesel surrogate and optimal kinetic model would be selected
depending on the objectives and applications.
3.4.7. Oxidation of rapeseed and soybean oil methyl esters
Pedersen et al. [239] performed a qualitative study of the species
formed during the oxidation of rapeseed oil and RME in a stainless
steel tubular reactor at 823 K. GCeMS analysis of the two fuel
gaseous emissions led the authors to conclude that rapeseed oil and
RME react in a similar way during oxidation regarding the formation
of hydrocarbons (1-alkenes, dienes, and benzene). Nevertheless, the
authors observed that rapeseed oil oxidation produced high
amounts of acrolein and other aldehydes, whereas RME oxidation
produced significant amounts of methyl acrylate (methyl-2-
propenoate) and other unsaturated esters, including methyl-3-
butenoate, methyl-5-hexenoate, and methyl-6-heptenoate. The for-
mation of methyl-4-pentenoate was not observed.
Quantitative investigation of RME oxidation was conducted in a
JSR for the first time by Dagaut et al. [197]. The work developed by
these authors was extensively used by researchers performing ki-
netic modeling investigations to validate their detailed chemical
kinetic model on actual biodiesel oxidation experiments [142,143].
Details related to this significant experimental work are presented
here. Experiments by Dagaut et al. [197] were conducted in dilute
conditions over a wide range of temperatures (800e1400 K), under
low to moderate pressures (1e10 atm), and for various equivalence
ratios and residence times (Table 4). Analysis of the mole fractions
for measured species led the authors to observe a strong similarity
be ween oxidation of RME and oxidation of large n-alkanes. The
experimental species profiles were compared with computed mole
fractions from a mechanism previously developed for the oxidation
of n-hexadecane (nC16), which consisted of 225 species and 1841
reversible reactions [215] (Table 5). The agreement was shown to be
satisfactory, and n-hexadecane appeared to be a good surrogate for
RME under the investigated conditions. However, as it can be ex-
pected at this stage of the review, the nC16 mechanism was unable
to predict the early production of CO2 that was observed in the
experiments. According to assumptions reported by Szybist et al.
[186,187], Dagaut et al. [197] suggested reactions responsible for
this phenomenon but without giving further mechanistic
considerations
CnHm(C]O)OCH3/ CnHm(C]O)O þ  CH3 (1)
CnHm(C]O)O / Cn"1Hm"2CH2 þ CO2 (2)
Later, Dagaut and Gaïl [200] investigated the oxidation of a
blend of RME and kerosene Jet-A1 (20/80 mol mol"1) in a JSR. As far
as the scope of this review with biodiesel fuels, only results related
to RME oxidation will be reported. Experiments that were per-
formed over a wide temperature range (740e1200 K) at 10 atm for
various equivalence ratios and a constant residence time (Table 4)
revealed the formation of monounsaturated methyl esters with a
C]C double bond at the extremity of the aliphatic main chain
(methyl-2-propenoate, methyl-3-butenoate, methyl-4-pentenoate,
and methyl-5-hexenoate).
More recently, Golovitchev and Yang [216] developed an RME
combustion model for internal combustion engine applications. By
assigning methyl linoleate (C19H34O2) as model molecule for RME
(although methyl oleate might be a better choice on the basis of the
RME profile, Table 1), the authors based their RME combustion
mechanism on the global decomposition reaction
C19H34O2 þ 0.5 O2/ C5H10O2 þ C7H16 þ C7H8O (3)
leading to products for which detailed oxidation sub-mechanisms
were available in the literature. Species C5H10O2 representing MB
was modeled with the Fisher et al. [208] mechanism, whereas C7H16























Fig. 18. Comparison of the computed conversion of large saturated esters from methyl
decanoate up to methyl stearate and n-hexadecane in a jet-stirred reactor [213].
L. Coniglio et al. / Progress in Energy and Combustion Science 39 (2013) 340e382366
Figure 2.28: Comparison of the conversion of methyl esters from C11 to C19 and n-hexadecane
in a jet-stirred reactor [265].
Some possible differences in the pathway to branching are illustrated by Figure 2.29
[263]. Most significant is an apparent increase in the rate of formation of cyclic ethers
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from the QOOH radical (HOOC11H20O2), and consequently reduced formation of the
ketohydroperoxides which provide chain branching. This could plausibly provide some
explanation for the lower reported cetane numbers of methyl esters compared to n-alkanes,
discussed in Section 2.1.4.10. However, since larger amounts of cyclic ethers have been
observed in the oxidation of n-hexadecane compared to methyl palmitate [264], this may
not be a hypothesis entirely in accordance with the experimental results.
Models generated for methyl esters from C7 to C11 showed that
these species have close reactivities under similar conditions,
meaning that the size of the alkyl chain has almost no influence
on the fate of the largest species. This study also showed that the
ester group has very little influence on the reactivity of large es-
ters and that this type of compounds react very similar to n-
alkanes.
The modifications of the program EXGAS, made in order to
handle methyl esters and to prove the ability of the generated
models to correctly reproduce data about the oxidation of C7,
C8, and C11 methyl esters, open important perspectives in terms
of modeling of larger compounds, such as methyl palmitate and
methyl stearate, more representative of those actually present in
biofuels.
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Fig. 10. Oxidation of methyl heptanoate in a jet-stirred reactor: comparison of the model with the experimental results obtained by Dayma et al. [17] (pressure: 10 atm,
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Fig. 11. Flow rate analyses for the oxidation of methyl decanoate (C11H22O2) and n-decane (C10H22) in a jet-stirred reactor under the same conditions as the methyl decanoate
experiments at 650 K.
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Figure 2.29: Flow rate analyses for the oxidation of methyl decanoate (C11H22O2) and n-decane
(C10H22) in a jet-stirred reactor; 650 K, 1.06 bar, φ = 1, inlet fuel mole fraction of 0.0021 and
residence time f 1.5 seconds [263].
Although the modelling lite ature d es no currently appear to offer a y efinitiv
explanation for the lower cetane number of alkyl esters relative to their equivalent n-
alkanes (except for the smallest examples [266], where the explanations are not necessarily
scalable to actual biodi sel constituents), he discussion i Section 2.2.2.2 opefully makes
plain why the cetane number of biodiesel is typically higher than that of petrodiesel –
i.e. the relative lack of branching, ring structures and aromaticity in biodiesel – and what
factors determine whether or not this will be the case in practice; for example, a more
highly unsaturated biodiesel, whose molecules contain more double bonds will be likely to
have a lower CN, whilst a low aromatic content petrodiesel, on the other hand, will be
likely to have a higher CN.
2.2.3 PARTICULATE
2.2.3.1 DEFINITION
Eastwood [267] defines particulate as all emissions from a combustor which deposit on a
filter, and further divides the category into five more specific classes, three of them volatile
– the sulphate fraction, nitrate fraction and organic fraction – and two of them non-volatile
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– the carbonaceous and ash fractions. The first division, of volatility, differentiates the
portion of deposits that will evaporate when heated, from those that won’t; the latter are
generally formed within the combustor itself, the former adhere to existing particles or
condense subsequent to the end of combustion (i.e. in the exhaust system). Particulate is
also commonly divided according to solubility (in dichloromethane), rather than volatility,
but although the volatile and soluble fractions include largely the same components, some
of the volatile species are insoluble, and so the volatile fraction is generally slightly larger
[268].
The volatile sulphate fraction is comprised mostly of sulphuric acid (H2SO4) and asso-
ciated water, the nitrate fraction primarily of nitric acid (HNO3), and the organic fraction
refers to any of a wide range of condensed species that may either be original constituents
of the fuel or lubricating oil (alkanes, aromatics, esters, etc.) or intermediate remnants of
incomplete combustion (aldehydes, ketones, ethers, etc.). The non-volatile ash fraction is
a collection of inorganic compounds, mostly metals, and the carbonaceous fraction is the
solid black matter that gives smoke its colour, being made mostly of carbon and roughly
approximated at eight parts carbon to one part hydrogen (on a molecular basis, i.e. C8H)
[267, 269].
There are a variety of size categorisations applied to particulate; it is common to talk
about nucleation (Dp (particle diameter) < 50 nm), accumulation (50 nm < Dp < 1000
nm) and coarse (Dp < 1000 nm) mode particles, because these groupings represent the
trimodal lognormal distribution that mass weighted particle concentrations tend to follow
[270]. Other classifications include PM10 (Dp < 10 µm), PM2.5 (also called fine particles,
Dp < 2.5 µm), ultrafine particles (Dp < 100 nm) and nanoparticles (Dp < 50 nm). All of
these are shown, along with an example of mass and number weighted size distributions
from a diesel engine, in Figure 2.30 [270].
2.2.3.2 MOTIVATION OF INTEREST
Particulate emissions have detrimental environmental and health effects, making them
a serious cause for concern [271]. Unlike pollutants such as CO2 and NOx, which are
ecologically undesirable but are not necessarily an engineering problem, per se, particulate
formation is evidence of inefficient combustion and can exacerbate maintenance issues
(for instance, by contamination of the lubricating oil, leading to abrasion [272–274], and
reduced pumpability as a result of increased oil viscosity [275]). The fact that particulate
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Figure 2.30: Example of a diesel engine exhaust particle size distribution with both mass and
number weightings shown [270].
is associated with both political and technical disadvantages makes knowledge relating to
its formation and abatement an attractive strategic research focus [276].
The presence of soot particles in the atmosphere, or deposited on the Earth’s surface
(in snow or sea ice, for instance [277]), alters the planetary albedo; that is, the global mean
planetary reflectance, or the proportion of solar radiation incident upon the Earth which
is reflected or scattered back into space without absorption (this value is estimated at
approximately 30–34%) [278]. The extent to which an aerosol or contaminant affects the
albedo depends upon the extent to which it scatters or absorbs radiation, and therefore
soot, being darkly coloured, decreases mean reflectance and contributes to global warming
[279–281]. Additionally, because soot radiates heat to its surrounding air, it reduces
relative humidity and therefore cloudiness [282]; and, of course, soot inclusion in snow and
ice, has both an immediate darkening effect, and the resulting longer-term consequence
that the snow and ice warms and melts more readily in sunlight, and may eventually
disappear entirely, further reducing the reflectance ratio of the planet. It is suggested that
black carbon emissions make the second largest contribution to global warming, after CO2
[283]. By absorbing light on its way to the surface, soot may also make the world dimmer,
in some regions by as much as 10% [283].
Increased daily concentrations of fine particulate have been consistently linked to in-
creased rates of mortality and higher hospital admissions [284, 285]. In the short term,
existing respiratory and cardiovascular problems can be made worse by inhalation of air-
borne soot, and long term exposure may cause cancer, diseases of the heart and lungs,
and can stunt lung development in children [286].
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Some studies have found that carbon black alone doesn’t cause an inflammatory re-
sponse when inhaled, suggesting that it is the organic compounds that soot transports into
the body (and possible interactions between these compounds and metallic elements also
contained in particulate) that cause inflammation [286]. However, it has been indicated
elsewhere that certain inflammatory responses see greater expression under exposure to
diesel soot stripped of its organic fraction, than they do when exposed to either the organic
fraction itself, or to carbon black, implying that it is not only the organic compounds, but
the surface properties and shape of soot that affect its toxicity [287]. Polycyclic aromatic
hydrocarbons (PAH) and other adsorbed organic species can transfer directly from a parti-
cle to a cell membrane, without the particle itself being uptaken [288, 289]; although there
is some variation in opinion, it has been found that even very small ultrafine particles
do not themselves pass into systemic circulation [290]. Ultrafine particles are, however,
able to penetrate more deeply into the lungs, and have more damaging health effects as a
consequence of their ability to enter into the interstitium [291].
In addition to the chemicals of which a soot particle is natively comprised, species that
can be generated by (or formed by the body in response to) particulate are also important
[286]. In particular, the production of reactive oxygen species (ROS), like peroxides and
hydroxyl radicals, is induced by the presence of soot both in vivo and in vitro [292, 293],
and these species put oxidative stress on living cells [294]. A large proportion of the
pathways leading to the formation of ROS are dependent upon the trace quantities of
transition metals found in soot from diesel engines, and where these metals are absent (or
significantly less abundant, in soot from flames, for example) ROS generation is reduced
– although not entirely nullified [295]. ROS may result from the metabolism of PAH
[293], but the presence of large quantities of quinoid radicals in soot has been put forward
as the most significant factor [286]. These quinoid radicals can, by a process of redox
cycling, repeatedly generate ROS whilst being regenerated by other reducing agents [296];
hence, simultaneously promoting oxidative attack and depleting the antioxidants required
to assuage oxidation.
2.2.3.3 MECHANISMS OF FORMATION
In the following sections, it is primarily the formation of soot, or the carbonaceous fraction
of particulate, that is discussed. The treatment of the subject is general; the specificities
of soot formation within a diesel engine are included in the broader description of diesel
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combustion provided in Section 2.2.6. However, some reference to the exhaust process is
made in the final section (Section 2.2.3.3.5), in order to incorporate details relevant to the
volatile fraction of particulate, and the effects of cooling and dilution on the development
of particulate as a whole.
Soot forms, develops and is consumed by the following set of processes [297]:
1. Fuel decomposition and precursor formation.
2. Nucleation or inception of particles from PAHs.




Although it is conceptually useful to consider these steps in sequence (as a descrip-
tion of the evolution of an individual soot particle), in any practical combustion system
they will be to some extent coincident, with the degree of spatial and temporal separa-
tion depending upon the type of combustor; a laminar diffusion flame occupies the most
sequential extreme, a well-stirred reactor the least [298].
2.2.3.3.1 PRECURSOR FORMATION
In the presence of sufficient oxygen, fuel hydrocarbons will undergo division into progres-
sively smaller intermediate compounds, before complete conversion to CO2 and H2O. The
early stages of fuel oxidation have been described in Section 2.2.2. Where temperatures
are high enough to facilitate reaction but the requisite oxygen is unavailable, the small
hydrocarbons formed by scission of larger species can instead react with one another, to
form mono- and bicyclic aromatic molecules, which subsequently grow to form polycyclic
compounds of increasing molecular weight. The varieties of hydrocarbon formed from the
decomposition of a fuel depend upon environmental factors like temperature and oxygen
availability, but also upon the chemistry of the fuel itself. The presence of features like
double and triple bonds, or cyclic and aromatic structures, alters bond strengths within a
molecule (as seen in Figure 2.23) and shifts the preferential sites of hydrogen abstraction
(and subsequent β-scission), and unimolecular dissociation [276]. Consequently, the pro-
portions and quantities of the different soot precursors which are generated is altered by
the chemistry of the fuel, and hence the rate at which the processes of soot inception and
growth proceed is also affected.
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It is the formation – or, when using fuels containing aromatic species, the addition [276]
– of the first ring structures that is considered to be the rate controlling element in the
soot formation process; this is because the growth steps of the large polycyclic molecules
which lead to soot nucleation are far more rapid than the production of the first aromatic
rings [299]. Additionally, it is the rate of initial ring formation that is most significantly
affected by changes to the fuel. That is to say, fuel chemistry affects the pathways of
fuel decomposition, these pathways determine the concentrations and varieties of resulting
breakdown products, and the types of breakdown products available influences the relative
importance of the different routes by which aromatics may ultimately be generated [300].
Figure 2.31 [276] shows a variety of reactions forming one- and two-ringed aromatic
species from smaller hydrocarbons. These are instructive because they indicate the types
of species that are likely to be critical to the formation of soot, chart progress from the
realm of small precursors to aromatics, and show the beginnings of typical aromatic growth
processes.
Figure 2.31: Important reactions that form single- and two-ring aromatic hydrocarbons [276].
Historically, reactions involving acetylene (C2H2) seem to have been at the heart of the
proposed models of soot chemistry [297]. In Figure 2.31 (a) and (b), the first aromatic ring
forms following the reaction of C2H2 with n-C4H3 and n-C4H5. n-C4H3 and n-C4H5 may
themselves be formed by reactions involving C2H2 [301], but in the case of higher molecular
weight fuels they are more likely to be derived from fuel molecules or intermediate species
which decompose to form 1,3-butadiene (C4H5); this potentially includes any alkene whose
double bond is not terminal [302]. These reactions provide an ostensibly favourable means
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of aromatic formation, because C2H2 is always readily available in hydrocarbon flames
[276]; Frenklach refers to acetylene as “the most abundant building block” [303]. However,
it appears that, although acetylene retains a critical position in the overall soot formation
process, emphasis has shifted to other reactions with respect to initial ring formation [304]
– specifically, Miller et al [305] identify the reactions depicted in Figure 2.31 (c), (d) and
(i) as being probably the most important.
The propargyl radical (C3H3) is important because it is readily formed and relatively
stable at high temperatures [306]. These properties are a consequence of electron delocali-
sation; i.e. propargyl is a resonantly stabilised free radical (RSFR), as are allyl (C3H5), cy-
clopentadienyl (C5H5) and benzyl (C7H7) radicals. Formation rates of RSFRs are higher,
because hydrocarbons preferentially decompose to resonantly stabilised configurations, as
bond dissociation energy is negatively correlated with the stability of the resulting radical
[240], making reactions leading to the formation of RSFRs particularly facile. For related
reasons, RSFRs react slowly and form only relatively weak bonds with stable molecules
like O2, leading to low rates of destruction [276, 305]. The combination of high formation
rates and low consumption rates inevitably leads to the possible accumulation of relatively
high concentrations of C3H3 (and other RSFRs).
While n-C4H3 and n-C4H5 are not resonantly stabilised, their isomers i-C4H3 and i-
C4H5 are, which may mean that the concentrations of the n- isomers are relatively low,
therefore rendering the reactions depicted in Figure 2.31 (a) and (b) somewhat less im-
portant [307]. However, other investigators [303] contend that this is dependent upon the
difference in stability between the n- and i- isomers, and, based on lower estimates of the
difference, the reactions in Figures 2.31 (a) and (b) may still be significant. Alternatively,
it has been proposed that, although the reaction between i-C4H5 and C2H2 is slower than
that involving n-C4H5, greater quantities of the former isomer may make its reaction with
acetylene an important contributor to the formation of aromatics [308]. However, even if
concentrations of i-C4H5 are high, it is expected to react quickly with H to form propargyl
and a methyl radical, which may limit the quantities of benzene that are formed from it,
via addition of C2H2 [309].
Propargyl recombination, as seen in Figure 2.31 (c), is the simplest RSFR + RSFR
reaction, directly forming a non-cyclic C6H6 product, which can undergo rapid sequences
of isomerisation to form more stable aromatic C6H6 species including benzene and fulvene
[310]. This is thought to be the most important reaction in the cyclisation process in the
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majority of flames [311]. The reaction of propargyl with allyl, shown in Figure 2.31 (d),
is given secondary status, and proceeds through non-cyclic and cyclic intermediates to
form fulvene, which can be converted to benzene by H-atom assisted isomerisation [311].
Propargyl can be formed by the reaction of methylene (CH2) and acetylene (C2H2), and
by hydrogen abstraction from the C3H4 isomers propyne and allene [306], but when using
larger hydrocarbon fuels it is primarily produced by the latter process [312]. Since the
majority of C3H4 species form from the allyl radical (C3H5), it follows that most extant
C3H3 is also formed through C3H5, and the importance of allyl in the soot formation pro-
cess becomes clear. This explanation is aided by Figure 2.32 [313], which shows reaction
pathways in an n-butane flame. Although the chemistry of n-butane itself is not repre-
sentative of a typical diesel fuel, the allyl radical is formed directly from the unimolecular
decomposition of most 1-alkenes [302], and 1-alkenes are the most common decomposition
product of alkyl radicals at temperatures above 900–1000 K [236].
Figure 2.32: Reaction flux/pathway diagrams for the two important reaction sequences leading
to reaction intermediates and combustion by-products that occur in an n-butane-oxygen-argon
flame. I: Pathways initiated by hydrogen abstraction from a secondary carbon. II: Pathways
initiated by H-abstraction from a primary carbon (down) or unimolecular decomposition (left and
right). Resonantly stabilised free radicals italicised and inset, arrow thickness represents relative
importance of pathway [313].
Reactions involving the cyclopentadienyl radical (C5H5) have also received attention,
although they are likely to be of lesser importance except in those cases where there is
the possibility of direct formation from the fuel of either the radical itself [309] or of an
alternative C5 RSFR which could subsequently be cyclised and dehydrogenated to form
C5H5 [314]. In lieu of formation from the fuel, production of the radical, or larger radicals
containing the same cyclopentadienyl moiety, via the oxidation of other aromatic species is
also possible [315, 316]. Two pathways involving C5H5 are depicted in Figure 2.31 (e) and
(i). In Figure 2.31 (e) cyclopentadienyl undergoes ring expansion following reaction with
a methyl radical. Although the methyl radical is not resonantly stabilised it is relatively
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unreactive and is therefore able to accumulate in significant quantities [276]. It is also
possible for the bicyclic aromatic naphthalene (C10H8) to form from the reaction of two
cyclopentadienyl radicals, as seen in Figure 2.31 (i), and by similar pathways ring addition
to larger species such as indenyl (C9H7) may occur [315, 317]. As such, this last process
can contribute to both the formation of the first aromatic rings and to further aromatic
growth.
Where fuels contain cyclohexane, the formation of benzene is possible by stepwise
radical dehydrogenation [318]. Cyclohexadiene can be converted to benzene, as in Fig-
ure 2.31 (f), by two further hydrogen abstractions [276]. However, in typical flames, where
fuel decomposition is dominated by unimolecular decomposition rather than hydrogen ab-
straction, dehydrogenation is a less significant source of aromatics [319].
2.2.3.3.2 AROMATIC GROWTH
Figure 2.31 (g) depicts the addition of acetylene to a 2-ethynlphenyl radical (C8H5) to
form naphthalene, and is an example of one stage of one version of the HACA or hydrogen
abstraction C2H2 addition mechanism of aromatic growth. A complete illustration [320]
of the same theoretical sequence from the phenyl radical (C6H5) to the naphthyl radical
(C10H7) can be seen in Figure 2.33A; in Figure 2.33B, a similar route to naphthalene
(proposed by Bittner and Howard [321]) is presented. In Figure 2.33A, the second acetylene
molecule is added to the aromatic ring, and in Figure 2.33B it adds to the end of the first
acetylene.
(A) (B)
Figure 2.33: Reaction pathways for the formation of two-ring aromatics in (A) the original
Frenklach mechanism [320] and (B) the Bittner-Howard mechanism [321].
It has been suggested [322], based on experimental results which provided evidence of
reaction pathways similar to those in Figure 2.33, that the Frenklach route (Figure 2.33A)
may be more likely to proceed by hydrogen migration around C8H7, rather than hydrogen
abstraction to form C8H5 – the intermediate seen in Figure 2.31 (g) and Figure 2.33A.
The process incorporating hydrogen migration is shown on the central path in Figure 2.34
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[323].
Figure 2.34: Reaction path diagram showing the role of H migration in the overall reaction path
from phenyl to naphthalene [323].
Following the addition of the second ring, the HACA mechanism is thought to proceed
through the type of reactions depicted in Figure 2.35, to ever larger PAH species. Possibly,
considerations relating to hydrogen migration will also have some bearing on the later
process; in principle one can see that Figure 2.35 is generally an extension of Figure 2.33A,
and that any systematic adjustment affecting the latter might apply equally to the former.
Figure 2.35: Reaction pathways for the formation of fused polycyclic aromatics [320].
Another mechanism of hydrogen abstraction and acetylene addition, proposed as an
explanation for the evolution of larger polycyclic aromatic hydrocarbons, involves Diels-
Alder reactions in a bay closure mechanism, potentially following dimerisation of smaller
PAH species [324]. This also provides an explanation for the types of PAHs observed
in flames, particularly with regards to their compactness. An illustration of the system
can be seen in Figure 2.36, with Figure 2.36A showing the bay closure mechanism, and
Figure 2.36B showing examples of PAH dimerisation, followed by subsequent bay closure.
It has been reported, however, that this process is likely to be too slow to compete with
the conventional HACA mechanisms [325].
Figure 2.31 (h) shows the reaction between two RSFRs, benzyl (C7H7) and propargyl
(C3H3) radicals, as a potential route to naphthalene. Further aromatic growth by similar
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(A) (B)
Figure 2.36: (A) The “benzogenic Diels-Alder reaction” with phenathrene (as an example) and
acetylene. (B) Examples of condensation reactions of small PAHs, followed by Diels-Alder reactions
forming the most compact PAHs [324].
additions of C3H3 to naphthyl (C10H7) and phenalenyl (C13H9) radicals have also been
proposed [326]. As mentioned in the previous section, reactions like that depicted in Fig-
ure 2.31 (i), involving cyclopentadienyl and larger PAHs containing the cyclopentadienyl
moiety, are also thought to contribute to aromatic growth [315, 317].
2.2.3.3.3 PARTICLE INCEPTION AND GROWTH
Although it is commonly understood that soot particles develop from PAH species, the
means by which the transformation occurs remains to be clarified [327]. Continuation
of the processes of aromatic growth, such that a single PAH might keep on expanding
and expanding by the steady addition of precursor species, until reaching size enough to
condense, has been found to be an insufficient theoretical model to explain the size of
observed particles and the time scale of soot inception [303, 328]. The combination of
multiple PAHs is therefore a necessary consideration.
How PAH species combine is the subject of debate. Dimerisation of PAHs as small as
pyrene (C16H10), forming stacks held together by van der Waals forces, has been proposed
as a possible first step in the nucleation of soot [328]. Collisions between these dimers
and other PAH species could lead to the formation of trimers, tetramers, etc., chemical
growth reactions would simultaneously continue the expansion of each PAH sheet within
the stack/cluster, and subsequent collisions would continue to increase the size of the body
until it evolved into a solid particle [303]. Although subsequent studies have suggested
that under flame conditions the dimerisation of pyrene is unlikely to be important [329],
larger PAHs, particularly those with attached aliphatic chains through which collisional
energy can be dispersed, are believed to facilitate dimerisation and the growth of clusters
[330, 331]. Differences in the structure and functionalisation of a PAH may also contribute
to localised π-electronic states, which induce radical characteristics and can increase the
strength of the binding forces holding dimers together [332]. Another suggestion is that
hydrogen abstraction from PAHs to produce aromatic radicals could lead to chemical
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coalescence, forming aromatic structures with aliphatic linkages [332, 333].
Nascent soot particles can continue to grow by the same types of processes as large
PAHs, colliding and reacting with surrounding gaseous hydrocarbon species [334]. How-
ever, reactions between gas phase species and PAHs within a particle are thought to be
slower than those involving gas phase PAHs, on the basis that growth species do not have
the same degree of access to the reactive sites [335]. Collisions between particles and un-
condensed PAH clusters allow the clusters to condense on particle surfaces, adding to total
particle mass whilst leaving total particle number unchanged. As the quantity of particles
within the reaction zone increases, and the individual particles grow and become less reac-
tive, condensation becomes a significant means of particle mass growth [336]. Generally,
surface growth reactions which add mass to existing nuclei are likely to be responsible
for a greater proportion of total mass growth than particle inception, although this is
dependent upon combustion conditions [267].
As the quantities of soot particles increase, collisions between them, resulting in the
formation of agglomerates, become more important; agglomeration decreases the total
particle number without affecting total particle mass. Single particles are initially approx-
imately spherical, but depending upon their size and age may possess varying degrees of
solidity [267]. For instance, younger, smaller particles may be sufficiently malleable and
yielding to permit total coalescence of multiple bodies into a single larger spherule. Older
particles, on the other hand, may have a larger solid core, with a relatively thin viscous
outer layer that allows them to stick together upon impact, but without merging into
one another. It is collisions of this second type that lead to the typical soot aggregate
morphology, seen in Figure 2.37 (image from Chapter 7). Further surface growth can
round off aggregates somewhat, continuing the increase in total particle mass, and making
differentiation between individual spherules more difficult.
It has been observed that the C/H ratio of particles increases as they mature, and that
this process of dehydrogenisation/carbonisation is associated with an increasingly orderly,
graphitic structural arrangement [297, 337]. In part, this can be attributed to the growth
of the PAHs within the particulate [337, 338]; as PAHs grow, their C/H ratio naturally
decreases as they tend to follow the path of highest stability (related to the ‘stabilomer’
class of compact PAHs [339]), wherein the area to perimeter ratio steadily increases and
it is only at the perimeter that hydrogen atoms are bound. Beyond this, non-planar,
bent PAH structures, ranging from disorderly partial shells to highly ordered closed-shell
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Figure 2.37: Soot aggregate collected from a petrodiesel flame (image taken at a magnification
of x10000).
structures including fullerenes and carbon nanotubes can form in flames, and may contain
little or no hydrogen [337, 340, 341]. Fullerenes may be formed by reactions between
multiple PAHs, gas phase additions to PAHs and internal rearrangement [342]. However,
while these structures are known to form in flames, the high pressure environment of a
diesel engine may not be so conducive to their growth [343], although defective fullerenic
arrangements have reportedly been identified in diesel engine particulate [344].
2.2.3.3.4 OXIDATION
Unless a mixture is entirely depleted of oxygen and oxidising radicals, the process of
oxidation will run parallel to the pyrolytic processes which lead to the inception and
growth of soot. At lower temperatures, in premixed and partially premixed flames, the
oxidation of fuel is primarily initiated by hydrogen abstraction by O2, and, once the
radical pool develops and temperatures increase, oxidising radicals – particularly OH –
react rapidly with the fuel. Oxidation reduces the carbon mass available for further
growth; once a C-O bond is formed, the attached carbon is less likely to contribute to
soot formation. Within a laminar diffusion flame, oxidation occurs at the flame front
under approximately stoichiometric conditions, and reactions towards the core are driven
by the diffusion of heat and radicals, inwards [345]. At higher temperatures, unimolecular
decomposition reactions (C-C fission, β-scission) become dominant, as a means of initiation
and consumption of both fuel hydrocarbons and the intermediate species formed during
combustion. Progressively smaller alkyl radicals and alkenes are produced, and the types
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of stable, unsaturated precursor species depicted in Figure 2.31 can accumulate in high
concentrations, if not subjected to oxidative attack. Soot precursors subsequently react
with one another to form aromatic and polycyclic aromatic structures.
Most oxidation of aromatics generally occurs early in the growth process, because this
tends to be when oxygen availability is highest [303]. The oxidation of soot itself begins
at a temperature of around 1300 K. In premixed flames, oxidation and pyrolysis occur
simultaneously and hence compete. An increase in temperature increases the rate of both
oxidation and pyrolysis, but because the effect of temperature on the rate of oxidation is
larger, sooting tendency in a premixed flame declines with increasing temperature. On the
other hand, in a diffusion flame, where pyrolysis takes place within the oxygen depleted
core, an increase in temperature leads to the formation of greater quantities of soot [299].
O2 and OH are typically regarded as the main oxidants of soot, but they may vary
in relative importance and mode of action. In the near vicinity of a diffusion flame front,
for example, OH is likely to be the most abundant and effective oxidising agent, whereas
outside the flame where conditions are leaner and cooler O2 may become a more significant
consumer of soot [267, 346]. Because OH is the more highly reactive of the two, it may
attack soot mostly at the periphery, while less reactive O2 could penetrate further into
the porous structure of the particle and oxidise the internal regions [267].
Aspects of the internal structure of the primary particles from which soot is comprised
may also have a substantial effect on oxidation; higher oxidation rates are associated with
soot containing graphene layer planes that are smaller, more highly curved and disordered
[347]. This is because carbon atoms located on edge sites are more susceptible to oxidative
attack [267]; defect sites are also prone to oxidation [348].
Surface oxygen groups, which form primarily at the edge of the carbon layers, may
also increase the rate of oxidation, and alter the nature of the structural transformations
which occur as soot is oxidised [349]. However, it has been suggested that the amount of
oxygenated surface functional groups may be less important than the quantity of aliphatic
C-H groups [350].
In general, oxidation reduces particle mass, but partial oxidation may increase particle
number by fragmentation of agglomerates [351]. In the early stages of oxidation, the
specific surface area of soot may increase, due to increasing porosity, and the removal
of more highly ordered graphitic outer layers, exposing the more amorphous soot core
[351, 352]; such an increase in surface area might be expected to increase reactivity. Such
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changes in structure may also influence the manner in which particle size varies throughout
oxidation – internal burning, for instance, may rapidly reduce mass while leaving apparent
particle size unchanged [349].
2.2.3.3.5 EXHAUST
At the beginning of the diesel exhaust process (i.e. when the exhaust valves open), the bulk
gas temperature remains high enough for soot growth and oxidation reactions to continue,
and so the character of existing particulate matter may continue to evolve. Particulate
may be deposited upon surfaces within the exhaust system, and re-entrained into the
exhaust flow following a later cycle. Deposits may build-up before becoming dislodged,
and such build-up within the exhaust system is thought to be the source of the larger
coarse mode of particulate emissions [267].
As the temperature drops, volatile species within the exhaust condense, adhering to
existing particulate, or forming new nucleation mode particles [267]. Condensing species
may be absorbed by, or adsorbed onto, existing particles (initially comprised of non-volatile
carbon and ash), driving particle growth. Where the initial concentration of particles is
lower, nucleation of new particles from volatile species is favourable; this means that
emissions of nanoparticles may increase as soot emissions decline (i.e. lower particulate
mass emissions may be associated with higher particulate number emissions) [353, 354].
Of the nanoparticles emitted from a diesel engine, upwards of 90% may form from volatile
compounds during exhaust dilution [353].
Of the volatile fraction, the quantity of sulphates is primarily determined by fuel-bound
sulphur content (sulphur compounds in lubricating oil make a far smaller contribution
to particulate emissions [355]), while organics may be derived from both the fuel and
lubricating oil, ranging from the heaviest products of pyrolysis (PAHs), to the lightest
compounds which do not fall instead under the category of hydrocarbon emissions (see
Section 2.2.5.1).
Nucleation is expected to begin where hot exhaust and cold dilution air meet [356],
that is, essentially at the tailpipe exit, and within a short period the particle size distri-
bution reaches approximate stability [357, 358]. It has been suggested that nucleation of
sulphuric acid and water clusters drives the formation of nucleation mode particles, with
even low-volatility organic species only condensing on nucleated cores, or accumulation
mode particulate [359]. Some reports suggest that low-volatility oxygenated hydrocar-
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bons could contribute to nucleation at lightly loaded conditions [360], and others that
nanoparticles may condense around a preformed non-volatile core [358]; a recent mod-
elling study suggests that the participation of semi-volatile organic acids accounts well for
observed nucleation and growth rates [361].
2.2.3.4 BIODIESEL AND ITS EFFECTS
The majority of the literature (around 95%) reports a decrease in particulate emissions
when a diesel engine is fuelled on biodiesel rather than petrodiesel [13]. The United States
Environmental Protection Agency reports that the use of a B100 biodiesel is associated
with an average reduction in particulate matter emissions of around 45–50%, compared
to petrodiesel [362]. For the most part, this reduction in particulate is attributable to the
absence of the highly sooting aromatic species, present at between 15–40% in a typical
petrodiesel [160], coupled with the fuel-bound oxygen content of biodiesel, at around 11%
by mass.
Fuel-bound oxygen content has been widely associated with a reduction in diesel engine
particulate emissions and smoke opacity, in-cylinder soot formation and soot concentra-
tions in jets and flames. Oxygenated hydrocarbons contain C-O bonds which may remain
intact throughout ignition and prevent the attached carbon atom from participating in
soot formation processes [259]. Superficially, it might therefore be inferred that one atom
of fuel-bound oxygen will remove one atom of fuel carbon from the potential sooting pool,
and hence reduce the sooting tendency of a molecule, Cn, to that of an equivalent unoxy-
genated fuel, Cn-1. In the case of aldehydes and ketones, for example, this is approximately
correct [156]. However, this represents a best case scenario, and the possibility of other
possible consumption pathways, elimination reactions in particular, limits the efficacy with
which fuel-bound oxygen is able to sequester carbon and reduce sooting.
Since the biodiesel ester group contains 2 oxygen atoms, ideally the sooting tendency
of a saturated methyl ester, Cn, would be equal to that of an n-alkane, Cn-2; McEnally
and Pfefferle [156] report that, in practice, a methyl ester produces comparable soot to an
n-alkane between Cn-1 and Cn-2. The reason for this less than ideal reduction in sooting is
the possibility of direct formation of CO2 from alkyl esters, whereby 2 fuel-bound oxygen
atoms only sequester one atom of fuel-carbon between them [259, 363].
The results of carbon labelling experiments suggest that the carbonyl C=O bond is
rarely broken during combustion, because the attached carbon atom makes a negligible
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contribution to soot [364, 365]. However, Westbrook et al [259] estimate that under
conditions representative of fuel-rich diesel ignition (φ = 3, P = 10 MPa, initial T =
767 K), during combustion of a biodiesel surrogate (methyl butanoate) around half of the
reaction pathways left both O atoms bonded to this single carbon – that is, led to direct
formation of CO2 from the fuel, rather than 2CO.
At higher temperatures the formation of CO2 from the fuel may occur via unimolecular
cleavage of the alkoxy C-O bond and subsequent β-scission, as seen for methyl pentanoate
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Figure 2.38: High temperature pathway for CO2 formation from methyl pentanoate (based on
diagrams in [366]).
At lower temperatures hydrogen abstractions from sites 2 and 3 carbon atoms from the
carbonyl group lead to β-scission reactions forming the COOCH3 and CH2COOCH3 rad-
icals depicted in Figures 2.39 and 2.40. The COOCH3 radical can break down into either
CO2 + CH3 (as in Figure 2.39) or CO + CH3O, but the former products are more likely
[367, 368]. The CH2OOCH3 radical can progress in a variety of ways [366], with particular
importance ascribed to the pathway involving O2 addition and subsequent isomerisations,
forming the OCHO radical, which decomposes to form CO2 + H (as in Figure 2.40) [369].
The same route to OCHO and hence CO2 is possible following initial hydrogen abstraction
from the α-carbonyl site, although the pathway may not be preferable in radicals possess-
ing alternative sites for internal hydrogen abstraction (other than the primary carbon in
the alcohol moiety, as in CH2OOCH3 in Figure 2.40) [370]. Another important source
of CO2 derived from fuel-bound oxygen is HOCHO, formed via the addition of OH to
formaldehyde [369].
Given that a typical biodiesel contains, on average, approximately C18–C19 methyl
esters, whereas a typical petrodiesel contains, on average, C14–C15 hydrocarbon species, it
is apparent that the sequestration of 1 or 2 carbon atoms by fuel-bound oxygen is not, on
its own, sufficient to explain the reduction in particulate which is observed when fuelling












































Figure 2.39: Low temperature pathway for CO2 formation from methyl pentanoate, via the
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Figure 2.40: Low temperature pathway for CO2 formation from methyl pentanoate, via the
CH2OOCH3 and OCHO radicals (based on diagrams in [366] and [369]).
potential of a saturated C18–C19 methyl ester to that of an equivalent C16–C17 n-alkane.
Of course, it is unrealistic to discuss biodiesel as if it were comprised solely of long-chain
saturated species, and equally n-alkanes are not a suitable representative of petrodiesel.
Both petro- and biodiesel contain species more liable to produce soot: in biodiesel, mono-
and polyunsaturated alkyl esters have higher sooting tendencies than their saturated equiv-
alents, and in petrodiesel, the iso-alkanes, cycloalkanes, and most significantly the aro-
matic species, substantially increase sooting. This is illustrated in Figure 2.41. The soot-
ing data presented in Figure 2.41 is drawn from investigations pertaining to non-premixed
diffusion flames; to some extent, the effect of fuel properties on sooting may be different
under the partially-premixed conditions encountered in diesel combustion [259], although
the general trends are still likely to be relevant.
With regards to petrodiesel, as Figure 2.41A shows, branching increases the sooting
tendency of a molecule such that, for example, a 2-methyl analogue, Cn (which Farrell
et al [160] reports to be the most common variety of iso-alkane in a typical petrodiesel),
yields soot at a level approximately equivalent to that of an n-alkane, Cn+1. An alkyl-
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Figure 2.41: (A) Yield sooting indices for n-alkanes, iso-alkanes, cycloalkanes, alkenes and methyl
esters as a function of carbon number (data from [156], available at [371]). (B) Threshold sooting
indices for n-alkanes, iso-alkanes, cycloalkanes, n-alkenes and aromatics as a function of carbon
number (data from [372]). Note that all iso-alkanes values are for 2-methyl analogues, cycloalkane
values are for cyclohexane and alkyl-cyclohexanes, alkenes are average values for all available Cn
n-alkenes at source, and methyl ester values are for saturated species.
cyclohexane, Cn, soots at a level tending to somewhat exceed that of an n-alkane, Cn+2.
However, as Figure 2.41B makes clear, the level of sooting associated with aromatic species
is so high that differences between the other species become comparatively minor.
Aromatic species are associated with high sooting in both premixed and diffusion
flames [299]. Reflecting upon Section 2.2.3.3.1, it is easy to imagine why this should be
the case; when burning non-aromatic fuels, the formation of the first aromatic rings is the
rate controlling step in soot formation, but when aromatics are already present in the fuel
the importance of this relatively slow first stage is reduced.
With regards to biodiesel, the presence of a single double bond is seen in Figure 2.41A
to increase the sooting tendency of a molecule, such that an n-alkene, Cn, has a sooting
tendency in excess of that of an n-alkane, Cn+2. The results of Das et al [373], looking
specifically at the effect of unsaturation on the sooting tendency of C4–C7 alkyl esters, are
not entirely consistent with this, but in general confirm that an unsaturated alkyl ester is
likely to soot more than a saturated one, and may in some cases soot as much or more than
an equivalent n-alkane; a lot hinges on the position of the double bond. Feng et al [374]
report significantly higher soot volume fractions in flames of unsaturated methyl esters,
compared to their saturated equivalents. Sooting tendency also increases with the length
of alcohol moiety, due to the facilitation of six-centre elimination reactions by which small
unsaturated hydrocarbons can be formed directly [156].
The lack of highly sooting aromatic species and the sequestration of fuel-carbon by
fuel-bound oxygen are certainly a significant part of the explanation for reduced soot
formation when fuelling on biodiesel and other oxygenated fuels. However, in a practical
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combustion device, like a diesel engine, other factors may also contribute. In engine tests,
Knothe et al [375] found that methyl palmitate (C17H34O2) produced significantly less
soot, not only than hexadecane (C16H34), but also than dodecane (C12H26). On the basis
of Figure 2.41A (and consistent with the proposed carbon sequestration mechanism [259]),
the expectation might be that a pure C16 n-alkane would soot slightly more than a C17
methyl ester, but a C12 n-alkane, like dodecane, should soot considerably less than either.
Many of the factors which effect levels of sooting within a diesel engine are related to
mixing processes and the complex phenomena associated with the lifted jet; these aspects
are dealt with more thoroughly in Section 2.2.6. The ignition quality of a fuel affects
the initial mixing time (viz. the ignition delay), and hence the amount of fuel consumed
in the premixed combustion phase. Fuels with reduced ignition quality and prolonged
mixing times consequently combust under more highly premixed conditions, and this is
associated with a reduction in sooting (as will be seen in Chapter 5). Ignition quality
is also generally correlated with the lift-off length of the diesel jet, with lower ignition
quality fuels tending to have longer lift-off lengths, and hence entraining more in-cylinder
air into the fuel-rich core of the jet [376, 377]. Given that dodecane has a lower cetane
number than methyl palmitate (making reference again to [375]), and is therefore likely
to have both a longer ignition delay, which increases initial premixing, and a longer lift-off
length, which increases air entrainment into the core of the jet, this does not explain the
observation that particulate matter emissions when fuelling a diesel engine on dodecane
exceed those when fuelling on methyl palmitate – in fact, it tends to suggest that mixing
conditions would favour dodecane in terms of soot reduction.
However, due to the fuel-bound oxygen content of biodiesel, it effectively has a head
start over petrodiesel and other unoxygenated fuels in terms of mixing, with a greater
proportion of the stoichiometric oxygen required for complete combustion available for a
given degree of air entrainment. As a result, partially-premixed fuel-rich reactions within
the core of the diesel jet consume biodiesel more completely, and restrict soot formation
more exclusively to the centre of the jet, where equivalence ratios remain high enough to
facilitate soot formation [378].
Following the fuel-rich premixed ignition of n-heptane at an equivalence ratio of 4
(which Dec [379] suggests is representative of diesel ignition within the standing premixed
reaction zone), Curran et al [380] estimate that 22% of fuel-carbon would be converted
to soot precursor species. However, at an equivalence ratio of 2, the calculated formation
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of soot precursors was reportedly negligible – consistent with the approximate negation
of soot incandescence observed under comparable mixing conditions [381]. Petrodiesel
attains an oxygen equivalence ratio (φΩ, see [382]) of 4 at an air:fuel ratio (AFR) of
around 3.5:1. Due to its fuel-bound oxygen and lower stoichiometric air requirement, at
the same AFR a typical biodiesel is mixed to an oxygen equivalence ratio closer to 3 (this
point is clarified graphically later, in Section 2.3.5).
Cheng et al [383] attribute the reduction in sooting with increasing fuel-bound oxygen
addition to increased concentrations of O, OH and HCO radicals within the flame. Inside
the premixed reaction zone, these radicals oxidise carbon and prevent it from contributing
to the formation of soot precursors, and further downstream, increased radical populations
– of OH in particular – inhibit the growth of aromatic and polycyclic aromatic species.
Chen et al [384] report a reduction in all precursor species with the addition of oxygenates
to a premixed n-heptane flame.
In a diesel engine, soot emissions are strongly influenced by the efficacy of the burnout
process, with most soot generally being destroyed prior to exhaust [267, 385]. Hence,
the possible effects of biodiesel, and fuel oxygenation in general, on soot oxidation and
reactivity may also be significant. It has been reported that biodiesel soot is more reactive
than that produced when fuelling on petrodiesel, and a variety of hypotheses have been
put forward to explain this [386]. Song et al [349] reported capsule-type oxidation of
biodiesel soot, depicted in Figure 2.42. Lapuerta et al [386] suggest that this may be
because the smaller size of biodiesel primary particles means that carbon layers on the
surface of the particles are more stretched, making them more likely to break into smaller
parts, facilitating internal burning; smaller primary particle sizes also increase reactivity by
increasing the specific surface area available for oxidative attack. Other explanations focus
on the increased tortuosity of biodiesel soot, which increases the availability of edge-site
carbon atoms for oxidation [387]. A possible explanation for increased tortuosity is greater
inclusion of C5 ring-structures into the soot nanostructure, generating curvature; because
formation of C5 rings is dependent upon partial oxidation, addition of biodiesel to a fuel
blend may increase this effect, up to a point [388]. Some authors [349] have suggested that
greater surface oxygen functionality of biodiesel soot is an important factor, but others
attribute less significance to this aspect [387].
When fuelling on biodiesel, although reductions in smoke and particle mass emissions
are commonly observed, this is frequently accompanied by a larger soluble organic fraction
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Fig. 5. Simplified oxidation progression model for B100 soot.
and on a diesel engine bench [38,39]. Thermal re-
generation was achieved with air by using batch
heating with electric power. The result showed that
biodiesel greatly reduces the interval of active regen-
eration compared to that of the base diesel fuel, im-
plying an enhancement of regeneration. However, the
mechanism by which biodiesel enhances regeneration
was attributed to the residual impurity of potassium
methoxide (CH3OK) acting as an oxidation catalyst
from the biodiesel fuel, since a catalyst (KOH) was
used in the transesterification process of biodiesel
production. Along with oxygen content of the B100
in this study, the catalyst impurities in B100 should
be considered for their effect on particulate reactivity.
In the present work, no signature from potassium on
any of the soot samples was detected by EELS, which
was probably due to the amount of potassium being
below the detection limit of the apparatus. However,
the presence of this catalyst still cannot explain the
appearance of internal burning with B100 soot, since
the metal oxide is mostly coated on the outermost
surface and as a consequence catalytic oxidation pro-
ceeds from the outside in [28].
The diameter change of the primary particles in
Fig. 3b shows that B100 soot undergoes a change of
7.0 nm from initial to 75% burnoff which is the same
as the 7.0 nm change observed by Ishiguro et al. [8].
Due to the appearance of long range ordered and co-
alesced particles at 75% burnoff, the shortest width
along either side was assumed to be the diameter, as
a first approximation. Between 40 and 75% burnoff,
no significant change in morphology is observed, im-
plying no further increase in fractal number after 40%
burnoff.
3.3. Oxidation behavior of FT soot
Among the fuels considered in this study, the FT-
derived soot exhibited the slowest oxidation rate and
a substantially different oxidation mechanism than
B100 soot. As shown in Fig. 6a, low magnification
TEM images of oxidized FT soot at 75% burnoff does
not show a clear difference in morphology, compared
to B100 soot at the same level of burnoff. However,
HRTEM images at 500k in Fig. 6c and 800k in Fig. 6d
show wavy and much shorter layers (as pointed out
by the arrow in the figure) than for B100 soot at the
same 75% burnoff, indicating a lesser degree of in-
ternal burning and layer rearrangement. It should be
noted that the 105 min required to reach this extent of
burnoff for FT soot is twice as long as that for B100
soot. In Figs. 6e and 6f, the same fringe length analy-
sis as performed for B100 soot was employed for FT
soot, indicating no significant change in fringe length
from initial to 75% burnoff. FT soot at 75% burnoff
still has a shorter mean fringe length (2.1 nm) than for
B100 soot (4.5 nm) at the same burnoff.
The gradual increase in the defect band in the Ra-
man spectra in Fig. 7a and the gradual decrease in
the ratio of the graphitic peak to the other peaks in
Fig. 7b clearly supports the tendency toward a more
disordered state during oxidation. Therefore, unlike
B100 soot, FT soot has a slow and progressive shrink-
ing core-type oxidation with less indication of internal
burning even up to 75% burnoff, thereby resulting in
less layer rearrangement than B100 soot. This lesser
extent of internal burning is believed to result in less
layer rearrangement and coalescence where the wavy
layer remains unchanged. Due to the reduced internal
burning, abrupt mass loss is unlikely to take place,
Figure 2.42: Simplified oxidation progression model for biodiesel soot [349].
[375] and an increased number of smaller, nucleation mode particles [389, 390]. Given the
reported dependence of nucleation mode particulate n fuel-bound sulphur [359], this in-
crease in low diameter particles when fuelling on biodiesel (which generally contains almost
no sulphur), requir s some xpl nation. T n et al [391] offer 3 possible mechanisms. First,
reduction of accumulation mode particulate reduces the concentration of soot available for
volatile species to condense on, and hence tends to increase nucleation. Second, the lower
volatility of biodiesel may increase the size of the volatile fraction – given that the soluble
and volatile fraction are correl ted, th s is consistent with the literature [375]. Third, the
oxygen content of biodiesel may lead to a reduction in the size of mitted carbonaceous
particulate, which could consequently be small e ough to count towar s the nucleation
mode. It is also worth noting that some studies have indicated that biodiesel, or certain
biodiesel blends, m y increase the mutagenic effects of particulate relative to petrodiesel
[392, 393]; however, reduce mu agenicity has al o b en eported i many cases [394].
2.2.4 OXIDES OF NITROGEN
2.2.4.1 DEFINITION
The term oxides of nitrogen, commonly abbreviated to NOx, generally refers to the combi-
nation of nitric oxide (NO) and nitrogen dioxide (NO2), with emissions from combustion
devices under most conditions being predominantly comprised of the former [395]. How-
ever, roadside measurements suggest that the percentage of exhaust NOx comprised of
NO2 has risen significantly in recent years (from around 5–10% in 1999, to around 15–
20% in 2009), due to the increasing use of oxidation catalysts and particulate filters [396].
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NO is a clear, odourless gas, whereas NO2 has a pungent acidic odour and brownish colour
[397]. It is assumed that after exhaust all NO is eventually oxidised to NO2 and so, for
regulative purposes, when emissions are considered in terms of mass, the mass of NOx is
generally calculated as if it were all NO2 [395].
Overlapping and related to the NOx category, several other nitrogen oxides can exist
and are generated by combustion processes. Nitrous oxide (N2O) is only a very minor
exhaust constituent in most instances, but has importance as an intermediate species in
the NOx formation process [398], and as a potent greenhouse gas [399] (which may also
be generated during the production of biodiesel [400]). Nitrite (NO–2) and nitrate (NO
–
3)
ions are also present in vehicle exhaust, but in vanishingly small quantities [401]; the
majority of nitrate formation occurs in the atmosphere and plays an important role in the
atmospheric chemistry of NOx.
A wider denomination, reactive odd nitrogen, or NOy, includes NOx and also encom-
passes the many products of its oxidation in the atmosphere, largely nitric (HNO3) and
nitrous (HONO) acids, but also dinitrogen pentoxide (N2O5) and the various peroxyacyl
nitrate species (RC(O)OONO2), or PANs [278].
2.2.4.2 MOTIVATION OF INTEREST
NOx emissions cause concern amongst legislators primarily because of their contribution
to the formation of photochemical smog and acid rain [402]. Some immediate insight can
be gained into how NOx contributes to these processes by considering Figure 2.43 which
shows the boundary layer NOy system through day and night (illustration from [403],
original source unavailable). The boundary layer refers to approximately the lowest 1 km
of the troposphere, which is the portion of the atmosphere extending from the ground to
around 10–15 km altitude [278].
In the daytime, NO can react with O3 to form NO2 and molecular oxygen (O2), the
photolysis of NO2 by ultraviolet light forms NO and an oxygen atom (O), and O can then
react with O2 to form ozone (O3) through a termolecular reaction; Equations 2.12–2.14.
NO + O3 −−→ NO2 + O2 (2.12)
NO2 + hv(300nm 6 λ 6 420nm) −−→ NO + O (2.13)
O + O2 + M −−→ O3 (2.14)
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Figure 2.43: Atmospheric chemistry of nitrogen oxides in the boundary layer [403].
However, this is an incomplete description of the actual processes at play, as Fig-
ure 2.43B illustrates, particularly in polluted regions where the NOy system is profoundly
affected by interactions with the oxidation products of volatile organic compounds (VOCs),
including – but not limited to – the volatile hydrocarbons found in exhaust. Exhaust is by
no means the sole origin of such chemicals in the atmosphere; other anthropogenic VOC
sources include the evaporation of solvents, use of aerosol sprays and the production of
alcoholic beverages; biogenic sources include trees and grasses [404].
Hydrogen abstraction from volatile hydrocarbons, followed by reaction with O2, yields
alkylperoxy radicals (RO2), but while these alkylperoxy radicals can react with hydroper-
oxy radicals (HO2) or each other, they can also react with NO to form alkyl nitrates
(RONO2) or with NO2 to form peroxynitrates (RO2NO2). In the case of unsaturated
hydrocarbons, radical species can react additively with the double bond, giving products
that include nitratoalkyl peroxy radicals (CH3CH(O2)CH2ONO2) and carbonyl contain-
ing molecules. Amongst the organic compounds that form as a result of substitution and
combination reactions between the oxygen, nitrogen and carbon containing molecules de-
riving from pollutants and their products, peroxyacyl nitrates (PANs) are of particular
interest as a photochemical oxidant contributing to smog [278].
The critical point, in terms of ground-level ozone, is that, in addition to the reaction
with ozone given in Equation 2.12, NO can make the transition to NO2 by reacting with
RO2 or HO2 radicals [278]. This is important because it means that, instead of O3 being
simply created via Equation 2.12 and then consumed via Equation 2.14, NO2 formation is
supplemented by alternative pathways, effectively bypassing a proportion of the reactions
that would otherwise lead to the recycling of ozone. This leads to net ozone production,
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and causes increased tropospheric ozone concentrations [403]. Ozone is another of the
chemicals that contribute to the broader photochemical smog phenomenon.
In the nighttime system, Figure 2.43A, NO is converted to NO2 by reaction with O3,
but absent of the photolytic effect there is little reversion and concentrations of NO and
O3 are rapidly depleted [403]. The photolysis of nitrate occurs rapidly during the daytime,
and since NO–3 also reacts very readily with available NO to form 2NO2 the path through
the nitrate ion is not significant when the sun is up. However, when the sun is down and
photolysis no longer occurs, the NO2/NO ratio increases dramatically as NO2 ceases to
dissociate and NO ceases to be formed. Under these conditions (absent of both photolytic
effects and NO to react with) NO–3 endures for long enough to react with NO2 to form
dinitrogen pentoxide (N2O5). N2O5 can react with water to form 2HNO3 and usually
does so heterogeneously on the surface of a water containing aerosol. Nitric acid is also
(and primarily) formed during the daytime via NO2 reaction with the hydroxyl radical
(OH) [405]. Reactions between NO–3 and VOCs can also form NHO3. Nitric acid is highly
soluble in water, and reduces the pH of any that it is dissolved in; hence, the contribution
of NOx to acid rain.
Photochemical smog consists of several main elements, four of which have now been
introduced: NOx, VOCs, O3 and PANs. Aerosols are considered to be a constituent of
smog [269], but their genesis is not linked to NOx emissions in the same sense as that
of ozone or PANs; at any rate, the connection between fine particulate and morbidity
has been made [284]. Oxides of sulphur (SOx), primarily sulphur dioxide (SO2), are also
a smog ingredient, although less critically from vehicles than from combustors burning
sulphur-rich fuels like coal; the 1952 London ‘Great Smog’ was an example of highly
sulphurous pollution, and may have been responsible for as many as 12,000 deaths [406],
but research suggests that even low levels of atmospheric SOx may have a serious effect
on health [407].
Both NO and NO2 are considered to be toxic, but at ambient concentrations do not
pose a significant threat on their own; largely, it is the products of atmospheric NOx
chemistry that are responsible for the more considerable problems [408]. That said, there is
believed to be a link between long-term exposure to NO2 and decreased lung function, and
asthmatics and children may be more acutely affected in the short-term. An association
between NO2 and arrhythmia has also been reported [284]. Additionally, the presence of
NO2 leads to the murky brown colouring of smog and contributes to reduced visibility.
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The most serious health issues associated with ozone concern its effects upon the
respiratory system [409]; in the short-term, leading to temporary degradation of lung
function and athletic performance, decreased lung capacity, inflammation and coughing.
There is a link between short-term increases in environmental ozone concentration and
mortality [410], although the effect of ozone in this regard is apparently less pronounced
than that of PM2.5 [408]. In the long-term, increased exposure to ozone coincides with
increased risk of death from respiratory disease [411]. O3 causes considerable damage to
crops, forests and other vegetation [412], is damaging to some paints and plastics, and to
rubber [404].
Peroxyacyl nitrates, amongst which peroxyacetyl nitrate is the most common and
simplest, were unknown compounds before they were discovered in smog. PANs are highly
toxic to plants – 10–50 times more so than ozone – are potent eye irritants and are stable
enough to be transported over long distances [413]. An important point is that they can
be formed directly from aldehydes, and therefore fuels which increase aldehyde emissions,
as oxygenated fuels including biodiesel might (this is discussed further in Section 2.2.5.1),
may more readily facilitate the formation of PANs .
2.2.4.3 MECHANISMS OF FORMATION
There are several distinct mechanisms by which NO can be formed in combustion devices,
the relative contributions of which depend upon local reaction temperatures, equivalence
ratios, and fuel chemistry. Not all are thought to be of significance under diesel engine
conditions, but may have more applicability to experiments in flames [414] and will be
briefly outlined here, if only for the sake of completeness.
The thermal route to NO, described by the extended Zel’dovich mechanism, involves
the oxidation of atmospheric nitrogen, and is generally understood to be the dominant
means of NOx formation within a traditional diesel engine [415–417]. It is most impor-
tant at close to stoichiometric equivalence ratios (φ = 0.8–1), and strongly influenced by
temperature, with rates of NOx formation by the thermal route increasing dramatically
as temperature increases [398, 418]. Since nitrogen naturally occurs as the triple-bonded
N2 molecule, it is highly stable, and will not begin to react at an appreciable rate until
the temperature exceeds approximately 1800 K [345]. The Zel’dovich mechanism begins
with Equation 2.15:
N2 + O −−⇀↽− NO + N (2.15)
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Equation 2.15 is the rate controlling step, and after atomic nitrogen has been formed
it reacts rapidly with O2 in Equation 2.16:
N + O2 −−⇀↽− NO + O (2.16)
Under slightly richer conditions [419] where O2 is less abundant, nitrogen may also
react with OH radicals, in the final equation of the extended mechanism:
N + OH −−⇀↽− NO + H (2.17)
In addition to the strength of the N2 triple-bond, the temperature dependence of the
thermal mechanism is a result of the positive temperature sensitivity of the equilibrium
O atom concentration [420]. N atom concentrations are very low (a mole fraction of the
order of 10−8 is typical), and reactions consuming N proceed far more quickly than those
forming it, so the steady-state approximation is made, meaning that the variation in N over
time is quantitatively insignificant enough that it can be assumed to be equal to zero [418].
Generally, the thermal NO formation process is slow enough, relative to the oxidation of the
fuel, that equilibrium radical concentrations can be used when modelling NO production
by this pathway. However, because the equilibrium values are often many times lower than
the radical concentrations present during the initial reaction process, actual NO formation
rates may exceed those predicted, although the discrepancy is reduced as temperatures
increase [398]. When measured oxygen radical concentrations are used to predict thermal
NO formation, accuracy improves [421].
Bowman defines prompt NO as “NO that is formed at a rate faster than that calculated
from the simple equilibrium thermal NO mechanism”; super-equilibrium concentrations of
O and OH radicals during the initial reaction process are therefore considered to contribute
to prompt NO [402]. However, it has been noted in connection with flames that although
super-equilibrium concentrations of oxygen radicals are observed, they are not present
in regions of the flame hot enough to promote substantial thermal NO production [398],
emphasising the point that the location of radical species is also a critical factor.
Prompt NO contributes to total NOx formation most significantly under conditions
somewhat richer and cooler than those at which the thermal mechanism is dominant
[398]. Often synonymous with prompt NO (and also considered to be an important means
of NOx formation within diesel engines [415]), is NO formed via fuel derived hydrocarbon
radicals through pathways related to those first proposed by Fenimore [422], primarily:
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CH + N2 −−⇀↽− HCN + N (2.18)
Currently, it appears that although the suggested reactants in Equation 2.18 are cor-
rect, the more likely pathway at typical temperatures is [423]:
CH + N2 −−⇀↽− NCN + H (2.19)
This is because Equation 2.19 conserves electron spin, whereas Equation 2.18 requires
a change in spin between reactants (s = 1/2) and products (s = 3/2), and this transition
is expected to make the reaction relatively slow [305]. In terms of the NO concentrations
predicted, the effect of replacing the former reaction with the latter within larger com-
putational kinetic mechanisms is said to be small; this is because the it is the oxidation
rather than initiation steps that determine the concentrations reached [424, 425]. One re-
action directly consuming NCN at combustion temperatures, Equation 2.20, leads to the
same products as Equation 2.18 [426, 427] (indeed, there are modelling studies in which
total conversion of NCN to HCN is assumed [428]). HCN, and a range of other fixed
nitrogen species, may ultimately be oxidised to NO by pathways including those depicted
in Figure 2.44 [429].
NCN + H −−⇀↽− HCN + N (2.20)
Figure 2.44: Main reaction paths for HCN oxidation (arrow thickness represents relative impor-
tance of pathway) [429].
In simulations representative of diesel engine operating conditions (φ = 3, P = 50 atm,
T = 1200 K), Garner et al [430, 431] highlight the possible importance of a path from
acetylene, given in Equations 2.21–2.25. It has been proposed that this may have a direct
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association with the biodiesel NOx increase – this will be addressed in Section 2.3.
C2H2 + O −−⇀↽− CH2 + CO (2.21)
CH2 + H −−⇀↽− CH + H2 (2.22)
CH + N2 + M −−⇀↽− HCNN + M (2.23)
HCNN + O2 −−⇀↽− CNN + HO2 (2.24)
CNN + HO2 −−⇀↽− NO + NCO (2.25)
At similarly high pressures, reactions involving HNCN may also be important; Equa-
tion 2.26 can both produce and consume NCN, HNCN can react with O to form NO
directly, or generate other fixed nitrogen species like NH, NCO, CN and HNO (which may
be subsequently oxidised to NO via the pathways shown in Figure 2.44) [426].
HNCN + M −−⇀↽− H + NCN + M (2.26)
Additionally, Equation 2.27 is sometimes considered to be an important alternative
initiation step, increasing in influence with increasing molecular weight of the hydrocarbon
fuel [426] (although other authors suggest that it may be of less consequence [432]).
C2O + N2 −−⇀↽− NCN + CO (2.27)
Diazomethane (CH2N2) produced by reaction of CH2 radicals with molecular nitrogen
has also been proposed as a participant in the prompt NO formation process, being partic-
ularly important under lean, low pressure conditions [433, 434]. Additionally, it has been
suggested that reactions between small hydrocarbon radicals and N2O and NNH may be
a possible source of HCN in flames [435]
Certainly, N2O and NNH are often considered to be important intermediates in the
NOx formation process in their own right. N2O is an important intermediate under lean,
relatively low temperature (less than 1800 K) conditions, where super-equilibrium concen-
trations of oxygen atoms exist [436, 437]. N2O is formed by Equation 2.28 and converted
to NO by Equations 2.29–2.30.
N2 + O + M −−⇀↽− N2O + M (2.28)
N2O + O −−⇀↽− NO + NO (2.29)
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N2O + H −−⇀↽− NO + NH (2.30)
Some authors accord the N2O mechanism a degree of importance in diesel engine NOx
formation second only to the thermal mechanism [416, 417, 438], although others suggest
that its influence is less significant [415]. It is the high pressures encountered in diesel
engines that make the termolecular reaction, Equation 2.28, more important than may be
the case in flames, particularly in the burnt gases, post-combustion [438].
In regions where the concentrations of both H and O atoms are high, such as flame
fronts, the NNH mechanism may also contribute to NOx formation [436, 439, 440]. NNH
is formed by Equation 2.31 and converted to NO by Equation 2.32. However, under diesel
engine conditions, reactions forming NNH from NO rather than the other way around may
predominate [441], meaning that NNH chemistry could actually provide a means for NOx
reduction, as it does in the thermal de-NOx process [442].
N2 + H −−⇀↽− NNH (2.31)
NNH + O −−⇀↽− NO + NH (2.32)
As has been mentioned, typically the bulk of NOx emissions exist initially as NO
rather than NO2. However, particularly under cooler, more highly stratified and fuel-lean
engine operating conditions, significant proportions of NO2 can remain. NO formed in the
vicinity of the flame can be oxidised by HO2 radicals via Equation 2.33 [418, 443].
NO + HO2 −−⇀↽− NO2 + OH (2.33)
Where temperatures are high and O radicals are plentiful, reversion to NO is antici-
pated, by:
NO2 + O −−⇀↽− NO + O2 (2.34)
However, if NO2 is transported or diluted such that local conditions no longer favour
Equation 2.34, conversion back to NO does not occur. One can easily imagine that rapid
mixing and widespread cool in-cylinder regions would encourage this quenching of NO2




Hydrocarbon emissions from diesel engines range from unburned fuel and oil, up to the
high molecular weight products of pyrolysis (like polycyclic aromatic hydrocarbons), and
down to the low molecular weight products of fuel decomposition and incomplete oxidation
(including carbonyl species) [418]. However, heavier species are likely to condense during
the expansion stroke and exhaust process, either independently or on the surface of soot
particles, contributing to the volatile (or soluble) fraction of particulate matter. The
total hydrocarbons (THC) measurement includes all organic compounds whose boiling
point is low enough that they do not condense within the filtered line leading to the
measurement device; in the case of a flame ionisation detector (as was employed for THC
measurement during the bulk of the work documented in this thesis) the line and heated
filter are typically maintained at a temperature of around 191 °C [444]. This is sufficient to
allow the measurement of most unburned hydrocarbons and the products of their thermal
degradation, but not all; a useful characterisation of diesel engine hydrocarbon emissions
and their measurement is provided in Figure 2.45.
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Figure 2.45: Measurement and composition of diesel engine emissions of gaseous hydrocarbons,
the soluble organic fraction and soot (from a presentation by Horiba Automotive Test Systems
[445]).
The lighter compounds, expected to be gaseous at measurement temperatures include
alkanes, alkenes, aromatics, aldehydes and other oxygenated species, many of which are
considered to be toxic [446]. Between them, they also contribute to the formation of
tropospheric ozone and smog (as discussed in Section 2.2.4.2 and shown in Figure 2.43),
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aerosols and peroxyacyl nitrates [278].
Over-leaning is a significant cause of unburned and partially burnt fuel hydrocarbons in
diesel exhaust. During the ignition delay the injected fuel mixes with in-cylinder air until
a region of the mixture reaches a temperature and equivalence ratio suitable to facilitate
autoignition. The initial ignition sites are usually located in fuel-rich regions of the jet
[447], but further downstream and away from the jet axis the equivalence ratio is lower and
in the most peripheral regions may fall below the lean combustion limit (φ ∼ 0.3) [418].
Fuel diluted to this extent is likely to remain unburned or to be only partially oxidised,
leading to the formation of combustion intermediates like carbonyls and other oxygenates.
Undermixing of fuel that enters the combustion chamber at low velocity towards the
end of the injection event can contribute to incomplete combustion and unburned hy-
drocarbon emissions, although this contribution is minimised when employing injectors
capable of a sharper end of injection cut-off (to prevent ‘dribbling’) or having a reduced
nozzle sac volume [395, 418]. Depending upon the operating conditions, lubricating oil
may also contribute significantly to hydrocarbon emissions [448]. Under transient or low
temperature operating conditions, wall effects may also be important [449, 450].
The majority of the literature (around 95%) reports a decrease in THC emissions when
a diesel engine is fuelled on biodiesel rather than petrodiesel [13]. The United States Envi-
ronmental Protection Agency reports that the use of a B100 biodiesel is associated with an
average reduction in hydrocarbon emissions of around 65–70%, compared to petrodiesel
[362]. In part, this is because biodiesel typically has a higher cetane number and therefore
a shorter ignition delay than petrodiesel, meaning that there is less pre-ignition mixing
time within which to form over-lean regions. More rapid combustion recession following
the end of injection when operating on fuels with increased ignition quality [451] may also
have some relation to reduced hydrocarbon emissions. Under certain conditions, it has
been observed [452] that fuels with higher cetane numbers are able to combust at leaner
equivalence ratios (although the difference becomes substantially smaller at compression
ratios typical of an operational diesel engine); potentially, this factor may make some
small contribution to the correlation between ignition delay and THC emissions. Reduced
ignition delay would also tend to advance combustion, and under some conditions this
would be expected to reduce THC emissions. In practice, although a general correlation
is observed between ignition delay and THC emissions (as will be seen in Chapter 5), the
reduction in THC which is observed when fuelling on biodiesel often exceeds that which
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would be expected on the basis of reduced ignition delay alone. Reduced hydrocarbon
emissions are also reported when comparing oxygenated blends that have lower cetane
numbers with petrodiesel [453, 454].
It is plausible that the oxygen content of biodiesel might reduce THC emissions by
encouraging more complete combustion [455]; oxygen enrichment of either the fuel or the
intake air is normally associated with reduced THC emissions [456]. However, this is not
always the case and, as the data presented in Chapter 5 also demonstrates, where an
oxygenated fuel or additive possesses a lower cetane number than the petrodiesel to which
it is being compared, or a particularly high viscosity, its use may lead to an increase in
hydrocarbon emissions [457].
Some portion of the measured reduction in THC emissions when fuelling on biodiesel
may be a function of measurement technique – that is to say, greater adsorbtion of hy-
drocarbons onto particulate (as discussed in Section 2.2.3.4 biodiesel is understood to
generate particulate with a larger volatile fraction) or a greater degree of hydrocarbon
condensation prior to measurement (on account of the higher boiling range of biodiesel
compared to petrodiesel) may mean that more of the unburned biodiesel is filtered out
before it can be quantified [458, 459]. Additionally, it may be that the reduced sensitivity
of flame ionisation detectors to oxygenated compounds leads to an underestimation of
biodiesel THC [13].
Beyond these explanations, it is conceivable that a possibly slightly narrower spray
angle [460, 461] when fuelling on biodiesel may restrict the extent to which over-leaning
is able to occur during the ignition delay. Hence, the physical properties of biodiesel may
also play a role in the reduction of THC emissions. On the other hand, the increased
biodiesel liquid length, resulting largely from its higher boiling range, may be responsible
for the increased THC emissions sometimes associated with lower load, lower temperature
biodiesel operation [462, 463], by causing increased wall-wetting.
One category of hydrocarbon emissions that may be of concern with respect to the use
of biodiesel, and oxygenated fuels in general, is carbonyl species. The uptake of ethanol as
a replacement for gasoline in Brazil, for example, was initially associated with a substantial
increase in ambient aldehydes [464]. Reports on the effects of biodiesel on these species
are mixed [13]. Some studies show a general increase in carbonyl emissions when fuelling
on biodiesel [465–467], whilst others demonstrate variation dependent upon the biodiesel
feedstock [468] (also, compare [469] with [470]), and others report substantial reductions
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in carbonyls [471]. Without any obvious trend having been described, the nature and
causes of any possible change in emissions of aldehydes or ketones remain to be clarified.
2.2.5.2 CARBON MONOXIDE
Carbon monoxide (CO) is a colourless, odourless and poisonous gas, which is naturally
present in the atmosphere in low concentrations (around 100 ppb) [278, 472]. Although
CO plays a small role in the chemistry of tropospheric ozone formation [278], its potential
to damage human health is a greater cause for concern. The high affinity of haemoglobin
for CO (reportedly 240 times its affinity for O2 [472]) means that significant replacement
of oxygen in the bloodstream (as oxyhemoglobin) by carbon monoxide (as carboxyhe-
moglobin, COHb) is possible at relatively low ambient concentrations; a prediction of
COHb levels resulting from CO exposure can be seen in Figure 2.46 [473]. Although the
correlation between COHb levels and the symptoms and severity of CO poisoning is not
entirely consistent [474], details of general symptoms are included for indicative purposes
[475].
(A) (B)
Figure 2.46: (A) Carboxyhemoglobin levels for man as a function of exposure duration and of
carbon monoxide concentration determined by solving the Coburn-Forster-Kane equation [473].
(B) Symptoms commonly found with different carboxyhemoglobin levels [475].
Ostensibly, the causes of CO emissions are similar to those of unburned hydrocarbons
[476]; in-cylinder regions that are either too cool (due to over-leaning or wall-quenching),
or without sufficient oxygen to facilitate complete combustion. In practice (as will be
shown in Chapter 5), changes in operating conditions that elicit increases in CO emissions
do not necessarily cause the same change in THC emissions. This may be because factors
related to fuel-rich combustion are more influential in terms of exhaust CO than they
are in terms of THC, where the effects of over-leaning predominate. Carbon monoxide
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emissions from diesel engines are generally far less of a concern than those from gasoline
engines, because the latter operate under far richer global conditions than the former [418].
The majority of the literature (around 90%) reports a decrease in CO emissions when
a diesel engine is fuelled on biodiesel rather than petrodiesel [13]. The United States
Environmental Protection Agency reports that the use of a B100 biodiesel is associated
with an average reduction in carbon monoxide emissions of around 45–50%, compared to
petrodiesel [362]. As with THC, this can be attributed in part to the generally reduced
ignition delay of biodiesel, which permits less fuel to be diluted to equivalence ratios which
preclude the fast, high temperature reactions likely to result in complete oxidation of the
fuel. Beyond this, the oxygen content of biodiesel may encourage greater conversion of
fuel-carbon to CO2 in the fuel-rich regions of the flame, and the often faster combustion
of biodiesel (see Chapters 4 and 5) may mean that temperatures are higher following
the collapse of the diffusion flame, allowing the enduring products of incomplete fuel-rich
combustion to be more thoroughly oxidised during the expansion stroke.
2.2.5.3 CARBON DIOXIDE
Carbon dioxide (CO2) is a transparent and odourless gas, whose presence in the atmo-
sphere has increased from a pre-industrial era global mean level of around 280 ppm [278]
to around 400 ppm in 2015 [477]. Although in the very distant past atmospheric CO2 lev-
els are thought to have dramatically exceeded modern values [478], CO2 trends over the
past few million years exhibit cyclical variations between approximately 200–300 ppm (in
parallel with glacial/interglacial cycles), from which the recent rapid increase constitutes
a significant and worrying departure [479, 480].
CO2 is a greenhouse gas (GHG), which absorbs infrared radiation and hence con-
tributes to radiative forcing. Higher levels of CO2 in the atmosphere increase radiative
forcing and are therefore associated with an increase in mean global temperatures – that
is, global warming and climate change. Increased anthropogenic CO2 emissions, primarily
via the combustion of fossil fuels and other industrial processes, are considered to be the
most important driver of this phenomenon [2]. A host of detrimental effects on the physi-
cal environment (e.g. ice and snow melting, flooding and drought, extreme weather events,
rising sea levels, etc.), terrestrial and marine ecosystems (e.g. changes in the behaviour,
abundance and balance of species, etc.), as well as inevitable impacts on human systems
(e.g. reduced crop yields, food insecurity, destruction of homes, etc.), have been widely
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attributed to climate change [2]. Other environmental effects of CO2, such as acidification
of the oceans, are also highly damaging. These issues threaten to become more severe as
CO2 levels continue to rise, with potentially more catastrophic consequences looming in
the not-too-distant future.
As regards human health, CO2 is a potential asphyxiate, and excessive exposure can
cause acidosis [481]. At atmospheric concentrations it is not problematic, but it may
accumulate under certain conditions, due to poor ventilation (particularly close to the
ground, due to its relatively high density). Concentrations in excess of 2000 ppm are
necessary before physiological effects like shortness of breath are likely to be experienced
[481], but it has been reported that less elevated levels may have a detrimental effect
on decision making performance [482]. Indirect effects on health, like a reduction in the
nutritional value of certain crops, are also amongst the possible negative outcomes of
increased atmospheric CO2 [483].
Unlike the other pollutants that have been discussed, CO2 is an unavoidable product
of complete hydrocarbon oxidation, as illustrated by the idealised reaction:
CxHy + (x +
y
4




Hence, the CO2 emitted from a diesel engine when fuelling on any particular fuel is
directly related to brake specific fuel consumption (BSFC), with the vast majority of fuel-
carbon injected into the engine leaving the exhaust as CO2. However, since the relationship
between CO2 emissions and fuel consumption depends upon the weight percentage of the
fuel which is comprised of carbon, CO2 emissions per fuel unit will vary dependent upon
fuel composition. The review of Xue et al [484] finds inconsistency in the literature as
regards the change in CO2 emissions when fuelling on biodiesel. Biodiesel contains less car-
bon by mass (around 77% is typical, compared to approximately 86–88% for petrodiesel),
and hence generates less CO2 per unit of fuel consumed, but because it also has a lower
heating value, a greater mass flow rate of biodiesel is required to maintain the same power
output. In the studies documented in Chapter 5, CO2 emissions tended to be marginally
higher when fuelling on biodiesel compared to petrodiesel.
Broadly speaking, in the literature more emphasis is placed on the difference in life-
cycle carbon dioxide emissions between petro- and biodiesel, rather than exhaust CO2
concentrations. Combustion of petrodiesel restores carbon to the atmosphere which had
formerly been captured and stored within the Earth for many millions of years. Combus-
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tion of biodiesel, on the other hand, restores carbon to the atmosphere which was captured
and stored by plants far more recently. In this sense, the intended benefit of biodiesel is
that it does not contribute to net atmospheric carbon; whereas petrodiesel combustion
effectively constitutes an unmitigated addition to modern global CO2 levels, biodiesel
combustion only returns to the atmosphere carbon removed by crop growth earlier in the
season. However, this ignores the fossil-derived carbon released throughout the biodiesel
life-cycle. Including all energy inputs into the biodiesel production process, it has been
estimated that soybean derived biodiesel reduces net CO2 emissions by 78.45% compared
to petrodiesel [12]. Extending consideration to all GHGs, emissions across the life-cycle of
soybean biodiesel have been estimated to be reduced by 41% relative to petrodiesel [485];
it is emissions of nitrous oxide (N2O) resulting from the growth of oil crops that reduces
the overall GHG advantage of soybean biodiesel, and for rapeseed derived biodiesel it has
been suggested that N2O emissions may more than totally offset the positive effect of
CO2 reduction [400]. Any positive effects that biodiesel may have on global GHGs are
also decimated by the impact of massive land clearance for oil crop growth, particularly
in nations like Indonesia, where the destruction of rainforest can incur a ‘carbon debt’ so
large that several centuries of biodiesel usage are theoretically required to undo the initial
damage done to the CO2 balance [486].
It is apparent that a lot depends on what factors are included in the life-cycle anal-
ysis, and although most analyses find that the GHG balance is improved by adoption
of biodiesel, some authors disagree [487]. In a now very widely cited study, Pimentel
and Patzek [488] reported that soybean biodiesel requires 27% more fossil energy to pro-
duce than it ultimately yields – but this conclusion and other aspects of the work were
subsequently challenged [489].
2.2.6 PROCESSES WITHIN THE DIESEL ENGINE
The following description is an effort to incorporate the fundamental insights provided in
the previous sections – alongside other relevant background – into a reasonably functional
overall picture of the processes as they occur within a conventional diesel engine. This
information is drawn from a range of sources, largely [267, 379, 490–494]; some illustrations
from these sources are reproduced over the course of the section, to provide a means of
visualising the system in a more understandable way. Largely, the conceptual models
described in the literature treat (and are based on) free-jets combusting under quiescent
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conditions, and therefore differ from the internal reality of a diesel engine in the sense that
neither wall-impingement nor swirl are considered. Despite these simplifications, free-jet
descriptions still accurately reflect initial diesel jet development, and the general processes
of mixing and combustion [495]. An attempt will be made to integrate descriptions from
papers treating impinging or swirling jets, where possible.
Let us begin at the point where the needle valve inside the injector opens, releasing
pressurised fuel into the cylinder. In the case of the engine and operating conditions
employed for a large part of the experimental work presented in this thesis, fuel was
injected at a pressure of 800 bar, through 6 nozzle holes of 0.154 mm diameter, with
the 6 holes positioned to create a spray cone angle of 154°. For each individual jet, this
corresponds to an initial injection velocity in the region of 165 m/s, and a spray angle of
around 15°; due to its higher density, the initial spray angle for biodiesel might be expected
to be fractionally narrower than that of petrodiesel [460, 461, 496] (any difference is likely
to be small – less than 0.5°, based on the equations given in [167, 497]). Injection velocity
is reduced by increased in-cylinder gas density, which causes dispersion, and therefore
also increases the spray angle [498]. The increased viscosity of biodiesel may also reduce
injection velocity by inhibiting nozzle flow [461, 499, 500], although it has been reported
that at pressures typical of common-rail injection systems fuel viscosity has little effect on
flow rates [501].
Liquid fuel initially penetrates into the cylinder at an approximately linear rate, until
reaching the liquid length, which is the point past which all fuel is in the vapour phase,
with the spray having entrained enough hot in-cylinder gas to elevate the temperature
of the fuel above its boiling point [379, 502]. Although the break-up and atomisation of
the liquid jet into smaller droplets is an essential part of the process, in general it can
be assumed that vaporisation within a diesel engine is mixing limited, in that it is the
entrainment of hot air, heating and diluting liquid fuel and fuel vapour, which controls
the rate of evaporation [493]; mixing is dependent upon turbulence [503]. However, at
low in-cylinder temperatures and gas densities, where biodiesel has been found to have a
particularly long liquid-length, atomisation and interphase transport at droplet surfaces
may have increased importance [504, 505].
The liquid length reached depends upon injection parameters, in-cylinder conditions
and the thermodynamic properties of the fuel; the correlation given in Equations 2.36–2.38
provides an indication of the critical variables [504]. Where xliq is the liquid length, do
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is the nozzle hole diameter, k, α and β are all empirically determined constants; ρfuel
and ρair are the densities of fuel and in-cylinder gas, respectively, and A is therefore the
density ratio; Cp,fuel and Cp,air are the constant pressure specific heats of fuel and air,
Tb,fuel is the boiling point of the fuel, Tfuel and Tair are the temperatures of fuel and air
at the point of injection, hvap is the fuel’s latent heat of vaporisation, and B is called the
specific energy ratio, being the energy required to vaporise a unit mass of fuel, over the









Cp,fuel(Tb,fuel − Tfuel) + hvap
Cp,air(Tair − Tb,fuel)
(2.38)
Hence, the liquid length increases with increasing nozzle diameter, fuel density, boiling
point and heat capacity, and decreases with increasing in-cylinder gas density and tem-
perature [502–504]. Both calculations [506] and experimental results [507–509] indicate a
longer liquid length for biodiesel than petrodiesel and, considering the relative properties
of the fuels, one can intuitively understand why this is the case; the density, heat capacity
and boiling range are all typically higher for biodiesel than petrodiesel [167]. Within a
diesel engine the longer biodiesel liquid length may lead to increased wall-wetting, particu-
larly under cooler, lower pressure ambient conditions (e.g. lower load or advanced injection
timing) [506].
Past the liquid length, vapour continues to penetrate into the cylinder and entrain
hot gas, with the fuel-air mixture progressing to steadily higher temperatures and lower
equivalence ratios. These changes are governed by the rate of entrainment, and the rate of
entrainment is proportional to in-cylinder air density, nozzle orifice diameter, injected fuel
velocity and the tangent of the spray dispersion half angle [498]. It has been suggested
that vapour penetration and total entrainment are largely unaffected by differences in
physical properties comparable to those which exist between petro- and biodiesel [510].
The radial fuel mass distribution in a free-jet is highest at the jet centreline, decreasing
towards the radial periphery and axial positions further downstream of the injector [511].
However, while radial distributions fall progressively, axial fuel concentration falls steeply
at the jet tip; this is because the high turbulence at the sides of the jet facilitates fuel-air
mixing, whereas turbulence at the tip of the jet is relatively low, resulting in reduced
93
mixing [512]. Wall impingement causes a local deterioration in mixing in the region where
the jet and wall initially collide (and a stagnation point is formed), but enhances mixing
at the tip of the jet due to the formation of a jet-wall vortex which generates turbulence
[513]. The overall effect of wall impingement on mixing depends on which of these two
factors is dominant.
Depending upon the composition of the fuel, the sort of low-temperature chemistry
described in Section 2.2.2.2 typically becomes effective within the heated fuel-air mixture
at a temperature of around 700–750 K [230, 490]. Pools of metastable intermediates
develop and are consumed; below 800 K ketohydroperoxide species accumulate, before
decomposing in degenerate branching reactions, increasing in-cylinder temperatures and
the size of the radical pool. The first evidence of heat release can be detected (on the basis
of the presence of formaldehyde – which forms immediately following the decomposition of
the ketohydroperoxides [493]) in an off-axis, upstream position, where the fully-vaporised
mixture is still fuel-rich [447, 514]. From here, the cool-flame, first-stage ignition reactions
propagate downstream, and throughout the premixed charge [491]. The equivalence ratio
within the leading portion of the premixed jet is reported to be mostly between about 2
and 4, although the full range may be wider and include regions both richer and leaner
[515]. Idicheria and Pickett [516] report equivalence ratios in the premixed burn region of
up to 5, with a mode of approximately 2. When fuelling on biodiesel, equivalence ratios
within the premixed burn are likely to be reduced (in terms of oxygen availability, Ω) due
to the fuel-bound oxygen inherent to alkyl esters. When the fuel and operating conditions
favour prolonged or enhanced premixing equivalence ratios may be lower [517], although
under simulated EGR it has been observed that despite longer ignition delays and greater
quantities of premixed fuel mass with increasing EGR rate, the equivalence ratios within
the charge remain largely unchanged [516].
To aid this description, an illustration of the conceptual model put forward by Brun-
eaux [491] is given in Figure 2.47, along with a labelled plot typical of conventional diesel
engine heat release in Figure 2.48. The labelled heat release plot shows both the ap-
proximate combustion stages depicted in the conceptual model (i.e. 1−, 1∗, etc.) and the
standard divisions of the diesel combustion process: the ignition delay between the start of
injection and the beginning of heat release; the so-called premixed burn fraction in which
the fuel-air mixture formed prior to ignition is consumed leading to a rapid spike in heat
release; the period of mixing controlled combustion following consumption of the premixed
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charge and establishment of the diffusion flame; and the late combustion stage in which
remaining pockets of fuel, incomplete combustion products and soot are oxidised after
the collapse of the diffusion jet. In addition, simulation results showing the evolution of
temperature and important chemical species in a constant pressure homogeneous reactor
[493] are provided in Figure 2.49, to assist the illustration of the chemistry of the ignition
process.
In Figure 2.47 evidence of low temperature first-stage ignition (i.e. formaldehyde) can
be seen spreading throughout the jet in stages 1−, 1∗ and 1+, becoming restricted to
the leaner periphery surrounding the diffusion flame front by stage 2−, and by 2∗ exists
only upstream of the lift-off length, in the standing fuel-rich reaction zone. Although
comparison of Figure 2.47 with Figure 2.48 shows that heat release in the earliest stage,
1−, may be attributed to purely low temperature chemistry, from 1∗ onwards evidence of
high temperature reactions is increasingly apparent.
In a conventionally operated diesel engine first- and second-stage ignition do not tend
to be sufficiently temporally separate for them to be distinguished on the basis of heat
release data, with the first-stage rapidly transitioning into the second [493]. However,
under more highly premixed, leaner, highly diluted or cooler conditions the portion of heat
release attributable to cool-flame reactions is more clearly discernible. This can be seen in
Figure 2.50, which shows that under lightly loaded conditions a low level of heat release is
observable prior to the rapid increase in HR which constitutes the familiar diesel premixed
burn spike; with further advancement of injection timing, the temporal separation of the
low level heat release denoting first-stage ignition and the sharp escalation initiated by
second-stage ignition becomes more distinct.
In the homogeneous reactor data shown in Figure 2.49 some separation can be seen be-
tween first-stage and second-stage ignition, although the degree of separation is far smaller
under the rich conditions of Figure 2.49b than the lean conditions of Figure 2.49a. In both
cases after the end of first-stage ignition, when all of the ketohydroperoxide species have
been consumed, there is a small increase in temperature – the temperature increase is
larger under the fuel-rich conditions, because the size of the KHP pool is larger – and
significant quantities of hydrogen peroxide (H2O2) and formaldehyde (CH2O) form. Prior
to the start of second-stage ignition, concentrations of CH2O and unburned hydrocar-
bons (UHC) decline as these species are oxidised, while concentrations of H2O2 increase.
Temperature continues to rise slowly until the conditions for H2O2 decomposition are
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A statistical analysis of the mixture fields ob-
tained by tracer LIF was carried out and is illu-
strated in Figure 2. It showed that the Diesel jet 
mixture can be separated in two distinctive zones: 
the mixing zone on the upstream sides, where air 
entrainment due to shear turbulence dominates the 
jet dynamic, and the stagnation zone at the tip 
where the jet pushes away the dense surrounding 
gases. The latter is characterized by a lower mix-
ing rate since small scales turbulence are missing. 
Such analysis was then carried out to investi-
gate the effect on the mixing process of different 
injection parameters such as injection pressure 
(illustrated in Figure 3), nozzle hole diameter, injec-
tion duration. 
 
Pinj=1000bar Pinj=1500bar Pinj=2000bar 
Figure 3: Comparison of individual vapor fuel mass 




The combustion of Diesel jets is a complex 
process involving different steps from auto-ignition 
to the stabilization of a diffusion flame, and differ-
ent regimes of combustion (premixed, diffusion, 
soot formation...).  
In order to carry out a detailed analysis of the 
different combustion regions, a simultaneous for-
maldehyde, PAH and OH LIF technique was de-
veloped and applied to the Diesel jet configuration 
[5]. The technique allows to obtain simultaneous 
information on the different regions of the combus-
tion zone: the low temperature zones with formal-
dehyde, the fuel-rich high temperature zones with 
PAH and the fuel-lean high temperature zones with 
OH.  
Figure 4 shows a typical combined image ob-
tained with this technique during the diffusion li-
mited combustion. A detailed analysis of the struc-
ture of those images was carried out in order to 
identify the different regions of combustion and 
understand the evolution of the process, in particu-
lar the transition from premixed auto-ignition to 
diffusion controlled combustion. 
The results were then synthesized by a concep-
tual model of Diesel jet combustion illustrated in 
Figure 5. 
One important result that came out of those in-
vestigations is the clear connection between the 
mixture and combustion structures, as well as for 
the transition from auto-ignition to diffusion limited 




Figure 4: Simultaneous OH and 355 LIF images dur-
ing  different stages of the diffusion-limited combustion 








The study of mixture and combustion processes 
of Diesel jets by LIF clearly brought up the advan-
tage of using such techniques for this kind of com-
plex investigation. Furthermore, this kind of re-
search can clearly benefit in the future from the 
improvement of LIF technique. Indeed in recent 
years, a lot of efforts has been made to obtain 
more quantitative information with LIF[6], in par-
ticular for measurements of temperature. 
Also, it will be interesting in the future to use the 
LIF techniques presented here to study more com-
plex configurations. For instance multiple injection 
strategies are a promising technology to further 
Figure 2.47: Schematic diagram depicting a conceptual model of diesel jet combustion [491].












Figure 2.48: Apparent he t release rate plot typical of conventional di sel combustion. Divisions
show the key features of the traditional description of diesel combustion: ID, ignition delay; PMBF,
premixed burn fraction; followed by mixing controlled and late combustion. Also illustrated are
approximate timings of stages 1−, 1∗, 1+, 2−, 2∗, 2+, to coincide with the conceptual model in
Figure 2.47.
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Figure 2.49: Evolution of temperature and important chemical species in homogeneous reactor
simulation of ignition of vapour-phase n-heptane using the LLNL/Galway-Mayo mechanism [235]
for (a) fuel-lean or (b) fuel-rich conditions in 12.7% O2 and balance N2 with a constant pressure
of 50 bar [493, 518].
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Figure 2.50: Apparent heat release rate between the start of combustion and angle of maximum
heat release under very lightly loaded (15 Nm, brake mean effective pressure of 0.94 bar), low speed
(1500 rpm) operating conditions. Injection timing swept from 12–20 BTDC. (Data collected in the
laboratory engine described in Chapter 3, fuelling on petrodiesel.)
achieved, at which point the H2O2 population plummets, producing highly reactive OH
radicals which accelerate the rates of hydrocarbon oxidation, rapidly increasing the tem-
perature and quickly reducing the remaining CH2O pool. In Figure 2.47, evidence of the
high temperature reactions that follow second-stage ignition is initially found at the core of
the formaldehyde cloud in stage 1∗, expanding throughout the cloud in 1+, and continuing
to expand out into the fuel-lean regions in 2−.
High temperature reactions begin downstream of the cool-flame reactions, with the
degree of separation dependent upon the time taken to transition from first- to second-stage
ignition, which is itself dependent upon the type of fuel and the engine operating conditions
[376]. Changes in ambient gas temperature may also shift the position of autoignition sites
within the jet; Kosaka et al [492] suggest that while ignition occurs in fuel-rich regions
towards the core of the jet at temperatures within the negative temperature coefficient
(NTC, see Section 2.2.2) range – around 800–1000 K – under hotter or cooler conditions
ignition may instead occur closer to the spray periphery, where temperatures are highest.
When fuelling on biodiesel autoignition may occur earlier, and further upstream [509], but
this is likely to depend upon the cetane number of the biodiesel in question.
The conceptual model depicted in Figure 2.47 shows OH radicals within the jet prior
to the establishment of the diffusion flame. However, other prominent conceptual models
– particularly that based on the work of Dec [379], and finding its most recent and highly
developed expression in Musculus et al [493] – take a slightly different view. In this
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embodiment, OH radicals appear at approximately the same time with respect to heat
release (approximately within the 1∗ to 1+ demarcations in Figure 2.48), but rather than
being located towards the core of the jet, they are at the periphery, in an emerging
diffusion flame [379, 493, 519]. First-stage ignition processes sweep through the entirety
of the combustible fuel-air mixture within about a degree or so of the start of combustion,
approximately equivalent to stage 1∗ in Figure 2.48. This is followed in quick succession
by second-stage ignition throughout the jet. A diffusion flame is formed at the upstream
periphery where the mixture is stoichiometric, with its base in a lifted position (i.e. it
does not extend all the way back to the nozzle – the degree of separation, is termed
the lift-off length), and before peak heat release the reaction front spreads downstream,
fully encompassing the jet. In the Bruneaux model, on the other hand, solely premixed
combustion is more prolonged, with the diffusion flame being established in stage 2−, just
after the heat release peak. The reason for this difference between the two models is not
obvious, but may have some relation to differences in the operating conditions upon which
they are based.
In both models, however, it is clear that the diffusion flame establishes itself well
within the nominally ‘premixed’ combustion phase, which makes the traditional division
between premixed and mixing-controlled combustion stages, as illustrated in Figure 2.48,
somewhat misleading; the premixed burn fraction might therefore be better characterised
as premixing supplemented. Neither is combustion purely mixing-controlled following the
establishment of the diffusion flame; Figure 2.47 stage 2− sees continued evidence for low
temperature premixed reactions in the leaner periphery of the jet, and into 2∗ and 2+, small
zones of low temperature reaction products remain visible in the most upstream reacting
positions. The Dec model puts greater emphasis on the upstream fuel-rich premixed
reaction zone which exists within the fully developed diffusion flame, and can be seen in
Figure 2.51 in light blue. In the updated derivative of the Dec model provided by Musculus
et al [493] the same reaction zone is identified as the location of fuel-rich second-stage
ignition, and is preceded by a large upstream region of low-temperature first-stage ignition
reactions (as seen in [514]). The partial oxidation reactions which take place within the
fuel-rich premixed flame generate products elevated to a temperature of around 1600–1700
K, which continue into the oxygen depleted core of the jet, in which soot forms and grows.
At its conception the fuel-rich premixed reaction zone was proposed as an explanation
for the quantity and location of soot observed within the diffusion jet [379]. In Figure 2.51,
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that, as with early-injection PPCI operation, the bulk of the energy
loss associated with incomplete combustion is tied to the CO
emissions. In contrast to the early-injection behavior, though, the
UHC emissions rise much more rapidly than the CO emissions as
combustion is further retarded. Heavy-duty engines again exhibit
similar behavior, as shown in the lower-right portion of the figure,
with UHC emissions increasing considerably more rapidly than CO
as SOI is retarded to just a few degrees after TDC [34,37].
To realize the full potential of either early- or late-injection PPCI
LTC strategies, the in-cylinder physical and chemical mechanisms
leading to the emissions behavior described above must be well
understood. For conventional diesel combustion, significant insight
into the in-cylinder spray, ignition, combustion, and pollutant-
formation processes has been provided by optical diagnostic tech-
niques. Based on observations made using these diagnostics,
several conceptual models have been proposed for conventional
quasi-steady diesel combustion [44e50]. In particular, Dec
proposed a conceptual model for conventional diesel combustion
in 1997 [44]. His conceptual model has proven useful as a founda-
tion for understanding and modeling the in-cylinder processes
responsible for conventional diesel engine performance and
pollutant emissions characteristics.
The objective of this work is to offer extensions of Dec’s
conceptual model for typical EGR-diluted low-load PPCI LTC
conditions, similarly based on optical diagnostic observations.
Additionally, following the approach of Flynn and co-workers [51]
for conventional diesel combustion, the experimental observa-
tions are complemented by homogeneous reactor simulations
using detailed chemical kinetic mechanisms that serve to clarify
the impact of finite-rate chemistry on the ignition and combustion
process for PPCI LTC conditions. The proposed LTC conceptual
models are not intended to describe all LTC strategies, but rather
a common subset with the following characteristics:
1. LTC is achieved by EGR, with intake oxygen concentrations in
the range of 10e15%. Under such dilution levels, combustion
temperatures are still high enough that soot may form in fuel-
rich mixtures.
2. Fuel injection timingmay be either early- or late-injection PPCI.
In either case, the ignition dwell is positive so that fuel is
partially premixed before combustion. The ignition dwell is
short enough, however, that ignition is still somewhat coupled
to the fuel injection timing, and the residual jet structure is
often still intact at ignition.
3. The fuel injector uses conventional small-orifice diesel nozzles
to produce typical diesel-like sprays (e.g., spray is not hollow
cone).
4. Fuel is delivered in a single-injection event (no pilot, split, or
post injections).
5. Fuels are diesel-type, with two-stage ignition chemistry (not
gasoline-like fuels).
The proposed LTC conceptual models are a synthesis of various
current experimental and modeling studies. Within the engine
research community, a wide range of operating conditions have
been explored to achieve LTC. Compiling and comparing bits of
information from so many disparate investigations to form
a coherent picture describing LTC processes is hindered by differ-
ences in operating conditions that affect observations and results.
To provide a more consistent basis for the conceptual model, we
feature examples of research from studies using operating condi-
tions as similar as possible, many of which were performed in
multiple facilities at our own laboratory. Following these more
detailed examples, we also provide a more general review of
observations from the literature for each topic.
2. Background: conceptual model for conventional diesel
combustion
This section provides a brief summary of the conceptual model
for conventional diesel combustion proposed in 1997 by Dec [44],
upon which the extension for low-load PPCI LTC is built. A few
additional elements, provided by subsequent studies relevant to
the conceptual model description, are also included in the
description. The original conceptual model applies to conventional
diesel conditions, having a single-injection, little or no EGR, and
a negative ignition dwell with fuel injection shortly before TDC.
Fuel injection is also typically long enough that much of the fuel
burns during mixing-controlled combustion, so that the combust-
ing jet experiences a significant “quasi-steady” period, with some
fuel burning as more fuel continues to be injected. Fig. 2 is a sche-
matic illustration of the important elements of the conventional
diesel jet during the quasi-steady period. (For the jet evolution
prior to the quasi-steady period, Figs. 30e32 include additional
schematics, which are used later in the discussion of the LTC
conceptual models). The evolution of in-cylinder processes leading
to the quasi-steady period is briefly reviewed below.
In conventional direct-injection diesel engines, liquid fuel is
injected at high pressure (w100 MPa) through multiple orifices
(w0.2 mm diameter) forming sprays of droplets emanating from
each hole of the fuel injector. The spray from each hole penetrates
into the combustion chamber, expanding into a roughly conical jet as
the volume of in-cylinder gases entrained into the jet increases with
downstream distance from the injector. Entrainment correlations
[52e54] predict that increasing entrainment downstream causes the
equivalence ratio to vary along the jet axis approximately inversely
with the downstream distance, and direct fuel vapor measurements
[55] confirm this prediction. Here, the equivalence ratio is defined as
the ratio of the local fuel-ambient charge mass ratio to the stoi-
chiometric fuel-ambientmass ratio. The thermal energy provided by
the entrained in-cylinder gas heats and vaporizes the liquid fuel. At
some location downstream of the injector, termed the “liquid
length”, all of the fuel enters the vapor phase [52,56,57]. The liquid
length can be reliably predicted using an entrainment correlation to
find the downstream location where the fuel-ambient ratio is such
that the thermal energy added to the jet by the entrained gas is just
sufficient to fully-vaporize the fuel [56,58]. The success of these
predictions implies that for high-pressure diesel injection, vapor-
ization is limited by mixing (i.e., entrainment), not by droplet
atomization and vaporization processes.
In the long-time limit of injection durations greater than a few
hundred microseconds, the penetration rate scales as r0:35a [52],
Fig. 2. Schematic of Dec’s conceptual model for conventional diesel combustion during
the quasi-steady period of diesel combustion [44]. Reprinted with permission, SAE
paper 970873 (c) 1997, SAE International.
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Figure 2.51: Schematic of Dec’s conceptual model for conventional diesel combustion during the
quasi-steady period (N.B. th ‘quasi-steady’ period is equivale to combust on stage 2+ in Figures
2.47 and 2.48) [37 , 49 ].
past approximately 27 mm, soot exists over the cross-section of the jet: since the air
entrained into the jet is not hot enough to induce pyrolysis directly this cannot be the
source of soot, and if pyrolysis were due to heat and radicals transported inward from the
diffusion flame front, the appearance of soot should be more progressive, from the outside
inwards [379]. The presence of a fuel-rich reaction front within the jet, releasing heat and
contributing to the formation of soot precursors, helps to explain the way in which soot
appears. However, the relationships between first-stage ignition reactions, the premixed
reaction zone, and the formation of polycyclic aromatic hydrocarbons (PAH) and soot
within the jet are themselves influenced by other factors – in particular, the lift-off length.
The lift-off length is the distance from the nozzle exit to the most upstream extrem-
ity of the diffusion flame front, and can be seen illustrated in Figure 2.51. A range of
different theories to explain flame lift-off have been proposed [520], and a relationship
with autoignition is likely [377]. An empirically derived dependence of the lift-off length
on injection and ambient conditions is given in Equation 2.39, where H is lift-off length,
∆Pinj is injector pressure drop, Tair and ρair are in-cylinder air temperature and density,
respectively, and do is the injector orifice diameter [520]. Equation 2.39 suggests that
lift-off length should be expected to increase with increasing injection pressure and nozzle






In a practical diesel engine lift-off length may be significantly shorter than in the
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quiescent jets upon which most models are based [521]. Closer proximity of jets (i.e.
more nozzle holes per injector), tends to reduce individual lift-off lengths, and make them
less sensitive to the temperature of the in-cylinder air [521]. Any confinement which
redirects hot combustion gases back towards either the jet from which they originate, or
any neighbouring jet, is likely to cause a reduction in lift-off length [522]. In-cylinder swirl
causes asymmetric lift-off, with the lift-off length slightly longer on the upswirl side of the
jet [521].
Lift-off length and liquid length both decrease with increasing ambient temperature,
but lift-off length decreases more rapidly [523]. At lower temperatures the lift-off length is
longer than the liquid length, but at higher temperatures the opposite is true; both lengths
are also reduced by increasing in-cylinder pressure, and at higher pressures the crossover
(i.e. the temperature above which lift-off length is the shorter of the two) occurs at lower
temperatures. Some researchers have associated the difference between liquid length and
lift-off length with soot formation, suggesting that a relative reduction in lift-off length
may correlate with increased sooting [524].
Although liquid length is unambiguously increased when fuelling on biodiesel, the
change in lift-off length is less clear; some reports say that it is shorter with biodiesel
[509, 525, 526], while others say that it is longer [527, 528]. It seems likely to be the case
that the difference in lift-off lengths between petro- and biodiesel will depend upon the
cetane numbers of the particular fuels in question.
The lift-off length itself may or may not change when fuelling on biodiesel, but –
critically – the equivalence ratio at the lift-off length, will be reduced, due to the fuel-
bound oxygen content, and consequently lower stoichiometric air:fuel ratio of biodiesel
(around 13–14% lower than that of petrodiesel). Once the downstream jet is encapsulated
by the diffusion flame (as in Figure 2.51, or from 2− onwards in Figure 2.47), further air
cannot be entrained into the jet beyond the lift-off length, and so the equivalence ratio in
this region is of high importance, as it determines the environment and reaction conditions
which exist within the diffusion flame sheath. The equivalence ratio at the lift-off length
can be estimated using Equations 2.40 and 2.41; where φLOL is the equivalence ratio at
the lift-off length, H is the lift-off length, x+ is a characteristic length scale for the fuel jet
(calculated using Equation 2.41), (mfuel/mair)st is the stoichiometric fuel:air ratio (that is,
the reciprocal of the stoichiometric air:fuel ratio), ρfuel and ρair are fuel and in-cylinder air
densities, do is the orifice diameter, Θ is the fuel spray angle and Ca is the area contraction
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coefficient of the orifice [529]. Based on Equations 2.40 and 2.41 it can be seen that φLOL
decreases as H increases, as (mfuel/mair)st increases (and stoichiometric AFR decreases),
















There is a decrease in soot formation within the jet with decreasing equivalence ratio
at the lift-off length, as can be seen in Figure 2.52 [530]. Once 50–60% of the required
oxygen is available at the lift-off length, fuel jets become effectively non-sooting; however,
the exact percentage at which it falls to zero, and the level of sooting at higher equivalence
ratios is dependent upon the inherent sooting tendency of the fuel, as well as ambient
conditions.
Figure 2.52: Spatially integrated natural luminosity (SINL) and integrated optical thickness
(KL) versus oxygen ratio at the lift-off length (ΩH) for various fuel blends. SINL is plotted in
open symbols on the left axis and integrated KL is plotted in filled symbols on the right; both
are normalised by carbon mass flow rate for each fuel. The ambient gas density was 14.8 kg/m3
and the injector pressure drop was 138 MPa. ΩH changes occurred as a result of changes in lift-off
length with changes in ambient gas temperature. D2: number 2 diesel (data provided for two orifice
diameters, 100 µm and 180 µm). CN80: 76.5% n-hexadecane, 23.5% heptamethylnonane. BM88:
88% dibutyl maleate, 7% n-hexadecane, 5% 2-ethylhexyl nitrate. T70: 70% tetraethoxypropane,
30% heptamethylnonane. GE80: 80% tripropylene glycol methyl ether, 20% heptamethylnonane
[530].
In Figure 2.52 the number 2 diesel (D2) and 76.5% n-hexadecane, 23.5% heptamethyl-
nonane blend (CN80) contain no fuel-bound oxygen, whilst the 88% dibutyl maleate, 7%
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n-hexadecane, 5% 2-ethylhexyl nitrate blend (BM88), 70% tetraethoxypropane, the 30%
heptamethylnonane blend (T70) and the 80% tripropylene glycol methyl ether, 20% hep-
tamethylnonane blend (GE80) all contain some fuel-bound oxygen, causing an inherent
reduction in the oxygen ratio at the lift-off length when fuelling on them. The difference
between the sooting of the unoxygenated fuels, D2 and CN80, for a given oxygen ratio at
the lift-off length is largely attributable to the presence of aromatics in the former, which
are absent from the latter; the difference between the sooting of the oxygenated fuels is
attributable in part to differences in the efficacy with which fuel-bound oxygen is utilised
for soot reduction [530] (discussed in Section 2.2.3.4). Beyond differences due to molecu-
lar structure, and the average cross-sectional oxygen ratio at the lift-off length, it is also
important to consider that greater fuel-bound oxygen means that the equivalence ratio at
the richer centre of the jet is likely to be reduced more greatly than the cross-sectional
average [530].
In Figure 2.52 the range of oxygen ratios for each fuel has been achieved by increasing
the ambient temperature, and hence reducing lift-off length and air entrainment prior to
lift-off [530]. Figure 2.53 [514] offers a conceptual model based on changes to the sooting
propensity of a jet elicited, again, by alteration of ambient temperature (from 850 K in
(A), to 900 K in (B) and 1000 K in (C), all at a constant ambient air density of 14.8
kg/m3), providing insight into the interplay of the first-stage ignition reactions, lift-off
length, premixed reaction zone and soot formation processes [514]. Although changes to
the lift-off length in Figures 2.52 and 2.53 are the result of changes to ambient temperature,
similar changes might also result from variations in fuel reactivity, with more reactive fuels
typically having shorter lift-off lengths [376, 377].
The illustrated nature of the premixed combustion zone is slightly different in this
embodiment, having a tribrachial appearance, including a small fuel-lean premixed flame
on the outside of the diffusion reaction front, in addition to the fuel-rich combustion
zone across the core of the jet. Also different from Figure 2.51, initial soot formation
does not occur immediately after the fuel-rich premixed flame, but is pushed further
downstream. In Figure 2.53A, at the lowest temperature, longest lift-off length conditions,
where the oxygen ratio at the centre of the jet is likely to be highest, neither polycyclic
aromatics or soot are observed downstream of the premixed combustion zone. The low
temperature reactions producing formaldehyde begin upstream of the lift-off length, and





Figure 2.53: Conceptual models of HCHO, PAH and soot formation for (A) no-soot, (B) low-soot
and (C) moderate-soot conditions (adapted from [514] and [531]).
reaction zone, progressing from the periphery to the core of the jet. In Figure 2.53B,
where the temperature is higher, the lift-off length is shorter, the oxygen ratio at the
lift-off length is likely to be lower and consequently the formation of PAH is observed
shortly after the fuel-rich combustion zone; moving downstream, the PAH is consumed
and a cloud of soot is formed. Although the PAH and soot zones overlap, PAH necessarily
arises prior to the formation of soot, because it is from PAH that soot nuclei are formed.
In Figure 2.53C, under the hottest illustrated conditions, the lift-off length extends far
enough upstream to almost entirely enclose the low temperature reaction zone, likely
reducing the oxygen ratio within the jet further still, resulting in the formation of PAH
occurring further upstream and in greater quantity. Likewise, the soot cloud begins further
upstream and becomes larger under these conditions.
At equivalent operating conditions and lift-off length, the degree of separation between
the lift-off length and the location of first soot formation correlates with the sooting
tendency of the fuel [378]. That is, progress from the fuel-rich premixed flame, through
soot precursors and PAH to soot is more rapid where the structure of the fuel readily
lends itself to soot formation – if the fuel naturally contains aromatic species, for example.
Absence of such species extends the process of soot formation, increasing both the temporal
and spatial gap between high temperature ignition and soot inception. Similarly, the
presence of fuel-bound oxygen, by reducing the like-for-like equivalence ratio within the
103
jet, also delays the inception of soot [378]. Relative to petrodiesel, biodiesel jets have been
observed to contain reduced soot concentrations, with soot arising further downstream of
the lift-off length [509], delaying subsequent stages of the soot development process [532].
Both the size and concentration of soot particles increases moving further downstream
within the jet, reaching maximum values within the head vortex seen in Figure 2.51
[267, 533]. Wall-impinging jets may contain less soot than free-jets, because much of the
fuel-rich core is spread across a surface, to which heat is lost, reducing temperatures within
the core, and therefore reducing rates of soot formation; additionally, air entrainment into
the flame tip is increased by wall-impingement, enhancing soot oxidation [522].
While the diffusion flame is intact, soot exists within it, but not beyond it, because the
high temperatures and radical concentrations at the reaction front facilitate the rapid ox-
idation of soot. For similar reasons, it is approximately coincident with the establishment
of the diffusion flame that the formation of NOx begins [534].
Despite the positive correlation which is commonly observed between the proportion
of premixed heat release and NOx emissions [517], it is reported that in a conventional
diesel engine NOx emissions do not arise from premixed combustion itself, on the basis
that it is typically too rich [534]. It is possible that a leaner and consequently hotter
premixed burn, as associated with biodiesel, may afford some direct NOx formation, but
the effect on downstream processes is likely to be more significant [525]. It is on the lean
periphery of the diffusion flame, where temperatures are high and oxygen and nitrogen
are abundant, that the NOx formation rate is at its maximum [379]. However, because
thermal NO formation is a relatively slow process, a large amount of NOx may also be
formed in the hot post-flame gases. Figure 2.54 illustrates the estimated NO production
rate throughout the engine cycle [534].
Figure 2.54 shows around 2/3 of NO being formed during heat release and around 1/3
formed after the end of combustion, with NOx formation continuing for approximately
a further 20 CA after heat release concludes. Following the end of injection, but before
the end of heat release, regions of NO formation are also observed within the wake of the
jet, away from the remaining flame zones. Expansion and dilution of hot post-flame gases
determines when they become too cool for NO formation to continue. Hence, the extent
to which NOx formation out-lasts heat release is significantly affected by factors like swirl
and combustion duration [534]. Conditions following the collapse of the jet exert a great
deal of influence over the quantities of pollutants ultimately emitted from the engine.
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Figure 14.   Raw and corrected total NO PLIF intensity and apparent heat release rate (AHRR) ensemble averaged over 12 
engine cycles.  The raw data are those from Fig. 13.  The heavy corrected-data line is the mean between the 
no-mixing (top) error-limit line and the maximum-mixing (bottom) error-limit line.
Figure 15.   Estimated NO production rate based on the derivative of the corrected NO-signal curve in Fig. 14.  The 
apparent heat release rate (AHRR) curve is also shown.  The bump in the NO production-rate curve near the 
end of combustion is within the noise of the data.
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Figure 2.54: Estimat d NO production rate throughout the ngine cycle, show longside ap-
parent heat release rate [534]. (Note that the bump in the NO production-rate curve near the end
of combustion is said to be within the noise of the data.)
As injection ends the mass flow rate of fuel into the jet is reduced and, because the
downstream flow rate remains constant, greater air entrainment into the spray is required
for continuity, generating a more fuel-lean mixture close to the injector [535, 536]. The liq-
uid length and lift-off length both recede back towards the injector, with high-temperature
ignition consuming the pools of low-temperature reaction products present upstream of the
steady-state lift-off length [451, 537]. At higher temperatures, and with more reactive fuels
the recession of lift-off length is more rapid, with implications for unburnt hydrocarbon
emissions [451].
The reacting jet becomes entirely encapsulated by the diffusion flame, and is carried
downstream as a whole. The plume stem disappears, momentum propels the remains
of the burning jet against in-cylinder surfaces, causing it to spread out and collide with
the remains of other jets, before being pushed back out into the chamber. As regions
of combustion are progressively oxidised and reduced in size, they break-up into smaller
pockets [267, 385]. Throughout the expansion stroke soot primary particle diameters fall,
and the structure of remaining soot becomes increasingly graphitic and orderly [538].
Insufficient time, excessive cooling or insufficient access to oxidants may prevent total
burnout of soot and other products of incomplete combustion. Turbulence assists oxida-
tion in that it improves the availability of oxygen, but by diluting the burnt gases may
quench the oxidation process. Ultimately, the vast majority of soot formed in the engine
is destroyed before the exhaust valves open [267, 385]. It is possible that by increasing
the reactivity of soot, biodiesel may make the burnout process more effective [13]. The
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reduced combustion duration often associated with biodiesel fuelling may mean that there
is also more time available for burnout, which would also tend to reduce soot emissions.
2.3 HOW BIODIESEL INFLUENCES NOx EMISSIONS
2.3.1 INTRODUCTION
The majority of the literature reports an increase in NOx emissions when a diesel engine
is fuelled on biodiesel rather than petrodiesel; the review of Lapuerta et al [13] suggests
an increase in 85% of cases, while the reviews of Xue et al [484] and Sun et al [539] report
unambiguous increases in only 65% and 48.5% of studies, respectively. The United States
Environmental Protection Agency reports that the use of a B100 biodiesel is associated
with an average increase in NOx emissions of around 10%, compared to petrodiesel [362].
The commonly reported NOx increase is not a straightforward, fixed effect of biodiesel;
rather, it is the result of the interplay of a variety of factors, related to both the properties
of the fuel itself and the characteristics of the engine which it is used to power. A more
complete understanding of the causes of the change in NOx emissions allows associated
issues to be considered from a more nuanced perspective.
Many reasons have been posited for the change in NOx emissions that is observed
when fuelling a diesel engine on biodiesel, or biodiesel blends. The differences in chem-
ical and physical properties between petro- and biodiesel (which have been discussed in
Section 2.1.4), can affect emissions via, first, changes to the chemistry, thermodynamics
and timing of the combustion process itself, second, changes to the fluid dynamics and
mechanics of the injection event and mixture preparation, and, third, changes that may
take place further upstream in the fuelling system or be induced by the engine manage-
ment system in response to the properties of the fuel. The latter factors, being dependent
upon the specifics of the engine, are the least fundamental and least universal in their
applicability. In this overview, the issues of most restricted relevance shall be addressed
first, followed by a treatment of those influences for which it is possible to compensate,
and, finally, possible substrative and unavoidable differences will be discussed.
2.3.2 INJECTION EVENT
In engines with older pump-line-nozzle (PLN) type injection systems, the start of injection
may be artificially advanced when fuelling on biodiesel [180, 540]. The magnitude of this
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advance is reported to be around 1–2.5 CA for a pure biodiesel [180, 540–542]. Depending
upon the nominal injection timing and operating conditions, advancing injection by 1 CA
could be expected to cause an increase in NOx emissions of 5–10% [543].
Advancing injection timing typically increases NOx (unless nominal injection timing is
already highly advanced [544]) because, if the start of injection (SOI) occurs earlier, then
the start of combustion (SOC) also occurs earlier. Heat release earlier in the engine cycle
leads to earlier increases in in-cylinder pressure and subsequently to greater compression-
heating of reactants, resulting in higher combustion temperatures [517]. Conversely, heat
release later in the engine cycle is affected more greatly by expansion-cooling of reactants,
associated with a reduction in combustion temperatures. Since much of NOx formation
occurs within the hot post-flame gases, compression and expansion of these is also an
important factor [517]. Therefore, advancing the SOC will tend to increase the effects
of compression-heating, reduce the effects of expansion-cooling, thus causing a general
increase in temperatures, and thereby NOx formation. Earlier heat release also prolongs
high temperature residence times, allowing more time for NOx formation, and hence con-
tributing to the NOx increase.
In large part, the biodiesel injection timing advance is due to the higher bulk modulus
and higher speed of sound of biodiesel, as discussed in Section 2.1.4.4. The higher speed
of sound means that the pressure rise will travel faster from pump to nozzle, and the
higher bulk modulus means that a more immediate increase in pressure is elicited by the
sudden change in volume caused by the action of the pump [180]. Higher viscosity may
also contribute to this effect by reducing fuel leakage past the pump plunger, allowing
pressure to develop more rapidly [180].
It would be expected that more highly unsaturated biodiesels will experience a greater
artificial timing advance, on account of their higher bulk moduli and speeds of sound; Tat
[545] observed a greater advance when fuelling on a soy derived biodiesel (largely C18:2)
than when running on a yellow grease biodiesel (mostly C18:1), for example.
In engines equipped with high pressure common rail injection systems the artificial
advance in injection timing is not observed [546, 547]. This is because common rail systems
decouple pressure generation and injection processes, with a fuel reservoir maintained at
high pressure and constantly available for delivery via electronically controlled injectors
[548]. Rather than needle lift being a result of instantaneous fuel pressure applied to the
base of the needle (as in PLN systems), it depends instead upon pressure relief above
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the needle. As such, the transmission of pressure from pump to needle no longer controls
injection timing, and so differences in bulk modulus and speed of sound no longer exert
as much influence (it should also be noted that the differences in bulk modulus and speed
of sound between petro- and biodiesel are smaller at high pressure [182]). Other physical
properties may still affect injection timing; the higher viscosity of biodiesel, for example,
may cause slight hydraulic delay, particularly at lower injection pressures [549]. However,
in practice the difference appears to be negligible [546].
Fuelling on biodiesel also affects the duration of the injection event, although once
again the nature of the change depends upon the type of fuel delivery system employed.
In PLN systems the injection duration may be reduced when fuelling on biodiesel [540],
possibly due to an increase in injection pressure caused, again, by the higher bulk modulus
of the fuel [550]. In common rail systems, on the other hand, the injection event is likely
to be longer [546, 551] on account of the lower energy density of biodiesel. It has also
been suggested that the higher viscosity of biodiesel may reduce the flow rate through the
injector, reducing the injection velocity [461, 499] – this factor could also influence the
injection duration. However, Dernotte et al [501] report that at higher injection pressures
(55–180 MPa in their study), the effect of fuel viscosity on the discharge coefficient is
reduced, and mass flow rate is controlled solely by fuel density.
2.3.3 CONTROLLED SYSTEM RESPONSES
Knight et al [551] term the artificial timing advance associated with biodiesel a passive
system response; this is in opposition to what is referred to as a controlled system response,
in which a difference in fuel properties causes the engine to actively modify parameter
control settings.
Diesel engines are generally designed and calibrated with the intention that they be fu-
elled on commercial petrodiesel conforming to legislative standards (and hence containing
at most only a small percentage – less than 7% [16] – of biodiesel). In many produc-
tion engines the operation of the engine control system can be affected when fuelling on
biodiesel, or biodiesel blends, because the reduced energy density of the fuel necessitates
a higher volumetric fuel flow rate (i.e. more fuel per injection event) in order to obtain
equivalent power output. Since fuel flow rate is commonly used internally to infer torque,
control systems designed to optimise performance and emissions can overestimate engine
loading when fuelling on biodiesel and may therefore adjust parameters like exhaust gas
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recirculation (EGR) rate, the timing and pressure of injection, the number of injection
events, and turbocharger behaviour, compared to when running on petrodiesel [551–553].
The effects of controlled system responses relate to specific engines and operating
conditions, and are not generalisable. In some cases the differences in systematic response
may increase relative NOx emissions when fuelling on biodiesel, whilst under alternative
conditions they may reduce them; in some cases the effects of the controlled responses
are small, in others they can exert more influence on NOx emissions than the actual
combustion differences between petro- and biodiesel. The studies of Eckerle et al [552]
and Knight et al [551, 553] offer far greater insight into these issues.
2.3.4 IGNITION DELAY AND PREMIXED BURN FRACTION
Although it depends upon the precise composition of the fuels being compared, as discussed
in Section 2.1.4.10, the general expectation is that biodiesel has a shorter ignition delay (i.e.
a higher cetane number) than petrodiesel. When this is the case, the SOC is advanced, and
as a result the NOx emissions are higher (ceteris paribus), for the same reasons described
in connection with injection timing advance.
However, the reduction in ignition delay also reduces the quantity of premixing that
is able to take place prior to ignition. Degree of premixing is positively correlated with
NOx emissions, which means that any reduction in ignition delay encountered when fu-
elling on biodiesel has two competing effects: a tendency to increase NOx on account
of advanced SOC, and a tendency to reduce NOx on account of reduced premixed burn
fraction (PMBF) [14, 529, 543].
The reasons that PMBF is correlated with increased NOx emissions are not known
with complete certainty, but they involve – or may involve – the following [517]:
 A larger PMBF can result in increased NOx emissions in a similar manner to ad-
vanced SOC; that is, by bringing heat release forward in the cycle, enhancing the
effects of compression-heating, reducing the effects of expansion-cooling, increasing
temperatures and prolonging high temperature residence times.
 Reduced heat transfer:
– Under more highly premixed conditions, less soot forms within the jet, and as a
result radiant heat transfer and losses (explored in more depth in Section 2.3.8)
may be reduced, causing an increase in local temperatures.
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– The rapidity of highly premixed combustion may also mean that there is less
suppression of local temperatures by dilution with cooler regions of the in-
cylinder gas, or of global temperatures by convective heat transfer [554].
 It is reported that under typical diesel operating conditions the equivalence ratio of
the premixed charge is too rich (φ = 2–4) for large quantities of NO to be formed
by the thermal mechanism; NO production begins when the diffusion flame is es-
tablished [379, 534]. However, stratification of the premixed charge may mean that
in some regions the mixture is lean enough for NO to form directly. Under some
conditions (e.g. those affording longer ignition delays) it is also possible that the
bulk of the charge may be lean enough for thermal NO formation to occur.
 Even if equivalence ratios are not low enough for thermal NO formation, some reports
[555] find that they may well be low enough (φ < 1.8) for prompt NO formation to
occur during premixed combustion. However, evidence for this is limited, and the
quantities of NOx formed may be small [556].
Additionally, on the basis that there is a general correlation between degree of pre-
mixing and fuel ignition quality, between fuel ignition quality and lift-off length [376, 377]
(although this relationship does not always hold [530]), between lift-off length and the
equivalence ratio within the autoignition zone [557], and between equivalence ratio within
the autoignition zone and NOx emissions [527], it may be conceived that increased PMBF
might also be associated with higher NOx emissions due to altered mixture stoichiometry
within the jet. However, this association would not be caused by the degree of premixing,
only coincident with it. Another example of a non-causal association between PMBF and
NOx is that fuels containing higher quantities of unsaturated or aromatic compounds,
which have relatively low cetane numbers and therefore form relatively large PMBFs,
also have relatively high adiabatic flame temperatures, which might also be expected to
increase NOx emissions [517, 558].
There is also the question of how the mixing time afforded by ignition delay relates
to the degree of premixing; that is to say, does biodiesel premix to the same degree as
petrodiesel given the same time to do so, or does it generate a smaller or larger PMBF for
the same ignition delay? On the whole, the results presented in this thesis (see Chapter 4
and Chapter 5) suggest that biodiesel may form a slightly smaller PMBF for the same
mixing time. This stands to reason, on the basis that biodiesel is less energy dense than
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petrodiesel and so, assuming that both types of fuel are injected at equal volumetric flow
rates, it should take longer for the same amount of fuel energy to pass into the cylinder
when fuelling on biodiesel. Further discussion of factors influencing differences in mixture
preparation extends into the broader topic of mixing and spray characteristics.
2.3.5 MIXING AND SPRAY CHARACTERISTICS
Beyond differences in energy content, other physical and chemical differences between
petro- and biodiesel may influence the degree of premixing – both in the sense of the
previous section (i.e. mixture preparation prior to the start of combustion), and in the
continuous sense of air entrainment into the lifted jet upstream of the lift-off length. There
may also be differences in the geometry of the jet that could influence emissions.
The fuel-bound oxygen content of biodiesel is a critical factor in terms of mixture
preparation, because it means that a slightly lower AFR is required for complete combus-
tion than is the case for petrodiesel. This is illustrated in Figure 2.55. As a result of this,
the proportion of required oxygen which is available – termed the oxygen ratio, or Ω – is
higher for a given quantity of fuel-air mixing for biodiesel than for petrodiesel; that is, the
biodiesel oxygen equivalence ratio, φΩ (defined in [382]), is lower, particularly in richer
regions of the jet. This is illustrated in Figure 2.56.















































Figure 2.55: Stoichiometric air:fuel ratios for petrodiesel, biodiesel, and their constituents
as a function of carbon number. Labelled lines illustrate stoichiometric AFRs of constituents,
crosshatched rectangles represent possible overall ranges for the fuels. Petrodiesel rectangle based
on average carbon number from 14–15, and H/C ratio of 1.7–1.9. Biodiesel rectangle based on
the fatty acid composition of 6 common biodiesels; methyl esters of rapeseed, soya, palm, tallow,
jatropha and sunflower oils [103].
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Figure 2.56: Oxygen equivalence ratio (φΩ, see [382]) as a function of air:fuel ratio for petrodiesel
(solid curve) and biodiesel (dashed). Values based upon averages of the same approximations of
petro- and biodiesel composition as illustrated in Figure 2.55.
It has been suggested that the fuel-bound oxygen content of biodiesel may encour-
age the fuel injected during the ignition delay to premix more fully, thus increasing the
premixed burn fraction compared to when fuelling on petrodiesel [525]. Although the ex-
perimental observations documented here (in Chapters 4 and 5) do not tend to support the
argument that the fraction of premixed heat release is larger when fuelling on biodiesel,
it is quite possible that the influence of fuel-bound oxygen may counteract the effect of
reduced energy density, to some extent, or influence the way in which heat is released
during the premixed burn.
Certainly, the oxygen content of biodiesel will affect the stoichiometry of the premixed
charge – assuming that the air entrainment rate of a biodiesel jet is equal to that of a
petrodiesel jet, local φΩ values will be reduced. All other things being equal, φΩ should
also be lower at the lift-off length, and hence inside the diffusion flame sheath, when
fuelling on an oxygenated fuel. Any reduction in equivalence ratio in the fuel rich regions
would be expected to increase NOx emissions, via possible effects on combustion rates,
flame temperatures and heat losses, which will be covered in the following sections. The
assumption of equal air entrainment, however, may not be valid.
Due to the typically higher surface tension and viscosity of biodiesel, atomization is
likely to be impaired [559], droplet sizes are likely to be larger [560, 561], and given that
smaller droplets possess greater total surface area for the same mass, it would be ex-
pected that less well atomised fuel would evaporate less quickly [506]. However, although
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differences in atomization may be important at lower in-cylinder temperatures and densi-
ties [504, 505], the ordinarily mixing limited nature of vaporisation within a diesel engine
[503] may mean that the small differences in atomisation which exist between the fuels
will make little practical difference with modern injection technology. The higher boiling
range (lower volatility), higher density and higher heat of vaporisation of biodiesel, on
the other hand, would be expected to delay vaporisation of the fuel under typical diesel
conditions; these factors result in the longer biodiesel liquid length [507–509].
Although differences in fuel volatility and density certainly influence liquid penetration,
the effects upon vapour penetration are less clear. Experimentally, it appears that biodiesel
vapour penetration may be comparable to or slightly higher than that of petrodiesel [509].
Any difference in vapour penetration that does exist may result either from some change
in injector flow, which influences the injection velocity and hence the momentum of the
jet, or a slightly narrower biodiesel spray angle [509]. In non-evaporating experiments a
reduction in spray angle with biodiesel is frequently reported [460], and the same has been
suggested by engine modelling results [562]. In experiments conducted at high tempera-
tures (800–1400 K), but still rather low densities (1.2–3 kg/m3), the initial spray angle
was lower for biodiesel, but the spray angles of both petro- and biodiesel ultimately sta-
bilised to similar values [505]; differences were most pronounced under cooler conditions.
A common equation used to estimate initial spray angle [167, 497] includes a ρair/ρfuel
term, suggesting that any reduction in spray angle may be a result of the higher density of
biodiesel. In keeping with this, Higgins et al [504] reported reasonably consistent changes
in spray angle as a function of ρair/ρfuel for all tested fuels, leading to the suggestion that
changes in other fuel properties do not have a systematic effect.
It has been reported that reduced spray angle [561], and reduced normal air flow
velocity (attributed to poorer spray atomisation) may lead to reduced air entrainment
within biodiesel sprays [563]; this could partially or completely offset the equivalence
ratio reduction due to the biodiesel oxygen content [561]. However, Kook and Pickett
[510] suggest that the differences in vapour penetration and spray angle amongst fuels of
varying physical properties are small enough that air entrainment is largely the same.
Ultimately, there does not appear to be any clear evidence that the physical properties
of biodiesel will alter the degree of initial premixing which occurs within a modern diesel
engine. At the high temperatures and pressures encountered shortly before TDC, when
injection typically commences, differences in air entrainment appear likely to be small.
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Following the establishment of the diffusion flame air is only entrained upstream of the
lift-off length, and so this has a significant effect upon mixture stoichiometry within the
fuel rich core of the diesel jet. The lift-off length of biodiesel is typically reported to be
shorter than that of petrodiesel and reference fuels [509, 525, 526], although in some cases
it has been found to be larger [527, 528]. Some variation may be related to differences in
cetane number – a general relationship exists between ignition quality and lift-off length
[376, 377] – and the difference between petro- and biodiesel lift-off lengths may also vary
throughout the engine cycle [529] and even from jet-to-jet [525].
A reduction in lift-off length is likely to reduce the quantity of air entrained into the
core of the diffusion flame, and therefore a shorter biodiesel lift-off length may partially
offset the inherently lower oxygen equivalence ratio associated with the fuel. However,
although in some cases oxygen availability at the lift-off length is reported to be lower
for biodiesel [526], generally the oxygen equivalence ratio at the lift-off length is expected
to be somewhat lower, and hence oxygen availability somewhat higher, when fuelling on
biodiesel or biodiesel blends [525, 527–529].
2.3.6 COMBUSTION RATES
In general, the phasing of biodiesel combustion is advanced relative to that of petrodiesel
by the shift in injection timing (in engines where this effect exerts influence) and reduced
ignition delay (for any biodiesel having a higher cetane number than standard petrodiesel),
whilst being retarded by the smaller premixed burn fraction. However, significant differ-
ences in apparent heat release rate (AHRR) persist between the fuels in the absence of
these differences, as will be discussed at length in Chapter 5.
In particular, the AHRR of biodiesel is typically higher through the diffusion combus-
tion phase. Consistent with this, the combustion duration of biodiesel may be shorter
than that of petrodiesel under less highly premixed operating conditions (e.g. at higher
engine load), despite the combustion retarding effect of the smaller biodiesel PMBF. At
more highly premixed conditions (e.g. lower load), on the other hand, the combustion
duration of biodiesel may be longer than that of petrodiesel, because the diffusion phase
through which biodiesel combustion apparently progresses more quickly becomes less sig-
nificant. This observation was made by Bittle et al [14], and is in accordance with the
results presented in Chapter 4 and the associated publication [543].
Why the biodiesel AHRR is higher through this period remains to be clarified. Bittle
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et al [14] attribute it to a faster burn rate. The basis for this is provided by Mueller et al
[525]: when fuelling on an oxygenated fuel, the equivalence ratio is closer to stoichiometric
(i.e. less rich) past the lift-off length than would be the case with a non-oxygenated fuel,
all other things being equal. This results in higher temperatures, higher reaction rates and
more complete combustion within the jet core, therefore necessitating less actual mixing-
controlled combustion at the flame front, and reducing the total combustion duration.
Other factors may also influence apparent heat release through the post-premixed
phase, and these will be discussed in Chapter 5. In particular, the duration of the injection
event, which is longer for biodiesel than petrodiesel, due to the difference in energy density
between the fuel types, may contribute to the increase in biodiesel diffusion AHRR.
2.3.7 ADIABATIC FLAME TEMPERATURE
Some reports suggest that, in modern diesel engines, adiabatic flame temperature (AFT)
differences between fuels are the critical determinant of their relative NOx emissions [375,
564]. It has been proposed that a higher AFT for biodiesel may be responsible for the
associated NOx increase [415]; this is on the basis that unsaturated compounds have
higher AFTs than their saturated equivalents, and biodiesel typically contains a larger
proportion of unsaturated species than petrodiesel. This is a hypothesis consistent with
the observation that more highly unsaturated biodiesels tend to have higher NOx emissions
[565].
However, AFT calculations for realistic surrogates do not necessarily demonstrate
higher values for biodiesel; rather, they suggest that the AFT of a typical biodiesel
might actually be lower than that of a conventional petrodiesel [558]. Although degree of
unsaturation does indeed correspond to increased AFT, the aromatic species present in
petrodiesel (which are also unsaturated) tend to have AFTs higher than most commonly
encountered methyl esters. This is illustrated by Figure 2.57 [558]. Note that methyl oleate
(an ‘Ene FAME’), linoleate (a ‘Diene FAME’) and linolenate (a ‘Triene FAME’) have H/C
ratios of 1.89, 1.79 and 1.68, respectively; in terms of the aromatics found in petrodiesel,
they are primarily alkylbenzenes, and have an average H/C ratio of approximately 1.4–1.5
[566].
The AFTs of saturated methyl esters increase with increasing chain length, as do those
of alkanes. However, for unsaturated species and aromatics, increasing alkyl chain length
is associated with an increase in H/C ratio and a reduction in AFT. Towards the longest
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Figure 2.57: Adiabatic flame temperatures of chemical species contained in fuels as a function
of H/C ratio [558].
chain lengths, as the H/C ratio converges on 2, calculated AFTs also converge [558].
Examination of Figure 2.57 suggests that any AFT difference between petro- and
biodiesel would probably be small (although still potentially significant) – dependent upon
the proportion of the petrodiesel comprised of aromatics, and the degree of unsaturation
of the biodiesel. Note also that all methyl esters depicted have lower AFTs than their
non-oxygenated equivalents (i.e. the AFTs of saturated FAMEs are lower than those of
alkanes, ‘Ene FAMEs’ lower than alkenes, ‘Diene FAMEs’ lower than alkadienes of the
same length, etc.). This is because the ester group itself contributes nothing to the heat
of combustion, and in fact the CO2 molecule commonly formed directly from the fuel
consumes sensible heat and reduces flame temperature [558].
In keeping with this, maximum temperatures within modelled n-alkane flames are re-
portedly higher than within flames of equivalent methyl esters; additionally, the maximum
flame temperatures of unsaturated methyl esters are found to be higher than those of sat-
urated ones [374]. This corresponds to higher measured NOx concentrations in n-alkane
flames and flames of unsaturated methyl esters relative to saturated methyl esters [567].
In probability, the influence of degree of unsaturation over diesel engine NOx emissions,
although sometimes attributed to adiabatic flame temperature, could instead be largely
explained with reference to degree of premixing, via the effects of unsaturation on ignition
delay (as seen in [568], and discussed further in Chapter 5). However, that is not to
entirely discount the importance of adiabatic flame temperature. Schönborn et al [568]
performed experiments in which NOx emissions from a range of fatty acid methyl esters
were compared. With start of combustion timing kept constant, NOx emissions increased
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with increasing degree of unsaturation. When the effects of changes in ignition delay (and
hence, degree of premixing) were removed – via the addition of a cetane enhancer – NOx
emissions when fuelling on the unsaturated compounds still exceeded those when fuelling
on their saturated counterparts, but by a far smaller margin; the remaining differences
in NOx were attributed to differences in AFT. Similarly, without equalisation of ignition
delay the NOx emissions of methyl esters were found to decrease with chain length – due
to reduced degree of premixing – but, following the equalisation of ignition delay, the
higher molecular weight species generated slightly higher NOx emissions, attributed to
their higher AFTs [568]. However, when parameters like start of combustion and degree
of premixing are not controlled, the correlation between the adiabatic flame temperatures
of different fuels and their NOx emissions is not as convincing [525].
All of the above discussion is focussed upon adiabatic flame temperatures under stoi-
chiometric conditions (AFT is at its maximum under approximately stoichiometric condi-
tions, although it actually peaks at an equivalence ratio slightly greater than unity [269]).
Since the diffusion flame front is stoichiometric, and it is in proximity to the diffusion flame
that temperatures and NOx formation rates are highest within a diesel engine, stoichio-
metric flame temperatures are critical. However, although under stoichiometric conditions
the difference in AFT between petro- and biodiesel generally appears to be small, it may
be the case that more significant differences exist in richer regions [529, 569].
The equivalence ratio in fuel rich regions may be slightly lower when fuelling on
biodiesel, due to its fuel-bound oxygen content. The presence of fuel-bound oxygen re-
duces the stoichiometric air-fuel ratio, and as a result the equivalence ratio of a biodiesel-air
mixture is lower than that of a petrodiesel-air mixture for the same quantity of air en-
trainment. In general, reduction of the equivalence ratio towards 1 increases adiabatic
flame temperature, and so adiabatic flame temperatures under rich conditions may be
higher when fuelling on biodiesel [569]. However, calculations suggest that as a function
of oxygen equivalence ratio, the adiabatic flame temperature of biodiesel may be lower
than that of petrodiesel under richer (φΩ > 1.5) conditions. Consequently, although a
reduced equivalence ratio with biodiesel under fuel-rich conditions may tend to increase
AFT, this influence may be offset by a like-for-like reduction in AFT at any given value
of φΩ [529].
Differences in flame temperatures under rich conditions are unlikely to affect NOx
formation via the thermal NO pathways directly (in that local temperatures will still be
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insufficient to facilitate the formation of thermal NO), but may alter prompt NO formation
rates [529], or have some effect on subsequent combustion by increasing reaction rates
within the jet core [525].
2.3.8 RADIATIVE HEAT TRANSFER
Within an internal combustion engine, heat transfer occurs by a variety of means. Heat is
transferred from the in-cylinder gases to the combustion chamber surfaces by convective
and radiative process; conductive heat transfer distributes heat throughout the engine
structure, and this heat is passed to the coolant by forced convection [570]. Radiative
heat transfer refers to heat transfer by electromagnetic waves (in the classical description)
or photons (in the quantum mechanical description), which are emitted by hot matter as a
result of the oscillation of charged particles (classical description) or energy level transitions
(quantum mechanical description) [571]. While conducted and convected heat flux depend
linearly on temperature differences, radiative heat flux is proportional to temperature
raised to the fourth power, or higher. Therefore, in high temperature applications radiant
transfer becomes increasingly important [571].
Radiative transfer occurs from both heated in-cylinder gases and soot. In the low soot
environment of a spark-ignition engine gas radiation is the more significant of the two and
as a result radiative heat transfer constitutes a small proportion of total heat loss. In a
diesel engine, however, soot radiation is generally far more substantial, and may play an
influential role in total heat flux [572]; estimates put radiative heat transfer somewhere
between 10–40% of the total, although instantaneous proportions vary throughout the en-
gine cycle and under more lightly loaded, low sooting conditions the radiative contribution
may be much smaller [573, 574].
As an approximate black body, heated soot emits continuum radiation across visible
and infrared ranges [575] which is absorbed by the cylinder walls, as well as other soot
particles and in-cylinder gases [576]. While it is radiation to the walls which constitutes
effective heat loss, radiation within soot clouds, redistributing heat from hotter to cooler
regions and hence reducing maximum values, may also be important [577]. In addition
to its strong temperature dependence, the magnitude of radiative heat loss is affected by
the optical properties, morphology, distribution and quantities of in-cylinder soot [571],
as well as the geometry, optical properties and temperature of the internal surfaces of the
combustion chamber [578].
118
As discussed in Section 2.2.3.4, both soot emissions and in-cylinder soot concentrations
tend to be reduced in diesel engines when fuelling on biodiesel. It follows logically that heat
losses due to soot radiation are also likely to be reduced, and therefore the cooling effect
which radiative transfer has on the flame and hot gases will be depressed when fuelling
on biodiesel, encouraging higher local in-cylinder temperatures. Musculus [577] reported
that radiative cooling within a diesel engine causes a reduction in flame temperatures of
25–50 K – sufficient to cause a 12–25% reduction in NOx emissions.
One can imagine that a reduction in soot concentration comparable in magnitude to
those that have been reported in diesel engines [579] and combusting sprays [509] might
have a significant effect on radiative transfer and NOx formation. Indeed, Cheng et al
[529] found a strong negative correlation between the differences in maximum in-cylinder
spatially integrated natural luminosity (SINL – a means of quantifying soot concentra-
tion) and NOx emissions. Mueller et al [525] also reported a correlation between SINL
and NOx emissions when comparing neat biodiesel to a biodiesel doped with 6% phenan-
threne (C14H10, 3-ring aromatic species). Similarly, the study of Singh et al [580] in
partially-premixed flames indicates a reduction in the radiative heat fraction with increas-
ing biodiesel blend percentage and decreasing equivalence ratio; decreasing radiative heat
fraction was accompanied by increasing NOx formation per unit fuel mass.
However, in the Mueller study [525], although the SINL-NOx relationship holds when
comparing biodiesel and the biodiesel-phenanthrene blend, consideration of a non-oxygen-
ated reference fuel with an intermediate SINL but consistently lower NOx emissions, re-
veals that differences in SINL do not necessarily correspond to the NOx differences ob-
served between fuels.
Some further evidence has been presented that a reduction in sooting may occur with-
out any substantial change in NOx emissions. In a study of the effects of barium addition
to fuel on the resulting smoke and NOx emissions, Song and Jacobs [581, 582] found that
although increasing barium concentration was associated with a large reduction in exhaust
smoke, the relationship with NOx was unclear, and any effect on NOx emissions was rela-
tively slight. Whether or not the reduction in smoke emissions implies reduced radiative
heat transfer is a question whose answer depends largely upon the mechanism by which
the barium additive reduces soot. Although earlier (1970–1980s) accounts suggest some
effect of barium on the formation of soot [583, 584], emphasis in more recent (1990s) publi-
cations appears to be on the promotion of soot burnout [585, 586]. If the latter is the case,
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reduced smoke emissions in the barium experiments may not be in direct correspondence
to the quantity of in-cylinder soot, nor hence be a reliable indicator of the levels of ra-
diative heat transfer; therefore, the conclusion that reduced radiative heat transfer “likely
contributes little” [581, 582] to the biodiesel NOx increase is not necessarily supported.
2.3.9 PROMPT NO
It has been suggested that the increase in NOx with biodiesel is not a result of the thermal
NO mechanism, and may instead be related to the “pre-combustion chemistry of hydrocar-
bon free radicals” [587], possibly involving the double bonds present in the various biodiesel
constituents [147]. The presence of increased levels of certain hydrocarbon radicals might
lead to increased NOx formation via the Fenimore-type prompt NO pathways [565].
Modelling results indicate that under conditions representative of rich regions of the
diesel jet (φ = 2–3, 50 atm) larger amounts of NO are formed during the oxidation of
an unsaturated methyl ester (methyl trans-2-ocetenoate) than a saturated one (methyl
ocetanoate), particularly between 1050–1400 K [431]. This is attributed to an experimen-
tally confirmed increase in acetylene (C2H2) formation from unsaturated fuels [430], due
to the presence of a preferential high temperature decomposition pathway beginning with
scission of the allylic C-C bond (which doesn’t exist in saturated fuels), and leading to
the formation of ethene (C2H4) and vinyl radicals (C2H3), from which C2H2 is derived.
C2H2 goes on to form CH2 and then CH, which is the primary hydrocarbon radical which
participates in the prompt NO formation mechanism. The presence of the ester group
itself may not have much effect on acetylene formation [431].
A numerical study by Som and Longman [461] indicated that concentrations of HCN
and CH could indeed be higher when fuelling on biodiesel, and that prompt NO may
also be increased, but because prompt NO constitutes a very small fraction of total NOx
formation this seems to be insignificant.
As discussed in Section 2.2.3.3, acetylene is also an important soot precursor. This
means that increased soot formation may also have a chemical effect on NOx formation,
due to increased competition for C2H2; soot formation consumes C2H2 and may therefore
reduce prompt NO formation by reducing the availability of hydrocarbon radicals [588,
589]. However, since higher soot formation is likely to be associated with increased C2H2
concentrations in the first place, it is not clear that a fuel which reduces sooting will
necessarily be associated with higher C2H2 availability for prompt NO formation – in fact,
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the opposite may be true. In relation to the question of a possible chemical effect of soot
on NOx emissions, Vander Wal et al [532] suggest that the reduction in sooting when
fuelling on biodiesel may lead to increased survival of NO2 (which might otherwise react
with any extant soot). Consistent with this hypothesis (but not necessarily in validation
of it), data collected by Dhahad [590] does show that NO2 constitutes a larger proportion
of biodiesel NOx emissions, under a range of operating conditions.
2.3.10 SUMMARY
In the review of Sun et al [539] a useful graphical summary of the factors involved in
the change in NOx emissions when fuelling on biodiesel is provided. In Figure 2.58, an
illustration based on similar principles is presented.
Figure 2.58 is complicated, and is more easily appreciated when followed through
methodically, than when described. A partial description is furnished below with the
intention of providing some introduction to the underlying logic of the diagram, an example
to follow, and a clarification of certain points which are not fully explained in Figure 2.58
itself.
Working from the top, downwards, the effect that replacing petrodiesel with biodiesel
will have on 5 key properties is depicted qualitatively. The energy density of the fuel will
decrease (white arrowhead), as will the aromatic content. The unsaturation of the fuel will
typically increase, but this depends upon the feedstock from which the biodiesel is derived
(this uncertainty is represented by an open arrowhead). Fuel-bound oxygen content will
increase (black arrowhead). ‘Physical properties’ is an ambiguous heading, intended as a
catch-all for density, viscosity, surface tension, boiling range, bulk modulus, and speed of
sound. These are all higher for biodiesel than petrodiesel (hence the black arrowhead),
and which ones are relevant to each path will be identified in the following paragraphs.
Taking as a first example the path down the left hand side of the diagram, energy
density (which is lower with biodiesel) has 3 main effects with eventual relevance to NOx
emissions. First, it can change the way the engine reacts to the fuel (described in Sec-
tion 2.3.3), possibly inducing automatic adjustments to EGR rates, injection pressure and
injection timing; because these effects are engine dependent the pathline is dotted, and
because the effects are uncertain, the arrowhead is open. An increase in EGR would be ex-
pected to reduce NOx emissions (white arrowhead), while an increase in injection pressure
would be expected to increase NOx (black arrowhead). (The mechanisms by which EGR
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and injection pressure affect NOx emissions are beyond the scope of Figure 2.58, which
is why they have been reduced to ‘etc’.) Second, increasing energy density increases the
degree of premixing (black arrowhead), because it means that a greater quantity of fuel
energy can enter the cylinder for a given ignition delay. Third, increasing energy density
typically reduces the duration of injection; hence, because biodiesel has reduced energy
density, it increases injection duration. An increase in injection duration will alter com-
bustion phasing, although whether it will have a net positive or negative effect is unclear
(one would assume that increased injection duration would retard combustion phasing,
but the discussion in Chapter 5 suggests the possibility of some positive effect).
Turning, for a second example, to the right hand side of the diagram, to deal with the
‘physical properties’ grouping: the effect of an increase in boiling range, density, viscos-
ity and surface tension is an increase in the physical component of ignition delay, hence
increasing ignition delay overall (black arrowhead); under cooler conditions (dashed path-
line), these properties may reduce air entrainment upstream of the lift-off length and hence
increase equivalence ratio at the lift-off length (black arrowhead); also under cooler con-
ditions (dashed pathline) the same properties may affect spray geometry in a way that
reduces initial fuel-air premixing (white arrowhead); finally, in older engines with PLN
type injection systems (dotted pathline) increased bulk modulus and speed of sound may
advance the start of injection (note that a black arrowhead equates to an advance in tim-
ing, and that a white arrowhead, such as that connecting ignition delay and advanced
start of combustion, would denote a timing retard).
In summary, as Figure 2.58 illustrates, replacing petrodiesel with biodiesel affects
NOx emissions for a variety of reasons, and via a range of mechanisms. At the root
of many of the most important changes is the increased fuel-bound oxygen content of
biodiesel, and the reduced proportion of low ignition quality, highly sooting aromatic
species compared to petrodiesel. Considered independently, not all of the changes caused
by biodiesel necessarily increase NOx emissions; the net outcome is dependent upon the
relative magnitude of each contributing factor, and this in turn is likely to be variable,












































































































































































































































































































































































































































































The engine used to perform the bulk of the experimental work documented in this thesis
was a pre-production prototype Ford Duratorq “Puma” 2 litre, 4 cylinder high speed direct
injection (HSDI) diesel engine with a common-rail injection system. The closest equivalent
production engine is the ZSD 420, a schematic of which can be seen in Figure 3.1. Details
of the engine are provided in Table 3.1. A photograph of the laboratory engine can be seen
in Figure 3.2. Differences from the commercial ZSD 420 variants include the head, which
is from an earlier Ford Zetec engine, the air intake manifold, which has straight cylinder
feeds rather than the swirl ports found on production models, and the piston geometry;
the pistons inside the laboratory engine have larger bowl volumes, and as a result the
engine operates at a lower compression ratio – 18.2:1 rather than 19:1 [591, 592].

























ENGINE FORD DURATORQ “PUMA” HSDI DIESEL
SWEPT VOLUME (cc) 1998
NUMBER OF CYLINDERS 4
NUMBER OF VALVES 16
BORE/STROKE (mm) 86/86
COMPRESSION RATIO 18.2:1
CONNECTION ROD LENGTH (mm) 155
PISTON BOWL VOLUME (cc) 21.7
OPERATING COOLANT TEMPERATURE (°C) 77 ± 6 (AUTO-CUTOUT @ 100)
INJECTION SYSTEM COMMON-RAIL, 1600 BAR MAXIMUM
INJECTORS DELPHI EJDR00301Z
NUMBER OF HOLES 6
HOLE DIAMETER (mm) 0.154
SPRAY CONE ANGLE 154°
Table 3.1: Engine and injector specifications.
3.1.2 DYNAMOMETER
The engine is coupled to a Schenck W130 eddy current dynamometer, capable of absorbing
up to 130 kW of power at a speed of up to 10000 rpm, with a rated torque of 400 Nm.
This unit can be seen mounted at the right hand side of the engine in Figure 3.2.
An eddy current dynamometer consists of a conductive rotor which is coupled to the
engine drive shaft and rotated between water-cooled heat loss plates, with an electroma-
gentic field applied parallel to the rotational axis [593]. The motion of the rotor causes a
change in magnetic flux, inducing eddy currents which, in accordance within Lenz’s Law,
generate a magnetic field in opposition to the initial change in flux which induced them
[594]. This results in a resistive force against the motion of the rotor, and the dissipation
of kinetic energy as heat. By varying the strength of the applied electromagnetic field,
the strength of the resistive force, and resulting engine load, can be controlled. Although
other approaches exist, the laboratory dynamometer system measures torque using a strain
gauge transducer. Torque data in conjunction with data from the speed pick-up allow the
control system to maintain the desired torque or speed by balancing the eddy current
braking forces with the engine output. The user is able to operate in one of two modes,
constant speed – wherein an increase in fuelling increases engine load – and constant load
– wherein an increase in fuelling increases engine speed.
3.1.3 IN-CYLINDER PRESSURE TRANSDUCER
A Kistler Piezostar 6125A pressure transducer was used to measure in-cylinder pressure. It
was fitted within a custom mounting sleeve, inside the glow-plug port of the first cylinder.
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Certain types of crystal, including quartz, produce an electric charge when a force is
applied to them [595]. However, quartz undergoes a phase transition at 573 °C making it
unsuitable where high temperatures may be encountered. In order to perform under the
more demanding operating environment which an in-cylinder pressure transducer is sub-
jected to, the Piezostar crystal used in this application is produced from a more expensive
and fragile, but highly temperature-stable piezoelectric material, belonging to the family
of calcium gallogermanates [596]. This crystal is housed within a stainless steel cylinder,
behind a ThermoComp diaphragm for protective purposes [597].
Changes in in-cylinder pressure exert a force on the piezoelectric element, which gen-
erates a charge proportional to pressure change (in this instance, 16 pC/bar [591]); this
necessitates integration by a charge amplifier to convert from charge to a usable voltage
proportional to gauge pressure [593] (in this instance, 20 bar/V). Following treatment by
the charge amplifier, the signal is discretised using the output from a crank shaft encoder
(discussed in the following section) and acquired, via a National Instruments PCI-6070E
card, in LabVIEW.
3.1.4 CRANK ANGLE ENCODER
The output from a crank angle encoder was used to discretise the pressure transducer out-
put with reference to engine position. Initially, the engine was fitted with a Lenord+Bauer
GEL 244 magnetic pickup and 360 toothed encoder wheel, which provided a means of sam-
pling the pressure signal every 1 CA [591, 598]. However, it is now common for research
engines to be fitted with far higher resolution encoders (of the order of 3600 ppr, allowing
for sampling at 0.1 CA intervals) [599], in order to assess pressure data and heat release
criteria with a greater degree of accuracy. Considering Figure 3.3, for instance, where
ignition delay values are plotted to the measured resolution of 1 CA, and a mathemati-
cally interpolated accuracy of 0.1 CA, the desirability of finer data can be clearly seen.
Although interpolation of low resolution data is a possibility (as seen in Figure 3.3, and
Chapter 4), higher resolution ‘real’ data remains preferable.
For this reason, an Encoder Technology ET758/2 [600] was mounted onto the crank
shaft, as a replacement for the GEL 244. The operating principle of the ET758 involves
an internal wheel with incremental lines that are optically monitored, rather than the
external ferromagnetic toothed wheel required by the GEL 244. The optical system is more
compact, and easily affords higher resolution, since lines substantial enough to be optically
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Figure 3.3: Ignition delay as a function of start of injection timing, with data plotted to the 1
CA resolution of the GEL 244 encoder and interpolated to 0.1 CA (plot shows ULSD data from
4, Figure 4.3B).
detectable can be machined far smaller than easily magnetically detectable ferrous teeth.
However, the magnetic system has advantages in terms of robustness and longevity. The
ET758 fitted to the engine has a 2880 ppr (pulses per revolution) output, providing a
sampling interval of 0.125 CA. Images of both systems can be seen in Figure 3.4.
Figure 3.4: Photographs showing the two encoder systems mounted on the engine: A) the GEL
244 [591]; B) and C) the ET758.
When mounting a shaft encoder it is essential that the top dead centre (TDC) reference
signal be correctly aligned with physical TDC. Various methods exist for determining
physical TDC from thermodynamic analysis of pressure data obtained during non-firing
engine operation [601–607]. Motored pressure data alone will display a point of peak
pressure that occurs slightly advanced of physical TDC due to heat transfer and mass
losses that occur [606]; this slight advance is commonly known as the thermodynamic
loss angle. Although attempts were made to calibrate TDC using some of the referenced
thermodynamic techniques (particularly that of Staś [602]), the results obtained were not
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deemed sufficiently reliable, because the calculated position of TDC varied depending upon
the engine speed at which the pressure data sets were recorded. This may be a result of the
fact that the laboratory engine was not motored, but rather fired under a highly retarded
(4 after TDC) injection timing and idling load to enable prolonged data acquisition whilst
minimising the influence of combustion on the near-TDC pressure data. Additionally,
filters employed to reduce the effect of noise on first, second and third differentials of
pressure data may have contributed to the inconsistency observed.
Ultimately, the TDC reference signal was aligned using the Kistler Type 2926C TDC
sensor system [608], with the capacitive displacement sensor inserted into the cylinder
through the injector port using a custom built adapter. The displacement data was ac-
quired in LabVIEW and analysed to find the angle of the piston’s closest proximity to
the probe, which was then used to calculate a TDC offset value that could be input as a
correction factor in the LabVIEW VI (virtual instrument) interface.
The immediate benefit of increased angular resolution was, in practice, limited. With
a 1 CA sampling interval the pressure data, when averaged over 100 engine cycles, mani-
fested little enough noise that it was possible to calculate apparent heat release rate data
directly, without the need for additional filtering or averaging. However, at the higher reso-
lution this becomes impossible, because the differential of pressure is afflicted by excessive
spurious fluctuations. This makes the application of some noise reduction technique a
necessity; ultimately, a 9-point moving average was used.
Thus, it could be argued that the increased resolution of the encoder did not actually
provide higher resolution ‘real’ data to base analysis upon; instead of mathematical esti-
mates on the basis of interpolation, higher resolution requires mathematical estimates on
the basis of averaging. The advantage of averaging over interpolation is that it provides
a more clearly defined shape to the pressure curve, and hence the apparent heat release
rate data obtained. Fundamentally, a greater quantity of data allows for the exclusion of
erroneous measurements, whereas a lesser quantity makes it difficult to ascertain where
impropriety may lie. Although the additional resolution obtained was certainly valuable, it
was accompanied by an increase in complexity that did not burden earlier lower resolution
data acquisition.
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3.1.5 ENGINE MANAGEMENT SYSTEM
The fuelling rate is controlled by a potentiometer, which acts analogously to an accelerator
pedal, and the speed and torque are controlled by the dynamometer system. All other
adjustable variables are controlled using a 486 PC running a piece of software called
GrEDI. This offers the user precise real-time control of injection pressure, injection timing
(of multiple injection events, if desired) and rates of exhaust gas recirculation (EGR).
It can also be used to monitor a wide range of operational parameters – temperatures,
pressures, flow rates, etc.
3.1.6 AUXILIARY FUEL SUPPLY
Earlier work with biodiesels by previous researchers in the Brunel Centre for Advanced
Powertrain and Fuels Research (CAPF) [462], as well as some of the initial work forming
the basis of this thesis (Chapter 4), led to time consuming and expensive injector failures.
Such failures are understood to be a potential issue when fuelling on biodiesel [24], but
can be avoided, or at least minimised in frequency, by improved control of fuel quality,
storage conditions, and proper maintenance of the fuel supply system. Described below
are the deficiencies and problems that existed at the outset of experimentation, and the
basic steps taken to improve the situation.
3.1.6.1 FUEL QUALITY AND STORAGE
Previous purchases of biodiesel had been delivered in 200 litre barrels. The primary
problem with this was that fuel was not consumed quickly enough to warrant such large
containers, so between using the top and bottom of the barrel there existed a delay of
some several months. At best, this risks changing the condition of the fuel between the
beginning and end of the experimental period, by exposure to air, which could lead to
varying results. At worst, it allows enough time for serious fuel degradation to take place,
leading to increased viscosity and the formation of insolubles, to such a point that filter
clogging, fuel pump and fuel injector failure become real possibilities.
It has been seen that prolonged exposure (of the order of several months) to air can
cause significant changes to the chemical composition of the fuel [609]. Analysis by gas
chromatography (for Chapters 5 and 7) of fuels used over the course of this work reveals
the same trend, as is illustrated in Figure 3.5. Note the increase in the proportion of less
highly unsaturated compounds (especially C18:1, methyl oleate) at the expense of the more
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unsaturated ones (C18:2 and C18:3, methyl linoleate and linolenate, respectively). These
changes may have a significant effect upon factors like ignition delay, and consequently
engine performance and emissions, and their minimisation is essential.









Figure 3.5: Chemical composition of rapeseed methyl esters from a freshly opened can and after
being exposed to air for six months.
In Figure 3.6 a sample of jatropha methyl esters taken from an approximately 80%
empty barrel opened around a year earlier is seen photographed immediately after being
decanted, at subsequent 50 minute intervals, and, in the final (bottom right) image, after
being left to settle for a full 20 hours. The initial (top left) image appears fairly innocuous,
but as time progresses the fuel separates into three distinct sections: a lighter, transparent
layer at the top; a yellow, translucent layer in the middle, similar in appearance to the fuel
straight after being poured; and a brown, opaque layer of viscous slime at the bottom.
Later acquisitions of biodiesel were made in containers of a more manageable size
(typically around 25 litres) so that they could be more easily stored under appropriate
conditions, more easily mixed to ensure a homogeneous test product, and could be con-
sumed within a short period of opening, minimising exposure to air and the possibility
of oxidative deterioration. Fuel was decanted into a transparent container and allowed to
stand to ensure that it was of an acceptable degree of clarity and without sediment. All
opaque containers (namely, jerrycans) were cleaned thoroughly after each use to prevent
the accumulation of sediment, paint or fuel remnants.
3.1.6.2 FUEL SUPPLY SYSTEM
Initially, the auxiliary fuel supply system consisted of a one gallon fuel tank connected
immediately to a single cleanable but relatively coarse wire mesh diesel filter, then to a
hand primer, and then to a switching board which allowed the fuel source to be changed
from the laboratory diesel supply to the secondary fuel system. The drawbacks of this
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Figure 3.6: Photographs of a sample of jatropha methyl esters at 50 minute intervals (from top
left) and finally after 20 hours settling time (bottom right).
system, and the way it was operated, were that the fuel filter was not fine enough, nor
was it regularly removed and cleaned, and that the shape of the fuel tank precluded total
drainage of the system, which meant that some remnants always remained and sediment
was allowed to accumulate. Remedial measures were as follows:
 A two-stage filtration system was put in place, to minimise the risk of introducing
contaminants into the fuel-line. After passing through the 100 µm stainless steel
strainer filter which was already in place, fuel was subsequently filtered down to
20 µm using nylon and paper inline filters, inside transparent plastic housings to
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allow inspection of fuel flow and fouling.
 In addition to the existing precaution of running the engine for a 20–30 minute
period on petrodiesel following biodiesel usage in an effort to flush the rail, the
entire secondary system was rinsed with diesel at the end of each run, and the
strainer filter cartridge was removed from its housing and cleaned.
 The secondary fuel tank was modified to allow total internal access and visibility,
and was thereafter emptied and cleaned following every use.
3.2 EMISSIONS MEASUREMENT
3.2.1 HORIBA MEXA 7170 DEGR
The Horiba MEXA 7170 DEGR is an exhaust gas analyser, used to quantify the levels of
gaseous emissions, namely carbon monoxide (CO), carbon dioxide (CO2), oxygen (O2),
total hydrocarbons (THC) and oxides of nitrogen (NOx). An adapted schematic of the
MEXA-7000 series is given in Figure 3.7.
The names and functions of those elements indicated in Figure 3.7 are as follows
[610, 611]:
1. Main Control Unit (MCU): the computer used to operate the system.
2. Interface Controller (IFC): the interface between the MCU and the rest of the system.
3. Analyser Rack (ANR): contains the non-heated analysers. In this instance, these
are non-dispersive infrared (NDIR) analysers for measurement of CO and CO2 and
a magnetic pressure detection (MPD) analyser for measurement of O2.
4. Power Supply Unit (PSU).
5. Solenoid Valve System (SVS): switches between calibration and measurement gases.
6. Sample Handling System (SHS): controls and conditions the gas passed to the ANR.
7. Heated Analysis Unit AKA Oven (OVN): heated sampling and analysis system con-
taining a flame ionisation detector (FID) for measurement of THC and a chemilu-
minescence analyser (CLA) for measurement of NOx.
The NDIR analysers used by the HORIBA to measure CO and CO2 function on the
basis that these gases absorb infrared radiation in particular wavelength ranges. The
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Figure 3.7: External view and layout of the HORIBA MEXA-7000 series (with labels described
in the text); inset, illustration of the gas system flow [610].
absorbed wavelength range for any substance corresponds to the natural frequencies of
various stretching and bending vibrations that specific molecular bonds and arrangements
accommodate [27]. In an NDIR analyser (of the type in question [612], although others
exist [613]), an infrared source transmits radiation through two chambers: a reference
chamber containing a non-absorbing gas (nitrogen), and a sample chamber containing the
gas to be analysed. Optical filters restrict the radiation to a range in which the gas of
interest absorbs effectively, and interference from other chemical components is minimised.
Detectors measure the intensity of the filtered IR light that has passed through each mea-
surement volume, and by comparing the transmittance of the two chambers, attenuation
due to the sample gas and therefore the concentration of the absorbing chemical can be
quantified.
The MPD analyser used to measure oxygen functions on the basis that molecular oxy-
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gen is paramagnetic (which is unusual for a gas), meaning that it will become magnetised
in the direction of an external field, although in the absence of such a field it is not mag-
netic [171]. This is because O2 has two unpaired electrons in its π
∗
g molecular orbitals
[614], and the presence of a magnetic field aligns the spin of these electrons, magnetising
the molecule. This characteristic is exploited differently in the various types of paramag-
netic oxygen analyser [613, 615], but in this case it is used to induce a change in pressure
[612]. Multiple streams of nitrogen pass across a membrane, of which one stream mixes
at a later point with the gas sample, in the vicinity of an alternating magnetic field. The
oxygen in the sample tends to be drawn into the magnetic field, which causes fluctuations
in the incident nitrogen flow, leading to upstream pressure changes and hence deflection
of the membrane [615]. The deflection is proportional to the oxygen concentration. This
explanation is assisted by Figure 3.8.
Figure 3.8: Uni-polar single-cell magnetic pressure type oxygen detector [612].
The FID used to measure THC emissions functions on the basis that the addition of
organic compounds to a hydrogen flame causes a very substantial increase in the number
of ions formed, primarily via Equation 3.1 [615].
CH + O −−→ CHO+ + e− (3.1)
By applying an electric potential across the flame, ions and electrons can be drawn
towards electrodes on either side, generating a small current, which is proportional to
the quantity of hydrocarbons present in the exhaust. No differentiation is made between
different species of hydrocarbon, and results are indicated in parts per million carbon
(ppmC) [613].
The CLA used to measure NOx emissions functions on the basis that when electroni-
cally excited NO2 transitions to the ground state it emits light in the 590–2600 nm range
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[615]. A typical schematic is illustrated in Figure 3.9.
Figure 3.9: Schematic of a chemiluminescence NOx analyser [613].
Depending on the selected operating mode, the sample may first be passed through
an NO2 to NO converter. Chemiluminescence analysis quantifies NO specifically, and
therefore the purpose of the conversion is to include NO2 in the measurement in order to
obtain a total NOx value. Conversion is achieved by reaction with carbon [612]:
NO2 + C −−→ NO + CO (3.2)
Alternatively, exhaust may pass directly to the reactor, excluding any NOx as NO2
from the measurement. Ozone (O3) is also passed to the reactor, having been formed by
ultraviolet irradition of oxygen. In the reactor NO reacts with O3 to produce light by
Equations 3.3 and 3.4; the amount of light emitted is proportional to the concentration of
NO in the exhaust [613, 615].
NO + O3 −−→ NO∗2 + O2 (3.3)
NO∗2 −−→ NO2 + hv(590nm 6 λ 6 2600nm) (3.4)
3.2.2 AVL 415
The AVL 415 is a filter smoke meter (or spotmeter) used to quantify the levels of soot in
the exhaust stream [616]. It functions by drawing a defined amount of exhaust through
a piece of filter paper, causing it to blacken. The light reflected by the blackened region
is measured by a photoelectric sensor, and compared to the light reflected by an unsoiled
portion of the paper [267, 617]. The ratio of the two is directly proportional to the
calculated smoke number which, in the case of the AVL 415, ranges from 0–10 (i.e. least
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to most blackened by smoke). Filter smoke number is reported to correlate reasonably
well with measured soot mass concentrations; over the range typical of the work within
this thesis, indicative values are approximately 20 mg/m3 at a smoke number of 1, and
50 mg/m3 at a smoke number of 2 [618].
3.2.3 TESTO 350
The Testo 350 is a portable exhaust gas analyser that can be used to quantify all of the
same emissions as the Horiba (see Section 3.2.1) in addition to other pollutants including
sulphur dioxide (SO2), and further variables such as temperature and pressure. The
Testo employs electrochemical sensors to quantify all emissions except for CO2, which is
measured by a non-dispersive infrared technique, and hydrocarbons which are detected by
a Pellistor sensor.
The Testo unit was only employed for the study documented in Chapter 8, where its
portability and ease of setup were beneficial because measurements were made outside the
laboratory. For the purposes of these experiments, it offers satisfactory performance (with
reported relative accuracy of around 5–10% for NOx measurements, for example [619,
620]), although the performance of the Horiba is superior, subject to correct calibration.
3.3 DATA ANALYSIS
3.3.1 EMISSIONS DATA
Gaseous emissions data are logged in real-time on a computer connected to the Horiba,
using software written at the Tianjin University SKLE (State Key Laboratory of Engines)
by Dr. Yan Zhang. This samples all emissions 10 times per second over a duration of up
to 180 seconds. Typically, the maximum recording duration was used, to avoid biasing the
results with short-lived fluctuations in engine behaviour (see Section 3.4). For example,
the cooling cycle of the engine is associated with a small periodic variation in emissions
as the coolant increases and decreases in temperature.
The data acquisition software exports to Microsoft Excel spreadsheets, which are sub-
sequently processed using a MATLAB module; the core module uses the uigetfile function
with multiselect mode to enable batch processing, and calls a separate function to load the
data from the spreadsheets using xlsread, average the emissions across the test duration
(or make other calculations, estimating variability, for example), and return the results.
These can then be imported into Excel as space delimited data, and analysed.
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Smoke emissions data are collected manually, reading off the digital display on the AVL
415. The machine itself bases its output on an average of 3 consecutive measurements.
3.3.2 IN-CYLINDER PRESSURE DATA
In-cylinder pressure data are logged and saved using a LabVIEW VI file written by Dr.
Lyn McWilliam. The user is required to input the number of samples per revolution at
which the encoder operates (set to 360 ppr throughout the earlier work in Chapter 4, but to
2880 ppr in all later work, following replacement of the shaft encoder – see Section 3.1.4),
to specify any measured offset to account for misalignment (at the time of writing, 0.7
BTDC), and set the required number of cycles to record (100 cycle data sets have been
used throughout the work documented in this thesis, with analysis based on multiple sets).
The files generated are extensionless, but can load into Excel as tab delimited data, and
into MATLAB using dlmread.
The core MATLAB module begins by calling a function to generate arrays containing
in-cylinder volume (V ) and rate of change of volume (∂V /∂Θ) data for angles from 45
BTDC to BDC at 0.125 CA increments. Instantaneous volume is calculated as the sum
of clearance volume (29.04 cc) and displaced volume; displaced volume is equal to the
instantaneous piston displacement from TDC (calculated using Equation 3.5, the variables
in which are illustrated by Figure 3.10) multiplied by the cross-sectional area of the cylinder
(58.09 cm2) [418].
s = acosΘ + (l2 − a2sin2Θ)0.5 (3.5)
Figure 3.10: Geometry of cylinder, piston, connecting rod and crankshaft, where B = bore (86
mm), L = stroke (86 mm), l = connecting rod length (155 mm), a = crank radius (43 mm), Θ =
crank angle [418].
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Next, a function is called to process the pressure data, generating arrays containing
average in-cylinder pressure (P) and rate of change of pressure (∂P/∂Θ) data for the same
angular increments, in addition to maximum pressure and angle of maximum pressure
values on a cycle-by-cycle basis. As with emissions data, pressure files were loaded using
the uigetfile multiselect mode for batch processing.
Pressure data were imported using the dlmread function and cropped to the relevant
angular range. No filtering was needed for the pressure data collected using the 360 ppr
encoder, but when using the 2880 ppr encoder a 9-point moving average was applied (i.e.
the 0.5 CA data point is an average of data from 0–1 CA) using the smooth function. This
was necessary to remove noise which made the calculation of apparent heat release rate
difficult. Larger averaging windows suppressed features in the resulting AHRR profiles
which were short-lived but considered to be ‘real’, and smaller averaging windows didn’t
always reduce the noise sufficiently. The 9-point window may not necessarily be optimum,
but provides adequate noise reduction for AHRR calculation, whilst allowing the calculated
AHRR to retain a similar structure to that generated using pressure data from the 360
ppr encoder – with the benefit of additional detail.
Attempts were also made to filter pressure data using Fourier transform based low pass
filters with different bandwidths and roll-off functions. Although noise was successfully
reduced while leaving the key features of pressure change intact, this approach influenced
the form of the pressure plot, and the resulting AHRR plot, more significantly than the
use of a moving average appeared to; for this reason, the moving average was preferred.
In hindsight, the noise which is visible on the higher resolution heat release plots (see
Chapter 5) does appear to have a degree of periodicity, implying that a well configured
Fourier filter may have offered the most effective approach to signal preparation.
Once smoothed, average pressures at each crank angle interval (i.e. every 0.125 CA)
are calculated to produce a single pressure profile from each 100 cycle data set. Pressure
maxima and their angles of occurrence are calculated immediately after the smoothing fil-
ter was applied, but before averaging across the 100 cycles, in order to obtain some insight
into cycle-to-cycle variations. The array of data set average pressure data is differentiated
to give ∂P/∂Θ, for the purposes of AHRR calculation.
Arrays of V, ∂V /∂Θ, P and ∂P/∂Θ are passed to another function, which uses them
to calculate AHRR and a variety of derived criteria. AHRR, or Q, is calculated over the
angular increments using Equation 3.6 [418], where γ is the ratio of specific heats. Q in
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this case represents net rather than gross heat release, and as such makes no attempt to














Throughout the work documented in this thesis, a constant specific heat ratio of 1.33
has been used. However, this is a simplification, because the ratio of specific heats changes
throughout the engine cycle due to the variations in temperature and in-cylinder gas
composition [621, 622], falling from approximately 1.35 before combustion, to 1.26–1.3
after it [418]. Heywood suggests that when using a constant value, between 1.3–1.35
is an appropriate range [418]. Initial calculations based on the gradient of ln P versus
ln V plots, returned values averaging around 1.33 throughout the engine cycle. This
result is broadly consistent with calculations made by Abbaszadehmosayebi [623] on the
same laboratory engine, who estimated γ by two methods, at 15 operating conditions,
using 3 different fuels, with an overall average of 1.33±0.02. In the Abbaszadehmosayebi
study [623] condition-to-condition variation was far larger than that between fuels, and
on average very little difference was apparent between petro- and biodiesels; however,
calculations from equilibrium species concentrations and thermodynamic data may suggest
a very slight reduction in γ when fuelling on biodiesel [624].
An attempt was made to incorporate a ratio of specific heats which varied through-
out the combustion process with estimated average in-cylinder temperature (using the
equation in [622]). This made only a minor difference to the results and was not finally
adopted because it was adjudged to be better for the purposes of the work – specifically,
for a comparison between fuels – to apply the same γ value consistently, than to introduce
an additional variable and risk unequal treatment of different cases.
From this point onwards, much of the further analysis was done – certainly in the later
studies – using Microsoft Excel instead of MATLAB, compiling the arrays of AHRR for all
of the data sets for each test case into single spreadsheets, and scrutinising them manually.
Exporting to Excel makes analysis considerably more laborious, when most combustion
phasing criteria can be calculated quickly and easily using MATLAB scripts. However, the
premixed burn fraction in particular is not straightforward to specify algorithmically, pri-
marily because its conclusion possesses different characteristics under different operating
conditions.
In the idealised case, the end of premixed burn (EOPMB) is identified as the first
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AHRR local minimum following the maximum. However, in practice this point might not
be reliable; the first minimum may be located earlier or later than the apparent end of
the premixed burn, particularly when calculated from high resolution pressure data.
In the earliest work (see Chapter 4), all heat release parameters were computed au-
tomatically, according to the criteria illustrated in Figure 3.11. Except for the EOPMB,
all of these values were calculated in the same way in later studies; the only difference
being that, whereas the low resolution data was used to interpolate values to 0.1 CA, the
higher resolution data was used directly (albeit following filter application) to obtain val-
ues to an accuracy of 0.125 CA. Start of injection (SOI) was defined from the commanded
SOI specified within the engine management software. Start of combustion (SOC) was
defined as the point at which AHRR became positive. The end of combustion (EOC)
was defined as the point at which a wide window AHRR moving average (5-point for the
360 ppr data, 45-point for the 2880 ppr data) went below zero. Ignition delay (ID) is
the difference between the SOI and the SOC, the premixed burn fraction (PMBF) is the
integral of AHRR between SOC and EOPMB, divided by the integral of AHRR between
SOC and EOC. Combustion intervals from 10–90% (commonly denoted CA10–CA90) were
calculated as the angle, Θ, at which AHRR integrated between SOC and Θ reached the
specified percentage of total AHRR.
Figure 3.11: Labelled plot of heat release and the derivatives used to calculate combustion
criteria. SOI: start of injection. ID: ignition delay. SOC: start of combustion. PMBF: premixed
burn fraction. EOPMB: end of premixed burn. EOC: end of combustion.
The EOPMB was calculated as the first local maximum in the second differential of
AHRR following peak AHRR. The reason for using this point, instead of the first local
AHRR minimum following the maximum, is illustrated by Figure 3.12. Shown are AHRR
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plots for petrodiesel (ULSD) and biodiesel (RME) produced from data generated using
the 360 ppr encoder (the same data is plotted in Chapter 4, Figure 4.2D with a more
complete explanation of the operating condition), along with lines marking the EOPMB
determined by the two different definitions. What they show is that, in some cases – for
ULSD in Figure 3.12, for instance – there is not a local minimum at what appears to be
the end of the premixed burn spike.




















Figure 3.12: Apparent heat release plots (also found in Chapter 4, Figure 4.2D) with vertical lines
placed to indicate the end of the premixed burn (EOPMB); solid lines for ULSD, dashed lines for
RME. In both cases the leftmost vertical line denotes EOPMB defined as the first local maximum
in the second differential of AHRR following peak AHRR, and the rightmost line EOPMB defined
as the first AHRR local minimum following the maximum.
The method depicted in Figure 3.11 gave satisfactory EOPMB estimations for the low
resolution data, but did not accurately or robustly characterise the high resolution data,
due to the greater complexity of the AHRR curve. Ultimately, the premixed burn fraction
was identified manually in the high resolution data. This will be addressed in greater
depth in Chapter 5.
3.4 OPERATIONAL VARIABILITY
When running the laboratory engine, exhaust emissions might be considered to vary on
three different timescales. First, they vary continuously, from instant-to-instant, and from
one engine cycle to the next, with every new measurement being slightly different from
the last. Second, they vary on an intra-daily basis, hour by hour, as the engine warms up
and stabilises, although even at what might be thought of as a fully stabilised condition,
measurements taken 10 minutes, or even 10 seconds, apart are unlikely to be identical.
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Third, on an inter-daily basis, with changes in atmospheric conditions and the operating
state of the engine. Experimentally, the important questions are: what is the extent of
the variation associated with each timescale? What can be done to minimise obfuscation
of the results?
By analysing all of the data collected at the higher load baseline condition in Chapter 5,
a representative picture of the variation in emissions on the shortest (instant-to-instant)
and longest (day-to-day) timescales can be obtained. Table 3.2 provides data on the
average standard deviation and range of variation for gaseous emissions over 180 seconds.
In Figure 3.13, example plots of emissions over this period can be seen.
NOx (ppm) CO (ppm) THC (ppm) CO2 (%)
AVERAGE 1057 296 115 9.28
STANDARD DEVIATION 7 (0.7%) 4.6 (1.5%) 2.9 (2.5%) 0.04 (0.4%)
MAXIMUM 1075 (+1.7%) 312 (+5.4%) 124 (+8%) 9.36 (+0.9%)
MINIMUM 1039 (-1.7%) 282 (-4.8%) 108 (-6%) 9.19 (-0.9%)
Table 3.2: Data describing the average variability observed across 180 seconds at the higher load
baseline from Chapter 5.


















































































Figure 3.13: Example plots of gaseous emissions over the 180 second measurement period. (A)
Emissions of oxides of nitrogen. (B) Carbon monoxide emissions. (C) Total hydrocarbon emissions.
(D) Carbon dioxide emissions. (Note that although the variability of these examples is represen-
tative of that observed in other cases, the averages, maxima and minima are not necessarily the
same as those for the whole data set, as quantified in Table 3.2.)
The data in Table 3.2 makes clear that carbon dioxide is the most stable emission, fol-
lowed by NOx, and then carbon monoxide and total hydrocarbons, which are significantly
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more variable. However, the plots in Figure 3.13 suggest that much of the variability
in levels of the different pollutants may share a common cause. The CO2 trace (Fig-
ure 3.13D), which is evidently the least noisy, exhibits a clear periodic fluctuation, which
is also apparent, to a greater or lesser extent, in the plots of NOx, CO and THC (Figures
3.13A–C). The periodicity seems to coincide with cycling of the engine cooling system,
and may therefore be related to changes in heat transfer within the engine. However, the
fact that all emissions seem to follow similar trends is strange, given that with an increase
in temperature, for example, NOx emissions would be expected to increase, whilst THC
emissions might be anticipated to go down rather than up. It is also noteworthy that CO2
is fluctuating without any commanded – or registered – change in fuelling rate. Since the
torque also fluctuates over the course of the cooling cycle (around 0.5 Nm either side of
the designated 80 Nm operating point), it may be that there is some marginal change in
the amount of fuel being injected. Alternatively, something may be affecting the exhaust
flow to the measurement device, which would be consistent with the fact that all emis-
sions fall and rise together – possibly indicative of changing dilution of the pollutants.
However, if the matter were as simple as dilution then one would not expect to see larger
proportional changes in one emission than another. Whatever the cause, the fluctuation
has a greater proportional influence on THC and CO emissions, than on NOx and CO2.
Beyond the larger periodic variation, the NOx, THC and CO plots appear noisier than
that of CO2, and this is probably because the former 3 pollutants are present in far smaller
concentrations.
At lower load operating conditions (again, analysing baseline data recorded for the
experiments in Chapter 5) the variability in CO and THC emissions is significantly reduced
in both absolute and proportional terms; this can be seen by comparing the lower load
data in Table 3.3 with the higher load data in Table 3.2. In absolute terms the variations in
NOx and CO2 emissions over the 180 second measurement period are apparently changed
very little. Since the average NOx emissions are only a little lower in Table 3.3 than
in Table 3.2, the standard deviation and range of variation is also similar in percentage
terms, whereas the significant reduction in CO2 emissions at the lower load means that
the proportional variability of CO2 is far greater than at the higher load. The apparent
constancy of absolute CO2 variability possibly implies that the measurement system itself
may be the cause.
Although there is still some periodicity to the variation in lower load emissions, it is
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NOx (ppm) CO (ppm) THC (ppm) CO2 (%)
AVERAGE 945 314 206 5.71
STANDARD DEVIATION 6.8 (0.7%) 3.7 (1.2%) 1.9 (0.9%) 0.04 (0.7%)
MAXIMUM 961 (+1.7%) 325 (+3.4%) 211 (+2.5%) 5.8 (+1.4%)
MINIMUM 927 (-1.9%) 302 (-3.9%) 201 (-2.4%) 5.61 (-1.7%)
Table 3.3: Data describing the average variability observed across 180 seconds at the lower load
baseline from Chapter 5.
less clear and apparently reduced in frequency compared to higher load; this is consistent
with the proposed relation to the cooling system, since at higher load the cooling cycle is
shorter due to increased operating temperatures.
Ultimately, it has not been possible to say with certainty what the cause of the short-
term variability is, but it is plausible that it is dependent upon both the engine and the
measurement system. Ideally, the source of the periodic fluctuation would be identified
and removed – possibly by modifying the control parameters of the cooling system, if this
does, in fact, play a role. However, simply making recordings over a relatively long time
period allows most of the effects of short-term variability to be averaged out, without
additional experimental complexity. If the period of the fluctuation could be determined
precisely then recording emissions over the duration of a whole number of periods might
be a good solution. However, since the period does not appear to be entirely consistent
under a given condition, and also varies with fuel and load, this approach is not at all
straightforward. The option chosen was to record and average emissions data across the
longest time period offered by the acquisition software: 180 seconds. (Note that in the
first set of experiments (see Chapter 4), the measurement period was shorter: 60 seconds.
At this point the periodic fluctuation had not been discerned in the results.)
On the longest relevant timescale, considering variations in emissions from day-to-day,
over the course of the experimental period (several months, in the case of Chapter 5), CO
and THC emissions varied substantially more than NOx and CO2 emissions, just as they
did on the shortest timescale. Filter smoke number (FSN) varied more than any of the
gaseous pollutants. This can be seen in Figure 3.14, which shows the standard deviation
of the emissions measurements at the daily baseline over the course of the experiments
conducted for Chapter 5.
To some extent these variations appear to depend upon atmospheric conditions. As
can be seen in Figure 3.15A, baseline NOx emissions correlate well with atmospheric
temperature (that is, the local temperature at the time of the baseline measurement, using
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Figure 3.14: Standard deviations of emissions of oxides of nitrogen, carbon monoxide, total
hydrocarbons and filter smoke number measured at the Chapter 5 daily baseline under (A) the
higher load, (B) the lower load. All deviations given as percentages of the average baseline values.
data available online taken from a nearby weather station [625]), decreasing as temperature
increases. This probably has some relationship to the changing density of intake air; start
of combustion tended to be advanced and maximum in-cylinder pressures tended to be
higher on cooler days. It should be noted that temperature was also monitored within the
engine bay, but although the same correlation with NOx emissions was observed (i.e. a
clear reduction in NOx with increasing temperature), the coefficient of determination was
lower.
The relationships between other emissions and atmospheric temperature can be seen
in Figures 3.15B–E. Although none correlate as well with temperature as NOx, and in
some cases the degree of correlation is fairly poor, in general the plots offer a reasonable
indication that CO, CO2 and smoke emissions tend to increase with increasing atmospheric
temperature, while THC emissions go down a little. In all cases, these trends are consistent
with the data collected at the lower load baseline. Baseline CO2 and CO are well correlated
with each other (r2 = 0.79), suggesting both an increase in the necessary fuelling rate
and the richness of combustion on hotter days. Baseline CO and FSN are similarly well
correlated (r2 = 0.8), further implying some connection to combusting equivalence ratios.
Clearly changes in temperature alone do not provide a full explanation for the degree
of variation observed. Other environmental parameters, humidity and atmospheric pres-
sure, for instance, did not appear to have much correspondence to the emissions trends.
FSN, seen to have the widest standard deviation in Figure 3.14, is likely to be subject to
issues associated with changing and ageing of the engine lubricating oil [626], as well as
potentially more drastic problems with the measurement system like partial blockages due
to soot accumulation in the sample lines.
In the experiments in this thesis, the approach to coping with day-to-day variations
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Figure 3.15: Emissions at the daily baseline as a function of atmospheric temperature. (A)
Emissions of oxides of nitrogen. (B) Filter smoke number. (C) Carbon monoxide emissions. (D)
Total hydrocarbon emissions. (E) Carbon dioxide emissions. (Based on the higher load daily
baseline data from Chapter 5.)
was to try to keep the operational environment as consistent as possible, whilst carefully
collecting daily baseline data, which could be used either for the purposes of comparison (to
identify outliers and discrepancies, and explain unusual results), or for normalisation. Nor-
malisation was avoided where possible, and was only employed where the level of variation
was sufficient to affect the meaning of the results. Throughout Chapter 4 NOx emissions
are given without any modification or reference to daily values, whereas in Chapters 5
and 6 they are given with an indication of baseline variability, in order to clarify results,
but the variations are not significant enough to alter the trends or warrant adjustment; in
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Chapter 6, all emissions data is provided with baseline values to improve comprehension
and enable meaningful interpretation of the results. Smoke, carbon monoxide and total
hydrocarbon emissions are normalised with respect to the daily baseline in the higher load
portion of Chapter 5 (Section 5.3.1).
In terms of variations on an intermediate timescale – that is, intra-daily – the data
available only provides a partial illustration of the extent of the variations encountered.
Although emissions were monitored throughout the experimental period on each day,
changes in fuel and operating conditions obscure what could be considered the general
trajectory of change. By considering data across the entirety of the 90 minute higher load
baseline period in Chapter 5, at which operation on all days was ostensibly identical, it is
possible to see how emissions change as the engine warms up and stabilises. In Figure 3.16,
average percentage change in all emissions from the end of the warm-up period until the
end of the baseline period can be seen (the daily operating schedule and baseline timing
are clarified in Chapter 5, Figure 5.1).
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Figure 3.16: Average variation in emissions as a function of time across the 90 minute daily
baseline period from Chapter 5.
NOx, CO and CO2 emissions were observed to change very little across the 90 minute
baseline, on average. After 90 minutes average NOx emissions were 0.4±1.1% higher
than at the start; CO emissions were 0.6±2.5% higher; CO2 emissions were 0.5±0.6%
higher. Hence, it should be understood that the change in emissions of each pollutant is
inconsistent, not only in magnitude but also in direction. On 78% of days, NOx emissions
increased over the duration of the baseline, while on the other 22% they fell. CO2 emissions
increased 83% of the time, but CO emissions fell almost as often (44%) as they rose (56%).
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THC emissions and smoke number readings changed more dramatically over the base-
line period, with THC emissions falling by an average of 10.2±10.3% (declining on 83%
of test days) and FSN increasing by an average of 3.6±4.8% (increasing on 75% of test
days).
In general, the change in emissions is largest soon after engine start up, and trends
gradually settle to a quasi-stable position over a period of several hours. To a certain
extent, such quasi-stability appears to be achieved once the engine and test bay have
attained an approximate thermal equilibrium. The baseline data presented in Figure 3.16
follows an hour long warm-up period, during which heaters were turned on within the
test bay, and the extraction system was not active; this approach raises temperatures
more quickly than would otherwise be the case. In experiments conducted earlier than
those documented in Chapter 5 (although documented later, in Chapter 6), the same test
schedule was used, but the precaution of forced pre-heating of the engine bay had not yet
been devised. In this case it can be seen that the change in emissions over the 90 minute







































































Figure 3.17: Average change in emissions across the 90 minute daily baseline period with and
without forced test bay heating during the 60 minute warm-up phase. NFH, no forced heating of
the test bay (baseline data from Chapter 6); FH, forced heating of the engine test bay during the
warm-up period (baseline data from Chapter 5).
Although other factors may be involved, the reduced change in emissions across the 90
minute baseline when the temperature of the test bay was elevated more rapidly through
the warm-up period (that is, in the forced heating cases in Figure 3.17), suggests that the
engine and test cell may have reached a condition closer to steady-state by the end of the
warm-up period.
For the experiments in Chapter 6, the 90 minute daily baseline was followed by a 90
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minute period running on a test fuel, and then a further 90 minutes at the baseline con-
dition. This provides the opportunity to observe the engine operating state immediately
after, and then 270 minutes after, the end of the warm-up period, over which time load and
engine speed remained basically constant. Because the fuel was changed from petrodiesel,
to the test fuel (in all cases, biodiesel with an additive), and back to petrodiesel, it is
possible that the interval running on biodiesel may have had lasting effects on the oper-
ating state which may have caused deviation from the trends which would be expected
based purely on run-time. However, although this data may not be entirely representa-
tive, it offers some indication of the trajectory which emissions might be expected follow
throughout the day.
NOx emissions always increased throughout the day, and were, on average 1.2±1%
higher 270 minutes after warm-up than at the end of the 90 minute baseline. CO2 emissions
tended to increase slightly between the 90 minute and 270 minute intervals, although in
some cases (22%) a reduction was measured; on average, CO2 emissions were 0.3±0.4%
higher at the end of the day than 180 minutes earlier, at the end of the baseline. CO
emissions tended to decline, but also rose throughout the day on a significant number
of occasions (33%); on average, CO emissions were 1±2% lower 270 minutes after the
warm-up, than they were 90 minutes after the warm-up. THC emissions increased across
90–270 minutes on just over half (56%) of test days, with an average increase of 1.7±3.9%.
Similarly, smoke number followed no clear trend, increasing throughout the day as often
as it fell; on average a reduction of 0.6±5.3% was observed, which illustrates that the
general variability of FSN appears to far outweigh the effect of run-time.
The precautions taken to minimise the effects of intra-daily variations (in the main
experiments, documented in Chapter 5) were to, as discussed above, encourage rapid
heating of the engine and test cell through the warm-up period, to allow sufficient time
before data collection for the engine to become relatively settled, and to rigorously test
on a daily schedule (see Chapter 5, Figure 5.1) which enforced strict measurement time
windows, so that all results would be equally affected by any influence connected to run-
time.
In summary, short-term variations were overcome by averaging data over a sufficiently
long measurement period, intra-daily variations were minimised by forced initial heating
of the test bay and adherence to a fixed experimental schedule, and inter-daily variations
were quantified by daily baseline data collection – and, where necessary, normalised with
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respect to this data.
Although the experimental protocol was fit for task, and ultimately yielded good qual-
ity data and meaningful results, it was a fairly time-inefficient approach. In some cases
the daily schedule may have been excessively conservative, and steps taken to avoid the
relatively minor effects of intra-daily variations may have incurred a greater penalty in
terms of exposure to inter-daily variations. Obtaining an approximate steady-state be-
fore data collection is clearly beneficial, but some compression of the schedule may have
allowed more data to be collected within the confines of the laboratory opening hours,
without invalidating the results. Ideally, test facilities with a high daily time-overhead, in
terms of start-up, warm-up, settling, and later, purging, cooling down and cleaning, would
be able to operate for periods long enough to reduce this overhead to a small minority
of time expenditure; for instance, work undertaken over the course of a fortnight might




PREMIXED BURN FRACTION: ITS
RELATION TO THE VARIATION IN
NOx EMISSIONS BETWEEN PETRO-
AND BIODIESEL
The following chapter is a reproduction of sections from a paper published in Energy &
Fuels [543]. Some annotations have been added inside square brackets in italics, and offer
expansions upon, and revisions of, the original text. Experimental work was performed
with the assistance of N.S.I. Alozie.
4.1 INTRODUCTION
Past and ongoing work undertaken at the Brunel University Centre for Advanced Power-
train and Fuels Research (CAPF) has found both slight increases and decreases in emis-
sions of oxides of nitrogen (NOx) – dependent upon injection timing and load – when
fuelling with biodiesel [462]. Although the literature does account for this kind of variety
[13, 484, 539] it is still an inconsistency that requires thorough explanation.
The engine in the Brunel laboratory on which previous tests have been run is typi-
cally operated at relatively low loads, and connections have been made in the literature
between load and emissions from biodiesel fuelled engines [14, 484, 539, 627–632]. The
objective of this study was to monitor operational conditions that were expected to yield
both positive and negative changes in NOx emissions when fuelling with biodiesel, and
to identify possible combustion parameters contributing to the variations in relative NOx




The experiment that was performed involved the collection of in-cylinder pressure and
emissions data under 40 Nm and 80 Nm loads (BMEPs of 2.5 bar and 5 bar, respectively),
running at a constant engine speed of 1800 rpm, fuelling on ultra-low sulphur diesel (ULSD)
and rapeseed methyl esters (RME), sweeping start of injection (SOI) timing from 14 BTDC
to 3 ATDC in one degree increments. The load was changed by an alteration in fuelling
achieved by an elongation of the single injection event.
The experimental setup was as described in Chapter 3, with the original 360 ppr
encoder still in place, giving native pressure data resolution of only 1 CA, which was
subsequently interpolated to obtain data resolved to 0.1 CA. An in-depth specification of
the fuels used was not available.
After start-up, the engine was allowed to warm up until hydrocarbon emissions had
settled to an apparent steady state. Following changes to operational conditions, data
collection was postponed until all emissions had reached apparent consistency when viewed
over a 180 second duration.
In-cylinder pressure data were collected over 100 engine cycles per measurement, and
the measurement was repeated 5 times for each point in the experimental matrix. The
experimental matrix was completed twice in full, to confirm repeatability. Emissions data
were recorded over 60 second intervals, twice for each point in the experimental matrix.
Again, this process was repeated for confirmatory purposes.
4.2.2 DATA ANALYSIS
Emissions data files were recorded and analysed as described in Section 3.3.1, in order to
provide average values for all gaseous emissions measured by the Horiba. In this study, the
discussion is restricted to NOx emissions in order to narrow the scope to the area of direct
relevance. Although data on smoke emissions was also recorded, it has not been included in
the analysis, because the smoke meter required recalibration during the period over which
experiments were performed, and consequently the collection of a full, repeated data set in
parallel to gaseous emissions was not possible. Pressure data were analysed as described
in Section 3.3.2, and heat release criteria were calculated as defined in Figure 3.11.
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4.3 RESULTS AND DISCUSSION
4.3.1 NOx EMISSIONS
Figure 4.1 shows the relationship between NOx emissions and start of injection (SOI) for
ULSD and RME under (A) 40 Nm and (B) 80 Nm loads. As can be seen in Figure 4.1A,
NOx emissions were consistently lower for RME than for ULSD under a 40 Nm load, but
under an 80 Nm load (Figure 4.1B) the relationship was less consistent. With SOI 14
degrees before TDC, NOx emissions for both fuels were approximately equal under an 80
Nm load; as injection timing was retarded the RME NOx emissions became higher than
those from ULSD, with the peak difference being recorded at -8 ATDC; from there, the
difference declined until both fuels recorded almost equal emissions again at -1 ATDC;
and past this point, further retardation led to a relative reduction in RME NOx emissions,
to levels below those of ULSD. (Note that although the differences between the two fuels
appear small under some conditions, the trends observed were observed consistently; the
average standard deviation of repeated measurements was less than 25 ppm.)


























































Figure 4.1: NOx emissions as a function of start of injection timing for ULSD and RME under
(A) 40 Nm and (B) 80 Nm loads.
4.3.2 PRESSURE AND HEAT RELEASE
Taking the -8 ATDC SOI position as an initial point of focus (because it was the position
at which NOx emissions from RME were highest relative to ULSD under an 80 Nm load),
plots of pressure and apparent heat release rate (AHRR) for both fuels at both loads can
be seen in Figure 4.2.
The pressure traces (Figures 4.2A and 4.2B) do not display any vast differences, but
there are important points to be drawn from them. The first feature to note is that
the RME curves rise earlier in both cases, but are advanced to a slightly greater degree
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Figure 4.2: In-cylinder pressure (A and B) and apparent heat release rate (C and D) charts for
ULSD and RME under 40 Nm and 80 Nm loads at -8 ATDC injection timing.
under the 80 Nm load. This assertion is supported by the heat release plots (Figures 4.2C
and 4.2D) which show the same trend, and by the ignition delay (ID) data presented in
Figure 4.3, which indicates that the ID of RME was always shorter than that of ULSD, and
was reduced to a greater extent by the increase in load. (Note that the average standard
deviations of ID values were less than 0.1 CA under the 40 Nm load, and less than 0.2
CA under the 80 Nm load.) When operating temperatures are higher – as they are at
higher load (Figure 4.3B) – vaporisation of biodiesel will occur more readily than at lower
temperatures, reducing the physical component of ID time [418, 633, 634]. Therefore, it is
possible that the larger observed reduction in ID at higher load is related to the impact of
temperature change upon the physicochemical properties of biodiesel (its higher viscosity,
density, heat capacity and surface tension, reduced vapour pressure, etc., which make
the fuel generally more resistant to vaporisation). Although the change in temperature
would accelerate the vaporisation of petrodiesel too, it may close the physical delay gap
between the two fuels, making the chemical aspect of ID more clearly prominent. [Some
authors suggest that the physical component of ignition delay is significant [635], while
others suggest that it isn’t [636]. In likelihood, it is the chemical part of ignition delay
which is dominant [637].]
Further to the discussion of ID, Figure 4.4 shows NOx emissions plotted against start
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Figure 4.3: Ignition delay as a function of start of injection timing for ULSD and RME under
(A) 40 Nm and (B) 80 Nm loads.
of combustion (SOC, as opposed to SOI in Figure 4.1) which serves to demonstrate the
immediate impact of RME’s shorter ID. Comparing the 80 Nm plots (Figures 4.1B and
Figure 4.4B) it can be seen that much of the difference between the two fuels can be directly
attributed to the advance in SOC. As a function of SOC, the RME NOx emissions curve
is effectively shifted left, moving it into closer concord with the ULSD curve under the
increased load. RME NOx emissions remain above the ULSD trend for SOI conditions
between -10 ATDC and -5 ATDC in Figure 4.4B (as a function of SOC – and equating
to SOC timings between approximately -8 ATDC and -2 ATDC), whereas in Figure 4.1B
(as a function of SOI) they had exceeded the ULSD trend from -13 ATDC to -2 ATDC.
Although it seems that advanced SOC plays a critical, primary role in the increase in
NOx emissions from RME under an 80 Nm load, other secondary differences remain in the
absence of this effect. [The fact that NOx emissions from the two fuels are almost equal
when plotted as a function of SOI does not necessarily mean that differences beyond the
change in SOI are of secondary importance, as suggested; it is simply evidence that further
differences effectively cancel one another out under this particular operating condition.]


























































Figure 4.4: NOx emissions as a function of start of combustion timing for ULSD and RME under
(A) 40 Nm and (B) 80 Nm loads.
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The second feature to note from the pressure traces (Figures 4.2A and 4.2B) is that the
peak in-cylinder pressure reached is higher – albeit modestly – for RME in both instances.
This holds true for most injection timings under both load conditions. However, although
under an 80 Nm load the difference between peak pressure for ULSD and RME is quite
well correlated with the difference in NOx emissions (with relatively higher peak pressures
occurring alongside relatively higher NOx), at the lower load this is not the case. This can
be seen by comparing Figures 4.5A and 4.1A, with Figures 4.5B and 4.1B. This may be
because at lower load high temperatures are less widely spread, and so a global pressure
value provides a less valuable temperature indicator in terms of the peak temperatures
responsible for NOx formation; for instance, small localities of very high temperature can
generate higher NOx emissions than the same amount of heat-energy evenly distributed,
although the two scenarios could yield identical pressure data. It is noteworthy that peak
pressure was normally higher when fuelling with RME, even under conditions where NOx
emissions were lower. This is likely to be related to RME’s earlier SOC. [In Chapter 5,
with SOC timing equal for all fuels, peak pressure when fuelling on biodiesel still tends to
exceed that of petrodiesel.]













































































Figure 4.5: Maximum in-cylinder pressure as a function of start of injection timing for ULSD
and RME under (A) 40 Nm and (B) 80 Nm loads.
The third feature to note is that, on the 40 Nm pressure trace in Figure 4.2A, the RME
curve remains noticeably higher than that of ULSD throughout the decline, indicating that
RME combustion continued for longer, lagging behind that of ULSD. This can also be seen
in the heat release plot (Figure 4.2C), which shows that ULSD initially released heat more
intensely, reaching a higher peak AHRR. On the 80 Nm pressure trace (Figure 4.2B), the
RME curve does not lag behind the ULSD curve in the same way. Although, just as at
40 Nm the peak heat release rate is higher for ULSD, the difference is that at 80 Nm a
more substantial diffusion burn phase occurs after the premixed burn is completed, as can
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be seen from the AHRR plot in Figure 4.2D. This means that, despite the fact that heat is
not released as quickly in the premixed phase when fuelling on RME, under increased load
an increased rate of post-premixed heat release essentially compensates for the reduction
in premixed AHRR. This can be seen more clearly in Figures 4.6–4.8 which show partial
combustion durations, relative combustion progress, and average partial heat release rates,
respectively.
Figure 4.6A confirms that at the -8 ATDC injection timing combustion proceeded
more slowly and took longer to complete (completion here being represented by the 90%
burn fraction interval) for RME under the 40 Nm load, and for ULSD under the 80 Nm
load. That is to say, generally combustion was more prolonged at each load for the fuel
that generated lowest NOx emissions. It can be seen, under both loads, that the burned
fraction curves begin similarly for the two fuels, but for ULSD they become steeper and
remain steeper for longer than is the case for RME (indicative of a larger premixed burn
fraction). The important difference to note between the 40 Nm and 80 Nm curves is that,
following the initial sharper ascent of ULSD, the RME curve remains behind the ULSD
curve at 40 Nm but ‘overtakes’ the ULSD curve at 80 Nm.





























































Figure 4.6: Cumulative burned fraction (A) as a function of partial combustion duration (between
SOC–CA90) and (B) as a function of crank angle position (between SOC–CA50) for ULSD and
RME under 40 Nm and 80 Nm loads at -8 ATDC injection timing.
Figure 4.6B shows absolute combustion intervals through the first half of combustion
in terms of crank angle, rather than relative to SOC, and thus includes the direct in-
fluence of ID. This affords a clearer examination of differences in the actual combustion
progress of the fuels, with RME beginning ahead in both cases and falling behind through
the premixed burn phase. (A similar trend – biodiesel combustion being ‘overtaken’ by
petrodiesel through the early burn phase, only to later catch up – has been previously
reported by Bittle, Knight and Jacobs [14, 546].) Here, the brevity of the period for which
RME falls absolutely behind ULSD under an 80 Nm load at this injection timing can be
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seen clearly (with RME trailing only at the 40% combustion interval). This short period of
recession seems to be generally characteristic of the SOI timing positions which produced
relatively higher NOx emissions for RME under an 80 Nm load. How combustion progress
varies across the full SOI range is qualitatively illustrated in Figure 4.7, which consists
of binary plots identifying the fuel that reached each combustion interval earliest under
given operational conditions.
Figure 4.7, examined from the left to right, serves to clarify the way in which RME
starts out ahead, due to its shorter ID, with SOC and 10–20% burn fraction intervals being
reached earlier in all cases. Under the 40 Nm load (Figure 4.7A), ULSD catches up and
overtakes RME; under the 80 Nm load (Figure 4.7B), ULSD catches up, overtakes, but
then slows down and falls behind again. While at the injection timings between -8 ATDC
and -4 ATDC it can be seen that ULSD combustion catches up with RME combustion
only briefly under the 80 Nm load, at highly advanced and highly retarded timings the
period for which ULSD remains ahead seems to be maximised, to some extent correlating
with the reduced relative NOx emissions from RME that were recorded at these positions,
as can be seen in Figures 4.1B and 4.4B.
RME AHEAD ULSD AHEAD RME AHEAD ULSD AHEAD





































































Figure 4.7: Relative combustion progress of ULSD and RME over partial combustion intervals
under (A) 40 Nm and (B) 80 Nm loads across injection timings from -14 to 3 ATDC.
At injection conditions from 11–12 BTDC at 40 Nm, and 9–11 BTDC and 14 BTDC
at 80 Nm, it appears that behaviour contrary to the wider trends that have been described
occurs during the final (80–90%) interval. This is unexpected, but without any good reason
to regard the data as erroneous, it can only be suggested that this inconsistency found
at some advanced injection timings may come about as a result of late-burn oscillatory
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fluctuations in heat release data – like those visible in Figures 4.2C and 4.2D – which can
induce variation into the calculation of later burn intervals.
An important difference between the combustion behaviour of the two fuels seems to
be related to the gradient profile of the curves in Figure 4.6, which can be thought of
as the average fractional burn (or fractional heat release) rate; this data is plotted for
the SOI timing of -8 ATDC in Figure 4.8. Since these plots are essentially derived from
the AHRR data presented in Figures 4.2C and 4.2D there is a clear similarity in form.
As seen in Figure 4.8B, under the 80 Nm load ULSD appears to be faster through the
10–40% burn intervals and slower through 40–70%, which, given the extended duration
of the later burn fractions, gives RME adequate time to compensate for its slower early
burn rate. From Figure 4.8A the ULSD burn rate under the 40 Nm load can be seen to
be significantly higher between the 10% to 70% burn intervals, without the RME having
any period of similar advantage during which to ‘catch up.’





















































































Figure 4.8: Average percentage of total fraction burned per degree over partial combustion
intervals for ULSD and RME under (A) 40 Nm and (B) 80 Nm loads at -8 ATDC injection timing.
Largely, it appears that the difference in heat release rates and combustion durations
may be correlated with the relative size of the PMBF that each fuel forms under any
particular operational condition. At low load, where no fast mixing-controlled burn phase
occurs (referring to a period subsequent to the culmination of the premixed burn wherein
an obvious increase in AHRR occurs), the fuel with the largest PMBF (i.e. ULSD) in-
variably combusts more quickly. At higher load, where a more significant diffusion burn
phase presents itself, the secondary increase in heat release rate through this diffusion
phase tends to cause a relative reduction in the total combustion duration (SOC to CA90)
and partial combustion duration (diffusion phase) of the fuel with a smaller PMBF (i.e.
RME). Elsewhere [14], it has been suggested that the diffusion burn rate of biodiesel might
be higher than that of petrodiesel, which is a tempting and plausible hypothesis. Under
the conditions studied here – where the duration of the diffusion burn phase was always
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limited – it seemed that both fuels followed broadly similar fractional burn rate patterns
when PMBF was approximately the same. That is, the RME diffusion burn rate didn’t
necessarily appear to be any higher, per se, but because RME always had a smaller PMBF
(due largely to its shorter ID) and underwent a relatively pronounced diffusion burn phase
– while ULSD transitioned more directly between premixed and slow ‘late combustion’
phases – post-premixed combustion of RME did occur more quickly. However, the correct
controls were not in place to allow a direct comparison between the diffusion burning rates
of the two fuels, absent of differences in PMBF and combustion phasing, and hence it is
not possible to draw any definitive conclusions about burn rate one way or the other. [In
Chapter 5 the experiments were designed so that a more direct comparison could be made,
and the results indicated that AHRR was indeed higher for biodiesel during the diffusion
phase of combustion when fuelling on biodiesel, for a given PMBF.]
As has previously been touched upon with regard to ID, the difference between the
efficacy with which the two fuels vaporise and entrain air is likely to be larger at low load,
due to the cooler in-cylinder conditions and their effect upon the properties of the fuels. It
is therefore possible that differences in fuel atomization, vaporisation and the stoichiometry
of the resulting mixture also contribute to the variations observed in heat release rates.
Less complete evaporation and poorer distribution of fuel prior to ignition could lead to
more locally rich regions throughout the premixed charge, in which total oxidation is not
possible. This would be likely to delay heat release, and reduce heat release rates through
the premixed phase (as well as reducing flame temperatures, generating soot precursors
and otherwise affecting exhaust emissions). Since RME evaporates less readily than ULSD,
these locally rich regions may be relatively more prevalent when fuelling with RME under
low temperature conditions, detracting from the equivalence ratio reducing effects of the
fuel-bound oxygen content, and playing a part in reduced RME heat release rates under
the 40 Nm load. Additionally, there may be important differences in the nature and effects
of spray-wall impingement and liquid wall film formation.
Figure 4.9 shows how the appearance of the fractional burn rate plots varies with
injection timing, allowing for consideration of how this variation may be related to the
difference in NOx emissions from the two fuels under an 80 Nm load. Examining burn
rate Figures 4.9A (SOI at -14 ATDC) and 4.9B (-1 ATDC), allows for consideration of two
conditions under which the differences in NOx emissions (as a function of SOI) between
ULSD and RME were similar; i.e. close to zero. In Figure 4.9A, the RME curve follows a
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shape that closely resembles that of the ULSD curve, only lower, implying that if the two
curves were brought into line then RME would be expected to have relatively higher NOx
emissions, all other things remaining the same. In part, this is because combustion begins
sooner and therefore much of the heat being released is released slightly earlier.




























































































































































































Figure 4.9: Difference in NOx emissions between ULSD and RME as a function of injection
timing under an 80 Nm load. (A–C) Average percentage of total fraction burned per degree over
partial combustion intervals for ULSD and RME at injection timings of (A) -14 ATDC, (B) -1
ATDC and (C) 3 ATDC.
In Figure 4.9B, it can be seen that the peak burn rates for both fuels are considerably
lower than in Figure 4.9A (on account of reduced PMBF), and that the RME peak is also
smaller relative to the ULSD peak. A late increase in burn rate (beyond the 40% interval,
as in Figure 4.8B) is visible on the RME plot, and, since the relative NOx emissions are
very similar (between the points illustrated in Figures 4.9A and 4.9B), it appears that this
late increase might compensate for some of the reduction in peak burn rate. However, the
ID difference between the fuels in Figure 4.9B is considerably larger than in Figure 4.9A,
meaning that the effect of advanced SOC on NOx emissions will be more significant in
Figure 4.9B than in Figure 4.9A. That is to say, based on burn rate profile alone, relative
RME NOx emissions would be expected to be lower at B than at A, but that RME’s more
greatly advanced SOC at this point makes up for the difference. Reflecting back on Figure
4.8B (-8 ATDC), it can be seen that the RME peak burn rate is not relatively lower by
such a great extent as in Figure 4.9B, and the late burn rate is more markedly increased.
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Consider also that the ID difference at -8 ATDC is smaller than that at point B (see Figure
4.3B), indicating that the larger difference in NOx emissions between ULSD and RME at
-8 ATDC (Figure 4.8B) compared to -1 ATDC (Figure 4.9B) must be dependent upon
additional factors associated with combustion behaviour beyond advanced SOC alone.
In Figure 4.9C (3 ATDC), the peak magnitudes for both fuels are higher than in Figure
4.9B, but lower than in Figure 4.9A. Here, it is apparent that the RME peak is relatively
very much lower than that of ULSD (indicating a large difference in PMBF between the
two fuels), without any late pickup in burn rate, which is a profile consistent with the
relatively reduced NOx emissions from RME at this point.
4.3.3 PREMIXED BURN FRACTION
Figure 4.10A shows PMBF as a function of ID, and Figure 4.10B shows NOx emissions
as a function of PMBF. From Figure 4.10A it can be seen that ID and PMBF correlate
positively with a fair degree of linearity (r2 values: ULSD (40 Nm), 0.88; RME (40 Nm),
0.93; ULSD (80 Nm), 0.92; and RME (80 Nm), 0.96) for each fuel, but that RME tends
to generate a smaller PMBF for the same ID. It is anticipated that this is the result of
the reduced energy density, poorer mixing properties and slower evaporation of biodiesel.
(Note also that the -14 ATDC data point under a 40 Nm load – which had an apparent
PMBF of 0.95 and can be seen in Figure 4.10B – has been omitted from Figure 4.10A, and
from later PMBF plots; at this point combustion duration for ULSD was consistently too
short to allow accurate calculation of PMBF.) [Results presented in Chapter 5, although
indicating a similar reduction in PMBF when fuelling on biodiesel for a given ID, also
demonstrate that this reduction is dependent upon the way in which the end of the premixed
burn is defined. Additionally, the literature discussed in Section 2.3.5 suggests that physical
differences between petro- and biodiesel may not make a significant difference to initial
premixing in a modern diesel engine.]
In Figure 4.10B it can be seen that at all tested conditions PMBF was lower for RME
than for ULSD. It is also clear that PMBF values are largest towards the highly advanced
and highly retarded injection timing positions, and lowest towards the centre of the timing
sweep; these trends are related to ID. Additionally, although at low load the trends for
both fuels are generally consistent throughout, under the 80 Nm load there is a marked
difference in the PMBF trend towards the most retarded injection timings. At these points,
PMBF increases more dramatically for ULSD, leading to a large difference in combustion
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Figure 4.10: (A) Premixed burn fraction as a function of ignition delay and (B) NOx emissions
as a function of premixed burn fraction for ULSD and RME under 40 Nm and 80 Nm loads.
profiles between the fuels (as seen in Figure 4.9C) – a difference large enough to lead to a
significant relative reduction in RME NOx emissions.
The nature of the relationship between PMBF and NOx emissions is not made clear by
Figure 4.10B; the curves take on ‘C’ shapes due to the influence of SOC timing. Collecting
data via injection sweeps has the advantage that it can be used to induce changes in
combustion behaviour without making any modification to the properties of the fuels
themselves, but it is an approach inevitably encumbered by the inclusion of effects related
to changing SOC; predominantly, increased peak in-cylinder pressures and prolonged high-
temperature residence times as injection timing is advanced. If, for the sake of simplicity,
it is taken that NOx emissions vary with injection timing due to only three main factors
– peak pressure, residence times and combustion profile – then in order to observe the
effects of any element alone, it is necessary to take steps to exclude the influence of the
others.
This has been achieved here retroactively, by the following process:
1. Two injection timing conditions were identified at which the combustion profiles
were similar for each fuel under each load (the same two conditions, -7 ATDC and
-2 ATDC, were used for both fuels and under both loads. Quantification of the
similarity – ID: maximum variation of ID between -7 ATDC and -2 ATDC of 0.1
CA [where the values were 2.5 CA and 2.6 CA], with a mode difference of 0 CA;
PMBF: maximum condition-to-condition variation of 0.02 [between values of 0.35
and 0.37], with a mean difference of 0.015; peak AHRR: maximum condition-to-
condition variation of 1.3 J/deg [45 J/deg and 46.3 J/deg], with a mean difference
of 0.65 J/deg).
2. The simplistic assumption was then made that – given their similar combustion
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profiles – all differences in NOx emissions between these two points were due to
an approximately linear variation in peak pressure and residence time caused by
the change in SOC. On this crude basis, a general SOC related NOx gradient was
calculated at each load, by dividing the change in NOx emissions between the two
similar points by the change in SOC.
3. A compensation value was defined using this calculated gradient for every operational
condition, as a function of SOC, and this value was subtracted from the measured
NOx emissions to calculate ‘SOC compensated relative NOx emissions.’
SOC compensated relative NOx emissions derived by this means can be seen in Fig-
ure 4.11. There are regions in which these compensated emission values drop below zero
which is obviously unrealistic in an absolute sense, but these values are only intended to
possess relative validity. The utility of this approach can be seen by comparing Figure
4.10B with Figure 4.12, which shows compensated NOx emissions as a function of PMBF.
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Figure 4.11: Start of combustion compensated relative NOx emissions as a function of start of
combustion timing for ULSD and RME under (A) 40 Nm and (B) 80 Nm loads.
































































































Figure 4.12: Start of combustion compensated relative NOx emissions as a function of premixed
burn fraction for ULSD and RME under (A) 40 Nm and (B) 80 Nm loads.
In Figure 4.12 a fair degree of correlation is apparent between PMBF and the compen-
sated NOx emissions values, particularly at the higher load (r
2 values: ULSD (40 Nm),
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0.97; RME (40 Nm), 0.94; ULSD (80 Nm), 0.98; and RME (80 Nm), 0.97). From these
approximately linear relationships it can be seen that SOC compensated relative NOx
emissions increase with increasing PMBF. Under an 80 Nm load (Figure 4.12B) RME
clearly generates higher NOx emissions for the same PMBF, while under a 40 Nm load
(Figure 4.12A) the tendency appears to be similar but is less clear-cut. Interestingly it
appears that, as PMBF increases, the gap between NOx emissions from the two fuels nar-
rows. Towards PMBF values of around 0.8, the NOx gap is nullified completely (based
upon extensions of the calculated linear fits). Bearing in mind that RME always had
a reduced PMBF, it can be proposed that, beyond the primary effect of advanced SOC
when fuelling with biodiesel, the difference in NOx emissions between the two fuels will
be influenced by:
X. The difference between the PMBF of the two fuels.
Y. The size of the NOx/PMBF correlation gap between the two fuels in the operational
PMBF range.
Under all conditions except for those yielding extremely high PMBFs, X and Y will
tend to offset each other; a large X and/or a small Y would reduce relative RME NOx
emissions, a small X and/or a large Y would increase relative RME NOx emissions. X is
determined directly from the PMBF of the two fuels. Y is conceptualised as a function
of PMBF, being large when PMBF is low and becoming smaller as PMBF increases.
Figure 4.13 clarifies this conceptual explanation graphically, with regard to hypothetical
NOx/PMBF relationships for the two fuels extrapolated on the basis of the trends observed
in Figure 4.12. [This hypothesis is examined at length in Chapter 5, and although it has
some validity, Figure 4.13 presents an oversimplified explanation.]
















































Figure 4.13: Conceptual illustration of the relationship between the premixed burn fraction of
the two fuels and the relative NOx emissions anticipated.
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The reason for the correlation gap observed here, and the way that it reduces with
increasing PMBF, may be related in part to soot radiative heat losses. It has been reported
that as the relative proportion of diffusion burning increases, soot emissions also increase
[267, 395, 638]. This being understood, and assuming at least some degree of correlation
between soot emissions and in-cylinder soot, it is possible to conceive of the following
hypothesis:
 For a large PMBF, in-cylinder soot quantities might be low when fuelling with both
ULSD and RME, meaning comparable radiative heat losses, and the tendency to
generate lesser differences in NOx emissions for similar combustion behaviour.
 For a reduced PMBF, in-cylinder soot quantities would be expected to be higher for
ULSD than RME, leading to increased heat losses and lower NOx emissions when
fuelling with ULSD.
Although the data collected in this study does not bolster the hypothesis that the
diffusion burn rate itself is higher when fuelling with biodiesel, if such were the case – as
has been suggested [14, 546] – then that would provide an alternative (or complimentary)
explanation for the correlation gap that has been described. That is, as the PMBF becomes
smaller, the diffusion burn phase becomes larger, the biodiesel combustion duration would
be further reduced relative to that of petrodiesel and therefore heat released earlier due
to the increasing prominence of this accelerated diffusion phase; hence, relative biodiesel
NOx emissions would be expected to increase with declining PMBF. Additional factors
bearing possible responsibility for the correlation gap may include changes in operational
temperatures that alter rates of fuel evaporation and local mixture stoichiometry, changes
in combustion chemistry, radical concentrations, flame temperatures and heat transfer.
PMBF appears to exert influence over, or be correlated with, the extent to which other
inherent differences between petro- and biodiesel are able to affect relative NOx emissions
levels, although the nature of any correlation lines that might be calculated will certainly
vary from engine to engine, and depend upon the specific fuels that are utilised.
4.4 CONCLUSIONS
1. The NOx emissions from RME were lower than those from ULSD under a 40 Nm
load, but at an increased load of 80 Nm they were higher at the majority of injection
timing conditions.
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2. Under all measured conditions, ULSD had a longer ID and a larger PMBF than
RME. Additionally, for the same ID ULSD generated a larger PMBF than RME,
indicative of the reduced energy density, inferior mixing behaviour and slower evap-
oration associated with RME.
3. The immediate effect of reduced ID is that SOC is advanced; when NOx emissions
were considered as a function of SOC timing rather than SOI timing, the disparity
between NOx emissions tendencies for the two fuels under an 80 Nm load was con-
siderably reduced, suggesting that advanced SOC was responsible for a significant
proportion of the increase in NOx emissions when fuelling with RME.
4. Under most operational conditions the fuel that combusted most quickly, releasing
heat earliest, was the fuel that generated the highest NOx emissions.
(a) The rate at which combustion progressed appeared to be related to the size of
the PMBF.
(b) At low load, the PMBF for both fuels was so large that no fast mixing-controlled
diffusion burn phase occurred. Under these conditions, ULSD combusted most
quickly overall because it had a larger PMBF.
(c) At increased load, the PMBF for RME was often low enough that a significant
fast diffusion burn phase did occur, compensating for the larger, faster PMBF
of ULSD. Under these conditions, RME combusted most quickly overall.
5. When the effects of changes in SOC were compensated for, NOx emissions appeared
to correlate fairly linearly (positively) with PMBF at each load.
(a) Correlations were different for each fuel: RME tended to generate higher NOx
emissions than ULSD for the same PMBF.
(b) Correlations were different at each load: the magnitude of the difference be-
tween RME and ULSD NOx emissions for the same PMBF was larger under
an 80 Nm load than under a 40 Nm load.
(c) As PMBF increased, the calculated difference between RME and ULSD NOx
emissions for a given PMBF became smaller.
(d) Some of the differences in correlation may plausibly be related to soot radiative
heat transfer, local mixture stoichiometry, and to any extant differences in
diffusion burn rate.
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6. In-cylinder pressure and heat release data provides useful practical feedback on en-
gine behaviour, and a valuable means for inferring information about in-cylinder
phenomena. However, a complete understanding of the petrodiesel/biodiesel NOx
difference will ultimately require more fundamental knowledge of the physical and





OXYGENATES AND DEGREE OF
PREMIXING ON EMISSIONS FROM
AN HSDI DIESEL ENGINE
The following section documents experimental work performed with the assistance of N.S.I.
Alozie. Fuel compositions were analysed with the assistance of Dr. M. Lawrence and Dr.
O.A. de la Garza de León (of the Universidad Autónoma de Nuevo León, Mexico).
5.1 INTRODUCTION
In Chapter 4 it was observed that emissions of oxides of nitrogen (NOx), and the size of the
petrodiesel-biodiesel NOx difference, varied with alterations in engine load and injection
timing. As is well understood and ordinarily expected, NOx emissions from both fuels
(in absolute terms – i.e. considered in terms of concentration in the exhaust gases (ppm)
rather than in output specific (g/kWh) or fuel specific (g/kgfuel) terms) tended to decline
with the retardation of injection timing and the reduction of engine load. When changes
in start of combustion (SOC) timing were compensated for, biodiesel typically had higher
NOx emissions than petrodiesel for a given premixed burn fraction (PMBF). However,
the relative increase in NOx emissions when fuelling on biodiesel was not consistent, but
rather appeared to vary with degree of premixing; under conditions where the PMBF was
large (i.e. lower load and highly advanced/retarded injection timings) NOx emissions from
biodiesel were relatively low, whereas under less highly premixed conditions (i.e. higher
load, and more conventional injection timing conditions) NOx emissions from biodiesel
were relatively high. It was proposed that the ostensible relationship between the degree
of premixing and the resulting difference in NOx emissions from petro- and biodiesel
may be related to differences in radiative heat transfer, diffusion burn speeds and local
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equivalence ratios encountered when operating on the two fuels.
The purposes of the experimental work documented in this chapter were as follows:
 To test the conclusions of the previous study under a wider range of operating
conditions, and with controls in place to allow direct investigation of the variables
of interest. Specifically, to assess the following criteria:
– The causality of the relationship between premixing and NOx emissions; whether
these factors are directly connected, or instead linked by their co-relation to an-
other variable.
– The linearity of the relationship between premixing and NOx emissions.
– The generalisability of these relationships.
– The possible convergence of the NOx emissions from petro- and biodiesel with
increasing degree of premixing.
 To compare biodiesels derived from different feedstocks, in a manner that (as far as
is possible) excludes differences in timing in order to more clearly observe differences
in emissions related to the properties of the fuels themselves, without the inclusion
of effects attributable to, and manageable via, engine controls. This requires:
– Removal of the effect of variations in start of combustion (SOC) timing, to be
achieved by synchronising this point across all test fuels.
– A means of accounting for differences in the degree of premixing, to be achieved
by extending the experimental range of mixing conditions using an ignition
promoter, in order to quantify the relationship between NOx emissions and
PMBF and provide a general gradient with which results can be compared.
 To observe the effect of petrodiesel oxygenation, comparing emissions and combus-
tion characteristics with those of the baseline petrodiesel and various biodiesels;
further, isolating those effects directly due to fuel-bound oxygen content.
5.2 EXPERIMENTAL METHODOLOGY
5.2.1 EQUIPMENT
The equipment employed for the experiments documented in this chapter is described in
more detail in Chapter 3. The engine used was the laboratory Ford Duratorq 2 litre, 4
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cylinder HSDI diesel engine with common-rail injection system (see Section 3.1.1). In-
cylinder pressure data were collected via a Kistler Piezostar 6125A transducer (described
in Section 3.1.3), emissions data were collected using a Horiba MEXA 7170 DEGR exhaust
gas analyser (Section 3.2.1), and smoke numbers were measured with an AVL 415 smoke
meter (Section 3.2.2).
The experimental setup varied only slightly from that used in Chapter 4; a higher
resolution 2880 ppr crank encoder replaced the 360 ppr encoder used in the previous
experiments (see Section 3.1.4), to give pressure data resolution of 0.125 CA, and a more
thorough fuel filtration system (described in Section 3.1.6.2) was also installed in the
intervening period.
5.2.2 PROCEDURE
This set of experiments consisted of three separate, but connected, studies – details of
which are provided in Table 5.1.
EXPERIMENT
ENGINE LOAD INJECTION START OF NEAT FUELS ADDITIVES
AND SPEED PRESSURE(S) COMBUSTION [DENOTATION] [WEIGHTING (%)]
STUDY 1: 80 Nm (5 bar BMEP) 800 bar 3.25 BTDC Petrodiesel [PETRODIESEL] 2-EHN [1%, 2%]
HIGHER LOAD 2000 rpm TPGME [15%, 30%]
Rapeseed methyl esters [BIODIESEL] 2-EHN [0.5%, 1%, 2%]
Rapeseed methyl esters [RME2]
Used cooking oil methyl esters [UCOME]
Sunflower methyl esters [SME]
Fish oil ethyl esters [FEE]
STUDY 2: 80 Nm (5 bar BMEP) 800 bar 3.25 BTDC Petrodiesel [PETRODIESEL]
VARYING INJECTION 2000 rpm 1000 bar Rapeseed methyl esters [BIODIESEL]
PRESSURE 1200 bar
STUDY 3: 40 Nm (2.5 bar BMEP) 800 bar 2.875 BTDC Petrodiesel [PETRODIESEL] 2-EHN [0.5%, 2%]
LOWER LOAD 2000 rpm TPGME [30%]
Rapeseed methyl esters [BIODIESEL] 2-EHN [0.5%, 2%]
1-MN [5.3%]
Sunflower methyl esters [SME]
Table 5.1: Outline of the three component studies, including details of the operating conditions
and the fuels and additives used.
Study 1 was undertaken at a higher load, 80 Nm, equating to a brake mean effective
pressure (BMEP) of 5 bar, and an engine speed of 2000 rpm. While the load is the same
as the higher load case in Chapter 4, the speed was increased slightly (from 1800 rpm).
The purpose of the increase in speed, and the purpose of using this operating condition for
the larger part of the fuel comparison work in these experiments, was to reduce ignition
delay and thus restrict mixing time, and to extend the injection event, in order to achieve
combustion that was less highly premixed and therefore provided a more accurate reflection
of conventional diesel combustion. If one considers the lower load apparent heat release
plots later in this chapter, those in Chapter 4, or those in the work of other researchers who
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have used the same engine [462, 591, 639–645], it can be seen that the quantity of mixing-
controlled heat release is rather small compared to that which characterises the familiar
diesel heat release pattern seen in standard texts (e.g. [379, 418]). Since the results of the
previous chapter suggest that the diffusion combustion phase may play an important role
in the biodiesel NOx increase, results collected under highly premixed conditions may not
provide insight which can be reliably extended to real-world diesel engine operation, or
may at least have reduced direct relevance.
In Study 1 injection pressure was held constant, at 800 bar, and start of combustion
(SOC) was also fixed, at 3.25 BTDC. The SOC timing was based on the PETRODIESEL
baseline measurement with start of injection (SOI) at 7 BTDC, and all subsequent higher
load experiments were matched to this. A baseline SOI of 7 BTDC was selected, like the
engine load and speed, to restrict mixing time and reduce premixing. The reader will note
that, although Studies 1 and 2 had SOC fixed at 3.25 BTDC, in Study 3 it was held at
2.875 BTDC; this was the SOC of the lower load PETRODIESEL baseline at an SOI of
7 BTDC.
Various studies (e.g. [529, 568, 646–648]) have controlled combustion phasing in order
to gain greater insight into the effects of biodiesels and other oxygenated fuels on diesel
engine performance and emissions. In Chapter 4 it was seen that the effects of changing
SOC timing obscured other differences between the fuels, requiring variations in SOC to
be compensated for mathematically. This kind of post hoc adjustment is undesirable, so
being able to negate differences in SOC experimentally is advantageous, and necessary to
validate the findings of Chapter 4.
Study 1 employed the widest range of fuels: all of the neat biodiesels, PETRODIESEL
blended with 15% and 30% tripropylene glycol methyl ether (TPGME), and both PETRO-
DIESEL and BIODIESEL doped with 2-ethylhexyl nitrate (2-EHN) at weightings of 1%
and 2%. These relatively high 2-EHN weightings were employed in order to elicit a wide
range of premixing under a single operating condition, and to achieve heat release profiles
closely resembling those reported in standard texts (aforementioned), with greater empha-
sis on the diffusion phase of combustion. The BIODIESEL, BIODIESEL+1% 2-EHN and
BIODIESEL+2% 2-EHN points did not give sufficient distribution in terms of premixing,
and so a third weighting of 0.5% 2-EHN was also necessary. The purpose of the 2-EHN
addition was to systematically reduce ignition delay, and hence PMBF, so that the effect
of premixing on NOx emissions could be observed over a range wide enough for the re-
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lationship to be reliably described and quantified. The purpose of TPGME addition to
PETRODIESEL was to assess the effect of fuel-bound oxygen content on combustion and
emissions.
For the sake of clarity, it should be explained that although BIODIESEL and RME2
were both rapeseed methyl esters, the two were produced at different facilities, and ac-
quired separately (and as Section 5.2.3.1 will show, there was also some difference in
composition). The reason for referring to one of the biodiesels by the BIODIESEL de-
nominator, and the other 4 biodiesels by their respective acronyms was to distinguish the
fuel which was used throughout all of the experiments, and served as the base for all ad-
ditive preparations – BIODIESEL – from the other fuels which were available in smaller
quantities and only ever used in their neat forms – RME2, SME, UCOME and FEE. When
the capitalised form (i.e. PETRODIESEL or BIODIESEL) is used, the reference is to a
specific fuel, but when the uncapitalised form (petrodiesel or biodiesel) is used, it is the
class of fuel which is being referred to.
In Study 2 only PETRODIESEL and BIODIESEL were used, with the intention being
to modify degree of premixing via air entrainment rate rather than changes to fuel com-
position and combustion chemistry. While the addition of 2-EHN in Study 1 allowed for
reductions in premixing to be induced, increasing injection pressure is a known means of
increasing the degree of premixing. Higher injection pressures are likely to affect aspects
of combustion beyond premixing, and so Study 2 offers a broader scope on the question
of the generalisability of relationships between NOx, PMBF, and fuel type.
Study 3, once again, utilised 2-EHN addition to extend the PMBF range of PETRO-
DIESEL and BIODIESEL, and the oxygenated additive TPGME to increase the fuel-
bound oxygen content of PETRODIESEL to a level comparable to that of BIODIESEL.
Because the conclusions drawn in Chapter 4 suggested that the reduction in NOx at lower
load when fuelling on biodiesel is due to its reduced ignition delay and hence PMBF,
the biodiesel with the longest ignition delay, SME, was also tested at lower load. The
aromatic additive, 1-methylnaphthalene (1-MN) was employed to extend the ignition delay
of BIODIESEL, and to see if increasing the sooting tendency of the fuel would have a
noticeable effect on lower load performance.
In order to mitigate problems associated with transience, both inter- and intra-daily
(discussed in Section 3.4), a strict schedule was drawn up and adhered to throughout the
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Figure 5.1: Schedule of daily operating procedure.
In all cases, the engine was allowed to warm-up for 60 minutes after being started. This
period included a short interval at idling load and low speed, followed by a gradual increase
in load to the experimental point, and then a similarly gradual increase in speed. The
warm-up period was undertaken with heaters in the engine bay, and the cell extraction
system turned off. This measure meant that cell and engine temperatures rose more
rapidly through the daily warm-up, which reduced the change in temperature across the
remainder of daily operation. After the warm-up, the extraction system was turned on,
and an engine fan was used to increase heat transfer from the engine and improve the
consistency of operation throughout the day.
In Studies 1 and 2, the baseline condition was maintained and monitored for a 90
minute period each day, while at the lower load, in Study 3, two 60 minute baselines were
taken – one before the first test fuel, and the other before the second. In the higher load
studies (Studies 1 and 2) the baseline was at 80 Nm, 2000 rpm, with the start of injection
at 7 BTDC and injection pressure at 800 bar, running on the laboratory PETRODIESEL
supply; in Study 3, all variables were the same except the load, which was at 40 Nm.
The daily baseline measurement was useful for several reasons. First, it gave the
engine time to settle to an approximate steady-state; second, collecting data through this
period ensured that any unusual behaviour of either the engine or any of the measurement
devices wouldn’t go unnoticed, and the extent of day-to-day variations could be quantified
and considered in the analysis; third, where day-to-day variations were large enough to
obscure trends in the data, the baseline provided a reliable datum for normalisation.
Although pressure and emissions data were monitored and recorded every 10 minutes for
the duration of the baseline window, the reported measurements were always made in
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the final 10 minutes of the window, and done so in triplicate; in Figure 5.1 the reported
measurement periods are shaded in a darker hue.
In Study 1 the test fuel was run for 90 minutes and, as with the baseline, all parameters
were monitored and recorded throughout, but reported data was always collected in the
final 10 minutes (again, in triplicate). The 90 minute duration, first, ensured that the
engine had adequate time to settle on each test fuel, and also provided sufficient oppor-
tunity to adjust injection timing to obtain the necessary start of combustion. In-cylinder
pressure data were continuously updated and re-analysed, to ensure that the desired SOC
was maintained. All test fuels were repeated to establish consistency, except for FEE,
which was not available in sufficient quantities.
In Study 2, all 3 injection pressures were tested on each day, in an effort to reduce
the engine running time requirement, and to avoid introducing day-to-day variations. To
minimise the problems with changing engine temperature, which the less intensive Study
1 schedule had avoided by testing each fuel on separate days an equal time after engine
startup, Study 2 ran both fuels through an ascending injection pressure test day, and
a descending injection pressure test day. That is, on the first occasion the fuels were
tested at 800 bar, then 1000 bar, then 1200 bar, and on the second they were tested at
1200 bar, then 1000 bar, then 800 bar. It was intended that this approach would help to
average out any influence of the differing experimental timing. The test runs were each
45 minutes in duration, because without any requirement to change fuels between test
pressures, operational adjustments were more immediate.
In Study 3, the baseline and test runs were 60 minutes in duration, and the first test
fuel was separated from the second by an additional baseline. At lower load the engine
stabilises more rapidly, and so intra-daily transience does not seem to be such a significant
issue (inter-daily variations also tended to be a little lower than at the higher load, as will
be seen in Section 5.2.4.4). The second baseline, which was included in order to monitor
variation in performance and emissions throughout the day, revealed that after the initial
warm-up period subsequent changes were small.
After the tests were completed, the engine was switched to the laboratory petrodiesel
supply and in all cases run at the higher load for 20–30 minutes, before being brought
down to idling load and low speed before shutdown. Following this, when fuelling on




Five different biodiesels were employed for this series of experiments; the feedstocks from
which they were derived were detailed in the previous section, in Table 5.1. As already
discussed, BIODIESEL and RME2 are both methyl esters of rapeseed oil, but come from
different sources. BIODIESEL was produced on a large scale by Shell, whereas RME2 was
produced on a smaller scale by Work this Way Oil Works at HMP Standford Hill [649],
using a commercial cooking oil (purchased from KTC Edibles). SME and UCOME were
also produced by Work this Way, the SME from a commercial sunflower oil (again, from
KTC Edibles) and the UCOME from waste cooking oil generated by both HMP Standford
Hill itself, and local businesses. The FEE was provided by ReFuel Energy [650], and was
derived from a waste fish oil (understood to be largely anchovy) which had been harvested
of the majority of its omega-3 content for pharmaceutical use. As such, the FEE is without
the sizeable proportions of eicosapentanoic acid (C20:5, or EPA) and docosahexanoic acid
(C22:6, DHA) typically found in oily fish like anchovy.
A breakdown of the composition of the fuels is given in Table 5.2. Values are quoted
to the nearest 0.5%, and species present in concentrations of less than 1% are not quoted.
METHYL ESTERS
RETENTION TIME (min) 15.342±0.01 17.665±0.027 18.004±0.051 20.283±0.047 20.618±0.067 21.237±0.062 22.105±0.033 23.361±0.044
FUEL FEEDSTOCK C14:0 C16:0 C16:1 C18:0 C18:1 C18:2 C18:3 C20:1 C22:1
BIODIESEL RAPESEED OIL 4.5 2 64.5 18.5 9.5 1
RME2 RAPESEED OIL 4.5 1.5 60.5 21 11 1.5
SME SUNFLOWER OIL 6.5 3.5 27 62.5
UCOME USED COOKING OIL 10.5 3.5 48 32.5 4.5 1
ETHYL ESTERS
RETENTION TIME (min) 15.759±0.017 18.142±0.027 18.448±0.025 20.694±0.037 20.972±0.028 21.584±0.02 26.496±0.03
FUEL FEEDSTOCK C14:0 C16:0 C16:1 C18:0 C18:1 C18:2 C18:3 C20:1 C22:1
FEE FISH OIL 13.5 30.5 14.5 3.5 14 1.5 6
Table 5.2: Results of fuel analysis by gas chromatography (with values as percentages and major
species emphasised).
The major chemical components of the biodiesels used in this study were characterised
by means of gas chromatography (GC). Chromatography is defined [218] as “a physical
method of separation in which the components to be separated are distributed between two
phases, one of which is stationary (stationary phase) while the other (the mobile phase)
moves in a definite direction.” In gas chromatography the mobile phase is gaseous, and
the sample components are distinguished from one another on the basis of their relative
vapour pressures and affinities for the stationary phase [651]. As the column is heated, the
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compounds are transferred from the stationary phase to the carrier gas (the mobile phase)
and ultimately eluted, in order of descending vapour pressure and ascending solubility
in the stationary bed (i.e. lower boiling point, less readily soluble components pass first).
Upon leaving the column, the gas passes through a detector to quantify (and in some cases
identify – by mass spectrometry, for instance) the eluted species. For a given experimental
method, a species will have a characteristic retention time, defined as the time taken to pass
through the system, from the injector to the detector, and once characteristic retention
times have been ascertained it is possible to analyse the chemical composition of a sample.
Analyses were performed on an Agilent 6890N Gas Chromatograph, with an HP-
INNOWax column (19091N-133), having a polyethylene glycol stationary phase [652, 653].
The method used was based upon that recommended by BS EN 14103:2011 [654], with
minor alterations. Fuel samples were prepared into a 1:10 fuel:hexanol solution, and 1 µl
was injected at a temperature of 300 °C, pressure of 11 psi and split ratio of 50:1. The
carrier gas used was hydrogen, at a flow rate of 1.9 ml/min and pressure of 11 psi. As per
the cited standard, the oven temperature was initially held at 60 °C for 2 minutes, then
raised at a rate of 10 °C/min until reaching 200 °C, then at 5 °C/min up to 240 °C. This
was followed by a 6 minute hold, a 20 °C/min rise to 260 °C and a further 4 minute hold,
in an effort to ensure complete removal of all injected material from the column. The
temperature profile is depicted in Figure 5.2. The system used a flame ionisation detector
(FID) to quantify eluted species.




















Figure 5.2: Gas chromatograph oven temperature profile.
In lieu of analytical standards, chemical compounds were identified by comparison
with the available literature (primarily [103, 131]). This approach is adequate to obtain
a fair approximation of fuel composition, but lacks the rigour necessary to be considered
an accurately performed analysis. In the case of the vegetable derived biodiesels, with
relatively uncomplicated compositions, identification by this method was straightforward,
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and provided retention time data for fuel components which reliably informed subsequent
analysis. The greater complexity of the fish oil ethyl esters (FEE) meant that certain
smaller peaks could not be confidently named; fortunately, the bulk of the fuel did not
present a problem.
BIODIESEL, RME2 and UCOME are fully accounted for. SME contained a <1%
component likely to be methyl palmitoleate (C16:1), which isn’t included in the table. FEE
contained 16.5% uncertainly identified species that are not listed above; most unidentified
peaks (accounting for around 11% of the total composition) lay between the C16:1 and
C18:0 peaks, some probably indicative of more highly unsaturated C16 ethyl esters.
Some estimated properties of the fuels are given in Table 5.3. In all cases these esti-
mates are based upon the fatty acid composition, with double bond number calculated as
described in [233], viscosity, cetane number and density as described in [655], and adia-
batic flame temperatures calculated (for reactants beginning at the standard state, using
the method in [206]) from enthalpy estimations by the Benson-Groups method given in
[210]. (Note that the estimated adiabatic flame temperatures are significantly higher than
those illustrated in Figure 2.57. This is due to differences in the method of calculation;
the trends remain the same.) Energy density values were calculated on the basis of the
density and heating value data presented in Section 2.1.4.
Overall values for each biodiesel were calculated by weighted averaging of pure methyl
or ethyl ester values. For some properties this approach may be adequate, but in others
it is unlikely to give quantitatively reliable results; property estimations are intended only
to provide insight into the general differences likely to exist between the tested fuels. For
FEE, values are given as ranges, intended to encapsulate the possible properties of the
unidentified portions.
FUEL
AVERAGE MAIN DOUBLE BOND DENSITY VISCOSITY CETANE ADIABATIC FLAME TEMPERATURE ENERGY DENSITY
CHAIN LENGTH NUMBER (kg/m3 @ 20°C) (mm2/s @ 40°C) NUMBER (°K @ 298.15°K, 10kPa) (MJ/kg @ 40°C)
BIODIESEL 17.93 131 878 4.3 55 2430 34.4
RME2 17.94 137 879 4.3 54 2430 34.4
SME 17.86 152.5 881 4.1 50 2435 34.4
UCOME 17.81 127.5 878 4.3 55 2430 34.5
FEE 16.5–16.75 70–100 870–875 2–4.5 57–63 2420–2425 33.9–34
PETRODIESEL 14–15a — 820–845b 4.1–4.3 53 (51+)c — 37
Table 5.3: Biodiesel property estimations from their respective fatty acid compositions, provided
alongside properties for a typical petrodiesel. Notes: a) These values are indicative of a typical
average petrodiesel carbon number, rather than straight chain length. b) This density range is
taken from BS EN 590 [16], specified at a temperature of 15 °C; at 20 °C density will be lower by
about 4 kg/m3. c) The minimum cetane number specified in BS EN 590 [16] is 51, but based on
the ignition delay data collected in this study a value of 53 was estimated for PETRODIESEL.
Viscosity, cetane number and density calculations used empirical fits determined for
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methyl esters [655], so in order to extend the estimation method to ethyl esters (in the
case of FEE) it was appropriate to take into account the effect of the alcohol moiety.
Viscosity and density were changed on the basis of measurements made in [177, 178], but
the estimation of cetane number was left unaltered.
Ethyl esters are slightly more viscous than methyl esters, in general an increase of
around 5% appears representative [177, 178]. Ethyl esters are very slightly less dense than
methyl esters (for example, ethyl oleate is 0.4% less dense than methyl oleate at 20 °C),
and the difference between the two gets smaller with increasing chain length [177, 178].
There is not a clear consensus on how the replacement of a methyl ester with an equivalent
ethyl ester affects ignition delay in practical diesel engines [656], although faster ignition
of ethyl esters has been observed experimentally [212]. Cetane numbers generally differ
relatively little between the two, and not consistently [657]; it may be that the difference
between methyl and ethyl esters becomes increasingly insignificant as the length of the
main alkyl chain increases [366], and long-chain alkyl esters like those in biodiesel require
a more substantial extension of the alcohol moiety (e.g. propyl or butyl esters) before
changes in cetane number become readily apparent [658]. Comments on the adiabatic
flame temperatures of methyl/ethyl esters suggest that any differences are very small or
non-existent [154, 656]; calculations here suggest, for example, that ethyl oleate has an
adiabatic flame temperature at standard state conditions which is around 0.1% lower than
that of methyl oleate.
From Table 5.3 it can be seen that there is very little difference in average chain
length between the vegetable oil derived biodiesels; as Table 5.2 shows, all are derived
from feedstocks containing mostly C18 fatty acids, and hence have average main chain
lengths close to 18, reduced slightly by their varying proportions of C16:0 esters. FEE, of
which C16:0 is the largest single constituent, along with a significant quantity of C14:0,
has a slightly shorter average chain length, although this is offset to some extent by
the remaining longer chain components (in particular, that proportion taken – somewhat
speculatively – as being C22:1). Since the unidentified compounds in FEE are largely
thought to be derived from C16–C18 fatty acids, the possible range of average chain length
is small. Of course, because FEE is an ethyl rather than a methyl ester, its carbon number
and molecular weight remain similar to those of the other fuels, with the extra length of
the alcohol moiety compensating for the relative shortness of the main chain. As Table 5.3
suggests, biodiesels typically contain higher molecular weight compounds than petrodiesel.
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The double bond number (DN) is significantly higher for SME than the other fuels,
since it has the largest proportion of polyunsaturated methyl linoleate (C18:2). RME2
has a slightly higher DN than BIODIESEL, related to its marginally higher proportions of
methyl linoleate and linolenate (C18:3); this may be a result of small differences between
the two rapeseed feedstocks, but could also be a reflection of the relative freshness of the
fuel (see Section 3.1.6.1). UCOME has a DN slightly lower than these three, but still
close to that of BIODIESEL, despite having a relatively large proportion of C18:2. This
is due largely to the higher proportion of methyl palmitate (C16:0) in UCOME. FEE has
a substantially lower DN than the other fuels, being comprised of almost 50% saturated
compounds. However, it is likely to be some of the more highly unsaturated species that
have not been identified. The lower limit of the posited range assumes that all unidentified
species have 2 double bonds, the upper limit 4. In either case, the DN of FEE is far lower
than those of the other biodiesels.
Density is very similar between the four vegetable biodiesels, but slightly lower for
FEE. Density decreases with increasing chain length and increases with increasing degree
of unsaturation [177, 178]. Primarily, the reason for the lower estimated density of FEE is
its lower degree of unsaturation, and once again the range given represents less unsaturated
species at the lower limit, and more highly unsaturated at the upper. Additionally, as
mentioned already, there is a slight reduction in density due to the fact that it is an ethyl
ester. Overall, the small differences in density between the biodiesels are likely to be
largely insignificant, aside from possible effects on volumetric fuel consumption. In all
cases the density of the biodiesels is significantly higher than that of the petrodiesel.
SME was estimated to have a lower viscosity than the other fuels, on account of its
high C18:2 percentage. Viscosity is dependent upon both chain length and degree of
saturation, increasing with both. Since chain length is similar between the methyl esters,
degree of saturation is the main variable. In the case of FEE, the chain length is shorter,
tending to reduce the viscosity, but it is an ethyl ester, tending to increase the viscosity.
Although it is highly saturated, the possible presence of highly unsaturated compounds
means that, depending on precisely what those compounds are, it could have a viscosity
anywhere within the range of the methyl esters – in likelihood, somewhere towards the
lower end. All of the biodiesels are likely to have viscosity values towards the upper end
of the acceptable range for petrodiesel.
Like viscosity, because the average chain length of the methyl esters is similar, the
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main determinant of their respective cetane numbers is degree of saturation; the more
highly saturated, the higher the cetane number. As a result, SME has a significantly
lower predicted cetane number than the other fuels. FEE, being more highly saturated,
had a higher predicted cetane number, despite the slightly shorter length of the main chain
(cetane number is positively correlated with chain length [657]); the lower limit of the FEE
range represents the most unsaturated possible unknown compounds, the upper limit the
least unsaturated. The cetane number of PETRODIESEL is estimated to be below that
of all of the biodiesels except for SME.
In terms of adiabatic flame temperature, there is very little difference between the
fuels. SME has a slightly higher predicted flame temperature, because it contains a higher
percentage of polyunsaturated species. Initially, flame temperature increases with chain
length for saturated esters, and falls for unsaturated ones [558], but for esters with chain
lengths exceeding about 15 carbons, the main factor influencing flame temperature is
degree of unsaturation. Once more, FEE lies at the opposite extreme to SME, being the
most saturated, and therefore having the lowest predicted adiabatic flame temperature.
As mentioned, the fact that it is an ethyl ester leads to a very minor reduction in adiabatic
flame temperature. There is very little to choose between either of the rapeseed derived
biodiesels or the UCOME. The difference in adiabatic flame temperature between petro-
and biodiesel is unclear, as discussed in greater depth in Section 2.3.7.
It should be apparent that the main factor differentiating the predicted properties of
these fuels is the degree of unsaturation. In practice, other aspects, like degree of oxidation,
trace constituents, etc., may make a considerable difference, albeit one that has not been
quantified in the current study.
5.2.3.2 2-ETHYLHEXYL NITRATE (2-EHN)
2-Ethylhexyl nitrate (2-EHN), also called iso-octyl nitrate, is an ignition improver used to
increase the cetane number and therefore reduce the ignition delay of a fuel. Its chemical
structure is shown in Figure 5.3A. The 2-EHN used in this work was purchased from Sigma
Aldrich (product number 293784).
The additive is reported to fully decompose at temperatures below those at which the
low temperature chemistry of typical diesel fuel components become active; in experiments
performed at a pressure of 12.5 atm, 2-EHN was entirely consumed beneath 550 K [659].
This decomposition leads to a small amount of heat release and an increase in the size of
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Figure 5.3: Chemical structure of 2-ethylhexyl nitrate and the products of its thermal decompo-
sition.
The first decomposition step is cission of an O-N bond to form a 2-ethylhexoxy radi-
cal, like that depicted in Figure 5.3B, and NO2 [211, 660, 661]. The 2-ethylhexoxy radical
undergoes beta-cission, to form formaldehyde (CH2O) and a heptyl radical, as depicted in
Figure 5.3C, with which NO2 can react to form either nitroheptane, shown in Figure 5.3D,
or heptyl nitrite, as shown in Figure 5.3E [659]. In fuel rich regions, CH2O and nitrohep-
tane are the predominant initial products of 2-EHN decomposition. Nitrites are less stable
and decompose to form a heptoxy radical and nitric oxide (NO). At slightly higher tem-
peratures (600–650 K) nitroheptane decomposes, further increasing the concentrations of
CH2O and NO2 [659, 662].
NO2 can provide a means for the generation of alkoxy (OH) radicals, by hydrogen ab-
straction from an available hydrocarbon (abstraction from CH2O may be important [663],
since the aldehydic C-H bond is relatively weak) to form HNO2, followed by dissociation
resulting in NO and OH [211, 664].
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The estimated cetane numbers of the fuel blends containing 2-EHN can be seen in
Table 5.4. The cetane numbers of the parent fuels were approximated on the basis of
fatty acid composition, in the case of BIODIESEL, and by comparison with experimental
ignition delay data, in the case of PETRODIESEL. The effect of 2-EHN addition on cetane
number is generally understood to be non-linear; this non-linearity was estimated on the
basis of the trends reported by Liotta [665]. As a result, PETRODIESEL+2% 2-EHN
has an estimated CN 5 points higher than that of PETRODIESEL+1% 2-EHN, whereas
PETRODIESEL+1% 2-EHN has a CN around 15 points higher than PETRODIESEL.
The blends of 2-EHN with BIODIESEL have slightly higher CN values than those with













Table 5.4: Estimated cetane numbers of fuel blends containing 2-ethylhexyl nitrate (2-EHN).
5.2.3.3 TRIPROPYLENE GLYCOL METHYL ETHER (TPGME)
Tripropylene glycol methyl ether, or TPMGE, is a solvent commonly used in inks, as well
as in a range of cleaning fluids, coatings and penetrating oils [666]. It is also an effective
oxygenated blending component for diesel fuels [667, 668]. The TPGME used in this work
was purchased as a mixture of isomers, from Sigma Aldrich (product number 484245).
There are 8 isomers of TPGME; each of the three ether linkages may be adjacent to
primary or secondary carbon atoms (secondary is favoured) [666, 669]. The alpha isomer





Figure 5.4: Chemical structure of the alpha isomer of tripropylene glycol methyl ether (TPGME).
Having the chemical formula C10H22O4, TPGME contains approximately 31% oxygen
by weight. Some estimated properties of the petrodiesel and TPGME blends used in this
study are given in Table 5.5.
The lower heating value of TPGME is significantly lower than that of petrodiesel, at
27.15 MJ/kg (based on data at [670]), but TPGME is considerably more dense (968 kg/m3
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FUEL
OXYGEN CONTENT CETANE ENERGY DENSITY
(m/m %) NUMBER (MJ/kg @ 40°C)
PETRODIESEL+15% TPGME 4.65 56 35.6
PETRODIESEL+30% TPGME 9.3 58 34.3
Table 5.5: Estimated properties of fuel blends containing tripropylene glycol methyl ether
(TPGME).
at 20 °C [667]). Consequently, although the heating value of the fuel blend is reduced by
increasing addition of TPGME, the reduction is partially offset by the increasing density
of the fuel, and as a result PETRODIESEL+30% TPGME has an energy density similar
to the biodiesels (compare Table 5.5 with Table 5.3).
The CN values for TPGME provided in the 2014 update of the Compendium of Ex-
perimental Cetane Numbers [155] vary from 63 to 81.3, and average approximately 70.
Despite the lack of consistency, they unanimously suggest that the addition of TPGME
will increase the cetane number of a typical petrodiesel. There is also some suggestion in
the literature that the addition of TPGME might be expected to reduce adiabatic flame
temperature [525, 671].
5.2.3.4 1-METHYLNAPHTHALENE (1-MN)
1-Methylnaphthalene (1-MN) is a polycyclic aromatic, whose chemical structure can be
seen in Figure 5.5. Originally used as the cetane number zero reference, it is a low ignition
quality fuel, with a relatively high sooting tendency. The 1-MN was amongst remaining
stock from past experiments at Brunel, available in only a limited quantity. It was added
to BIODIESEL at 5.3% (m/m), because this was the greatest degree of admixture which
would permit repeat experimentation at the lower load.
Figure 5.5: Chemical structure of 1-methylnaphthalene (1-MN).
Since it was only blended with BIODIESEL at a relatively low weighting, the effects
that 1-MN addition had on the bulk properties of the fuel are expected to be small. Most
significantly, the CN of BIODIESEL+5.3% 1-MN is estimated at 52, compared to 55 for
BIODIESEL. The density, heating value and adiabatic flame temperature of BIODIESEL
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In-cylinder pressure was collected and analysed as described in Section 3.3.2. Maximum
pressure (Pmax) and angle of maximum pressure (ΘPmax) values were computed on a
cycle-by-cycle basis, so that the averages given are typically representative of around 600
measurements, and are provided with standard deviation estimates which meaningfully
describe the distribution of the data. Pressure data was averaged across each 100 cycle
data file, and filtered using a 9-point moving average, before being used to calculate
apparent heat release rate (AHRR) values across the combustion period.
In Chapter 4, AHRR was analysed as an average over each 100 cycle data set. In the
following work, all data for each test fuel were compiled into a single average apparent
heat release (AHR) set, and analysed as a unit. Although start of combustion, ignition
delay, end of combustion, and all of the percentiles of heat release readily permit automated
algorithmic computation, accurate mathematical determination of the end of the premixed
burn (EOPMB) was problematic. As a consequence, the EOPMB had to be identified
manually, as will be described in the following section. This is the reason that all AHR
data for each test fuel were considered as a single lumped set – it is impractical to manually
process hundreds of sets of data, and lumping provided a means for reducing the quantity
of data to process by over 80%. As such, all heat release parameters are given without
error bars, except for the maximum apparent heat release rate, and angle of maximum
apparent heat release, which were determined cycle-by-cycle, like Pmax and ΘPmax, and
are therefore provided with standard deviation estimates.
5.2.4.2 DEFINITION OF THE PREMIXED BURN FRACTION
In the classical description of diesel combustion, the end of the premixed burn phase
(EOPMB) is identified as the point at which the apparent heat release rate (AHRR)
reaches a local minimum following the maximum of the familiar diesel premixed burn
spike; this can be seen in Figure 5.6 [672]. Hence, the premixed burn fraction (PMBF) is
the value calculated by dividing the integral of the premixed burn spike by the integral
of the AHRR curve from the start of combustion to the end of combustion; that is, by
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dividing premixed heat release by total heat release.
Figure 5.6: Schematic of the heat release rate in a direct-injection diesel engine [672].
However, according to the increasingly comprehensive conceptual models that have
been proposed in the literature over the course of the last twenty years [379, 491, 493,
494, 519], purely premixed combustion actually concludes somewhat before even the point
of maximum heat release rate, with an encompassing diffusion flame having established
itself before maximum AHRR is reached. Therefore, it needs to be acknowledged and
understood that the nominal premixed burn fraction does not necessarily correctly quantify
the amount of fuel consumed in premixed reactions [494]. Indeed, not only is a substantial
proportion of heat release through the premixed combustion phase actually generated by
mixing-controlled combustion, but a significant proportion of heat release through the
mixing-controlled combustion phase is generated by premixed combustion (that is, in the
fuel-rich upstream premixed reaction zone) [490]. These aspects are discussed in greater
depth in Section 2.2.6. Spatially, it may be possible to separate one phenomenon from
the other, but there is no simple temporal demarcation between premixed and diffusive
combustion processes; not, at any rate, one which can be easily discerned from heat release
data. Although the relative importance of premixed and mixing-controlled combustion
changes drastically throughout the cycle, for much of the combustion duration they occur
simultaneously.
Despite this, there is still value in quantification of the so-called premixed burn fraction,
since, although the area of the premixed burn spike does not strictly designate actual
premixed combustion, its size does tend to correlate with the degree of premixing that
takes place, and as a consequence with many other variables related to performance and
emissions [517]. In many cases ignition delay would correspond equally well with the same
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variables, since it is an explicit measure of pre-combustion mixing time, usually directly
correlated with premixed burn fraction, and would therefore function as an adequate
alternate means of quantifying the degree of premixing. However, the correlation between
ignition delay and degree of premixing depends upon entrainment rates remaining constant
and therefore breaks down, for example, when injection pressure changes and degree of
premixing increases despite a reduction in ignition delay. For this reason, something akin
to the classically defined premixed burn fraction has been used throughout this work
as a generally applicable and pragmatic – though objectively inaccurate – estimation of
the degree of premixing. It will be referred to frequently as the premixed burn fraction
(PMBF) throughout this work, although perhaps premixing supplemented combustion or
mostly premixed combustion [673] would be more strictly correct terms to apply.
In practice, the graphs of AHRR that can be derived from in-cylinder pressure do not
replicate the smooth lines and clear transitions of Figure 5.6. Noise can be reduced by
filtering, but although some degree of filtering is necessary and beneficial, it was deemed
that by the minimum possible processing a less obscured picture of in-cylinder phenomena
could be obtained. The location of a feature like the local minimum ordinarily assumed
to signify the end of the premixed burn can be drastically altered by noise reduction, or
by the frequency at which in-cylinder pressure is sampled. For this reason, in this study
EOPMB, and most other heat release criteria, were calculated on the basis of unfiltered
AHRR data (although AHRR itself was derived from filtered pressure data).
Figure 5.7 shows AHRR plots for PETRODIESEL (Figure 5.7A) and BIODIESEL
(Figure 5.7B) both neat and doped with varying percentages of 2-EHN; in each case the
data is presented at the experimental resolution of 8 points per degree, averaged over
multiple (6 or more) 100 cycle data sets. The group of vertical lines labelled X represents
the EOPMB defined on the basis of either the first local AHRR minimum following the
peak, or a suitably located change in gradient. Vertical lines labelled Y are placed at a
later point, where a lower minimum is reached; it is this point which has been taken as
representing the EOPMB throughout this investigation.
In Figure 5.7A the EOPMBs, as given by Y, were defined as having been reached
at 1.625 ATDC for PETRODIESEL, and 1.5 ATDC for PETRODIESEL+1% 2-EHN
and PETRODIESEL+2% 2-EHN; these lie around 1.5 CA after their respective X points.
The difference between X and Y in Figure 5.7B is similar, with both quantifiers suggesting
that the PMBF ends slightly sooner with biodiesel. The reasons for using Y instead of X
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(A) PETRODIESEL +1% 2-EHN +2%





















(B) BIODIESEL +0.5% 2-EHN +1% +2%
Figure 5.7: Apparent heat release rate at the higher load condition fuelling on (A) PETRO-
DIESEL with 0, 1 and 2 % 2-EHN and (B) BIODIESEL with 0, 0.5, 1 and 2% 2-EHN.
throughout the body of this work are fourfold:
1. More highly premixed operating conditions generally have an AHRR advantage
that persists beyond X. That is, in Figure 5.7 both plots show that the AHRR
curves are distinctly higher between X and Y for the neat fuels, PETRODIESEL
and BIODIESEL, than for those doped with 2-EHN. This suggests that combustion
continues to be supplemented by some factor related to premixing; it is anticipated
that this may be due to some portion of the premixed charge remaining incompletely
combusted. Using Y instead aims to include all effects related to premixing.
2. In most cases the AHRR continues to decline following X. This ought not to be
expected if X signalled the end of premixing supplemented combustion; rather, a
general increase would be anticipated as the diffusion flame grows, except in highly
premixed cases in which the stabilised diffusion phase is absent or small. Using Y
instead divides heat release (except in the most highly premixed cases) such that
AHRR rises and falls through the premixed phase, rises and falls through the diffu-
sion phase, dying away into late combustion (more closely approximating the divi-
sions of AHRR illustrated in Figure 5.6).
3. X positions are reached at widely varying magnitudes of AHRR. If AHRR at these
points were not supplemented by some factor related to premixing then that would
suggest some other reason for the difference in AHRR. None is apparent. At Y, all
AHRR curves fall to around 20 J/deg, under both higher and lower load conditions
(see Figure 5.8) and with all tested fuels. However, when varying injection pressure,
it is observed that AHRR at Y increases with increasing injection pressure, as seen
in Figure 5.9. This makes sense, because increasing injection pressure could be
expected to affect diffusive as well as premixed combustion.
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4. Using X leads to a disparity in total premixed apparent heat release as a function of
mixing time between load conditions, which widens with increasing ignition delay.
Using Y reduces this disparity. This can be seen in Figure 5.10, wherein total AHR
up to X (Figure 5.10A) is compared with total AHR up to Y (Figure 5.10B), for all
higher and lower load cases. It stands to reason that the quantity of heat released
through the PMBF should be close to equal for a given ignition delay, at the two
different operating conditions, assuming that the injection event remains the same
up to the EOPMB. That is, although the injection event is shorter at lower load,
there should not be a large difference in the absolute quantity of premixing able to
occur through the ignition delay period. Consider Figure 5.10A, alongside Figures
5.7 and 5.8. Towards longer ignition delays there is a large increase in lower load
total premixed heat release; this is a result of X being retarded further towards Y
with increasing ignition delay in the lower load case. In general, Y seems to be a
more stable point, giving more consistent results between conditions.

















(A) PETRODIESEL +0.5% 2-EHN +2%

















(B) BIODIESEL +0.5% 2-EHN +2%
Figure 5.8: Apparent heat release rate at the lower load condition fuelling on (A) PETRODIESEL
with 0, 0.5 and 2 % 2-EHN and (B) BIODIESEL with 0, 0.5 and 2% 2-EHN.


















(A) PETRODIESEL @ 800 BAR 1000 BAR 1200 BAR


















(B) BIODIESEL @ 800 BAR 1000 BAR 1200 BAR
Figure 5.9: Apparent heat release rate at the higher load condition fuelling on (A)
PETRODIESEL and (B) BIODIESEL at injection pressures of 800, 1000 and 1200 bar.
The seemingly greater mobility of X under the lower load is possibly a result of the
minimisation of the role of stabilised diffusion combustion, and consequently the more
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Figure 5.10: Total apparent premixed heat release as a function of ignition delay at higher and
lower loads. In (A) the end of premixed combustion is defined at X, in (B) it is defined at Y.
even descent of AHRR following the AHRR maximum. This is particularly pronounced
in the most highly premixed, longest ignition delay lower load cases. That is, because the
transition between nominally premixed and diffusion combustion, as depicted in Figure 5.6,
occurs where the decline in AHRR due to the decline in premixed heat release is exceeded
by the increase in AHRR due to increasing diffusion heat release, a change in combustion
characteristics which diminishes the role of the diffusion phase will tend to postpone X.
In Figure 5.9 (showing AHRR at varying injection pressures), and particularly in
Figure 5.9B (that is, the biodiesel data), the larger PMBF cases have AHRR curves that
remain above those of the lower PMBF cases more significantly beyond the designated
EOPMB. This is considered to be a result of the higher injection pressures in the more
highly premixed cases, which might be expected to cause faster heat release through the
diffusion phase as well.
In closing this section, it is necessary to add that the method used herein is not
being recommended as a general approach to PMBF calculation; it has been developed
iteratively, in response to problems that have been encountered, and is expedient at best.
Features of the heat release and pressure data analysed in this study are bound to the
engine and sensors that have been employed, and the analysis techniques used are directed
toward the identification of particular phenomena. In a different engine, or for a different
study, considerations which were important here may be unimportant, and vice versa.
5.2.4.3 EMISSIONS
Emissions data files were recorded and analysed as described in Section 3.3.1, in order to
provide average values for all gaseous emissions measured by the Horiba. Emissions data
were recorded in triplicate on each test run, and each fuel (with the exception of FEE) was
tested at least twice to ensure repeatability. The values presented in the text are averages
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of all measurements made for each test fuel, and are provided with standard deviation
bars which are intended to provide some indication of experimental consistency, rather
than a statistically accurate representation of data distribution. Filter smoke numbers,
measured using the AVL 415, were recorded in triplicate for each test run, averaged for
each fuel and presented in the same way as the gaseous emissions.
5.2.4.4 VARIATION
As discussed in Section 5.2.2, each higher load (Study 1) data point was collected over the
course of a day, to enable the engine to fully stabilise at a given operating point before
measurements were taken. Varying injection pressure (Study 2) and lower load (Study
3) experiments saw reportable measurements made more frequently (3 and 2 data points
per day, respectively), but still at a reasonably conservative rate, resulting in a prolonged
experimental timescale. The Study 1, higher load, testing took place between 21 Oct 2013
and 22 Jan 2014, the Study 2, varying injection pressure, experiments ran from 13-20 Feb
2014, and the Study 3, lower load, data was collected between 4 Dec 2013 and 3 Feb 2014.
Because of this, changes in environmental conditions over the period became significant,
and the state of the engine cannot be expected to have remained entirely constant. The
standard deviation of daily baseline emissions over the course of experiments is illustrated
by Figure 5.11, with results from the higher load baseline in Figure 5.11A and the lower
load baseline in Figure 5.11B.




























































Figure 5.11: Standard deviations of emissions of oxides of nitrogen, carbon monoxide, total
hydrocarbons and filter smoke number measured at the daily baseline under (A) the higher load,
(B) the lower load. All deviations given as percentages of the average baseline values.
The variation in all emissions is significant, relative to the magnitude of the differences
which may be expected to distinguish one fuel from another. NOx and CO2 are the most
consistent pollutants, at both loads. As such, NOx and CO2 emissions data are presented
without normalisation in all cases, while FSN, CO and THC all required normalisation
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with respect to the daily baseline at the higher load in Study 1. Study 2, which was
conducted over a shorter time period, was less problematic. In Study 3, the need for
normalisation was also limited; despite the high variability in the lower load FSN baseline
illustrated by Figure 5.11B, the repeatability for each test fuel was high.
Overall, the baseline variability adds a degree of uncertainty to the results, but does
not appear to be substantial enough to irreparably obscure the trends of interest. With
the experiments having been performed to a rigorous daily schedule, the baseline values
collected meant that outliers and inconsistencies could be confidently identified and, where
necessary, compensated for. The subject of experimental variability is discussed in more
depth in Section 3.4.
5.3 RESULTS AND DISCUSSION
5.3.1 STUDY 1: HIGHER LOAD EXPERIMENTS
5.3.1.1 PREMIXING
The first experiment targeted the deliberate alteration of ignition delay and hence pre-
mixed burn fraction by the addition of 2-ethylhexyl nitrate (2-EHN) to the parent fuels,
under conditions with a combustion regime reasonably representative of typical diesel op-
eration. At first, PETRODIESEL and BIODIESEL were doped at 1 and 2% by mass
with 2-EHN, but a further data point, BIODIESEL+0.5% 2-EHN, was deemed neces-
sary due to the limited difference in ignition delay between BIODIESEL+1% 2-EHN and
BIODIESEL+2% 2-EHN.
Increasing addition of 2-EHN reduced the ignition delay (ID) of the fuel, as illustrated
by Figure 5.12. Note that ignition delays are given to the resolution of the encoder (i.e.
to the nearest 0.125 CA); the average measured ID of BIODIESEL was actually 0.11 CA
shorter than that of PETRODIESEL, despite the impression given by Figure 5.12 that
the two fuels had the same ID. With BIODIESEL, there is strong evidence of diminishing
returns, in the sense that the first addition of 2-EHN to the base fuel reduces ignition delay
to a greater extent than equivalent subsequent addition. Similar trends have been reported
elsewhere (albeit with respect to cetane number rather than ignition delay) [665, 674].
This effect appears to be considerably less pronounced when adding to PETRODIESEL.
Particularly at lower concentrations the ignition delay of BIODIESEL was more strongly
influenced by 2-EHN addition.
193



























PETRODIESEL +1% 2-EHN +2%
BIODIESEL +0.5% 2-EHN +1% +2%
Figure 5.12: Effect of varying levels of 2-ethylhexyl nitrate addition on the ignition delay of
PETRODIESEL and BIODIESEL under the higher load condition.
The reason for this difference between the effect of 2-EHN addition on the two fuels is
not immediately clear, particularly since the same tendency is not apparent at the lower
load (see Section 5.3.3). Liotta [665] added 2-EHN to two fuels, and in his results it also
seems that the relationship between 2-EHN admixture and increase in cetane number is
more obviously non-linear for the parent fuel with the higher CN.
However, the apparent difference between the fuels here may, instead, be partially due
to the method of calculating ignition delay. In this study, ignition delay was calculated as
the difference between commanded start of injection and SOC, and SOC was taken as being
the point at which AHRR first exceeded zero following injection; this is one commonly
employed approach amongst several [636, 675]. Others define SOC at the AHRR minimum
that precedes the zero-AHRR point [14], or calculate ignition delay based on a location
slightly after the start of combustion – e.g. 5% of peak AHRR [637] – or utilise a third
order derivative of the pressure data [675]. Employing any of these other three techniques,
non-linearity of approximately the same degree seems to be observed for both fuels (much
as is seen at the lower load – see Section 5.3.3). This probably implies that the difference in
non-linearity is not significant. Referring back to Figure 5.7A, it can be seen that although
AHRR for PETRODIESEL becomes positive at 3.25 BTDC, it doesn’t rise significantly
until around 3 BTDC (this trend, namely a slow initial increase in AHRR when fuelling on
petrodiesel, was also observed at the lower load in Study 3). One can imagine that if this
period of inappreciable AHRR were added to the ID, the petrodiesel curve in Figure 5.12
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would be significantly more non-linear, and would more closely resemble the biodiesel plot
in form.
Across all of the tested fuels, Figure 5.13 shows that there is a fairly good correlation
between the estimated cetane numbers and measured ignition delays (r2 = 0.91). The
most significant outlier is the PETRODIESEL+30% TPGME point. It appears that
ignition delay is slightly increased by further addition of TPGME, although the additive
is expected to have a relatively high cetane number (reported values are between 63–81.3
[155]). Because TPGME was provided as mixture of 8 isomers, it may be that the ignition
quality varies depending on the balance of isomers. Alternatively, the literature studies
may have used the major isomer of TPGME alone, rather than an isomeric mixture.
The 5 neat biodiesels follow approximately the anticipated trend, with the highly
unsaturated SME having the lowest CN and longest ID, and the highly saturated FEE
having the highest CN and shortest ID. However, the 3 intermediate biodiesels, although
appropriately central between SME and FEE, are not entirely as expected; RME2 had a
shorter ID than BIODIESEL, despite there being larger proportions of unsaturated species
in the former, and its predicted CN therefore being marginally lower. It may be relevant
that the GC results were collected in Aug/Sep 2013 (several months before engine tests
were performed), after which time the composition of the fuels may have altered somewhat
in storage. Because RME2 contained larger proportions of highly unsaturated compounds
than BIODIESEL, it may have been more prone to becoming partially oxidised during
storage, which can lead to an increase in cetane number and therefore a reduction in
ignition delay [676].
The duration of the ignition delay controls the time available for fuel-air premixing.
The relationship between ignition delay and premixed burn fraction is shown in Fig-
ure 5.14. Again, all values of ID are given to the resolution of the encoder, and none had
standard deviations exceeding a single encoder increment, with the exception of UCOME
(SD: 0.14 CA). Premixed burn fraction is given without error bars, here and throughout
this work, because it has been calculated manually for the average case for each fuel (as
explained in Section 5.2.4.2).
The reduction in ignition delay is naturally accompanied by a reduction in the premixed
burn fraction, because less mixing time is available. As was seen in Chapter 4, petrodiesel
appears to form a slightly larger PMBF than biodiesel for the same ID. However, this
trend depends upon the point at which the end of the premixed burn is defined. As will
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PETRODIESEL +1% 2-EHN +2%
+15% TPGME +30%
BIODIESEL +0.5% 2-EHN +1% +2%
UCOME RME2 SME FEE
Figure 5.13: Ignition delay as a function of predicted cetane number for all tested fuels under
the higher load condition.
be discussed in Section 5.3.1.5, the way the premixed burn appears to proceed varies not
only in overall rate between different fuels, but in form. Due to the fact that petrodiesel
is faster than biodiesel through the later part of what has been defined as the premixed
burn phase, if more of this later section is included in the PMBF, the petrodiesel PMBF
appears to be larger than that of biodiesel. Equally, advancing the assigned EOPMB
makes the biodiesel PMBF seem larger, because biodiesel AHRR is somewhat higher
through the early part of the premixed burn. In Chapter 4 the reduced biodiesel PMBF
as a function of ignition delay was attributed to the lower energy density of the fuel, which
still seems to be a reasonable explanation for the trend observed, although the trend itself
is questionable.
The petrodiesel points in Figure 5.14 are close to being collinear. The linearity of the
biodiesel points is fairly high (r2 = 0.97); note that this includes all of the BIODIESEL
and 2-EHN blends, in addition to the alternative feedstocks. The only slight outliers are
BIODIESEL and RME2; BIODIESEL is slightly below the overall biodiesel trendline,
while RME2 is considerably above. BIODIESEL had a longer ignition delay than RME2,
and yet had a smaller PMBF. One plausible explanation for this inconsistency is the fact
that BIODIESEL data sets were collected earliest, through Oct/Nov 2013, whereas RME2
measurements were performed latest, through Jan 2014; changes in atmospheric conditions
and the state of the engine between these periods may have influenced the results.
Other biodiesels had PMBF values appropriate to their ID times. There is a possible
reduction in PMBF for a given ID with the addition of the oxygenate TPGME, although
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PETRODIESEL +1% 2-EHN +2%
+15% TPGME +30%
BIODIESEL +0.5% 2-EHN +1% +2%
UCOME RME2 SME FEE
Figure 5.14: Premixed burn fraction as a function of ignition delay for all tested fuels under
the higher load condition (solid line represents petrodiesel best fit, dashed line represents best fit
through all 8 biodiesel points).
this is not clear. However, such a result may be expected, on account of the lower LHV
of the fuel-blend, compared to neat petrodiesel.
5.3.1.2 OXIDES OF NITROGEN (NOx) EMISSIONS
As proposed on the basis of the mathematical interpretation presented in Chapter 4, it is
seen here experimentally that, for a controlled start of combustion (SOC), NOx emissions
decline with a reduction in the premixed burn fraction. This is shown in Figure 5.15. The
linearity of the relationship appears to be high; the linear fit through all biodiesel points
has an r2 = 0.91. This increases only slightly, to R2 = 0.93, when a second order fit is
used, and so any extant non-linearity seems to be slight. The three petrodiesel points are
close to collinear.
Possible explanations for the relationship between premixing and NOx emissions (de-
rived largely from [517]), have been discussed in Section 2.3.4. A general advance in the
phasing of combustion, and consequently increased compression heating and/or reduced
expansion cooling of both the reactants and the products of combustion is likely to be a sig-
nificant factor, and the extent to which NOx emissions correspond to combustion phasing
will be considered in detail in later sections. A connection with heat transfer, especially
with radiative heat transfer via soot, may also be important, and although in-cylinder
soot concentrations and hence levels of soot radiation may not be directly inferable from
exhaust smoke opacity, data that will be presented throughout this chapter perhaps offers
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PETRODIESEL +1% 2-EHN +2%
+15% TPGME +30%
BIODIESEL +0.5% 2-EHN +1% +2%
UCOME RME2 SME FEE
Figure 5.15: Oxides of nitrogen emissions as a function of premixed burn fraction for all tested
fuels under the higher load condition (solid line represents petrodiesel best fit, dashed line represents
best fit through all 8 biodiesel points, dotdashed and dotted lines lie 3.2% above and below the
linear trends and represent possible extent of variations due to external influences).
some support for the plausibility of this mechanism. Factors correlated with, although
not causally related to degree of premixing, such as lift-off length and equivalence ratios
within the diesel jet, may also contribute significantly to the trends observed.
BIODIESEL NOx emissions exceed those of PETRODIESEL by 7%. Of the other neat
biodiesels, UCOME had NOx emissions 5% higher than those of PETRODIESEL, when
fuelling on FEE NOx emissions were increased by 7.1%, 9.8% with RME2, and the largest
increase of all was 15.2%, when fuelling on SME.
NOx emissions from BIODIESEL+1% 2-EHN and BIODIESEL+2% 2-EHN are slightly
lower than those of PETRODIESEL, implying that in this engine, at this condition (and
with SOC held constant), a biodiesel with a cetane number of approximately 70 would
run with NOx emissions lower than, or comparable to, those of PETRODIESEL. This is
a very high CN for a biodiesel to have without the addition of cetane enhancers, but is
not far above values which have been reported for biodiesel derived from Moringa oleifera
(with a reported CN of around 67), for example [677].
In some other studies which matched start of combustion, steps were also taken to
compare fuels under conditions of equal premixing, by doping each with a calculated level
of 2-EHN to achieve matched ignition delay periods (e.g. [568]); this allows a comparison to
be made between fuels which overcomes differences in ignition quality. In this work, instead
of using 2-EHN addition to remove the effect of variations in the degree of premixing,
the different quantities of 2-EHN added to PETRODIESEL and BIODIESEL allow the
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influence of changing PMBF to be accounted for. That is, when plotted as a function of
PMBF, the magnitude of the change in NOx emissions which is attributable to degree of
premixing becomes visible, allowing for a comparison between fuels which overcomes this
variable.
The largest deviation from the biodiesel best-fit line is for UCOME, which is 2.6%
lower than the predicted value for the same PMBF. The BIODIESEL+1% 2-EHN point
is 1.9% lower, while the SME and BIODIESEL+2% 2-EHN points are 1.6% higher. These
are all within the 3.2% error bars indicated in Figure 5.15, which are intended to give
a sense of baseline variations over the course of the experimental period; the 3.2% value
is the standard deviation of NOx measurements taken at the daily baseline (discussed in
Section 5.2.2). Hence, although there is some variation amongst the different biodiesels, it
appears that, when changes in start of combustion are excluded experimentally, and differ-
ences in degree of premixing can be accounted for mathematically, the different biodiesel
fuels tested all yield NOx emissions which are within the scale of operational variability
inherent to the engine and environment.
However, it is entirely possible that some of the deviations from the overall biodiesel
trend are real effects of the fuels themselves. UCOME in particular was associated with
rather different trends in other emissions (particularly CO and THC, as discussed in
Section 5.3.1.4), which do suggest that this fuel has properties beyond its cetane number
which differentiate it from the other biodiesels. Viscosity measurements performed for
a later study (by de la Garza and Avulapati) revealed that, while the values predicted
in Table 5.3 are the same for both BIODIESEL and UCOME, the actual viscosity of
UCOME was around 7% higher than that of BIODIESEL. It has been reported that
vegetable oils which have been used for frying may have increased viscosities, due to the
range of thermolytic and oxidative reactions which occur when they are heated, forming
higher molecular weight dimers and oligomeric compounds [678]. Some portion of the
double bonds may also undergo cis-trans isomerisation during cooking [679], which would
also tend to increase the viscosity. In the review of Hoekman et al [103], biodiesels derived
from yellow grease (another term for used cooking oil), are reported to have the highest
average viscosity. If the viscosity of the UCOME was relatively high, then this may have
altered the spray characteristics in a way which lead to a reduction in NOx emissions.
It was also proposed in Chapter 4 that NOx emissions from petro- and biodiesel may
converge as PMBF increases; this is the case here, although only to a limited extent, with
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the degree of convergence being very slight across the illustrated range. The biodiesel NOx
trend-line is 13.8% higher than that of petrodiesel at a PMBF of 20%, closing to 11.3%
at a PMBF of 30%.
The addition of TPGME to PETRODIESEL leads to a considerable increase in NOx
emissions, without a substantial increase in the PMBF. Effectively, it appears that the
addition of oxygen ‘bridges’ the petrodiesel-biodiesel NOx gap. This is clarified by Fig-
ure 5.16.





















PETRODIESEL +15% TPGME +30% BIODIESEL (PROJECTED)
Figure 5.16: Oxides of nitrogen emissions as a function of fuel-bound oxygen content. The
biodiesel point represents an approximation of anticipated NOx emissions at an equivalent degree
of premixing, based on the linear correlation illustrated in Figure 5.15.
NOx emissions increased by 7.5% with the initial addition of 15% TPGME, equating
to a fuel-bound oxygen content of 4.65%. Further TPGME addition, to produce a 30%
blend, with 9.3% fuel-bound oxygen, caused an additional increase in NOx of 4.2% – a
total increase over PETRODIESEL of 11.9%. Thus, it appears that the effect of oxygenate
addition on NOx emissions is somewhat diminished towards increasing concentrations.
Compared with a biodiesel point projected to the same PMBF, PETRODIESEL+30%
TPGME might be expected to produce very slightly higher NOx emissions (around 0.5%),
despite having a lower fuel-bound oxygen content. At the same oxygen content as biodiesel,
based on the illustrated curve, an increase in NOx of 1.2% over biodiesel is expected, and an
increase over petrodiesel of 12.7%. Comparable NOx emissions to biodiesel are predicted
for a TPGME blend having an oxygen content of around 8.5%, equating to a TPGME
percentage of roughly 27.5%. This may suggest that some structural difference between
the way oxygen is bonded into TPGME and biodiesel (i.e. TPGME is an ether, where as
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biodiesel is composed of esters) leads to higher NOx from the TPGME blend, or it may be
that there is some other difference between the combustion of these two fuel types, or it
may be that the differences observed are simply insignificant, given that the magnitudes
of the disparities being considered are well within the variations that may be expected
during the day-to-day operation of the engine. It certainly appears that, when SOC is
fixed and differences in PMBF are taken into account, a petrodiesel doped with TPGME
to a similar oxygen content as biodiesel should be expected to have NOx emissions very
similar to those of an equivalent biodiesel fuel.
It may also be worth considering that the increase in NOx emissions with increasing
TPGME addition to PETRODIESEL occurs despite a likely drop in the adiabatic flame
temperature of the blend [525]. On this basis, if the increase in NOx with TPGME
addition has any association with flame temperature, it must be due to variation in mixture
stoichiometry or reduced radiative heat transfer, rather than the inherent stoichiometric
adiabatic flame temperature of the fuel.
5.3.1.3 FILTER SMOKE NUMBER
In Chapter 4, it was proposed that the converging gap between NOx emissions from petro-
and biodiesels towards higher PMBFs may be related to their relative magnitudes of soot
radiative heat losses and varying rates of heat release (in particular, the rate of heat release
through the diffusion burn phase).
The basis for the former proposal was that a proportion of heat loss within a diesel
engine is typically via radiant transfer from soot to the cylinder walls [572, 573]. Estimated
percentages range between about 10–40% [574], although in more modern engines this
figure may be lower. It is understood that this heat loss is responsible for a reduction in
peak and global temperatures throughout the flame and burnt gases [577]. It has been
reported that radiative heat losses are associated with the diffusion phase of combustion,
since it is within the diffusion flame sheath that the majority of soot is formed, and
during the diffusion burn that in-cylinder soot concentrations are highest [574, 680]. A
more pronounced diffusion phase (and a correspondingly reduced premixed phase) may
therefore be associated with an increase in radiative heat loss. It is also understood that
sooting is considerably reduced when fuelling on biodiesel, with respect to both in-cylinder
soot levels, and engine-out emissions. Therefore, the suggestion is that, because petrodiesel
soots more, and the presence of soot suppresses temperature, under operating conditions
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where a greater fraction of total heat loss is typically due to radiant losses, petrodiesel
combustion and post-combustion temperatures may be suppressed more greatly than those
of biodiesel.
Figure 5.17 shows the relative levels of soot emissions encountered in this study, quan-
tified by filter smoke number.
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Figure 5.17: Filter smoke number as a function of premixed burn fraction for all tested fuels
under the higher load condition (dashed line represents best fit through all 8 biodiesel points).
In general, Figure 5.17 demonstrates an increase in filter smoke number (FSN) with
decreasing PMBF, which is as expected. Smoke emissions from petrodiesel were affected
more significantly by the change, with FSN rising from 1.41 at a PMBF of 30.7, to 1.82 at
a PMBF of 20.3 – an increase of approximately 30%, compared to an estimated increase
of 11% for biodiesel across the same range. As a result of the larger increase in FSN
from petrodiesel with decreasing PMBF, the difference in smoke emissions between petro-
and biodiesel does, as suggested in Chapter 4, become larger towards smaller PMBFs;
the estimated biodiesel FSN is 61% lower than that of petrodiesel at a PMBF of 30.7%,
becoming 67% lower at a PMBF of 20.3%. However, this relationship is not linear, since
the estimated FSN difference is also 67% at the PETRODIESEL+1% 2-EHN point, at a
PMBF of 24%.
Despite the general reduction in smoke emissions with increasing PMBF, amongst the
neat biodiesels their estimated cetane numbers offer little predictive value in terms of
FSN. The highest FSN was observed for RME2 (0.63), and the lowest for BIODIESEL
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(0.46) – two fuels with almost identical compositions and cetane numbers (in fact, the
estimated CN of RME2 was 1 point lower than that of BIODIESEL, 54 compared to 55).
The difference in FSN between these two ostensibly similar fuels, was several times larger
than that between the two most dissimilar neat biodiesels, FEE (with an FSN of 0.55)
and SME (FSN of 0.5).
It is possible that this unexpected behaviour is due to some undocumented difference
between the fuels. UCOME, which had abnormally low NOx emissions (and abnormally
high CO and THC emissions, as will be seen in Section 5.3.1.4), also has a relatively
high FSN, suggesting some possible link to the physical properties of the fuels, but the
fact that BIODIESEL+0.5% 2-EHN had a higher FSN than all other biodiesels, including
BIODIESEL+1% 2-EHN and BIODIESEL+2% 2-EHN, implies that the variability is
erroneous rather than some real feature of the fuels.
The FSN values are all normalised on the basis of their respective daily baselines,
and as a result the standard deviation for any individual fuel is fairly small, despite re-
peat measurements typically being conducted some weeks after initial data collection.
However, although fuels were not tested consecutively, the experiments with BIODIESEL,
BIODIESEL+1% 2-EHN and BIODIESEL+2% 2-EHN, were conducted before those with
SME, UCOME, FEE and BIODIESEL+0.5% 2-EHN, with RME2 being tested last. Be-
cause FSN is a fairly fickle variable, with regards to changes in engine state and environ-
mental conditions, it may be that a greater quantity of measurements, distributed more
evenly in time, would have been necessary to achieve a characterisation of smoke emissions
with the accuracy required to clearly perceive the differences between the biodiesels. The
overall trend suggested by the biodiesel FSN data in Figure 5.17 is likely to be valid, but
apparent differences between the biodiesels ought to be taken with a pinch of salt.
It can be seen that addition of TPGME significantly reduced FSN, but that PETRO-
DIESEL+30% TPGME did not appear have quite as low smoke emissions as a biodiesel
under equivalent mixing conditions. This is clarified by Figure 5.18.
Addition of 15% TPGME to PETRODIESEL reduced the FSN by 30%, and the
30% TPGME blend reduced it by a further 32%; giving a total FSN reduction of 53%
with the addition of 9.3% fuel-bound oxygen. This is a substantial reduction, but the
PETRODIESEL+30% TPGME smoke number remains approximately 7% above the FSN
value expected for biodiesel at the same PMBF. Based on an extension of the illustrated
curve, showing only a very slight degree of non-linearity, a total fuel-bound oxygen con-
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PETRODIESEL +15% TPGME +30% BIODIESEL (PROJECTED)
Figure 5.18: Filter smoke number as a function of fuel bound oxygen content. The biodiesel
point represents an approximation of anticipated FSN at an equivalent degree of premixing, based
on the linear correlation illustrated in Figure 5.17.
tent of somewhere around 11.5% would be necessary to reduce the FSN produced by a
PETRODIESEL+TPGME blend (equating to a TPGME percentage of approximately
37.5%) to the same level as that of biodiesel.
However, the reduction in sooting which accompanies the addition of TPGME to
PETRODIESEL is not solely a consequence of increased fuel-bound oxygen content. The
simple dilution of a petrodiesel by any blending component with a lower propensity to form
soot would be expected to reduce FSN; replacing PETRODIESEL (in whole or part) with
an n-alkane of comparable molecular weight would lead to a significant reduction in smoke
emissions, although typically less so than blending with an oxygenated fuel [375, 681]. In
particular, it is the sizeable proportion of aromatic species found in petrodiesel which
encourage sooting, and the continued presence of these in the PETRODIESEL+TPGME
blends – albeit at reduced concentrations – likely contributes to the modestly higher soot
emissions relative to an equivalent biodiesel. Greater quantities of oxygen, and lower
reacting equivalence ratios, may be required to negate the greater inherent sooting poten-
tial of the petrodiesel compounds. Additionally, it has been reported that oxygen bound
into an ester group has lower soot reduction potential than that bound into an ether
[156, 259, 668, 682], which would suggest that the lower efficacy of the ether in this study
on a oxygen percentage basis indicates an even larger effect of the petrodiesel aromatics
on sooting.
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It is also noteworthy that PETRODIESEL+30% TPGME appeared to have both
higher NOx emissions and a higher FSN than an estimated biodiesel at the same PMBF.
This would tend to suggest that it isn’t the change in radiative heat loss alone that leads
to the increase in NOx with the addition of the oxygenate.
On the basis of the smoke emissions results presented, there does seem to be some
merit to the notion that varying quantities of in-cylinder soot (assuming some correlation
between in-cylinder and engine-out soot levels) may be related to the difference between
the NOx emissions when fuelling on petro- and biodiesels, and possibly the way that the
calculated trendlines appear to converge (as hypothesised in Chapter 4). There is a clear
reduction in soot with the addition of oxygen, and increased degree of premixing, and
in both cases this is accompanied by an increase in NOx emissions. However, the data
collected provides no evidence that these relationships are causal.
5.3.1.4 OTHER EMISSIONS
In Figures 5.19 and 5.20 carbon monoxide (CO) and total hydrocarbon (THC) emissions
are plotted as functions of premixed burn fraction. In Figure 5.21A carbon dioxide (CO2)
emissions are presented, and Figure 5.21B shows volumetric fuel consumption rates in-
ferred from measured CO2 emissions and the estimated properties of the individual fuels.
There is a clear increase in both CO and THC emissions with increasing degree of
premixing. THC emissions would be expected to increase with increasing PMBF, on the
basis that prolonged mixing times encourage overleaning. The reason for the increase in
CO emissions is less obvious, since increased premixing is typically associated with leaner
combustion conditions which might be expected to reduce CO formation. Potentially, it
is the fact that under high PMBF conditions a greater proportion of heat release occurs
via fuel-rich premixed reactions, rather than at the stoichiometric diffusion flame front,
which causes this increase.
Biodiesel CO emissions are significantly lower than those of the petrodiesels (by around
20%, on average, for a given PMBF), with the exception of UCOME which has comparable
CO emissions to a petrodiesel with the same PMBF. Likewise, THC emissions when
fuelling on UCOME were higher than on any other fuel; 30% higher than the biodiesel
trend. This adds further credence to the suggestion that some effect of the physical
properties of UCOME may have negatively affected fuel-air mixing, causing the associated
reduction in NOx, but also the increase in CO and THC emissions.
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Figure 5.19: Carbon monoxide emissions as a function of premixed burn fraction for all tested
fuels under the higher load condition (solid line represents petrodiesel best fit, dashed line represents
best fit through biodiesel points, excluding UCOME).
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+15% TPGME +30%
BIODIESEL +0.5% 2-EHN +1% +2%
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Figure 5.20: Total hydrocarbon emissions as a function of premixed burn fraction for all tested
fuels under the higher load condition (solid line represents petrodiesel best fit, dashed line represents
best fit through biodiesel points, excluding UCOME and SME).



















PETRODIESEL +1% 2-EHN +2%
+15% TPGME +30%
BIODIESEL +0.5% 2-EHN +1% +2%
UCOME RME2 SME FEE














































PETRODIESEL +1% 2-EHN +2%
+15% TPGME +30%
BIODIESEL +0.5% 2-EHN +1% +2%
UCOME RME2 SME FEE
Figure 5.21: (A) Carbon dioxide emissions as a function of premixed burn fraction for all tested
fuels under the higher load condition (solid line represents best fit through all points). (B) Vol-
umetric fuel consumption rates inferred from carbon dioxide emissions and fuel properties, as a
function of premixed burn fraction for all tested fuels under the higher load condition (solid line
represents petrodiesel best fit, dashed line represents best fit through all biodiesel points, excluding
FEE).
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Biodiesel THC emissions were similar to those of petrodiesel for any given PMBF
under the higher load operating condition (reduced by only 2–3%, on average – excluding
outliers), apart from those of UCOME and SME. SME exhibited an increase in THC
relative to the depicted trends, albeit not one as dramatic as that seen for UCOME (the
SME point exceeds the biodiesel trend by around 15%). SME also had CO emissions
which exceeded the general biodiesel trend, suggesting that perhaps, like UCOME, the
physical properties of the fuel may have negatively affected mixing (although property
predictions based on fatty acid composition do not suggest any reason for this, and there
is no evidence of a similar reduction in NOx emissions). It is also possible that the long
ignition delay associated with SME may have been sufficient to allow a somewhat higher
level of wall impingement to occur.
In general, CO2 emissions possibly increased slightly with increasing PMBF, and
biodiesel appeared to have fractionally higher CO2 emissions than petrodiesel, but any
difference is hard to distinguish. The inferred fuel consumption values suggest increased
consumption when fuelling on the biodiesels, which is anticipated on the basis of their
lower energy densities. The magnitude of the increase averages around 6%. In the case of
FEE, inferred fuel consumption was higher (around 2% higher than the biodiesel trend),
due to the shorter average chain length and higher degree of saturation, as a result of
which energy density is likely to be lower.
Addition of TPGME to PETRODIESEL reduced CO, THC and CO2 emissions, al-
though inferred fuel consumption increased. (Practically, the increase in fuel consumption
is a result of the lower energy density of the TPGME blends; in terms of the calculation
method, the increase in fuel consumption is because the mass percentage of the fuel com-
posed of carbon decreases with addition of TPGME.) With regards to CO and THC, in
both cases PETRODIESEL+30% TPGME had comparable emissions to a biodiesel under
equivalent mixing conditions. In the case of CO, the same crossing of the gap between
petro- and biodiesel trendlines with increasing TPGME addition was apparent, as seen
for NOx (in Figure 5.15) and FSN (in Figure 5.17), clearly implying some relationship
with fuel-bound oxygen content and hence mixture stoichiometry within the combusting
diesel jet. However, the reduction in CO2 emissions with increasing TPGME addition is
in possible opposition to the biodiesel data.
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5.3.1.5 HEAT RELEASE
In Chapter 4 it was reported that, in many cases, the fuel that released heat most quickly
overall had the highest NOx emissions. This is because early heat release tends to pro-
mote NOx emissions, due largely to the effects of greater compression-heating and/or less
expansion-cooling, leading to greater maximum temperatures, as well as more prolonged
high temperature residence times. In Figure 5.22, plots of relative combustion progress
for the various fuels are given, along with relative NOx emissions. Relative combustion
progress is intended as a means of comparison between fuels – similar in principle to the
binary plot presented in Chapter 4 (Figure 4.7) – and shows the order in which the fuels
reached each combustion interval (i.e. CA10 or 10% of total apparent heat release, CA20
or 20% of total heat release, etc.). However, while in Figure 4.7 there were only two fuels
to compare, allowing the data to be presented in binary terms, here the larger number of
fuels necessitates a slightly different means of presentation. Instead of being distinguished
by colour, relative progress is distinguished in Figure 5.22 by Y coordinate, with maxi-
mum values attributed to the fuels that reached each interval earliest in the cycle, and
the minima to those that reached it latest; other values have been normalised between the
maxima and minima, to provide a quantitative indication of temporal separation.
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Figure 5.22: Relative combustion progress for all tested fuels under the higher load condition.
The vertical position of each fuel indicates how quickly it reached the interval on the x-axis; the
fuel that reached the interval earliest is at the top, the fuel that reached it latest is at the bottom,
and the other fuels are distributed between based on their timing relative to the slowest and fastest
fuels. NOx emissions distributed similarly are given on the right-hand side.
It can be seen that SME – which is at the top of the plot throughout – combusted most
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quickly overall, reaching every interval earlier than the other fuels; SME was the fuel with
the largest premixed burn fraction. PETRODIESEL and its blends with TPGME, which
had PMBFs larger than all fuels besides SME, began a little more slowly, largely on account
of the same sort of sluggish initial pickup in apparent heat release rate, discussed earlier in
connection with the PETRODIESEL ignition delay (see Section 5.3.1.1). PETRODIESEL,
PETRODIESEL+15% TPGME and PETRODIESEL+30% TPGME then move upwards
through the 10–20% fraction, which is where the degree of premixing has the most pro-
nounced effect under these conditions. However, from the 30% interval onwards the
three fuels visibly divide, with the PETRODIESEL+30% TPGME curve rising to just
below that of SME, the PETRODIESEL curve falling to a position below all of the five
pure biodiesels, and the PETRODIESEL+15% TPGME curve remaining approximately
equidistant between the other two. This interesting feature replicates the trend which
was described in Chapter 4, with biodiesel seemingly releasing heat more rapidly than
petrodiesel following the end of the premixed burn. It can be seen that the addition of the
oxygenate to petrodiesel makes its pattern of combustion progress increasingly similar to
that of the biodiesels.
Examining the biodiesel curves, it can be seen that there is typically a distinct upward
gradient from approximately the 40–50% interval, through to 70–80%. The only biodiesel
which does not exhibit this trend is the base BIODIESEL, although the gradient of its
decline is shallower than those of the petrodiesel fuels. Analysis which will follow later in
this section demonstrates that, despite the appearance of Figure 5.22, the BIODIESEL
data does share the trait which causes this upward gradient in the other biodiesel plots;
namely, an increased rate of heat release through the diffusion burn phase compared to
petrodiesel.
The PETRODIESEL+1% 2-EHN and PETRODIESEL+2% 2-EHN curves, as with the
PETRODIESEL curve, rise to the 20% interval, but fall consistently throughout the major-
ity of the subsequent combustion process. The initial rise is because the PETRODIESEL
and 2-EHN blends had longer ignition delays and larger PMBFs than the BIODIESEL
and 2-EHN blends at the same levels of admixture, and the fall is the result of the reduced
quantity and rate of mixing-controlled heat release of the petrodiesel fuels.
The correspondence of combustion progress to the relative NOx emissions data (plotted
on the right of Figure 5.22) varies throughout the cycle. By the time that 90% of total AHR
has occurred, many of the points are closely aligned (that is, positioned similarly on the
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y-axis) to their associated NOx emissions, while others are a little off; UCOME had lower
NOx emissions than its combustion progress might imply, BIODIESEL had higher, and
although the BIODIESEL+1% 2-EHN and BIODIESEL+2% 2-EHN points are ordered
correctly with respect to NOx, they are also a little higher than may be expected on
the basis of their combustion progress plots. The separation of the PETRODIESEL,
PETRODIESEL+15% TPGME and PETRODIESEL+30% TPGME combustion progress
points across the 70–90% intervals corresponds quite accurately to the difference in NOx
emissions observed.
Figure 5.23A gives a quantification of the degree of correlation between NOx emissions
and relative combustion progress, providing r2 values for linear fits through normalised
NOx emissions (i.e. maximum equal to 1, minimum equal to 0, other values distributed
between) as a function of normalised combustion progress. As Figure 5.23A shows, the
correlation between combustion progress and NOx emissions generally increases towards
the end of the cycle, peaking at CA70 (at r2 = 0.94), and remaining roughly constant
(despite a small decrease, to r2 = 0.93) after that. In Figure 5.23B normalised NOx
emissions are plotted against normalised combustion progress at the CA70 interval. With
a few exceptions, the correlation is good.
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Figure 5.23: (A) r2 values for linear fits through normalised NOx emissions as a function of
normalised combustion progress, at apparent heat release intervals from 10–90% of total AHR, for
all higher load data points. (B) Normalised NOx emissions as a function of normalised combustion
progress at the 70% interval (solid line is linear best fit, the r2 value of which represents the peak
of Figure 5.23A).
Figure 5.23A suggests that even early in the cycle there is some correlation between
combustion progress and NOx emissions, and this is likely to be because more highly pre-
mixed combustion is more rapid from the outset, and also generates higher NOx emissions.
Between 50–70% there is a substantial improvement in the correlation, as the biodiesels
progress more rapidly through this period, bringing their phasing into accord with their
higher NOx emissions. From 70–90% there is no improvement in the correlation, with heat
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release through this period being slow and almost equal for all fuels (although it remains
very slightly higher for biodiesel, as will be shown later in this section).
A higher biodiesel diffusion burn rate has been proposed as a possible contributor to
the observed increase in NOx emissions [14]. Chapter 4 and Figure 5.22 provide supporting
evidence for the presence of a difference in diffusion heat release rate between petro- and
biodiesel. Figure 5.24 confirms that the AHRR through the post-premixed combustion
phase is higher when fuelling on biodiesel, after differences in the degree of premixing
have been accounted for. Note that the diffusion phase is contained within what has been
designated instead as post-premixed combustion, with the nominal difference indicating
that no distinction has been made between the mixing controlled diffusion combustion
phase and the late-combustion phase.
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Figure 5.24: Average apparent heat release rate through the post-premixed combustion phase,
as a function of premixed burn fraction for all tested fuels under the higher load condition (solid
line represents petrodiesel best fit, dashed line represents best fit through all 8 biodiesel points).
The trend-lines for both fuels decline with increasing PMBF, which is likely to be
because under more highly premixed conditions, a greater proportion of post-premixed
heat release takes place through the slower late-combustion stage, rather than during the
more rapid part of the diffusion burn phase. As with the NOx and FSN results, the
petro- and biodiesel post-premixed AHRR trends are clearly separated. The two lines
run almost parallel, with the biodiesel points lying at AHRR values approximately 8%
higher on average than the petrodiesel ones for the same PMBF; there is a very slight
convergence in the trend-lines, with biodiesel being roughly 8.2% higher on average at a
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PMBF of 20%, and 7.9% higher at a PMBF of 30%. Although the petrodiesel points all
fall close to the trendline given, the biodiesel points are more widely spread (r2 = 0.64);
there is no obvious reason for this, besides possible changes in the engine state.
With the addition of TPGME to PETRODIESEL the data points effectively cross the
gap from one correlation line to the other, as they did with NOx and FSN, implying that
some factor – common to both the biodiesels and the TPGME blends – is the reason for
all of these changes.
The higher average AHRR through this phase could reflect an actually faster rate of
biodiesel combustion. A possible explanation for this may be that a reduced equivalence
ratio at the lift-off length of the diesel jet could lead to a greater proportion heat release
occurring within the upstream fuel-rich premixed reaction zone [525]; as a result of this
more completely oxidised fuel fragments and intermediate species would be expected to
exist within the core of the jet, potentially allowing combustion at the mixing-controlled
flame front to occur more quickly.
However, because the AHRR calculation method used contains no allowance for heat
losses, what Figure 5.24 indicates is a difference in net apparent heat release rather than
gross. This means that the higher biodiesel AHRR could instead be a result of reduced heat
loss rather than increased heat release. On the basis that biodiesel combustion generates
less soot than petrodiesel, the associated reduction in radiative heat transfer may therefore
provide a possible explanation for the observed difference in post-premixed AHRR.
By further subdivision of the post-premixed burn phase, it is possible to discern
clearly the point at which the oxygenated fuels reach AHRR values most greatly in ex-
cess of those calculated for petrodiesel under comparable conditions. In Figure 5.25A
the PETRODIESEL+2% 2-EHN post-premixed combustion phase is compared to that of
BIODIESEL+1% 2-EHN; these 2 fuels had closely matched PMBFs of 20.3% and 20.8%,
respectively. In Figure 5.25B the effect of TPGME addition on the PETRODIESEL post-
premixed combustion process is illustrated.
In both cases, it appears that, under the same mixing conditions, the oxygenated fuels
have higher AHRR through a large part of the post-premixed combustion phase, between
approximately 20–70% of post-premixed combustion. Generally, the discrepancy increases
up to the 30–40% interval, and then declines. Under more highly premixed conditions,
the point of maximum difference may occur slightly earlier. By the end of combustion,
approximately 70–90%, there is very little difference between the AHRR of any of the
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Figure 5.25: Average apparent heat release rate through post-premixed combustion. (A)
PETRODIESEL+2% 2-EHN and BIODIESEL+1% 2-EHN (PMBFs of 20.3% and 20.8%, re-
spectively). (B) PETRODIESEL, PETRODIESEL+15% TPGME and PETRODIESEL+30%
TPGME (PMBFs of 30.7%, 30.7% and 31%, respectively).
fuels.
Figure 5.26 provides an illustration of the location of the maximum AHRR differ-
ence in the engine cycle, and how this corresponds to the overall heat release patterns
of the two fuels; again, the comparison is made between PETRODIESEL+2% 2-EHN
and BIODIESEL+1% 2-EHN, on the basis that they had similar PMBF values. The
region depicted shows both fuels progressing from the end of the premixed burn, to 12
ATDC (which, for PETRODIESEL+2% 2-EHN equates to 65% of the way through the
post-premixed portion of combustion, and for BIODIESEL+1% 2-EHN equates to 68%).



































Figure 5.26: Apparent heat release rate from the end of the premixed burn to 12 ATDC, for
PETRODIESEL+2% 2-EHN and BIODIESEL+1% 2-EHN (PMBFs of 20.3% and 20.8%, respec-
tively). Based on 9-point moving averages of calculated AHRR data.
It appears that the peak difference is reached slightly after the point of highest post-
premixed AHRR, and therefore during the waning of the diffusion flame. However, imme-
diately after the end of the PMBF there is not a significant difference between the AHRR
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of the two fuels. This does not conspicuously suggest the conclusion that there is any in-
crease in the biodiesel diffusion heat release rate, per se, as if that were the case one might
expect the difference between the two fuels to be discernible earlier and more consistently
than is the case. Figure 5.26 indicates an increase in post-premixed AHRR when fuelling
on biodiesel which is most significant through a particular period of the diffusion burn,
and appears to have some relationship to the magnitude and timing of the post-premixed
AHRR maximum.
This is approximately the point at which radiative heat transfer would be expected to
peak [574], and hence could possibly correspond to the point at which the difference in
radiant losses from the two fuels reached a maximum.
However, a simpler explanation may be as follows. In the test engine employed for these
experiments, an individual diffusion flame may never reach a truly steady-state condition.
While fuel is supplied to the diesel jet it continues to grow and AHRR increases, until
the rate at which fuel is consumed outstrips the rate at which it is being supplied (i.e.
injection ramps down and ends), at which point AHRR decreases. (In reality, there is,
of course, a delay between fuel passing through the injector and reaching the flame, and
so AHRR may continue to rise after the end of injection for a short while.) On account
of their lower energy densities the biodiesel fuels would be expected to have prolonged
injection events compared to petrodiesel [546]. Interpreted in this light, it may be the case
that what Figure 5.26 actually represents is the effect of the somewhat extended biodiesel
fuel delivery period, serving to delay and increase the magnitude of peak diffusion heat
release.
On this basis, a hypothetical description of Figure 5.26 can be proposed. While
the fuels are being supplied at comparable rates (up to approximately 4 ATDC) there
is little difference in AHRR, but when the rate of fuel supply decreases, AHRR slows
in its ascent and begins to decline. Due, potentially, to its shorter injection event,
PETRODIESEL+2% 2-EHN AHRR begins to decline sooner (peaking a little after 5
ATDC), while BIODIESEL+1% 2-EHN AHRR continues to increase for a short additional
period (peaking a little before 6 ATDC). This leads to a relative increase in biodiesel AHRR
throughout the decline of post-premixed heat release. The increase relative to petrodiesel
is maximised in Figure 5.26 at around 7 ATDC, and closes at around 11 ATDC. This
may be the result of the later ramping down of the biodiesel injection event, and could be
responsible for the higher biodiesel AHRR that persists across approximately 20–70% of
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the post-premixed combustion period in Figure 5.25A. Practically, it may be that differ-
ences in the magnitude of the fuels’ respective AHRR values are related to the size and
geometry of the resulting jets.
AHRR data from the TPGME blends, shown in Figure 5.27 is broadly consistent with
this explanation, although there is no similar increase in AHRR through the beginning
of the diffusion burn, due to the longer ignition delay and more highly premixed con-
ditions. The PETRODIESEL+15% TPGME AHRR curve falls more slowly than that
of PETRODIESEL through the diffusion burn, and the PETRODIESEL+30% TPGME
curve falls more slowly still. The separation of AHRR curves which occurred at around
4 ATDC in Figure 5.26 occurs a little earlier in Figure 5.27, at around 3 ATDC; the gap
is largest at approximately 5 ATDC (compared to 7 ATDC in Figure 5.26), and closes
at around 7 ATDC (compared to 11 ATDC). Given that injection began around 1.5 CA
earlier when fuelling on the PETRODIESEL and TPGME blends than for the cases shown
in Figure 5.26, the injection event would have ended earlier, and so if the difference in
AHRR is related to end of injection timing this is consistent with the observed advance
of the AHRR gap.















PETRODIESEL +15% TPGME +30% TPGME
Figure 5.27: Apparent heat release rate from the end of the premixed burn to 12 ATDC, for
PETRODIESEL, PETRODIESEL+15% TPGME and PETRODIESEL+30% TPGME (PMBFs
of 30.7%, 30.7% and 31%, respectively). Based on 9-point moving averages of calculated AHRR
data.
The fact that the addition of TPGME to PETRODIESEL elicited average post-
premixed AHRR values and heat release trends similar to those of the biodiesels (given
equivalent premixing) may therefore not be a result of the fuel-bound oxygen content
common to the biodiesels and TPGME blends (or at least not solely) – instead it may
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be, in whole or in part, a consequence of the lower energy density of these fuels which
necessitates increased injection duration.
However, given that the total combustion durations of the biodiesels and TPGME
blends were also invariably shorter than those of their unoxygenated petrodiesel equiva-
lents (in Figure 5.22 the biodiesels are seen to reach the CA90 earlier than the petrodiesels,
and the end of combustion data is consistent with this), it seems unlikely that extended
injection duration alone can offer a complete explanation for the increased post-premixed
heat release rate of these fuels. Intuitively, a fuel with a longer injection duration might
be expected to have a longer combustion duration, if that were the only difference. A con-
tribution from some other factor related to fuel-bound oxygen content, affecting apparent
heat release rates through the mixing-controlled and late-combustion phases, is entirely
possible.
In summary, under equally premixed conditions, there does appear to be an increase
in the post-premixed AHRR when fuelling on biodiesel, or with petrodiesel blended with
oxygenates. The cause of the difference is not clear; suggestions relating to the diffusion
burn speed [14] and radiant heat losses [543] seem plausible, but based on the position
at which the maximum AHRR difference occurs in the engine cycle, it could instead be a
result of the slightly prolonged biodiesel injection event. In order to gain clarity on this
issue it would be necessary to more closely monitor and/or control the injection event than
was the case in this experiment. (An alternative investigation which may provide valuable
insight, and would be possible with the current setup – or one similar – is described in
Section 9.2.)
Turning attention to the premixed burn phase, Figure 5.28A illustrates that average
apparent heat release rate through the premixed phase correlates approximately linearly
with the size of the premixed burn fraction, increasing as the PMBF increases. In Fig-
ure 5.28A, where average premixed AHRR is plotted as a function of PMBF, some small
difference appears to exist between the fuels, with a widening gap between petro- and
biodiesel trends, being nil at a PMBF of 20%, but with the biodiesel trend lying about
3.5% above that of petrodiesel at a PMBF of 30%. However, when ignition delay replaces
PMBF as the X variable in Figure 5.28B, the gap is largely negated. In part, this suggests
that the differences observed in Figure 5.28A may be related to the way PMBF has been
calculated, rather than the degree of premixing itself. Ultimately, the change in average
premixed AHRR caused by a change in fuel type appears to be relatively minor, beyond
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the more significant effect of the degree of premixing that the ignition delay inherent to
the fuel allows.
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+15% TPGME +30%
BIODIESEL +0.5% 2-EHN +1% +2%
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Figure 5.28: Average apparent heat release rate through the premixed combustion phase, as a
function of (A) premixed burn fraction and (B) ignition delay, for all tested fuels under the higher
load condition (solid lines represent petrodiesel best fits, dashed lines represent best fits through
all 8 biodiesel points).
Any further difference which may actually exist between fuels could be linked to the
way in which patterns of heat release through the premixed phase vary; a comparison of
PETRODIESEL+2% 2-EHN with BIODIESEL+1% 2-EHN is presented in Figure 5.29A,
and of PETRODIESEL with PETRODIESEL+15% TPGME and PETRODIESEL+30%
TPGME in Figure 5.29B. Biodiesels tended to reach a higher peak AHRR for the same
PMBF, as Figure 5.29A reflects, and as supported by Figure 5.30. (Note that maximum
apparent heat release rate is calculated cycle-by-cycle and is provided with appropriate
error bars, which provide insight into engine variability. Peaks and angles of peaks – both
of heat release and pressure – are, in general, approximately normally distributed. Note
also that the biodiesel AHRR maximum trend exceeds that of petrodiesel whether the X
variable is PMBF or ID, unlike the trends in Figure 5.28.) In contrast, the addition of
TPGME to PETRODIESEL appeared to reduce the peak AHRR, as Figure 5.29B and
Figure 5.30 illustrate.
In Figure 5.29A, both fuels reach maximum AHRR values in the 20–40% range, and
then decline slowly to the 50–60% interval. Here, BIODIESEL+1% 2-EHN AHRR drops
sharply, whereas the PETRODIESEL+2% 2-EHN curve continues approximately the same
steady rate of decline. After this, the biodiesel has a slightly lower AHRR, on aver-
age. In Figure 5.29B, the three fuels reach higher, more enduring peaks through the
20–50% interval, on account of their larger PMBFs (30.7–31%, as opposed to 20.3–20.8%
in Figure 5.29A), and then drop away and reach approximate equality by 60–70%. After
this point, the PETRODIESEL+30% TPGME curve is noticeably higher than that of
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PETRODIESEL +15% TPGME +30% TPGME
Figure 5.29: Average apparent heat release rate through premixed combustion. (A) PETRO-
DIESEL+2% 2-EHN and BIODIESEL+1% 2-EHN (PMBFs of 20.3% and 20.8%, respectively). (B)
PETRODIESEL, PETRODIESEL+15% TPGME and PETRODIESEL+30% TPGME (PMBFs of
30.7%, 30.7% and 31%, respectively).























PETRODIESEL +1% 2-EHN +2%
+15% TPGME +30%
BIODIESEL +0.5% 2-EHN +1% +2%
UCOME RME2 SME FEE
Figure 5.30: Maximum apparent heat release rate as a function of premixed burn fraction for all
tested fuels under the higher load condition (solid line represents petrodiesel best fit, dashed line
represents best fit through all 8 biodiesel points).
PETRODIESEL.
It is apparent that AHRR is higher for the biodiesel case through approximately the
first 60% of the premixed burn fraction, but is then marginally lower than for petrodiesel
over the remainder. With the addition of TPGME, this trend is opposite; PETRODIESEL
+30% TPGME has a lower AHRR through the first 60%, and is then marginally higher
than PETRODIESEL. Hence, it may not be the higher fuel-bound oxygen content of
biodiesel which causes its higher maximum AHRR values.
It may instead be possible that it is the narrower range of reactivity which makes
the biodiesel AHRR peak higher. That is, biodiesel is comprised of only a handful of
different chemical species, with similar structural elements and cetane numbers ranging
from around 30–90, whereas petrodiesel contains a far larger variety of species, with cetane
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numbers potentially ranging from below 0 to above 100. It may therefore be hypothesised
that a less heterogeneous fuel – biodiesel, in this case – may undergo a less protracted
premixed burn: more rapid at the outset, and ending more abruptly.
This might go some way towards explaining the increase in the biodiesel peak AHRR,
and also the slower decline in AHRR through the back-end of the petrodiesel PMBF.
However, it does not offer much insight into the reason for the reduction in maximum
AHRR with PETRODIESEL+30% TPGME. It is possible that this is related to the very
slight increase in average AHRR through the 0–10% period for PETRODIESEL+30%
TPGME (see Figure 5.29B – this small increase is also observed for the biodiesels, as
can be seen in Figure 5.29A), which serves to advance rapid heat release by a fraction
of a degree; PETRODIESEL reaches 50% of maximum AHRR 1.625 after SOC, whereas
PETRODIESEL+30% TPGME exceeds this level of AHRR only 1.375 after SOC. Because
this slight advance means that the remainder of the premixed charge is consumed slightly
earlier, it may be that it is less well prepared for combustion, and hence releases heat more
slowly. Another factor which may have some relevance to the reduction in peak AHRR
with the addition of TPGME is the lower adiabatic flame temperature of the oxygenate
compared to the parent fuel [525].
All fuels reached maximum AHRR values close to 1 BTDC on average, as can be seen
in Figure 5.31, with cycle-to-cycle variation for any given fuel being almost as large as the
difference between the fuels (average standard deviation of 0.27 CA, compared to a total
range of averages for all fuels of 0.43 CA). The AHRR maximum was slightly retarded
with increasing PMBF, occurring around 0.25 CA later at a PMBF of 30% than at a
PMBF of 20%. It is also noteworthy that the maximum AHRR of UCOME was retarded
by approximately 0.2 CA on average compared to the general trendline, and was later
than any other tested fuel; Figure 5.31 shows the linear best fit plus/minus one encoder
increment (0.125 CA), and UCOME is the only fuel that deviated beyond this limit.
In summary, the results of this study suggest that fuelling on biodiesel rather than
petrodiesel affects heat release approximately as shown in Figure 5.32. Heat release is ini-
tially slightly higher for the same degree of premixing with biodiesel, peaks higher through
the premixed burn fraction, but is slightly lower through the end of the premixed burn,
such that average biodiesel heat release rates through the premixed phase as a whole are
similar to those of petrodiesel. Through the diffusion phase biodiesel heat release is signif-
icantly higher, and remains very slightly higher through late-combustion. The addition of
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Figure 5.31: Angle of maximum apparent heat release rate as a function of premixed burn
fraction for all tested fuels under the higher load condition (solid line represents best fit through
all data points, dashed lines are placed at ±0.125 CA to indicate the resolution of the encoder).












































Figure 5.32: Average apparent heat release rate throughout the combustion process for petro-
and biodiesel, and the average difference between the two over each period (white bars indicate an
increase in AHRR when fuelling on biodiesel, black bars a decrease). Petrodiesel data calculated as
the average of PETRODIESEL, PETRODIESEL+1% 2-EHN and PETRODIESEL+2% 2-EHN,
with a mean premixed burn fraction of 25%. Biodiesel calculated as the average of all biodiesel
data sets except SME, to give an average PMBF of 24.8%.
TPGME to petrodiesel affects post-premixed combustion in essentially the same way as
biodiesel does, but was observed to reduce maximum heat release through the premixed
phase (i.e. 10–20% in Figure 5.32), and increase it through the end of the premixed phase
(i.e. 20–30%). Under the operating conditions of this study, the best correlation between
the heat release patterns of the fuels and their respective NOx emissions is obtained af-
ter approximately 70% of combustion is complete (that is, CA70 is the best predictor of
NOx emissions for a fuel), because at this point the contribution of the increased biodiesel
apparent heat release rate through the diffusion phase has been incorporated.
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5.3.1.6 PRESSURE
The effect of faster heat release through the diffusion phase is evident in the pressure
plots. In Figure 5.33, maximum pressure (Pmax) and angle of maximum pressure (ΘPmax)
are plotted as functions of PMBF. Although in Figure 5.33A many of the biodiesel points
exhibit a significant degree of deviation from the trendline (in the case of RME2, for
example, it approaches the petrodiesel trend – for the biodiesel trend the overall r2 =
0.85) it is still evident that Pmax is consistently higher for the biodiesel fuels than for
petrodiesel, given the same degree of premixing. Likewise, the addition of TPGME to
PETRODIESEL leads to higher Pmax values, crossing from one trendline to the other,
just as with NOx, FSN, CO and post-premixed heat release.
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Figure 5.33: (A) Maximum in-cylinder pressure and (B) angle of maximum in-cylinder pressure,
as functions of premixed burn fraction for all tested fuels under the higher load condition (solid
lines represent petrodiesel best fits, dashed lines represent best fits through all 8 biodiesel points).
Figure 5.33B shows that biodiesel usage was often associated with a retardation of the
angle at which Pmax was reached; in this study, ΘPmax generally coincided with around
55–60% of total heat release. This difference in ΘPmax was negated at the more highly
premixed conditions, and was not observed when fuelling on the TPGME blends. Referring
back to Figures 5.26 and 5.27, and making a comparison between the two:
 In Figure 5.26, which represents less highly premixed combustion, the difference
between the AHRR of the two fuels persists further into the cycle than in Figure 5.27,
possibly on account of the fact that injection begins and ends later. Consequently,
Pmax is reached while there is still a significant difference in heat release between the
fuels (at between 8–9 ATDC). This means that biodiesel heat release is sufficient to
maintain rising pressure for a short period after petrodiesel reaches its maximum and
begins to fall. This results in BIODIESEL+1% 2-EHN peaking on average 0.4 CA
later than PETRODIESEL+2% 2-EHN.
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 In Figure 5.27, where combustion is more highly premixed, the AHRR gap between
the fuels closes earlier in the cycle than in Figure 5.26, possibly due to the earlier
start and end of injection. By the time Pmax is reached, at around 7 ATDC, no
significant difference in AHRR remains, and so pressure rise ends at approximately
the same time for PETRODIESEL and its blends with TPGME.
However, even in the absence of any difference in the timing of maximum pressure,
biodiesel and the oxygenated blends still tend to exceed petrodiesel in terms of the mag-
nitude of maximum pressure. In Figure 5.34, total pressure change between the start of
combustion and ΘPmax is divided into that which occurs across the premixed combustion
phase (∆Ppmb) and that which occurs across the diffusion combustion phase (∆Pdiff). In
connection with earlier discussions of heat release rates (regarding Figure 5.24, for ex-
ample) the term diffusion was eschewed in favour of post-premixed ; here, however, it is
appropriate to refer to the diffusion or mixing-controlled combustion phase explicitly, on
the grounds that ΘPmax is likely to occur before late-combustion commences.
























PETRODIESEL +1% 2-EHN +2%
+15% TPGME +30%
BIODIESEL +0.5% 2-EHN +1% +2%
UCOME RME2 SME FEE

























PETRODIESEL +1% 2-EHN +2%
+15% TPGME +30%
BIODIESEL +0.5% 2-EHN +1% +2%
UCOME RME2 SME FEE
Figure 5.34: Pressure change across the (A) premixed and (B) diffusion burn phases, as a function
of premixed burn fraction for all tested fuels under the higher load condition (solid lines represent
petrodiesel best fits, dashed lines represent best fits through all 8 biodiesel points).
Figure 5.34A shows that it is not likely to be differences in pressure change across
the premixed phase which cause the higher maximum pressures encountered when fuelling
on biodiesel; ∆Ppmb values are similar for petro- and biodiesel, given the same degree of
premixing, which is consistent with the fact that average AHRR values were also similar
through the premixed phase (as seen in Figure 5.28). To some extent, ∆Ppmb values
appear to be slightly lower for biodiesel – particularly in the higher PMBF cases. In
fact, it is largely the high values of PETRODIESEL and PETRODIESEL+15% TPGME
points which give this impression, and this difference can be attributed to the later end
of the premixed burn in these cases (at 1.5–1.625 ATDC), compared to the more highly
premixed biodiesels (EOPMB at 1.25–1.375 ATDC).
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The slight advance in EOPMB when fuelling on the biodiesels and PETRODIESEL
+30% TPGME also contributes to the larger ∆Pdiff; the increase in ∆Pdiff for the biodiesels
is clear and consistent in Figure 5.34B. At the less premixed conditions it seems that
biodiesel has a longer period between EOPMB and ΘPmax by virtue of a retardation of
ΘPmax, while at the more highly premixed conditions the same phase was instead extended
by an advancement of EOPMB. As a result, the biodiesel diffusion phase was consistently
longer than that of petrodiesel, as can be seen in Figure 5.35A. However, as Figure 5.35B
illustrates, although there is a clear correlation between the duration of the period between
EOPMB and ΘPmax, and ∆Pdiff, biodiesel also tends to elicit a larger ∆Pdiff for the same
duration of pressure rise.
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Figure 5.35: (A) Duration of pressure rise through the diffusion phase as a function of premixed
burn fraction and (B) pressure rise as a function of duration, for all tested fuels under the higher
load condition (solid lines represent petrodiesel best fits, dashed lines represent best fits through
all 8 biodiesel points).
For the fuels with shorter ignition delays and lower PMBFs (that is, towards the right
side of Figure 5.35B), differences in the duration of pressure rise through the diffusion phase
accurately predict the differences in ∆Pdiff; i.e. petro- and biodiesel have similar ∆Pdiff val-
ues for any given duration. However, the longer ignition delay biodiesels (towards the left
side of Figure 5.35B) typically have ∆Pdiff values larger those of petrodiesel for any given
duration of the pressure rise. Similarly, the ∆Pdiff when fuelling on PETRODIESEL+15%
TPGME and PETRODIESEL+30% TPGME exceeds that of PETRODIESEL by far more
than would be anticipated on the basis of the extension of the pressure rise duration alone.
Thus, it is in the cases in which ΘPmax is postponed by the use of biodiesel that the du-
ration of the pressure rise is the main determinant of ∆Pdiff. In the cases in which ΘPmax
is not postponed, the rate of pressure rise is more significantly increased with biodiesel,
and also with the TPGME blends. This is because a greater proportion of the diffusion
AHRR gap (refer back to the discussion of Figure 5.33B, and Figures 5.26 and 5.27) has
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elapsed by the time ΘPmax is reached in the cases where ΘPmax is unaffected by biodiesel
usage, meaning that the overall rate of pressure rise is higher, in addition to the increase
in duration.
In summary, biodiesel fuels tended to reach higher maximum pressures than petro-
diesels for a given degree of premixing. This was primarily a result of the increased
apparent heat release rate through the diffusion combustion phase. The increased biodiesel
diffusion AHRR caused an increase in the duration and rate of pressure rise through the
diffusion phase, resulting in greater pressure rise following the end of the premixed burn,
and greater total pressure rise.
5.3.2 STUDY 2: VARYING INJECTION PRESSURES
5.3.2.1 PREMIXING
In the second set of experiments changes to the premixed burn fraction were effected by
making alterations to the operating injection pressure. Rather than controlling PMBF via
mixing time, as in Study 1, making changes to injection pressure directly influences the
rate of in-cylinder air entrainment. As a result, an increase in the degree of premixing is
not necessarily accompanied by an increase in the ignition delay.
The effect of injection pressure on ignition delay is illustrated in Figure 5.36. On
the basis of the available data, the relationship appears to be reasonably linear, with
ignition delay decreasing as injection pressure increases. This is to be anticipated, since
the increased rate of air entrainment at higher injection pressure will lead to more rapid
vaporisation and heating of the fuel.
In this study, BIODIESEL had a significantly shorter ignition delay than PETRO-
DIESEL. Comparing the 800 bar results in Figure 5.36 with the Study 1, 0% 2-EHN results
in Figure 5.12 – which represent ostensibly identical operating conditions and fuels – it is
clear that there is a substantial inconsistency between the two studies. The BIODIESEL
ignition delay decreased from 3.625 CA to 3.375 CA, and the PETRODIESEL ID increased
from 3.625 CA to 3.875 CA. The fact that the ID has increased for BIODIESEL while
decreasing for PETRODIESEL suggests that a change common to both fuels (e.g. varying
atmospheric conditions or the state of the engine) does not offer a viable explanation. The
data for Study 1 was collected in Oct/Nov 2013, and for Study 2 in Feb 2014; between
these dates the laboratory PETRODIESEL supply was replenished (although the fuel was




























PETRODIESEL @ 800 BAR 1000 BAR 1200 BAR
BIODIESEL @ 800 BAR 1000 BAR 1200 BAR
Figure 5.36: Ignition delay as a function of injection pressure for PETRODIESEL and
BIODIESEL at injection pressures of 800, 1000 and 1200 bar (solid line represents PETRODIESEL
best fit, dashed line represents BIODIESEL best fit.
extent at least, given the potential variability of commercial petrodiesel [160]), and this
may account for the increase in the ignition delay when running on PETRODIESEL. (It
should also be noted that the slower initial rise in PETRODIESEL AHRR observed in
Study 1, and also in Study 3, was not as significant following fuel replenishment in Study
2.) Potentially, the decrease in BIODIESEL ignition delay observed between Study 1 and
Study 2 may be attributable to additional ageing and oxidation of the fuel, increasing its
cetane number [676].
The trend in Figure 5.36 may suggest a slight reduction in the difference between the
IDs of the two fuels with increasing injection pressure, but in fact the relative difference
remains approximately constant, with BIODIESEL having an ignition delay about 20%
shorter than that of PETRODIESEL at all three injection pressures.
The relationship between ID and PMBF can be seen in Figure 5.37. Whereas in Study
1 (see Figure 5.14) the relationship between ID and PMBF was positive, in Figure 5.37 it
is negative, but this is not a causal relationship; PMBF increases with increasing injection
pressure despite the reduction in ID, not because of it. The important change is to rate of
air entrainment, and the dotted lines in Figure 5.37 give some indication as to how this is
affected by the change in injection pressure. These lines can be seen to become increasingly
steep as injection pressure increases, rising from an increase in PMBF of around 5.6% per
degree of the ignition delay period at 800 bar, to an increase of around 29% per degree at
1200 bar. This is a very substantial change, and demonstrates why it is possible for such
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a large PMBF to form with such a short mixing interval.


























PETRODIESEL @ 800 BAR 1000 BAR 1200 BAR
BIODIESEL @ 800 BAR 1000 BAR 1200 BAR
Figure 5.37: Premixed burn fraction as a function of ignition delay for PETRODIESEL and
BIODIESEL at injection pressures of 800, 1000 and 1200 bar (solid line represents PETRODIESEL
best fit, dashed line represents BIODIESEL best fit, dotted lines give an indication of the rate of
air entrainment at each condition).
5.3.2.2 GASEOUS EMISSIONS AND SMOKE
In Study 1 (specifically, Figure 5.15), it was seen that NOx emissions correlated positively
with premixed burn fraction, and that biodiesel had higher NOx emissions than petrodiesel
























PETRODIESEL @ 800 BAR 1000 BAR 1200 BAR
BIODIESEL @ 800 BAR 1000 BAR 1200 BAR
Figure 5.38: Oxides of nitrogen emissions as a function of premixed burn fraction for
PETRODIESEL and BIODIESEL at injection pressures of 800, 1000 and 1200 bar (solid line
represents PETRODIESEL best fit, dashed line represents BIODIESEL best fit; dashdotted and
dotted lines represent continuations of the petro- and biodiesel fits from Study 1, Figure 5.15).
The BIODIESEL points suggest that the relationship is approximately linear, although
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the PETRODIESEL data is less clear in this regard; in any case, the data is insufficient
to draw a conclusion one way or the other. What is clear (by comparing the trendlines for
the varying injection pressure data, with those carried forward from Study 1, Figure 5.15)
is that the gradient of the correlation lines is far larger in Figure 5.38 than in Figure 5.15.
That is, as a function of PMBF, NOx emissions are increased more greatly when PMBF
is enlarged due to higher injection pressure, than they are when PMBF is enlarged due
to prolonged mixing time. In Figure 5.15 the petrodiesel NOx emissions rise around 12.7
ppm per 1% increase in the PMBF, and the biodiesel NOx emissions increase 11.8 ppm
over the same interval; in Figure 5.38 the petrodiesel NOx emissions rise 26.8 ppm/%, and
biodiesel NOx emissions rise 47.5 ppm/%.
In Study 1, the slightly higher gradient of the petrodiesel trend relative to the biodiesel
trend in Figure 5.15 meant that there was a slight convergence of petro- and biodiesel NOx
emissions with increasing PMBF, as hypothesised in Chapter 4. At varying injection pres-
sures, however, the considerably higher gradient of the BIODIESEL trend relative to the
PETRODIESEL one leads the two to diverge with increasing degree of premixing. This
means that the hypothesis (from Chapter 4) that biodiesel NOx emissions might be rela-
tively lower under more highly premixed conditions does not appear to be generalisable to
all cases; when modifying injection pressure it was at the more highly premixed conditions
that biodiesel had relatively higher NOx emissions, whereas when modifying engine load
and injection timing it appeared to be (based on the analysis in Chapter 4) at the least
premixed conditions that biodiesel had the highest surplus. Given that in Study 1 the
degree of convergence was minor, and in Study 2 the NOx trends diverge substantially
with increasing PMBF, the conceptual description put forward in Chapter 4, Figure 4.13
seems to be untenable.
In Figure 5.38, and Figure 5.39A, it can be seen that increasing injection pressure from
800 to 1000 bar increased PETRODIESEL NOx emissions by 14.8%, and from 1000 to 1200
bar by a further 15.7%; a total increase of 32.9% between 800 and 1200 bar. BIODIESEL
NOx emissions increased 18.8% between 800 and 1000 bar, and 16.6% between 1000 and
1200 bar, to make a total increase of 38.5% between 800 and 1200 bar. More clearly
visible in Figure 5.39A, BIODIESEL NOx emissions were 1.3% higher than those from
PETRODIESEL at an injection pressure of 800 bar (considerably less than was the case
under the same conditions in Study 1 – partially because of the larger difference in ignition
delay and hence degree of premixing in Study 2, but also possibly influenced by the change
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in composition of the PETRODIESEL between studies), 4.8% higher at 1000 bar and
5.5% higher at 1200 bar. If this trend holds, it may be that operating engines at slightly
reduced injection pressures would provide a straightforward means for the mitigation of
NOx emissions when fuelling on BIODIESEL. Such a strategy would, as ever, involve a
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PETRODIESEL @ 800 BAR 1000 BAR 1200 BAR
BIODIESEL @ 800 BAR 1000 BAR 1200 BAR
Figure 5.39: (A) Oxides of nitrogen emissions and (B) filter smoke number, as functions of
injection pressure for PETRODIESEL and BIODIESEL at injection pressures of 800, 1000 and
1200 bar (solid lines represent PETRODIESEL best fits, dashed lines represent BIODIESEL best
fits).
Increased injection pressures have been shown to significantly reduce particulate emis-
sions from diesel engines, under a wide range of operating conditions and using various
fuels [683–685]. The same trend in FSN can be seen in Figure 5.39B as a function of
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Figure 5.40: Filter smoke number as a function of premixed burn fraction for PETRODIESEL
and BIODIESEL at injection pressures of 800, 1000 and 1200 bar (dashdotted and dotted lines
represent the petrodiesel data and biodiesel fit from Figure 5.17).
The reduction in soot within the diesel jet is attributed to increased injection velocity,
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which increases the lift-off length and therefore affords the opportunity for a greater degree
of upstream air entrainment, reducing the equivalence ratio within the diffusion flame
sheath. Additionally, increased injection velocity reduces the residence time of fuel and
decomposition products within the oxygen depleted core of the jet, and therefore permits
less time for soot formation and growth [686]. Within a diesel engine, combustion also
concludes earlier at higher injection pressures (as will be seen in Section 5.3.2.3), with
temperatures remaining higher for longer. Lower soot levels and higher post-combustion
temperatures will tend to lead to lower quantities of soot persisting beyond the bulk gas
soot burnout, and subsequently lower soot emissions [385, 686].
Figure 5.39B shows that the FSN measured when fuelling on PETRODIESEL was 1.34
at 800 bar, falling to 1.02 at 1000 bar and 0.93 at 1200 bar – reductions of 24% and 31%,
respectively, compared to the 800 bar case. BIODIESEL recorded FSN values of 0.6, 0.41
and 0.34 at injection pressures of 800, 1000 and 1200 bar, respectively. These values mean
that an increase in injection pressure from 800 to 1000 bar reduced BIODIESEL FSN by
31% and from 800 to 1200 bar by 43%; hence, increasing the injection pressure reduced
BIODIESEL soot emissions more than it did those from PETRODIESEL, in percentage
terms. As a result of this, the difference between PETRODIESEL and BIODIESEL soot
emissions increases (proportionally) with increasing PMBF, BIODIESEL FSN being 55%
lower than that of PETRODIESEL at 800 bar, 59% lower at 1000 bar, and 63% lower at
1200 bar; this is illustrated by Figure 5.40.
This trend is opposite to that observed in Study 1, where the most highly premixed
conditions were associated with a smaller, rather than a larger, proportional difference
between smoke emissions from petro- and biodiesel. Given that the NOx trend in Study
2 is also different to that in Study 1 – in the sense that in Study 1 petro- and biodiesel
NOx emissions trends converged very slightly towards higher PMBF values, rather than
rapidly diverging, as in Study 2 – it can be seen that in both cases an increase in the
difference between FSN values tended to be accompanied by an increase in the difference
between NOx emissions. However, this is only true if the changes to both the FSN and
NOx emissions are considered in percentage terms. It can be seen in Figure 5.40 that the
absolute difference in FSN decreases somewhat as PMBF increases, just as it did in Study
1.
So far as the hypothesis that soot concentrations have a causative effect on NOx emis-
sions via radiant heat loss, it would seem (intuitively) that the magnitude of the difference
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in soot concentrations would be important in an absolute rather than a relative sense.
For example, one would imagine that the difference in radiant heat loss would be greater
between flames having soot volume fractions of 20 ppm and 8 ppm, than it would be
between two having fractions of 8 ppm and 3 ppm; although the percentage difference is
larger in the latter case, the absolute difference is larger in the former.
Therefore, although the data shows that a proportional reduction in sooting is associ-
ated with a proportional increase in NOx emissions, it offers no convincing evidence that
this relationship is causal. On balance it appears more likely that some factor which con-
tributes to the sooting trends observed also contributes to the NOx trends. Quite possibly,
this factor is mixture stoichiometry.
At varying injection pressures, Figure 5.41 illustrates that CO emissions decline with
increasing PMBF, in opposition to the trends observed in Study 1 (see Figure 5.19). The
positive relationship between CO and PMBF in Study 1 was speculatively attributed to
the increased proportion of combustion taking place under fuel-rich premixed conditions
(rather than at the diffusion flame front) as PMBF increased. If this explanation is valid,
then the reduction in CO emissions with increasing injection pressure may indicate a
reduction in the equivalence ratios encountered within the premixed charge. Once again,
CO emissions from BIODIESEL were significantly lower than those from PETRODIESEL
(reduced by around 25% on average).
In Study 1 (see Figure 5.20) it was observed that THC emissions increased with in-
creasing degree of premixing, and this trend is repeated at varying injection pressures in
Figure 5.42. In Figure 5.41 it is apparent that Study 2 CO emissions for the 800 bar
data points lie a little below the trendlines carried forward from Study 1. Similarly, THC
emissions are a little lower than they were in Study 1, possibly due to some change in
environmental conditions, or the condition of the engine, or the precise properties of the
two fuels. However, apart from the slight downward shift, the THC trends are gener-
ally consistent between Study 1 and Study 2, although at an injection pressure of 1200
bar THC emissions from both fuels appear to fall a little below the anticipated gradient.
This may be related to the more rapid combustion and higher in-cylinder temperatures
encountered at higher injection pressures.
In Study 1 biodiesel CO2 emissions seemed to be slightly higher than those of petro-
diesel, and in the Study 2 data presented in Figure 5.43A this difference between the fuels
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Figure 5.41: Carbon monoxide emissions as a function of premixed burn fraction for
PETRODIESEL and BIODIESEL at injection pressures of 800, 1000 and 1200 bar (solid line
represents PETRODIESEL best fit, dashed line represents BIODIESEL best fit; dashdotted and




















PETRODIESEL @ 800 BAR 1000 BAR 1200 BAR
BIODIESEL @ 800 BAR 1000 BAR 1200 BAR
Figure 5.42: Total hydrocarbon emissions as a function of premixed burn fraction for
PETRODIESEL and BIODIESEL at injection pressures of 800, 1000 and 1200 bar (dashdotted
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PETRODIESEL @ 800 BAR 1000 BAR 1200 BAR
BIODIESEL @ 800 BAR 1000 BAR 1200 BAR
Figure 5.43: (A) Carbon dioxide emissions as a function of premixed burn fraction for
PETRODIESEL and BIODIESEL at injection pressures of 800, 1000 and 1200 bar (dashdot-
ted line represents continuation of the overall fit from Study 1, Figure 5.21A). (B) Volumetric
fuel consumption rates inferred from carbon dioxide emissions and fuel properties, as a function of
premixed burn fraction for PETRODIESEL and BIODIESEL at injection pressures of 800, 1000
and 1200 bar (dashdotted and dotted lines represent continuations of the petro- and biodiesel fits
from Study 1, Figure 5.21B).
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increase with increasing injection pressure; at 800 bar, BIODIESEL had CO2 emissions
0.5% higher than those of PETRODIESEL, at 1000 bar they were 1% higher, and at 1200
bar they were 1.4% higher. Consequently, the trends appear to diverge with increasing
PMBF. The inferred fuel consumption trends in Figure 5.43B therefore also diverge, fuel
consumption being approximately 5.8% higher for BIODIESEL at 800 bar, and 6.6%
higher at 1200 bar.
The BIODIESEL data implies that there may be a slight increase in fuel consumption
with increasing injection pressure (an increase between BIODIESEL @ 800 BAR and
BIODIESEL @ 1200 BAR of 1.5%). Brake specific fuel consumption (BSFC) can be
reduced by increasing injection pressure [687], although this depends how other variables
are controlled; variations in combustion phasing, for instance, may lead to increases in
BSFC with increasing injection pressure [688]. In the laboratory engine, it is likely that
reductions in fuel consumption with increasing injection pressure could be achieved if
timing were optimised, giving consideration to factors like piston geometry. However,
under the studied conditions, with constant SOC, simply increasing the injection pressure
appears to impart no advantage in terms of BSFC.
5.3.2.3 HEAT RELEASE AND PRESSURE
Considering the patterns of apparent heat release and how they relate to NOx emissions for
the different fuels, Figure 5.44 illustrates that, as was the case in Study 1 (see Figure 5.22),
it appears to be combustion progress in the later stages of heat release that corresponds
best to the levels of NOx emitted. The general trend which was observed in Study 1, with
the biodiesel curves falling behind through the premixed burn on account of their lower
PMBFs, but in the ascendancy through the later stages of combustion (due to increased
diffusion heat release rates), is also demonstrated in Figure 5.44.
By the time that 90% of total AHR has occurred, the order of combustion progress is
exactly matched to the order of NOx emissions; that is to say, the fuel and condition that
reached the 90% interval soonest had the highest NOx emissions, that which reached the
interval last had the lowest, and the others between them were also correctly ranked. How-
ever, unlike in Figure 5.22 where the ordering was imperfect but the correlation between
combustion progress in the later stages and NOx emissions was reasonably good, in Fig-
ure 5.44 the correlation is relatively poor. At 800 bar, where BIODIESEL NOx emissions
were only very slightly higher than those of PETRODIESEL, the difference in combustion
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progress between the two fuels is large across the 70–90% intervals, whereas at 1200 bar,
where BIODIESEL NOx emissions were higher than those of PETRODIESEL by a greater
margin, BIODIESEL combustion progress does not exceed that of PETRODIESEL at all
until relatively late in the process, and even then only by a very small amount.
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Figure 5.44: Relative combustion progress for PETRODIESEL and BIODIESEL at injection
pressures of 800, 1000 and 1200 bar. The vertical position of each fuel indicates how quickly it
reached the interval on the x-axis; the fuel that reached the interval earliest is at the top, the fuel
that reached it latest is at the bottom, and the other fuels are distributed between based on their
timing relative to the slowest and fastest fuels. NOx emissions distributed similarly are given on
the right-hand side.
The highest correlation between combustion progress and NOx emissions occurs at
the 80% interval, where r2 = 0.87 (in Study 1, see Figure 5.23, the maximum r2 = 0.94
and was reached at the 70% interval); this is illustrated in Figure 5.45A. However, as
Figure 5.45B shows, even in the best correlated case, there is very little predictive merit
to the combustion progress data, beyond the fact that higher injection pressures correspond
to an increase in both values. On this basis, it may be reasonable to propose that the
difference between the fuels that causes a relative increase in NOx emissions from biodiesel
with increasing injection pressure is not directly related to the rate at which combustion
progresses, in and of itself.
It is, however, worth considering that the lack of correlation between combustion
progress and NOx emissions in this case may be because no single interval is a suit-
able representative for all fuels and conditions. That is, in Figure 5.44, the difference in
combustion progress between PETRODIESEL and BIODIESEL corresponds exactly to
the difference in NOx emissions at the 800 bar injection pressure (that is, the vertical
separation of the 800 bar combustion progress curves is equal to the vertical separation of
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Figure 5.45: (A) r2 values for linear fits through normalised NOx emissions as a function of
normalised combustion progress, at AHR intervals from 10–90% of total AHR, for PETRODIESEL
and BIODIESEL at injection pressures of 800, 1000 and 1200 bar. (B) Normalised NOx emissions
as a function of normalised combustion progress at the 80% interval (solid line is linear best fit).
the associated NOx points) at a point early in the 60–70% period, while exact correspon-
dence at 1000 bar is reached during the 80–90% period, and (although depicting the 100%
interval has been avoided due to the inconsistency associated with its calculation) a closer
relationship between the timing of heat release and NOx emissions at 1200 bar seems to
arise in the data as the 100% AHR point (i.e. the end of combustion) is approached. In
Study 1, where patterns of heat release and combustion progress were less varied across
the data set, a single interval could be identified (the CA70) which gave fair representation
to all fuels, but in Study 2, no single point achieves the same, possibly due to the increased
range of combustion behaviour.
Overall, for a given PMBF, the differences between the patterns of heat release for the
two fuels are much the same at the highly premixed, higher injection pressure conditions
as they were in Study 1. This can be seen in Figure 5.46, which shows the BIODIESEL
@ 1200 BAR data alongside a plot of the average of PETRODIESEL @ 800 BAR and
PETRODIESEL @ 1200 BAR data, in order to make a comparison between the two fuels
at a similar degree of premixing (PMBFs of 38.7% and 38.3% for the PETRODIESEL and
BIODIESEL plots, respectively).
Just as in Study 1 (see Figure 5.32), in Figure 5.46 the biodiesel AHRR is higher
through the first part (0–20%) and slower through the later stages of the premixed burn
(20–40%), resulting in an average AHRR through the premixed burn which is approx-
imately the same for both fuels for the same PMBF; consequently, ∆Ppmb also shows
little dependence on fuel type, as Figure 5.47A shows. The ∆Ppmb trends are also largely
consistent with the data from Study 1, to the extent that correlation lines can be plot-
ted through petro- and biodiesel data sets from both studies, and, indeed, through the
combined set of all Study 1 and 2 data, with r2 = 0.99. However, the difference between
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Figure 5.46: Average apparent heat release rate throughout the combustion process for
PETRODIESEL and BIODIESEL, and the average difference between the two over each pe-
riod (white bars indicate an increase in AHRR when fuelling on BIODIESEL, black bars a de-
crease). PETRODIESEL data calculated as the average of PETRODIESEL @ 800 BAR and
PETRODIESEL @ 1200 BAR, with a mean premixed burn fraction of 38.7%. BIODIESEL data
represented by the BIODIESEL @ 1200 BAR data set, with a PMBF of 38.3%.
the BIODIESEL @ 1200 BAR and PETRODIESEL @ 1200 BAR points suggests the pos-
sibility that ∆Ppmb may be slightly higher for the biodiesel points for the same degree
of mixing under the higher injection pressure conditions, although the influence which
differences in PMBF have on ∆Ppmb are far more significant than any other effects of fuel
type.
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Figure 5.47: Pressure change across (A) the premixed burn phase and (B) the diffusion burn
phase, as functions of premixed burn fraction for PETRODIESEL and BIODIESEL at injection
pressures of 800, 1000 and 1200 bar, plotted in combination with the complete Study 1 data set
(solid lines represent overall petrodiesel best fits; in (A) dashed line represents overall biodiesel
best fit, in (B) dashed line represents varying injection pressure BIODIESEL best fit, and dotted
line represents Study 1 biodiesel best fit).
In Figure 5.46, like its Study 1 equivalent, Figure 5.32, BIODIESEL AHRR through
post-premixed combustion is higher than that of PETRODIESEL. This is also illustrated
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in Figure 5.48A, which presents similar trends in average post-premixed AHRR to those
seen in Study 1 (see Figure 5.24), both in terms of the gradient of decline with in-
creasing PMBF, and the fact that the BIODIESEL points are consistently above the
PETRODIESEL ones. However, both PETRODIESEL and BIODIESEL post-premixed
AHRR values are lower, for a given PMBF, than they were in Study 1, more substantially
so for PETRODIESEL; this seems to be a result of reduced AHRR through the slower
second half of post-premixed combustion – that is, late-combustion. It is possible that the
general reduction has some connection to changes in the condition of the engine, and the
larger drop between studies with PETRODIESEL could have something to do with slight
changes to the composition of the fuel.
Although Figure 5.48A illustrates an increase in post-premixed AHRR, it does not
explain the divergence from the Study 1 ∆Pdiff trend which is seen in Figure 5.47B. In
Study 1 ∆Pdiff was increased when fuelling on biodiesel by an approximately consistent
amount at all PMBFs; in Figure 5.47B it can be seen that the Study 1 data, and the
associated best fit line (dotted), run approximately parallel to the petrodiesel data and
fit (solid). The Study 2 BIODIESEL data, associated with the dashed best fit line in
Figure 5.47B, descends at a shallower gradient, and as a result the difference between
PETRODIESEL and BIODIESEL ∆Pdiff in Study 2 appears to become larger towards
more highly premixed conditions. Since, for the most part, this isn’t due to a variation in
the rate of heat release (because the difference in average AHRR between PETRODIESEL
and BIODIESEL is essentially constant, as seen in Figure 5.48A), and therefore isn’t
primarily due to a difference in the rate of pressure change, it follows that variation in the
duration of the pressure change must drive the divergence of the Study 2 ∆Pdiff trends. In
Figure 5.48B, it can be seen that this is the case, with the duration of the diffusion pressure
rise falling far less dramatically for BIODIESEL at the highest injection pressures.
The effect of the higher BIODIESEL ∆Pdiff values is to offset the reduction in ∆Ppmb
which occurs as a result of the reduced biodiesel ignition delay and PMBF. In Figure 5.49A
the maximum in-cylinder pressure data for both fuels at varying injection pressures can be
seen. It is clear that the Pmax trend diverges as a function of PMBF, in keeping with the
increased difference in ∆Pdiff, as degree of premixing increases. Figure 5.49B shows the
retardation of the angle of maximum in-cylinder pressure when fuelling on BIODIESEL,
and the slight divergence of this trend towards higher PMBFs, consistent with the longer
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PETRODIESEL @ 800 BAR 1000 BAR 1200 BAR
BIODIESEL @ 800 BAR 1000 BAR 1200 BAR
Figure 5.48: (A) Average apparent heat release rate through the post-premixed combustion
phase, as a function of premixed burn fraction for PETRODIESEL and BIODIESEL at injection
pressures of 800, 1000 and 1200 bar (solid line represents PETRODIESEL best fit, dashed line
represents BIODIESEL best fit; dashdotted and dotted lines represent continuations of the petro-
and biodiesel fits from Study 1, Figure 5.24). (B) Duration of pressure rise through the diffusion
phase, as a function of premixed burn fraction for PETRODIESEL and BIODIESEL at injection
pressures of 800, 1000 and 1200 bar (solid line represents PETRODIESEL best fit).
converged with increasing PMBF (see Figure 5.33B), because Pmax occurred late enough
in the cycle under these conditions that the period through the diffusion burn over which
biodiesel had higher AHRR was already completed (that is, the period depicted in Figures
5.26 and 5.27). At the higher injection pressures, the more rapid initial heat release,
associated with highly premixed combustion, advanced ΘPmax, such that it occurred while
the BIODIESEL AHRR was still significantly above that of PETRODIESEL, leading to
relative retardation of the BIODIESEL ΘPmax. It is possible that a slight increase in
fuel consumption at higher injection pressures when fuelling on BIODIESEL, as seen
in Figure 5.43B, may also have contributed to this, by necessitating some small further
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PETRODIESEL @ 800 BAR 1000 BAR 1200 BAR
BIODIESEL @ 800 BAR 1000 BAR 1200 BAR
Figure 5.49: (A) Maximum in-cylinder pressure and (B) angle of maximum in-cylinder pressure,
as functions of premixed burn fraction for PETRODIESEL and BIODIESEL at injection pressures
of 800, 1000 and 1200 bar (solid lines represent petrodiesel best fits, dashed lines represent biodiesel
best fits).
Unlike in Study 1 where some of the variation in diffusion pressure rise duration be-
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tween petro- and biodiesel was due to changes in the timing of the end of the premixed
burn, in Study 2 almost all of the variation in duration appears to be due to changes in
the angle of maximum pressure.
In Study 1 (see Figure 5.35) it was seen that ∆Pdiff was dependent upon the duration
of the pressure rise, and that for a given duration of pressure rise the various biodiesels, as
well as the PETRODIESEL and TPGME blends, tended to have larger ∆Pdiff values. Fig-
ure 5.50 shows that the varying injection pressure data was consistent with the previously
observed trends in this respect. Hence, in Study 2, the slightly higher rate of pressure
rise makes a small contribution to the increasing difference between PETRODIESEL and
BIODIESEL ∆Pdiff values, but the most significant driver of this effect is the relative
extension of the BIODIESEL pressure rise duration.
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Figure 5.50: Magnitude of pressure rise through the diffusion phase of combustion, as a function of
the duration of the diffusion pressure rise period for PETRODIESEL and BIODIESEL at injection
pressures of 800, 1000 and 1200 bar, plotted in combination with the complete Study 1 data set
(solid line represents overall petrodiesel best fit, dashed line represents overall biodiesel best fit).
The BIODIESEL pressure rise is extended by the retardation of ΘPmax. This retarda-
tion is due to the same period of increased AHRR through the diffusion burn phase when
fuelling on BIODIESEL which was important in Study 1. Increasing injection pressure
advances ΘPmax, which brings the pressure maximum forward into the period of higher
BIODIESEL AHRR, and this leads to the relative retardation of BIODIESEL ΘPmax.
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That is, when PETRODIESEL AHRR falls below the level sufficient to maintain pressure
rise, BIODIESEL AHRR is higher than that of PETRODIESEL by a margin wide enough
to prolong pressure rise for a relatively significant period. Although retardation of ΘPmax
is not necessarily associated with higher Pmax values, in this study the fact that ΘPmax
occurred later when fuelling on BIODIESEL meant that pressure rose further following
the EOPMB, leading to increased Pmax.
Comparing Figures 5.38 and 5.49A, there appears to be a certain similarity in ap-
pearance between the Pmax plot and the NOx emissions plot. Just as NOx emissions
from the two fuels increase with PMBF, and diverge with increasing PMBF, so do the
measured Pmax values. Maximum in-cylinder pressures at 1000 and 1200 bar injection
pressures were significantly higher when fuelling on BIODIESEL than when fuelling on
PETRODIESEL, despite the smaller degree of premixing and generally slower heat release
observed for BIODIESEL at these conditions. NOx emissions as a function of Pmax are
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Figure 5.51: Oxides of nitrogen emissions as a function of maximum in-cylinder pressure for
PETRODIESEL and BIODIESEL at injection pressures of 800, 1000 and 1200 bar (solid line
represents PETRODIESEL best fit, dashed line represents BIODIESEL best fit).
When viewed in this way, NOx emissions for the two fuels converge with increasing
Pmax, and hence with increasing injection pressure, rather than diverging, as in Figures
5.38 and 5.39A.
In summary, when running at varying injection pressures NOx emissions do not corre-
spond as well with rates of combustion progress as was the case in Study 1, but the best
correlation is still achieved during the later stages of combustion, at around the 80% in-
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terval. Differences between the rates of heat release for PETRODIESEL and BIODIESEL
follow similar patterns as in Study 1, and this can be seen by comparing Figure 5.46
with Figure 5.32. The most significant difference between the fuels, and the factor which
causes the BIODIESEL ∆Pdiff and Pmax trends to diverge from the PETRODIESEL trends
with increasing injection pressure and PMBF, is the retardation of ΘPmax when fuelling on
BIODIESEL. The retardation of ΘPmax is due to the higher BIODIESEL diffusion AHRR,
and is made more significant at higher injection pressures by the general advance of ΘPmax
to a point at which the instantaneous BIODIESEL AHRR exceeds PETRODIESEL AHRR
by a larger margin.
5.3.3 STUDY 3: LOWER LOAD EXPERIMENTS
5.3.3.1 PREMIXING
The third set of experiments involved running the engine at a relatively low load. At such
operating conditions, the premixed burn fraction generally comprises a large proportion
of total heat release, firstly, because the injection event is shorter and total heat release
is reduced, and, secondly, because there is a tendency for ignition delay to be slightly
extended, on account of the cooler in-cylinder temperatures, prolonging mixing times.
Running at similar conditions, it has been found in the past (see Chapter 4) that NOx
emissions from biodiesel may be lower than those from petrodiesel. This was attributed
to the reduced PMBF when fuelling on biodiesel, which was suggested to be of greater
importance under more highly premixed conditions for reasons possibly related to radiative
heat losses, variations in the diffusion burn rate and changes to the oxygen equivalence
ratio [14, 543].
Under the lower load the objective was to establish, by addition of 2-EHN, what the
effects of changing degree of premixing would be, and how these effects might compare
to those observed at the higher load. If the small relative reduction in ignition delay,
and consequently reduced PMBF, when fuelling on biodiesel was the reason that biodiesel
NOx emissions were less than those when fuelling on petrodiesel under the lower load in
Chapter 4, then would a biodiesel with a longer ignition delay have NOx emissions which
exceeded those of petrodiesel? Also, by reducing the PMBF to a level comparable to that
observed under higher load operating conditions, the hypothesis that the load dependence
of the magnitude of the biodiesel NOx increase is related to premixing might be examined
more clearly. That is, if sufficient 2-EHN were added to the fuels that operating PMBF
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under lower load were approximately equal to that under the higher load, would the
magnitude of the biodiesel NOx increase also be the same under both conditions?
Unlike in Study 1 at the higher load (see Figure 5.12), Figure 5.52 shows that the
addition of 2-EHN reduced the ignition delay of both fuels to approximately the same
extent, in both cases with slightly diminishing returns with further addition. Addition of
2-EHN tended to reduce ignition delay more greatly at the lower load than at the higher
load. At the higher load PETRODIESEL+2% 2-EHN had an ignition delay 1.375 CA
shorter than that of PETRODIESEL, whereas at the lower load it was 1.625 CA shorter;
at the higher load the ignition delay of BIODIESEL+2% 2-EHN was shorter than that
of BIODIESEL by 1.5 CA, whereas at the lower load it was 1.625 CA shorter. This
is consistent with the assertion that 2-EHN is more effective under lower temperature
conditions [664]. However, at the higher load the BIODIESEL+0.5% 2-EHN ignition
delay was 0.875 CA shorter than that of BIODIESEL, but at the lower load it was 0.75





























PETRODIESEL +0.5% 2-EHN +2%
BIODIESEL +0.5% 2-EHN +2%
Figure 5.52: Effect of varying levels of 2-ethylhexyl nitrate addition on the ignition de-
lay of PETRODIESEL and BIODIESEL under the lower load condition (the solid line is the
PETRODIESEL curve, the dashed line is the BIODIESEL curve; dashdotted and dotted curves
are carried forward from Study 1, Figure 5.12.
The BIODIESEL ignition delay was shorter than that of PETRODIESEL at all levels
of 2-EHN admixture, consistently reduced by one division of the encoder (0.125 CA). As
expected, ignition delay was longer at the lower load in all cases, due to the lower in-
cylinder temperatures. Further confirmation of this is seen in Figure 5.53, which shows
ignition delay as a function of predicted cetane number for all fuels at the lower load,
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alongside the linear fit from Study 1 (Figure 5.13) for the purposes of comparison.
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Figure 5.53: Ignition delay as a function of predicted cetane number for all tested fuels under the
lower load condition (solid line represents best fit through lower load data, dashed line represents
best fit carried forward from higher load data in Study 1, Figure 5.13).
Just as at the higher load in Study 1, the relationship between the estimated cetane
numbers and measured ignition delays is reasonably linear (r2 = 0.95), with PETRO-
DIESEL+30% TPGME respresenting the only significant deviation from the trend, pro-
viding further evidence that the TPGME used throughout this work was not well repre-
sented by the high cetane numbers reported in the literature (for reasons possibly related
to the isomeric composition of the TPMGE used). 1-Methylnaphthalene (1-MN), with a
CN of 0, reduced the estimated ignition quality of the BIODIESEL to which it was added,
and this reduction coincided closely to the increase in ignition delay observed in practice.
In Study 1 (see Figure 5.14) the biodiesels appeared to form a slightly smaller premixed
burn fraction than petrodiesel for the same ID; to a limited extent the lower load data
is consistent with this, as Figure 5.54 illustrates. However, the gap between the fuel
types appears to be nullified at more highly premixed conditions. In connection with
the Study 1 results, differences between petro- and biodiesel apparent heat release rates
through the later part of premixing supplemented combustion were discussed as a possible
contributor to the perceived increase in petrodiesel PMBF as a function of ignition delay.
In Figure 5.54, the fact that there is little difference between the more highly premixed fuels
may be because heat release through the end of the premixed burn shows less dependence
on fuel type at the lower load. This may be related to the point at which the injection
event concludes.
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Figure 5.54: Premixed burn fraction as a function of ignition delay for all tested fuels under
the lower load condition (solid line represents petrodiesel best fit, dashed line represents best fit
through the 4 biodiesel points, including SME but excluding BIODIESEL+5.3% 1-MN).
The addition of TPGME to PETRODIESEL, as at the higher load, increased PMBF
slightly, in keeping with the small increase in ID. Likewise, the addition of 1-MN to
BIODIESEL increased the degree of premixing. As in Study 1, SME had the longest
ignition delay, on account of its highly unsaturated composition, and consequently formed
the largest PMBF of all the tested fuels. As at the higher load, the correlation between
ignition delay and PMBF appears to be approximately linear, based on the data collected.
5.3.3.2 NOx EMISSIONS
Under the lower load, NOx emissions from BIODIESEL were lower than those from
PETRODIESEL by around 2.8%. Examination of Figure 5.55 certainly suggests that
the relative reduction in BIODIESEL NOx emissions at this condition (in contrast to the
7% increase measured at the higher load) is associated with the smaller biodiesel PMBF,
and the fact that the gap between the petro- and biodiesel trendlines is substantially re-
duced compared to Study 1 (see Figure 5.15). Fuelling on SME, where the ignition delay
is extended and the PMBF is larger than that of PETRODIESEL, NOx emissions are
considerably higher; SME had NOx emissions 8.3% higher than those of PETRODIESEL,
and 11.3% higher than those of BIODIESEL.
This demonstrates that NOx emissions from any particular biodiesel are not necessar-
ily lower than those of petrodiesel when operating at lower loads, just as they are not
necessarily higher than those of petrodiesel at higher loads. Everything hinges on the
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Figure 5.55: Oxides of nitrogen emissions as a function of premixed burn fraction for all tested
fuels under the lower load condition (solid line represents petrodiesel best fit, dashed line represents
best fit through the 4 biodiesel points, including SME but excluding BIODIESEL+5.3% 1-MN).
properties of the specific fuels being compared, especially their ignition characteristics.
In all instances, it appears that fuelling on biodiesel leads to higher NOx emissions than
fuelling on a petrodiesel with the same premixed burn fraction; at lower load, however,
the like-for-like difference is smaller.
Unlike at the higher load (in Studies 1 and 2), Figure 5.55 suggests that the relationship
between NOx emissions and PMBF at the lower load is non-linear, appearing to become
steeper as PMBF increases. Because the relationship between NOx and PMBF becomes
increasingly steep with increasing PMBF, the effects of small differences in ignition delay
and premixing become accentuated and cause significant variations in NOx emissions.
Consequently, despite the biodiesel NOx trend still exceeding that of petrodiesel for any
given PMBF, the small leftward-shift caused by a reduction in ignition delay and PMBF
is enough to negate the gap between the correlation lines at lower load, particularly when
the PMBF is large. In Chapter 4 it was hypothesised that NOx emissions from petro-
and biodiesel may converge towards more highly premixed conditions, and that this may
be why NOx emissions from biodiesel are reduced relative to those of petrodiesel when
the operating PMBF is large. Figure 5.55 shows that this is incorrect. There is less
separation between the petro- and biodiesel trends at lower load, regardless of the degree
of premixing; that is, PMBF itself is not the determining factor, although the change in
the relationship between NOx emissions and PMBF is critical.
Although in Studies 1 and 2 (Figures 5.15 and 5.38) no significant non-linearity is
evident in the relationship between NOx emissions and PMBF, these data sets cover
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smaller PMBF ranges (15–35% and 25–50%, respectively). However, considered over a
similar PMBF range (for instance, 30–50%), Figure 5.55 does not suggest significant non-
linearity either – it is not until the trend is extended further that this tendency becomes
apparent. It may be plausible that, under any operating conditions, if combustion could be
varied over a sufficiently wide range of PMBFs, the relationship between NOx and PMBF
would become non-linear, but more experiments would be required to confirm this.
What can be concluded definitively at this stage is that the gap between the petro-
and biodiesel PMBF-NOx correlation lines is not dependent solely on PMBF, and that the
conclusions of Chapter 4 (see Figure 4.13) therefore oversimplify the problem. In Study 1,
at a PMBF of around 35%, the data trends suggest that biodiesel NOx emissions would
be around 10% higher than those of petrodiesel. At the lower load, at the same PMBF of
35%, extrapolation of the data suggests an increase in biodiesel NOx emissions of around
3%. Hence, there is clearly some other load dependent variable, or variables, which affect
the relationship between premixing and NOx.
The addition of 1-MN to BIODIESEL caused a significant increase in NOx emissions;
7.1% over the neat BIODIESEL. This seems to be largely attributable to the increase
in PMBF. It may also be possible that the addition of 1-MN could increase NOx emis-
sions, other things being equal, on account of an increase in adiabatic flame temperature;
alkylnaphthalenes have flame temperatures exceeding those of most common biodiesel
components [558]. Although in this instance it does not seem to be necessary to invoke
this explanation, other studies have reported that the addition of 1-MN to a diesel fuel
surrogate (n-heptane) increased NOx emissions beyond what might be expected on the
basis of increased mixing time alone [689].
It is noteworthy that BIODIESEL+5.3% 1-MN yielded NOx emissions almost identical
to those from PETRODIESEL+30% TPGME. The intention of these additions was to
remove what were viewed to be two of the most significant differences between petro- and
biodiesel – that is, aromatic and oxygen content. With these differences reduced, it can
be seen that NOx emissions from the two fuels approached parity. However, this is likely
to be – at least in part – the result of a fortunate coincidence, which happened in this case
to produce two fuels with similar ignition characteristics.
The addition of TPGME to PETRODIESEL is seen, as in Study 1 (see Figure 5.15)
to increase NOx emissions, by approximately 4% in this case, slightly below the NOx
emissions projected for biodiesel at the same PMBF, and slightly above those projected
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for petrodiesel. This is much less than the 12% increase in NOx emissions observed in
the Study 1 higher load experiments when fuelling on PETRODIESEL+30% TPGME,
suggesting that fuel oxygenation has a lesser effect on NOx emissions at lower load (despite
the larger impact of the increase in PMBF that accompanies the addition of TPGME).
On the whole, this is consistent with the biodiesel NOx emissions trend, which appears to
exceed the petrodiesel trend by around 2–2.5% at PMBFs of 40% and 50% in Figure 5.55,
whereas at the higher load in Study 1, NOx emissions were, on average, around 12.5%
higher for biodiesel for a given PMBF.
In summary, at the lower load the relationship between NOx emissions and degree of
premixing appeared to be non-linear. The like-for-like increase in biodiesel NOx emissions
compared to those of petrodiesel was, at any given PMBF, considerably smaller than at
higher load. However, the smaller like-for-like NOx increase at the lower load is not, as
suggested in Chapter 4, simply a result of the more highly premixed operating conditions;
even where the degree of premixing was apparently the same as at the higher load, the
increase in NOx emissions remained smaller. Due to the reduced biodiesel NOx increase
for a given PMBF, BIODIESEL, which had a slightly shorter ignition delay and smaller
PMBF than PETRODIESEL yielded lower NOx emissions, although SME, which had a
longer ignition delay, still had NOx emissions well in excess of those of PETRODIESEL.
5.3.3.3 FILTER SMOKE NUMBER
At the lower load, filter smoke number is substantially reduced in comparison to the higher
load experiments in Study 1 (see Figure 5.17), as Figure 5.56 shows. For PETRODIESEL
and BIODIESEL, FSN values are reduced by 85% and 73%, respectively, compared to
Study 1, while for PETRODIESEL+2% 2-EHN and BIODIESEL+2% 2-EHN, FSNs are
73% and 61% lower at the lower load. The reduction in FSN is related to the reduction in
the quantity of diffusion combustion at the lower load; the total quantity of heat release is
lower, and the PMBF constitutes a larger proportion of it. The slightly prolonged ignition
delay at lower load further increases the size of the PMBF, and may reduce equivalence
ratios throughout the premixed charge. Lower in-cylinder temperatures should also lead
to an extension of the lift-off length, reducing the equivalence ratio within the diffusion
flame sheath, deterring soot formation.
FSN and PMBF appear to correlate with reasonable linearity, moving towards con-
vergence at more highly premixed conditions. At a PMBF of 38.6%, the biodiesel trend
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Figure 5.56: Filter smoke number as a function of premixed burn fraction for all tested fuels
under the lower load condition (solid line represents petrodiesel best fit, dashed line represents
best fit through the 4 biodiesel points, including SME but excluding BIODIESEL+5.3% 1-MN).
lies 62% below the PETRODIESEL+2% 2-EHN data point (comparable to the reduction
encountered at the higher load conditions in Study 1), but at a PMBF of 59.9% biodiesel
has an estimated FSN 39% lower than the PETRODIESEL.
The addition of 1-MN to BIODIESEL caused an increase in the smoke number, despite
the slightly larger PMBF associated with it. The magnitude of the increase is difficult
to assess accurately, given that the smoke meter only reads to 2 decimal places, but
the BIODIESEL+5.3% 1-MN values were consistently around 25% higher than those of
BIODIESEL. An increase in particulate emissions is anticipated when the aromatic content
of a fuel is increased, because aromatic hydrocarbons – particularly polycyclic aromatic
hydrocarbons, like 1-MN – constitute an immediate source of soot precursors. Under lower
load conditions, it can be seen that aromatic addition increases both NOx emissions (see
Figure 5.55) and smoke number compared to the parent BIODIESEL, although only the
increase in FSN exceeds that which is attributable to altered ignition quality. Potentially,
under a higher load, increased soot formation and radiative heat transfer may act to
mitigate NOx emissions, but here there is no obvious evidence of this.
PETRODIESEL+30% TPGME reduced FSN 52% relative to the parent PETRO-
DIESEL, almost identical to the 53% reduction achieved at the higher load. Hence,
whereas the effect of biodiesel on FSN was smaller under high PMBF, lower load con-
ditions, the effect of TPGME was essentially unchanged. This meant that FSN when
fuelling on PETRODIESEL+30% TPGME was lower (roughly 20% lower) than the FSN
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when fuelling on BIODIESEL. Some portion of this difference is attributable to the larger
PMBF of PETRODIESEL+30% TPGME, but even when compared to biodiesel projected
to the same PMBF (59.9%), FSN from the TPGME blend remains around 15% lower than
that of the biodiesel trend. The PETRODIESEL+30% TPGME smoke number is also
lower than that of SME, which had an even higher degree of premixing.
This is interesting, because – although the difference is only slight – it indicates that
while PETRODIESEL+30% TPGME appeared to be a less effective soot suppressant than
biodiesel at the higher load, it was more effective than biodiesel at the lower load. If this
result can be relied upon, it may indicate some effect of the cooler lower load operating
conditions on biodiesel air entrainment. In Study 1, where in-cylinder temperatures would
have been higher, any differences between biodiesel and PETRODIESEL+30% TPGME
jet characteristics and entrainment rates (attributable to the higher biodiesel boiling range,
viscosity, etc.) would be smaller than at lower temperatures. While at the higher load
the slightly higher biodiesel oxygen content relative to PETRODIESEL+30% TPGME, as
well as the total absence of aromatic species, meant that biodiesel smoke emissions were
lower, it is possible that, at the lower load, poorer air entrainment into the biodiesel jet
may have been sufficient to counteract these factors.
It is also worth noting that, with reference to both Figure 5.55 and Figure 5.56, the
PETRODIESEL+30% TPGME data point appears to be below the biodiesel trend in
terms of both NOx emissions and FSN at the lower load, whereas it was above the biodiesel
trend in both instances at the higher load (see Figures 5.15 and 5.17).
5.3.3.4 OTHER EMISSIONS
As in Study 1, CO emissions are seen in Figure 5.57 to increase with increasing PMBF.
Although the biodiesel trend still exceeds that of petrodiesel, the separation is smaller
than in the earlier studies, averaging around 12.5% over the illustrated range. This may
give further weight to the argument that any differences in mixture stoichiometry which
exist between petrodiesel and biodiesel combustion may be reduced at the lower load; that
is, the fuel-bound oxygen content of biodiesel does not make such a significant difference.
However, PETRODIESEL+30% TPGME was associated with CO emissions only slightly
lower than the petrodiesel trend, and significantly above the biodiesel trend, meaning that
there is no direct correspondence between FSN and CO.
Figure 5.58 shows that THC emissions generally increase with PMBF, consistent with
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Figure 5.57: Carbon monoxide emissions as a function of premixed burn fraction for all tested
fuels under the lower load condition (solid line represents petrodiesel best fit, dashed line represents
best fit through the 4 biodiesel points, including SME but excluding BIODIESEL+5.3% 1-MN).
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BIODIESEL +0.5% 2-EHN +2%
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Figure 5.58: Total hydrocarbon emissions as a function of premixed burn fraction for all tested
fuels under the lower load condition (solid line represents petrodiesel best fit, dashed line represents
best fit through the biodiesel points, excluding both SME and BIODIESEL+5.3% 1-MN).
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PETRODIESEL +0.5% 2-EHN +2%
+30% TPGME
BIODIESEL +0.5% 2-EHN +2%
+5.3% 1-MN
SME
Figure 5.59: (A) Carbon dioxide emissions as a function of premixed burn fraction for all tested
fuels under the lower load condition (solid line represents petrodiesel best fit, dashed line represents
best fit through the biodiesel points, excluding both SME and BIODIESEL+5.3% 1-MN). (B)
Volumetric fuel consumption rates inferred from carbon dioxide emissions and fuel properties as
a function of premixed burn fraction for all tested fuels under the lower load condition (solid line
represents petrodiesel best fit, dashed line represents best fit through the biodiesel points, excluding
both SME and BIODIESEL+5.3% 1-MN).
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Studies 1 and 2, although in the lower load petrodiesel data alone there is little evi-
dence of this, and the biodiesel upward trend results largely from the position of the
BIODIESEL+2% 2-EHN point. Taken at face value, it seems as if biodiesel THC emis-
sions may be lower than those of petrodiesel at less highly premixed conditions, and similar
– if not higher – at more highly premixed conditions. As in Study 1, SME is observed
to have particularly high THC emissions (around 26% higher than the biodiesel trend).
This would seem to make it more likely that some physical property of the fuel is the
cause (as suggested for UCOME in Study 1), rather than increased wall impingement.
If wall impingement were the culprit, it might be expected that, under lower temper-
ature, longer ignition delay conditions other fuels would demonstrate the same abnor-
mal increase in THC. In Study 1 SME had an ignition delay of 4.125 CA; in Study 3
PETRODIESEL, PETRODIESEL+30% TPGME and BIODIESEL+5.3% 1-MN all had
ignition delays equal to or longer than this, without any similar increase in THC emis-
sions. PETRODIESEL+30% TPGME had THC emissions slightly higher than those of
PETRODIESEL, suggesting that the increase in fuel-bound oxygen was either not an
effective deterrent of THC, or was offset by some other effect of TPGME addition.
As in Study 2, Figure 5.59A shows that CO2 emissions were consistently higher for
all of the biodiesels at the lower load, particularly for the more highly premixed fuels,
BIODIESEL+5.3% 1-MN and SME. On average, biodiesel CO2 emissions were around
1.5% higher than those of petrodiesel for a given PMBF. Unlike in Study 1, where
PETRODIESEL+30% TPGME had lower CO2 emissions than PETRODIESEL, Fig-
ure 5.59A shows an increase in CO2 following the addition of TPGME. The inferred fuel
consumption values indicate an increase of around 6–6.5% when fuelling on biodiesel, al-
though the increase is slightly higher when fuelling on SME (around 7%), in keeping with
the increased CO2 emissions. Although CO2 emissions were even higher when fuelling
on BIODIESEL+5.3% 1-MN, the slightly higher density and mass percentage carbon of
the blend lead to its inferred fuel consumption being similar to that of BIODIESEL and
PETRODIESEL+30% TPGME.
5.3.3.5 HEAT RELEASE AND PRESSURE
At the lower load, overall rates of combustion progress depend more strongly upon the
degree of premixing than at the higher load. Comparing the Study 1 higher load data in
Figure 5.22 with the lower load data in Figure 5.60, it can be seen that, by the 60–70%
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intervals, at which the biodiesel curves were invariably significantly above their petrodiesel
equivalents in Figure 5.22, the progress of the fuels in Figure 5.60 by the same period in the
combustion process is basically ordered according to degree of premixing alone. To a large
extent, this is because the PMBF for any given fuel is larger at the lower load, primarily
on account of the smaller total quantity of heat release (of which the same quantity of
premixed heat release naturally constitutes a larger proportion), but also due to a slight
extension of ignition delay. In Studies 1 and 2 (as well as Chapter 4) it was observed that
biodiesel combustion progressed faster than that of petrodiesel following the end of the
premixed burn, and because the premixed burn ends later in Figure 5.60, any possible
period of ascent for biodiesel is delayed.
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Figure 5.60: Relative combustion progress for all tested fuels under the lower load. The vertical
position of each fuel indicates how quickly it reached the interval on the x-axis; the fuel that
reached the interval earliest is at the top, the fuel that reached it latest is at the bottom, and the
other fuels are distributed between based on their timing relative to the slowest and fastest fuels.
NOx emissions distributed similarly are given on the right-hand side.
The gradient of the BIODIESEL, BIODIESEL+1% 2-EHN and BIODIESEL+2% 2-
EHN curves becomes positive after the 70% interval, suggesting an increase in biodiesel
heat release through the later part of combustion, similar to that which was observed in
Studies 1 and 2. However, over the same period the BIODIESEL+5.3% 1-MN, SME, and
PETRODIESEL +30% TPGME curves decline, which is in opposition to the trends which
were previously observed for the biodiesels and the oxygenated blends.
It is at the 70% interval that the greatest linear correlation between normalised NOx
emissions and combustion progress exists, where r2 = 0.94, as can be seen in Figure 5.61A.
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However, Figure 5.61B seems to suggest that the relationship between the two variables –
like that between NOx and PMBF – is not best described by a linear trend at lower load.
A second-order fit offers an improved characterisation of the data in Figure 5.61B (R2 =
0.98) and, as can be seen in Figure 5.61A, R2 remains at 0.98 between 40–70% intervals.
This adds further evidence for the primacy of the effect of the degree of premixing on lower
load NOx emissions. In fact, simply plotting normalised NOx emissions as a function of
normalised PMBF would offer an even higher degree of non-linear correlation, with an R2
value of 0.99.
The slower late combustion of BIODIESEL+5.3% 1-MN, SME, and PETRODIESEL
+30% TPGME does not seem to have any correspondence to their measured NOx emis-
sions; as Figure 5.61A shows, after the 70% interval the correlation between combustion
progress and NOx emissions declines substantially. Likewise, the faster heat release of
BIODIESEL+0.5% 2-EHN and BIODIESEL+2% 2-EHN through the later intervals moves
combustion progress out of accordance with relative NOx emissions. At the lower load the
angle of maximum pressure was typically reached after 65–70% of total AHR.
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Figure 5.61: (A) r2 and R2 values for linear and non-linear fits through normalised NOx emissions
as a function of normalised combustion progress, at AHR intervals from 10–90% of total AHR, for
all tested fuels under the lower load. (B) Normalised NOx emissions as a function of normalised
combustion progress at the 70% interval (solid line is linear best fit, dashed curve is second order
best fit).
The average AHRR values through the premixed burn are similar for all fuels studied
under the lower load, for any given PMBF. At first glance, ∆Ppmb values also seem to
vary little beyond that which is attributable to the degree of premixing. This can be
seen Figure 5.62A. However, it is apparent that the gradient of the biodiesel trendline in
Figure 5.62A is slightly steeper than that of petrodiesel, leading to a slight reduction in
biodiesel premixed ∆Ppmb relative to petrodiesel in the lower PMBF cases, and a slight
increase in the high PMBF cases. This is directly related to small changes in the estimated
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duration of the premixed burn.
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Figure 5.62: Pressure change across (A) the premixed burn phase and (B) the diffusion burn
phase, as a function of premixed burn fraction for all tested fuels under the lower load condition
(solid lines represent petrodiesel best fits, dashed lines represent best fits through the 4 biodiesel
points, including SME but excluding BIODIESEL+5.3% 1-MN).
Figure 5.62B presents ∆Pdiff values, calculated across the period between the EOPMB
and ΘPmax, which is termed the diffusion phase here as it was in previous sections, al-
though at the lower load this may not include any appreciable period of what could be
considered quasi-steady diffusion combustion, as would be expected under typical diesel
engine conditions. Biodiesel ∆Pdiff values are consistently slightly higher than those of
petrodiesel, although in general the gap is small compared to that observed in Studies 1
and 2. The increase with biodiesel for any given PMBF appears to be larger towards the
extremities of the plot – particularly at the less premixed end of the scale. The higher
biodiesel ∆Pdiff values under lower PMBF conditions (primarily, for BIODIESEL+2% 2-
EHN) are attributable to the same factors as at the higher load conditions in Studies 1 and
2: higher average post-premixed AHRR, as shown in Figure 5.63A, and a longer diffusion
pressure rise duration, as shown in Figure 5.63B. Both of these factors are themselves
attributable to the same period of increased diffusion AHRR when fuelling on biodiesel as
was identified at the higher load.
The trends in duration of pressure rise as a function of PMBF are seen in Fig-
ure 5.63B to hold reasonably well for all of the fuels, with the difference between petro-
and biodiesel being significant under less premixed conditions, but closing as degree
of premixing increases. The average post-premixed AHRR data in Figure 5.63A, on
the other hand, is less consistent, with BIODIESEL, BIODIESEL+0.5% 2-EHN and
BIODIESEL+2% 2-EHN data points lying above the petrodiesel trend (as in Studies
1 and 2) but BIODIESEL+5.3% 1-MN and SME demonstrating no similar increase. If
the increase in post-premixed AHRR when fuelling on the biodiesel and TPGME blends
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Figure 5.63: (A) Average apparent heat release rate through post-premixed combustion and (B)
duration of pressure rise through the diffusion phase, as functions of premixed burn fraction for all
tested fuels under the lower load condition (solid lines represent petrodiesel best fits, dashed lines
represent biodiesel best fits).
is due to an extension of the injection duration (as speculated in Section 5.3.1.5), then
the fact that BIODIESEL+5.3% 1-MN, SME and PETRODIESEL+30% TPGME do not
exhibit this trait may be because their injection events conclude early enough to avoid
having any effect on post-premixed combustion.
However, BIODIESEL+5.3% 1-MN, SME, and PETRODIESEL+30% TPGME, do ap-
pear – in Figure 5.62B – to have relatively high ∆Pdiff values, compared to the petrodiesel
trend, despite no increase in post-premixed AHRR, or the duration of the pressure rise,
being evident for these fuels. PETRODIESEL+30% TPGME in particular exceeds both
petro- and biodiesel ∆Pdiff trendlines significantly.
For these more highly premixed fuels, the apparent increase in ∆Pdiff is a result of
fluctuations in the pressure data which appear to be noise rather than anything more
significant. Because the pressure rise has been calculated as the difference in pressure
between two points, when the magnitude of the difference is small the signal-to-noise
ratio effectively drops, and ∆Pdiff may less accurately characterise the overall pressure
rise across the period. This is illustrated by Figure 5.64.
Although the linear gradients depicted in Figure 5.64 do not reflect the actual patterns
of pressure rise, they do portray the data in a manner less effected by noise. For the less
highly premixed fuels it can be seen that the pressure curves begin and end below the
overall gradient lines to a roughly equal extent (that is, the dashed lines in Figure 5.64,
which illustrate the average overall gradients of the pressure curves, run approximately
parallel to the dotted lines, which represent ∆Pdiff), such that ∆Pdiff gives a reasonable
account of pressure rise across the period. However, for BIODIESEL+5.3% 1-MN, SME,
and most obviously for PETRODIESEL+30% TPGME, the ∆Pdiff values do not corre-
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Figure 5.64: Plots showing pressure rise through the diffusion phase (i.e. end of premixed burn
to angle of maximum pressure) for (A) petrodiesel and petrodiesel based fuels and (B) biodiesel
and biodiesel based fuels, as functions of crank angle under the lower load condition. Solid lines
show average pressure plots for each fuel, dashed lines show average gradients of pressure rise,
and dotted lines illustrate ∆P across the diffusion phase. (NB. Pressure curves end at the average
angles of maximum pressure computed on a cycle-by-cycle basis for each data set, but this is
not necessarily the angle at which the average data set pressure curves peak. Consequently, the
curves shown do not always end at their peaks, and ∆Pdiff is not exactly the same as that which
has been calculated from the data; however, it is close enough for the figure to provide a faithful
representation of the pertinent trends.)
spond as closely to the overall gradient (i.e. the dashed and dotted lines for these fuels
in Figure 5.64 are not parallel), because fluctuations in pressure, although not necessarily
larger in magnitude than for the other fuels are larger in proportion, and happen to be
timed in a way that gives rise to significant errors. If the trends presented in Figure 5.62 are
adjusted in keeping with the overall gradients illustrated in Figure 5.64, in order to elimi-
nate the effects of fluctuations in the pressure data, the most significant changes are that
the PETRODIESEL+30% TPGME and BIODIESEL+5.3% 1-MN points in Figure 5.62A
are shifted upwards, closer to the biodiesel trend, and in Figure 5.62B the same points are
shifted downwards onto the biodiesel trend. Additionally, the biodiesel and petrodiesel
trends are more closely aligned than in Figure 5.62B because the SME point is shifted
downwards, closer to the petrodiesel trend. Adjusted plots can be seen in Figure 5.65.
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Figure 5.65: Pressure change across (A) the premixed burn phase and (B) the diffusion burn
phase, having been adjusted to account for the calculation errors described in connection with
Figure 5.64 (the same data is presented without adjustment in Figure 5.62).
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Overall, the trend appears to be that the biodiesel fuels have greater ∆Pdiff values
and lower ∆Ppmb values when the PMBF is small, but greater ∆Ppmb values through the
premixed phase and roughly equal ∆Pdiff values when the PMBF is large. Although the
variations in ∆Pdiff in Figure 5.65B are basically consistent with the explanations that
have been put forward, related to higher biodiesel diffusion AHRR, and the possibility of
a connection to the injection event, the variations in ∆Ppmb are not so easily explained
in terms of combustion phenomena. However, the manner in which the ∆Ppmb trendlines
cross in Figure 5.65A is common to the trend across all higher load data, presented in
Study 2 (see Figure 5.47). The reason for this pattern is unclear, but while at the higher
load its effect is small (because the variations in maximum pressure due to changes in
∆Pdiff are far larger), at the lower load it cannot be dismissed as insignificant. At low
PMBFs the reduction in biodiesel ∆Ppmb seen in Figure 5.65A is sufficient to offset the
increase in ∆Pdiff seen in Figure 5.65B, such that biodiesel Pmax is only slightly higher
than that of petrodiesel. This can be seen in Figure 5.66A. Additionally, the apparent
increase in biodiesel ∆Ppmb at higher PMBFs is associated with a significant increase in
Pmax.
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Figure 5.66: (A) Maximum in-cylinder pressure and (B) angle of maximum in-cylinder pressure,
as functions of premixed burn fraction for all tested fuels under the lower load condition (solid line
represents petrodiesel best fit, dashed line represents biodiesel best fit).
The reason for the increase in ∆Ppmb, and consequently in Pmax, when fuelling on
high PMBF biodiesels is not immediately clear, as no consistent pattern providing any
explanation is identifiable in the rates of heat release. Figure 5.67A shows that, as was the
case at higher load, maximum AHRR tended to be slightly higher for the biodiesels than for
the petrodiesels given the same degree of premixing. However, this trend breaks down at
higher PMBF conditions, with BIODIESEL, PETRODIESEL, BIODIESEL+5.3% 1-MN
and SME all reaching peak values of around 77–80 J/deg, despite their varying degrees of
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premixing. Again, as at higher load, the addition of TPGME to PETRODIESEL reduced
maximum AHRR.
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Figure 5.67: (A) Maximum apparent heat release rate as a function of premixed burn fraction for
all tested fuels under the lower load (solid line represents petrodiesel best fit, dashed line represents
biodiesel best fit, excluding SME and BIODIESEL+5.3% 1-MN). (B) Angle of maximum apparent
heat release rate as a function of premixed burn fraction for all tested fuels under the lower load
(solid line represents best fit through all fuels, excluding PETRODIESEL+30% TPGME, SME
and BIODIESEL+5.3% 1-MN).
Figure 5.67B shows that there is also some change in the timing of maximum AHRR
at the most highly premixed conditions. The angle at which maximum AHRR occurs is
typically retarded with increasing PMBF, and varies in approximately the same manner
for both petro- and biodiesel. However, the PETRODIESEL+30% TPGME point, and
even more so the SME and BIODIESEL+5.3% 1-MN points, are advanced relative to the
general trend. The reason for this is more clearly seen when the plots of AHRR, presented
in Figure 5.68, are considered. (Note that the curves in Figure 5.68 represent smoothed
data set averages, whereas Figure 5.67 contains averages collected on a cycle-by-cycle
basis. For this reason, the magnitude and timing of maxima are not entirely consistent
between the figures, although the general trends remain the same.)






































Figure 5.68: Apparent heat release plots at the lower load condition when operating on the fuels
that resulted in the most highly premixed combustion.
In Figure 5.68A, the addition of TPGME to PETRODIESEL is seen to have similar
effects to those observed at the higher load. Both PETRODIESEL and PETRODIESEL
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+30% TPGME begin slowly at first, but PETRODIESEL+30% TPGME picks up more
quickly, and is therefore faster through the very first part of AHR, such that subsequent
heat release is slightly advanced. PETRODIESEL reaches a higher peak AHRR, but
declines more rapidly than PETRODIESEL+30% TPGME through the later part of the
heat release attributed to the premixed (or premixing supplemented) phase; the same
tendency can be seen in the Study 1 data, in Figure 5.29B. Following the culmination of
the PMBF, with EOPMB being reached shortly before 3 ATDC, AHRR from both fuels
closely coincides.
In Figure 5.68B PETRODIESEL is compared with the two most highly premixed
biodiesel fuels, SME and BIODIESEL+5.3% 1-MN. There is very little difference in either
peak magnitude or the form of the plots. SME has a broader premixed burn spike, but
through the decline has no AHRR advantage at all over the PETRODIESEL curve, and
the BIODIESEL+5.3% 1-MN plot looks very much the same as the PETRODIESEL plot
throughout, albeit shifted around 0.3 CA to the left. This brings the discussion to what
appears to be a critical factor: a more rapid increase in AHRR is observed for the biodiesels
after the nominal start of combustion, resulting in a small advance of peak AHRR, as
illustrated in Figure 5.67B. To some extent, this introduces a difference in combustion
phasing that may render the comparison between the fuels somewhat unequal. Calculating
SOC by a different method and equalising combustion with respect to this point instead,
might obviate (or at least reduce) the observed variation in maximum AHRR timing, and
in other factors of interest. For the purposes of this study, the important question is to
what extent the faster initial ascent of biodiesel AHRR influences NOx emissions, or – at
this point in the discussion – pressure.
Across the operational ranges examined, an advance in SOC of 1 CA corresponds to an
increase in NOx emissions of around 10% and an increase in Pmax of approximately 1.4 bar
(these values are consistent with the data reported in Chapter 4). If, rather than defining
SOC as the point at which AHRR exceeds zero, it is defined instead as the point at which
AHRR exceeds 10 J/deg (hereafter referred to as Θ10J), the possible impact of variations in
the initial rate of AHRR increase may be estimated. That is, by calculating the differences
in Θ10J, these factors can be used to make adjustments to NOx emissions and Pmax which
approximate the results which may be expected if experiments had been performed under
conditions holding Θ10J constant, rather than SOC based on the definition employed in
the current study.
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For example, BIODIESEL reached Θ10J on average 0.17 CA earlier than PETRO-
DIESEL (by interpolation of the 0.125 CA resolution data). Advancing combustion by
0.17 CA is associated with an increase in NOx of around 1.7%, and an increase in Pmax
of roughly 0.26 bar. Hence, if combustion had been synchronised with respect to Θ10J,
BIODIESEL NOx emissions and Pmax would be expected to be reduced relative to those
of PETRODIESEL by 1.7% and 0.26 bar, respectively. When adjustments are made in
this way across the entire data set, compensating for differences in Θ10J, lower load NOx
emissions from the biodiesels exceed those of the petrodiesel based fuels, for a given PMBF,
by an even smaller margin than was evident in Figure 5.55. The difference in Pmax for the
more highly premixed biodiesels, seen in Figure 5.66A, is also significantly reduced. Plots
of NOx emissions and Pmax adjusted in this way can be seen in Figure 5.69.
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Figure 5.69: (A) Emissions of oxides of nitrogen and (B) maximum in-cylinder pressure as a
function of premixed burn fraction for all tested fuels under the lower load condition. Values have
been adjusted (from original plots, Figure 5.55 and Figure 5.66A) on the basis of variations in the
timing at which apparent heat release rate first exceeded 10 J/deg, with the purpose of approxi-
mating the effect of combustion phasing differences induced by differences in rates of heat release
immediately after the start of combustion. (Solid lines represent petrodiesel best fits, dashed lines
represent best fits through the 4 biodiesel points, including SME but excluding BIODIESEL+5.3%
1-MN).
In general, Figure 5.69 suggests that the small differences in NOx emissions and Pmax
at the lower load – when both are considered as functions of PMBF, as in Figures 5.55 and
5.66A – may be due in some part to the slight advance of combustion phasing which occurs
when the initial rise of AHRR is more rapid. In terms of NOx, Figure 5.69A illustrates that
compensation for the slight difference in phasing reduces the differences between petro- and
biodiesel trends basically to the point of negligibility. In all but the most highly premixed
cases, differences in Pmax, seen in Figure 5.69B, also appear to be fairly minor. This
explanation is somewhat frustrated, however, by the fact that the most highly advanced
fuel of all at the lower load, BIODIESEL+5.3% 1-MN, falls slightly below the NOx trend
when the advancement is adjusted for, as in Figure 5.69A, and more substantially below
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the Pmax trend in Figure 5.69B; this is because its advance was originally associated with
no significant increase in either value – in fact, BIODIESEL+5.3% 1-MN Pmax was already
below the biodiesel trend in Figure 5.66A.
Biodiesel exhibited the same faster initial ascent and resulting slight advance of heat
release throughout Studies 1 and 3, which may mean that at higher load the increase in
NOx emissions and Pmax when fuelling on biodiesel is also partially a result of the faster
initiation of the premixed burn. However, making similar adjustments as in Figure 5.69
to the Study 1 data has less of a significant impact on emissions and pressure.
In summary, at the lower load the influence of the diffusion combustion phase appears
to be insufficient for the biodiesel AHRR increase through this period to significantly
effect maximum pressure. Instead, small differences in combustion phasing, induced by a
slightly more rapid increase in biodiesel AHRR following the start of combustion, offer a
possible explanation for the small variations in Pmax and NOx emissions between petro-
and biodiesel observed at the lower load.
5.3.4 CONSOLIDATION
Over the course of the preceding discussion, references have been made between the studies,
in order to emphasise the points of difference and commonality between them. In the
following section, the salient threads are drawn together and an effort is made to bind
them where appropriate by way of a generalised explanation.
5.3.4.1 GENERAL
IGNITION DELAY: The addition of 2-ethylhexyl nitrate (2-EHN) reduced the ignition
delay of the fuel to which it was added. For the most part, further addition of 2-EHN
gave diminishing returns; i.e. doubling the 2-EHN admixture elicited less than double the
effect on ignition delay. Increasing injection pressure also reduced ignition delay.
Biodiesels with more highly unsaturated compositions tended to have longer igni-
tion delays. Addition of the oxygenate, tripropylene glycol methyl ether (TPGME), to
PETRODIESEL increased the ignition delay of the fuel, as did the addition of the aro-
matic, 1-methylnaphthalene (1-MN) to BIODIESEL. For the most part, measured ignition
delays correlated well with the predicted cetane number (CN) for each fuel; the TPGME
blends, which were expected to have shorter ignition delays than PETRODIESEL (on
the basis of CN values given in the literature), were the exception. All fuels had shorter
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ignition delays at higher load than lower load, due to the higher in-cylinder temperatures.
PREMIXING: Premixed burn fraction (PMBF) correlated approximately linearly
with ignition delay (ID) at both higher and lower loads, but the biodiesel fuels tended to
form slightly smaller PMBFs for the same ID period. However, this tendency hinges upon
the manner in which the end of the premixed burn (EOPMB) is defined. When injection
pressure increased, PMBF increased despite the reduction in ignition delay, due to the
increased rate of air entrainment.
NOx EMISSIONS: PMBF was positively correlated with emissions of oxides of ni-
trogen (NOx) in all studies. At the higher load, the relationship appeared to be fairly
linear, but at the lower load a certain degree of non-linearity was evident. For any given
PMBF, NOx emissions from biodiesel fuels were higher than those of the petrodiesel fuels
at all tested conditions. At the higher load, in Study 1, like-for-like NOx emissions from
the biodiesels exceeded those of the petrodiesels by approximately 12.5% on average. At
the lower load, in Study 3, like-for-like NOx emissions from the biodiesels exceeded those
of the petrodiesels by around 2–2.5% on average. At both higher and lower loads, the
effect of the addition of TPGME to petrodiesel was to increase NOx emissions. When the
fuel-bound oxygen content of a petrodiesel blend approached that of a typical biodiesel,
NOx emissions for a given PMBF also approached those of an equivalent biodiesel. With
increasing injection pressure (in Study 2) the biodiesel NOx increase became progressively
larger.
Variations in NOx emissions between the biodiesels depended largely, but not wholly,
on the ignition delay, and hence PMBF, of each fuel, with NOx emissions being highest in
all cases for the biodiesel with the longest ignition delay, sunflower methyl esters (SME).
Some of the variation between the fuels may be related to day-to-day variations in engine
emissions, but used cooking oil methyl esters (UCOME) in particular had significantly
lower NOx emissions (by 2.6%) than would have been expected based on its CN. This may
have been related to its physical properties.
FSN: Under all conditions, the filter smoke number (FSN) declined with increasing
PMBF. Biodiesel always had a lower FSN than an equivalent petrodiesel (by between
40–70%), as did the TPGME blends. For a comparable fuel-bound oxygen content and
PMBF, biodiesel and the blends of PETRODIESEL and TPGME were associated with
similar FSNs. In general, the absolute difference between FSN from oxygenated and
non-oxygenated fuels increased as diffusion combustion increased in prominence; this can
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be seen in Figure 5.70, where diffusion combustion is quantified by ∆Pdiff, or pressure
change between EOPMB and the angle of maximum pressure. However, some of the
data (particularly at varying injection pressures) shows behaviour that suggests additional
influences. These may be related to changes in the mixture stoichiometry within the
diffusion flame, changes in soot burnout, or may simply reflect that fact that ∆Pdiff is an
imperfect means of quantifying the influence of the diffusion combustion phase.
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Figure 5.70: Filter smoke number as a function of pressure change across the diffusion combustion
phase for all fuels under all tested conditions. Overall linear best fits for petro- and biodiesels are
given by solid and dashed lines, respectively. Solid best fits and connecting lines also run through
data from the separate studies, to enable differentiation between the various operating conditions,
where the same fuels have been used more than once.
OTHER EMISSIONS: Carbon monoxide (CO) emissions increased with increasing
PMBF in Study 1 (higher load) and Study 3 (lower load). This was attributed to greater
heat release through fuel-rich premixed reactions. In Study 2 (varying injection pressure),
CO emissions decreased with increasing PMBF. It was speculated that this may be a
result of reduced equivalence ratios throughout the premixed charge at higher injection
pressures. Biodiesel CO emissions were lower than those of petrodiesel by around 20–
25% at the higher load, and around 12.5% at the lower load. PETRODIESEL+30%
TPGME had lower CO emissions than PETRODIESEL. Used cooking oil methyl esters
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(UCOME) had significantly higher CO emissions than the other biodiesels (comparable
to an equivalent petrodiesel).
Total hydrocarbon emissions (THC) increased with increasing PMBF under all con-
ditions. This may be a result of increased over-leaning. At higher load (in Study 1), the
difference between THC emissions from petro- and biodiesel was fairly small (around 2–
3%), although in Studies 2 and 3 the difference was a little larger. The addition of TPGME
to PETRODIESEL reduced THC emissions slightly at the higher load, and increased them
slightly at the lower load. UCOME and SME had THC emissions significantly in excess
of the other biodiesels.
Carbon dioxide (CO2) emissions appeared in most cases to increase a little with in-
creasing PMBF, and were typically slightly higher (by 0–1.5%) when fuelling on biodiesel
rather than petrodiesel, with the difference being largest at lower load and at higher in-
jection pressures. Fuel consumption rates inferred from CO2 emissions also suggest an
increase in the volumetric fuel requirement when running on biodiesel, by around 6–6.5%.
APPARENT HEAT RELEASE RATES: Average apparent heat release rate
(AHRR) through the premixed burn phase increased with increasing PMBF, and, for a
given degree of premixing, average AHRR values through this period were approximately
the same for petro- and biodiesel. However, although average values were similar, patterns
of AHRR through the premixed phase did vary between fuels. Biodiesel AHRR tended
to rise slightly more rapidly following the start of combustion, and reach higher maxi-
mum AHRR values than petrodiesel for a given degree of premixing. With the addition
of TPGME to PETRODIESEL, maximum AHRR was reduced. The fuels which released
heat more slowly through the peak of the premixed burn (i.e. the petrodiesels, and the
TPGME blends) had slightly higher AHRR through the later part of the premixed burn;
it is because of this that average AHRR values across the PMBF remained roughly the
same.
Average AHRR values through post-premixed combustion (i.e. including both diffusion
and late-combustion stages) decreased with increasing PMBF, and were in almost all
cases higher for biodiesel than for petrodiesel. The only exceptions were in the most
highly premixed lower load cases. With the addition of TPGME to PETRODIESEL an
increase in average post-premixed AHRR was observed, and the PETRODIESEL+30%
TPGME blend had comparable values to those of biodiesel (at the higher load, in Study
1). The increase in post-premixed AHRR when fuelling on biodiesel appears to be at its
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most significant around the point at which diffusion heat release rate is maximised. The
impression that the data gives is that the decline of diffusion heat release occurs later
when fuelling on biodiesel, leading to a period through which biodiesel maintains higher
AHRR, before returning to similar (although still marginally higher) levels to petrodiesel
through late-combustion.
The effect of variations in diffusion AHRR on overall rates of combustion progress
appears to be an important consideration in terms of NOx emissions; the timing of the
70–80% heat release interval (CA70–CA80) tended to offer the most useful prediction of
the NOx emissions from a given fuel.
PRESSURE: Maximum in-cylinder pressure (Pmax) increased with increasing PMBF,
and tended to be higher for biodiesel than petrodiesel. Addition of TPGME to PETRO-
DIESEL increased Pmax to levels comparable to those of an equivalent biodiesel. In many
cases, the angle at which biodiesel reached maximum pressure (ΘPmax) was retarded com-
pared to petrodiesel, particularly at higher injection pressures.
Since, for a given PMBF, average AHRR values across the premixed burn fraction were
relatively consistent between fuels, pressure change across the premixed burn (∆Ppmb)
also tended to vary little between petro- and biodiesel (although at the lower load the
variation in ∆Ppmb appeared more significant). Due to the increase in post-premixed
AHRR when fuelling on biodiesel, particularly through the most rapid period of diffusion
heat release, ∆Pdiff was higher for biodiesel in all but the most highly premixed lower
load cases. Generally, it is the increase in ∆Pdiff which causes the increase in maximum
pressure when fuelling on biodiesel. The increase in ∆Pdiff is due to an increase in both
the rate and duration of diffusion pressure rise when fuelling on biodiesel; the increase
in the duration of the diffusion pressure rise depends on ΘPmax, and its proximity to the
period of increased biodiesel diffusion AHRR.
5.3.4.2 THE VARYING EFFECT OF BIODIESEL ON NOx EMISSIONS
Accounting for differences in start of combustion timing and degree of premixing, PETRO-
DIESEL+30% TPGME had similar NOx emissions to an equivalent biodiesel, as well as
typically comparable smoke and CO emissions, maximum pressure and diffusion heat re-
lease characteristics. Many of these factors clearly have some connection to the fuel-bound
oxygen content of the fuels, and hence the equivalence ratios encountered during their
combustion. In simple terms then, the difference in NOx emissions that remains between
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petro- and biodiesel, after differences in start of combustion (SOC) and PMBF have been
accounted for, appears to be a function of fuel-bound oxygen content. However, although
the difference in fuel-bound oxygen content between petro- and biodiesel is unchanging,
the difference in NOx emissions is not.
Considering all of the higher load data (from both Studies 1 and 2), the NOx emissions
trends most closely correspond to the Pmax and ∆Pdiff trends, which are themselves related
to the period of the diffusion burn through which biodiesel has significantly higher AHRR
than petrodiesel. The next questions are, why does this period exist, and what determines
the magnitude and duration of the AHRR difference?
Because diffusion AHRR was increased by the addition of TPGME, it is possible that
there is some relationship between the diffusion AHRR increase and fuel-bound oxygen
content. Alternatively, it appears possible, due to the timing of the AHRR increase, that
it may instead be a result of an increase in the duration of the injection event; this occurs
because both the biodiesels and the TPGME blends have lower energy densities than
petrodiesel, and hence require an increase in fuelling to maintain the same load.
Although the higher diffusion AHRR of biodiesel causes an increase in Pmax at the
higher load, the difference in NOx emissions between petro- and biodiesel goes beyond
that which is attributable to the Pmax increase alone. Plotted as a function of Pmax, in
Figure 5.71, NOx emissions continue to be higher for biodiesel, and the TPGME blends,
throughout Study 1 (marked in Figure 5.71 as HIGHER LOAD). In Study 2 (marked as
VARYING INJECTION PRESSURE), BIODIESEL NOx emissions as function of Pmax
were also above those of PETRODIESEL at an injection pressure of 800 bar, but as injec-
tion pressure and Pmax increased, NOx emissions for the two fuels converged. Although
no clear trend is apparent in the Study 3 data (marked as LOWER LOAD in Figure 5.71)
considered independently, certainly the differences between petro- and biodiesel in terms
of both Pmax and NOx emissions were small at this condition.
In summary: the reduced energy density of biodiesel extends the necessary injection
duration; it is possible that extended injection duration, and other factors, contribute to
increased AHRR through the diffusion burn when fuelling on biodiesel; increased diffusion
AHRR increases maximum in-cylinder pressure; for a given value of Pmax, the increase in
NOx emissions when fuelling on biodiesel generally corresponds to the reduction in FSN,
as seen in Figure 5.72; FSN is related to the quantity of diffusion combustion, as well as
the fuel-bound oxygen content and inherent sooting tendency of the fuel.
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Figure 5.71: Emissions of oxides of nitrogen as a function of maximum in-cylinder pressure for
all fuels under all tested conditions. Solid best fits and connecting lines run through petrodiesel
data, dashed best fits and connecting lines run through biodiesel data.
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Figure 5.72: Difference in emissions of nitrogen oxides (petrodiesel minus biodiesel) as a function
of difference in filter smoke number (petrodiesel minus biodiesel) for all petrodiesel points. Values
calculated by comparison with biodiesel data points projected to an equivalent value of maximum
in-cylinder pressure, on the basis of best fits through the NOx and FSN data.
5.4 CONCLUSIONS
Three connected experiments were undertaken, with start of combustion held constant,
in order to gain insight into the relationships between biodiesel, degree of premixing, fuel
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oxygenation and emissions of oxides of nitrogen. The main conclusions of this work are as
follows:
1. Emissions of oxides of nitrogen (NOx) increased with increasing degree of premixing.
(a) At higher load, the relationship between NOx emisisons and premixed burn
fraction (PMBF) appeared to be fairly linear.
(b) At lower load, a degree of non-linearity was apparent.
2. For a given PMBF, the tested biodiesels had higher NOx emissions than the petro-
diesels under all tested conditions.
(a) The like-for-like increase in biodiesel NOx emissions was larger at the higher
load (around 12.5%) than at the lower load (2–2.5%).
(b) Addition of the oxygenate, tripropylene glycol methyl ether (TPGME), to
petrodiesel increased like-for-like NOx emissions, such that a petrodiesel blend
with comparable fuel-bound oxygen content to biodiesel also had comparable
NOx emissions, for an equivalent PMBF.
(c) At higher injection pressures the biodiesel NOx increase relative to petrodiesel
became progressively larger.
(d) It is also possible that physical properties of biodiesel may effect the magnitude
of the NOx increase: a biodiesel derived from used cooking oil, which was
possibly more viscous than the other biodiesels, had lower NOx emissions than
the other biodiesels for a given PMBF.
3. Higher cetane number fuels, which have shorter ignition delays and hence reduced
PMBFs, have accordingly reduced NOx emissions. Where a biodiesel CN is higher
than that of a petrodiesel, the associated reduction in PMBF can offset the like-for-
like biodiesel NOx increase.
(a) At higher load, where the like-for-like increase in NOx is large, a biodiesel would
be required to have a very high CN (around 70) in order to elicit NOx emissions
comparable to those of a typical petrodiesel (with start of combustion constant).
(b) At lower load, where the like-for-like increase in NOx is smaller, a biodiesel
with a CN only modestly higher than that of petrodiesel would be likely to
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have lower NOx emissions as a result of the reduction in PMBF (again, with
start of combustion constant).
(c) However, for a low CN biodiesel, like that derived from sunflower oil (which is
high in polyunsaturated species), NOx emissions are significantly higher than
those of petrodiesel under either operating condition.
4. Biodiesel typically had a period of higher apparent heat release rate (AHRR) fol-
lowing the end of the premixed burn phase, through the most intense portion of
diffusion combustion.
(a) The timing and nature of the increase suggest a relationship with the duration
of the injection event, which is likely to be extended when fuelling on biodiesel
due to its reduced energy density.
(b) The fuel-bound oxygen content of the fuel may also contribute (via mixture
stoichiometry, or radiative heat transfer, for example).
(c) The addition of TPGME to petrodiesel also increased AHRR through this pe-
riod. Like the biodiesels, the TPGME blends had both extended injection
durations and increased oxygen content, compared to the neat petrodiesel.
5. The period of higher diffusion heat release tended to be associated with higher
maximum in-cylinder pressure and NOx emissions.
(a) In general, trends in maximum pressure as a function of PMBF tended to closely
resemble trends in NOx emissions.
(b) However, when considered as a function of maximum pressure, biodiesel NOx
emissions continued to exceed those of petrodiesel.
(c) In general, the difference between petrodiesel and biodiesel NOx emissions was
largest when the difference in filter smoke number was also maximised, possibly
implying a relationship with differences in mixture stoichiometry.
6. Filter smoke number (FSN) decreased with increasing degree of premixing.
7. For a given PMBF, the tested biodiesels had lower FSNs than the petrodiesels under
all tested conditions.
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(a) The difference was at its largest (around 70%) under the least premixed higher
load conditions, and at its smallest (around 40%) under the most highly pre-
mixed lower load conditions.
(b) Increasing the fuel-bound oxygen content of petrodiesel, via the addition of
TPGME, to a level comparable to that of biodiesel, reduced FSN to a level
comparable to that of biodiesel.
8. FSN was correlated across all studies with quantities of diffusion combustion.
Addressing explicitly the objectives described in Section 5.1:
 Is the relationship between premixing and NOx emissions causal? No firm conclusion
can be drawn on this, because PMBF and other factors associated with increased
NOx emissions could not be separated. However, where the nature of the relation-
ship between PMBF and NOx varied between the studies, the variation tended to
correspond to the changing relationship between PMBF and maximum in-cylinder
pressure.
 Is the relationship between premixing and NOx emissions linear? At higher load it
appeared to be, but at lower load it did not. It may be necessary to extend the
range of PMBFs further in order to accurately assess linearity at the higher load.
 Is the relationship between premixing and NOx emissions generalisable? No, the
relationship varies between operating conditions. It is not, as speculated in Chap-
ter 4, necessarily the more highly premixed conditions at which the like-for-like
difference in NOx emissions between petro- and biodiesel is smallest; for instance,
with increasing injection pressure PMBF becomes larger and the difference in NOx
emissions between petro- and biodiesel increases.
 How do biodiesels from different feedstocks vary, when differences in start of com-
bustion timing are removed and differences in degree of premixing are accounted for?
The most significant difference between biodiesels appears to be related to variations
in the cetane number of the fuels, resulting largely from variations in the degree of
unsaturation of the feedstock. With differences in PMBF, and hence the effects of
differences in cetane number, accounted for, the remaining differences between the
biodiesels were typically within the scale of variations inherent to the engine. Physi-
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cal properties may also exert some influence; a possibly more viscous biodiesel, used
cooking oil methyl esters, had significantly reduced NOx emissions.
 What is the effect of petrodiesel oxygenation? In most respects, addition of an oxy-
genate to petrodiesel made it behave like biodiesel: NOx increased, FSN decreased,
diffusion AHRR and maximum in-cylinder pressure increased. The like-for-like dif-
ference in NOx between petro- and biodiesel is largely negated when fuel-bound
oxygen content is comparable. This implies that, beyond differences in combustion
phasing and degree of premixing, the biodiesel NOx emissions increase is related
to differences in mixture stoichiometry (although differences in the duration of the




ADDITION TO BIODIESEL ON
EMISSIONS FROM AN HSDI DIESEL
ENGINE
The following section documents work performed with the assistance of Dr. H.A. Dhahad
(of the University of Technology, Baghdad) and N.S.I. Alozie.
6.1 INTRODUCTION
Reduced oxidative stability is one of the principle drawbacks encountered when using
biodiesel (fatty acid alkyl esters, produced by the transesterification of fats and oils)
as either a partial constituent of a fuel-blend, or as a total replacement for traditional
petrodiesel. The reduced stability of biodiesel compared to petrodiesel is related to the
larger quantity of weakly-bound allylic and bis-allylic hydrogen atoms that it contains; as
a result, biodiesel stability is dependent upon the feedstock from which the fuel is derived,
with more highly unsaturated feedstocks generally yielding less stable biodiesels [148, 690].
Oxidative degradation leads to an increase in the viscosity, peroxide and acid values of
the fuel, and can also produce insoluble high molecular weight polymers that are likely to
have deleterious effects upon an engine’s fuel system, potentially to the point of failure by
injector contamination [609].
It has been shown that antioxidants can provide an effective means for preventing
oxidative deterioration and can therefore prolong the reasonable shelf-life of biodiesel [691–
693], although the efficacy of any particular antioxidant apparently varies dependent on
the properties of the fuel to which it is added. In addition to this improvement in stability,
there has also been some suggestion in the literature that exhaust emissions – especially
those of oxides of nitrogen (NOx) – might be improved by the addition of antioxidants. It
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is with this point that the current article is concerned.
There have been a number of previous studies into the effects of antioxidant addition
to biodiesel and biodiesel blends on diesel engine exhaust emissions. Hess et al [694] tested
nine antioxidants, added to B20 soybean biodiesel, and their most significant reduction
in NOx emissions was found with the addition of butylated hydroxyanisole (BHA) at a
concentration of 1000 ppm, which yielded an average 4.4% reduction in NOx emissions
compared to the baseline B20. Xu et al [695] also report that BHA addition to biodiesel
leads to a reduction in NOx emissions, as well as a reduction in smoke. In the Hess
study, butylated hydroxytoluene (BHT) had a slightly lower apparent effect than BHA at
the same concentration, corresponding to an average reduction in NOx emissions of 3%.
Varatharajan and Cheralathan (who have published several studies in this area [696–699])
found that BHT addition to a B20 jatropha biodiesel, at the same 1000 ppm concentration,
gave a reduction in NOx emissions of between 4–8%, depending on engine load [697].
Added to jatropha B100, 1000 ppm of BHT was associated with a 10–17% decline in NOx
emissions, but in most cases antioxidant addition was linked to an increase in emissions
of CO, HC and smoke [697]. Similarly, Fattah et al [700, 701] added BHA and BHT to
B20 blends of palm, coconut and jatropha biodiesels, and found that the antioxidants
were generally associated with slightly reduced NOx emissions but increased CO and HC
emissions.
In the study by Ileri and Koçar [702], they reported that BHT was the most effec-
tive additive in terms of NOx reduction, considered alongside BHA and TBHQ (tert-
butylhydroquinone), when added to B20 canola methyl esters. McCormick et al [587]
tested 2000 ppm TBHQ in a B20 soy biodiesel blend and reported a 0.8% reduction in
NOx, although this was accompanied by a 9% increase in particulate matter (PM). Hess
et al also tested TBHQ, but found that on average it made little difference to NOx (a 0.3%
reduction), although results varied [694]. Velmurugan and Sathiyagnanam [703] report a
reduction in NOx emissions of around 14% following the addition of 1000 ppm TBHQ to
a biodiesel produced from mango seed, and even larger reductions when diethylamine and
pyridoxine hydrochloride were added at the same concentration; all of theses additives
increased CO, HC and smoke emissions compared to the neat biodiesel.
Varatharajan et al report their most impressive reductions in NOx emissions with
amine antioxidants: N -N’ -diphenyl-p-phenylenediamine (DPPD) was associated with a
maximum reduction in excess of 50% at a concentration of 1500 ppm, while p-phenylene-
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diamine (PPD) was most effective at a concentration of 250 ppm, with NOx reductions
ranging from about 35–45% [697]. Palash et al [704, 705] doped B5, B10, B15 and B20
jatropha blends with 1500 ppm DPPD and also recorded significant reductions in NOx
emissions, ranging from 3.5–16.5%. Again, the reduction in NOx was accompanied by an
increase in CO and HC. Prabu and Anand [706] added combinations of amine antioxidants
to jatropha biodiesel at total concentrations between 1500–3000 ppm, achieving NOx re-
ductions of up to 10% in some cases, but a tendency towards slightly higher CO, HC and
smoke emissions compared to the neat biodiesel.
Kalam and Masjuki [707] reported on the effects of 1% 4-nonylphenoxy acetic acid
(NPAA) addition to a B20 palm oil biodiesel, documenting a 23% reduction in NOx
emissions compared to the base B20, and even larger reductions in CO and HC emissions.
Similarly, Mofijur et al [708] doped a B35 palm biodiesel blend with 1% NPAA, and
measured an average reduction in NOx emissions of 17%, again accompanied by substantial
reductions in CO and HC, as well as CO2 emissions.
On the other hand, Kivevele et al [709] concluded that the addition of 1000 ppm of
1,2,3-trihydrobenzene (pyrogallol, PY) made little difference to emissions when fuelling on
methyl esters of croton oil. Jain and Sharma [710] also reported no significant difference in
emissions after adding PY to jatropha biodiesel. Likewise, Ryu [711, 712] found that there
was no significant trend in emissions differences when five different antioxidants, including
BHA, BHT and TBHQ, were added to soybean biodiesel.
In experiments undertaken in a burner rather than an engine, Gan and Ng [713] found
that BHA and TBHQ addition reduced NOx emissions from B10 and B20 palm oil biodiesel
blends, while BHT addition was associated with an increase in NOx emissions; BHA
addition was also accompanied by decreased CO emissions, while BHT and TBHQ addition
lead to an increase in CO. Antioxidant addition was at concentrations ranging from 250–
1000 ppm and, in general, greater additive weighting correlated with a larger change in
NOx emissions. Interestingly, it should also be noted that the studies by Varatharajan et
al concluded that the relationship between antioxidant weighting and NOx reduction is
non-linear, and beyond a certain concentration further addition may weaken rather than
enhance the capacity for NOx reduction [697].
It can be seen that a large proportion of the existing literature suggests that antiox-
idant addition may be an effective way to reduce NOx emissions and stabilise biodiesel
simultaneously (albeit with a possible penalty in terms of CO, HC and PM), and hence
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remedy two of the major perceived issues with biodiesel usage in one fell swoop. Un-
fortunately, there isn’t yet anything resembling a consensus on the issue, nor is there a
clear explanation of the mechanism by which a large magnitude reduction, or indeed any
reduction, might be elicited.
The suggestion seems to be that the purported reduction in NOx may be related to rad-
ical quenching by antioxidants during the combustion process, specifically quenching of the
hydrocarbon radicals (CH) involved in the formation of prompt NO (see Section 2.2.4.3).
On the face of it (and at the risk of being demonstrably wrong), this appears to be an
unlikely proposition. Although it is well understood that small quantities of a compound
can have significant effects on combustion [584, 714], the antioxidants under discussion
are structurally and chemically similar to common fuel components, and should therefore
be expected to behave in keeping with the accepted kinetic models of hydrocarbon oxi-
dation. Practically, the feature that differentiates a primary antioxidant from any other
hydrocarbon, and by virtue of which it derives the ability to scavenge radicals and prevent
autoxidation, is the possession of particularly weakly bound, easily abstractable, hydro-
gen atoms [715]. Essentially, these easily abstractable H-atoms provide more favourable
targets for radical attack than those of which the fuel itself is comprised, and act as
chain-breakers in the early stages of fuel degradation; particularly, primary antioxidants
are intended to donate hydrogen to alkylperoxy radicals (RO2), in order to prevent their
creation of further alkyl radicals [227]. Figure 6.1 shows the three antioxidants employed
in this study.
Figure 6.1: Chemical structures of tested antioxidants.
Figures 6.1A and 6.1B are hindered phenols. Phenol (C6H6O) itself functions as an
antioxidant, but offers only partial quenching of radical activity, because the O-H bond
dissociation energy (BDE) is not low enough [716]; it is slightly lower than that of a
secondary H-C bond, but higher than an allylic H-C bond. Although phenol will act as
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an effective quencher of alkoxy (RO) or hydroxy (OH) radicals, it does not represent a
thermochemically attractive target for many alkylperoxy (RO2) radicals, nor will it draw
attack away from the weakest of the H-C bonds present in the fuel. The addition of
electron donating groups to the aromatic ring reduces the O-H BDE value by stabilising
the radicals formed after hydrogen abstraction through electron delocalisation [716–718];
increased delocalisation is also the reason why the phenol O-H bond is weaker (all other
things being equal) than N-H or H-C bonds in the same position, when usually O-H
bonds are the stronger of the three [719]. Of the substituents seen in Figure 6.1, the
NH2 group reduces BDE most significantly [717], which is why an amine like PPD is an
effective antioxidant despite the slightly higher like for like strength of the aniline N-H
bond compared to the phenol O-H bond.
It should be expected that hydrogen will be abstracted very early in the combustion
process from viable sites in the antioxidant additives, or lost slightly later homolytically,
forming resonantly stabilised aromatic radicals likely to have little low temperature reac-
tivity. A possible exception might exist if the formation of bridged species is possible by
reaction with O2, which could lead to low temperature ring destruction [720]. It seems
likely that stabilised aromatic radicals will decompose by pathways similar to those of
other aromatic compounds, involving additions at the radical centre, decomposition of
side chains, generally retaining the ring until later in the reaction process, and potentially
generating significant amounts of soot precursors [720–722]. The implication of this is
that any unique radical quenching potential of an antioxidant additive might be lost fairly
early in the combustion process, before an opportunity to interfere with NOx formation
might be anticipated to arise.
There is no clear consensus on the proportion of total NO formed in a diesel engine for
which the prompt NO pathways bear responsibility. In modelling studies, some researchers
report significant formation via the prompt mechanism (around 40% in [589]), others
report more modest amounts (around 10% in [415]), and others exclude the pathway
entirely on the basis of negligibility [416, 723]. Prompt NO formation occurs at lower
temperatures than thermal NO, and in slightly richer mixtures, peaking at an equivalence
ratio of about 1.2, whereas thermal NO formation is highest at equivalence ratios between
0.8–1 [398]. However, the equivalence ratios expected within the diffusion flame sheath
of a diesel jet are typically considerably higher (2–4) and are therefore not conducive
to the formation of NOx by either route, while, at the lean periphery of the diffusion
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flame, temperatures are high enough that the thermal NO mechanism is dominant [379].
However, Dec [379] suggests that nitrogen containing compounds, like HCN, may still
form in the fuel-rich core of the jet, and could then react to generate NO at the flame
front, and hence Fenimore-type reactions might still contribute to diesel NOx emissions.
Experimentally, it has been observed that NOx is undetectable in a diesel engine before
the establishment of the diffusion flame, indicating that prompt NO is not formed in the
rich premixed region itself; further, it is proposed that if large quantities of fixed-nitrogen
compounds were being generated in the rich region, then there ought to be a spike in
measured NO soon after the diffusion flame appears (because the accumulated nitrogen
would be rapidly converted to NO), which isn’t the case [534].
Ultimately then, the contribution of the prompt mechanism to NOx formation in a
diesel engine is certainly unclear, quite possibly small, and therefore even if antioxidants
did significantly inhibit the prompt pathways, a reduction in NOx emissions exceeding
10% would seem fairly improbable. Yet, as has been discussed, such reductions have been
reported in the literature. On this basis, there may be some other explanation for the
reported results.
The objective of the following study was to attempt to emulate the work performed in
the aforementioned papers – particularly those of Hess [694] and Varatharajan [697] – to
observe the extent and consistency of any possible reduction in NOx or other emissions,
and to identify possible causal influences. The three antioxidants selected were:
 BHA, because Hess et al [694], Gan and Ng [713], and Xu et al [695] each reported
NOx reductions associated with its use.
 TBHQ, because NOx reductions have been reported by Gan and Ng [713] (and also
by Velmurugan and Sathiyagnanam [703], although these had not been reported at
the time that this work was undertaken), and Hess et al [694] concluded that further
testing was required to determine its efficacy, due to the large variability in data
that they recorded.
 PPD, because Varatharajan et al [696, 697] report substantial reductions in NOx
emissions with only very small quantities of the additive.
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6.2 EXPERIMENTAL METHODOLOGY
The experimental setup was largely as described in Chapter 3. The study was performed
in three parts, which are detailed in Table 6.1. In the first study (Study A) a commercially
produced rapeseed biodiesel (rapeseed methyl esters, RME1, provided by Shell) was tested
neat, doped with 1000 parts per million (ppm) by mass of butylated hydroxyanisole (BHA,
see Figure 6.1A) and with 1000 ppm tert-butylhydroquinone (TBHQ, Figure 6.1B). In the




PARENT FUEL ADDITIVE [WEIGHTING]
DENOTATION
STUDY A Engine load: 80 Nm (5 bar BMEP) BASE Laboratory petrodiesel supply —
(Jan–Feb 2013) Engine speed: 2000 rpm RME1 Commercial rapeseed methyl esters —
Injection pressure: 800 bar RME1+TBHQ Commercial rapeseed methyl esters tert-Butylhydroquinone [1000 ppm]
Start of injection: 9 BTDC RME1+BHA Commercial rapeseed methyl esters Butylated hydroxyanisole [1000 ppm]
STUDY B Engine load: 80 Nm (5 bar BMEP) BASE Laboratory petrodiesel supply —
(Jun–Jul 2013) Engine speed: 2000 rpm RME1 Commercial rapeseed methyl esters —
Injection pressure: 800 bar RME1+PPD Commercial rapeseed methyl esters p-Phenylenediamine [250 ppm]
Start of injection: 9 BTDC
STUDY C Engine load: 80 Nm (5 bar BMEP) BASE Laboratory petrodiesel supply —
(Jan–Feb 2014) Engine speed: 2000 rpm RME2 Small-scale rapeseed methyl esters —
Injection pressure: 800 bar RME2+PPD Small-scale rapeseed methyl esters p-Phenylenediamine [250 ppm]
Start of combustion: 3.25 BTDC RME2+BHA Small-scale rapeseed methyl esters Butylated hydroxyanisole [1000 ppm]
Table 6.1: Outline of the three component studies, including details of the operating conditions
and the fuels and additives used.
However, because the commercially produced RME1 may have already been treated
with an antioxidant preparation (details of which were unavailable) in order to provide ox-
idative stability meeting the legislative standards, a further biodiesel was procured; again,
rapeseed methyl esters, but produced from cooking oil (purchased from KTC Edibles and
transesterified by Work this Way Oil Works at HMP Standford Hill). According to the
best available information, the only added ingredient in this oil was 5 ppm polydimethyl-
siloxane (E900, an antifoaming agent [214], commonly added to cooking oil), and there
should be no antioxidant content besides that which is naturally present. Naturally oc-
curring tocopherols were not quantified, but a combined tocopherol weighting of between
500–1000 ppm might be a reasonable approximation [123, 226].
In the third study (Study C) the biodiesel produced on a small scale and without
prior additive treatment (RME2), was tested with 1000 ppm BHA and 250 ppm PPD.
The purpose of this was to examine the possibility that the results of the earlier work
had been compromised by antioxidant treatment of the commercial biodiesel during the
manufacturing process.
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The fuel blends were prepared using a Corning PC-620D stirring hot plate, at a mildly
elevated temperature (40–60 °C) and a stirring speed sufficient to generate a vortex without
introducing excessive air into the fluid (500–800 rpm). Mixing times varied depending on
the additive, with the PPD requiring significantly longer to completely dissolve.
In order to minimise experimental error, all tests were performed on a fixed sched-
ule. Each day, a baseline measurement was made following a 60 minute engine warm-up,
and 90 minutes running at the nominal operating condition; by this point temperatures,
pressures, fuelling rates and emissions had reached an approximately steady-state. The
purpose of this baseline measurement is to provide a reference point which can be used to
assess whether or not differences in emissions when operating on the various fuels can be
attributed to the fuels themselves, or instead to a more general change in the environment
or engine state. After the baseline measurement was made, the engine was switched to the
test fuel, given a further 90 minutes to stabilise, and then measurements were taken. The
same test schedule was used as in Chapter 5 (see Figure 5.1), but without the precaution
of forced preheating of the test bay (discussed in Section 3.4).
Gaseous emissions were recorded over a 120 second duration and averaged. Three
sets of emissions data were recorded within the same measurement time window for each
test-fuel, and all experiments were repeated in duplicate or triplicate, depending on time
and material constraints. Smoke emissions were, likewise, recorded three times within the
measurement time window.
6.3 RESULTS
All results in the following section are presented alongside their respective daily petrodiesel
baseline measurements. The reason for this is that engine performance and emissions vary
day-to-day to a non-negligible extent, as discussed in Section 3.4. Particularly when
trying to assess small differences between fuels or additives, changes in emissions which
are of research interest can become lost within the noise of the variations inherent to
engine operation. The objective is to use the available information to distinguish those
changes which are properly attributable to the antioxidant additives themselves, from
those changes which are not. Providing daily baseline values informs a more meaningful
interpretation of the results, and, unlike normalisation, allows the reader to make their
own decisions about the significance of the data collected.
In this section, plots are presented which illustrate emissions data by way of the fol-
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lowing graphical elements:
 A dashed horizontal line, denoting the average for the biodiesel data set as a whole,
throughout the study. This includes, taking Study A as an example, all of the RME1,
RME1+TBHQ and RME1+BHA data. The dashed horizontal line is accompanied
by dotted horizontal lines which indicate the standard deviation of the biodiesel data
set as a whole, for the individual study.
 White markers and bars, accompanied by error bars, which represent the averages
and standard deviations for each individual biodiesel preparation.
 A solid horizontal line, denoting the average baseline petrodiesel measurement across
the experimental period. Dashdotted horizontal lines indicate the standard deviation
of baseline petrodiesel data throughout the individual study.
 Black markers and cross-hatched bars, accompanied by error bars, which represent
the averages and standard deviations for the petrodiesel baselines associated with
each of the biodiesel test fuels. In each case, the baseline data is alongside its
respective biodiesel data set.
For each pollutant the discussion will consist of the following:
 A comparison of average biodiesel emissions with the average petrodiesel baseline
measurement.
 A comparison of the biodiesels containing additives with the neat parent biodiesel.
Variations in the average baseline values accompanying each test fuel are discussed
when considering the significance of apparent differences.
 A conclusion about the effect of the additives on pollutant emissions.
6.3.1 OXIDES OF NITROGEN
In Figure 6.2A it can be seen that, in Study A, biodiesel NOx emissions (i.e. emissions from
RME1, RME1+TBHQ and RME1+BHA) were, on average, 8.1% greater than those when
fuelling on petrodiesel (i.e. at the daily baseline). The standard deviation of the biodiesel
points, considered as a single data set, was 1.5%, compared to an overall standard deviation












































(A) BASELINES AVERAGE ± STANDARD DEVIATION
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(C) BASELINES AVERAGE ± STANDARD DEVIATION
BIODIESELS AVERAGE ± STANDARD DEVIATION
Figure 6.2: Emissions of oxides of nitrogen for biodiesel both neat and doped with antioxidants.
In each case, biodiesel results are presented alongside their respective average petrodiesel baseline
values. Horizontal lines unify the different sets of biodiesel and petrodiesel baseline results into
single groups.
The maximum deviation from the undoped RME1 results was observed for the RME1
+BHA blend, which had NOx emissions exceeding those of the neat fuel by 1.5%. However,
this increase was accompanied by a 1.6% increase in the daily baseline value, effectively
negating the change. RME1+TBHQ yielded average NOx emissions within 0.1% of the
neat RME1. Hence, neither additive appeared to cause a meaningful change in NOx
emissions.
In Figure 6.2B it can be seen that, in Study B, biodiesel NOx emissions were, on
average, 12.1% greater than those when fuelling on petrodiesel. Compared to the Study
A results, average petrodiesel values were 1.6% lower, whereas average biodiesel values
were 2.1% higher, despite the operating condition and fuels being nominally the same as
in Study A. Experiments in Study A were undertaken in Jan/Feb 2013, approximately
five months prior to the experiments in Study B, which were not performed until Jun/Jul
2013. In the intervening period, all four injectors in the test engine were replaced and
it is probable that this, in addition to variations in atmospheric conditions, may bear
responsibility for a large part for the differences in measured NOx emissions. The standard
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deviation of the biodiesel points, considered as a single data set, was 2.5%, compared to
an overall standard deviation of 2.4% in the daily petrodiesel baseline values.
NOx emissions from the RME1+PPD blend were, on average, 0.3% lower than those
from the undoped RME1. This was accompanied by a 0.8% reduction in the daily
petrodiesel baseline, which makes the small observed reduction in NOx following PPD
addition even less significant.
In Figure 6.2C it can be seen that, in Study C, biodiesel NOx emissions were, on
average, 3.3% greater than those when fuelling on petrodiesel. In Study C, NOx emissions
when fuelling on both petro- and biodiesel are substantially reduced in comparison with
Studies A and B. The general reduction in magnitude (approximately 12.5% for petrodiesel
and 16% for biodiesel) is primarily attributable to the retardation of injection timing in the
third experiment, from 9 BTDC in Studies A and B, to 6.9 BTDC and 6.6 BTDC for petro-
and biodiesel, repectively, in Study C; the difference in injection timing between petro-
and biodiesel was required in order to obtain constant start of combustion timing (required
for a parallel experiment, documented in Chapter 5). The disparity between petro- and
biodiesel injection timing in Study C, with biodiesel being more greatly retarded, is the
reason that biodiesel NOx emissions were higher than those of petrodiesel by a smaller
amount in Study C than in Studies A and B. The standard deviation of the biodiesel points,
considered as a single data set, was 1.6%, compared to an overall standard deviation of
1.9% in the daily petrodiesel baseline values.
The RME2+PPD NOx emissions exceeded those of the undoped RME2 by 1.4%, but
this was accompanied by a 2.8% increase in baseline NOx emissions, which may suggest
a small reduction in NOx emissions when fuelling on the PPD blend in this case. NOx
emissions from RME2+BHA were 1.2% lower than those from neat RME2, but this change
is negated by the corresponding 1.2% reduction in the daily baseline.
Overall, the effect of all tested antioxidants on NOx emissions appeared to be minimal,
well within the anticipated day-to-day variation of the test engine. The most significant
change in NOx emissions as a result of antioxidant addition was with the addition of PPD
to RME2 in Study C; combined with the daily baseline data, the results suggest a possible
reduction in NOx emissions when fuelling on RME2+PPD of 1–2%, although it remains
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(C) BASELINES AVERAGE ± STANDARD DEVIATION
BIODIESELS AVERAGE ± STANDARD DEVIATION
Figure 6.3: Filter smoke numbers for biodiesels both neat and doped with antioxidants. In each
case, biodiesel results are presented alongside their respective average petrodiesel baseline values.
Horizontal lines unify the different sets of biodiesel and petrodiesel baseline results into single
groups.
6.3.2 FILTER SMOKE NUMBER
In Figure 6.3A it can be seen that, in Study A, biodiesel FSN values were, on average,
52.4% lower than when fuelling on petrodiesel. The standard deviation of the biodiesel
points, considered as a single data set, was 0.03, compared to an overall standard deviation
of 0.13 in the daily petrodiesel baseline values.
The neat RME1 and RME1+TBHQ both had FSNs of 0.58 (averages rounded to the 2
decimal places specified by the smoke meter). When fuelling on RME1+BHA the average
FSN was 0.57. This small reduction was associated with a 2% reduction in the average
daily baseline, more or less negating the change.
In Figure 6.3B it can be seen that, in Study B, biodiesel FSN values were, on average,
57.1% lower than when fuelling on petrodiesel. The standard deviation of the biodiesel
points, considered as a single data set, was 0.03, compared to an overall standard deviation
of 0.07 in the daily petrodiesel baseline values.
The FSN was 0.03 higher on average when fuelling on RME1+PPD than when fuelling
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on neat RME1. This increase when fuelling on RME1+PPD was accompanied by a 2%
increase in the daily baseline, which partially accounts for the change, although not entirely
(the 0.03 average increase in FSN approximately equates to a 5% increase over the neat
RME1).
In Figure 6.3C it can be seen that, in Study C, biodiesel FSN values were, on average,
49.1% lower than when fuelling on petrodiesel. The standard deviation of the biodiesel
points, considered as a single data set, was 0.09, compared to an overall standard deviation
of 0.04 in the daily petrodiesel baseline values. This means, that despite a lower variability
in the petrodiesel baseline than was the case in Studies B and C, the standard deviation
of the biodiesel data set tripled.
Average FSN when fuelling on RME2+PPD was 0.16 higher than when fuelling on ei-
ther RME2 or RME2+BHA, which both had the same FSN, 0.75. The substantial increase
in FSN with PPD addition was not accompanied by any increase in the average petrodiesel
baseline value; in fact, the associated baseline was slightly lower for RME2+PPD than for
the neat RME2. Hence, it appears that in Study C the addition of PPD may have caused
a considerable increase in FSN, to the order of around 20%.
Additionally, in Study C the FSN measured when fuelling on RME+PPD increased
as the fuel aged, from an FSN of 0.83 three days after production, to a value of 0.98 a
day later. To a lesser extent, the same tendency was extant in Study B, wherein FSNs
of 0.64 and 0.63 were measured one and two days after production, but when the next
measurement was made a week later the value increased to 0.67.
Overall, PPD was the only antioxidant which was associated with a significant change
in FSN, with the results suggesting that PPD addition may have increased smoke emissions
significantly.
6.3.3 CARBON MONOXIDE
In Figure 6.4A it can be seen that, in Study A, biodiesel carbon monoxide emissions were,
on average, 20.3% lower than when fuelling on petrodiesel. The standard deviation of
the biodiesel points, considered as a single data set, was 4.3%, compared to an overall
standard deviation of 4.9% in the daily petrodiesel baseline values.
CO emissions when fuelling on RME1 and RME1+TBHQ differed by only 0.1%, but
those when fuelling on RME1+BHA were around 4.3% lower. This reduction was accom-
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(C) BASELINES AVERAGE ± STANDARD DEVIATION
BIODIESELS AVERAGE ± STANDARD DEVIATION
Figure 6.4: Carbon monoxide emissions for biodiesels both neat and doped with antioxidants.
In each case, biodiesel results are presented alongside their respective average petrodiesel baseline
values. Horizontal lines unify the different sets of biodiesel and petrodiesel baseline results into
single groups.
change.
In Figure 6.4B it can be seen that, in Study B, biodiesel carbon monoxide emissions
were, on average, 25.9% lower than when fuelling on petrodiesel. The standard deviation
of the biodiesel points, considered as a single data set, was 2.3%, compared to an overall
standard deviation of 5% in the daily petrodiesel baseline values.
When fuelling on RME1+PPD the CO emissions were 1% lower than when fuelling
on the neat RME1. Alone, this is a very small change, but coupled with a 3% increase in
the daily baseline, it appears more considerable.
In Figure 6.4C it can be seen that, in Study C, biodiesel carbon monoxide emissions
were, on average, 21% lower than when fuelling on petrodiesel. The standard deviation
of the biodiesel points, considered as a single data set, was 3.4%, compared to an overall
standard deviation of 2.8% in the daily petrodiesel baseline values.
RME2+PPD had CO emissions 2.7% higher than those of RME2, accompanied by
a 2.2% increase in the daily baseline, mostly accounting for the change. RME2+BHA
recorded a 6% reduction relative to RME2, accompanied by a 3% increase in the daily
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baseline. This means that there is an apparently meaningful reduction in CO emissions
from biodiesel with the addition of BHA. However, as the wide standard deviation of the
RME2+BHA data reflects, there were instances where CO emissions from RME2+BHA
were comparable to those of the neat RME2, but these were associated with increased
daily baseline emissions.
Overall, the data suggests that BHA addition to biodiesel may be associated with a
reduction in CO emissions, although the significance of this is unclear. In Study A the
reduction in CO when fuelling on RME1+BHA can be accounted for in terms of the daily
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(C) BASELINES AVERAGE ± STANDARD DEVIATION
BIODIESELS AVERAGE ± STANDARD DEVIATION
Figure 6.5: Total hydrocarbon emissions for biodiesels both neat and doped with antioxidants.
In each case, biodiesel results are presented alongside their respective average petrodiesel baseline
values. Horizontal lines unify the different sets of biodiesel and petrodiesel baseline results into
single groups.
In Figure 6.5A it can be seen that, in Study A, the biodiesel total hydrocarbon emis-
sions were, on average, 10.8% lower than when fuelling on petrodiesel. The standard
deviation of the biodiesel points, considered as a single data set, was 9.1%, compared to
an overall standard deviation of 9.3% in the daily petrodiesel baseline values.
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Fuelling on RME1+TBHQ saw a 5.3% increase in average THC emissions over neat
RME1, and was associated with a 7.7% increase in the daily baseline. Likewise, fuelling
on RME1+BHA produced a 4.5% THC increase relative to RME1, accompanied by an
8.3% baseline increase. Even discounting the baseline increases, changes of this magnitude
are insignificant due to the large standard deviation of the data for each fuel.
In Figure 6.5B it can be seen that, in Study B, the biodiesel total hydrocarbon emissions
were, on average, 18.9% lower than when fuelling on petrodiesel. The standard deviation
of the biodiesel points, considered as a single data set, was 6.8%, compared to an overall
standard deviation of 2.4% in the daily petrodiesel baseline values.
RME1+PPD generated 4.3% lower THC emissions than RME1, accompanied by a
0.4% increase in the daily baseline. However, this change is likely to be insignificant due
to the large variability of the data for each fuel.
In Figure 6.5C it can be seen that, in Study C, the biodiesel total hydrocarbon emis-
sions were, on average, 15.6% lower than when fuelling on petrodiesel. The standard
deviation of the biodiesel points, considered as a single data set, was 6.5%, compared to
an overall standard deviation of 5.1% in the daily petrodiesel baseline values.
RME2+PPD had THC emissions 8.3% lower than those of the neat RME2, despite a
7.4% increase in the daily baseline. RME2+BHA had 9.8% lower THC emissions compared
to the neat RME2, but this was accompanied by a 3.5% reduction in the petrodiesel
baseline. Unlike the other THC data collected, there was very little variation amongst
the RME2 and RME2+PPD data, and exceptional day-to-day repeatability, as the small
standard deviations illustrate. However, this implies a degree of significance that is likely
to be undeserved. Although it is possible that the RME2+PPD blend does reduce THC
emissions, potentially a more prolonged experimental investigation would have revealed
this as an experimental anomaly.
Overall, slight reductions in THC emissions were observed with the addition of PPD
in both Studies B and C, but the high variability of THC data in general makes it hard
to attribute much significance to the changes observed. If the reduction in CO with PPD
addition is a real tendency, it may have some relation to the increase in sooting observed.
6.4 DISCUSSION
There was no substantial change in NOx emissions elicited by any of the tested additives.
This is in minor contradiction of data published by Hess et al [694], major contradiction of
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data published by Varatharajan et al [697], but in general agreement with data published
by Kivevele [709], Jain and Sharma [710], and Ryu [711, 712]. Why there should be such
significant reductions in one study but negligible effects in others is not entirely clear. If
the significant reductions seen by Varatharajan were related to combustion chemistry, it
should be expected that they would be reproducible in any engine.
A plausible (but perhaps not entirely persuasive) reason for the discrepancy is asso-
ciated with differences in engine technology. It is likely that the addition of antioxidants
affects the physical properties of a fuel, and a change in physical properties would be ex-
pected to make a bigger difference in engines employing lower pressure pump-line-nozzle
type injection systems, than it would in those utilising a high pressure common-rail. It
is also conceivable that the thorough fuel filtration employed in this study may have re-
moved some fraction of the antioxidant from the fuel before it reached the injectors, but
given that the antioxidants were rigorously mixed into the biodiesel, and that no deposit
accumulation was apparent on any of the fuel filters, this appears to be unlikely.
Additionally, in some cases it may be that the quality of the biodiesel, the manner
in which the biodiesel-antioxidant mixture was prepared, and the time for which it was
stored prior to use could have affected both the properties of the resulting fuel and the
combustion characteristics. The RME1+PPD and RME2+PPD blends that were used
darkened slightly as they were prepared and became progressively darker during storage
(which wasn’t unexpected, because PPD is a dye); the transition from a golden yellow, to
a more reddish yellow, and finally to a dark cola-like brown can be seen in Figure 6.6. This
process was significantly more rapid and pronounced with RME2+PPD (in Study C) –
that is, with the biodiesel which was produced on a smaller scale and was not oxidatively
stabilised by the manufacturers. It may also be pertinent that the RME2+PPD mixture
was prepared at a slightly higher temperature and mixing speed. It is possible that during
preparation and storage the PPD was oxidised and then reacted with some element of
the fuel mixture, in order to produce the colour change by mechanisms related to those
discussed in [724, 725]. Such a reaction might be expected to produce higher molecular
weight compounds, and could therefore have caused an increase in the viscosity and sooting
tendency of the fuel.
The production of aromatic oligomers from PPD may explain the slightly increased
FSN observed, particularly in Study C, with the addition of PPD to biodiesel. In Study C
the increase in FSN when fuelling on RME2+PPD was around 20% on average, compared
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Figure 6.6: Colour transition of rapeseed methyl esters mixed with 0.025% m/m p-phenylene-
diamine. From left to right: before PPD addition, golden yellow; during mixing process, slightly
more reddish yellow; several weeks after preparation, dark cola-like brown.
to neat RME2; this was the only case in which an additive caused the quantity of any
pollutant to exceed the mean for the overall biodiesel set by more than one standard
deviation of the overall set. This increase in smoke emissions when using a fuel doped
with aromatic amines was also reported by Varatharajan et al [698].
The literature also generally reports increases in carbon monoxide and total hydro-
carbon emissions when antioxidants are added to a biodiesel, as described in Section 6.1.
However, here there is no strong evidence to that effect. In fact, CO was reduced in
some cases following the addition of antioxidants, most significantly in Study C with
RME2+PPD. In Study C THC emissions were also reduced following the addition of PPD
to biodiesel, as well as following the addition of BHA. However, the variations in CO ob-
served are insufficient to conclude that the effects are necessarily a result of the addition of
antioxidants, and a far larger data set would be required to draw any definitive conclusion.
That is to say, the influence of antioxidants is not large enough to be easily distinguishable
from experimental error and the inherent variability of the system. In a better controlled
environment, smaller changes could be reliably scrutinised.
It should be noted that in-cylinder pressure data was also collected throughout all of
the experiments, and heat release parameters were subsequently calculated and analysed.
At the outset, it was speculated that differences in factors like ignition delay, or heat release
rates, may offer some explanation for the reported reductions in NOx emissions following
antioxidant addition to biodiesel; little information is currently available on this in the
literature. However, like the majority of exhaust emissions, heat release characteristics
were apparently unaffected by antioxidant addition (a detailed discussion of heat release
and its associations with emissions can be found in Chapter 5).
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6.5 CONCLUSIONS
Three antioxidant additives – tert-butylhydroquinone (TBHQ), butylated hydroxyanisole
(BHA) and p-phenylenediamine (PPD) – were mixed into two rapeseed derived biodiesels
(RME1 and RME2), in order to assess the effects of antioxidant addition on pollutant
emissions. RME1 was produced on a large scale by a commercial manufacturer, and was
likely to have been oxidatively stabilised with additives during the production process.
RME2 was produced on a smaller scale, and was not treated with additives prior to the
additions made for the purposes of this study.
In terms of NOx emissions, none of the antioxidants had any significant effect. There
were some changes in CO and THC emissions, but the significance of these is unclear; in
all cases the average values for the antioxidant blends were within one standard deviation
of the mean for the overall biodiesel set. The most apparently meaningful change observed
was an increase in FSN (of around 20%) when fuelling on RME2+PPD. It is hypothesised
that this is related to the oxidation of PPD during preparation and storage, followed
by reaction with some element of the fuel to form higher molecular weight compounds,
and evidenced by the significant observed colour change. This may have occurred more
readily with RME2 because, first, it was not oxidatively stabilised during manufacture,
and, second, because the blend was prepared at a slightly higher temperature and mixing
speed.
An assessment of emissions differences on the scale of those introduced by admixture of
antioxidants is problematic, because the inherent variation of the experimental setup is of
a comparable magnitude to the changes that are of actual experimental interest. To assess
such small changes, either a better controlled and more highly repeatable test system is
required, or a far larger data set needs to be collected, in order to allow a comprehensive
and statistically valid analysis to be performed.
The results of the work discussed in this chapter suggest the conclusion that changes
in pollutant emissions caused by the use of antioxidants at the studied concentrations are
small enough that differentiating them from the general variability of experimental engine
data is not straightforward. This is with the exception of a possible increase in smoke








The following section documents work performed in collaboration with Dr. M. Lawrence,
and also incorporates data collected by M.A. Pereira, Jr. (of the Federal University of São
Carlos, Brazil) with the author’s assistance. A more complete and authoritative description
of the optical setup, methodology and analysis is given in [726]. The transmission electron
microscope was operated by A. Howkins (of the Brunel University Experimental Techniques
Centre).
7.1 INTRODUCTION
In a diesel engine the processes of soot formation are highly convoluted, and sophisticated
experimental equipment and diagnostic techniques are necessary in order to obtain a useful
characterisation of in-cylinder phenomena. A laboratory flame offers a far more accessible
combustion environment, which can be relatively easily controlled, probed physically and
optically with a minimum of apparatus, and used to test fuels available in only small
quantities and of unknown quality without risk or expense.
The purposes of the following work were: First, to study simple wick-generated dif-
fusion flames fuelled on a range of biodiesels, using an optical technique – namely laser-
induced incandescence (LII). These results could then be compared with the respective
chemical compositions of the fuels, to gain insight into the practical differences in sooting
which the chemical differences between biodiesels might elicit. Second, to conduct similar
experiments using petrodiesel, and its blends with biodiesel and other oxygenated fuels, to
compare the efficacy of different oxygenated fuels with respect to soot reduction. Third,
to collect soot from the flames for examination using a transmission electron microscope
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(TEM), with a view to observing possible structural differences resulting from fuel chem-
istry. Temperature measurements were also made, in part to aid the explanation of the
results, but also as a preliminary stage in the investigation of an alternative method of
soot measurement; this method was based on [727, 728] but is not discussed here (forming
part of a project undertaken by Pereira [729]). In addition, rudimentary sooting height
measurements were made, to corroborate and compliment the LII results, and investigate
another alternative means of characterising the flames.
7.2 EXPERIMENTAL SETUP
7.2.1 WICK BURNER
In initial experimentation an attempt was made to generate a stable diffusion flame using
a vaporiser system, as employed in previous experiments undertaken at Brunel University
[372]. However, although it was possible to sustain a satisfactory petrodiesel flame using
this equipment, biodiesel posed a greater challenge on account of its higher boiling point,
and a greater level of risk on account of its lower autoignition temperature. A biodiesel
flame could be produced using the vaporiser, but it was difficult to sustain. However,
both petrodiesel and biodiesel, being multi-component fuels, are likely to be unsuitable
for use with some vaporiser-type setups, because the different fuel components vaporise
at different temperatures and as a result there is a danger of fractionalisation, with the
burned mixture not accurately representing the test fuel. This could be avoided if it
were possible to ensure complete vaporisation of all constituents, but with the existing
equipment the maximum obtainable temperatures were insufficient for this purpose.
The majority of the work documented in this chapter involved the use of a wick gen-
erated flame, and the wick burner is illustrated in Figure 7.1. The burner was formed of
three parts; a bowl, a cylindrical wick holder which screwed into the base of the bowl, and
the wick itself.
The fuel (A) was poured into the bowl, and the geometry of the bowl was designed
such that, when full to the brim, the fuel surface remained 5mm below the base of the
exposed wick; this prevented pool-burning of the more volatile fuels.
The wick (B) was produced from a calcium-magnesium silicate high temperature in-
sulation wool with a melting point in excess of 1400 °C (Superpak 607 MAX, RS stock
number 417-6779 [730]). This wool was not consumed or degraded by the flame itself,
although with repeated use wicks would become clogged with soot and fuel residue, neces-
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Figure 7.1: Cross-sectional illustration of the wick burner.
sitating periodic replacement. Wicks were hand-rolled to a diameter small enough to allow
them to be fed through the 3 mm diameter wick holder. Due to the short fibre length
of the ceramic wool, rolling the wicks and threading them through the holder was not
straightforward. In an attempt to overcome this difficulty, some of the later experiments –
particularly those using the pump (described in Section 7.2.4) – were trialled using a solid
ceramic wick from an electronic cigarette (House of Hybrids ceramic wick replacement for
the Z-Atty-Pro [731]). This offered advantages in terms of controllability and ease of use,
but suffered more rapidly from clogging issues, which made the ceramic wool the preferred
option.
Once the wick was inside the cylindrical wick holder, the wick holder was screwed into
the base of the bowl. In a burner of this type, flame characteristics are heavily influenced
by the shape and geometry of the wick. In order to maintain a degree of consistency, wicks
were cut square to the desired length, and (where possible) each fuel was tested multiple
times with different wicks to try to overcome any differences induced by changes in wick
geometry.
Fuel was soaked into the wick through a hole in the base of the cylindrical wick holder
(C), and was transported upwards by capillary motion. Effort was made to roll the wicks
in a consistent fashion in order to maintain similar capillary radii; i.e. wicks were rolled
to a similar tightness, using similar amounts of the wool. It was essential to thread wicks
carefully through the wick holder, rather than packing them into it, because the latter had
a negative impact upon wicking, and in some cases prevented flow at a rate sufficient to
sustain the flame. In terms of fuel dependent variables, the rate of liquid penetration under
capillary motion increases with increasing surface tension and decreases with increasing
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viscosity [732]. Certain tested fuels – used cooking oil methyl esters and straight sunflower
oil – were found to be excessively viscous to make use of.
The base of the wick burner (E) was shaped in order to enable precise and consistent
location of the part with respect to the optical system, using the existing fittings.
7.2.2 OPTICAL DIAGNOSTICS
7.2.2.1 LASER-INDUCED INCANDESCENCE (LII)
Laser-induced incandescence (LII) is an optical diagnostic technique which is widely used
to quantify soot volume fraction (SVF) in flames and other combustion systems [733]; it
can also be used to predict soot particle sizes [734]. LII involves rapid laser heating of
absorbing particles (LII is not restricted to soot, although this is its primary application),
followed by photodetection of the resulting black-body radiation. Soot is a broadband
absorber, but for the purposes of LII it is usual to irradiate it with an infrared range
laser (a 1064 nm Nd:YAG in the case of this study) because this reduces interference in
the results (compared to shorter wavelength lasers), from sources such as laser-induced
fluorescence (LIF) of polycyclic aromatic hydrocarbons (PAHs) and C2 fragments [735].
Incandescence of heated particles begins at temperatures above 2500 K, but initially
the resulting LII intensity is strongly dependent on the soot temperature and hence the
laser fluence, meaning that the effects of soot concentrations on the results are obscured by
the effects of the laser settings. By heating the soot to what is known as the vaporisation
threshold (approximately 4000 K) a large proportion of any additional energy supplied
by the laser is used to vaporise the soot rather than heat it further; hence, past the
vaporisation threshold, in the so-called ‘plateau region’, the influence of laser fluence on
the observed LII intensity is reduced [736].
Soot incandescence is spectrally broad, but detection filters are commonly applied in
order to restrict quantification to specific wavelengths. The purpose of this is to avoid
those frequencies at which interference is likely, while retaining good signal strength, and
to enable easier differentiation between LII and the luminosity of the flame [735].
7.2.2.2 OPTICAL SETUP
The optical setup employed for the LII aspect of the experiments can be seen in Figure 7.2.
(A) Camera: Andor InstaSpec V ICCD (intensified charge-coupled device).
(B) Lens: Nikon NIKKOR 50 mm.
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Figure 7.2: Labelled optical setup (label descriptions are given in the text) [726].
(C) LaVision image doubler.
(D) Band pass filters: 415 nm (25 nm FWHM (full width at half maximum)) and 632
nm (11 nm FWHM).
(E) Beam dump.
(F) Extractor.
(G) Flame guard with borosilicate glass windows.
(H) Wick burner (see Section 7.2.1).
(I) Lenses: used to create a laser sheet from the beam. The utilised laser sheet was 10
mm high and 0.5 mm thick.
(J) Mirrors.
(K) Laser: Continuum Surelite Nd:YAG (neodymium-doped yttrium aluminium garnet),
with a fundamental wavelength of 1064 nm.
The laser was operated at a 10 Hz pulse frequency, a pulse duration of approximately
8 ns and a pulse energy of 10 mJ, equating to a fluence of 0.25 J/cm2. The laser was
externally triggered, and synchronised with the camera using a Stanford Research DG645
delay generator. The process was controlled via the image acquisition software, Andor
MCD.
7.2.3 THERMOPHORETIC SAMPLING
The actuating element of the thermophoretic sampling system was designed and con-
structed by Stannett for his undergraduate dissertation [737]. It consists of a pneumatic
solenoid-driven double acting cylinder, and is illustrated schematically in Figure 7.3.
Stannett also produced circuitry to control the residence time of the probe at its
fully extended position, incorporating a reed switch for proximity detection, along with
a series of electronic timers. To the end of the sampling probe illustrated in Figure 7.3
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Figure 7.3: Pneumatic double acting cylinder circuit, shown with the sampling probe in the home
position (top) and fully extended (bottom) [737].
an additional finger was attached, to enable a TEM grid to be inserted into the flame. A
photograph of the sampling finger can be seen in Figure 7.4, with the TEM grid in place
(located in the hole to the far right of the image). The grids were clamped between two
metal plates, the top one slightly bent to ensure sufficient pressure to keep the grid in
place, and the bottom machined with a very small recess to make grid positioning more
repeatable and robust.
Figure 7.4: Sampling finger with TEM grid in place.
The finger was made reasonably slim, and high-speed video revealed minimal per-
turbation of the flame during insertion. It also indicated an in-flame residence time of
approximately 65 ms. Initially, the sampler was seen to pitch forwards a little upon reach-
ing full extension, leading to a spurious fall in the position of the grid within the flame.
This problem was rectified by running the probe along a solid rail.
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The TEM grids used were carbon films on 200 mesh copper, with diameters of 3.05
mm (purchased from Agar Scientific and TAAB Laboratories Equipment).
7.2.4 PUMP DRIVEN WICK BURNER
All of the LII, sooting height and TEM experiments were undertaken using the wick burner
described in Section 7.2.1. Temperature measurements were performed using a modified
setup, incorporating a Shimadzu LC-20AD solvent delivery unit from an high-performance
liquid chromatography (HPLC) system. This unit is capable of accurately maintaining
a constant rate of flow between 0.0001–10 ml/min, and was included to improve the
controllability of the flame by varying the rate at which fuel was supplied to the base of
the wick. An illustration of the setup can be seen in Figure 7.5.
Figure 7.5: Labelled flame setup incorporating solvent delivery unit (label descriptions are given
in the text).
(A) Flame guard with borosilicate glass windows.
(B) Wick-generated flame.
(C) Wick: for all reported work the same ceramic wool was used (as described in Sec-
tion 7.2.1), but attempts were also made using a solid porous ceramic wick from an
electronic cigarette [731]. The latter suffered more quickly with fouling.
(D) Glass tube feeding fuel to the wick.
(E) Draft excluder, to prevent perturbations of the flame from the direction of the re-
moved window.
(F) R-type thermocouple (both 0.075 mm and 0.125 mm wire diameters were used).
(G) Positioning stage.
(H) Fuel flow from solvent delivery unit.
(I) Shimadzu LC-20AD solvent delivery unit.
(J) Thermocouple compensation wire.
(K) Fuel supply, induction through a ceramic filter.
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(L) Temperature display: running through a Eurotherm 2132 temperature controller
[738].
(M) Waste fuel/flushed solvent.
Although the measurements made were intended to have qualitative rather than quan-
titative validity, temperatures were measured using R-type thermocouples of two different
diameters, 0.075 mm and 0.125 mm (purchased from Omega, part numbers P13R-003 and
P13R-005, respectively), to provide an approximate indication of the degree of error that
may exist as a result of radiant heat loss from the thermocouple [739]. The thermocou-
ple tips were kept a constant shape by reforming them between measurements around a
cylinder of 10 mm diameter.
7.2.5 FUELS
The fuels employed for the following experiments were as follows:
 Ultra-low sulphur diesel (ULSD).
 Rapeseed methyl esters (RME).
 Sunflower methyl esters (SME).
 Coconut methyl esters (CME).
 Tallow methyl esters (TME).
 Fish oil ethyl esters (FEE).
 ULSD blended with varying percentages of RME.
 ULSD blended with varying percentages of diethylene glycol diethyl ether (DGDE).




Figure 7.6: Chemical structure of diethylene glycol diethyl ether (DGDE).
The major chemical components of the biodiesels used in this study were characterised
by means of gas chromatography. Analyses were performed on an Agilent 6890N Gas
Chromatograph, with an HP-INNOWax column (19091N-133), having a polyethylene gly-
col stationary phase [652, 653]. The method used was based upon that recommended
by BS EN 14103:2011 [654], with minor alterations. Fuel samples were prepared into a
1:10 fuel:hexanol solution, and 1 µl was injected at a temperature of 300 °C, pressure of
11 psi and split ratio of 50:1. The carrier gas used was hydrogen, at a flow rate of 1.9
ml/min and pressure of 11 psi. As per the cited standard, the temperature was initially
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held at 60 °C for 2 minutes, then raised at a rate of 10 °C/min until reaching 200 °C,
then at 5 °C/min up to 240 °C. This was followed by a 6 minute hold, a 20 °C/min rise
to 260 °C and a further 4 minute hold, in an effort to ensure complete removal of all
injected material from the column. The system used an FID detector to quantify eluted
species. Chemical compounds were identified by comparison with the available literature
[103, 131]. In the case of the vegetable derived biodiesels, with relatively uncomplicated
compositions, identification by this method was straightforward. The greater complexity
of the animal derived tallow methyl esters and fish oil ethyl esters meant that certain
smaller peaks could not be confidently named; fortunately, the bulk of the fuel did not
present a problem.
A breakdown of the composition of the biodiesels is given in Table 7.1. Values are
quoted to the nearest 0.5%, and species present in concentrations of less than 1% are
not quoted. RME is fully accounted for. SME contained a <1% proportion of methyl
palmitoleate (C16:1). CME contained a <1% proportion of methyl caproate (C6:0). TME
contained a <1% proportion of methyl laurate, and a further 3.5% of the fuel components
could not be certainly identified; most unidentified peaks lay between those attributed to
C16:1 and C18:0, and are possibly indicative of methyl esters of more highly unsaturated
C16 fatty acids. In the case of FEE, 16.5% of the fuel components could not be identified;
as with the TME, the majority of unidentified peaks (accounting for around 11% of the
total composition) lay between C16:1 and C18:0 peaks – again, some are possibly indicative
of ethyl esters of more highly unsaturated C16 fatty acids.
METHYL ESTERS
NAME FEEDSTOCK C8:0 C10:0 C12:0 C14:0 C16:0 C16:1 C18:0 C18:1 C18:2 C18:3 C20:1 C22:1 AVG. C DN AFT (K)
RME RAPESEED OIL 4.5 2 64.5 18.5 9.5 1 17.93 131 2430
SME SUNFLOWER OIL 6.5 3.5 27 62.5 17.86 152.5 2435
CME COCONUT OIL 7 5.5 45.5 18.5 10 2.5 8.5 2 13.13 12.5 2405
TME TALLOW 2.5 23 2 16.5 41 9.5 1.5 17.3 12.5 2420
ETHYL ESTERS
NAME FEEDSTOCK C8:0 C10:0 C12:0 C14:0 C16:0 C16:1 C18:0 C18:1 C18:2 C18:3 C20:1 C22:1 AVG. C DN AFT (K)
FEE FISH OIL 13.5 30.5 14.5 3.5 14 1.5 6 16.5-16.75 70-100 2420-2425
Table 7.1: Results of fuel analysis by gas chromatography (with major species emphasised). AVG.
C is the average main carbon chain length (this value is one less than the carbon number of the
fuel for methyl esters, and two less for ethyl esters). DN is the double bond number (calculated as
described in [233]) which gives an indication of the degree of unsaturation of a fuel. ATF is the
estimated adiabatic flame temperature.
Some estimated properties of the fuels are also given in Table 7.1. In all cases these
estimates are based upon the fatty acid composition, with double bond number calculated
as described in [233] and adiabatic flame temperatures calculated (for reactants beginning
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at the standard state, using the method in [206]) from enthalpy estimations by the Benson-
Groups method given in [210]. Overall values for each biodiesel were calculated by weighted
averaging of pure methyl/ethyl ester values. In some cases this approach may be adequate,
but in others it is unlikely to give quantitatively reliable results; property estimations are
intended only to provide qualitative insight. For FEE, values are given as ranges, intended
to encapsulate the possible properties of the unidentified portions.
7.3 RESULTS AND DISCUSSION
7.3.1 SOOT VOLUME FRACTION
The addition of either rapeseed methyl esters (RME) or diethylene glycol diethyl ether
(DGDE) to neat petrodiesel increases the oxygen content of the fuel, and therefore tends
to suppress soot formation. The effects of both oxygenates on planar soot volume fraction
(SVF) distributions can be seen in Figures 7.7 and 7.8. In Figure 7.7 petrodiesel is blended
with RME at percentages of 10, 20, 25, 30, 45, 50, 60 and 75% (RME %m/m), in addition
to neat tests of each fuel; this gives a fuel-bound oxygen content range of approximately
0–11%. In Figure 7.8 petrodiesel is blended with DGDE at percentages of 20, 30, 50 and
75% (DGDE %m/m), equating to a maximum fuel-bound oxygen content of approximately
22% (neat DGDE contains around 29.6% oxygen).
Flame height was kept approximately constant at 15 mm. Dilution of the petrodiesel
with either additive tended to reduce flame height, and so it was necessary to increase
the length of the exposed wick (and hence fuel mass flow rate) in order to maintain flame
height with the additised fuels.
30 ppm
0 ppm
Figure 7.7: Planar soot volume fraction distributions within 15 mm flames of petrodiesel, rapeseed
methyl esters and their blends. From top left: petrodiesel, B10 (fuel-bound oxygen content ≈
1.1%), B20 (≈ 2.2% oxygen), B25 (2.7%), B30 (3.2%), B45 (4.9%), B50 (5.4%), B60 (6.5%), B75




Figure 7.8: Planar soot volume fraction distributions within 15 mm flames of petrodiesel and its
blends with diethylene glycol diethyl ether. From top left: petrodiesel, 20% DGDE (fuel-bound
oxygen content ≈ 6%), 30% DGDE (≈ 9% O2), 50% DGDE (15%) and 75% DGDE (22%).
In both cases, there is evidence of a general reduction in soot volume fraction with
increasing oxygen content of the fuel. This reduction is quantified in Figure 7.9. However,
there is a significant amount of deviation from the general trend; this may result from the
small changes that it was necessary to make to the wick in order to maintain flame height,
or small alignment errors that could have caused slightly off-centre imaging of the flame.






































Figure 7.9: Average soot volume fraction within 15 mm flames of petrodiesel, rapeseed methyl
esters and blends of petrodiesel with RME and diethylene glycol diethyl ether, given as a function
of fuel-bound oxygen content (solid line represents an exponential fit through the petrodiesel+RME
data set, including neat petrodiesel and RME; dashed line represents an exponential fit through
the petrodiesel+DGDE set, including neat petrodiesel).
It can be seen that although addition of both RME and DGDE reduced average SVF
values, RME offered more effective suppression of soot as a function of fuel-bound oxygen
content. This is at least partially because a greater admixture of RME was required in
order to attain the same level of fuel-bound oxygen content, leading to a greater dilution
effect; that is, a larger proportion of the highly sooting parent petrodiesel compounds were
replaced with less sooty RME components. Planar SVF results for neat petrodiesel and
RME flames of varying heights can be seen in Figures 7.10 and 7.11.



















Figure 7.10: Planar soot volume fraction distributions within petrodiesel flames of varying heights
















Figure 7.11: Planar soot volume fraction distributions within RME flames of varying heights
(with measured flame heights, fuel mass consumption rates and average soot volume fractions
inset).
in Figures 7.10 and 7.11, with neither set of flames appearing to be significantly sootier
than the other; in fact, contrary to the overall trend observed in Figure 7.7, average SVF
values sometimes seem higher within the RME flames in Figure 7.11 than within the
petrodiesel flames in Figure 7.10. However, in cases where the planar SVF plots suggest
that the petrodiesel and RME flames are of similar sizes, the measured flame heights were
actually significantly larger for the RME flames, as were the rates of fuel consumption.
What this indicates is that the concentrations of soot throughout the RME flames, and the
proportions of fuel-carbon being converted to soot, were reduced relative to petrodiesel, to
the extent that a considerably reduced proportion of the full luminous height of the RME
flames generated incandescence within the magnitude range that has been illustrated.
That is to say, the LII results make the RME flames look smaller due to their reduced
soot concentrations. This is true of all of the biodiesels, as Figure 7.12 shows (note that
imaged flame height in pixels is determined from the planar SVF plots, counting at the
flame centreline).
Within combusting diesel jets, something similar was seen by Nerva et al [509], who
observed that soot arose further downstream when fuelling on biodiesel than when fuelling
on petrodiesel, and was subsequently removed more quickly; hence, the high SVF region
represented a smaller proportion of the actual size of the biodiesel jet. Although the
conditions within a partially-premixed jet are different to those within a diffusion flame,
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Figure 7.12: Imaged flame height in pixels as a function of measured flame height in millimetres
(solid line represents linear petrodiesel best fit, dashed lines represents best fit through all biodiesel
points).
in principle the tendency may be the same. If biodiesel retards the processes of soot
development such that high concentrations take longer to arise and are more quickly
reduced towards the tip, then that could provide some explanation for the trends observed
here. However, what may be a little misleading about the SVF plots in Figures 7.10 and
7.11, and in later illustrations, is that the y position of the SVF data is not a constant
measure of the height above the burner. Hence, a shorter SVF distribution and imaged
flame height may represent reduced soot towards the base of a flame, as well as reduced
soot towards the tip.
Figures 7.13–7.15 show planar SVF distributions for methyl esters of sunflower oil
(SME), coconut oil (CME) and tallow (TME), and Figure 7.16 for ethyl esters of fish
oil (FEE). Figure 7.13 appears to show that the SME flames are somewhat less sooty
than the RME ones, although any analysis is encumbered by substantial variations in
the imaged flame size. Variability is also apparent in Figure 7.12, which sees two of the
SME points falling above the general biodiesel trend, and two of them falling below it.
Considering the third and fourth flames from Figure 7.13, both of which were measured
at 23 mm but one of which is much larger than the other, it becomes clear that some
aspect of the measurement is flawed. Whether the problem lies with the repeatability of
the experimental method, or temporary instabilities in the SME flame, it is clear that




















Figure 7.13: Planar soot volume fraction distributions within SME flames of varying heights
















Figure 7.14: Planar soot volume fraction distributions within CME flames of varying heights
















Figure 7.15: Planar soot volume fraction distributions within TME flames of varying heights
















Figure 7.16: Planar soot volume fraction distributions within FEE flames of varying heights (with
measured flame heights, fuel mass consumption rates and average soot volume fractions inset).
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The CME flames illustrated in Figure 7.14 exhibited occasional flickering, possibly
related to the quality of the fuel. However, the CME flames are so starkly different to
those of the other tested fuels that any errors induced by flickering are likely to be of
minor significance. It is immediately clear from Figure 7.14 that the CME flames had
only very low levels of soot. This is likely to be related to the shorter average chain length
and highly saturated nature of the CME.
The TME flames shown in Figure 7.15 appear to be slightly lower in soot than the
RME and FEE flames (FEE flames are shown in Figure 7.16), and also have significantly
higher fuel consumption rates associated with them for the same measured flame height.
This is clarified by Figure 7.17.
Note that measured flame height was defined to the tip of the luminous region. For the
petrodiesel data in Figure 7.17, a linear fit has been placed though the points for the closed,
non-sooting flames, and a second order fit has been placed through all points, including
those measurements made for open, sooting petrodiesel flames. Above the sooting height,
it can be seen that the height to the peak of the luminous region increases at a lower rate
with increasing fuel consumption.





































Figure 7.17: Measured flame height as a function of fuel consumption rate. Solid lines represent
linear best fits for each tested fuel, labelled accordingly. In the case of petrodiesel, a linear fit runs
through those points measured below the sooting height; a dashed second order fit includes those
measurements made for open, sooting, petrodiesel flames.
Figure 7.17 shows that the fuel consumption required to generate a flame of any given
height was generally higher for the less sooty fuels. Given that soot radiation is responsible
for the natural luminosity of a diffusion flame, this is to be expected. CME required a far
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higher fuel flow rate than the other fuels (and, accordingly, a significantly larger wick), in
order to produce a flame of any particular height, TME flames had the next highest fuel
demand, RME and FEE were higher, SME was slightly higher again, and the petrodiesel
flames were considerably larger than those of all of the biodiesels for the same rate of fuel
consumption.
Recalling the fact that petrodiesel had larger imaged flame heights than the biodiesels
for equivalent measured flame heights (see Figure 7.12), it follows that petrodiesel flames
which appear similar in terms of planar SVF distribution would be associated with sig-
nificantly lower rates of fuel consumption; a comparison of the consumption rate values
inset on Figure 7.10 to those on Figures 7.11–7.16 confirms that this is the case.
In Figure 7.18 the sooting tendency of each fuel is represented as a product of the
apparent imaged flame area and the average SVF – that is, as the summation of calculated
SVF throughout the flame. This approach aims to include the effects that fuel chemistry
has on both imaged flame size and soot volume fraction, and in this instance appears to
offer a clearer perspective than average SVF alone.





































Figure 7.18: Cumulated soot volume fraction as a function of fuel consumption rate. Cumulated
SVF is the sum of all SVF values within the imaged flame, and is therefore equal to the product
of the total pixel area of the flame and the average SVF value.
Clearly, petrodiesel produces the sootiest flame for a given rate of fuel consumption,
with CME occupying the other extreme. TME is the lowest of the other biodiesels, with
RME and FEE being the highest, and the SME data points being distributed between the
three. To some extent, there is a correspondence between Figure 7.18 and Figure 7.17, with
the most significant exception being the SME data. On the basis of its greater proportion
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of polyunsaturated species, SME would be expected to produce a sootier flame than the
other biodiesels – however, the SVF values do not provide any evidence for this.
7.3.2 SOOTING HEIGHT
To complement the LII results, an attempt was made to quantify the sooting tendency
of the fuels by an alternative means; namely, by the measurement of sooting height. The
sooting height is generally considered to refer to the flame height at which all of the soot
that is formed within the flame is no longer oxidised within the flame envelope. Incomplete
soot oxidation within the flame is initially signalled by the appearance of soot wings, and
this is followed by the opening of the flame tip and an out-pouring of visible black smoke.
Sooting height has been defined as the point at which the soot wings reach the same
height as the flame apex [740]. When operating on gaseous fuels, with apparatus that
allows immediate and fine modifications to be made to the fuel (and/or air) flow rate, it
is a relatively straightforward matter to obtain a steady flame meeting this criterion and
perform a measurement. However, using heavy fuels in a wick generated flame, obtaining
precisely the correct wick necessary to yield a sooting height flame for each fuel is a more
painstaking process.
An alternative approach which has been found to be practicable and effective under
the conditions of this experiment involves a dynamic determination of sooting height, by
measuring the flame height at the moment of first wing emergence in a transient flame.
By using a wick large enough (and hence a fuel flow rate high enough) to produce a
stable flame exceeding the sooting height, and monitoring the growth of the flame during
the period between ignition and the attainment of steady-state, a reasonably repeatable
quantifier can be calculated for each fuel. An illustration of the growth to a sooting flame
can be seen in Figure 7.19.
Sooting heights, here called wing emergence heights for the sake of clarity, measured
employing the methodology described above are presented in Figure 7.20. For the most
part, these values approximately correspond to the trends depicted in Figure 7.18; the
petrodiesel flame has the lowest wing emergence height, and is therefore the sootiest of
the fuels, CME has the highest wing emergence height and is therefore the least sooty.
TME had the second highest flame prior to wing emergence, SME had the second lowest,
and RME and FEE were similar, with FEE apparently the sootier of the two. The fact
that SME had the lowest wing emergence height is the most significant deviation from the
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Figure 7.19: Growth of a transient flame from below to above the sooting height [729]. (a) Closed
flame. (b) First appearance of soot wings – sooting height measurement point. (c) Well defined
soot wings, exceeding the flame apex. (d) Open sooting flame.
results shown in Figure 7.18, where SME flames appeared to be less sooty than those of
RME and FEE. Also, TME was a lot closer to CME in terms of wing emergence height
















































Figure 7.20: Sooting height, given as the height of first soot wing emergence, for petrodiesel and
biodiesel flames.
There is seen to be a reasonable correlation between the sooting height data and the
chemical composition of the fuels. In Figure 7.21 wing emergence height is plotted as a
function of double bond number (DN) (see Table 7.1), and there is a general reduction
in wing emergence height with increasing DN, which is in accord with the commonly un-
derstood tendency for more highly unsaturated fuels to generate sootier flames. FEE is
the exception to this trend, having a lower sooting height than RME, despite a lower esti-
mated double bond number. This may have some relation to the higher sooting tendency
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of ethyl esters compared to methyl esters in diffusion flames [156].




























Figure 7.21: Wing emergence height as a function of the double bond number of the tested
biodiesels.
7.3.3 TEMPERATURE
The temperatures of the biodiesel flames, measured with both 0.075 mm and 0.125 mm
diameter thermocouples, can be seen in Figure 7.22. Measurements were made in flames
of a constant height of 18 mm, at a point 2 mm below the tip of the visible flame. This
point was used as it avoided problems with soot accumulation on the thermocouple that
were encountered when the insertion was made lower down in the core of the flame.
In all cases, it was the maximum temperature that was recorded. This is because
small variations in the positioning of the thermocouple cause very significant changes in
detected temperature, and the levels of locational precision and flame stability that would
be necessary to obtain adequate repeatability were deemed to be beyond the possibilities
of this study. Instead, by fixing the height of the flame and thermocouple, and adjusting
the radial position of the probe within the flame, reasonably consistent maximum values
were measured for each fuel, and repeated experimentation demonstrated relatively small
variations in maxima.
RME, CME and FEE all had quite similar maximum temperatures, with the SME
maximum being significantly lower on average (by approximately 60 °C), and the TME
average being significantly higher (by approximately 75 °C). In terms of the bulk chemical
composition of the fuels, there is no obvious reason that the SME should be so significantly











































RME SME 0.075 MM
CME TME FEE 0.125 MM
Figure 7.22: Maximum flame temperatures measured 2 mm below the visible apex of 18 mm
biodiesel flames. Measurements made with thermocouples 0.075 mm and 0.125 mm in diameter.
presented in Table 7.1 are highest for SME (on account of its more highly unsaturated
composition), and the total calculated range for all fuels is 30 °C. On this basis, it appears
likely that some factor beyond the bulk composition of the fuels is responsible for the
experimental variation observed. Potentially, instabilities in the SME flame may provide
some explanation for the relatively low temperature recorded, but the CME flame ex-
hibited more obvious instability and, despite having the lowest estimated adiabatic flame
temperature, was amongst the hotter fuels, experimentally.
It is possible that the lower measured temperature of the SME flame is related to the
observation that soot concentrations were lower than anticipated in the SME flames; in
diffusion flames, incipient soot formation rate increases with temperature [299].
Additionally, it can be seen that measurements made using the 0.075 mm diame-
ter thermocouple were on average around 70 °C higher than those measured using the
0.125 mm thermocouple; evidence of greater radiant heat loss with increasing thermo-
couple diameter [739]. On this basis, it may be expected that true maximum flame
temperatures could be around 100 °C higher than those measured using the 0.075 mm
thermocouple.
7.3.4 TRANSMISSION ELECTRON MICROSCOPY
The soot samples were imaged using a JEOL 2100 FEG-TEM (field emission gun trans-
mission electron microscope), a photograph of which can be seen in Figure 7.23. The
resolution of a visible-light microscope (VLM) is fundamentally limited by the wavelength
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of light (for green light, approximately 550 nm); based on the Rayleigh criterion the small-
est resolvable distance using a VLM is around 300 nm [741]. The wavelength of an electron
can be related to its energy via the de Broglie equations, and in the operating range of the
JEOL 2100 (between 80-200 kV [742]) this equates to an electron wavelength of around
3-4 pm [743]. This reduction in wavelength leads to a significant increase in the maximum
possible resolution, allowing samples to be scrutinised at a sub-nanometer level.
Figure 7.23: The JEOL 2100 FEG-TEM housed in the Brunel University Experimental Tech-
niques Centre (ETC).
It was not possible to get sufficient access to the microscope to perform a statistically
valid analysis of the collected soot. Examination of any single TEM grid revealed aggre-
gates varying widely in size and structure, such that only a comprehensive survey of all
(or at least a large number) of the aggregates would enable reliable conclusions regarding
particle size and morphology to be drawn. In lieu of detailed statistics, in this section
some of the more interesting collected images are presented and discussed, along with
their possible implications.
In Figure 7.24 two soot particles collected on the same TEM grid can be seen. They
were taken from an approximately 20 mm petrodiesel flame, with the grid being inserted
5 mm above the burner. In both cases these are very large soot aggregates, but are
significantly different in structure.
The chain-like aggregate in Figure 7.24A is comprised of approximately 400 primary
310
(A) (B)
Figure 7.24: TEM images of two soot aggregates collected on a single grid inserted 5 mm from
the base of a 20 mm petrodiesel flame (both photographs taken at x10000 magnification).
particles, with an average diameter of approximately 39±9 nm (sizing based on analysis
of over 200 particles). As Figure 7.25 illustrates, the primary particle size distribution is
approximately normal.
The cluster aggregate in Figure 7.24B does not readily facilitate primary particle size
analysis, but based on the total area the cluster appears to be around 50% larger than
the chain seen in Figure 7.24A – with a visible area of approximately 0.58 µm2 compared
to 0.39 µm2 – and is also likely to be thicker, based on the large dark region that can be
seen. Additionally, the component spherules are less obvious.










































Figure 7.25: (A) Histogram of primary particle sizes within the chain-like soot aggregate seen in
Figure 7.24A. (B) Q–Q plot of particle size frequency data against standard normally distributed
data.
Figure 7.26 shows images of TEM grids inserted higher in the same flame, Figure 7.26A
at 10 mm, and Figure 7.26B at 15 mm. The four aggregates clearly visible in Figure 7.26A
range in area from 0.02 µm2 to 0.11 µm2 (averaging about 0.06 µm2), and are therefore
substantially smaller than the soot particles observed in Figure 7.24, collected at 5 mm.
There are also two smaller particles, with areas of less than 0.01 µm2. In Figure 7.26B
there are more than 10 visible particles, of which only 3 exceed 0.01 µm2, with the largest
having an area of around 0.05 µm2. It is possible that this suggests a decrease in aggregate
particle size for samples collected higher in the flame, but far more detailed analysis would
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be required to substantiate this definitively.
Figure 7.26: TEM images of soot aggregates collected (A) 10 mm and (B) 15 mm from the base
of a 20 mm petrodiesel flame (both photographs taken at x1500 magnification).
Figure 7.27 shows two of the soot aggregates collected at 10 mm. The first (Fig-
ure 7.27A) consists of around 100 primary particles, with an average diameter of approx-
imately 38±13 nm, the second (Figure 7.27B) of around 25 with an average of diameter
of approximately 41±13 nm; hence, there does not appear to be a large difference in the
primary particle sizes. Particularly in Figure 7.27A, however, there does seem to be a
considerable number of smaller spherules (at the top of the image), possibly showing signs
of partial oxidation.
(A) (B)
Figure 7.27: TEM images of two soot aggregates collected 10 mm from the base of a 20 mm
petrodiesel flame (photograph (A) taken at a magnification of x20000 and (B) at a magnification
of x50000.
In the sample collected at 15 mm, the size of the spherules of which the soot particle in
Figure 7.28A is composed indicate a larger reduction in average diameter, to approximately
28±5 nm. In Figure 7.28B, the imaged soot appears to be at an even later stage in the
oxidation process.
If the tendency is for the size of petrodiesel soot aggregates to decrease as the sampling
point moves up the flame, then this trend does not appear to be replicated in the biodiesel
images collected. The largest particle seen in the images taken from the RME flame is
shown in Figure 7.29A. This is the largest single aggregate observed in this study, with a
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(A) (B)
Figure 7.28: TEM images of two soot aggregates collected 15 mm from the base of a 20 mm
petrodiesel flame (both photographs taken at x50000 magnification).
visible area of approximately 0.93 µm2.
(A) (B)
(C) (D)
Figure 7.29: TEM images of two particles (the first at varying magnifications in (A)–(C), the
second in (D)) found on a grid inserted 15 mm from the base of a 20 mm RME flame (photographs
taken at magnifications of (A) x6000, (B) x20000, (C) x50000 and (D) x50000).
Besides the sheer size of this particle, comparison with the previous petrodiesel images
suggests that its structural features are also remarkable. In particular, the finger-like
features prominent in Figures 7.29A–C were not present in any of the images of petrodiesel
soot. Closer examination shows that the primary particles that comprise the aggregate
from the grid inserted into the RME flame have a rather planar appearance, compared to
the agglomerated spherules found within the petrodiesel flame. The particles on the grid
from the RME flame are far from devoid of curvature, but flat faces are abundant and
particles of all shapes look distinctly layered. Even in Figure 7.29D, where the particle is
relatively small (note that both particles were found on the same TEM grid) there is little
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sphericity, and a sense of layering about an amorphous core. Comparing Figure 7.29D with
an aggregate from within an equivalent petrodiesel flame – Figure 7.28A, for example –
there is a very clear distinction between the two.
Further magnification of the particles seen in Figure 7.28A (petrodiesel at 15 mm)
and Figure 7.29D (RME at 15 mm) shows that both contained areas of orderly graphitic
layering, and areas in which there was less structural organisation. In the particulate
found on the grid inserted into the biodiesel flame, sizable regions of stratification appear
to have served as a basis for the apparently flat faces seen in Figure 7.29, whereas in the
petrodiesel particulate it seemed that the graphitic areas were buried so deeply beneath
less orderly accumulation that their form was not retained and expressed at the body
surface. This can be seen in Figure 7.30 and Figure 7.31, for particles from grids inserted
into petrodiesel and RME flames, respectively. The spacing of the fringe patterns visible
in Figure 7.30B and Figure 7.31B was approximately equal in both cases, at around 0.36
nm peak-to-peak. Similar spacing was also measured in particles found on grids inserted
into the other biodiesel flames, and is within the inter-planar spacing range that has been
reported in the past [744, 745].
Figure 7.30: (A) TEM image of an aggregate collected 15 mm from the base of a 20 mm
petrodiesel flame (photograph taken at a magnification of x200000). (B) Expansion of the selection
indicated in (A).
For the other biodiesel flames the primary particles making up the aggregates found on
the grids also tended to be less spherical. Even when they were approximately round, the
primary particles from the grids inserted into biodiesel flames imaged in this study bore
greater resemblance to clods of earth, than to the dough ball shaped primary particles seen
in the petrodiesel soot images. In many of the samples found on grids inserted into the
other biodiesel flames it was also possible to find the finger-like features seen in Figure 7.29.
Images of particles found on grids inserted into FEE, TME, SME and CME flames can be
seen in Figure 7.32.
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Figure 7.31: (A) TEM image of a particle found on a grid inserted 15 mm from the base of a 20
mm RME flame (photograph taken at a magnification of x200000). (B) Expansion of the selection
indicated in (A).
Similarly shaped particles have been documented in previous flame and engine studies
and identified as carbon nanotubes [746–750]. However, the same structures have also
been observed on unused carbon-film TEM grids [751, 752]. This point is fairly vital:
rather than representing some interesting structural difference between soot from petro-
and biodiesel flames, the biodiesel TEM images might well reveal instead that actual
soot concentrations were sufficiently low that the microscope operator mistook artefacts
of the carbon film production process for soot. Although the (possible) contaminants on
the carbon-film TEM grid are distinguishable from combustion generated soot, they do
possess certain similarities – comparable fringe spacing, for example.
The extent to which the ‘biodiesel soot’ imaged in this study should be disregarded is
not entirely clear. Some may be a genuine indication of carbon nanotube formation within
biodiesel diffusion flames, or it may all be spurious. Certainly, future work in this area
would be well advised to consider non-carbon support films where viable, or to operate
at residence times providing far higher rates of soot deposition, such that contaminants
would become a less significant proportion of the total identifiable carbon deposits.
7.4 CONCLUSIONS
Diffusion flames fuelled by a range of biodiesels, and petrodiesel with varying degrees of
added oxygenate, were generated using ceramic wool as a wick material. The sooting
tendency of the fuels was quantified using both laser induced incandescence (LII) and a
more rudimentary sooting height measurement technique.
The addition of either biodiesel or diethylene glycol diethyl ether (DGDE) to petro-
diesel reduced the measured soot volume fractions within the resulting flames. With




Figure 7.32: TEM images of particles from grids inserted into biodiesel flames. (A) FEE, grid
inserted 15 mm from the base of the flame, with the photograph taken at a magnification of
x10000. (B) TME, grid inserted at 15 mm, photograph at x20000. (C) SME, grid inserted at 15
mm, photograph at x50000. (D) CME, grid inserted at 5 mm, photograph at x50000.
this is a result of greater dilution of the parent petrodiesel.
Comparison between the sets of optical data collected from flames of petrodiesel and
the biodiesels revealed a variety of interconnected relationships, all pertinent to the ques-
tion of sooting tendency. The imaged heights (i.e. in the LII images) of petrodiesel flames
were always larger when compared to biodiesel flames of the same measured height (i.e.
measured by eye to the top of the luminous region). The measured heights of petrodiesel
flames were also larger than those of any biodiesel flames for a given fuel consumption
rate. Presumably, this is because the luminous height is related to the quantities of soot
formed within the flame, and petrodiesel flames convert a greater proportion of the fuel to
soot than do those of biodiesel. Of the biodiesels, the flames of more highly unsaturated
feedstocks, sunflower (SME) and rapeseed methyl esters (RME) were largest for the same
fuel flow rate, along with the fish oil ethyl esters (FEE). Since the latter is less unsaturated
on average, potentially the ethyl ester moiety contributed to increased sootiness. Tallow
methyl esters (TME), which was a more highly saturated biodiesel, generated significantly
smaller flames, and coconut methyl esters (CME) – more highly saturated still – produced
the smallest flames of all tested fuels for a given rate of fuel flow.
Considering the soot volume fractions within the flames as a function of fuel consump-
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tion rate, similar trends were apparent; petrodiesel was the sootiest by a wide margin,
followed by RME, then SME and FEE, TME below them and CME significantly lower
than all others. Measurements of sooting height ordered the fuels slightly differently;
petrodiesel was still the most sooty (with the lowest sooting height), CME and TME were
still the least sooty (had the highest sooting heights), but SME had the lowest sooting
height of the biodiesels, with RME and FEE being almost equal, and both less sooty than
SME. This resulted in a fair, but imperfect, correlation between sooting height and degree
of unsaturation.
In terms of temperature, TME flames were found to be the hottest of the tested
biodiesels, SME the coolest, with RME, TME and FEE occupying a space somewhere
in between. It is not clear why the SME flames were cooler than the others. Tempera-
tures measured using a 0.075 mm thermocouple were on average 70 °C higher than those
measured using a 0.125 mm equivalent.
Soot from all of the flames was collected and inspected using a transmission electron
microscope (TEM). Based on limited statistical analysis, petrodiesel primary particle di-
ameter appeared to follow an approximately normal distribution, averaging approximately
40 nm in the lower part of the flame, but being reduced to about 30 nm nearer to the top.
Particles observed on the grids inserted into the biodiesel flames had different morphol-
ogy to those from the petrodiesel flame; however, the structures photographed resemble
those reported in the literature from unused carbon-film TEM grids, and may therefore






THE REDUCTION OF NOx AND SOx
EMISSIONS FROM MARINE DIESEL
ENGINES
The following section documents work on which the author assisted Dr. R. Beleca and other
members of the Brunel Centre for Electronics Systems Research; part of a DEECON FP7
European Project entitled “Innovative After-Treatment System for Marine Diesel Engine
Emission Control”, contract No. 284745. Elements of this work have been presented at the
2014 Transport Research Arena in Paris [753] and the 2012 Electrostatic Joint Conference
in Ontario [754].
8.1 INTRODUCTION
A variety of techniques are employed to reduce exhaust emissions from diesel engines.
Engine-out (as opposed to exhaust-out) emissions may be improved directly, either by
modifications to the design and operation of the combustor itself (e.g. optimisation of
injection processes, exhaust gas recirculation (EGR) [755–758], altered geometry, etc.)
or by fuel reformulation (desulphurisation [159], dearomatization [759], addition of oxy-
genates [667], ignition promoters [760, 761], etc.). However, although careful control and
tuning can go a long way towards reducing pollution, there is often an inherent trade-
off between different pollutants and performance criteria. For instance, higher injection
pressures tend to reduce soot formation, but come with a significant penalty in terms
of emissions of oxides of nitrogen (NOx), whilst increasing EGR reduces NOx, but may
increase particulate emissions and fuel consumption – and, further, although it is possible
to suppress combustion temperatures sufficiently using EGR and correctly staged injec-
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tion to achieve significant concurrent reductions in both NOx and soot, these combustion
modes are associated with degraded fuel economy, and elevated hydrocarbon (HC) and
carbon monoxide (CO) emissions [493]. Similarly, fuelling on biodiesel, or biodiesel blends,
can significantly improve particulate matter emissions, but typically at the expense of in-
creased NOx emissions (although the careful adjustment of operating parameters may in
some cases make it possible to achieve a trade-off between the two which results in a gen-
eral improvement compared to standard petrodiesel [762, 763]). The difficulties associated
with simultaneously reducing all emissions to below the legally required levels now make
exhaust aftertreatment essential.
Aftertreatment of NOx emissions from diesel engines is a particularly challenging prob-
lem, because the excess air present in diesel exhaust discourages the reduction reactions
utilised by familiar three-way catalyst (TWC) systems to de-NOx gasoline exhaust (which
is oxygen depleted). The most commonly used alternative for diesel engines is selective
catalytic reduction (SCR) [764]. This involves introducing a reducing agent, normally
ammonia (NH3), into the exhaust gas; NH3 may be introduced directly, but for reasons
of safety and toxicity, it is usual to replace it with an aqueous urea (CO(NH2)2) solution
that decomposes and reacts with water in the exhaust to form ultimate products of 2 NH3
and CO2 [765]. NH3 reacts preferentially with NOx, and its high selectivity is the reason
that it is possible for NOx to be reduced despite the excess oxygen available [766]. Reduc-
tion occurs over a metal-zeolite or vanadia catalyst, and optimal operation requires that a
proportion of NOx (around 50%) is converted to NO2 in a prior stage [767]. Drawbacks of
SCR include the requirement for an additional consumable (i.e. the reductant solution),
diminished efficacy when exhaust temperatures are low, difficulties adjusting for engine
transience, and increased emissions of some undesirable species.
Also an important technology for NOx aftertreatment of diesel exhaust, lean NOx
traps (LNT), also called NOx storage catalysts (NSC) or NOx adsorber-catalysts (NAC),
circumvent the problem of excess oxygen in a slightly different way. The process is split into
two stages: first, a loading stage (30–300 seconds in duration), wherein the NOx (having
been oxidised to NO2) is trapped as a nitrate, often of barium; second, a regeneration
stage (2–10 seconds), in which the NOx is discharged into a reducing environment, where
it reacts with HC and CO [766, 767]. This reducing environment is established either
by modifying engine operation so that for a short period engine exhaust is rich – which
can cause serious deterioration in performance and other emissions over that time – or
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by addition of extra fuel to the exhaust, post-combustion. Problems common to both
approaches include the difficulty of supplying precisely the correct levels of reductant,
the limited temperature range in which regeneration is effective, and the interference of
other pollutants, primarily oxides of sulphur (SOx), with the storage system [766]. SOx
is an issue because it is more readily absorbed into the storage medium than NOx, and is
also more difficult to regenerate [768]. The ‘catalyst poisoning’ effect of SOx is a familiar
obstacle in automotive applications [769].
Reduction of SOx emissions from motor vehicles has largely taken the form of significant
fuel desulphurisation – between 1993 and 2013 the maximum automotive diesel sulphur
content specified by BS EN 590 fell from 2000 ppm to 10 ppm [16, 770]. Where marine
fuels are concerned, however, there has been little legislative restriction over the same time
period; the sulphur limits specified in BS ISO 8217 are largely unchanged between 1987
and 2012, remaining at around 10000–20000 ppm for distillate fuels, with up to 35000
ppm sulphur residual fuels still permissible in non-Emission Controlled Areas (ECAs)
[771–773]. A map illustrating the location of existing and proposed ECAs can be seen in
Figure 8.1. However, by 2015 fuel sulphur content should be below 1000 ppm within any
ECA, and by 2020 non-ECA limits will come down to 5000 ppm [773]. The high sulphur
content of maritime fuels makes catalytic NOx reduction problematic, although solutions
are certainly available and in use [774]. Currently, shipping accounts for 15% of global
NOx emissions and 3–7% of SOx, and these numbers are likely to rise unless mitigating
steps are taken [775].
Figure 8.1: SOx Emissions Control Areas (ECAs). Existing ECAs along the North American
coast, in the Caribbean, the North Sea and the Baltic Sea are marked in black. Some of the
possible future ECAs are also indicated.
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Work towards the objective of reduced shipping emissions has been carried out under
the DEECON FP7 European Project “Innovative After-Treatment System for Marine
Diesel Engine Emission Control”, contract No. 284745. The aim of this project is to
create a novel, modular, on-board after-treatment unit that combines different sub-units,
each of which is optimized to remove specific primary pollutants; namely, SOx, NOx,
particulate matter (PM), volatile organic compounds (VOCs) and carbon monoxide. This
new integrated retrofit system is intended to reduce the environmental footprint of new and
existing ships below the limits imposed by current and envisaged future regulations, while
giving the EU marine industry a competitive edge. The non-thermal plasma module of
this system has been developed by members of the Brunel Centre for Electronics Systems
Research, and combines an electron beam (EB) and microwave (MW) for the abatement
of submicron PM emissions and the removal of gaseous pollutants, including NOx and
SOx.
The project proceeded through two development stages:
 A laboratory scale non-thermal plasma system based on AC-Corona and MW.
 A pilot scale non-thermal plasma system based on MW and EB
The solution and results documented in this chapter formed a part of the first de-
velopment stage, which was presented at the 2014 Transport Research Arena in Paris
[753].
8.2 NON-THERMAL PLASMA REACTORS (NTPR)
In SCR and LNT systems, as well as TWC, the aim is to reduce NOx to nitrogen, with
relatively inoffensive co-products, namely carbon dioxide and water. In an NTPR, instead
of (or in addition to) reducing NOx, the objective is to convert both NOx and SOx into
compounds that can be more easily removed from the exhaust stream.
A plasma is an ionised gas, containing a mixture of positive and negative ions, electrons
and radicals, as well as other neutral atoms and molecules [776]. Plasma is the fourth state
of matter and results when a gas is heated to the point at which collisions between atoms
or molecules are sufficiently energised to remove electrons from their orbits [777]. Since the
temperatures required to achieve electron liberation are very high (typically in excess of
0.5 eV, or 5750 K [776]) and therefore difficult to contain, plasmas are commonly generated
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by heating the electrons to temperatures far higher than those of the bulk gas. It is this
thermal disequilibrium that characterises a non-thermal plasma.
Non-thermal plasmas can be formed by the application of an electrical current or
electromagnetic radiation to a gas. Inside an electric field the (initially small number of)
existing charge carriers (i.e. ions and electrons) are accelerated, and form additional charge
carriers when they collide with neutral atoms/molecules in impact ionisation reactions
[776, 778]. Further, ion-molecule reactions, and electron impacts and attachments can
lead to molecular dissociation, decomposing the gases within the ionised region into their
constituent atoms.
The ionisation and decomposition of pollutant species represents a part of an aftertreat-
ment system, but because the ions and radicals produced by these processes are generally
highly reactive, it is necessary to take additional steps to ensure that they subsequently re-
act to form products which can be more easily removed from the exhaust stream. As such,
the efficacy with which an NTPR removes pollutants depends on what other reactants are
formed from – or introduced into – the exhaust. In diesel exhaust, the predominant con-
stituents include water, oxygen and nitrogen (as well as carbon dioxide), and radicals
formed from these chemicals include O, H, OH and N. Reactions with these radicals,
when followed by further aftertreatment processes, can offer very high levels of emissions
reduction. The removal efficiency of both NOx and SOx can be increased by converting
them to more highly water-soluble compounds, primarily nitric acid (HNO3) and sul-
phuric acid (H2SO4) [779]; these acids may then be readily dissolved into sea water [780].
In certain related systems, ammonia may also be added to the exhaust stream in order to
facilitate reactions forming ammonium nitrate and sulphate (NH4NO3 and (NH4)2SO4,
respectively), which can be retrieved as solids [781–783].
8.3 EXPERIMENTAL SETUP
The engine employed was the same 2 litre, 4 cylinder Ford Duratorq HSDI diesel engine
described in Chapter 3. The constraints placed on engine operation for the purposes of
this study were, first, that the temperature of the engine exhaust be ordinarily maintained
within a 70–100 °C range at the inlet to the NTPR (although, in some cases it was run
somewhat hotter), second, that the exhaust flowrate not exceed the capacity of the design
(approximately 2.4 kg/min) and, third, that suitable and consistent levels of NOx and
SOx be obtained.
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The laboratory scale NTPR was based on a modified Samsung CM1919 1850 W mi-
crowave oven, and an approximate schematic can be seen in Figure 8.2.
Figure 8.2: Schematic of the microwave based non-thermal plasma reactor. (A) Inlet. (B)
Outlet. (C) Testo 350 sample flow. (D) Glass cylinder. (E) AC corona source. (F) Grounded
copper meshes.
Figure 8.3: AC corona discharges in air using two different electrode designs, operating at 48 kV,
5 MHz [753].
The internal cavity of the microwave itself had dimensions of 370x190x370 mm, and
walls made from 1 mm thick stainless steel. (A) and (B) represent the inlets and outlets
to the microwave. (C) shows the sample flow to the Testo 350 portable emissions analyser;
this device was used to quantify NO, NO2, O2, SO2 and CO emissions. (D) is the glass
cylinder which carried the exhaust gas through the microwave. It was made from 5 mm
thick glass and had a volume of 2.3 litres. (E) is the electrode of the corona source, an
Electro-Technic Products BD-20ACV capable of generating an output between 10–45 kV
at a frequency between 4–5 MHz. (F) indicates the two grounded copper meshes positioned
at inlet and outlet to prevent plasma leakage.
The nature of the corona discharge is highly dependent upon the electrode geometry,
and discharges from two different electrode designs can be seen in Figure 8.3. AC discharge
is also divided into positive and negative half cycles. During the positive half-cycle, elec-
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trons in the vicinity of the electrode are drawn towards it by electromagnetic attraction,
and during the negative half-cycle they are repulsed and move away. Different regimes
are encountered depending upon the applied voltage, but in this instance the positive
half-cycle generates a non-uniform streamer discharge, and during the negative half-cycle
the electrode operates in an homogeneous glow regime.
The purpose of the microwave is to provide additional energy to the free electrons, and
has the advantage of being able to achieve a higher degree of ionisation for a given energy
consumption than would be possible using the corona source alone. A microwave is also
more robust in the sense that it is not prone to contamination in the same way that an
electrode is.
The complete laboratory scale NTPR setup can be seen in Figure 8.4. It was located
immediately behind the engines laboratory, where it could be connected to a junction in
the diesel engine exhaust outlet pipe, which allowed the flow to be diverted round and
through the reactor.
Figure 8.4: Labelled laboratory scale non-thermal plasma reactor setup [753].
8.4 RESULTS
The system was tested across a range of operational settings: varying engine conditions,
microwave power and corona voltage and frequency. The results presented in Figure 8.5
were collected with the engine running at 2000 rpm, start of injection 9 degrees before
top dead centre, an applied torque of 80 Nm (equating to a brake mean effective pressure
of 5 bar), fuelling on ultra-low sulphur diesel. This condition produces relatively high
temperature (engine out temperature ≈ 550 °C, NTPR inlet ≈ 120 °C, exceeding the
nominal constraints of the system but sustainable over a short period), sooty exhaust
(filter smoke number = 1.3) in comparison to the more lightly loaded states at which the
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system was generally trialled. Due to high levels of pollutant emissions at this condition the
Testo gas analyser was required to operate at a 5x dilution factor. The emissions reported
by the Testo were generally consistent with those from the Horiba connected upstream, but
tended to be somewhat lower. The microwave was set to a power of 370 W, constituting
20% of maximum power. The AC corona potential difference used was approximately 40
kV, or roughly 90% of maximum, and a frequency of 5 MHz.
Figure 8.5: NO, NO2, NOx and SO2 plots from the Testo 350, plotted as a function of time when
operating the microwave at 370 W and the AC corona at approximately 40 kV, 5 MHz [753].
Figure 8.6: NOx and SO2 reduction when operating the microwave at 370 W and the AC corona
at 40 kV. In each case the left hand bar shows emissions when operating without the NTPR active,
and the right shows the corresponding results with the aftertreatment system operational.
As Figure 8.5 shows, there was a brief period (around 10–15 seconds) for which the
emissions measured at the NTPR were significantly reduced. The short duration of the
reduction is a result of the technical features of the commercial microwave oven employed.
Pulse width modulated power is supplied to the magnetron, which is discontinued once the
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temperature within the internal cavity is increased beyond a defined limit; the magnetron
restarts when the measured temperature has decreased sufficiently.
The extent of the reduction over the active period of the microwave is illustrated in
Figure 8.6, and can be seen to reach a removal efficiency around 85% for NOx and 100%
for SO2. It is also worth noting that although quantities of both oxides of nitrogen were
reduced by the treatment, NO was reduced by around 90%, while NO2 was reduced by
only 75%.
8.5 CONCLUSIONS
A laboratory scale non-thermal plasma reactor based on the combination of an AC corona
source and a commercial microwave was successfully tested under a range of operating
conditions. Exhaust emissions were only reduced over a relatively short period – due
to limitations of the microwave – but during that period a very significant reduction in
emissions was observed; NOx emissions decreased by approximately 85% and removal of
SO2 was apparently total.
These experiments provided a useful proving ground for the technology, before it pro-





The primary focus of this thesis was the increase in emissions of oxides of nitrogen NOx
which is widely reported to occur when fuelling a diesel engine on biodiesel rather than
petrodiesel. The objective was to gain some additional insight into why this occurs, with
particular emphasis on the effects of fuel composition, cetane number and fuel-bound
oxygen content. The most important conclusions to be drawn from this work are as
follows:
Chapter 2: Literature Review
1. The techniques used to prepare biodiesel, and the materials from which it is produced
continue to advance. If biodiesel endures as an alternative fuel, the lipid feedstock
from which it is derived might be expected to shift away from food crops grown on
agricultural land, towards waste products, or higher yield oil crops with lower land
requirements, particularly microalgae.
2. The fatty acid composition of the lipid feedstock determines the physical and chem-
ical properties of the resulting biodiesel. In general, the most important differ-
entiating factor amongst common biodiesels is degree of unsaturation. Increasing
unsaturation extends ignition delay via effects on low temperature chemistry. More
highly unsaturated alkyl esters have better cold flow properties and are less viscous
than their saturated counterparts, but their oxidative stability can be poor.
3. The biodiesel NOx increase is a complicated phenomenon, with many contributing
factors. The most significant differences between petro- and biodiesel appear to
be rooted in the fuel-bound oxygen content of biodiesel, and its lack of aromatic
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species. These properties influence combustion via changes in ignition quality, degree
of premixing, combustion phasing and mixture stoichiometry.
Chapter 4: Premixed Burn Fraction: Its Relation to the Variation in NOx
Emissions between Petro- and Biodiesel
1. Biodiesel was observed to have higher NOx emissions than petrodiesel when op-
erating at a higher engine load, but lower NOx emissions than petrodiesel when
operating at a lower load. Towards highly advanced and highly retarded injection
timings, biodiesel NOx emissions were also relatively low.
2. In general, the fuel which combusted most quickly at any given operating condition
tended to have the highest NOx emissions.
3. The ignition delay of the tested biodiesel was consistently shorter than that of the
tested petrodiesel. Reduced ignition delay advances start of combustion, for a given
injection timing. Advanced start of combustion timing is associated with increased
NOx emissions. However, a shorter ignition delay also reduces the time available for
fuel-air premixing, and hence reduces the premixed burn fraction. Reduced PMBF is
associated with reduced NOx emissions. Hence, the shorter ignition delay of biodiesel
has conflicting effects on NOx emissions.
4. When differences in start of combustion timing were adjusted for, biodiesel typi-
cally had higher NOx emissions than petrodiesel for a given premixed burn fraction
(PMBF). The extent to which biodiesel NOx emissions exceeded those of petrodiesel
appeared to be correlated with the degree of premixing: under operating condi-
tions where the PMBF was large, the biodiesel NOx increase was small, but under
conditions at which the PMBF was smaller, the biodiesel NOx increase was larger.
Chapter 5: Effects of Biodiesel, Oxygenates and Degree of Premixing on Emis-
sions from an HSDI Diesel Engine
1. Holding start of combustion constant, the predictions of Chapter 4 (based on math-
ematical adjustments) were partially validated. Clear relationships between NOx
emissions and premixed burn fraction were observed. At all conditions, biodiesel
had higher NOx emissions than petrodiesel, for a given degree of premixing. How-
ever, the biodiesel NOx increase did not get smaller with increasing premixed burn
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fraction, per se (as suggested in Chapter 4), although the like-for-like increase in
biodiesel NOx emissions was far smaller (2–2.5%) at the lower load than it was at
the higher load (approximately 12.5%). With start of combustion constant,
there is a definite increase in NOx emissions for a given PMBF when
fuelling on biodiesel; however, the size of the increase depends upon op-
erating conditions.
2. Although the biodiesels always had higher NOx emissions for the same premixed burn
fraction, variations in PMBF meant that while, for example, a low cetane number
(CN) sunflower oil derived biodiesel had higher NOx emissions than petrodiesel at
both higher and lower loads, a rapeseed derived biodiesel with a higher CN, still had
higher NOx emissions than petrodiesel at the higher load, but lower NOx emissions at
the lower load. Therefore, although like-for-like biodiesel NOx emissions are higher
than those of petrodiesel, the increase can be offset by an increase in CN. Biodiesel
NOx emissions are not necessarily higher than those of petrodiesel; it
depends upon the composition of the biodiesel – primarily degree of un-
saturation – and operating conditions.
3. When the fuel-bound oxygen content of petrodiesel was increased, by the addition
of an oxygenate (tripropylene glycol methyl ether) to a level comparable to that
of biodiesel, the NOx emissions when fuelling on the blend were also comparable
to those of biodiesel, for a given PMBF. This implies that beyond differences
in start of combustion timing and degree of premixing, the difference in
NOx emissions between petro- and biodiesel is largely a consequence of
the difference in fuel-bound oxygen content.
4. There is an increase in apparent heat release rate during diffusion combustion when
fuelling on biodiesel. A similar increase is also seen when fuelling on the oxygenated
petrodiesel blend. Although this means that the increase in diffusion AHRR may be
a consequence of fuel-bound oxygen content, the heat release plots suggest a possible
relationship with the duration of the injection event. That is, because both biodiesel
and the oxygenated petrodiesel blends have reduced energy density compared to neat
petrodiesel, the injection duration is likely to be extended. Whatever the cause, the
increase in diffusion AHRR when fuelling on biodiesel is associated with
an increase in maximum in-cylinder pressure; consequently, maximum
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in-cylinder pressure is typically higher when fuelling on biodiesel.
5. For a given maximum in-cylinder pressure biodiesel typically had higher NOx emis-
sions than petrodiesel. When considered as a function of maximum pressure, the dif-
ference in NOx emissions between petro- and biodiesel tended to be smaller where the
difference in smoke emissions was smaller; that is, biodiesel NOx emissions gen-
erally exceeded those of petrodiesel by a larger amount where petrodiesel
smoke emissions exceeded those of biodiesel by a larger amount, possibly
implying a relationship with differences in mixture stoichiometry.
6. Smoke emissions were significantly lower when fuelling on biodiesel, or the oxy-
genated petrodiesel blends, than when fuelling on neat petrodiesel. The reduction
was largest (around 70%) at the low PMBF higher load conditions, and smallest
(around 40%) at the most highly premixed lower load conditions. In general, smoke
emissions were correlated across all operating conditions with the mag-
nitude of pressure rise attributable to the diffusion combustion phase.
Chapter 6: Effects of Antioxidant Addition to Biodiesel on Emissions from an
HSDI Diesel Engine
1. Some authors have hypothesised that the biodiesel NOx increase may be due in
part to some effect of fuel chemistry on the prompt NO pathways. Further theo-
ries propose that the addition of antioxidants to biodiesel may quench hydrocarbon
free-radicals, and hence reduce prompt NO formation and biodiesel NOx emissions.
A review of the relevant literature finds mixed experimental results, and no clear
theoretical underpinning.
2. The effect of the tested antioxidants (tert-butylhydroquinone, butylated hydrox-
yanisole and p-phenylenediamine) on biodiesel NOx emissions from the laboratory
diesel engine was insignificant. The data therefore provided neither any evidence of
an effect of antioxidant addition on NOx emissions, nor any possible explanation for
it. The fact that many prior studies reported antithetical results may be related to
differences in engine technology.
3. The effects of antioxidants on all emissions were apparently small enough to be ob-
scured by variations in day-to-day engine performance. The most significant change
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in emissions observed was an increase in smoke emissions following the addition of p-
phenylenediamine. This may be related to oxidation of the additive, and subsequent
reactions within the fuel, as evidenced by the change in colour.
Chapter 7: Relative Sooting Tendency of Various Biodiesels in Wick-Gener-
ated Diffusion Flames
1. In wick-generated diffusion flames, increasing the fuel-bound oxygen content reduced
the soot volume fraction, just as it was observed to reduce smoke emissions from a
diesel engine in Chapter 5. Blending petrodiesel with biodiesel reduced soot volume
fraction more effectively, as a function of fuel-bound oxygen content, than blending
petrodiesel with an oxygenate (in this case, diethylene glycol diethyl ether). This
is because greater admixture of biodiesel was required to obtain the same oxygen
weighting, and therefore the highly sooting parent petrodiesel was diluted to a greater
extent.
2. In general, the more highly unsaturated biodiesels yielded sootier flames. In partic-
ular, the highly saturated coconut derived biodiesel produced flames with far lower
soot concentrations, and higher sooting heights, than the other biodiesels. However,
the correspondence between degree of unsaturation and sooting tendency was imper-
fect. In the engine tests documented in Chapter 5, the results were also mixed, but
smoke emissions tended to go down, rather than up, with increasing degree of un-
saturation; this suggests that within a diesel engine differences in fuel-air premixing
possibly affect sooting more than small changes in fuel chemistry.
3. Thermophoretic sampling of soot, and subsequent imaging using a transmission elec-
tron microscope, identified agglomerates comprised of hundreds of primary particles,
with the size of the primary particles being approximately normally distributed, av-
eraging around 30–40 nm. Soot collection and analysis were problematic due to the
use of carbon film TEM grids, which contained a range of carbonaceous structures
as pre-existing contaminants, remaining from the production process.
Chapter 8: Non-Thermal Plasma Exhaust Aftertreatment System for the Re-
duction of NOx and SOx from Marine Diesel Engines
1. Increasingly stringent emissions legislation has made exhaust aftertreatment a vital
part of many diesel engine powered systems. Differences in fuel regulations, amongst
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other factors, make the aftertreatment of exhaust from marine diesel engines both
particularly challenging, and especially important.
2. Non-thermal plasma aftertreatment may be an effective approach for reducing emis-
sions of both NOx and SOx, particularly from larger diesel engines, such as those
used in marine applications.
Addressing explicitly the objective and points of focus of the thesis, as defined
in Section 1.2:
 How does fuel composition affect emissions of oxides of nitrogen from a diesel engine?
Based on the evidence of the data collected here, fuel composition should be expected
to affect NOx emissions primarily via its effect on ignition quality, and hence the
ignition delay period and degree of premixing.
– More highly unsaturated compounds in biodiesel and aromatic species in petro-
diesel should both be expected to increase ignition delay.
– If injection timing were constant, the advance in combustion phasing caused by
a reduction in ignition delay would tend to increase NOx emissions, whilst the
reduction in degree of premixing caused by a reduction in ignition delay would
tend to reduce NOx emissions. Hence, a change in ignition quality will elicit
two opposing effects on NOx emissions, the net outcome of which depends upon
the magnitude of the change and the specific operating conditions.
– If start of combustion were constant, the effect would become more straight-
forward – NOx emissions increase with increasing ignition delay and degree of
premixing.
– Although at lower load the differences in ignition delay and premixing largely
account for the differences in NOx emissions between petro- and biodiesel, at
higher load the biodiesel NOx emissions are larger than can be attributed to
differences in degree of premixing alone.
– Other emissions also demonstrate a dependence on the degree of premixing.
For instance, smoke emissions decrease significantly with increasing degree of
premixing. As a result, more highly unsaturated biodiesels, which showed some
evidence of being sootier in flames, tended to have lower smoke emissions from
a diesel engine.
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Factors beyond ignition quality may also be significant. In older diesel engines, em-
ploying pump-line-nozzle injection systems, physical factors effecting pressure trans-
mission through the system are of well understood importance. The data here sug-
gests that certain fuels – namely, the biodiesel derived from used cooking oil – may
have had slightly lower NOx emissions than the other tested biodiesels on account
of some property not conspicuously related to its fatty acid composition, or at least
not identified in the analysis performed. On the basis that both later measurements
and literature values attribute a higher viscosity to UCOME than to most other
biodiesels (on account of structural changes induced by the prolonged heating to
which frying oils are subjected), it may be that some effect of the physical prop-
erties of the fuel on spray processes is responsible for the slight reduction in NOx
emissions observed.
 What is the effect of fuel-bound oxygen content? The data unambiguously suggests
that increased fuel-bound oxygen content causes an increase in NOx emissions, ac-
companied by a reduction in carbon monoxide emissions and filter smoke number
(as well as a reduction in soot volume fraction within flames). Total hydrocarbon
emissions were also typically lower from oxygenated fuels. Apparent heat release rate
through the diffusion burn phase was generally higher for the oxygenated fuels, and
consequently so was maximum in-cylinder pressure, although this may be related –
wholly or in part – to extension of the injection event, rather than the fuel-bound
oxygen content itself.
All in all, with start of combustion constant and an equal degree of premixing, the
remaining differences between petro- and biodiesel are primarily attributable to dif-
ferences in fuel-bound oxygen content, possibly implying that mixture stoichiometry
is the key causal factor.
 What insight has been gained into the nature and causes of the biodiesel NOx in-
crease?
1. There is a definite increase in NOx emissions when fuelling on biodiesel, relative
to petrodiesel, which remains once differences in start of combustion timing and
degree of premixing have been accounted for.
2. The remaining increase appears to be largely related to the fuel-bound oxygen
content of biodiesel.
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3. The magnitude of the increase varies depending upon operating conditions.
4. Biodiesel combustion tends to be associated with higher in-cylinder pressures.
5. The higher in-cylinder pressures are attributable to a period of increased ap-
parent heat release rate through the diffusion phase when fuelling on biodiesel
(which may be a result of extended injection duration).
6. For a given maximum in-cylinder pressure, the difference between petro- and
biodiesel NOx emissions is negatively correlated with the difference between
petro- and biodiesel filter smoke numbers.
9.2 FURTHER WORK
The major conclusions of this thesis (primarily, those based on the work documented
in Chapter 5), raise and leave unanswered several important questions which might be
addressed in further experimental work.
First: what is the reason for the seemingly increased apparent heat release rate through
the diffusion burn phase when fuelling on biodiesel, and with the addition of an oxygenate
to petrodiesel? In Chapter 5, two possible causes for this were proposed: either the
increase in AHRR is a result of fuel-bound oxygen content, or it is due to the reduction
in energy density which causes an extension of injection duration (or, potentially, both
factors might play a role). A relatively straightforward means of establishing which, if
either, of these suggestions is accurate would involve fuelling an instrumented diesel engine
on an unoxygenated fuel with a similar energy density (and hence injection duration) to
biodiesel, and comparing the results with those of biodiesel, petrodiesel and an oxygenated
petrodiesel blend. If such a fuel is found to exhibit the same increase in AHRR through
the diffusion phase, then the increase in diffusion AHRR is likely to be a consequence of
the extended injection event; if it displays no similar increase, then it is more likely that
the fuel-bound oxygen content bears responsibility. This test may also help to examine the
hypothesis that it is increased diffusion AHRR which leads to the increase in maximum
in-cylinder pressure when fuelling on biodiesel. It would be necessary to perform this
experiment with start of combustion held constant, and degree of premixing equalised
between fuels, probably by use of ignition enhancers. The experimental setup would also
benefit from instrumentation of the injectors, for accurate determination of the beginning
and end of the injection event.
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Second: does the increase in NOx with increasing fuel-bound oxygen content have any
causal connection to in-cylinder soot via radiative heat transfer? A possible means of
testing the role of soot in the NOx increase would be to test a fuel with a lower sooting
tendency to petrodiesel, but no fuel-bound oxygen. This experiment might even employ
the same fuel as the energy density test described above; an n-alkane in the C12–C14 range
should have both a similar energy density to biodiesel, and a lower sooting tendency than
petrodiesel. If an unoxygenated, low sooting tendency fuel had NOx emissions similar to
those of petrodiesel (at a fixed start of combustion, and for a given premixed burn fraction)
then that would suggest that radiative heat transfer is not an important contributor to
the like-for-like biodiesel NOx increase. If, however, an increase in NOx were observed,
then that may imply a significant causal effect of in-cylinder soot on NOx, rather than
just a correspondence based on mixture stoichiometry.
Third: do more viscous biodiesels have lower NOx emissions? In Chapter 5 the
biodiesel derived from used cooking oil was observed to have substantially lower NOx
emissions than the biodiesel trend. It was suggested that this may be a result of the
higher viscosity of the fuel. A first possible means of testing this would be to find another
biodiesel with a higher viscosity (crambe biodiesel, for example [784]), and compare it with
other biodiesels in the same way as was done in Chapter 5. Another possible approach, and
one which may offer broader interest, would be to subject biodiesel to controlled oxidation,
and submit that to engine testing once it reached a range of viscosity milestones. It has
been reported in the past that oxidation of the fuel can increase cetane number [140], and
would therefore be expected to reduce NOx emissions in and of itself. However, whether
the increasing viscosity would have an effect on emissions beyond that attributable to
changes in cetane number may be useful information to have: might controlled oxidation
of biodiesel prior to its use offer advantages?
Additional questions of interest which have relevance to experimental work that has
been described include:
What is the best way to equalise combustion phasing between fuels? In Chapter 5, it
was proposed that, at the lower load where the effect of fuel oxygenation on NOx emissions
is apparently smaller, a large part of the differences in NOx emissions between the fuels
was due to small differences in phasing, despite the start of combustion always being equal.
But is start of combustion the best point to use to synchronise combustion? Realistically,
this is a very difficult question to get any definite answer to, primarily because it is not
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entirely clear what would make one point better than another.
How does the addition of p-phenylenediamine influence the physical properties of a
biodiesel to which it is added, and does this influence evolve with time? In Chapter 6 it was
suggested that the slight increase in sooting following the addition of p-phenylenediamine
to biodiesel may have resulted from some reaction forming higher molecular weight com-
pounds within the fuel. The fact that the increase in sooting appeared to become more
pronounced the longer the fuel was stored before use raises the possibility that the additive
takes time to exert its influence. By tracking the development of the fuel, physically and
chemically, over a period of days or weeks, greater insight into this might be gained. Ac-
companied by further engine testing, this might also help to substantiate the conclusions
of Chapter 6.
Some progress has been made towards the objective of understanding the biodiesel
NOx increase. However, if the question posed in Section 1.2, nominally forming the basis
of the work documented in this thesis, is to be answered more fully by a future student,
then they ought to begin with an eye on the fundamentals of the matter, rather than
simply causing and observing a range of phenomena, and then attempting to explain
them from the top, downwards. The diesel engine is essentially a practical device, rather
than a system for scientific experimentation. Although its operation is dependent upon
the physical and chemical processes which are of research interest, the level of complexity
is too high, and the convolution too great, for fundamental answers to be derived directly
from engine tests. Engine tests can be used to identify trends and to validate models,
but the core of research into differences between fuels must ultimately be centred around
experiments which reduce the subject to its simplest elements, out of which single threads
may be drawn and examined. Diesel combustion represents a veritable tapestry of such
threads, which one cannot tease apart without extreme difficulty, and certainly not with
only in-cylinder pressure and emissions data to base judgements upon.
In the 2007 Report of the Basic Energy Sciences Workshop for Clean and Efficient
Combustion of 21st Century Transport Fuels [785], a single ‘overarching grand challenge’
for combustion research is identified:
“The development of a validated, predictive, multi-scale, combustion modeling
capability to optimize the design and operation of evolving fuels in advanced
engines for transportation applications.”
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If progress can be made towards this goal, in the future it will not only be possible
for researchers to more quickly and thoroughly understand the reasons for the effects of
changes in fuel, but the ability of engine manufacturers to achieve optimised configurations
will also be significantly enhanced. Ultimately, this is the practical end of experimental
work: to improve upon existing technology. With adoption of alternative fuels becoming
more widespread, a complete understanding of the differences between them is essential
to ensuring that possible benefits are maximised, while associated downsides – like the
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[246] W.J. Pitz, C.V. Naik, T. Nı́ Mhaoldúin, C.K. Westbrook, H.J. Curran, J.P. Orme, J.M.
Simmie, Proceedings of the Combustion Institute 31 (2007) 267-275.
[247] C.K. Westbrook, W.J. Pitz, Fundamental Chemical Kinetics, in: D. Crolla, D.E. Foster,
T. Kobayashi, N. Vaughan (Eds.), Encyclopedia of Automotive Engineering (Online), John
Wiley & Sons, Hoboken, NJ, USA, 2014.
[248] P.A. Glaude, F. Battin-Leclerc, R. Fournet, V. Warth, G.M. Côme, G. Scacchi, Combustion
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