Abstract. We study the disjoint path allocation problem. In this setting, a path P of length L is given, and a sequence of subpaths of P arrives online, one in every time step. Each such path requests a permanent connection between its two end-vertices. An online algorithm can admit or reject such a request; in the former case, none of the involved edges can be part of any other connection. We investigate how much additional binary information (called "advice") can help to obtain a good solution. It is known that, with roughly log 2 log 2 L advice bits, it can be guaranteed that a log 2 L-competitive solution is computed. In this paper, we prove the surprising result that, with L 1−ε advice bits, it is not possible to obtain a solution with a competitive ratio better than (δ log 2 L)/2, where 0 < δ < ε < 1. This shows an interesting threshold behavior of the problem. A fairly good competitive ratio, namely log 2 L, can be obtained with very few advice bits. However, any increase of the advice does not help any further until an almost linear number of advice bits is supplied. Then again, it is also known that linear advice allows for optimality.
Introduction
The input of an online problem arrives piecewise as a sequence of n requests x 1 , . . . , x n in consecutive time steps. An online algorithm Alg computes a sequence of answers y 1 , . . . , y n , where each answer y i , 1 ≤ i ≤ n, must be given in the ith time step while only depending on the requests x 1 , . . . , x i that are known up to this point. If the given online problem is a maximization problem, we assess the solution quality of Alg by comparing the gain of its solution to the one hypothetically reachable if the whole input sequence were known in advance; this is modeled by an offline algorithm Opt that has this knowledge. More formally, Alg is called c-competitive if there is a non-negative constant (with respect to the input length) α such that, on any instance I = (x 1 , . . . , x n ) of the given online maximization problem, we have gain(Opt(I)) ≤ c·gain(Alg(I))+α; the smallest c for which this holds is called the competitive ratio of Alg. If the above inequality even holds with α = 0, we call Alg strictly c-competitive. This framework, called competitive analysis, has been around for three decades now [17] and has become the standard tool to investigate the performance of online algorithms. For a detailed introduction to online algorithms and competitive analysis, we refer the reader to the literature [6] . Similar to the approximation ratio that measures what is lost when computing a solution to a hard offline problem in polynomial time, the competitive ratio tells us what is lost due to incomplete knowledge of the input at hand. However, since a complete absence of knowledge about the input is unrealistic in many real-world environments, it is reasonable to ask to what extent some certain additional information about the yet unrevealed requests can be exploited. While there are many models such as semi-online problems [10] where some specific parameters of the input are known, the advice complexity of an online problem tries a more general approach. Here, we augment an online algorithm with an advice tape that may contain any binary information about the input. We may think of the advice as being prepared by an oracle that sees the whole input in advance. An online algorithm Alg with such an additional resource is called an online algorithm with advice. Alg is called c-competitive with advice complexity b if, for every input I of the given problem, there is some advice string φ such that Alg has a competitive ratio of at most c while never accessing more than the first b bits of φ. Note that we assume that the advice string is infinitely long [4, 13] . This way, Alg cannot determine itself when the advice "ends," which may carry some additional information. Consequently, online algorithms with advice generalize many other approaches that assume additional information. Here, lower bounds are of particular interest, i. e., statements of the sort that some specific competitive ratio can never be reached with some given amount of additional information, no matter what this information actually is.
In this paper, we continue the study of the disjoint path allocation problem on paths, DPA for short. Here, we are given a path P of length L, i. e., with L + 1 vertices. A request is equal to a non-empty subpath of L. Alg must answer any such request by either admitting or rejecting it; this decision is final. If the request is admitted, a permanent connection between the two end-vertices of the subpath is established. After that, all involved edges are busy and cannot be part of any other connection. Therefore, a feasible solution corresponds to a set of edge-disjoint paths, namely the admitted subpaths of L. We call a request blocked if it cannot be admitted as the consequence of an earlier admission; an example is shown in Fig. 1 . Note that, if L is known in advance (as a parameter of the problem), we can easily set the constant α of the definition of the competitive ratio to L − 1, which implies that every online algorithm that admits at least one request (e. g., a simple greedy algorithm) is indeed 1-competitive; this is, of course, undesirable for a serious analysis. In this paper, we therefore assume that L is given with the first request, and is thus a part of the input.
The advice complexity is usually a function b of the input length n. However, since the competitive ratio of algorithms for DPA is commonly a function of the graph size and we consider paths of length L only, we define b as a function of L. If, e. g., an online algorithm admits the first one in time step 1, it cannot admit the second one. It is easy to see that no algorithm can admit more than 2 requests.
We now discuss known results, describe our contribution, and put it into context. Due to space constraints, some of the technical details are omitted.
Related Work
A first model of online computation with advice was given by Dobrev et al. [9] . The model used in this paper was introduced by Hromkovič et al. [13] and first applied by Böckenhauer et al. [4] . There is an alternative model of computing with advice introduced by Emek et al. [11] . In this setting, the advice is not read from a tape, but it is supplied in every time step, and the number of advice bits is the same in every time step. Both models have so far been used to study a large number of problems, including the paging problem [4, 14] , the k-server problem [3, 11, 12, 16] , or metrical task systems [11] . One of the first online problems studied in the model of computing with advice as we use it in this paper was the DPA problem [4] . However, the authors of [4] mainly studied both the advice complexity and the reachable competitive ratio with respect to the input length n. The authors gave a lower bound of roughly n/(2c) advice bits to obtain a strictly c-competitive solution. In this paper, we use the length L of the underlying path as a measurement, which is more consistent with the classical work [6] . With respect to L, the bound presented by Böckenhauer et al. [4] translates to roughly (log 2 L)/c, which is improved exponentially by our main result. Böckenhauer et al. [5] noted that there is a log 2 L-competitive online algorithm with advice that uses log 2 log 2 L advice bits; this is a direct consequence from the "classify-and-randomly-select" algorithm from Awerbuch et al. [1] . Barhum et al. [2] generalized this technique and combined it with advice yielding online algorithms with advice that use a small amount of advice bits and obtain a solution of high quality. Moreover, they showed that L − 1 advice bits are both sufficient and necessary to be optimal. So far, no lower bound on the competitive ratio (except for optimality) that is achievable when reading ω(log 2 L) advice bits is known.
Outline, Techniques, and Results
The remainder of this paper is devoted to giving non-trivial lower bounds on the number of advice bits necessary to obtain a certain competitive ratio. The result implies two interesting bounds.
For any
, any c-competitive online algorithm with advice needs to read at least Ω L/(4 c c 4 ) advice bits. Note that this bound is more general than the one presented by Barhum et al. [2] , which only gives a statement for b ≤ log 2 log 2 (L/2). 2. For any δ, 0 < δ < 1, any (δ/2 · log 2 L)-competitive online algorithm with advice needs to read at least ω(L 1−ε ) advice bits, for any constant ε with δ < ε < 1. This complements the upper bound of log 2 L using log 2 log 2 L advice bits [4] . The result is particularly surprising as it shows that we need almost double exponentially more advice to be (δ/2 · log 2 L)-competitive instead of log 2 L-competitive. Indeed, the number of advice bits necessary is almost linear. Then again, with a linear number of advice bits, it is possible to compute an optimal solution [2] .
We prove the result by constructing a set I of instances such that any deterministic online algorithm can achieve the competitive ratio c only on a small fraction of the instances from I. The number of these instances is bounded by some probabilistic arguments. All these instances can be organized as the leaves of a tree, such that paths from the root to some inner vertex v correspond to the instances that are leaves of the subtree rooted at v. Then we show that any online algorithm with advice needs to read many advice bits to achieve a competitive ratio of at most c on all instances from I.
The Main Result
We start with some technical preliminaries that we need for the analysis of the given online algorithm with advice. For our calculations, we need Bernoulli's inequality, which states the following [7] . Fact 1. For every x ∈ R ≥−1 and every n ∈ N ≥0 , we have (1 + x) n ≥ 1 + nx.
The following argumentation involves a random variable with hypergeometric distribution. Therefore, we now establish a result that follows from a well-known bound for the tail of the hypergeometric distribution. First, let us recall that a random variable with hypergeometric distribution with parameters M , N , and n counts the number of black balls drawn from an urn containing N balls, out of which exactly M are black, when drawing n balls uniformly at random without replacement (see, e. g., [15] ). The following bound was established by Chvátal [8] .
Fact 2. Consider a discrete random variable X with hypergeometric distribution with parameters M , N , and n, i. e.,
Then, with e = 2.71828 . . . being Euler's number, we have
2 n , for any t ≥ 0 . We have to adapt this result slightly for our purposes. Corollary 1. Let X be a discrete random variable with hypergeometric distribution with parameters M , N , and n, and let t ≥ 0. Then, for every M ≤ M , we have
2 n . Now let us describe how to construct the set I of instances for DPA. For the sake of simplicity, let L be a power of 2. Furthermore, let h := h(L) be a parameter depending on L with
Then the requests are presented to the algorithm in h + 1 phases. In each phase i, with 1 ≤ i ≤ h + 1, the algorithm is given L/2 h edge-disjoint requests of length 2 h−i+1 . Hence, in the first phase, L/2 h edge-disjoint subpaths of length 2 h are presented, whose concatenation forms the complete path P . Half of the requests from phase i, with 1 ≤ i ≤ h, are so-called closed requests, for which no intersecting requests will be presented anymore, and which hence belong to the optimal solution computed by an optimal algorithm Opt. The other half of these requests are open, i. e., they are split into two edge-disjoint requests of length 2 h−i each, which are then presented in phase i + 1. Finally, in phase h + 1, the algorithm is given L/2 h subpaths of length 1 each, which all belong to the optimal solution; for an example, see Figs. 2 and 3. Observation 1. The optimal solution on any instance I from I has a gain of
Proof. For every phase i with 1 ≤ i ≤ h, there are L/2 h+1 requests that belong to the optimal solution, and additionally, there are L/2 h ones from phase h + 1, which yields Let us introduce another parameter f := f (c), such that f > 0. Both parameters f and h must be chosen according to the competitive ratio that an algorithm is supposed to achieve. In the remainder of this chapter, we prove the following general theorem. needs to read at least b := L/(2 h f 2 ) · log 2 e − log 2 h advice bits.
After that, we choose concrete values for f and h to obtain more tangible lower bounds, which are formulated as corollaries at the end of this section.
We start our argumentation by making the following observation. The set I of instances can naturally be represented by a L/2 h L/2 h+1 -ary tree of depth h (i. e., with h + 1 levels), as depicted in Fig. 4 Now consider some vertex v on level i with 0 ≤ i ≤ h and some arbitrary instance I v represented by v. Then, any deterministic algorithm Alg, given I v as its input, is always in the same state at the beginning of phase i+1, independently of the instance that it gets as its input, i. e., it has seen and admitted the same requests so far on every instance represented by v; see Fig. 5 .
From now on, let Alg be an arbitrary, but fixed deterministic algorithm for DPA. For a given vertex v on level i, let γ (i) be the gain of Alg on any instance represented by v during phase i, hence, the number of admitted requests during this phase. Moreover, letγ (i) be the gain of Alg during all phases up to and including phase i, hence,γ (i) := i j=1 γ (j) . Let us introduce the following notion of bad phases and vertices. We call a phase i a bad phase for Alg if, at the beginning of this phase, at least
requests from phase i are already blocked. Furthermore, let us call a vertex v on level i − 1 bad for Alg if, when Alg is given any instance corresponding to v as its input, phase i is bad for Alg. Phases and vertices that are not bad are called good. Moreover, let us define the set of requests from phase i that are blocked at the beginning of phase i + 1 (including those that were admitted in phase i, which are blocking themselves) to be R i . This matches the definition of a bad phase.
Lemma 2. The fraction of bad vertices on level i is at least
Proof. We prove the claim by induction on i. On level i = 0, there is only one vertex, namely the root representing all instances from I. Obviously, the algorithm did not admit any requests before phase 1, and hence,γ (0) = 0. According to its definition, the root is bad if phase 1 is bad for Alg. This, in turn, is the case if at least 0 requests are blocked at the beginning of phase 1 when Alg is processing any instance; see (2) . This is obviously true, and hence the base case is covered.
Let us now assume that the claim holds for some level i − 1. We will show that the claim then also holds for level i. From now on, let v be some bad vertex on level i − 1. First we prove that the fraction of bad vertices among the children of v is at least
Since v is bad, phase i must be bad for Alg, given any instance I v corresponding to v as its input. Therefore, for each such instance I v , at least d i−1 requests from phase i are already blocked at the beginning of phase i. As Alg admits γ (i) further requests in this phase, at least d i−1 + γ (i) requests from phase i are blocked at the beginning of phase i + 1, including the admitted requests from phase i. This set of requests corresponds to the set R i defined earlier. From Lemma 1, we know that, if at least d i /2 requests from R i are open, then phase i + 1 is bad, which implies that at the beginning of phase i + 1, at least d i requests from phase i + 1 are already blocked. Since the set of instances that correspond to a child w of v is a subset of the set of instances that correspond to v, and since we just showed that phase i + 1 is bad for an arbitrary instance I v , phase i + 1 is also bad for each instance I w ; Fig. 6 gives an example.
Hence, a sufficient condition for w to be bad is that at least d i /2 requests from R i are open when giving Alg an instance I w as its input. Thus, we have the following scenario. There are N := L/2 h requests in phase i, as in every phase. Out of these, M ≥ M := d i−1 + γ (i) are blocked at the beginning of phase i + 1. The set of these requests is R i . Each child w of v corresponds to the set of instances in which the same set of n := L/2 h+1 requests from phase i are open requests. We are interested in the fraction p of children w of v that correspond to instances in which at least d i /2 requests from R i are open. This is equivalent to the following. We have an urn containing N balls (i. e., requests), out of which M ≥ M are black (i. e., in R i ), we draw n balls (i. e., open n requests) without replacement, and we are interested in the probability that the number of black balls drawn (i. e., open requests from R i ) is at least d i /2. 
Since 2 requests from phase 2 are already blocked at the beginning of this phase, v is a bad vertex. Wlog, let w from Fig. 4 be the vertex on level 2 containing the instance from this picture. The vertex w is bad if, out of all requests from phase 3, at least d2 =γ (2) − 2 · 32/(2 3 · f ) = 3 − 8/f < 3 are blocked at the beginning of phase 3. Hence, in this instance, out of the 3 requests from phase 2 that are blocked after phase 2, at least d2/2 < 1.5 must be open. This is clearly the case, since 2 such requests are open; thus, w is bad.
Let X be a random variable that counts the number of open requests from R i in this scenario. Note that X has a hypergeometric distribution with param-
h , and n = L/2 h+1 , and we are interested in Pr(X ≥ d i /2). With
Corollary 1 gives us a means to bound
from above for any t ≥ 0. Hence, choosing t := 1/f yields
Then, according to Corollary 1, we get
Finally, combining (3) and (4), we obtain
Hence, we have now shown that, for each bad vertex v on level i − 1, the fraction of bad vertices among its children is at least
At this point, we are almost done. The only thing that remains to do is to exhibit a connection to the number of bad vertices on level i. All vertices on level i − 1 have the same number of children and due to the induction hypothesis, for every bad vertex on level i − 1, a fraction of at least 1 − e −L/(2 h f 2 ) of its children is bad. Hence, the fraction of bad vertices on level i is at least
A direct consequence from this result that many vertices are bad is that many instances are bad for Alg.
Corollary 2. For any deterministic online algorithm Alg, the fraction of instances in I which are bad for Alg is at least
Proof. Every single instance corresponds to a leaf in the instance tree, and is thus located at level h. Plugging in the result of Lemma 2 proves the statement.
We have now shown that there are many bad instances for a given deterministic algorithm Alg for DPA. What we will show next is that the choice of the term "bad" was indeed justified for these instances, i. e., that Alg can actually only admit few requests on any bad instance.
Lemma 3. Let Alg be an arbitrary but fixed deterministic algorithm for DPA, and let I ∈ I be a bad instance for Alg. Then, the gain of Alg on I is at most
Proof. According to the definition of bad vertices (2), an instance (corresponding to a vertex on level h of the instance tree) is bad if there are at least
requests from phase h + 1 that are already blocked at the beginning of phase h + 1. In this last phase, Alg is presented L/2 h requests, and thus, the number of requests Alg can admit in this phase is
For the number of admitted intervals at the end of the computation and thus, for the total gain of Alg on any bad instance I, we obtain
All in all, we have shown that, for a fixed deterministic algorithm Alg, there are many instances on which Alg has only small gain. We now combine these results to prove Theorem 1.
Proof of Theorem 1. Consider an arbitrary but fixed deterministic algorithm Alg for DPA. The competitive ratio of Alg on an arbitrary bad instance I is, according to Lemma 3 and Observation 1,
Now consider an arbitrary online algorithm A with advice for DPA that reads b advice bits. We can interpret A in the usual way as a set of 2 b deterministic algorithms, A = {Alg 1 , . . . , Alg 2 b } [3, 4] . From Corollary 2, we know that, for every such deterministic algorithm Alg i , the fraction of good instances from I, and hence the fraction of instances on which Alg i has a competitive ratio of at most (h + 2)/(2(1 + h/f )), is at most
where we used Bernoulli's inequality (Fact 1), plugging in the values n := h and
. Note that this is legitimate as long as 2 h > 0 and f > 0, since then L/(2 h f 2 ) ≥ 0 and hence x ≥ −1. Obviously, the best case for A is met if the good instances of all Alg i 's, 1 ≤ i ≤ 2 b are pairwise disjoint. Therefore, the number of deterministic algorithms that are necessary to guarantee a competitive ratio of at most (h + 2)/(2(1 + h/f )) for every instance from I is at least (e L/(2 h f 2 ) )/h.
To be able to distinguish this many different deterministic strategies, the number of advice bits the online algorithm Alg has to read is at least log 2 e L/(2 h f 2 ) h = L 2 h f 2 · log 2 e − log 2 h . Now that we have established a general lower bound that gives a minimum number of advice bits necessary to achieve a specific competitive ratio, we use Theorem 1 to get two concrete lower bounds by choosing concrete values for h and f that are in accordance with (1).
Corollary 3. For any c = c(L) with 1 < c ≤ 1/2 · (log 2 L)/(log 2 log 2 L) 1/4 , any online algorithm for DPA that achieves a competitive ratio of c needs to read at least Ω L/(4 c c 4 ) advice bits.
Finally, from Theorem 1 we can also derive a more concrete result on the number of advice bits necessary to achieve competitive ratios in the order of log 2 L. Corollary 4. Let δ be an arbitrary constant with 0 < δ < 1. Any online algorithm for DPA that achieves a competitive ratio of δ/2 · log 2 L needs to read at least ω(L 1−ε ) advice bits, for any constant ε with δ < ε < 1.
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