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Abstract
Semiconductor spin noise spectroscopy (SNS) has emerged as a unique experimental tool that utilizes spin fluctuations to pro-
vide profound insight into undisturbed spin dynamics in doped semiconductors and semiconductor nanostructures. The technique
maps ever present stochastic spin polarization of free and localized carriers at thermal equilibrium via the Faraday effect onto the
light polarization of an off-resonant probe laser and was transferred from atom optics to semiconductor physics in 2005. The inim-
itable advantage of spin noise spectroscopy to all other probes of semiconductor spin dynamics lies in the fact that in principle no
energy has to be dissipated in the sample, i.e., SNS exclusively yields the intrinsic, undisturbed spin dynamics and promises optical
non-demolition spin measurements for prospective solid state based optical spin quantum information devices. SNS is especially
suitable for small electron ensembles as the relative noise increases with decreasing number of electrons. In this review, we first
introduce the basic principles of SNS and the difference in spin noise of donor bound and of delocalized conduction band electrons.
We continue the introduction by discussing the spectral shape of spin noise and prospects of spin noise as a quantum interface
between light and matter. In the main part, we give a short overview about spin relaxation in semiconductors and summarize
corresponding experiments employing SNS. Finally, we give in-depth insight into the experimental aspects and discuss possible
applications of SNS.
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1. Introduction
The physical properties of the electron spin in semiconduc-
tors have been an active field of research since the pioneering
publications of Lampel [1] and Parsons [2] in the end of the
1960s. The theoretical proposal of the spin field effect transis-
tor by Datta and Das in 1990 [3] has boosted the number of
research papers in this field, giving rise to the notion of semi-
conductor spintronics [4, 5, 6, 7]. Some years later, localized
electronic spins in semiconductors were suggested as possible
qubits for quantum computation [8, 9, 10].
As a matter of fact, investigations of the electron spin de-
phasing or relaxation times have been an integral part of semi-
conductor spintronics since the very beginning [1, 2, 11]. How-
ever, most experimental probes of semiconductor spin dynam-
ics rely on generation of a non-equilibrium spin polarization
[1, 2, 12, 13, 14, 15]. This creation of a spin polarized elec-
tron ensemble away from thermal equilibrium is necessarily
accompanied by energy transfer to the system which modifies
the effectiveness of the different mechanisms of spin dephasing
and can—in the worst case—totally obstruct the measurement.
Fortunately, this fundamental problem can be circumvented ac-
cording to the fluctuation-dissipation theorem [16, 17] which
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states that the response of a system to a perturbation is directly
linked to its fluctuations at thermal equilibrium. In other words,
the spin fluctuations of an electron ensemble deliver informa-
tion about the dynamics of the spin system under an infinitesi-
mal external perturbation which is not realizable in an experi-
ment [18]. Such spin noise, i.e., a time-varying stochastic spin
polarization, was first predicted by Bloch [19] for a nuclear spin
system and first measured by Sleator et al. [20]. Later, other
groups experimentally verified the fluctuation-dissipation theo-
rem via magnetometric [21, 22, 23] and electrical [24] measure-
ments of the magnetic noise of spin glasses. More recently, Ru-
gar and co-workers extended the use of spin fluctuations to very
small nuclear and electronic spin ensembles by means of mag-
netic force microscopy [25, 26, 27, 28, 29]. In 2006, Mu¨ller and
Jerschow utilized nuclear spin noise for magnetic resonance
imaging [30].
Measurement of spin noise by optical means, i.e, spin noise
spectroscopy (SNS), was first carried out in atom optics by
Aleksandrov and Zapasskii [31] in 1981. Spin-orbit coupling
gives rise to an interaction between the electron spin and the
photon helicity via the dipole selection rules and thereby maps
the spin noise onto the light polarization of an off-resonant probe
laser via the Faraday effect [32]. Application of off-resonant
probe light is an established concept in atom optics to avoid
optical pumping and to study optically thick samples [33] and
several experiments in alkali metal vapors (see, e.g., Refs. [34,
35]) clearly prove that for sufficient detuning from the reso-
nance SNS can be viewed as a quantum non-demolition mea-
surement [36, 37, 38] of the atomic spin.
In 2005, Oestreich and co-workers were the first to demon-
strate SNS in a semiconductor system, introducing this sensitive
and nearly perturbation-free technique to study semiconductor
spin physics [39]. SNS has been transferred to semiconduc-
tor physics rather late since the shorter spin relaxation times in
semiconductors compared to atoms require much more sophis-
ticated experimental means [40]. Since the pioneering work
on semiconductor SNS, a considerable number of theoretical
[41, 42, 43] as well as experimental [40, 44, 45, 46, 47, 48, 49]
papers have been published demonstrating SNS in three-, two-,
and zero-dimensional semiconductor systems.
2. Fundamentals of Spin Noise Spectroscopy
2.1. Measurement Principle and Experimental Realization
The basic idea of SNS is to map the stochastic spin fluc-
tuations in the sample onto the polarization of the laser light.
Its experimental realization is straightforward and depicted in
Fig. 1. Linearly polarized, below band gap laser light is trans-
mitted through the investigated sample, which is mounted in a
cryostat. The carriers in the sample are at thermal equilibrium
and, accordingly, the expectation value of the spin polarization
mz = (N↑ − N↓)/(N↑ + N↓) vanishes.1 Here, N↑ and N↓ are
1In the following, the axis of quantization for the electron spin is the z-
axis, i.e., the direction of light propagation (see Fig. 1). For the sake of brevity
and relevance for the most of the reviewed experiments, s = 1/2 electrons are
considered. However, SNS is also applicable to hole spins.
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Figure 1: Basic experimental setup for semiconductor SNS. Linearly polar-
ized laser light is transmitted through the sample. The Faraday rotation of the
probe light induced by a stochastic spin polarization is measured via an optical
polarization bridge. The signal is analyzed in the frequency domain via FFT
spectrum analysis.
the number of electrons with spin-up and spin-down, respec-
tively, and N = N↑ + N↓ denotes the total number of probed
spins. As a finite electron ensemble is considered, the stan-
dard deviation σmz is non-zero. Hence, the electron ensemble
shows a stochastic spin polarization at a given time. This re-
sults in a spin dependent bleaching of the probed optical tran-
sition and the spin imbalance becomes manifest in a difference
in absorption α± of right (σ−) and left (σ+) circularly polarized
light which in turn translates via the Kramers-Kronig relations
[50, 51] to a difference of the dispersive part of the refractive
indices for the two circular light components. Due to this cir-
cular birefringence, the linearly polarized probe light, which
is composed out of σ+ and σ− light, acquires a rotation of its
linear polarization direction, which is known as the Faraday ef-
fect [32]. Thereby, the spin noise in the sample is projected
onto the direction of the linear light polarization. These fluctu-
ations of the Faraday rotation of the probe light are measured in
SNS via an optical polarization bridge consisting of a polarizing
beam splitter and balanced photodiodes as depicted in Fig. 1.
The time-continuous electrical signal from the balanced pho-
toreceiver is pre-amplified and—to avoid undersampling (see
Sec. 4.2)—sent through a frequency bandpass filter before the
analysis in the frequency domain is performed. This spectral
analysis reveals the correlations of the underlying spin dynam-
ics. Figure 2 shows a typical power spectrum of the measured
time signal with other noise contributions already subtracted
(see Sec. 2.5). As expounded in detail in Sec. 2.4, this spin
noise spectrum contains essential information about the spin
dynamics: The peak position yields the Larmor frequency ωL,
i.e., the precessional frequency of the electronic spins in a trans-
verse magnetic field that is often—but not necessarily—applied
in SNS to modulate the spin noise and to shift it from zero
frequency. The width of the curve wFWHM = (piT2)−1 scales
with the spin dephasing rate T−12 , and the area under the curve
gives the spin noise power P which is determined by the number
of probed electrons and their degree of localization. Note that
pure homogeneous, i.e., exponential, spin dephasing results in
a Lorentzian line shape in the spin noise spectrum whereas in-
2
Figure 2: Typical spin noise spectrum with the shot noise background already
subtracted. The peak position gives the Larmor frequency and, hence, the effec-
tive electron g-factor. The curve width scales inverse with the spin dephasing
time and the spin noise power, i.e, the area under the curve, yields valuable
information about the underlying electron statistics.
homogeneous mechanisms yield a Gaussian broadening of the
spin noise curve. To sum up, contrary to conventional exper-
imental probes in which a depolarization or a decay of an ar-
tificial spin orientation is measured (see Sec. 3.2), in SNS, no
energy has to be deposited in the sample and unperturbed spin
dynamics can be experimentally accessed very close at ther-
mal equilibrium. This measurement principle can be quite uni-
versally realized for all kinds of doped semiconductor systems.
The probed optical transition is required to be polarizable which
means that absorption of circularly polarized light would cre-
ate a spin orientation. The ratio of the degrees of optical spin
orientation and circular light polarization ξ of the investigated
transition is determined by the dipole selection rules. In the
absence of spin-orbit coupling, every allowed transition would
show vanishing ξ and the resulting spin noise power would be
zero. Figure 3 schematically depicts the dipole selection rules
for the valence to conduction band transition in bulk GaAs. The
different optical transition probabilities of the heavy hole and
the light hole to the conduction band with a ratio of 3 : 1 yield
ξ = −0.5 since heavy and light hole bands are degenerate at
the Γ-point and the split-off band is far away in energy and can
therefore be neglected.
In the following two sections, two complementary systems—
a low doped semiconductor with localized, non-interacting elec-
tron spins and a highly doped system with delocalized conduc-
tion band electrons—are considered. We calculate the mean
deviation of mz and the corresponding spin noise power P. We
assume that the equilibrium spin polarization due to magnetic
fields is negligible, i.e., kBT  g∗µBB which holds so far for all
published semiconductor SNS measurements.
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Figure 3: Dipole selection rules for the valence band (VB) to conduction band
(CB) transition in bulk GaAs. Left (right) circularly polarized light, shown
as light (dark) arrows, creates a spin polarization in the conduction band of
mz = −0.5 (mz = +0.5). The same selection rules also hold for the emission
when spin polarized carriers recombine.
2.2. Spin Noise of Donor Bound Electrons
In a low doped semiconductor system, where the donor elec-
trons are localized at the impurity atoms and non-interacting
with each other, the donor bound exciton transition (~ωD0X =
EG − EbD0X) is probed. Here, EG is the fundamental absorp-
tion edge and EbD0X is the binding energy of the exciton-neutral
donor complex D0X [52]. Since the donor electrons do not in-
teract with each other, the number of spin-up(down) electrons
N↑(↓) follows a binomial distribution with mean 〈N↑(↓)〉 = 0.5N
and standard deviation σN↑(↓) = 0.5
√
N. Here, N = N↑ + N↓ =
nDV is the total number of donor electrons within the probe vol-
ume V with nD being the impurity density. Thus, the standard
deviation of the stochastic spin polarization mz of the donor-
bound electrons is given by
σmz =
√
N/N. (1)
In the absence of spin polarization, the Drude-Lorentz oscillator
model describes this optical transition as a sum of N harmonic
oscillators with oscillator strength f . Within this model (see,
e.g., Ref. [53]), the absorption constant α and the dissipative
part of the refractive index κ can be written as
α = κ
2ω
c0
=
e2 f nD
8m0ωD0X
√
B
Γ
(ω − ωD0X)2 + Γ2/4
2ω
c0
, (2)
where dispersive and dissipative contributions from far-detuned
transitions are subsumed by the background dielectric constant
B, and Γ is the width of the optical transition. The correspond-
ing dispersive part of refractive index is given by
n = nB + n˜
=
√
B − e
2 f nD
4m0ωD0X
√
B
ω − ωD0X
(ω − ωD0X)2 + Γ2/4
, (3)
Thus, the deviation of the real part of the refractive index from
nB =
√
B decreases linearly with inverse detuning and the ab-
sorbed energy decreases with the inverse detuning squared. In
other words, the change of the refractive index is finite even at
negligible absorption.
3
Figure 4: Dissipative and dispersive part of the refractive index of an optical
transition according to the Drude-Lorentz oscillator model.
The stochastic spin imbalance mz yields a circular dichro-
ism due to the optical selection rules, i.e., different constants of
absorption α+ and α− for σ+ and σ− light,
∆α = α+ − α−
= ξmzα, (4)
as well as a circular birefringence, i.e., different indices of re-
fraction n+ and n− for σ+ and σ− light,
∆n = n+ − n−
= ξmzn˜. (5)
If the probe beam waist w0 within the sample can be viewed
as constant on the length scale of the sample thickness l, the
circular birefringence amounts to a Faraday rotation angle of
θF = pi∆n l/λ0. (6)
According to Eq. (1), the observed integrated spin noise power
reads:
P = σ2θF =
pi2ξ2n˜2l
λ20nDA
, (7)
where A = piw20 is the laser spot area and θF is assumed to be
small. Of course, Eq. (7) is only valid if the probe volume V is
large compared to the inverse of the doping concentration nD,
which is nearly always the case. Note that Faraday rotation is
usually independent of the laser spot area A, but in the case of
SNS the stochastic spin polarization and thereby the Faraday
rotation angle becomes larger for smaller probe volumes, re-
sulting in the 1/A relation in the above equation. This behavior
of the observed integrated spin noise power was experimentally
demonstrated for atomic vapors as well as for semiconductor
systems by Crooker et al. [54, 45] as it is depicted in Fig. 5.
2.3. Spin Noise of Delocalized Conduction Band Electrons
Next, we consider a semiconductor system with a doping
level well above the metal-to-insulator transition [55, 56, 57].
Figure 5: Double logarithmic plot of the integrated spin noise power P as a
function of the probe laser spot size A for an n-type bulk GaAs sample (nD =
1.4 × 1016 cm−3) at 10 K. The data is taken from Ref. [45] and shows the 1/A
dependence as expected from Eq. (7).
In such a sample system, the Fermi energy lies within the con-
duction band, a behavior that is reported to occur for n1/3D aB >
0.43, where aB is the effective Bohr radius of the donor electron-
impurity system, while the critical density of the metal-to-insulator
transition is given by n1/3D aB ≈ 0.25...0.33 [56]. The two main
differences to very low doped samples are that (i) electrons are
degenerate and Fermi-Dirac statistics have to be applied and
that (ii) the interband transition is described by a sum of Drude-
Lorentz oscillators with different resonant energies. This semi-
conductor system is defined by its density of states D(E) and
its doping density nD. The Fermi level EF for electrons in the
conduction band is calculated via the integral equation
nD =
∫ ∞
EG
f (E)D(E)dE, (8)
where f (E) is the Fermi-Dirac distribution function
f (E) = 1/
(
e[E−EF]/kBT + 1
)
. (9)
The stochastic spin polarization in this systems varies with the
energy position in the conduction band. According to the Pauli
principle, the variance of the spin imbalance is determined by
the number of occupied and unoccupied electronic states:
σ2mz (E) ∝ f (E)
[
1 − f (E)] . (10)
For a more rigorous calculation, the given absorption spectrum
α(E) has to be modeled by a sum of Drude-Lorentz oscillators
with different resonance energies and an energy dependent spin
polarization or even by a fully microscopic model. From a more
practical viewpoint—due to the term f (E)
[
1 − f (E)]—a spin
noise contribution is at low temperatures only expected from
electrons within a width of kBT around the Fermi energy EF.
Also, the optical absorption sets in at energies around EF + EG
(see Fig. 6), again with a width of kBT . Hence, the signal
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Figure 6: Schematic of the fluctuating occupation numbers for delocalized spin-
up and spin-down electronic states in bulk GaAs.
strength can be approximated at low temperatures by calculat-
ing the optical transitions by a single Drude-Lorentz oscilla-
tor centered around EF and assuming noise contributions from
electrons with a carrier density reduced by a factor F [40, 45]:
F × nD =
∫ ∞
EG
f (E)
[
1 − f (E)] D(E)dE. (11)
The temperature and probe light wavelength dependence are
well described for two- (see Fig. 12) [44] as well as for three-
dimensional systems [40] by using this reduced carrier density
in Eqs. (3) and (7) and modeling the optical transition as de-
scribed above. Besides using the two-dimensional density of
states in Eqs. (8) and (11), also ξ has to be adapted in order
to describe a two-dimensional system, in which the optical se-
lection rules for the three-dimensional case are modified since
the degeneracy of heavy and light hole is lifted due to the quan-
tum confinement. Reference [58] gives values for ξ for different
GaAs/AlGaAs based quantum well systems. Note that through-
out this section the stochastic spin imbalance is assumed to be
small so that the position of the absorption edge is independent
of the spin polarization—unlike to magneto-optical measure-
ments in very high magnetic fields.
At this stage, it is important to note that the amount of ob-
served spin noise power gives information about the underly-
ing electron statistics, i.e., the integrated spin noise power of
localized non-interacting electrons is temperature independent
while the spin noise power of fully delocalized electrons van-
ishes at zero temperature due to Pauli spin blockade [48]. In
other words, the amount of spin noise power extrapolated to
zero temperature is a measure of the degree of electron localiza-
tion which is especially interesting for comparative SNS studies
in the vicinity of the metal-to-insulator transition (see Sec. 3.3
and Refs. [45] and [48]).
2.4. Spectral Shape of Spin Noise
Figure 2 shows a typical spin noise spectrum, i.e., the fre-
quency power spectrum of the spin fluctuations recorded in the
time domain. The Wiener-Chintchin theorem [59, 60] states
that this power spectrum corresponds to the Fourier transform
0
signal in time domain signal in frequency domain
auto-correlation function
|FFT|²
   
 co
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Figure 7: Visualization of the Wiener-Chintchin theorem for totally uncorre-
lated noise, like laser shot noise, (left panels) and spin noise (right panels).
of the auto-correlation function of the time signal. Sophisti-
cated calculations of the spin noise spectrum can be found in
Refs. [41] and [43]. Braun and Ko¨nig give a fully quantum me-
chanical density matrix formulation of spin noise and also con-
sider the special case of an oscillating external magnetic field
[41]; Kos et al. [43] explicitly take the orbital motion of the
electrons into account in their work and also consider the case
of non-negligible transverse spin polarization due to high mag-
netic fields [43].2 In this paragraph we pursue a more classical
approach and consider a single spin precessing in a transverse
magnetic field; its auto-correlation function is given by [41, 43]
〈sz(0)sz(t)〉 ∝ cosωLt e−t/T2 for t > 0, (12)
where ωL and T2 are the Larmor frequency and the spin de-
phasing time, respectively. According to the Wiener-Chintchin
theorem, which is visualized in Fig. 7 for the case of completely
uncorrelated, i.e., white noise (left panels) and spin noise (right
panels), the Fourier transform of this expression directly yields
the spin noise spectrum. The Fourier transform of such an ex-
ponentially damped spin oscillation yields a Lorentzian shaped
spectral spin noise power density
S ( f ) =
2P
pi
wFWHM
4
(
f − ωL2pi
)2
+ w2FWHM
. (13)
Here, wFWHM = (piT2)−1 gives the full width at half maximum
(FWHM) and P is the integrated spin noise power as calcu-
lated in Eq. (7). The experimental data in Fig. 2 fits well to
a Lorentzian and, hence, the Larmor frequency as well as the
spin dephasing time can be extracted from the experimental
spin noise spectrum.
Nevertheless, the single spin correlation function in Eq. (12)
is only valid for localized spins. Since the probe volume is
always finite, also spatial correlations have to be considered.
The fact that time of flight broadening modifies the observed
spin lifetime in SNS is a known fact from atom optics [61].
Mu¨ller et al. were the first to experimentally demonstrate that
these transit effects also play an important role in semiconduc-
tor SNS [44]. Time of flight broadening is included in the spin
2It directly follows from the spin commutation relations and the Heisen-
berg uncertainty principle that a transverse spin polarization increases the un-
certainty of the investigated z-component (see Sec. 2.6). On the other hand, a
longitudinal spin polarization reduces the noise power.
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noise spectra by incorporating the spatial degrees of freedom
in the spin correlation function 〈sz(t0, r0)sz(t, r)〉. This prob-
lem was tackled first in a straightforward approach in Ref. [44]
and recently in a more rigorous treatment by Kos et al. [43].
However, extracting the spin lifetime and transit time simulta-
neously from the experimental spin noise spectra is still a very
tedious task and more theoretical work is clearly needed here.
The essential point is that in many cases experimental access to
intrinsic spin lifetimes is only granted by enlarging the probe
laser spot [44, 45, 48]. In other experimental techniques where
oriented spins are continuously optically injected, these effects
generally play a less important role [45] (see Sec. 3.2). Never-
theless, these transit effects give the unique possibility to study
spatial electron or spin dynamics at thermal equilibrium in the
absence of any gradients in electron or spin density [44]. It
should be noted that in principle also pure spatial spin dynam-
ics without accompanying charge dynamics can contribute to
this time of flight broadening. Such dynamics were studied by
means of spin density gratings, however, necessarily in the pres-
ence of spin density gradients [62, 63].
2.5. Spurious Noise Contributions
The balanced detection scheme in Fig. 1 is employed to ef-
ficiently reject classical noise of the laser system due to inten-
sity fluctuations. In addition to this suppressible classical noise,
quantum mechanical shot noise, which is a consequence of the
photon nature of light, contributes to the measured polarization
noise. In contrast to spin noise, photon shot noise is uncorre-
lated and therefore results in white noise. Figure 7 illustrates
how shot noise becomes manifest in theory as a constant off-
set in the noise spectrum. In practice, the white shot noise is
distorted due to the frequency-dependent sensitivity of the de-
tection system (see Sec. 4.1 for resulting experimental impli-
cations). The optical shot noise level is calculated by Poisson
statistics, i.e., the photon flux fluctuates with a standard devi-
ation of
√
Plaser/~ωlaser resulting in a shot noise power density
at the detector of 2ν2~ωlaserPlaser where ν [V/W] is the conver-
sion gain of the detector and Plaser and ωlaser are the probe laser
power and energy, respectively. Checking this linear relation-
ship between the background noise level and the laser power
is a quick test that the experimental accuracy is shot noise lim-
ited, i.e, at the standard quantum limit. Furthermore, the elec-
tronic components, like detector and the amplifier, introduce
additional electrical noise. However, in experiments at moder-
ately high laser powers, this noise contribution is usually sig-
nificantly smaller than the optical shot noise level.
The peak spin noise power density at the detector is accord-
ing to Eq. (13) given by S (ωL/2pi)×(νPlaser)2 = 2PT2×(νPlaser)2
where the Faraday rotation is converted into units of the detec-
tor output by multiplication with the detector gain ν and the
probe laser power Plaser. Note that the spin noise power is con-
trary to the shot noise power quadratic in laser power and a
higher laser power accordingly increases the signal strength η
which is quantified by the ratio between peak spin noise power
density and shot noise power level:
η = PT2Plaser/~ωlaser. (14)
Table 1 gives a survey on recent semiconductor SNS experi-
ments regarding the orders of magnitude of the integrated spin
noise power at the detector P, the spin dephasing time T2, the
peak spin noise power density S (ωL/2pi), the probe laser power
Plaser, and the signal strength η and also shows estimated val-
ues for prospective SNS measurements in a single quantum dot
and in bulk GaAs at room temperature. The last column of
Tab. 1 reveals that efficient data averaging is crucial for SNS in
semiconductors, especially for systems with high spin dephas-
ing rates. Therefore, the data acquisition and the subsequent
spectral analysis are further discussed in Sec. 4.2.
2.6. Spin Noise in Atomic Gases: A Quantum Interface be-
tween Light and Matter
This section gives a brief and not comprehensive survey on
the progress of SNS in atomic vapors of alkali metals that has
been achieved since the seminal work of Aleksandrov and Za-
passkii [31]. This discussion mainly aims at the aspect of the
quantum non-demolition nature of this experimental method, in
which sample excitations are clearly reduced by probing with
off-resonant light [33]. While Aleksandrov and Zapasskii ob-
served Raman like scattering events in their experiment [31, 66]
indicating light-induced spin flips, several more recent experi-
ments [34, 67, 35] showed that energy absorption is negligible
at sufficient detuning so that these experiments can be viewed
as quantum non-demolition measurements [36, 37, 38] of the z-
component of the atomic ensemble spin jz with the z-axis being
the axis of light propagation. Accordingly, the Hamiltonian of
the interaction between light and matter can be written as
H ∝ jz · σz, (15)
where σz is the component of the quantum Stokes operator de-
scribing the circular light polarization (see, e.g., Ref. [34, 68,
69]). The important feature is that jz does commute with the
interaction Hamiltonian. For the actual measurement, a meter
variable is needed that does not commute with H. Obviously,
in SNS the meter variable is the linear light polarization σy.
Solving the Heisenberg equation of motion for the given inter-
action by taking advantage of the commutation relation for the
components of j and σ delivers (see, e.g, Ref. [35])
σoutz = σ
in
z , (16)
σouty = σ
in
y + βσ
in
x j
in
z , (17)
joutz = j
in
z , (18)
jouty = j
in
y + β
′ jinx σ
in
z . (19)
Here, Eq. (17) describes the Faraday rotation of the linearly
polarized probe light, the quantum non-demolition nature mani-
fests in (16) and (18), and the measurement induced back-action
on the transverse spin component is given by Eq. (19). This
back-action on the y-component of spin system becomes max-
imal if the x-component of the spin system is fully polarized,
i.e., if, according to the Heisenberg uncertainty principle, the
incommensurability of jy and jz becomes maximal. Even in the
absence of spin fluctuations due to the very long spin lifetimes
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Table 1: (a) Magnitude of spin noise power P, spin dephasing time T2, peak spin noise power density S (ωL/2pi), probe laser power Plaser, and ratio of S (ωL/2pi) to
the background shot noise level, i.e., the signal strength η, for different semiconductor systems at cryogenic temperatures. All quantities are detector independent
and mostly apply to the weakly perturbing detection regime, i.e., strong detuning and large laser spots (contrary, e.g., to the spectrum in Fig. 2). Electrical noise
is neglected for calculating η. (b) Estimated values for prospective measurements. In the case of the single spin, additional electrical noise equivalent to 0.04 mW
probe laser power is assumed.
Investigated system Ref. P
[
µrad2
]
T2 [ns] S (ωL/2pi)
[
nrad2
Hz
]
Plaser [mW] η
(a)
n-doped Bulk GaAs (1.8 × 1016cm−3, l ≈ 340 µm) [48] 10 100 1 1 10−2
n-doped Bulk GaAs (2.7 × 1015cm−3, l ≈ 500 µm) [48] 100 10 1 1 10−2
InGaAs quantum dots [47] 1000 1 1 1 10−2
n-doped Bulk GaAs (8.8 × 1016cm−3, l ≈ 370 µm) [48] 10 10 0.1 1 10−3
Modulation n-doped multiple quantum well [44] 10 10 0.1 1 10−3
n-doped Bulk GaAs (1014cm−3, l ≈ 2 µm) [48] 10 1 0.01 1 10−4
(b)
Room temperature SNS in bulk GaAs [64] 10 0.1 0.001 1 10−5
Single electron spin in optical cavity [65] 100 10 1 0.01 10−5
compared to the measurement time, the measured Faraday ro-
tation is still subject to noise which results from the projective
measurement and is known as projection noise [70]. A continu-
ous measurement of jz results in an increase of the uncertainty
of jy:
(
δ jouty
)2
=
(
δ jiny
)2
+ ζ
(
δσinz
)2
and, subsequently, due to
the Heisenberg principle, in a decrease of the uncertainty of
jz. Thus, SNS allows measurement of a spin component with
accuracy beyond the standard quantum limit as shown theoreti-
cally and experimentally by Kuzmich and co-workers [67, 71].
In other words, by undergoing a SNS measurement, the co-
herent spin state evolves into a squeezed spin state [72, 73]
in analogy to the notion of squeezed light [74]. This concept
of spin squeezing was also applied to the atom clock levels of
a mesoscopic ensemble of cold caesium atoms resulting in a
metrologically relevant noise reduction of 3.4 dB beyond the
standard quantum limit [75]. Julsgaard et al. demonstrated
that this quantum non-demolition measurement, consecutively
carried out on two different alkali vapor samples, yields entan-
glement of these macroscopic objects [35]. Comprehensively,
the interaction Hamiltonian in Eq. (15) represents a so-called
quantum interface between matter and light [76, 77] which, of
course can transfer information in both ways. Via this inter-
face, non-classical light states can be used for spin squeezing
[78, 79, 80], the atomic spin ensemble can also be utilized as a
quantum memory of light [81], and quantum teleportation be-
tween matter and light becomes feasible [82].
A transfer of these exciting experiments to semiconductor
spin physics is clearly desirable. Besides possessing very sharp
resonances, easy tunable optical density, and a longer spin life-
time, metal atoms in a vapor gas cell also carry the advantage of
an easy optical access from all three spatial directions. Anyhow,
in consideration of the experimental results that are reviewed in
this section, it is surprising that in theoretical proposals of light
and semiconductor spin entanglement [83, 84, 85, 86, 87, 88],
mostly single spins and not ensemble spins are considered. Ad-
ditionally, isotropic exchange interaction in an electronic spin
ensemble in a semiconductor [89] and the resulting correlated
spin relaxation may allow for measurement precision beyond
the standard quantum limit for timescales longer than the spin
relaxation time [90]. Application of squeezed light for SNS in
semiconductors is discussed in Ref. [91].
3. Spin Dynamics in Semiconductor Structures
The main purpose of this section is to highlight the insights
SNS has already given to the understanding of electron spin dy-
namics in semiconductors as well as to discuss the potential of
SNS as an ultrasensitive probe. To this end, we first discuss the
most important mechanisms contributing to the spin decay in
semiconductors in Sec. 3.1; this discussion illustrates that spin
orientation as well as electron heating due to above bandgap
light absorption can significantly alter the observed spin dy-
namics. In Sec. 3.2, a survey of the conventional experimen-
tal probes for semiconductor spin dynamics follows and reveals
in which cases only SNS grants experimental access to intrin-
sic spin dynamics. A detailed overview of SNS experiments in
semiconductors closes this section.
3.1. Spin Dephasing in Semiconductors
There are several publications surveying the physical mech-
anisms of spin decay in semiconductors in great detail [5, 11,
89, 92, 93]. On that account, we only name the key facts of
spin dephasing in semiconductors which play a role for the un-
derstanding of the SNS experiments.
The Heisenberg picture and the spin commutation relation[
sx, sy
]
= isz directly disclose the precessional motion of the
spin observable s in a magnetic field B where the Hamilton op-
erator is given by H ∝ B · s. Extending this treatment to the po-
larization of an ensemble of spins m, the equations of motion—
known as Bloch equations [19]—become for B = B · ex
∂mx
∂t
=
µBg∗
~
(m × B)x − mx − m
0
x
T1
,
∂my
∂t
=
µBg∗
~
(m × B)y − myT2 ,
∂mz
∂t
=
µBg∗
~
(m × B)z − mzT2 , (20)
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where g∗ is the effective electron Lande´ g-factor which can in
consequence of spin-orbit coupling significantly vary from the
free electron g-factor. The quantity m0x describes the equilib-
rium spin polarization along the external field. Relaxation to
equilibrium m0x is accompanied by energy dissipation while the
spin polarization transverse to the magnetic field usually de-
cays with the energy of the spin system being conserved. The
spin dephasing time T2 as well as the spin relaxation time T1
are introduced phenomenologically in Eq. (20).3 SNS is sen-
sitive to T2 if no magnetic field is applied along the direction
of light propagation. This section mainly focuses on the dis-
cussion of spin dephasing as there has not been an investigation
of the longitudinal spin relaxation time via semiconductor SNS
yet. However, the physical difference between spin dephasing
and relaxation blurs at the relatively low magnetic fields used
in most SNS experiments, resulting in T1 ' T2. Spin dephas-
ing can either be of homogeneous or of inhomogeneous nature.
Inhomogeneous spin dephasing is for instance observed when
an electronic ensemble is probed in which all electrons expe-
rience different magnetic fields or have different effective g-
factors. Inhomogeneous—contrary to homogeneous—spin de-
phasing is reversible which means that it could be eliminated in
spin echo experiments; the corresponding inhomogeneous spin
dephasing time is denoted by T ∗2 .
In order to discuss the different mechanisms of spin dephas-
ing, we adopt the random walk formalism of Pines and Slichter
[94], which lucidly displays the main features of the particu-
lar mechanisms. Pines and Slichter consider a spin in interac-
tion with its environment. This interaction results in an average
change of the spin direction by an angle of δφ in the time span
τc where τc is the correlation time of the given interaction. The
change of the angle varies its sign with this time constant due
to scattering events. The mean square of the rotational phase
change of the spin after time t is given by〈
∆φ2
〉
∼ (δφ)2t/τc. (21)
Pines and Slichter define T2 to be the time after which
〈
∆φ2
〉
reaches unity, a definition that is closely related to the one in
Eq. (20). In the following, three cases have to be considered:
In the first case (i), the change of the rotational frequency oc-
curs during the scattering event itself. The spin dephasing time
becomes [95]
1/T2 ∼ (δφ)2/τc. (22)
In the second case (ii), the interaction occurs during the whole
time span of τc resulting in a change of the precession frequency
ω by δω ∼ δφ/τc. The consequent spin dephasing time reads
1/T2 ∼ (δω)2τc. (23)
Thereby, the spin dephasing becomes less efficient at shorter
correlation times τc. This concept of motional narrowing was
first put forward by Bloembergen et al. to account for the nar-
row linewidths found in the nuclear magnetic resonance spec-
tra of liquids [96]. In the third case (iii), the correlation time is
3In this review, the definitions of T1,T2, and T ∗2 according to Ref. [5] are
used.
large compared to 1/δω, i.e., the spin polarization has decayed
before the first scattering event occurs and τc has to be replaced
by T2 in Eq. (23), resulting in
1/T2 ∼ δω. (24)
In general, all mechanisms of homogeneous spin dephasing can
be assigned to one of the three above cases. In the following,
we discuss the most relevant processes.
Elliott-Yafet mechanism. The Elliott-Yafet (EY) mechanism [97,
98] is based on the fact that electronic Bloch states are because
of spin-orbit coupling not pure spin-up or spin-down states but
superpositions of both, e.g., Ψkn↑ = [akn(r)| ↑〉 + bkn(r)| ↓〉] eik·r.
This admixture of the other spin species is small (|b|  1). Nev-
ertheless, scattering into another k-state comes along with a fi-
nite possibility of a spin-flip. Correspondingly, the EY mecha-
nism is of the form given by Eq. (22) [5]:
1/T EY2 ∼ 〈b2〉/τp, (25)
where τp is the momentum scattering time. Qualitatively, it
does not matter which process gives the main channel for mo-
mentum relaxtion. Either scattering due to impurity atoms [97],
phonons [98], or electron-electron interaction [99] lead to spin
relaxtion via the EY mechanism. Obviously, all of these un-
derlying scattering mechanisms obey a strong energy or tem-
perature dependence and, consequently, optical excitation will
alter the efficiency of spin dephasing. Nevertheless, not only
the correlation time is energy dependent, but also the size of the
spin-down admixture b varies with the electronic energy. For
III-V semiconductors, Eq. (25) becomes [100, 95]
1/T EY2 (Ek) ∝ E2k/τp(Ek). (26)
Recently, Jiang and Wu theoretically studied the relative strength
of the EY mechanism to other mechanisms concluding that the
EY mechanism is unimportant in most III-V semiconductors at
zero magnetic field [101].
Dyakonov-Perel mechanism. In non-centrosymmetric semicon-
ductor structures, spin-orbit coupling becomes also manifest in
spin-split energy bands, i.e., Ek↑ = E−k↓ , Ek↓. The lack of
inversion symmetry can either result from bulk inversion asym-
metry as in III-V semiconductors (Dresselhaus spin-splitting)
[102, 103], from structure inversion asymmetry as in asymmet-
rically doped quantum wells (Rashba spin-splitting) [104, 105],
or from interface inversion asymmetry (see, e.g., Ref. [106]).
This spin splitting is described by an effective, wave vector
dependent magnetic field Ω(k)/gµB (H = ~s · Ω(k)). Hence,
spins of electrons in different k-states precess around different
effective magnetic field vectors and, subsequently, a spin po-
larization dephases due to the so-called Dyakonov-Perel (DP)
mechanism [107]. The correlation time of this interaction is
again given by the momentum scattering rate including scatter-
ing due to impurities, phonons, and electron-electron interac-
tion. The relevance of electron-electron scattering to the DP
mechanism was pointed out by Wu and Ning [108, 109] as well
as by Glazov and Ivchenko [110, 111].
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For τp  1/ω, which is usually the case, the DP mechanism
is of the type given by Eq. (23):
1/T DP I2 (Ek) ∼ 〈Ω2〉τp(Ek). (27)
The Dresselhaus spin-splitting for bulk semiconductors is cubic
in k [102]. Thus, as for the EY mechanism, not only the mo-
mentum relaxation time but also the strength of the spin-orbit
coupling becomes energy dependent:
1/T DP I2 (Ek) ∝ E3kτp(Ek). (28)
The Dresselhaus spin splitting is modified in quantum wells
where k in the growth direction is given by momentum quan-
tization [112]. A special case results for (110) grown quantum
wells where the Dresselhaus field has no in-plane component
and, hence, spins aligned along the growth direction do not de-
phase due to bulk inversion asymmetry [112, 113, 114]. In sys-
tems with very low momentum scattering rates as in high mo-
bility quantum wells at ultralow temperatures [115, 116], the
DP process is described by Eq. (24):
1/T DP II2 ∼ 〈Ω〉. (29)
Bir-Aronov-Pikus process. The interaction between electrons
and holes leads to electron spin dephasing via momentum scat-
tering and the resulting EY mechanism. However, Bir et al.
showed that in presence of holes electron spin dephasing due to
exchange interaction between electron and holes is much more
efficient [117]. The strength of this Bir-Aronov-Pikus (BAP)
mechanism depends on the hole density, the electron-hole over-
lap, and the fact whether holes are bound or delocalized. The
BAP process shows distinct regimes with different dependen-
cies on the hole density [11, Ch. 3]. Qualitatively, in all of
these regimes, the efficiency of electron spin dephasing is in-
creasing with hole density. Also, the temperature dependence
does not follow a simple expression and varies for the differ-
ent regimes: Nevertheless, for fixed hole density, the electron-
hole overlap increases with decreasing temperatures and, ac-
cordingly, the BAP mechanism gets more efficient. While it
is clear experimental evidence that the BAP mechanism signif-
icantly contributes to spin dephasing in the absence of other
spin dephasing processes [114], its relative strength compared
to other mechanisms has become subject of scientific discus-
sion (see Refs. [118] and [119]). The Pauli blockade strongly
suppresses the BAP spin flip mechanism at low temperatures
according to Zhou and Wu [119].
Spin dephasing by hyperfine coupling. While in natural sili-
con only roughly 5% of the silicon nuclei carry a spin angular
momentum, in GaAs all lattice nuclei have a finite spin. In
any case, the electronic spin interacts with the spins of the lat-
tice nuclei due to the Fermi contact interaction. This hyperfine
coupling represents an interface between electronic and nuclear
spins, as proposed by Overhauser in 1953 [120] for the case
of metals. In a semiconductor, an electronic spin polarization
creates a nuclear spin polarization on the laboratory timescale
which in turn strongly influences the electronic spin dynam-
ics [1, 121, 122]. Spin dephasing due to hyperfine interac-
tion in semiconductors was first theoretically investigated by
Dyakonov and Perel [121] and later extensively discussed by
Merkulov et al. [123]. Depending on the number of magnetic
lattice nuclei and the extension of the donor wavefunction, a
localized electronic spin interacts with a certain number of nu-
clear spins NL. Recalling the prediction of nuclear spin noise
by Bloch [19], an average stochastic polarization of
√
NL nu-
clear spins is present at thermal equilibrium. This hyperfine
interaction leads to an electronic spin precession with an aver-
age frequency 〈ΩHF〉 in the nuclear magnetic field, the so called
Overhauser field. An expression to calculate this field is given
in Ref. [123] (see also Refs. [48, 124]). The nuclear spins
themselves precess in the magnetic field of the electron, the so-
called Knight field, which is a factor of
√
NL smaller than the
Overhauser field. Hence, in the first step, the nuclear spin polar-
ization can be viewed as frozen. The correlation time τc of the
hyperfine interaction is determined by the strength of electronic
localization, i.e, by the time an electronic spin resides at a cer-
tain donor site. Spin diffusion via exchange interaction occurs
orders of magnitude faster than electronic hopping in the low
doping regime [89] so that τc ≈ ~/J [125, 89] is given by the
exchange integral between remote donor states J. In the inter-
mediate doping regime below the metal-to-insulator transition,
where 〈ΩHF〉τc  1, a spin polarization dephases according to
Eq. (23) with a rate of [89]
1/T HF I2 ∼
〈
Ω2HF
〉
τc. (30)
Therefore, spin dephasing based upon hyperfine interaction be-
comes less efficient with increasing doping concentrations and
is completely negligible in the metallic state. In the regime of
very low doping and low temperatures, where electrons are con-
sidered as non-interacting and strongly localized, no motional
narrowing occurs, i.e., 〈ΩHF〉τc  1 and, due to the stochastic
nuclear spin polarization, a spin ensemble is subject to inhomo-
geneous spin dephasing according to Eq. (24):
1/T HF II2
∗ ∼ 〈ΩHF〉. (31)
However, Eqs. (30) and (31) only describe the decay of the
spin components perpendicular to the Overhauser field at the
particular donor sites. In the absence of an external magnetic
field, the angle between electronic and nuclear magnetic field is
conserved during the electronic spin precession period. Hence,
one third of the spin polarization of a spin ensemble does not
dephase on the timescale of the electronic, but of the nuclear
precession period as theoretically proposed by Merkulov et al.
[123] and experimentally demonstrated by Braun et al. [124].
Due to the spatial variation of the electronic wavefunction, the
Knight field is spatially inhomogeneous and different nuclei
at a given donor site have different precessional frequencies.
Subsequently, the angle between electronic and nuclear spin is
not conserved on the timescale of the nuclear spin precession.
Thus, the spin component randomly aligned with the nuclear
field undergoes spin dephasing with a roughly estimated rate of
1/T HF III2 ∼ 〈ΩHF〉/
√
NL. (32)
Spin dephasing by anisotropic exchange interaction. The ex-
change interaction is mentioned as an origin of motional nar-
9
rowing of the hyperfine induced spin dephasing in the last para-
graph. However, in semiconductors without spatial inversion
symmetry, the exchange interaction itself is in connection with
spin-orbit coupling a source of spin dephasing for localized
electronic spins. Due to spin-orbit coupling and a crystalline
structure lacking spatial inversion, the exchange interaction be-
tween two spins is not described by a Hamiltonian of the form
s1 · s2, but by means of a second rank tensor. The antisym-
metric part of this tensor gives rise to an anisotropic exchange
interaction or the so called Dzyaloshinskii-Moriya (DM) inter-
action [126, 127]. Kavokin was the first to suggest in 2001 that
spin tunneling from one donor site to another will in average
encounter a finite rotation of γ due to this anisotropic exchange
interaction [128]. Hence, the DM interaction gives rise to spin
dephasing of the type of Eq. (22):
1/T DM2 ∼ γ2/τc, (33)
where the time between two spin diffusion events τc ≈ ~/J
[125, 89] is, as in the previous paragraph, given by the isotropic
part of the exchange interaction J. Electron hopping contributes
to spin dephasing analogously [89, 129].
3.2. Conventional Experimental Probes
SNS was for the first time applied to investigate spin dy-
namics in semiconductors in the year 2005 [39]. Decades be-
fore, quite a consistent picture on spin dynamics in semiconduc-
tors already existed. Besides on exhaustive theoretical work,
this picture had been mainly based on optical experiments of the
steady state depolarization carried out in the 1960s and 1970s
(see Ref. [11]) long before time-resolved measurement tech-
niques relying on (sub) ps laser light pulses were introduced.
Investigation of semiconductor spin dynamics in the time do-
main became feasible with the increasing usage of these new
laser light sources in the early 1990s (see Ref. [130]). Never-
theless, up to the year 2005, all optical techniques for investigat-
ing spin dynamics in semiconductors were based on optical ori-
entation of the electron spins and, hence, move the sample sys-
tem away from thermal equilibrium. Besides these optical tech-
niques, also, electron spin resonance has evolved into a valu-
able tool to study electron spin dynamics in semiconductors.
The first semiconductor system to be studied was n-type silicon
in the 1950s [131, 132, 133]. Later, electron spin resonance
was transferred to other semiconductos like InSb [134, 135],
GaAs [136, 137], and InAs [138]. However, due to dynamic
nuclear effects and low signal strength extracting spin relax-
ation times from spin resonance measurements is often a very
difficult task [135, 137]. Thus, resonance is often detected by
measuring the degree of depolarization via photoluminescence
[139], electrical transport [140], or below band gap Kerr ro-
tation [141]. Especially, electrically detected spin resonance
is highly sensitive and promises even quantum non-demolition
measurement of a single spin [142, 143]. In general, however,
electron spin resonance is a depolarization measurement and,
accordingly, the sample is not at thermal equilibrium during the
experiment [133]. Other experimental probes for spindynam-
ics in semiconductors are also based on transport and are left
out in this section as they—contrary to the optical techniques—
require device fabrication. A survey of these electrical tech-
niques can be found in Ref. [5]. In the following, we discuss the
optical techniques in view of the different spin dephasing mech-
anisms (Sec. 3.1) and show that SNS is the experimental probe
of choice for certain sample systems, like, e.g., bulk semicon-
ductors with a doping density below the metal-to-insulator tran-
sition.
Optical Measurements of the steady state depolarization. As
discussed in Sec. 2.1, irradiation of an intrinsic semiconductor
with circularly polarized above band gap light leads to a spin
polarization in the conduction band along the z-axis, i.e, the
direction of light propagation. The maximum degree of polar-
ization mmaxz ≡ ξ is determined by the dipole selection rules
(see Fig. 3). A closer look at the corresponding rate equations
reveals that the actual degree of spin polarization in undoped
semiconductors reads (see Refs. [11, Ch. 2] and [5])
mz =
ξ
1 + τ/T2
, (34)
where τ is the electron-hole recombination time. Hence, the
steady state electron spin polarization is an indirect measure
of the free electron spin dephasing time [144, 145]. Since the
dipole selection rules are not only relevant for light absorption
but also for light emission, the steady state electron spin po-
larization is experimentally accessed by the degree of circu-
lar light polarization of the photoluminescence under the as-
sumption that the hole spin is unpolarized due to very effective
hole spin dephasing [146]. The precessional motion of an elec-
tron spin polarization in an external transverse magnetic field
[see Eq. (20)] yields further depolarization of the optically in-
jected spins along the z-axis and the value of spin polarization
in Eq. (34) becomes [11, Ch. 2]
mz(B) =
mz(0)
1 +
(
µBg∗
~ BT
)2 , (35)
where the measured spin lifetime T is composed of the actual
spin dephasing time and the electron recombination time:
1
T
=
1
T2
+
1
τ
. (36)
This impact of a magnetic field on the polarization state of lu-
minescent light in mercury vapor was discovered by Wood and
Ellett [147] and explained by Hanle in 1924 [148]. In the year
1969, Parsons was the first to measure the quantity T for free
electrons in GaSb by means of this Hanle effect [2].
Hanle type measurements can also be carried out to mea-
sure the spin dynamics of donor electrons in weakly n-doped
semiconductors. Here, the recombination of bound electrons is
usually more efficient than free electron recombination and the
spin lifetime is usually longer than the carrier lifetime so that
the spin polarization of the optically generated free electrons
yields a spin polarization of the donor electrons [149, 150]. In
10
this case, the electron recombination rate 1/τ in Eq. (36) is sub-
stituted by the rate of replacement of donor electrons by opti-
cally generated spin polarized electrons:
1
T
=
1
T2
+
G
nD
, (37)
where G is the excitation rate of free carriers (see Refs. [151],
[125] and [11, Ch. 2]). Correspondingly, the measured quantity
T becomes strongly dependent on the power of the light excita-
tion. According to the above reasoning, 1/T2 can be extracted
from the linear extrapolation of the power dependence of 1/T
to vanishing excitation. Nevertheless, this evaluation method
requires that T2 is independent of the excitation power—an as-
sumption that is not generally valid since carrier injection alters
the spin dynamics. Especially, at low temperatures, where polar
optical phonons cannot be activated for carrier momentum re-
laxation (see, e.g., Refs. [152, 153]), and at low doping concen-
trations in the non-degenerate regime, in which—according to
equipartition theorem—the electronic energy scales linear with
temperature, the change of the electronic temperature by op-
tical excitation may have a drastic influence on the observed
spin lifetime. Additionally, due to the continuous electron-hole
pair generation, the efficiency of the BAP process, the mech-
anisms based on the DM interaction as well as the hyperfine
spin dephasing in the motional narrowing regime is altered be-
cause of the presence of free electrons and holes. While the
BAP spin dephasing is enhanced because of the increased hole
density, the efficiency of the hyperfine and the DM mechanism
is reduced due to averaging of the Overhauser field and the
anisotropic exchange interaction, respectively. This averaging
over several donor atoms occurs via exchange interaction medi-
ated spin diffusion. Exploiting this effect by flooding the semi-
conductor with free electrons, Dzhioev et al. demonstrated that
the hyperfine interaction induced spin dephasing can basically
be switched off [151, 154]. Additionally, Paget showed in 1981
that the presence of optically created electrons also significantly
alters the observed spin dynamics via exchange averaging be-
tween the localized and free electronic states [155]. Again, the
overall influence of free electrons is largest for low-doped sam-
ples at low temperatures. In this carrier regime, short spin de-
phasing times due to hyperfine interaction may also require ex-
citation densities that are comparable to the equilibrium carrier
density to achieve a sufficiently high spin polarization. At these
intensities, also spin diffusion may modify the depolarization
curves and yield a Hanle width that is—contrary to Eq. (37)—
quadratic in G [156]. To sum up, because of the temperature
and free carrier density dependence of the various spin dephas-
ing mechanisms and the non-equilibrium spin polarization, the
linear extrapolation of Eq. (37) to zero excitation density may
in many cases not be justified and the equilibrium spin lifetime
is not accessible in Hanle-type experiments.
Additionally, Hanle-type measurements in contrast to SNS
deliver no independent information about the effective g-factor
and the time constant T [see Eq. (35)], i.e, one of these two
quantities has to be known to determine the other. In III-V
bulk semiconductors, the effective electron Lande´ factor g∗ is
known to exhibit an energy dependence (see Ref. [157] and
references therein) and, hence, a doping level dependence as
well as a temperature dependence (undoped GaAs: Refs. [158,
159, 160, 161, 162], n-type GaAs: Ref. [49]). Therefore, pre-
cision measurements of the spin lifetime via the Hanle effect
require knowledge about the g-factor which has to be gath-
ered by another experiment. However, if the recombination
and spin dephasing rates are known or negligible, Hanle mea-
surements allow to determine the effective electron Lande´ g-
factor as demonstrated by Snelling et al. with the first study
of g∗ in GaAs/AlxGa1−xAs quantum wells in dependence of
the quantum well thickness [163] (see Ref. [164] for a more
recent study). Furthermore, while Hanle type measurements
in dependence on a longitudinal magnetic field (see Refs. [11,
Ch. 3] and [125]) yield important insight regarding the corre-
lation time τc (see Sec. 3.1) of the underlying spin dephasing
mechanism, these depolarization experiments do not allow to
study the influence of a transverse magnetic field on the spin
dynamics.
The degree of polarization of the luminescent light has not
necessarily to be examined in Hanle-type measurements. For
instance, the depolarization of the optically created spin ori-
entation can also be measured by means of below band gap
Faraday rotation of an additional probe beam as carried out by
Crooker et al. to directly compare spin dephasing times mea-
sured by SNS and Hanle measurements [45]. However, the dif-
ferent influence of spin and electron diffusion in both experi-
ments (see Sec. 2.4) makes the experimental data hard to com-
pare.
Time-resolved optical measurements. The spin dephasing time
can be accessed more directly in a time and polarization-re-
solved measurement of photoluminescence by means of a pulsed
circularly polarized pumping laser and a streak camera system
as first carried out in 1994 [12]. This technique has several ad-
vantages over continuous-wave Hanle type measurements since
the effective electron g-factor, the recombination rate, and the
spin dephasing rate are independently of each other extracted
from the experiment. Furthermore, measurements in zero mag-
netic field as well as studies of the transverse magnetic field
dependence are feasible. Time-resolved Kerr [165, 14] and
Faraday rotation [13, 166] techniques, both also introduced in
1994, sample the birefringence, which results from the initial
spin orientation by the pump pulse, via the polarization rota-
tion of a time-delayed, transmitted (Faraday) or reflected (Kerr)
probe pulse [167]. While photoluminescence directly reveals
the energy position of the carriers whose spin dynamics are
probed, time-resolved Kerr and Faraday rotation data usually
needs more interpretation [92, Chap. 2]. In general, electron re-
laxation dynamics are accessible in these experiments by means
of the transient change of the reflectivity and the transmission,
respectively. It was shown in several publications that interpre-
tation of the time-resolved Kerr rotation data is in many cases
not possible without also studying the dynamics of electron re-
laxation [168, 169].
Again, as carrier relaxation proceeds usually faster than re-
combination, these three methods work for doped as well as for
undoped semiconductor systems. The initial optical spin orien-
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tation comes along with all the disadvantages that are discussed
in the previous paragraph for Hanle-type measurements. In
time-resolved photoluminescence experiments, free holes and
electrons are—like in Hanle measurements—present in the sam-
ple during the whole data acquisition time resulting in spin de-
phasing due to the BAP process [114]. Recently, Krauß et al.
demonstrated the strong influence of various electronic scat-
tering and screening mechanisms that determine the observed
spin dynamics in time-resolved experiments at elevated exci-
tation conditions [170]. In doped samples with spin lifetimes
much longer than the recombination time, time-resolved Kerr
and Faraday rotation techniques could in principle allow mea-
surements of the spin dynamics after the electronic system has
equilibrated, as it is realized, e.g., in Refs. [15, 171, 172]. In
these experiments, however, the repetition rate of the laser sys-
tem significantly exceeds the spin dephasing rate so that spin
dephasing times are extracted via resonant spin amplification,
an extension of the time-resolved measurement principle intro-
duced by Kikkawa and Awschalom in 1998 [15], in which a
transverse magnetic field is swept while the time delay between
pump and probe pulse is kept constant. During some fraction
of the data acquisition time, free carriers are still present due to
optical pumping and modify the observed dynamics such that
the optical excitation has to be included for explaining the ex-
perimental outcome [173]. Also, the rapid optical excitation
leads to carrier heating, as in the case of Hanle measurements.
Especially, a high fluence of the pump pulse can lead to gener-
ation of a large number of non-equilibrium longitudinal optical
phonons which further hinders carrier cooling [174]. Therefore,
due to ineffective cooling of the electron system by phonons
at low temperatures [152, 153], ultralow electron temperatures
are generally not accessible in time-resolved measurements (see
Ref. [162] where the temperature of the measured effective g-
factor levels off at low temperatures indicating insufficient cool-
ing power of the electron system). Possible pitfalls of these
experiments are further listed in Ref. [89]. The initial optical
orientation can also modify the observed spin dynamics due to
enthralling effects resulting from the Hartree-Fock contribution
to the electron-electron interaction [116].
3.3. Investigations by SNS
Since 2005 SNS has been used to study spin dynamics in
bulk semiconductors [39, 40, 45, 48, 49] as well as in two [44]
and zero dimensional [47] semiconductor systems. SNS does
not rely on artificial spin orientation, which can—as discussed
in previous section—conceal the equilibrium spin dynamics. At
present, all publications on SNS in semiconductors are focused
on III-V-based samples, which can be viewed as quintessential
systems for spintronic research. SNS should, however, be appli-
cable to a large group of different semiconductor systems, direct
as well as indirect semiconductors, provided that the probed
transition obeys appropriate selection rules (see Sec. 2.1). In
the following paragraphs, we give a survey on the existing in-
vestigations via SNS on n-type bulk GaAs, modulation-doped
(110) GaAs/AlGaAs quantum wells and unintentionally p-doped
self assembled (In,Ga)As/GaAs quantum dots.
Figure 8: Low temperature spin dephasing times as a function of doping den-
sity. Measurements by SNS are indicated by asterisks. All other data is acquired
by means of resonant spin amplification and time-resolved Faraday rotation
[175], Hanle measurements [125, 176], optically detected electron spin reso-
nance [177], and time-resolved photoluminescence [178, 179]; the data point
at 1014 cm−3 of Ref. [125] is measured in a 0.1 µm thick buffer layer of a
GaAs/AlGaAs stack.
Bulk GaAs. SNS was utilized to study the temperature [40, 45,
48] and transverse magnetic field [49] dependence of electron
spin dephasing in n-type bulk GaAs in different doping regimes.
Also, spatially-resolved measurements of spin dynamics that
are feasible via SNS for all three spatial dimensions (see Sec.
5.2) delivered a better understanding of inhomogeneous spin
dephasing mechanisms for doping regimes close to the metal-
to-insulator transition [49].
Figure 8 summarizes measured low temperature spin de-
phasing times as a function of the dopant density, following
Fig. 3 of Ref. [125]. The plotted data is acquired via SNS and
various other experimental techniques—like Hanle type mea-
surements, time resolved experiments, resonant spin amplifica-
tion, and optically detected electron spin resonance (see Sec. 3.2).
The spin dephasing in bulk GaAs can be divided into three
regimes: (i) At very low densities of nD . 1014 cm−3, all donor
electrons can be viewed as non-interacting and the ensemble
spin dephasing time is determined by the inhomogeneous dis-
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tribution of nuclear fields [see Eq. (31)]. SNS has delivered
an inhomogeneous spin lifetime of T ∗2 = 2.8(7) ns [48] which
is very close to the theoretical value of T HF II2
∗
= 3.6 ns [123].
The presence of free carriers in other experimental techniques
leads to averaging of the nuclear fields and, hence, conventional
measurements can only deliver an upper bound of the spin de-
phasing time. (ii) With augmenting doping densities, the ex-
change interaction yields enhanced motional narrowing of the
hyperfine interaction induced spin dephasing [see Eq. (30)] and
the spin dephasing times increase. Again, the spin dephasing
time at nD = 2.7 × 1015 cm−3 [48] acquired via SNS is signif-
icantly smaller than the values that are measured via the vari-
ous other techniques in this doping regime, ranging from 40 to
600 ns. It is quite probable that this significant deviation does
not result from sample specifics like the exact doping regime
or the degree of compensation but again from avoiding exci-
tation of free electrons which mitigate spin dephasing by nu-
clear fields via exchange averaging. The corresponding corre-
lation times that can be acquired in Hanle-like measurements
in a longitudinal field [125] are several orders of magnitude
smaller than theoretically expected and rather correspond to
values expected in the case of interaction with free electrons
[89] which explains the more efficient motional narrowing [see
Eq. (30)]. Further, the strong temperature dependence reported
in Refs. [178] and [179] is not found via SNS [48] and may
also be an indication of insufficient cooling of the carrier sys-
tem. With increasing doping density, spin dephasing originat-
ing from hyperfine interaction becomes more and more inef-
ficient while the processes based on anisotropic exchange in-
teraction (see Sec. 3.1) and possibly other processes become
more effective. At the metal-to-insulator transition (nMITD =
1...2 × 1016 cm−3) low temperature spin dephasing times at-
tain their maximum. The efficiency of the various mechanisms
of spin dephasing at the metal-to-insulator transition has been
debated recently [89, 129, 180, 181] since the spin dephas-
ing times observed in conventional experiments seem to be too
low to be explained by the known mechanisms. Nonetheless,
the value acquired by means of SNS of T2 = 267 ns at nD =
1.6 × 1016 cm−3 [48] fits well to the theoretical values around
300 ns that were put forward by Gorkov and Krotkov [180]. In
this doping regime, the energy deposition in the sample that
necessarily accompanies conventional experimental probes ob-
viously reduces the measured spin dephasing times. This asser-
tion is backed up by Fig. 9 which displays the spin dephasing
time measured by SNS in two n-type bulk GaAs samples above
the metal-to-insulator transition as a function of the laser power
that is deposited in the sample. The sample with a dopant con-
centration of nD = 3.7 × 1016 cm−3, only slightly above the
metal-to-insulator transition, shows a very drastic dependence
on the amount of absorbed laser power that does not converge
even for the lowest tested values of deposited probe laser power.
Accordingly, long spin lifetimes in bulk GaAs at the metal-to-
insulator transition as given in Ref. [48] can only be acquired
by means of SNS with strong detuning from the resonance as
well as increased probe laser spot size. (iii) In the metallic
regime, at doping densities above the metal-to-insulator tran-
Figure 9: Spin dephasing time measured by spin noise spectroscopy in two n-
type bulk GaAs samples above the metal-to-insulator transition as a function of
the absorbed probe laser power. The amount of absorbed probe laser power is
varied either by tuning the laser power or the laser wavelength from 827 nm to
850 nm. Data is taken from Ref. [45].
Figure 10: Temperature dependence of the spin dephasing rates in n-type bulk
GaAs for different doping densities. All data is acquired via SNS and taken
from Ref. [48].
sition, spin dephasing is predominantly determined by the DP
process. The electronic energy and, hence, the spin splitting rel-
evant for the efficiency of the DP process increases with higher
doping densities [see Eq. (28)]. Sample excitations due to op-
tical orientation play a less important role in this degenerate
doping regime (see Sec. 3.2). Therefore all experimental tech-
niques deliver similar results in this regime. The data for the
sample with nD = 7.1 × 1016 cm−3 in Fig. 9 proves this reason-
ing since the spin dephasing time is signifcantly less dependent
on the amount of absorbed laser power than at lower doping
intensities.
The equilibrium sample temperature is a well defined ex-
perimental parameter in SNS since carrier heating is avoided.
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Figure 11: Spin quality factor Q = g∗µBBT ∗2/h as a function of the transverse
magnetic field in n-type bulk GaAs for different doping densities measured via
SNS. The lines are guides to the eye. The data is reproduced from Ref. [49].
Thus, SNS is an ideal tool to study the temperature dependence
of the spin dephasing rates in the different doping regimes. Spin
dephasing times in n-type GaAs ranging from liquid helium
temperatures up to 80 K are given in Ref. [48] and are repro-
duced in Fig. 10. The spin dephasing at low temperatures is
found to depend only weakly on temperature or—in the case of
the investigated sample with the lowest doping concentration—
is even independent of temperature (nD = 2.7 × 1015 cm−3).
In the sample at the metal-to-insulator transition (nD = 1.8 ×
1016 cm−3), the electrical conductivity shows a very similar tem-
perature behavior as the spin dephasing rate, indicating a quite
direct relation between the spatial electron dynamics and spin
dephasing [48]. A substantial amount of the donor atoms in
low doped samples is ionized at elevated temperatures and spin
dephasing is governed by the DP process for all doping con-
centrations. Here, conventional experimental methods are ex-
pected to be equally sensitive as SNS. In any case, the data in
Fig. 10 reveals that at elevated temperatures the spin lifetimes
are no more the longest at the metal-to-insulator transition, but
at higher doping concentrations where motional narrowing via
momentum scattering at impurity atoms is more efficient [see
Eq. (28)]. Scattering at ionized impurities further becomes
manifest in the T 3/2 temperature dependence of the dephas-
ing rates [5] which is observed in Fig. 10. The doping and
temperature dependence of n-type bulk GaAs is comprehen-
sively studied in Ref. [101] by means of fully microscopic cal-
culations which further include electron-electron and electron-
phonon scattering. These theoretical studies give a more de-
tailed temperature dependence as indicated by the fits in Fig. 10.
A spread of the effective g-factor in the sample may yield an
inhomogeneous broadening of the spin dephasing in high trans-
verse magnetic fields [15, 108, 173, 182, 183]. Such effects can
be investigated via SNS because of the recently achieved ad-
vancement of SNS to GHz frequencies (see. Sec. 4.3). Mu¨ller
et al. examined the spin dynamics in high transverse mag-
netic fields in two n-type bulk GaAs samples: one very close
at the metal-to-insulator transition (nD = 1.8 × 1016 cm−3), the
other well above (nD = 8.8 × 1016 cm−3) [49]. Spin dephasing
in high magnetic fields is quantitatively well characterized by
means of the spin quality factor Q = g∗µBBT ∗2/h [15] which is
plotted as a function of the applied magnetic field in Fig. 11:
In the metallic doping regime, the Q-factor increases with the
applied field and, hence, no inhomogeneous broadening is ob-
served in accord with existing studies [15] and the theoretical
expectation that delocalized electronic states average out all in-
homogeneities [183]. The inhomogeneous broadening close to
the metal-to-insulator transition, which becomes manifest in a
transition from a Lorentzian to a Gaussian line shape in the
spin noise spectra (see Fig. 16) as well as in the formation of
a Q-factor plateau, is around a factor of three less pronounced
than in a similar sample examined by resonant spin amplifi-
cation [15]. The higher temperature used in the SNS experi-
ments of 25 K compared to the resonant spin amplification ex-
periment at liquid helium temperatures directly disproves the
assertion that the inhomogeneous broadening in these cases re-
sults from a spread of the effective electronic g-factor due to
a thermal spread of the electronic energy. Instead, a spatial g-
factor variation is found in the investigated sample [49] mea-
sured by SNS with spatial depth resolution (see Sec. 5.2): The
absolute value of the g-factor is increased at the sample sur-
faces which may result from surface depletion. Delocalized
electrons would average over such spatial inhomogeneities and
no increase of the spin dephasing rate would be observed, but
SNS directly reveals that the electrons in the investigated sam-
ple (nD = 1.6 × 1016 cm−3) are to some extent localized [49].
This can be deduced from the temperature dependence of the
observed spin noise power as already mentioned in Sec. 2.3.
In general, the temperature dependence of the spin noise
power can be divided in three distinct regimes, of which all are
found in the experiment [48]. An extrapolation to zero tem-
perature should deliver vanishing spin noise power in the case
of a degenerate electron gas in which spin flips are suppressed
at 0 K due to the Pauli principle. For localized electrons, the
spin noise power is independent of the temperature and in the
intermediate doping regime close to the metal-to-insulator tran-
sition, where electron transport proceeds via hopping, a mixed
behavior with residual spin noise power at zero temperature is
found, proving partial localization of electrons.
GaAs/AlGaAs quantum wells. Semiconductor quantum wells
attract a lot of attention in the context of spintronics since they
allow to tailor spin orbit fields (see Sec. 3.1). GaAs based quan-
tum wells with an (110) growth axis are especially interesting
since the Dresselhaus field points along the growth axis for
all k-states such that electronic spins aligned with the growth
axis do not dephase according to the DP mechanism [112].
The longer spin dephasing times in (110) grown quantum wells
compared to equivalent (001) structures were experimentally
shown by Ohno et al. in 1999 [113]. Later, Do¨hrmann and
co-workers demonstrated that spins in the quantum well plane
still undergo spin dephasing via the DP process and that, sub-
sequently, spin dephasing is anisotropic in (110) grown struc-
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Figure 12: Spin noise power P and effective spin dephasing rate 1/T ‖2 measured
in an (110) grown GaAs/AlGaAs multiple quantum well structure (each quan-
tum well: nD = 1.8 × 1011 cm−2, thickness 16.8 nm) as a function of the probe
laser energy at T = 20 K. The solid line is a calculation of the spin noise power
according to the modeling described in Sec. 2.3. As expected from Eq. (7), the
data resembles nicely the square of the real part of a refractive index within the
Lorentz oscillator model (see Fig. 4). The spin dephasing rate increases signifi-
cantly by tuning to the resonance due to optical creation of holes. Time of flight
effects also contribute to the measured spin dephasing rate. The dashed curve
is a guide to the eye. All data is taken from Ref. [44].
tures [114]. However, in this investigation via time and polar-
ization resolved photoluminescence, the anisotropy of the spin
dephasing is diminished at low temperatures due to the BAP
mechanism. Like in all experimental probes that rely on optical
spin orientation (see Sec. 3.2), the presence of optically created
holes yields additional spin dephasing which becomes domi-
nant because of the enhanced exchange interaction at low tem-
peratures and the absence of other efficient mechanisms of spin
dephasing. In 2007, Couto et al. spatially separated [184] opti-
cally created holes from electrons by means of surface acoustic
waves. Nevertheless, the influence of these acoustic waves to
the spin dephasing had not been established yet and, hence, the
dominant process of spin dephasing and the corresponding spin
lifetimes in (110) GaAs quantum wells at low temperatures re-
mained unknown.
In 2009, application of SNS to a modulation doped (110)
grown GaAs/AlGaAs multiple quantum well structure (each
quantum well: nD = 1.8 × 1011 cm−2, thickness 16.8 nm) [44]
enabled the investigation of electron spin dephasing at low tem-
peratures in the absence of optically generated electron-hole
pairs. The potentially strong influence of the BAP process be-
comes manifest in a drastic increase of the spin dephasing rates
by tuning the probe laser close to the optical transition (see
Fig. 12) while the measured spin noise power resembles the
square of the real part of a refractive index within the Lorentz
oscillator model (see Fig. 4) as described in Sec. 2.3. In this
SNS experiment, also the finite transit times of the probed elec-
trons through the laser spot play an important role. However,
with an enlarged laser spot, to avoid these time of flight effects,
and with the laser detuned from the resonance, to avoid exci-
Figure 13: Spin dephasing time T2 measured in an (110) grown GaAs/AlGaAs
multiple quantum well structure (each quantum well: nD = 1.8 × 1011 cm−2,
thickness 16.8 nm) as a function of an applied in-plane magnetic field at T =
20 K. The magnetic field rotates the spins aligned along the growth axis into the
quantum well plane and, hence, they are subject of spin dephasing according
to the DP mechanism. The line represents the spin dephasing time calculated
by means of kinetic spin Bloch equations where random spin orbit fields are
additionally taken into account. The experimental data is taken from Ref. [44]
and the theory curve from Ref. [185].
tation of holes, SNS delivers the intrinsic spin dephasing times
of the investigated sample structure. A spin dephasing time for
spins aligned along growth axis of T ‖2 = 24(2) ns is measured
at 20 K. The anisotropic spin dephasing that is concealed in
time and polarization-resolved photoluminescence experiments
at these temperatures [114] is also recovered via SNS, where a
ratio of T ‖2/T
⊥
2 = 7.4(1.0) between the dephasing times of spins
aligned along and perpendicular to the growth direction is mea-
sured by application of an in-plane magnetic field (see Fig. 13).
The observed lifetimes T ‖2 cannot be limited by one of the well
studied spin dephasing mechanisms (Sec. 3.1). Also, the re-
cently discovered intersubband spin relaxation [114, 186] can-
not completely account for the experimental findings according
to the microscopic calculations by Zhou and Wu [187]. Mu¨ller
et al. [44] suggested that the observed lifetimes T ‖2 are lim-
ited by a mechanism that was initially put forward by Sher-
man in 2003 [188] which results from random spin-orbit fields
arising from electrical fields due to inevitable spatial fluctua-
tions of the impurity atoms in the δ-doping sheets (see also
Ref. [189]). Recently, several theoretical investigations on spin
dephasing due to random spin-orbit fields as well as on spin
dynamics in (110) grown GaAs quantum wells were published
[187, 185, 190, 191, 192, 193]. While the microscopic calcula-
tion from Ref. [185] agrees well with the experimental findings,
especially with the measured magnetic field dependence (see
Fig. 13), the work by Glazov et al., where also spin-flip colli-
sions of electrons from different quantum wells of the multiple
quantum well structure are explicitly considered [192], implies
that still additional, even unknown processes may contribute to
the observed spin dephasing. The aforementioned transit time
effects obviously pose a challenge for acquiring the intrinsic
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Figure 14: Spin noise spectra of holes confined in self-assembled
(In,Ga)As/GaAs quantum dots. A strong inhomogeneous broadening in a trans-
verse magnetic field is observed. The spectra are shifted for clarity. Data is
taken from Ref. [47].
spin lifetimes. However, this time of flight broadening also im-
plicates a great potential since it uniquely allows to study spatial
electron dynamics at thermal equilibrium [44].
(In,Ga)As/GaAs quantum dots. The recent work by Crooker
et al. [47] represents a compelling proof-of-principle experi-
ment revealing that SNS is by far sensitive enough to detect
spin dynamics of electrons and holes effectively confined to
zero dimensions. Besides the first SNS experiment on self-
assembled quantum dots, Ref. [47] also contains the first spin
noise measurements of hole spins and by above bandgap il-
lumination intentionally optically created electrons, of which
both are neatly identified by the specifics of the effective g-
factor. The investigated sample structure consists of 20 lay-
ers of (In,Ga)As/GaAs grown by molecular beam epitaxy on a
(100) GaAs substrate where each layer has a quantum dot den-
sity of around 1010 cm−2. The relatively large number of probed
quantum dots and the large inhomogeneous spread of the con-
finement energy around 0.2 eV, which also results in the strong
broadening of the spin noise curves in high transverse magnetic
fields (see Fig. 14), preclude demolition free application of SNS
by detuning from the probed resonance. Still, this experiment
may pave the way for application of SNS on single quantum
dots. The detection of a single electron spin by below band gap
Faraday [194] and Kerr [65, 195] rotation has already been es-
tablished which shows that SNS of a single electron spin should
be feasible.
4. Experimental Aspects of SNS
Over the last years, semiconductor SNS has developed into
a very sensitive tool to study spin dynamics in semiconductors.
The sensitivity has significantly increased and reached a level
that allows to apply SNS to quantum wells [44], quantum dot
arrays [47], and even only a few microns thick epilayers of bulk
semiconductor material [48]. Recently, the technical limitation
of SNS to frequencies within the bandwidth of the balanced
photoreceiver has been overcome and SNS was demonstrated
at frequencies of several GHz [49]. This section is devoted
to rather technical aspects that are only parenthetically men-
tioned in the corresponding research papers, but are crucial for
the achieved advancements. In Sec. 4.1, several possibilities
to separate the actual spin noise from other noise contributions
are discussed. Efficient data averaging, which is of great im-
portance to semiconductor SNS, is discussed in Sec. 4.2. In
Sec. 4.3, the rather new advancement of SNS to GHz frequen-
cies is presented.
4.1. Shot Noise Subtraction
Spin noise is not the only noise contribution that is de-
tected in SNS. While classical noise is eliminated by stable
laser sources and balanced detection, optical shot noise is al-
ways present and exceeds the amount of spin noise by several
orders of magnitude as discussed in Sec. 2.5. Additionally,
commercial detectors with the necessary bandwidth for semi-
conductor SNS of 100 MHz to 1 GHz exhibit electrical noise
that is not negligible at low probe powers. Laser shot noise is
white noise and usually adds as a constant noise floor to the
spin noise. However, the frequency response of the detector
and an optional pre-amplifier can generally not be viewed as
constant within the frequency intervals given by the spin noise
width. Subtraction of the background noise floor is therefore
necessary to avoid distortion of the spin noise spectra. To this
end, a reference noise curve that does not contain spin noise has
to be acquired. This can be achieved by shifting the spin noise
peak in frequency by variation of the applied magnetic field as
demonstrated in Fig. 2 and in Refs. [39, 40, 45, 47, 49].
Alternatively, a reference noise spectrum can be acquired
by switching the optical bridge setup from detection of circu-
lar birefringence, i.e., Faraday rotation, to linear birefringence
and thereby suppressing the spin noise signal contained in the
probe light, while keeping the photon shot noise background.
The suppression of spin noise can be achieved by two distinct
schemata: (i) The polarization state of the probe laser light can
be changed from linearly polarized light to circularly polarized
light before it is transmitted through the sample [44]. Here, the
circularly polarized light does not acquire a Faraday rotation
and is split in equal parts into the two orthogonal linear polar-
ization states via the polarizing beam splitter cube in front of
the detector (see Fig. 1). This scheme, however, has some dis-
advantages, e.g., if the sample exhibits linear dichroism due to
strain or magnetic effects. (ii) The second scheme eliminates
the acquired Faraday rotation behind the sample [46, 48]. To
this end, the fast axis of a variable retarder behind the sample
is aligned along the linear light polarization and the retardation
is switched from λ/2 (no change) to λ/4 (suppression of spin
noise). The variable retardation can be either implemented by
a motorized Soleil-Babinet compensator [44] or a liquid crys-
tal retarder [46, 48]. The usage of the latter is convenient be-
cause of the higher switching speed between the two polariza-
tion states. Switching the liquid crystal retarder, however, also
introduces a slight change of the light transmission due to a
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Figure 15: Spin noise spectra (n-type GaAs, 10 K) acquired by different spec-
trum analyzers. (a)-(d) Comparison of commercial analyzers employing a ref-
erence oscillator (probe wavelength λ = 826 nm, averaging time 4 minutes):
(a) Hewlett & Packard 4395a, (b) Hewlett & Packard PSA, (c) Tektronix RSA
3408a, (d) Rhode & Schwarz FSU 8. (e),(f) Comparison of a sweeping spec-
trum analyzer (e, Rhode & Schwarz FSU 8, averaging time 3 hours) with a
real-time FFT analyzer (averaging time 3 minutes) at a probe wavelength of
λ = 850 nm.
change in the absolute refractive index of the waveplate that
has to be accounted for in the experiment.
In some cases, best results are achieved if a double differ-
ence scheme is utilized by changing both the light polarization
and the magnetic field [44]. Additionally, the frequency re-
sponse of the detection has to be taken into account for reliable
measurements of the correct value for the spin noise power.
4.2. Data Acquisition and Spectrum Analysis
In the first paper on semiconductor SNS [39], a sweeping
spectrum analyzer was utilized for transforming the acquired
time signal into the frequency domain. Efficient data averag-
ing is of great importance for flattening the shot noise back-
ground due to the low ratio of peak spin noise power to back-
ground noise density η (see Tab. 1). However, a spectrum ana-
lyzer with a sweeping local oscillator measures the noise only
at the reference frequency and thereby disregards the majority
of the available data stream. Sweeping over 1 GHz bandwidth
with a resolution of 1 MHz simply means that around 99.9%
of the acquired signal remain unused at a time. Still, different
commercial spectrum analyzers show a significant difference in
sensitivity as depicted in Figs. 15 (a)-(d). Fundamentally, this
problem is circumvented by digitizing the data stream and sub-
sequent realtime spectrum analysis via fast Fourier transforma-
tion (FFT). The FFT algorithm allows simultaneous detection
of spin noise at all frequencies within the detection bandwidth
and, hence, with no dead time as long as all digitized data can
be further processed, i.e., 100% of the signal acquired in the
time domain enter into the data processing and averaging. In
order to comprehend the compelling increase of detection sen-
sitivity, Figs. 15 (e) and (f) show two SNS spectra acquired by
means of a commercial sweeping spectrum analyzer as well as a
FFT spectrum analyzer. This advance of the SNS setup was first
realized by Ro¨mer et al. [40] and employed in all subsequent
publications on semiconductor SNS [44, 45, 46, 48, 47, 49].
The actual realtime FFT analysis is perfectly suitable for paral-
lel computing and, therefore, scalable to high throughput. As
the computer’s PCI Express bus allows data transmission with
rates of up to 16 GByte/s and multicore CPUs become more
and more efficient, software based realtime FFT on the CPU
yields an extremely high data transmission; currently, our group
routinely processes the noise signal with a sampling rate of
fS = 1 GSamples/s. In a similar approach, Crooker et al. imple-
mented the FFT routine by means of a digitizer incorporating
field programmable gate array processors ( fS = 2 GSamples/s)
[47]. According to the Nyquist-Shannon theorem [196, 197],
the SNS setup in Fig. 1 can only detect spin noise at frequen-
cies smaller than the detection bandwidth which is given by
half of the sampling rate: B = fS/2. It is important to cut
off all shot noise at frequencies larger than B by means of low
pass frequency filters. Otherwise, undersampling of these fre-
quency components would result in an increased background
noise level within the detection bandwidth.
The bit depth R is another figure of merit for an analog-to-
digital converter and specifies together with the sampling rate
the data transmission rate of the digitizer I = fS × R (see, e.g.,
Ref. [198]). The bit depth determines the quantization error of
a digitized signal, i.e., the difference between analog input and
digital output. In the case of uniform quantization and avoid-
ance of overload of the digitizer, the variance of the quantiza-
tion error reads ∆−2/12 according to Bennett’s famous approx-
imation [199].4 Here, ∆ ∝ 2−R gives the size of the least sig-
nificant bit. Thus, the variance of the quantization error scales
exponentially with the utilized number of bits per sample. Inter-
estingly, the signal-to-noise ratio in SNS is not limited by this
quantity: The ever present shot noise floor (see Sec. 4.1) rep-
resents an additive dither (see, e.g., Refs. [201, 202, 203, 204,
205]) to the spin noise signal which facilitates quite efficient av-
eraging of the quantization error. A detailed understanding of
the interplay of averaging and quantization errors is necessary
to achieve the maximal sensitivity for SNS. An in-depth inves-
tigation on the sensitivity of SNS due to quantization errors will
be published elsewhere [206].
4.3. GHz Spin Noise Spectroscopy
SNS utilizing continuous-wave lasers as in Fig. 1 can only
measure spin noise at frequencies below the detector bandwidth
and has so far been only been demonstrated at frequencies smaller
4For a discussion of the validity of this approximation, see, e.g., Ref. [200].
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Figure 16: Spin noise spectra acquired by GHz SNS [49]. The repetition rate
of the probe laser is set to frep = 160 MHz. Spin dynamics at frequencies
significantly higher than the detector bandwidth are measured without any loss
of sensitivity. The investigated system is n-type bulk GaAs at the metal-to-
insulator transition (nD = 1.8 × 1016 cm−3). A crossover from homogeneous
to inhomogeneous spin dephasing, i.e., from a Lorentzian to a Gaussian line
shape, occurs at high magnetic fields (see Sec. 3.3). Spectra are shifted for
clarity. The negative spin noise peak results from background noise subtraction.
than 1 GHz. Recently, this limitation has been overcome by re-
placing the continuous-wave laser in Fig. 1 with an ultrafast
pulsed laser light source [49]. Thereby, the spin-spin correla-
tion in Eq. (12) is only probed when an ultrashort laser pulse tra-
verses the sample and the relevant correlator additionally con-
tains the probing pulse train:
〈sz(0)sz(t)〉 → 〈sz(0)sz(t)〉 ×
∑
n
δ
(
t − n/ frep
)
, (38)
where frep is the repetition rate of the laser source. Thus, the
spin noise spectrum, which is given by a peak S ( f ) around the
Larmor frequency ωL/2pi in conventional SNS, evolves into a
sum of peaks all shifted by the repetition rate of the laser:
S ( f )→
∑
±m
S
(
f − m frep
)
. (39)
Accordingly, spin noise at frequencies much higher than the
bandwidth of the detector appears to slow down due to this stro-
boscopic sampling and can still be detected. This new experi-
mental technique of GHz SNS is applied in Ref. [49] to detect
spin noise at Larmor frequencies up to 16 GHz (see Fig. 11).
GHz SNS is limited to dynamics on timescales that are long
with respect to the pulse length. Thus, sub ps pulses allow to
access the THz regime. It is important to note, that this ultrafast
sampling does not per se introduce any further noise and, cor-
respondingly, does not show a reduced sensitivity compared to
conventional SNS. From a technical point of view, pulsed laser
light sources generally tend to a higher degree of instability than
continuous-wave lasers; nevertheless, for the here discussed ex-
periment, the resulting classical noise occurs on the frequency
scale well below 1 Hz and is, hence, irrelevant to the experi-
mental sensitivity. The maximal spin dephasing rates that can
be resolved by this technique are limited by half of the laser
repetition rate as well as the bandwidth of the detector.
Starosielec and Ha¨gele suggested ultrafast SNS, also em-
ploying pulsed laser light [42]. In their proposal, the spin-spin
correlation function is not investigated by means of frequency
analysis, but in a more direct fashion by varying the time delay
between two subsequent probe pulses . Experimental realiza-
tion of this proposal would allow to detect spin dynamics with
precessional frequencies and dephasing rates both only limited
by the inverse pulse length.
5. Applications
The original motivation to transfer SNS to semiconductors
was to implement a perturbation-free experimental probe to gain
a better understanding of semiconductor spin dynamics that may
help to realize spintronic devices. Besides from that, a new ex-
perimental method often carries some potential in itself to find
its way from the laboratory towards applications. The technique
of nuclear magnetic resonance is of course a great example for
such a transfer and shows that it is in any case worthwhile to
think about the potential of SNS. In this section, two potential
applications of semiconductor SNS are reviewed. In the first
application, SNS is employed as a quantum random number
generator (Sec. 5.1). Secondly, the spatial resolution of SNS
can be utilized for sample characterization by acquiring three-
dimensional images of the doping concentration (Sec. 5.2).
5.1. Quantum Random Number Generator
Pseudorandom numbers that are generated in deterministic
computer algorithms may lead to erroneous results in numer-
ical simulations [207]. This problem can be circumvented by
application of physical random number generators. Of course,
actual randomness can only be achieved if the number genera-
tor relies on a truly unpredictable physical process. Quantum
measurements are known to be inherently unpredictable and,
hence, produce real random numbers. Katsoprinakis et al. im-
plemented a quantum random number generator based on spin
noise measurements of Rubidium vapor where the bit rate of
generated random numbers is given by the spin dephasing rate
[208]. Hence, they argue that a quantum random number gener-
ator based on semiconductor SNS may produce relatively high
bit rates on the order of 10 Mbit/s.
5.2. Spatially Resolved Measurements
The spatial distribution of impurity atoms crucially deter-
mines the functional capability of semiconductor devices. With
decreasing device size, even the stochastic dopant fluctuations
can become relevant. However, the most often used method
to determine dopant concentrations are Hall measurements that
have almost no spatial resolution. Secondary ion mass spec-
troscopy allows to map the impurity distribution, but is destruc-
tive. Scanning tunneling microscopy facilitates non-destructive
investigations of the impurity distribution with atomic resolu-
tion, though, it is limited to the sample surface. Now, SNS
18
laser
sample
(a) (b)
Figure 17: (a) Proof-of-principle experiment by Ro¨mer et al. [46]: The thick-
nesses of the two different wafers A and B are measured by depth-resolved
SNS. (b) SNS allows to produce three dimensional images of the doping con-
centration in a given semiconductor sample.
promises to close the gap between those methods that lack three-
dimensional resolution and those that are destructive.
SNS is not only sensitive to the spin dynamics at the sample
surface as other optical techniques since SNS employs below
band gap light. Furthermore, most of the spin noise signal is
acquired within the Rayleigh range of the focused probe laser
light. These two facts allow to spatially resolve semiconductor
spin dynamics in all three dimensions of space via SNS with
strongly focused probe light. In GaAs, the effective g-factor
(see Ref. [157] and references therein), the spin dephasing time
(see Sec. 3.3), as well as the spin noise power (see Secs. 2.2 and
2.3) depend on the local doping concentration. These quantities
specify the detected spin noise spectra and, therefore, spatially
resolved SNS should allow to produce three dimensional im-
ages of the impurity concentration in a semiconductor sample
(see Fig. 17 (b)). In 2009, this feature was demonstrated in a
proof-of-principle experiment [46]: Ro¨mer and co-workers ac-
quired a series of spin noise spectra in a sample stack consisting
of two different commercial n-doped GaAs wafers. The probe
light was focused by high aperture optics and the sample was
axially scanned by varying the focus position (see Fig. 17 (a)).
The contributions of the two individual samples can be recov-
ered from the spin noise spectra by a fitting routine. That way,
the thickness of the two wafers can be correctly reproduced,
i.e., a spatial doping profile is reconstructed. Even a three-
dimensional mapping of the doping concentration can, in prin-
ciple, be achieved by simultaneous laterally and depth-resolved
measurements. The spatial resolution may be extended well be-
yond the limits of the laser focus and the Rayleigh range if the
laser spot scans the sample by small steps in conjunction with
sophisticated data processing.
6. Outlook
SNS allows in principle perturbation-free investigation of
spin dynamics in semiconductors and is in this regard a unique
experimental tool. Application of SNS is primarily useful for
sample systems in which excitations strongly change the inves-
tigated dynamics, as in low doped semiconductors at low tem-
peratures and in systems where all well-known spin dephasing
processes are known to be inefficient. So far SNS has been ap-
plied to n-type bulk GaAs [40, 46, 45, 48, 49], GaAs/AlGaAs
based quantum wells [44], and ensembles of (In,Ga)As/GaAs
quantum dots [47]. Nevertheless, SNS can be universally uti-
lized in other semiconductor materials—with direct as well as
with indirect optical transitions—and should also work in other
solid state material classes, e.g, in materials with magnetic or-
der where collective magnetic modes are thermally excited.
SNS probes the spin fluctuations in the investigated sample
system, i.e., the spin-spin correlation function. Spin correla-
tions of higher order, which are also contained in the acquired
time signal, can reveal further information about the underlying
spin dynamics. For example, third-order correlations may allow
for separation of homogeneous spin dephasing from inhomoge-
neous processes in prospective SNS experiments on very small
electron ensembles [214].
The experimental sensitivity of semiconductor SNS is in
the case of large electron ensembles, where moderately high
probe laser powers can be utilized, mostly limited by optical
shot noise. Here, application of squeezed light as probe light
can further increase the signal-to-noise ratio [79]. In the case of
small electron ensembles, significant noise contributions from
the detector cannot be avoided and further enhancement of the
experimental sensitivity may be achieved by a Mach-Zehnder
interferometer like setup [75, 209, 210, 211] or cavity enhance-
ment of the Faraday rotation [212, 213].
The role of residual sample excitations, e.g., considering
optical excitation of deep centers [49] or spin flip light scat-
tering [66, 194], clearly needs further attention. This question
is of particular interest with respect to a possible transfer of
the quantum non-demolition experiments on atomic gases (see
Sec. 2.6) to semiconductor physics as well as for the detec-
tion of a single electronic spin confined in a quantum dot. Only
if spin flip scattering of the probe light occurs on timescales
longer than the spin lifetime, SNS can fulfill a meaningful mea-
surement of a single electronic spin. The realization of such a
quantum non-demolition measurement in a semiconductor has
recently gained a lot of research interest (see, e.g., Refs. [143,
194, 215, 216, 217]). Especially, an implementation based on
optical detection via Faraday rotation—as in SNS—is desirable
since such a measurement is employed as building block in sev-
eral schemes for photon-spin and spin-spin entanglement (see,
e.g., Refs. [83, 84, 85, 86, 87, 88]).
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