Abstract. In this paper, regions containing eigenvalues of a matrix are obtained in terms of partial absolute deleted row sums and column sums. Furthermore, some sufficient and necessary conditions for H-matrices are derived. Finally, an upper bound for the Perron root of nonnegative matrices is presented. The comparison of the new upper bound with the known ones is supplemented with some examples.
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Ting-Zhu Huang, Wei Zhang, and Shu-Qian Shen Define partial absolute deleted row sums and column sums as follows: Define, for all i ∈ α and j ∈ β,
Theorem 2.1. Each eigenvalue of matrix A of order n is contained in the region
where 
Similarly, the q-th equation in (2.1) implies
By the same method we have
If the following condition
then inequalities (2.3) and (2.4) imply that The argument is analogous when x p = 0 (x q = 0). Since A and A T have the same eigenvalues, one can obtain a theorem for columns by applying Theorem 2.1 to A T . Define, for all i ∈ α and j ∈ β,
Corollary 2.2. Each eigenvalue of the matrix A of order n is contained in the region
where
Proof. If A is singular, i.e., λ = 0 is an eigenvalue of A, by applying Theorem 2.1, at least one of conditions a) and b) is invalid. Hence A is nonsingular.
Proof. Obviously, the comparison matrix m(A) satisfies conditions a) and b) as well as A. Hence m(A) is nonsingular from Corollary 2.3.
For any ε ≥ 0, define B = (b ij ) := m(A) + εI, then we have 
By Corollary 2.3, we know that B is nonsingular. Hence m(A) is an M-matrix (see e.g., [4] ), which implies that A is an H-matrix.
Lemma 2.5. Let A = (a ij ) ∈ M n (C), and for all i ∈ α, j ∈ β,
Then the following two conditions are equivalent:
Proof. 1)⇒2): Note that condition 1) and (2.5) imply, for all i ∈ α and j ∈ β, that
Thus, we have
which contradicts (2.5). So J(A) = φ.
2) ⇒ 1): Since J(A) = φ, there exists at least one i 0 ∈ n such that |a i0i0 | > j =i0 |a i0j |. Without loss of generality, we assume that i 0 ∈ α, then
Hence, from (2.5), for all j ∈ β, we can derive
and then, for all i ∈ α, |a ii | − r 
Then A is an H-matrix.
Remark 2.7. Corollary 2.6 is one of the main results in [2] (see Th. 1), which was used as a criterion for generalized diagonally dominant matrices and M-matrices.
We call A a generalized doubly diagonally dominant matrix if J(A) = φ and (2.6)
for all i ∈ α and j ∈ β. . It was shown by the authors in [3] that the Schur complement of a generalized doubly diagonally dominant matrix is also a generalized doubly diagonally dominant matrix. Moreover, Gao and Wang [2] showed that a strictly generalized doubly diagonally dominant matrix is an H-matrix.
Here we denoteD
by the set
, X is a positive diagonal matrix .
Clearly we have D
. Now, we present a sufficient and necessary condition for H-matrices. . By Corollary 2.6 we know that AX 2 is an H-matrix, and then there exists a positive diagonal matrix X 3 such that AX 2 X 3 is a strictly diagonal dominant matrix. Since X 2 X 3 is also a positive diagonal matrix, A is an H-matrix.
Corollary 2.8. A is an H-matrix if and only if A ∈D
Lemma 2.9.
Corollary 2.10. Let A = (a ij ) be an n × n H-matrix. Then for nonempty index sets α and β satisfying α ∪ β = n and α ∩ β = φ, there exists at least one pair (i 0 , j 0 ), i 0 ∈ α and j 0 ∈ β, such that
Proof. From Lemma 2.9, we have J(A) = φ. Suppose for all i ∈ α and j ∈ β, 3. Upper bounds for the Perron root. In this section we shall discuss the upper bound for the Perron root of nonnegative matrices by using the eigenvalues inclusion region obtained in Section 2.
Let A = (a ij ) be an n × n nonnegative matrix with n ≥ 2. It is known that for the Perron root ρ(A), i.e., the spectral radius of A, the following inequality holds (see e.g., [4] or [7] ):
Another known bound of ρ(A) belongs to Brauer and Gentry (see [6] ):
For simplicity, (3.1) and (3.2) are called Frobenius' bound and Brauer-Gentry's bound, respectively. 
