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Abstract 
In applied physics and in engineering intuitive understanding is a boost for creativity and almost a necessity for efficient 
product improvement.  The existence of soliton solutions to the quantum equations in the presence of self-interactions 
allows us to draw an intuitive picture of quantum mechanics.  The purpose of this work is to compile a collection of 
models, some of which are simple, some are obvious, some have already appeared in papers and even in textbooks, and 
some are new.  However this is the first time they are presented (to our knowledge) in a common place attempting to 
provide an intuitive physical description for one of the basic particles in nature: the electron. The soliton model applied 
to the electrons can be extended to the electromagnetic field providing an unambiguous description for the photon.  In 
so doing a clear image of quantum mechanics emerges, including quantum optics, QED and field quantization.  To our 
belief this description is of highly pedagogical value.  We start with a traditional description of the old quantum 
mechanics, first quantization and second quantization, showing the tendency to renounce to 'visualizability', as 
proposed by Heisenberg for the quantum theory.  We describe an intuitive description of first and second quantization 
based on the concept of solitons, pioneered by the 'double solution' of de Broglie in 1927.  Many aspects of first and 
second quantization are clarified and visualized intuitively, including the possible achievement of ergodicity by the so 
called ‘vacuum fluctuations’. 
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1. Chapter: Quantum Mechanics 
1.1. Classical physics 
In classical physics, including classical particle mechanics, fluid mechanics or electromagnetism, the description of the 
system under consideration is given in terms of physical objects, like solids, fluids (liquids, gases, plasmas), different 
types of fields (scalar fields, vector fields, tensor fields), following well defined motion-laws described by equations in 
real space-time.  In a classical description, physical intuition or visualization is fundamental.  The physicist start with 
well-defined objects and systems in space and time that can be visualized without difficulty, and try to find the 
equations of motion that best describe the observations he made with the help of measurements performed with well-
known and controllable instruments.  In this process the physicist is free to modify the mathematical equations until 
finding the most adequate to the observations.  In this sense the primary source of the theory is the observation and 
intuition gained through experience, whereas the mathematics is relegated to a description tool or language. 
1.2. Quantum mechanics. 
1.2.1. Old Quantum Theory 
 
The equations of classical physics known at the beginning of the XX century were unable to explain the evolution of 
atomic systems.  At the end of the XIX century, Rutherford discover the 'orbital model' for the atom: negatively charged 
electrons orbited around the positively charged nucleus, much as our solar system.  However when trying to explain this 
model with the available equations of classical electrodynamics, wrong frequencies and intensities were found: the most 
studied model was the hydrogen atom constituted by a single proton and a single electron orbiting around.  Classically 
the electron should slow down due to radiation reaction and collapse against the nucleus after a few nanoseconds.  The 
hydrogen atom like most others is however stable.  Additionally the spectrum of light emitted by the 'flames' generated 
by heated materials (the typical one was common salt or sodium Na) consisted of a discrete set of lines following certain 
laws that were a puzzle at the start of the century. These set of lines corresponded to the so called Balmer series. 
Another problem was related to pure radiation fields: classical electrodynamics predicted a divergence for the energy 
content of blackbody radiation at increasing frequencies.  The opposite was however observed at higher temperatures 
in the UV region, the intensity decreased monotonically.  The first correct modeling of the blackbody spectrum was done 
by Max Planck in 1900-1901, where he was able to derive the blackbody spectrum using classical electrodynamic wave 
theory together with the extraordinary assumption that the energy content of the electromagnetic field at each 
frequency f could not have an arbitrary value as allowed by all rational assumptions, but should be a multiple of the 
quantity hf, where h was a new discovered constant, later universally known as Planck constant. The physical model 
behind Planck’s calculations was then that the energy contents of the electromagnetic field was quantized by the 
condition E = nhf.  Moreover, in 1905 Einstein showed that the photoelectric effect consisting on the spontaneous 
emission of electrons from metallic surfaces when irradiated by UV radiation, that also could not be explained by 
classical electrodynamics, could however be 'most naturally' explained by assuming that light was not a wave as believed 
since the time of Huygens, but was a flux of particles, each one with an energy E equal to hf.  These particles became 
later to be known as 'photons'.  In 1909, Einstein showed that the statistics of the blackbody radiation at lower 
frequencies corresponded to a wave-like system, while at high frequencies approached the statistics of a gas of free 
particles.  Fifteen years later Bose and Einstein were able to derive the correct blackbody spectrum based on a fully 
particle model following Einstein's energy quantization condition, instead of the wave model used by Planck originally.  
The key point in their model was the introduction of the concept of so called 'indistinguishable particles', at the time of 
'counting the number of states'.  This counting operation used in the statistical derivation of the energy spectrum was 
traditionally based on the intuitive visualization that 'each particle has a given energy'.  The new theory was based on 
the principle that the energy was a property of the entire system, without any reference, even in principle, to the 
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individuality of the particles.  Particles following this principle were later called 'indistinguishable'.  The statistics derived 
from this model was called 'boson statistics' and its principal application was for photons and particles with integer spin, 
such as helium atoms.  Any explanation for the existence of this new principle was totally unknown to classical physics. 
The first partial explanation for the atomic stability and spectral emission was given by Niels Bohr on his work on the 
hydrogen atom in 1913.  There he postulated that the electrons orbiting according to the Rutherford model could do it 
only at a set of preselcted orbits characterized by the condition that its orbital momentum was 'quantized' to multiples 
of the Planck constant ℏ, like blackbody radiation. These orbits were called 'atomic levels' and had an energy that was 
also quantized.  Bohr’s theory was able to find a derivation for the hydrogen Balmer lines.  Additionally Frank and Hertz 
performed in 1914 an experiment where by applying a potential difference across a vapor of mercury atoms, they could 
verify that the non-uniformities in the variation of current with voltage could be explained by assuming that the atomic 
energy states were indeed quantized. This theory was later known as 'old quantum theory'.  Successful for the hydrogen 
atom, Bohr’s theory could not explain more complicated atoms such as Helium with two electrons orbiting around the 
nucleus.  In Bohr’s theory, the electron could be found in any of that orbits, but only the lowest energy orbit was 
assumed to be stable. All others 'excited states' were assumed unstable and eventually decayed through finite 
transitions or ‘quantum jumps’ to the 'ground state'. The frequency of the radiation emitted during the quantum jump 
was not given by the orbital frequency of motion of the electron but was obtained through Einstein's equation ΔE = hf , 
where ΔE was the energy difference between the two atomic levels participating in the transition.  Obvious question: 
where is the source for this radiation oscillating at that frequency?  
Soon after the work of Bose-Einstein, Pauli developed another statistics to be applied in the architecture of multi-
electron atomic systems, where he postulated that not 'two electrons could ever occupy the same state'.  This principle 
helped in creating stability conditions for multi-electron atoms.  When adding a new electron in the building of an atom, 
these new electron could go only to some of the upper, unoccupied levels; in this way it was possible to explain the 
chemical properties of the elements as classified in the periodic table of the elements.  The statistics derived from this 
principle was developed by Dirac and Fermi around 1926 and was applied to particles of half-integer spin, most notably 
to electrons.  These particles were called fermions and its statistics Fermi-Dirac statistics for indistinguishable quantum 
particles. 
 
1.2.2. First quantization 
In 1916, after the development of the Bohr's atom, Einstein started using the terminology of probabilities when referring 
to the processes of absorption and emission of radiation by transitions between the stationary states of atomic systems, 
and created the statistical concepts for spontaneous and induced emission of radiation (lasing).  In his model the 
equations were not describing actual events occurring in space and time, but were just statistical models calculating 
probabilities for the transitions to occur, in this case the probability for the emission or absorption of a photon particle 
by the atomic system.  In this work the probability to find a photon particle in space was assumed to be proportional to 
the electromagnetic energy density given by the square of the field magnitude.  In 1921 Ladenburg apparently 
incorporated for the first time these transition probabilities in the description of radiation scattered by atomic systems 
settled in the Bohr's orbits. In so doing, he was providing the first steps in the construction of the probabilistic model 
that was going to be used in the new quantum theory still under development.  Evidently Einstein had a primary role in 
the creation of the basic new ideas later used by quantum mechanics, but he didn't take a principal part in the actual 
development of the mathematical machinery behind quantum mechanics, and he was always against the 
indeterministic, counterintuitive philosophy maintained by the Copenhagen interpretation. 
The first attempt to create a complete theory able to explain the characteristics of Bohr's atomic model was developed 
by Werner Heisenberg around 1925.  Classical mechanics obtains the equation of motion for a given dynamical variable 
as partial derivatives of the Hamiltonian expression with respect to the corresponding complementary variable. 
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Heisenberg created a new theory where the equations where obtained through the 'commutator' of the Hamiltonian 
with the complementary variable.  Classically physical variables are described by real numbers, and therefore they 
always commute.  In Heisenberg's model ݔ  and ݌௫   for example, shouldn't commute.  Heisenberg proceeded to describe 
these physical variables not by real numbers, but by matrices of complex numbers that are non-commuting 
mathematical objects.  He further postulated the fundamental commutation relation  [ݔ, ݌௫] = ݅ℏ  where ℏ is Planck's 
constant.  In this way he was able to derive equations of motion replicating Bohr's model. 
A series of new various principles had to be incorporated into the quantum theory in order to explain the newly 
discovered behavior of atomic and subatomic systems.  Among them the principle of identical particles, exclusion, 
uncertainty, wave particle duality, correspondence.  Eventually we will see that all those multiple principles can be 
explained by just one: the existence of a new force in nature that can be called the quantum force. 
The philosophy behind the works of most of the creators of quantum mechanics was contrary to the basic ideas behind 
classical mechanics, namely the concepts of motion and forces, first defined by Newton in his famous equations.  Instead 
of reconciling the equations of motion with the experiments by the incorporation of still unknown forces, they believed 
that the basic ideas of motion and forces were fundamentally wrong: they tried to create a new indeterministic model 
for this world, based on probabilities instead of objective realities.  We will see in this work that this was an excessively 
radical position: it was not necessary to change the philosophy behind Newton's law, it was only needed to incorporate 
the newly discovered forces and to generalize the scope of these forces to include possible non-local interactions. 
In his work on matrix quantum mechanics, Heisenberg was gradually renouncing to any possibility for a realistic and 
intuitive description of the physical 'quantum systems' but followed an opposite philosophy, trusting in abstract 
mathematical formulations and equations, using matrices and commutation relations.  Around the same time Paul Dirac 
was creating a sort of (mystical ?) description of quantum systems in terms of new objects that were not following 
traditional, 'classical laws' as the objects we see in our everyday life, but were following a set of different 'quantum 
laws'.  The classical system was said to be based on the classical 'c numbers', while the quantum system were depending 
on the quantum 'q numbers'.  So 'q numbers' were providing a sort of description for physical systems with properties 
different to those of classical systems.  This dichotomy between natural, classical objects and special, quantum objects 
survived up to the most sophisticated models of canonical quantization by Heisenberg and Pauli in 1929.  In this last 
theory, physical fields which classically were following evolution equations in real space-time, were replaced by abstract 
field operators evolving in the abstract Hilbert space, residence of the quantum states of the system. 
In 1926 Schrödinger, following an original idea of de Broglie, was able to show that the quantization of energy levels of 
Bohr could be explained as a wave phenomenon much as a musical instrument at resonance.  In 1927 Davisson and 
Germer were able to verify experimentally the existence of electron waves by observing electron diffraction at the 
surface of a crystal of nickel.   Schrödinger created his famous equation by replacing the momentum variable in the 
expression for the classical Hamiltonian by the gradient or 'nabla' operator.  So, in Schrödinger's model, ݌௫  was replaced 
by  −݅ℏ ௗ
ௗ௫
 .  Dirac was able to show soon after, that this replacement together with the use of wave functions to 
describe a quantum system was equivalent to the abstract and enigmatic Heisenberg's 'matrix mechanics' based on the 
proposed commutation relations between position and momentum.  In fact, differential operators like nabla or gradient 
don't commute with multiplication by their respective coordinate: ݔ ௗ
ௗ௫
݂(ݔ) is not equal to ௗ
ௗ௫
ݔ݂(ݔ)  as can be easily 
verified.  By using a differential equation acting over a wave function instead of a dynamical equation over a q-number 
variable, the first mystification of quantum mechanics was resolved.  Commutation relations among position and 
momentum, were just impersonating the existence of differential equations providing the evolution of wave functions 
as descriptions of the system.  Dirac and also Jordan and Heisenberg postulated that both descriptions: that from 
Heisenberg in terms of matrices and that from Schrödinger in terms of differential equations for wave functions were 
fully 'equivalent' representations of the same theory.  This was the basis of the so called 'transformation theory' 
generalizing the concept of variables as operators and of functions as states of the system.   The 'transformation theory' 
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was one of the basic pillars used in the philosophical interpretation in terms of probabilities, by claiming that space and 
space- coordinates were nothing more fundamental than any other group of variables used in the description of the 
state of the system.  In other words, events don't need to exist or take place necessarily in our usual space, for the 
theory this is only a simple ‘representation’ detail.  We don't agree with that point of view.  From our perspective 
Schrödinger's equation is a much more fundamental theory than Heisenberg's matrix mechanics.  What Heisenberg's 
equations were describing was merely the evolution of the average values of the dynamical variables over the wave 
functions, and could be completely derived from Schrödinger's model. These equations are known today as the 
Heisenberg equations of motion and can be routinely derived using Schrodinger equation. 
This was however a brief success for the intuition and the reason. This step raised immediately the following question: 
Why the differential equation for the wave function could be obtained by replacing the momentum variable with the 
gradient operator in the Hamiltonian expression? This was just the beginning of wave-quantum mechanics and many 
additional puzzles were awaiting to appear and remain apparently unsolved for a long time to come.  However an 
answer presents by itself: Is not why quantum mechanics derives in that particular way from classical mechanics, but 
how classical mechanics derives from quantum mechanics.  If a rational, intuitive modeling can be given to the quantum 
wave theory, and if it can be shown that classical theory is the limiting behavior of the quantum system under some 
conditions, then the answer would be self-evident.  This limiting process couldn't be deduced systematically by 
traditional quantum mechanics and had to be postulated as a new principle: the principle of correspondence which 
stated more or less that for high 'quantum numbers' or higher energy states, the evolution of the system could be 
approximated by the classical equations of motion. 
The original idea of Schrödinger after creation of his quantum equation was to provide a description for the electron as a 
fluid field in space.  However he introduced complex numbers in the definition of the electron wave function, moving 
away from a classical physical field that would be given in terms of real numbers.  Nevertheless, the single particle 
Schrödinger equation was still assumed to be an equation defined in real space-time.  The traditionally accepted 
connection of these wave functions with measurement was given by Max Born in 1926 in terms of 'probability densities' 
proportional to the magnitude squared of the wave function.  In so doing he was following the original 1916 idea of 
Einstein providing a link between the existence of corpuscles of light and the electromagnetic fields.  
Step by step, the original idea of Heisenberg for abandoning any attempt at an 'intuitive visualization or understanding' 
of microscopic processes was growing in favor of abstract mathematical formalisms, as long as the final theoretical 
prediction agreed with observed measurements.  The equations of quantum mechanics and its solutions were losing any 
physical reality and any intuitive description in terms of real physical objects.  The relativistic generalization of the 
Schrödinger equation by Klein and Gordon in 1926-1927 provided more puzzles to the quantum problem: the 
appearance of negative energies and negative probability densities in the relativistic current-density four-vector.  For a 
very lucid description of the problems associated with relativistic quantum equations see the work by H. Nikolic1. Pauli 
incorporated the electron spin description in 1927 in terms of complex spinors, defined as a set of two complex 
numbers, and generalized the equation of motion incorporating the 'Pauli matrices', a set of 2x2 square matrices of 
complex numbers.  These matrices were associated with the internal or intrinsic angular momentum of the electron. 
Finally Dirac provided the relativistic version of the Pauli equation in terms of 4-spinors and the set of 'Dirac matrices' 
which are 4x4 versions of the original Pauli matrices.   Neither the spinors nor the matrices had a straightforward 
interpretation in terms of classical space-time vectors or tensors, and were initially assumed to provide a more basic 
(although very counterintuitive) description of physics.  However these equations provided better and better agreement 
with the measured spectra of hydrogen atomic systems under different experimental situations. 
After 1927, two more problems still remained to be solved: multi-particle systems and quantization of the 
electromagnetic fields.  Many-electron systems could be described in terms of the Schrödinger, Pauli and Dirac 
equations, which are first-order differential equations in time.  However the multi-particle wave function solution of 
those equations was not defined in real space-time, but in the abstract configuration space, where every particle was 
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associated with a unique, independent axis of coordinates.  In this way a system of 3 electrons in the multi-particle 
Schrödinger equation is described by a wave function defined in a 9-dimensional space, 3 additional dimensions for each 
electron. Additionally, the statistics of indistinguishable quantum particles was achieved by requesting that the wave 
function describing the state of the system of fermions be provided by the determinant of the products of the single 
particle states ൫ ଵ݂(ݎଵ) ଶ݂(ݎଶ) − ଶ݂(ݎଵ) ଵ݂(ݎଶ)൯, while wave function for bosons should be given by the corresponding 
'permanent' (same structure as determinant but with all terms adding together) ൫ ଵ݂(ݎଵ) ଶ݂(ݎଶ) + ଶ݂(ݎଵ) ଵ݂(ݎଶ)൯.  These 
functions were said to be eigenstates of the permutation operator. 
What meaning should be attributed to this description?  The answer provided by Heisenberg's logic was as simple as 
disappointing: 'that question is meaningless'.   
Around 1960, Feynman described one of the most challenging concepts of quantum mechanics given by the wave-
particle duality, with the phrase "the only mystery of quantum mechanics is the interference of particles".  This was one 
of the properties that mostly puzzled the creators of quantum mechanics: how is it possible that particles in vacuum, in 
the absence of any interaction or external fields appear to follow non-straight trajectories leading to interference 
patterns?  The answer provided by traditional quantum mechanics appears somehow unclear if not controversial to an 
independent observer: instead of trying to understand and find the laws followed by the trajectories of the particles, 
they refuted the very existence of trajectories at all.   
 
1.2.3. Second quantization 
The introduction of electromagnetism inside the quantum theory was achieved by the creation of the so-called 
'Canonical or Second Quantization’. 
The Schrödinger equation was able to describe in 1926 the architecture of the hydrogen atom through a resonance 
phenomenon of a 'wavefunction' obtained by the calculation of eigenfunctions.  The eigenvalues of the equation 
provided the frequencies of resonance that were associated with the quantized energy levels through the relation E=hf. 
This relation was postulated for the electron by de Broglie in 1923, and really was a generalization of the same 
relationship first enunciated by Einstein in 1905 for photons. In this way it was achieved the 'quantization of the energy 
levels' allowed for the hydrogen atom, or equivalently, available for the electron particle. 
After the development of the Schrodinger equation, people continued investigating if a similar theory could explain the 
quantization of the energy levels allowed for the electromagnetic fields E=nhf as postulated originally by Planck in 1900.  
By comparing the wave equations provided by the electron, like the Klein Gordon or the Schrödinger equations with the 
Maxwell's equations, the first idea that comes to our mind is that the Maxwell's equation could be just interpreted as 
the 'photon wave equation', namely the quantum equation for the assumed photon particle envisaged by Einstein.  In 
fact the only main difference between the Maxwell and Klein Gordon equations was the presence of a source term in 
the Maxwell's equations.  However in those regions of space where no charges are present the equations can be written 
in a totally equivalent form. In both cases the boundary conditions were responsible for the geometry of the wave and 
the quantization of the frequencies allowed at resonance. 
What was different however was the prevailing philosophy behind the interpretation of those equations.  It is a fact in 
physics that in many cases some equations allow solutions that are not observed experimentally.  In those cases it is the 
interpretation who establishes rules to define what solutions should be allowed and what solutions should be rejected.  
In fact, the solutions that were allowed for those equations were different.  While the classical solutions to the 
Maxwell's equation could have any amplitude, the only allowed quantum solutions to the electron equations were 
wavefunctions normalized to unity. 
Some formal problems associated with the mathematics of the system, appeared when trying to associate the 
electromagnetic solutions with a probabilistic interpretation.  First, the existence of a source term in the Maxwell's 
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equations prevented the achievement of a constant value in the norm of the wave.  This problem could be avoided 
however in regions where the source term was null.  A second problem was strictly related to the formal equation 
defining the value of the probability density for finding the photon particle at some point in space.  While in the electron 
case this probability density could be defined exclusively as a function of the square of the magnitude of the wave 
function, being a fully local quantity, in the electromagnetic case it appeared that the 'probability density' would also be 
a function of derivatives of the wave, generating some sort of 'nonlocality' in the definition.  A final word on this 
question appears to be founded lately by Margaret Hawton2 and coworkers in favor of the wave function probability 
interpretation.  This would represent an example where a technical difficulty associated with a mathematical tool was 
confused with a physical law and prevented the development of the concept of photon as a particle.  This problem and 
the non-constancy of the norm of the electromagnetic waves induced that for many years the studies in terms of 
'photon wavefunctions' were totally avoided. 
A deep difference appeared on the assignment of energy content to the wave.  In the electron case, the energy was 
defined by the frequency through the de Broglie relation and was obviously independent of the wave amplitude, always 
normalized to unity.  On the contrary, on the electromagnetic case, the energy was classically given as an integral over 
space of a quantity proportional to the square of the amplitude of the wave and independent of its frequency.  What the 
new quantum electrodynamic theory was attempting to achieve was readily quantizing the value of that integral, and 
therefore indirectly the amplitude of the wave.   
This was the link followed by Dirac in his works on quantization of the electromagnetic fields.  Dirac, following a previous 
work by Jordan et al. noticed that the wave equation and the Hamiltonian for transverse electromagnetic waves in the 
absence of sources was formally identical to the respective Schrödinger equation and Hamiltonian for a mechanical 
harmonic oscillator.  The formal equivalence could be achieved when the identification of the position coordinate for the 
mechanical oscillator was identified with the amplitude of the electromagnetic wave.  Then Dirac 'borrowed' the 
quantization results from the mechanical harmonic oscillator and applied them to the electromagnetic field.  This 
procedure was the source for 'Field Quantization'.  The allowed energy levels of the quantum harmonic oscillator are 
quantized by the condition E=nhf .  In this way the energy content of the electromagnetic field was quantized at the 
levels E=nhf, that was nothing else than Planck’s original assumption.  We can notice that the description of the 
electromagnetic system was still done in terms of quantized waves, and not in terms of particles, as Einstein first 
assumed in 1905.  The entire eigenstate of the Maxwell's equations was now a field whose energy content was 
quantized. The 'photon' was identified with these eigenstates, and somehow associated with Einstein's particle concept, 
by arguing that when the field has an energy E=nhf, it has n 'photons'.  A primordial role in Dirac's theory was played by 
the equivalent to the creation and destruction operators in the mechanical oscillator, that were directly associated with 
the electric and magnetic fields.   
Two different but equivalent representations of second quantization were created.  The first one is the one previously 
described, created by Dirac, Heisenberg and Pauli, called ‘Field quantization’ or ‘Canonical quantization’, where the 
system description was given in terms of 'field operators' evolving in the Hilbert space of the states of the system.  For 
bosons, commutation relations were defined for the field creation and destruction operators in analogy with the similar 
operators for the quantum harmonic oscillator.  Anticommutation relations were defined for fermions.  The equation of 
motion was defined by the commutator of the field operator with the field Hamiltonian, similarly to the original 
Heisenberg’s matrix theory, but now applied to fields instead of particles.  An independent second representation was 
based on wave functions in Fock space, defined as the direct sum of configuration spaces with different number of 
dimensions.  The different models of second quantization had its roots on the original quantum statistics and works of 
Planck, Bose, Einstein and Dirac.  In fact, Bosons Canonical Quantization, originated in Dirac's work on the quantization 
of the electromagnetic fields, followed the wave model developed by Planck on waves with a prescribed energy content. 
The representation in Fock's space followed the particle's description originally developed by Bose and Einstein.  The 
first description is mainly used in quantum optics and quantum electrodynamics, while the second one mostly in solid 
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state physics.  Some aspects from the theory of the quantum harmonic oscillator were introduced into boson's theory 
and also indirectly into the fermions quantization, like zero point fluctuations and the form of the Hamiltonian operator. 
The commutation relation prescribed for the operations of creation and destruction operators in the Dirac 
representation was the same as that existing for the operators in the quantization of the harmonic oscillators.  Fock was 
able to show that this commutation relation when expressed in terms of operators in Fock space, guaranteed that the 
wavefunctions were built as the permanent of the product of single-particle states. In the second quantization for 
fermions, the anticommutation relation prescribed for the operations of creation and destruction operators had no 
equivalent in the quantization of the harmonic oscillator, but they guaranteed that in Fock space, the wavefunctions 
were built as the determinant of the product of single-particle states. 
The dynamics of the system was defined by the commutator of the Hamiltonian with the field operators.  As we see this 
last description is very far from any 'intuitive visualization and understanding' of the set of particles composing the 
system and its evolution.  Even the object of evolution is a totally abstract concept: the 'quantum field operator'.  The 
present day link of this mathematical formalism and the experimental results is still in terms of probabilities.  The 
mathematics can provide probabilistic distributions for all variables of interest that can be verified with experimentally 
measured statistical distributions.  They agree to an excellent level of accuracy.  This agreement is used by followers of 
the so called Copenhagen interpretation as a demonstration that everything is in order and that we shouldn't be asking 
for more.  Even the more radical followers of this interpretation may argue that our universe is nothing more than a set 
of probabilities turned into realities at the time measurements are performed over the quantum systems. 
1.3. Intuitive interpretation 
Despite this huge abstract machinery, an inquisitive student can ask himself: is it possible to find an interpretation that is 
not renouncing to our desire of understanding the world in which we are living, and to provide a realistic description for 
it?  The feeling of many of the founders of the quantum theory was that they had found the 'true description' of nature, 
and that attempts to find alternative interpretations were meaningless and worthless.  It is possible that this feeling 
prevented the development of alternative interpretations other than the traditional one.  Over the years however, many 
people attempted to find such an interpretation. We will attempt in the following to provide a description of those 
attempts. 
We start by noticing that even when there are solutions to the quantum equations, which can only reproduce 
experimental measurements on a statistical sense, there exists other set of solutions that can describe measured 
quantum events on an individual basis.  The first one to study this type of solutions was de Broglie in 1927, and he called 
his model “double solution”.   
1.3.1. First quantization 
Let's start from the beginning, the definition of the Schrödinger wave function in terms of complex numbers.  The 
natural and simpler description for the electron should be in terms of real scalars or vectors fields.  It is clear that a 
scalar description is not enough, we need to provide a vector-field description and define a vector for each point in 
space. It is well known that complex numbers are a description of vectors in a two dimensional plane.  However real 
space has three dimensions, if we are providing a description in terms of vectors inside a plane, what is the orientation 
of that plane in real space?  The Schrödinger equation cannot provide the answer, but by looking at the Pauli equation, 
the needed orientation is provided unambiguously: is the spin direction.  The plane providing the basis for the complex 
notation is perpendicular to the spin orientation.  This was shown by Hestenes using the techniques of geometrical 
algebra.  Therefore in the Pauli matricial and spinor formalism, one is readily using a deceptive description of vectors in 
space.   
Dirac himself provided the meaning of his equation as a generalization of the relativistic Klein Gordon second-order 
partial differential equation in time, in the presence of spin.  Two of the spinor members can be understood in terms of 
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the description of the spin direction, what are the other two spinor members?  They can be understood as a 
mathematical technique used to reduce a third-order differential equation in time to a first order equation.  And this can 
be mathematically proved.  Similarly, one can reduce an equation of third order in the energy to the expression provided 
by Dirac's equation.  The reason for the third order in energy is the relativistic variation of mass with velocity.  By using a 
particular gauge the equation can also be written as a fourth order equation3.  Additionally the 4x4 Dirac matrices when 
sandwiched between the 4-spinors provide descriptions for the interaction of a 'fluid' that at rest possess an internal 
magnetic dipole.  The relativistic law of transformation for the magnetic dipole provides a term proportional to the fluid 
velocity with the form of an electric dipole interaction.  In summary, the Dirac equation describes a relativistic charged 
vectorial field with an internal rotational motion, which is described in the dipole approximation when it is in interaction 
with external electromagnetic fields.  And all of this can be rigorously proved. 
Moreover it can be shown that a chain model exists that can provide a great level of detail for this realistic fluid field.  
The evolution of this fluid is expressed by equations of motion containing the different types of forces acting on every 
element of the fluid.  This model postulate the existence of a spring-like force, trying to restore the equilibrium position 
and proportional to the extension of the deviation from the equilibrium position.  Next a similar force proportional to 
the relative deviation between neighboring elements, playing the role of a tension force.  These two forces are enough 
to give rise to the Klein Gordon equation in the continuum limit.  A third force producing a similar effect to the Biot-
Savart force for a magnetic field is assumed and can be shown to be the origin for the electron spin.  This last force can 
be described by a vector potential field given by the cross product between the distance between neighbor chain 
elements and the particular direction in space defined by the spin-vector.  As shown by Hestenes this force generates a 
rotation of the fluid in the spin plane perpendicular to the spin vector ݏԦ.    
The previous description provides a solution for the presence of complex numbers and spinors in the wave functions for 
a single electron. Once we have found this model, the uncertainty principle reduces to an application of Fourier analysis 
to the wave functions. But what about the wave-particle duality, the configuration space and Fock space descriptions 
and the presence of field operators? 
The wave-particle duality and the resolution to the Feynman mystery due to ‘particle interference’ was however 
resolved very early in time by de Broglie as soon as 1926 after the discovery of the Klein-Gordon equation.  His proposal 
however was totally ignored, neglected and forgotten by traditional quantum mechanics after the Solvay Conference of 
1927.  De Broglie called his model ‘double solution’ because provided the existence of an additional type of solutions to 
the quantum equation.  De Broglie simply showed that a valid solution to the Klein Gordon existed, showing a sort of 
protuberance or protrusion that was moving following the gradient of the imaginary phase of the wave, therefore 
drawing interference patterns.  De Broglie was able to find the equation of motion for this object, which was confirmed 
in 1952 by David Bohm who showed that de Broglie’s ‘guidance condition’ could be derived from the existence of a force 
derived from an effective potential energy that Bohm called the ‘quantum potential’.  The physical origin of this 
quantum force is just the ‘chain force’ propagating through the body of the fluid, with full respect for all classical laws of 
energy and momentum conservation.  In opposition to all other known wave solutions that tend to disperse and 
disaggregate with time, this one remained self-confined.  This was his original model for a “particle”.   Two problems 
presented these solutions to be considered seriously as particle models:  i) they are not falling down sufficiently fast to 
zero from the center, and ii) they diverge at the center of symmetry.  One would like the solutions to be finite 
everywhere, to have a finite energy content, and to decay sufficiently fast to infinity, in order to be said that they are 
“localized”, one would desire they to decay exponentially with distance.   With time these solutions gave rise to the 
study of ‘solitons’ which appear as solutions to nonlinear wave equations.  The introduction of nonlinearities in the 
quantum equations is to a certain degree arbitrary and seems to be artificial.  Moreover, when considering 
nonlinearities with orders of magnitude comparable with the linear terms of the Schrödinger equation they lead to 
energy levels for the hydrogen atom that not reproduce experimental measurements.  This implies that this 
nonlinearities, if existing, should appear at electromagnetic energy levels much higher than typical atomic values.  The 
solution to this puzzle is provided by quantum electrodynamics itself.  It can be rigorously shown that natural self-
15 
 
interactions of the electrons and photons with themselves lead genuinely to the appearance of effective nonlinear terms 
in the otherwise linear quantum differential equations.  The solutions to these equations are solitons with the desired 
characteristics.  Let us remark that the consideration of self-interactions is not something extraneous to canonical 
quantization, but it readily provides the basic elements for the theory of renormalization.  Self-interactions can be 
incorporated for the electron by solving simultaneously the Dirac and the Poisson equations for the field generated by 
the electron itself.  In the case of photons, the self-interaction appears in first order perturbation theory, as additional 
terms in the Maxwell equations generated by the Uehling and Heisenberg-Euler vacuum polarization terms present in 
QED.  The great news is that solitons following the quantum potential are the most natural resolution of the wave-
particle dichotomy: they are localized and can follow interference patterns.   
In our interpretation, probability densities, even when available in some cases, are not required as a 'must do' of the 
theory.  The real objects of our interpretation are the fields and the appearance of negative probabilities represent no 
real problem at all. 
Now we are in a position to understand the use of spinors in the Pauli and Dirac equations.  The reason for their 
introduction is because the quantum potential is responsible not only for providing guidance to the soliton motion, but 
also to produce a torque on the spin vector.  The spinorial representation provides the mathematical vehicle to encode 
the full quantum force.  The equilibrium orientation for the spin, as provided by the quantum potential, can only be 
parallel or antiparallel to external magnetic fields.  This explains the splitting of energy levels for atomic systems in 
magnetic fields observed in the Zeeman Effect and the discontinuous splitting of the trajectories followed by magnetic 
particles traversing magnetic fields in the Stern Gerlach experiment. 
 
1.3.2. Second quantization 
Some of the commutation properties of quantum operations like rotation or excitation and de-excitation of an atomic 
system readily have their roots in classical systems.  Classical rotations have been described in some text books and 
shown that they follow the same commutation properties as those defined in their quantum mechanical counterparts.  
For example a 90° around the x axis, followed by a 90° around the y axis produce a final rotation different than that 
obtained by permuting the order of the two rotations, as can easily be verified experimentally.  Similarly a position 
measurement performed before or after applying a translation gives different values.  When we realize that the typical 
technique to measure the speed is by measuring a position translation, and to measure an angular momentum we need 
to measure a finite rotation process, this properties lead directly to the commutation properties of measurements of 
position and momentum on one side and angle and angular momentum on the other side.  Also measuring the number 
of particles before and after the creation of a particle implies a change in value of 1.  Quantum mechanics formalized 
these relationships and used them as basic properties for the definition of the different variables, making use of the 
similar properties of the differentiation and multiplication operations in calculus. 
Note that all operations having the same properties can be described by the same mathematical formalism.  What we 
wanted to remark here is that the commutation properties are not something that belong exclusively to a quantum 
regime, but they find their place also in classical systems, and moreover, they can be explained also in classical terms. 
In first quantization for single and multiple particles, solitons could be found as solutions of nonlinear equations induced 
by electromagnetic self-interactions.  However an apparent inconsistency appears when trying to interpret those 
solutions in the frame of Canonical Quantization.  It is traditional in classical quantum optics textbooks to interpret 
nonlinear terms in the Maxwell’s equation as well as in the corresponding Hamiltonian, as responsible for photon 
frequency conversions consistent with the annihilation and creations of multiple photons, but not as a straightforward 
source for a coherent nonlinear index of refraction in the presence of single photons.   It is easy to verify that this is the 
case however.  It can be shown through the proper application of commutation rules to the field operators, that both 
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interpretations are fulfilled simultaneously.  Nonlinear terms are responsible for multiple-photon frequency conversions 
and nonlinear changes in single photon index of refraction.  The same can be applied to other particles. 
In the single particle case, a soliton can be found following the law of motion predicted by the quantum potential, which 
in turn is given as a function of the wave function.  In the case of many particles, solutions to the wave equation can be 
found in Fock space that present a number of solitons, one per particle.  Each soliton follows the quantum potential 
which in this case is now a function of the actual position of all the particles composing the system: electrons and 
photons.   The Fock space in canonical quantization offers a mathematical tool for the representation of these solitons 
and their mutual interactions.  The difference between the first quantization multi-particle description and canonical 
quantization is that in the first case the system consists only of electron wavefunctions solutions of the Schrödinger or 
Dirac equations with a fix number of particle coordinates, while the electromagnetic fields are given as external fields.  
For second quantization, the system is composed of electrons, positrons and photons described by relativistic (or non-
relativistic) equations, whose solutions consist of functions with variable number of particle coordinates, and no external 
fields are required. 
The solitons provide reality of presence for the particles while the quantum potential represent interactions between 
the particles.  In fact, the solution to the wave equation describes simultaneously the position of the particles and its 
mutual interaction energy.  The wavefunction, and therefore also the quantum potential, depends on the actual position 
of many particles, implying nonlocal interactions among them. 
The quantum force does not depend exclusively on the amplitude of the field.  This is radically different from classical 
systems, where the forces are proportional to the field amplitude (or some power of them).   The reason why the 
quantum force can comply with energy and momentum conservation is because the force is not between the particles 
and the wavefunction, but between the particles among themselves or with the physical system composing the 
boundary conditions. For example, it is the wall where the slits are drilled, who receives the energy and recoil in a two 
slit experiment, before the interfering particle-waves reach the final screen. The wavefunction serves only as an 
(instantaneous, nonlocal) intermediary. 
In the same way as the Lagrangian and Hamiltonian expressions can be considered mathematical tools to derive the 
equations of motion for the trajectories of real particles or physical objects in space, Field Quantization can be 
considered a mathematical tool that can be used to derive the wave equations followed by particle- and photon- wave 
functions.   It can be argued that the Field Quantization Schrödinger equation for Field Operators has only a formal 
meaning.  The real application of the theory is to offer a template in the form of an operator expression that when 
sandwiched between initial (‘ket’) and final (‘bra’) states provides effective Hamiltonians or Lagrangians.  From these 
effective Lagrangians one can extract the actual wave equations in the presence of many particle-fields.  In other words, 
the purpose of second quantization is to write down the "effective" equations to solve for traditional, numerical field 
variables.  Then one can solve those using standard analytical techniques as in first quantization.  Attempting to solve 
the problem directly using operator variables in second quantization is similar to the pioneering works of Pauli4 and 
Dirac5, where they were able to find the hydrogen spectrum using exclusively operator properties, instead of solving the 
Schrödinger equation.  Similarly Born and Jordan6 solved the harmonic oscillator quantization problem based on matrix 
commutation properties in 1925 before the discovery of the Schrödinger equation. A drawback of this technique is that 
it allows to find energy levels but makes very difficult to find any dynamical behavior. 
 
It has been shown by Dirac that the value of the commutators between the field operators with the Hamiltonian as 
defined in Canonical Quantization are equal to the Poisson brackets utilized in classical physics.  This property is 
particularly evident in QED7.  As a consequence the equations followed by the field operators appear equal to the 
equations followed by the classical fields.  The main difference however between the two descriptions is that while the 
classical field equations are settled equations with a fixed form relating fields and its sources, their quantum 
counterparts are only formal dynamical equations depending on the environmental conditions, and they don’t acquire 
their final form until after being sandwiched between initial and final states.  Basically, they depend on the number of 
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field-particles present in the system definition.  In this sense they behave as templates for the equations to be followed 
by the real fields. 
 
 The most impressive property of these wave equations is that they include source and sink terms, in a similar way as the 
classical Maxwell equations.   This is in parallel with Feynman propagator formalism, but instead of working with 
Huygens principle, one is working directly with the wave equations and the fields themselves.  The wave functions 
derived from second quantization can be interpreted as real electron and electromagnetic particle-fields evolving and 
interacting in real space-time.   
 
It is noticeable that the equation for the electromagnetic field operators is almost identical with the classical Maxwell's 
equation.  However this similarity is only formal and holds only in the single photon case.  In the multiple photons case, 
the equation followed by the photons can evolve into a very complicated system, as can be seen in the laser rate 
equations. 
 
One of the most peculiar properties of the ‘effective wave equations’ is that they incorporate sources as sinks, in a 
similar case as in electrodynamics.  For example the product of a positron field and an electromagnetic field appears as a 
source for the electron field, and vice versa.  This point appears to have been overlocked by the traditional 
interpretation, where the particles seem to appear in vacuum ‘spontaneously’.  To our knowledge Julian Schwinger 
proposed after the development of quantum electrodynamics the existence for sources and sinks for the quantum 
fields, but was totally confronted by his peers.  In our model the soliton-particles are born from a source and die, or are 
absorbed by a sink, which are regions of high field intensity. 
 
One of the virtues of second quantization was to show that the existence of negative energies as eigenvalues of the 
Klein-Gordon and Dirac equations were just mathematical artifacts related to the higher order time derivatives.  
Nevertheless, based on the relativistic symmetry properties of the equations, they could be related to the existence of 
antiparticles. 
The different quantum states in quantum optics, coherent, thermal, n-photon number, all define different inter-photon 
potentials that are responsible for the quantum optics statistics.  The functions and states in Fock space define the multi 
photon functions, and with them, the potentials.   
We should mention that Canonical quantization in addition to providing a generalization to many particle quantum 
systems also handles self-interactions and self-mass.  These last effects are however not provided through the natural 
description of classical physics but through the effects associated with the so called vacuum fluctuations or zero energy 
fields.  Many of the properties and effects found in this way were attributed initially to second quantization, but it was 
later shown that they can also be described in a first quantization theory.  In fact, it can be argued that the so called 
vacuum fluctuations effects are generated by the combination of self-interactions and the quantum potential.  In 
Feynman's diagrams the vacuum fluctuations look like self-interactions, and they readily should be interpreted as such.  
One of the peculiarities of the self-interactions and the quantum potential is that when both are considered together, 
they create dynamic resonant states that generate a sort of wandering of the particle across and along the fields.  This 
might be the reason behind the so called 'zero field fluctuations' responsible for the achievement of a statistical ergodic 
distribution, even in the presence of a single particle. 
As a final point we would like to mention that in many practical cases in the traditional textbook presentations of QED, it 
is difficult to distinguish mathematical tools allowing to increase the performance of calculations from real physical 
principles.  An example is the decomposition of the electron states in QED in terms of plane waves.  It appears as if plane 
waves would play a primordial role in the physics of electrodynamics, when in reality they are just an application of 
Fourier analysis to simplify calculations.  In the following chapters we are going in more detail over these points. 
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1.4. Conclusion 
In this work we have discussed how the wave-particle paradox can be resolved starting from a field description, by the 
“double solution” hypothesis of De Broglie in 1927, complemented with the calculation of quantum self-field solitons 
originated in the Dirac-Poisson equations.  Equivalently we saw that interference phenomena can be understood as a 
manifestation of a new force in nature derived from the so called “Quantum Potential”, best described by David Bohm in 
1952.  We mentioned that complex numbers, operators in Hilbert space (field operators), matrices and spinors are 
mathematical tools to simplify notation, but that obscure the understanding of the physical reality.  In fact, it was known 
from long time ago that the Dirac equation is a mathematical formalism able to represent a relativistic tensorial 
equation in a highly compact way.  The existence of solitons as solutions to the quantum equations in the presence of 
self-interactions provides a realistic interpretation for quantum mechanics, reproducing individual events in space-time. 
In many cases the equation that was discovered first historically and was able to reproduce experimental results 
corresponded to a shortest notation in terms of complex numbers and spinors, but was highly counterintuitive and 
prevented a straightforward discovery of its physical interpretation. 
Next we want to make some remarks on notation.  The importance of a ‘user friendly notation’ is fundamental at the 
time to perform calculations and understanding the meaning of the theory.  This is evident when we consider a ‘simple’ 
sum operation when expressed by normal numbers and by roman numbers:  
 
     
User friendly notation  Not user friendly notation 
 
As a second remark on notation let’s note that there is a tendency in physics to shorten and abbreviate the notation 
used to express equations.  In many cases this tendency generates expressions that are less intuitive and clear than the 
original, more explicit equation.  As a first example consider the continuity equation expressing the conservation of 
mass, where in space-time notation is 0
  jt
 , while in relativistic notation is ఓ߲݆ఓ = 0.  The space-time 
notation can be intuitively interpreted as indicating that temporal changes in density are associated with spatial changes 
in the current density or velocity, literally, that the time rate of change in density is proportional to the divergence of the 
velocity, and can be visualized by the graphics in Figure 1: 
 
633
258
375

DCXXXIII
CCLVIII
CCCLXXV

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Figure 1 
The relativistic notation is more compact and express the relativistic symmetry between spatial and temporal 
components, but this last quality can be appreciated only for a specialist in relativity, obscuring the meaning of the 
equation for a more general reader.  Similar comments can be said about Feynman slash notation ࡭ ≡ ߛఓܣఓ  and about 
the short hand notations ܽ[ఓܾఔ] ≡ ଵ
ଶ
(ܽఓܾఔ − ܽఔܾఓ) and ܽ(ఓܾఔ) ≡ ଵ
ଶ
(ܽఓܾఔ + ܽఔܾఓ) used in classical electromagnetic 
radiation theory, which lead very easily to confusion and misunderstanding.  This tendency can be seen also in the use of 
complex notation.  In some cases complex notation was the first historical choice at the time to write equations 
describing quantum mechanics.  In many cases this notation was counterintuitive and prevented a straightforward 
understanding of its physical meaning.  Another comment on notation is about the multiplicity in representing physical 
variables, depending on the particular section of physics where the variables are described.  This multiplicity of notation 
in general creates some sense of uneasy trying to unify the different points of view available from different situations.  
This is particularly notable with electromagnetic fields and potentials, when comparing classical and quantum theories.   
Also the so called “natural units” where the speed of light and Planck constant are made dimensionless constants equal 
to one ܿ = 1, ℏ = 1 may sound as a nice interpretation realization, but only bring problems and inconsistencies at the 
time to rewrite the equations into usual dimensional variables, able to be compared with experimental values. 
 
A note is in place at this time, in the course of these sections we will recall many well-known models and expressions 
from textbooks. This will help to put our results in perspective and make clear the similarities and differences between 
the different models.  The reader familiar with those models can skip the corresponding sections. 
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2. Chapter: Dirac-Poisson Soliton  
2.1. The Quantum Equations.  Traditional Presentation. 
2.1.1. Schrödinger equation 
2.1.1.1. Equation 
In 1926 Erwin Schrödinger8 was able to show that the hydrogen atom could be qualitatively and quantitatively described 
by a resonance wave model, similar to musical instruments vibrating at their proper resonances.  The Schrödinger 
equation8 admits only explicit complex solutions.  In the absence of magnetic fields reads: 
݅ℏ
߲߰
߲ݐ
= −
1
2݉
ℏଶ∇ଶ߰ + ܸ݁߰ 
In order to introduce the interaction between the electron fields and magnetic fields the replacement 
݅ℏ
߲
߲ݔ
  →   ൬݅ℏ
߲
߲ݔ
−
݁
ܿ
ܣ௫൰ 
Eq 1 
has to be done on the electron equations.  By applying the rule one can find the equation 
݅ℏ
߲߰
߲ݐ
=
1
2݉
ቀ−݅ℏ∇ሬԦ +
݁
ܿ
ܣԦቁ
ଶ
߰ + ܸ݁߰ 
for the interaction with electromagnetic fields. 
2.1.1.2. Hamiltonian 
In a similar way as done in classical particle physics, Lagrangian and Hamiltonian functions can be defined for fluids, 
fields, continuous media in general, from which the equations of motion can be derived.  A difference between the 
energy expressions for particles and for fluids is that for a continuous medium, the potential energy may depend not 
only on the amplitude, but also on the gradient of the fluid density or field.  As a result, forces derived from these 
potentials can involve higher space derivatives than in the case of discrete particle systems.  The spatial and temporal 
properties of the Lagrangian and Hamiltonian expressions provide the confirmation for the compliance of desired 
properties such as conservation laws and relativity transformations for the equations of motion.  In particular, quantities 
fulfilling a continuity equation can be found, that serve as candidates for charge densities and currents.  These last ones 
are given by the partial derivative of the Hamiltonian respect to the electric potential field. 
In the absence of external fields the Hamiltonian for the Schrödinger equation reads: 
ܪ = ߨ
߲߰
߲ݐ
− ܮ =
ℏଶ
2݉
∇ሬԦ߰∗ ∙ ∇ሬԦ߰ 
And with fields: 
ܪ =
1
2݉ ቂ
ቀ݅ℏ∇ሬԦ −
݁
ܿ
ܣԦቁ ߰∗ቃ ∙ ቂቀ−݅ℏ∇ሬԦ −
݁
ܿ
ܣԦቁ ߰ቃ + ܸ݁߰߰∗ 
2.1.1.3. Charge density 
From the expression of the Hamiltonian the expression for the charge density and charge current can be obtained.  This 
density can also be interpreted as a probability density and in the absence of external fields is given by: 
ߩ௘(ݎ) = ݁߰∗߰(ݎ) 
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and the charge-current density is given by: 
ଔԦ =
݅݁ℏ
2݉ ൫
߰∗∇ሬԦ߰ − ߰∇ሬԦ߰∗൯ 
Eq 2 
The first work trying to provide an alternative “physical” interpretation for the Schrödinger equation was Madelung9, 
who in 1926 consider the equation as describing a “physical” fluid following a current density given by Eq 2. 
2.1.2. Pauli equation: 
Despite the success of Schrödinger wave equation, there were some details that were still missing.  There was 
experimental evidence that the electron has an internal magnetic moment.  This was apparent in the presence of 
external magnetic fields, where the spectra of hydrogen presented a splitting consistent with the existence of a dipolar 
interaction, known as the Zeeman effect10.  The particular splitting of a beam of silver atoms in a strong magnetic field as 
observed in the experiment by Stern and Gerlach in 1921, provided also an indisputable demonstration that the 
magnetic moment of the electron appeared to be ‘spatially quantized’11. 
 Pauli provided a new equation12 in 1927 that included the magnetic dipole, was able to duplicate the Zeeman splitting 
and explained the Stern Gerlach experiment.  However, his model incorporated complex spinors and matrices in a very 
counter-intuitive way.  The Pauli equation can be considered an effective formalism from a more detailed theory, where 
the electron mass has not been considered.   
2.1.2.1. Spinors 
A complex spinor is a set of two complex numbers arranged in a column.  They provide a way to encode 4 numbers: 
߯(ݎ, ݐ) = ൬݂
(ݎ, ݐ)
݃(ݎ, ݐ)൰ =
ە
ۖ
۔
ۖ
ۓቀ
ܽ + ܾ݅
ܿ + ݅݀ቁ     ݅݊ ܿܽݎݐ݁ݏ݅ܽ݊ ݎ݁݌ݎ݁ݏ݁݊ݐܽݐ݅݋݊
ቆܾଵ݁
௜ఝభ
ܾଶ݁௜ఝమ
ቇ        ݅݊ ݌݋݈ܽݎ      ݎ݁݌ݎ݁ݏ݁݊ݐܽݐ݅݋݊
 
In particular, a spinor can be used to store vector coordinates, or a given direction in space.  The choice of encoding 
scheme is defined by the particular user of the spinor. In a particular type of encoding, that can be called ‘Pauli 
encoding’, the Pauli matrices are a particular key to decode the value of those vectors or angles. The Pauli matrices ࣌ሬԦ 
are defined by the set of three 2x2 matrices 
࣌࢞ = ቀ
0 1
1 0ቁ    ࣌࢟ = ቀ
0 −݅
݅ 0 ቁ     ࣌ࢠ = ቀ
1 0
0 −1ቁ 
The same property is expressed in mathematically terminology as follows (Wikipedia: Pauli matrices article): 
“The Pauli matrices (after multiplication by i to make them anti-Hermitian), also generate transformations in the sense 
of Lie algebras: the matrices iσ1, iσ2, iσ3 form a basis for su(2), which exponentiates to the special unitary group 
SU(2). The algebra generated by the three matrices σ1, σ2, σ3 is isomorphic to the Clifford algebra of ℝ3, called the 
algebra of physical space.” 
A mathematical problem is to find how to transform the two components of the spinor in front of rotations, translations, 
in such a way that they keep representing the same vector in all frames of reference. The solution to this problem is the 
algebra-representation-model and is shown in textbooks on quantum mechanics. 
 To show how the Pauli matrices can be used to decode the information stored in the spinor, first we note that any 
spinor can be written without loss of generality in the form 
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߯ = √ܾ݁௜ఈ ቌ
cos ఏ
ଶ
sin ఏ
ଶ
݁௜ఋ
ቍ  
And its adjoint: 
߯̅ = √ܾ݁ି௜ఈ ൬cos
ߠ
2
sin
ߠ
2
݁ି௜ఋ൰ 
Where we have encoded the values of the components of the vector  ݏԦ 
 ݏԦ = (ܾ sin ߠ cos ߜ , ܾ sin ߠ sin ߜ , ܾ cos ߠ)  
These components encoded in the spinor ߯ can be recovered by use of the following bilinear expressions: 
ݏԦ = ߯̅࣌ሬԦ߯ 
Or in parts: 
߯̅࣌ࢠ߯ = ܾ ൬cosଶ
ߠ
2
− sinଶ
ߠ
2
൰ = ܾ cos ߠ = ݏ௭ 
߯̅࣌࢞߯ = ܾ ൬cos
ߠ
2
sin
ߠ
2
݁௜ఋ + cos
ߠ
2
sin
ߠ
2
݁ି௜ఋ൰ = ܾ sin ߠ
൫݁௜ఋ + ݁ି௜ఋ൯
2
= ܾ sin ߠ cos ߜ = ݏ௫ 
߯̅࣌࢟߯ = ܾ݅ ൬− cos
ߠ
2
sin
ߠ
2
݁௜ఋ + cos
ߠ
2
sin
ߠ
2
݁ି௜ఋ൰ = −ܾ sin ߠ
݅൫݁௜ఋ − ݁ି௜ఋ൯
2
= ܾ sin ߠ sin ߜ = ݏ௬ 
The angles ߠ(ݎ, ݐ) and ߜ(ݎ, ݐ) and the magnitude ܽ(ݎ, ݐ) could be function of space and time that are recovered once 
the spinor is given as an explicit space-time function: 
ݏԦ(ݎ, ݐ) = ߯̅(ݎ, ݐ)࣌ሬԦ߯(ݎ, ݐ) 
2.1.2.2. Equation 
The Pauli equation is a nonrelativistic quantum equation incorporating internal rotational and magnetic effects.  In the 
absence of fields it reads: 
݅ℏ
߲߯
߲ݐ
= ൤
1
2݉ ൫
࣌ሬԦ ∙ ݌Ԧመ൯
ଶ
+ ݍܸ൨ ߯ 
where ࣌ሬԦ is a matrix called ‘electron spin operator’.  In the presence of electromagnetic fields, the Pauli equation is: 
݅ℏ
߲߯
߲ݐ
= ൤
1
2݉
ቀ࣌ሬԦ ∙ ൫݌Ԧመ − ݍܣԦ൯ቁ
ଶ
+ ݍܸ൨ ߯ 
By using the relation 
( Ԧܽ ∙ ࣌ሬԦ)൫ሬܾԦ ∙ ࣌ሬԦ൯ = ൫ Ԧܽ ∙ ሬܾԦ൯ܫመ + ݅൫ Ԧܽ × ሬܾԦ൯ ∙ ࣌ሬԦ 
Eq 3 
it can be found that the equation is equivalent to  
݅ℏ
߲߯
߲ݐ
= ൤
1
2݉ ൫
݌Ԧመ − ݍܣԦ൯
ଶ
+ ݍܸ൨ ߯ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
ௌ௖௛௥௢ௗ௜௡௚௘௥ ௘௤௨௔௧௜௢௡
−
ݍℏ
2݉
 ࣌ሬԦ ∙ ܤሬԦ߯ᇣᇧᇧᇤᇧᇧᇥ
ௌ௧௘௥௡ ீ௘௥௟௔௖௛
௧௘௥௠
 
Eq 4 
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which is the basis to define the physical meaning of the matrix ࣌ሬԦ: as an operator representing an ‘internal magnetic 
dipole moment or angular momentum’ for the electron.  The upper element in the spinor represents a particle with ‘spin 
up’, and the lower element represents a particle with ‘spin down’.  Moreover, the expression 
ݏԦ(ݎ, ݐ) = ߯̅(ݎ, ݐ)࣌ሬԦ߯(ݎ, ݐ) 
provides a “classical” vector field in space and time representing this dipole moment. 
We see that the matrix and spinorial form of the Pauli equation is just encoding a ‘classical’ differential equation in space 
involving a vector field.  There is a difference however with a normal differential equation: the use of a ‘spinor’, or two-
component column to describe the particle allows for the existence of two states that are orthogonal to each other in all 
space and for all times, one with ‘spin up’ corresponding to the solution 
ቀ݂(ݎ, ݐ)
0
ቁ 
And the other with ‘spin down’ corresponding to the solution 
൬ 0݃(ݎ, ݐ)൰ 
2.1.2.3. Charge density 
With the solution of the Pauli equation given by the spinor with components f, g as follows: 
߯(ݎ, ݐ) = ൬݂
(ݎ, ݐ)
݃(ݎ, ݐ)൰, 
the charge density and current density for a Pauli particle are given by 
ߩ௘(ݎ) = ݁(݂∗݂ + ݃∗݃) 
ଔԦ௘(ݎ) =
݅݁ℏ
2݉
ቀ൫݂∗∇ሬԦ݂ − ݂∇ሬԦ݂∗൯ + ൫݃∗∇ሬԦ݃ − ݃∇ሬԦ݃∗൯ቁ 
The important point is that the two components don’t interfere with each other, as if they were two independent 
objects.  In fact, by the use of spinors to define/describe the state of the particle, a spin vector field can be defined in 
space, with the particularity that the state possess only two degrees of freedom, instead of the three that would 
naturally be possessed by a typical spatial vector.  
2.1.2.4. Alternative interpretation, Dipole approximation 
In traditional quantum mechanics, the Pauli equation is considered as a basic equation, describing a point-like non-
relativistic electron, with no other possible interpretation.  In this sense it is considered that the ‘spin’ is a fundamental 
property, impossible to be derived from other models. 
On the other hand, one can consider the Pauli equation as the dipole approximation for a sizeable electron with a finite 
radius and physical internal rotational motion generating a magnetic dipole moment, which in the limit of zero size can 
be described by Eq 4.  However the kinetic energy associated with this internal motion is absent from the Pauli equation.  
This however is not a serious drawback, it can be argued that an additional negative potential energy term exactly 
cancels the positive term associated with the kinetic energy.  This additional potential energy would provide a 
centripetal force that will overcome the centrifugal force generated by the internal rotational motion.  It would be 
something like ‘filling the square’ technique: 
൫pሬԦ − ݏԦ − ݍܣԦ൯
ଶ
− ݏԦଶ = ൫pሬԦ − ݍܣԦ൯
ଶ
− ݏԦ ∙ ݍܣԦ − pሬԦ ∙ ݏԦ →ณ
୪୧୫ ௥→଴
൫pሬԦ − ݍܣԦ൯
ଶ
− ݏԦ ∙ ݍܤሬԦ 
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Eq 5 
2.1.3. Klein Gordon equation 
2.1.3.1. Equation 
The Klein Gordon equation is the typical and most intuitive equation in relativistic quantum mechanics. It admits real as 
well as complex solutions. In the absence of external electric and magnetic fields it reads: 
−
1
ܿଶ
ℏଶ
߲ଶ߰
߲ݐଶ
= ݉ଶܿଶ߰ − ℏଶ∇ଶ߰ 
Eq 6 
With fields, The Klein Gordon for a charged particle13 is 
1
ܿଶ
൬݅ℏ
߲
߲ݐ
− ܸ݁൰
ଶ
߰ = ݉ଶܿଶ߰ + ቀ݅ℏ∇ሬԦ +
݁
ܿ
ܣԦቁ
ଶ
 
Explicitly it reads: 
1
ܿଶ ቆ
−ℏଶ
߲ଶ߰
߲ݐଶ
+ ݁ଶܸଶ߰ − ݅ℏ ൬
߲ܸ
߲ݐ
൰ ߰ − 2݅ℏܸ݁
߲߰
߲ݐ ቇ
= ݉ଶܿଶ߰ + ൬−ℏଶ∇ଶ߰ + ቀ
݁
ܿ
ቁ
ଶ
ܣଶ߰ + ݅ℏ൫∇ሬԦ ∙ ܣԦ൯߰ + 2݅ℏ݁ܣԦ ∙ ∇ሬԦ߰൰ 
Eq 7 
Where we have made 
߲ܸ
߲ݐ
= 0;       ∇ሬԦ௥భ ∙ ܣԦ = 0 
which is valid in the Lorenz gauge or a stationary problem in the Coulomb gauge.  Then we get 
−ℏଶ
ܿଶ
߲ଶ߰
߲ݐଶ
= −ℏଶ∇ଶ߰ᇣᇧᇤᇧᇥ
ܨݐܴ
+ ݉ଶܿଶ߰ − ݁ଶ ቆ
ܸଶ
ܿଶ
− ܣଶቇ ߰ + 2݅ℏ݁ ൬
ܸ
ܿଶ
߲߰
߲ݐ
+ ܣԦ ∙ ∇ሬԦ߰൰ 
Eq 8 
which in relativistic four-vector notation reads: 
−ℏଶ
ܿଶ
߲ଶ߰
߲ݐଶ
= −ℏଶ∇ଶ߰ + ൫݉ଶܿଶ − ݁ଶܣఓܣఓ൯߰ + 2݅ℏ݁ܣఓ∇ఓ߰ 
Eq 9 
The interaction adds a term proportional to the 4-dimensional relativistic magnitude of the electromagnetic potential 
ܣఓܣఓ: 
ܣఓ∇ఓ߰ = ܸ
߲߰
ܿଶ߲ݐ
+ ܣԦ ∙ ∇ሬԦ߰ 
 Also adds the 4-dimensional relativistic dot product between the four-vectors ܣఓand ∇ఓ߰ .  This last term can be 
considered the relativistic generalization of the dot product between ܣԦ and ∇ሬԦ߰.   
2.1.3.2. Hamiltonian 
In the absence of fields the Hamiltonian reads: 
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଴ܶ
଴ =
ℏଶ
2݉
ቈ
1
ܿଶ
߲߰∗
߲ݐ
߲߰
߲ݐ
+ ൫∇ሬԦ߰∗൯ ∙ ൫∇ሬԦ߰൯ +
݉ଶܿଶ
ℏଶ
߰∗߰቉ 
Eq 10 
And with fields it reads (see Greiner): 
ℋ = ℋ଴௄ீ + ℋ଴௘௠ + ℋூ 
where the interaction term is given by 
ℋூ = ݅݁ ∗ ി߲௞߰ܣ௞ + ݅݁(ߨ∗߰∗ − ߨ߰)ܣ௞ − ݁ଶ߰∗߰ܣఓܣఓ + ݁ଶ߰∗߰(ܣ଴)ଶ 
The momentum energy tensor is given by: 
ܶఓఔ =
1
4
ߜఔ
ఓܨఙఘܨఙఘ − ߲ఔܣఘܨఘఓ + (ܶఓఔ)ట 
where 
(ܶఓఔ)ట =
1
2݉ ቂ
ቀ݅ℏ߲ఓ −
݁
ܿ
ܣఓቁ ߰∗(−݅ℏ߲ఔ߰) + (݅ℏ߲ఔ߰∗) ቀ−݅ℏ߲ఓ −
݁
ܿ
ܣఓቁ − ߜఔ
ఓ ቀ݅ℏ ఘ߲ −
݁
ܿ
ܣఘቁ ߰∗ ቀ−݅ℏ߲ఘ −
݁
ܿ
ܣఘቁ ߰
+ ߜఔ
ఓ݉ଶܿଶ߰∗߰ቃ 
2.1.3.3. Charge and current density: 
From the Hamiltonian equations, the charge current density is obtained as: 
ߩ௘ =
݅݁ℏ
2݉ܿଶ
൬߰∗
߲߰
߲ݐ
− ߰
߲߰∗
߲ݐ
൰ −
݁ଶ
݉ܿଶ
ܣ଴߰߰∗ 
and the charge-current density is given by: 
ଔԦ =
݅݁ℏ
2݉ ൫
߰∗∇ሬԦ߰ − ߰∇ሬԦ߰∗൯ −
݁ଶ
݉ܿ
ܣԦ߰߰∗ 
Eq 11 
From here one can directly see two very important properties: 
a) A connection between sign of frequency (or energy) and sign of charge.  In the absence of electromagnetic 
fields, solutions with positive time derivative or frequency have positive charge.   Solutions with negative time 
derivative or frequency have negative charge, really describing two different particles.  This is possible because 
this equation possess 2 degrees of freedom as expected for a second degree differential equation. If that 
frequency is interpreted as the energy of the particle, then the sign of the charge will be provided by the sign of 
the energy of the solution. 
b) The value of the charge and current densities depend on the presence of electromagnetic fields at the location 
of the Klein-Gordon fields. 
2.1.4. Klein Gordon equation in Schrödinger form 
2.1.4.1. Linearization of energy: 
The relativistic expression for the kinetic energy of a particle is given by 
ܧଶ = (݉ܿଶ)ଶ + ܿଶ݌ଶ 
Eq 12 
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This is an expression quadratic in the energy.  One possible (obvious) way to obtain the value of the energy is just taking 
the square root of the previous expression: 
ܧ = ඥ(݉ܿଶ)ଶ + ܿଶ݌ଶ 
Another way is by using some algebraic steps as the following  
ܧଶ − (݉ܿଶ)ଶ = ܿଶ݌ଶ   →   (ܧ + ݉ܿଶ)(ܧ − ݉ܿଶ) = ܿଶ݌ଶ   →   (ܧ − ݉ܿଶ) =
ܿଶ݌ଶ
(ܧ + ݉ܿଶ)
 
or 
ܧ = ݉ܿଶ +
ܿଶ݌ଶ
(ܧ + ݉ܿଶ)
 
Eq 13 
or even by solving the system of linear equations 
ቐܧ = ݉ܿ
ଶ +
ܿଶ݌ଶ
ߙ
ܧ = −݉ܿଶ + ߙ
 
It is important to see how the definition of the Hamiltonian taken from the different previous expressions can modify 
the definition of the interaction of the field with electric fields.  In the case of an electric potential ܸ the Hamiltonian 
corresponding to Eq 12 goes over: 
ܪ =
(ܧ − ݍܸ)ଶ + (݉ܿଶ)ଶ + ܿଶ݌ଶ
2݉ܿଶ
 
From here the charge is given by 
ݍᇱ =
߲ܪ
߲ܸ
= ݍ
(ܧ − ܸ)
݉ܿଶ
 
And from Eq 13: 
ܪ = ݉ܿଶ + ݍܸ +
ܿଶ݌ଶ
(ܧ − ݍܸ + ݉ܿଶ)
 
Giving a charge: 
ݍᇱ =
߲ܪ
߲ܸ
= ݍ +
ݍܿଶ݌ଶ
(ܧ − ݍܸ + ݉ܿଶ)ଶ
= ݍ ቆ1 +
ܿଶ݌ଶ
(ܧ − ݍܸ + ݉ܿଶ)ଶቇ
 
We see here explicitly that the definition of the charge depends on the explicit form in which the Hamiltonian is written.   
In a similar way we can verify that the second order differential equation 
݀ଶ
݀ݐଶ
߮ = ܽଶ߮ 
can be written as the system of first order equations 
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൞
݀
݀ݐ
߮ = ܽ߯
݀
݀ݐ
߯ = ܽ߮
 
Eq 14 
which can be verified by differentiating the first equation again: 
݀ଶ
݀ݐଶ
߮ = ܽ
݀
݀ݐ
߯ = ܽଶ߮ 
Now, the subsystem of equations Eq 14 can be written as the spinor first order equation: 
݀
݀ݐ
ቀ
߮
߯ቁ = ቀ
0 ܽ
ܽ 0ቁ ቀ
߮
߯ቁ = ܽ ቀ
߯
߮ቁ 
Here we can identify the existence of 2 degrees of freedom provided by the upper and down components.  If we take 
the traditional Cartesian definition for the scalar product, we would see that the two functions wouldn’t generate 
interference because are orthogonal degrees of freedom! 
So, we can see that relativity which originally can be associated with a quadratic  expression in energy and give rise to a 
second order differential equation, can also be expressed as a system of two linear equations for the energy or 
equivalently as a first order differential equation in terms of a two-component spinor. 
Additionally, this is the practical way how a higher order differential equation can be reduced in order to be solved by a 
computer algorithm that can handle only systems of first order differential equations such as Runga-Kutta. 
2.1.4.2. Linear Equation 
The so called Klein Gordon equation in Schrödinger form is a first order differential equation that provides the same 
eigenenergy as the Klein Gordon equation through the Eigensolutions of the following equation: 
݅ℏ
߲
߲ݐ
ߖ = ܪ෡௙ߖ           ܪ෡௙ = (࣎૜ + ݅࣎૛)
݌̂ଶ
2݉
+ ࣎૜݉ܿଶ 
Eq 15 
where  
(࣎૜ + ݅࣎૛) = ቀ
1 1
−1 −1ቁ ;         ࣎૜ = ቀ
1 0
0 −1ቁ 
are the Pauli matrices and  ߖ is a 2 members column vector similar to the Pauli spinors: 
ߖ = ቀ
߮
߯ቁ 
In terms of these functions the equation reads: 
−݅ℏ
߲
߲ݐ
ቀ
߮
߯ቁ = (࣎૜ + ݅࣎૛)
݌̂ଶ
2݉
ቀ
߮
߯ቁ + ࣎૜݉ܿ
ଶ ቀ
߮
߯ቁ 
Now the two functions are defined in terms of the original Klein Gordon solution ߰ as 
߮ =
߰
2
+
݅ℏ
2݉ܿଶ
߲߰
߲ݐ
߯ =
߰
2
−
݅ℏ
2݉ܿଶ
߲߰
߲ݐ
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The new functions are defined as a linear transformation of the original function and its time derivative.  The Klein 
Gordon wavefunction and time derivative are recovered as 
߰ = ߮ + ߯              ݅ℏ
߲
߲ݐ
߰ = ݉ܿଶ(߮ − ߯) 
which is easily seen directly by the definition: the sum gives  ߰  the difference gives డట
డ௧
. 
In order to recover the original Klein Gordon charge density and current Eq 11 one cannot use the Cartesian definition of 
scalar product, but it has to be replaced by 
 
߷ = ݁(߮∗߮ − ߯∗߯) = ݁ߖϯ࣎૜ߖ 
Eq 16 
and 
ଔԦ =
݁ℏ
݅2݉ ൣ
ߖϯ࣎૜(࣎૜ + ݅࣎૛)∇ሬԦߖ − ൫∇ሬԦߖϯ൯࣎૜(࣎૜ + ݅࣎૛)ߖ൧ 
With these definitions, the original and the new representations provide the same densities in space.  The two degrees 
of freedom associated with the second degree of the Klein Gordon differential equation are now encoded in the two 
members of the spinor used to represent the solution of this first order differential equation.  In the presence of an 
electric potential the equation goes over 
൬−݅ℏ
߲
߲ݐ
− ܸ݁൰ ቀ
߮
߯ቁ = ቀ
1 1
−1 −1ቁ
݌̂ଶ
2݉
ቀ
߮
߯ቁ + ቀ
1 0
0 −1ቁ ݉ܿ
ଶ ቀ
߮
߯ቁ 
From here, because the equation is linear in the electric potential V, the charge density is given by Eq 16 which is 
independent from the applied electromagnetic field.  This is a different expression than the one for the Klein Gordon 
equation.  Then, even when in the absence of fields the solutions are the same, in the presence of fields are different.  
We can see that the fact that the density depends on the fields is not a strictly relativistic property, but it depends on 
the way in which the Hamiltonian is written.  We see here two conflicting possible definitions for the charge and current 
densities.  The traditional viewpoint is to recover the original Klein Gordon charge and current densities from Eq. 11.  We 
note however, that it is possible to adopt the linear Hamiltonian from Eq 13 and derive from there the definition for the 
charge and current densities.  The charge and current densities definition for the Dirac equation follows this last option.  
Only experiment can decide for the right expression. 
Even when the two expressions in the absence of fields allow to calculate the same energy and wavefunction ߰, the 
properties associated with the system are not the same.  In fact the linear and original Klein Gordon descriptions are not 
identical.  They don’t accept the same functions as eigenstates.  This is related to the fact that the original Klein Gordon 
is a second order while the other is a first order differential equation.  For example the original equation accepts as 
eigenstates 
a) sin(݇ݔ − ߱ݐ) 
b) cos(݇ݔ − ߱ݐ) 
c) ݁௜(௞௫ିఠ௧) 
d) ݁ି௜(௞௫ିఠ௧) 
While the linear version accepts only the last two.   
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In general spinors of the form ቀܾܽቁ  and ቀ
ܾ
ܽቁ are mutually perpendicular when following Eq 16 as definition of dot 
product, because it gives ab-ba=0, independently of any external phase or function.  For example the positive energy 
and negative energy wavefunctions for free particles with the same absolute value of the energy are: 
ቆ
ܣା߮଴ା
ܣା߯଴ା
ቇ =
1
√ܮଷ
ۉ
ۇ
൫݉ܿଶ + ܧ௣൯ ටܧ௣4݉ܿଶൗ
൫݉ܿଶ − ܧ௣൯ ටܧ௣4݉ܿଶൗ ی
ۊ 
and 
൬
ܣି߮଴ି
ܣି߯଴ି
൰ =
1
√ܮଷ
ۉ
ۇ
൫݉ܿଶ − ܧ௣൯ ටܧ௣4݉ܿଶൗ
൫݉ܿଶ + ܧ௣൯ ටܧ௣4݉ܿଶൗ ی
ۊ 
And because they are of the form  ቀܾܽቁ  and ቀ
ܾ
ܽቁ they are orthogonal and will not generate interference. 
This is however not true if the magnitude of the energy of the positive and negative eigensolutions is different.  Negative 
and positive energy eigenfunctions with different eigenvalue will produce interference, however not as intense as the 
original Klein Gordon equation.   
2.1.4.3. The Feshbach-Villars representation 
It is possible to perform a canonical transformation on the Hamiltonian appearing in Eq 15 that allows for fully 
separation of the solutions with positive energy from the solutions with negative energy.  In this representation, called 
the Feshbach-Villars representation, it is possible to have all positive energy eigensolutions represented always by the 
upper component of the spinor, and negative energy always by the lower component.  This has as a very important 
effect for the interference properties of these solutions: if the Cartesian definition of scalar product or the one provided 
by Eq 16 are used, positive energy solutions are always orthogonal to negative energy solutions in all space and for all 
times.  They will never interfere with each other, even when their respective value for the magnitude of the energy be 
different.  Therefore a new definition for the scalar product and charge/current density is required in this 
representation.  This re-definition of charge density also comes with a reinterpretation of all operators appearing in the 
quantum equations, even leading to non-local expressions for the position operator. 
Similar considerations can be applied to the Dirac equation, which can be considered as a combination of the Pauli 
spinor and the previous spinor.  This explains the non-localities found in the Foldy Wouthuyssen representation. 
It can be argue that the correct representation should be the one where the charge density in the absence of fields 
(equivalent to the norm and scalar product) is independent of time and space derivatives.  The source for the Maxwell 
equations in the presence of fields should be taken from the expression for the Hamiltonian in this particular 
representation.  This would take the Klein Gordon equation in Schrödinger form as the correct expression for the spin-0 
particles, and not the original Klein Gordon equation.  In so doing, a soliton model for pions would be possible. 
 
2.1.5. Dirac Equation. 
2.1.5.1. Traditional 
2.1.5.1.1. Equation 
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The Dirac equation is the most fundamental equation describing a relativistic electron14.  In the absence of fields the 
equation is 
൬݅ℏ
߲
߲ݐ
− ݅ℏܿࢻሬሬԦ ∙ ∇ሬԦ + ࢼ݉ܿଶ൰ ߰ = 0 
Where ߰ is a 4-members column vector called 4-spinor 
߰(ݎԦ, ݐ) =
ۉ
ۈ
ۇ
߰ଵ(ݎԦ, ݐ)
߰ଶ(ݎԦ, ݐ)
߰ଷ(ݎԦ, ݐ)
߰ସ(ݎԦ, ݐ)ی
ۋ
ۊ
 
And હሬԦ , ࢼ are typically taken to be the 4x4 matrices called Dirac matrices, generalizations of the Pauli matrices: 
 
હሬԦ = ቌ
0 0
0 0
ሬሬሬሬԦ
ሬሬሬሬԦ 0 0
0 0
ቍ ;           ࢼ = ቌ
0 0
0 0
0 0
0 0
ቍ 
 
All what can be said at this point is that the 4-spinor is a way to encode up to 8 numbers. 
With fields the equation is: 
 


 



 

 eVmcA
c
epc
t
i 2ˆ βα

   
2.1.5.1.2. Hamiltonian 
For the Dirac equation the eigenenergy obtained as a solution of the equation is 
 


 



  eVmcA
c
epcE 2ˆ βα

 
Eq 17 
Is the same as the energy density tensor obtained from 
ܶ଴଴ = ߰ற൫ܿࢻሬሬԦ ∙ ൫݌Ԧመ − ݁ܣԦ൯ + ࢼ݉ܿଶ + ܸ݁൯߰ 
This is a property unique to the Dirac equation, and depends on the correct normalization of the wavefunctions to one.  
However simple and attractive, this equation presents practically no hint about the physics it represents! 
2.1.5.1.3. Probability density 
The probability or charge density is: 
ߩ = ݁ ത߰ߛ଴߰ = ݁߰ϯ߰ 
Eq 18 
From this definition it appears that the charge density is independent from the presence of electromagnetic fields, 
which is wrong.  Here again what is the physical meaning of the 4-spinors?  Eq 18 has the consequence that for energy 
eigenstates, the density is proportional to the field energy: 
ߩ = ߰ற߰ =
1
ܧ
߰றܧ߰ =
1
ܧ
߰றܪ෡߰ =
1
ܧ
ℰி௜௘௟ௗ =
1
ܧ ଴ܶ
଴ 
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Where ℰி௜௘௟ௗ = ଴ܶ଴ is the field energy density. 
By using the Heisenberg equation of motion to get the velocity of the particle operator, Schrödinger15 found 
݀ݎԦ
݀ݐ
= ൣݎԦ, ܪ෡൧ = ܿࢻሬሬԦ 
which is used to provide the physical meaning of the ࢻሬሬԦ matrices: they represent the ‘velocity’ operator normalized to 
the velocity of light. 
The best description of the current density is provided by the bilinear form ߰றࢻሬԦ߰ as given by the Gordon13 
decomposition: 
ܿ ത߰ࢽࣆ߰ =
1
2݉଴
[ ത߰݌̂ఓ߰ − (݌̂ఓ ത߰)߰] −
݅
2݉଴
݌̂ఔ( ത߰࣌ෝࣆࣇ߰) 
where the 1-component is equivalent to 
ଔԦ௘஽ଵ(ݎ) = 2݉଴ܿ ത߰ࢼߙԦଵ߰ = [ ത߰݌̂
ଵ߰ − (݌̂ଵ ത߰)߰] + ℏൣ∇ሬԦ × (߰ ഥ ࣌ሬԦ߰)൧ଵ −
݅ℏ
ܿ
߲
߲ݐ ൫
ത߰ࢻෝ૚߰൯ 
By replacement, starting with a function in the first element of the 4-spinor we find: 
ࢻሬሬԦ૚ = 2݉଴ܿ
݌̂ଵ + ℏ2݉଴
ൣ∇ሬԦ × ࣌ሬԦ൧ଵ +
݅ℏ
2݉଴ܿ
߲
߲ݐ ࢻෝ
૚
2݉଴ܿ + ൬݅ℏ
߲߰
߲߰ݐ − ܸ݁൰
 
Eq 19 
Solutions of Eq 19 have been found by Barut14. 
In the traditional interpretation, the term ଵ
ଶ௠బ
[ ത߰ ݌̂ఓ߰ − (݌̂ఓ ത߰)߰]  is called convection current density  while 
− ௜
ଶ௠బ
݌̂ఔ( ത߰ ࣌ෝࣆࣇ߰)  is the spin-current density.  In the non-relativistic limit the Gordon current density reduces to 
ଔԦ =
݅݁ℏ
2݉ ൫
߰ϯ∇ሬԦ߰ − ߰∇ሬԦ߰ϯ൯ −
݁ܣԦ
݉
߰ϯ߰ +
1
݉
∇ሬԦ × ൫߰ϯ࣌ሬԦ߰൯ ≡ ߩvሬԦ = ߩ
݌Ԧ − ݁ܣԦ
݉
+
∇ሬԦ × (ߩݏԦ)
݉
 
Work performed in this direction can be found in reference 31. 
The expression in the presence of electromagnetic fields can be obtained directly by the usual substitution.  
2.1.5.2. Decoding the traditional Dirac equation 
For a long time after the discovery of the Dirac equation, a lot of arguments were developed trying to understand the 
physical meaning of the 4-spinors and the Dirac matrices.  Even it was argued that spinors and matrices were a most 
fundamental way of expressing physical relationships, over space-time classical tensorial equations used in classical 
relativistic electromagnetism.  It took many years, and the work of many people, to finally understand that the big 
advantage of this equation lies in its compactness and mathematical simplicity.  Anyway it can be fully rewritten in terms 
of physical tensorial quantities16.  The big drawback of this equation is that the price one has to pay for compactness is a 
deep loss in physical and intuitive understanding. 
The first attempts to provide a tensorial form for the Dirac equation were developed by the disciples from the Broglie 
and by Takabayashi mostly in the 1950’s 17 . However their results were not susceptible of simple interpretation as can 
be seen in the next set of 12 equations, provided by Takabayashi18 as equivalent to the Dirac equation: 
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 a continuity equation for the current ఓܵ 
ఓ߲ ఓܵ = 0 
 a continuity-like equation for the spin density መܵఓ 
ఓ߲ መܵఓ + 2ߢΩ෡ = 0 
 the Euler equation for the flow 
ܵఔ ఔ߲ ఓܵ − መܵఔ ఔ߲ መܵఓ = −ܲ ఓ߲ܲ − ܲିଶ൫ ఓܵ መܵఔ − ܵఔ መܵఓ൯ܼఔ + ݅ܲିଶߝఓఔఞఒܵఔ መܵఞܭఒ 
 the equation of motion for the spin distribution 
ܵఔ ఔ߲ መܵఓ − መܵఔ ఔ߲ ఓܵ = −ܼఔ − ܲିଵ ఔ߲ܲ൫ ఓܵ መܵఔ − ܵఔ መܵఓ൯ + ݅ܲିଶߝఓఔఞఒܵఔ መܵఞܳఒ 
 and two additional scalar equations 
෍ ఓܶఓ
ఓ
+ 2ߢΩ = 0 
෍ ෠ܶఓఓ
ఓ
= ܲିଶ൫ መܵఓܭఓ + ఓܵܳఓ + ݅ߝఞఒఓఔܵఞ መܵఒ ఓ߲ መܵఔ൯ 
The importance of these attempts however was that they removed the idea that the equations were representing a 
fundamentally different way to express physical quantities and equations as that provided by tensor analysis. 
 
2.1.5.2.1. Relativistic particle Hamiltonian in the presence of a dipole interaction.   
Similarly as the Pauli equation, and by the way it was created, just following mathematical properties, the Dirac equation 
can be clearly considered as an effective formalism that could possibly be based on a more detailed and intuitive theory. 
In order to find a physical interpretation to the Dirac equation we will consider the relativistic classical case first. In 
relativistic mechanics magnetic and electric dipoles cannot exist independently, both of them must coexist 
simultaneously, because they transform into each other by Lorentz transformations, in the same way as electric and 
magnetic fields do.  In fact the magnetic-electric dipole moment can be described by a tensor exactly in the same way as 
electric and magnetic fields. 
In the dipole approximation, the internal energy contents of the dipole particles is neglected.  The relativistic energy 
equation in the dipole approximation can be written as: 
(ܧ − ݍܸ)ଶ = ݉ܿଶ + ൫ܿ݌Ԧ − ݍܣԦ൯
ଶ
+ sԦ ∙ ܤሬԦ + dሬԦ ∙ ܧሬԦ 
Eq 20 
Where sԦ is the dipolar magnetic moment and dሬԦ the dipolar electric moment.  The quantity 
sԦ ∙ ܤሬԦ + dሬԦ ∙ ܧሬԦ 
Is a relativistic invariant, given by the dot product between the electromagnetic field tensor and the relativistic dipole 
tensor as follows:   
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1
2
ۉ
ۇ
0 ݀௫
−݀௫ 0
݀௬ ݀௭
ݏ௭ −ݏ௬
−݀௬ −ݏ௭
−݀௭ ݏ௬
0 ݏ௫
−ݏ௫ 0 ی
ۊ
ۉ
ۈ
ۇ
0 ܧ௫
−ܧ௫ 0
ܧ௬ ܧ௭
ܤ௭ −ܤ௬
−ܧ௬ −ܤ௭
−ܧ௭ ܤ௬
0 ܤ௫
−ܤ௫ 0 ی
ۋ
ۊ
= ሬ݀Ԧ ܧሬԦ + sԦ ∙ BሬԦ 
Eq 21 
 In the case that the particle has no electric dipole moment at rest, then the electric dipole relativistically transformed 
from the magnetic moment is proportional to the particle velocity: 
dሬԦ = ݇vሬԦ =
݇pሬԦ
݉ଵ
 
Eq 22 
and then the energy takes the form 
(ܧ − ݍܸ)ଶ = ݉଴ܿଶ + ൫ܿ݌Ԧ − ݍܣԦ൯
ଶ
+ sԦ ∙ ܪሬԦ +
݇pሬԦ
݉ଵ
∙ ܧሬԦ 
The mass appearing in the denominator of the energy density is not a constant, but proportional to the energy and in 
first approximation would be given by 
݉ଵ = ݉௔ +
ܧ − ݍܸ
ܿଶ
=
݉௔ܿଶ + ܧ − ݍܸ
ܿଶ
 
Eq 23 
where ݉௔ is a constant with units of mass.  Using this model we get 
(ܧ − ݍܸ)ଶ = ݉଴ܿଶ + ൫ܿ݌Ԧ − ݍܣԦ൯
ଶ
+ sԦ ∙ ܪሬԦ +
ܿଶ݇vሬԦ ∙ ܧሬԦ
݉௔ܿଶ + ܧ − ݍܸ
 
Eq 24 
Or 
(݉௔ܿଶ + ܧ − ݍܸ)(ܧ − ݍܸ)ଶ = (݉௔ܿଶ + ܧ − ݍܸ) ቂ݉଴ܿଶ + ൫ܿ݌Ԧ − ݍܣԦ൯
ଶ
+ sԦ ∙ ܪሬԦቃ + ݇vሬԦ ∙ ܧሬԦ 
Eq 25 
Eq 25 shows that this last quantity is a polinom of third degree in the energy.  As a consequence the wave equation 
following this energy would be a third degree differential equation in time.  That means that a term డ
యట
డ௧య
 would appears 
in this equation.  We will see that the Dirac equation really is a 3-order differential equation in time.  
2.1.5.2.2. Alternative expression for the Dirac equation 
By using the property that 
൫ࢇሬԦ ∙ ܣԦ൯൫ࢇሬԦ ∙ ܤሬԦ൯ = ൫ܣԦ ∙ ܤሬԦ൯ + ݅઱ሬԦ ∙ ൫ܣԦ × ܤሬԦ൯ 
And the commutation properties of the Dirac matrices, Dirac was able to show19 that his equation was equivalent to  
ቂ(ܧ − ܸ݁)ଶ − ൫ܿ݌Ԧመ − ݁ܣԦ൯
ଶ
− ݉ଶܿସ + ݁ℏܿ࣌′ሬሬሬԦ ∙ ܤሬԦ + ࢏݁ℏܿࢻሬሬԦ ∙ ܧሬԦቃ ߰ = 0 
Eq 26 
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where ߰ is the Dirac 4-spinor, the fields are given by 
ܧሬԦ = ቆ∇ሬԦܸ +
߲ܣሬԦ
߲ݐ
ቇ ,        ܤሬԦ = ൫∇ሬԦ × ܣሬԦ൯ 
and the new matrix is 
ો′ሬሬሬԦ = ቌ
ሬሬሬሬԦ 0 0
0 0
0 0
0 0
ሬሬሬሬԦ
ቍ 
This is a 4x4 square matrix composed by the ࣌ሬԦ  2-dimensional Pauli matrices.   ો′ሬሬሬԦ is a generalization of the Pauli 
matrices, from the definition it can be seen that the bilinear forms of this operator provide just the sum or average of 
the value of the Pauli matrices when calculated over the 2 upper spinor members and over the 2 lower spinor members. 
It is clear the equivalence between Eq 26 and Eq 20:  The Dirac equation is a relativistic Hamiltonian in the dipole 
approximation, where the electric dipole is proportional to the particle velocity as will be explained later. 
The presence of the imaginary unit in the expression Eq 26  is not a problem.  It has the same meaning as the 
Schrödinger interaction with magnetic fields, where the product  
݌Ԧመ ∙ ܣԦ ≡ ݅ℏ∇ሬԦ ∙ ܣԦ 
 
also appears.  The answer is the same: the eigenfunction is not a real function, but a complex function, in such a way that  
 
݅ℏ∇ሬԦ ∙ ܣԦ߰ 
 
Provides a real number multiplied by  ߰.  Like  
 
߰ = ݁௜ௌ(௥,௧),      ݅ℏܣԦ ∙ ∇ሬԦ߰ = −ℏܣԦ ∙ ∇ሬԦܵ(ݎ, ݐ)߰ 
If Eq 26 is inserted in a bilinear form with the 4-spinor ߰,  ത߰઱ሬԦ߰ and ത߰݅ࢻሬሬԦ߰ represent real vectorial functions in space. 
The apparent complex value of the term multiplying the electric field is reduced to a real number, when the 4-spinors 
represent a solution for a real state.  In that case it represents an electric dipole interaction with the relativistic 
transform of the spin ࣌ሬԦ   due to motion (remember that alpha is the velocity in Schrödinger interpretation of the Dirac 
equation).   
Obviously Eq 26 provides a more physical expression than Eq 17.  One can define the interaction between 
electromagnetic fields and the electron directly by the previous equation Eq 26, just by adding to the Klein Gordon 
equation, the tensorial dot product between the dipoles and the fields, as an effective additional interaction between 
the electron and the electromagnetic field.  However this description looks very deceptive and we would like to obtain a 
more intuitive understanding of it.  In fact we can think that this equation is not giving the full story, it may be just the 
dipole approximation for some internal motion of a sizeable charged electron field.  We left for the present time as open 
the question about the interpretation of the Compton radius based on the fact that most (if not all) calculations 
performed in the full second quantization of quantum optics20 take the electron field operator as the effective source for 
the radiation field, and on the fact that Compton21 was able to explain the properties of radiation scattering at 
wavelengths of the order of the Compton wavelength by assuming a flexible-ring-like electron with a radius of the order 
of the Compton wavelength. 
2.1.5.2.3. Alternative expression for the Charge density 
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When working with the Schrödinger and the Klein Gordon equation one works with a single function as the solution. All 
quantities of interest can be expressed in terms of this single function.  When one works with spinorial equations, the 
quantities of interest are expressions involving spinors, namely a set of functions and not a single function as before. 
This raise the question: How can we compare the energy density, for example, for the solutions to the Klein Gordon and 
the Dirac equations? 
In general the different functions building the spinor are not independent but related to each other. If for example one 
takes the Dirac equation and set the z axis in the direction of the spin one is not losing generality.  The spinor simplifies 
in that the second component is null now. The third and fourth components can then be fully expressed in terms of the 
first one. In this way the other physical quantities such as the energy density can be written in terms of the first 
component alone. This allows us to perform meaningful comparisons among physical quantities like charge density and 
current as important examples. 
In the case of energy eigenstates of the Dirac equation we have,  
ܪ෡஽ߖ = ܧߖ 
The energy density is equal to the probability density times the eigenenergy value: 
ߖறܪ෡஽ߖ = ߖறܧߖ = ܧߖறߖ = ܧߩ௘஽(ݎ) 
And the same happens with the charge density: 
ܳߖறߖ = ܳߩ݁ܦ(ݎ) 
Then we can conclude that in energy eigenstates the charge density is proportional to the energy density and to the 
probability density.  In the following we are going to find an expression for these quantities that is much more intuitive 
than Eq 18.  To this end we define the wavefunction as 
 Ψ = ൤߮
(ݎ, ݐ)
߯(ݎ, ݐ)൨ ߰(ݎ, ݐ), 
Eq 27 
where ߮ and ߯ is a pair of 2-component Pauli spinors.  In Appendix 2.1: Charge Density for the Dirac equation we find 
that under the approximations that = ቀ10ቁ ,   
డఞ
డ௧
= 0 and the state is an energy eigenstate ߰ = ߰௦௣(ݎԦ)݁
ି௜ಶℏ௧   the  
electron charge density for a state associated with the Dirac equation can be expressed as: 
ߩ௘஽ =
e
ܧଶ + (݉ܿ2 − ݁V)ଶ ቄቂܧ
ଶ + ൫݉ܿ2 − ݁V൯ଶ + ൫݁ܣԦ൯
ଶ
+ 2ݏԦ ∙ ൫∇ሬԦ × ܣԦ൯ቃ ߰∗߰ + ൫ℏc∇ሬԦ߰൯
ଶ
ቅ 
where  ݏԦ = ߮∗࣌ሬԦ߮ 
Of course, this is not the most general expression, but it shows the complexity of the charge density.  We are going to 
compare this expression for the Dirac charge density with the expression for the Klein Gordon case.  In the absence of 
fields, and replacing ܧ߰ by ݅ℏ డ߰
డ௧
  in the square bracket, the Dirac charge density can be written as: 
ߩ௘஽ =
ℏଶ݁ܿ2
ܧଶ + (݉ܿ2)ଶ ቈ
1
ܿଶ
߲߰∗
߲ݐ
߲߰
߲ݐ
+ ൫∇ሬԦ߰∗൯ ∙ ൫∇ሬԦ߰൯ +
݉ଶܿଶ
ℏଶ
߰∗߰቉ 
while the Klein Gordon charge density is: 
ߩ௘௄ீ =
݅݁ℏ
2݉ܿଶ
൬߰∗
߲߰
߲ݐ
− ߰
߲߰∗
߲ݐ
൰ 
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we observe that both expressions are totally different.  They refer to different physical objects.  However, when we 
compare the Dirac energy density with the Klein Gordon field energy density we find: 
ߩா஽ =
ℏଶܧܿ2
ܧଶ + (݉ܿ2)ଶ ቈ
1
ܿଶ
߲߰∗
߲ݐ
߲߰
߲ݐ
+ ൫∇ሬԦ߰∗൯ ∙ ൫∇ሬԦ߰൯ +
݉ଶܿଶ
ℏଶ
߰∗߰቉ 
and 
଴ܶ୏ୋ
଴ =
ℏଶ
2݉
ቈ
1
ܿଶ
߲߰∗
߲ݐ
߲߰
߲ݐ
+ ൫∇ሬԦ߰∗൯ ∙ ൫∇ሬԦ߰൯ +
݉ଶܿଶ
ℏଶ
߰∗߰቉ 
and we can observe that the parts inside the square bracket are identical.  This solves our question: in reality the 
probability, the charge, and the energy densities associated with the Dirac equation correspond all three to the field 
energy density associated with the Klein Gordon equation.  Moreover in the presence of the scalar potential ܸ we get 
for the charge densities: 
ߩ௘஽ =
݁
ܧଶ + (݉ܿ2 − ݁V)ଶ ቈቆℏ
߲߰∗
߲ݐ ቇ ቆ
ℏ
߲߰
߲ݐ ቇ
+ ൫݉ܿ2 − ܸ݁൯ଶ߰∗߰ + ൫ℏc∇ሬԦ߰൯
ଶ
቉ 
and 
ߩ௘௄ீ =
݅݁ℏ
2݉ܿଶ
൬߰∗
߲߰
߲ݐ
− ߰
߲߰∗
߲ݐ
൰ −
݁ଶ
݉ܿ
ܸ߰߰∗ 
We see that the sign of the charge in the Klein Gordon equation can be reversed in the presence of very strong external 
fields, but that is impossible in the Dirac equation, where the potential field appears always inside a squared expression.  
This property we will see is fundamental in obtaining soliton-solutions in the presence of self-interaction: while the Dirac 
equation allows for the existence of solitons, the Klein Gordon equation prevents them completely. 
However one apparent inconsistency of the Dirac equation is the following: if the current density implies a circular, spin 
related motion, where is its kinetic energy?  In the Dirac expression for the energy density we find a term related to the 
interaction of this current with magnetic fields but not a term corresponding to its kinetic energy.  The solution to this 
paradox would be the relativistic generalization to the case of the Pauli equation in Eq 5.  In the same way as the Pauli 
equation can be seen as an effective dipole approximation for a more fundamental motion, the same can be said about 
the Dirac equation. 
Similarly to the Feshbach-Villar transformation, the Foldy Wouthuyssen transformation allows for a representation of 
the Dirac equation where positive energy solutions (electrons) are represented by the two upper spinor components, 
while the negative energy solutions (positrons) are represented by the two lower spinor components.  This property is 
also maintained in second quantization under the field operators’ formalism. 
We can summarize the properties of using Dirac 4-spinors as follows: 
1. Allow to write a higher order differential equation as a first order differential equation 
2. Allow for the encoding of data in the members of the 4-spinor 
3. Commutation properties:  it is associated with cross product or curl 
4. Creation of a 4-dimensional  state space 
5. Modify the definition of the charge and current densities respect to a second order equation. 
Now a question appears:  The Dirac and the Pauli equations really represent a charged particle in the dipole 
approximation to a more complete equation, or are they exact expressions for a wave equation that we still don’t 
understand completely?  We will find an answer to this question later, when we analyze the quantum potential for these 
equations. 
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2.1.6. Maxwell equations 
For completeness we introduce here the Maxwell equations. 
2.1.6.1. Equations 
These equations can be written in mixed 4-vector notation as 
∇ଶAఓ −
1
ܿଶ
߲ଶAఓ
߲ݐଶ
= −ߤఓJఓ 
In the presence of linear polarization 
−ߤ଴Jఓ = ݉Aఓ 
It becomes a vectorial version of the Klein Gordon equation.  Despite the fundamental similarity between the Maxwell 
and Klein Gordon equations, these similarity is broken by second quantization where photons are considered bosons 
while electrons are treated as fermions, moreover the Dirac and Klein Gordon equations are traditionally interpreted as 
describing the electron as a point particle, while the photon is considered to have no possible space localization at all. 
2.1.6.2. Hamiltonian 
ܪ =
1
2
෍ ቂ൫ܣሶ௞൯ଶ + ൫∇ܣ௞൯ଶቃ
ଷ
௞ୀଵ
−
1
2 ቂ൫
ܣሶ଴൯ଶ + (∇ܣ଴)ଶቃ 
Θ଴଴ =
1
2 ൫
߲଴ܣԦ + ∇ሬԦܣ଴൯
ଶ
+
1
2 ൫
∇ሬԦ × ܣԦ൯
ଶ
=
1
2 ൫
ܧሬԦଶ + ܤሬԦଶ൯ 
From Jackson, the electrostatic energy is 
ܹ =
߳଴
2
නห∇ሬԦVห
ଶ
݀ଷݔ =
߳଴
2
නหEሬԦห
ଶ
݀ଷݔ 
2.2. The Chain Model. 
At this point we would like to attempt to find a physical model for the equations described above. 
2.2.1. Klein Gordon Equation 
Our starting point is to consider quantum mechanics as a fluid or field theory.  The evolution of this fluid or field is 
expressed by equations of motion containing different types of forces acting on every element of the fluid. 
We start our analysis with the one dimensional chain model.  This model is used to identify the forces acting between 
different elements of the fluid or field.  Consider a physical field1 where ߟԦ  represents the field strength.  We call the 
distance between the chain elements ܽ as shown in Figure 2. 
                                                          
1 Could also be considered a sort of vectorial fluid.  In this case ߟԦ  would represent the deviation from equilibrium 
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Figure 2 
The ‘acceleration’ of the ߟԦ  coordinate of particle 1 is given by 
߲ଶߟଵ
߲ݐଶ
 
We will assume the existence of two forces in the ߟԦ  direction, the first one a spring-like force, trying to restore the 
equilibrium position and proportional to the extension of the deviation itself, given by 
−݉ߟଵ  restoring force 
Next a similar force proportional to the relative deviation between neighboring elements, playing the role of a tension 
force and given by 
݇(ߟଶ − ߟଵ) tension force 
The horizontal tension is assumed to cancel by symmetry.  The equation of motion for the element ߟଵ located at  ݔԦଵis 
݉
߲ଶߟଵ
߲ݐଶ
= ܨଵ = [݇(ߟଶ − ߟଵ) − ݇(ߟଵ − ߟ଴)] − ݉ߟଵ = ൣ݇൫ߟ(ݔԦଶ) − ߟ(ݔԦଵ)൯ − ݇൫ߟ(ݔԦଵ) − ߟ(ݔԦ଴)൯൧ − ݉ߟ(ݔԦଵ) 
In the limit for the distance a separating the chain elements ܽ  going to zero, the equation of motion takes the form 
݉
߲ଶߟଵ
߲ݐଶ
= −݇ܽଶ
൫ߟ(ݔԦଵ − ܽ) − 2ߟ(ݔԦଵ) + ߟ(ݔԦଵ + ܽ)൯
ܽଶ
− ݉ߟ(ݔԦଵ) →ณ
݈݅݉ ܽ →0
− ݇ܽଶ
݀ଶߟ
݀ݔଶ
− ݉ߟ(ݔ) 
Eq 28 
Where −݇ܽଶ ௗ
మఎ
ௗ௫మ
 is the tension force, while ݉ߟ(ݔ) is the restoring force.  The equation per unit distance can be defined 
as 
݉
ܽ
߲ଶߟ
߲ݐଶ
= ݇ܽ
݀ଶߟ
݀ݔଶ
−
݉
ܽ
ߟ(ݔԦ) 
Eq 29 
Fm 
FtR 
η 
FtR 
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1 
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The potential energy from which the restoring force derives, is like an internal harmonic force given by 
௠ܸ =
1
2
݉൫ߟ(ݔԦଵ)൯
ଶ    →ณ
݈݅݉ ܽ →0
   
1
2
݉ߟଶ 
Eq 30 
the energy from where ݉ߟԦଵ  can be derived.  Similarly we can find that the potential energy for the tension force is: 
௜ܸ =
1
2
݇ܽଶ
൫ߟ(ݔԦଶ) − ߟ(ݔԦଵ)൯
ଶ
ܽଶ
  →ณ
݈݅݉ ܽ →0
   
1
2
݇ܽଶ ൬
߲ߟ
߲ݔ
൰
ଶ
 
Eq 31 
The kinetic energy density per unit length is given by: 
ܶ =
݉
ܽ
൬
߲ߟ
߲ݐ
൰
ଶ
 
Eq 32 
In the absence of external forces the Lagrangian and Hamiltonian from which the equation of motion can be derived is: 
ܮ =
݉
ܽ
൬
߲ߟ
߲ݐ
൰
ଶ
−
1
2
݇ܽଶ ൬
߲ߟ
߲ݔ
൰
ଶ
−
1
2
݉ߟଶ 
Eq 33 
and 
ܪ =
݉
ܽ
൬
߲ߟ
߲ݐ
൰
ଶ
+
1
2
݇ܽଶ ൬
߲ߟ
߲ݔ
൰
ଶ
+
1
2
݉ߟଶ 
Eq 34 
Providing the equation of motion: 
݉
ܽ
߲ଶߟ
߲ݐଶ
= ݇ܽ
݀ଶߟ
݀ݔଶ
−
݉
ܽ
ߟ(ݔԦ) 
Eq 35 
This linear model can be extended to three dimensions in space.  In this case the equation is generalized to 
݉
ܽ
߲ଶߟ
߲ݐଶ
= ݇ܽ∇ଶߟ −
݉
ܽ
ߟ(ݔԦ) 
Which is nothing else than the Klein Gordon equation Eq 6! 
The real solutions to this wave equation are typically waves describing propagating oscillations of the field.  For 
harmonic waves is given by the product of the amplitude A and the phase ߮ in the following form: 
߰ = ܣ sin ߮ 
A monochromatic solution is given by 
߰ = ܣ sin(߱ݐ − ݇ݔ) 
The field speed (no the propagation speed) is given by 
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ሶ߰ = ߱ܣ cos(߱ݐ − ݇ݔ) 
Obviously it is a time dependent quantity.  The local wave amplitude is modulated by the phase and does not remain 
constant.   Similarly the kinetic energy follows a periodic pattern characteristic of an oscillatory motion.  These waves 
describe propagating oscillations. 
This simple model in most of textbooks is provided as an example of a similar model to the Klein Gordon equation.  But 
as we will see, it may provide something more than just an example, it may provide a real physical model for 
interference in quantum mechanics.  Can it be considered the model for the actual electron substance? 
It is clear that the tension force we have considered can transmit a force from the boundary conditions to any point in 
the wave.  Also it is clear that this system in contact with boundary conditions will comply with energy and momentum 
conservation, as seen by the existence of a valid Hamiltonian independent of space and time. 
So far we restricted the direction of the field to a single direction in space.  In this case it can be seen that no property 
associated with the wavefunction can be found, that could be considered as a fluid or current density. 
The case is different when we allow the direction of the field to rotate in a plane, like passing from linear to elliptical or 
circular polarization. The direction of this plane in space will be defined by an axis perpendicular to the plane.  We will 
call this axis the ‘spin axis’, and the plane ‘spin plane’. The solutions to the wave equation in this case can describe 
different types of propagating waves with different polarization.  Circular polarization will be described by propagating 
solutions with constant amplitude and phase rotating in the spin plane. The direction of propagation doesn’t need to be 
the same as the spin axis.  It is clear that a rotating field in this plane has two projections on two perpendicular 
directions which follows each the one-dimensional model we had described before.  In the case of circular polarization, 
each of the two projections oscillate 90 degrees out of phase respect to the other.   
Instead of calling these two perpendicular axes as the x and y axis, we can use well known properties of complex 
numbers as a representation of the plane, and associate those axes with the real and imaginary axes of the complex 
plane.  Indeed, it can be shown that in this case, the same Klein Gordon equation is able to describe the propagation of 
rotating waves, by just allowing complex solutions for the equations.  Who called attention to the fact that complex 
solutions to the quantum equations were describing motion on a plane was Hestenes22.  He proposed that the complex 
plane should be identified with the plane perpendicular to the spin direction. He rewrote the equations of quantum 
mechanics in the formalism of 'geometric algebra'.  A representation of the chain, able to rotate as well as oscillate in 
the complex plane is shown in Figure 3. 
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Figure 3 
 
Contrary to the case of linear motion described by a single set of real numbers, on a plane the local amplitude and the 
phase can remain as two independent variables. The phase represents the rotation of the field on the plane while the 
amplitude can remain constant.  This type of motion is represented in complex notation as 
߰ = ܣ݁௜ఝ 
In a plane circular motion we have in contrast 
߰ = ܣ݁௜(ఠ௧ି௞௫) 
The field speed is given by 
ሶ߰ = ݅߱ܣ݁௜(ఠ௧ି௞ ) 
which has constant magnitude.  Similarly the kinetic energy can be constant in time.  These waves describe propagating 
rotations. 
By definition, the product of two complex numbers can be represented in polar coordinates in the complex plane.  If ܼ௖  
is the product of the complex numbers ܼ௔  and ܼ௕, 
ܼ௖ = ܼ௔ܼ௕ 
 the magnitude of ܼ௖  is the product of the magnitudes of ܼ௔  and ܼ௕.  The angle that ܼ௖  makes in the complex plane 
respect to the real axis is given by sum of the angles ܼ௔  and ܼ௕ make with respect to that real axis.   
An important property derived from the algebra and geometrical interpretation of complex numbers is that the product 
of a complex number ܼ௔  by a pure imaginary number ܼ௕ = ܾ݅ (b a real number) reproduces the cross product  
Ԧܿ = ሬܾԦ × Ԧܽ 
when the first vector is identified with ܼ௔  and the second vector has a magnitude equal to ܾ and is localized on the axis 
perpendicular to the complex plane: 
Fm 
FtR 
Re 
Im 
FtR 
FtI 
i 
2 
1 
0 
a a 
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ܼ௖ = ܼ௔ܼ௕ ≡ Ԧܿ = ሬܾԦ × Ԧܽ 
        
Figure 4 
 Multiplying by a pure imaginary number is equivalent to the cross product by a perpendicular vector as shown in Figure 
4.  This identification of the vector cross product and complex multiplication allowed Hestenes to propose that the 
complex wavefunction in the quantum equations really represents a vector rotating in a plane perpendicular to the 
direction of the “spin”.  In this sense we can say that the use of complex numbers in the quantum equations represents 
a compact and sophisticated way to represent mathematical operations that otherwise in usual vectorial notation would 
be more complicated.  The price for this compactness in notation is the loss of physical intuition and understanding. 
For completeness, we can mention that the vector cross product also can be expressed as the product of a skew-
symmetric matrix and a vector: 
Ԧܽ × ሬܾԦ = [ Ԧܽ]× ሬܾԦ = ൥
0 −ܽଷ ܽଶ
ܽଷ 0 −ܽଵ
−ܽଶ ܽଵ 0
൩ ൥
ܾଵ
ܾଶ
ܾଷ
൩ 
Eq 36 
This form of the cross product can be generalized to relativity as we will see in the discussion about the Dirac equation. 
Similarly, the use of the spinors and Pauli matrixes provides a fancy way to express the cross and dot product between 
vectors.  We have mentioned already in Eq 3 the equivalent notation for the dot product and cross product in terms of 
the Pauli matrices: 
( Ԧܽ ∙ ࣌ሬԦ)൫ሬܾԦ ∙ ࣌ሬԦ൯ = ൫ Ԧܽ ∙ ሬܾԦ൯ܫመ + ݅൫ Ԧܽ × ሬܾԦ൯ ∙ ࣌ሬԦ 
When considering complex solutions for the Klein Gordon equation, the phase of the wavefunction is not more 
associated with the local field amplitude but with the direction of the field in the plane perpendicular to spin, and the 
frequency is not more a frequency of oscillation but a frequency of rotation.  We see that a totally different physical 
picture appears when one is working with real numbers or with complex numbers, in terms of plane oscillations and 
rotations respectively.  The equation however remains the same: 
−
1
ܿଶ
ℏଶ
߲ଶ߰
߲ݐଶ
= ݉ଶܿଶ߰ − ℏଶ∇ଶ߰ 
a 
b 
c=b^a 
x 
y 
z 
90° Za Zb=ib 
ࢆୡ = ࢆࢇࢆ࢈ 
Re 
Im 
90° 
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We can mention here that the interpretation we have provided here for the −݉ߟଵ term appearing in the particle wave 
equation as a restoring force in the chain model, would provide an alternative to the Higgs boson as source for the 
electron mass. 
2.3. De Broglie’s Guiding Condition and Bohm’s Quantum Potential 
2.3.1. Introduction 
2.3.1.1. Effects of Boundary conditions in the absence of external fields, De Broglie 
Already in 1927, by the time the Schrödinger equation just appeared and the probabilistic interpretation started being 
developed by the Copenhagen group, de Broglie23 was working with wave equations and started visualizing what he 
called “the double solution”. The double solution model can be considered a natural answer provided by quantum 
mechanics itself, to one of the most challenging questions of interpretation: the wave-particle duality.  However 30 
years later Feynman was referring to this paradox saying that interference of particles remained one of the mysteries of 
quantum mechanics.  The reason for that was because de Broglie’s ideas were crushed down in the 1927 Solvay 
Conference and quantum physics had to wait more than 20 years for a revival of those ideas in the works of David Bohm 
and De Broglie’s disciples.   
De Broglie considered a set of two solutions for the Klein Gordon Eq 37.  First was the stationary solution: 
ݑ(ݔ଴, ݕ଴, ݖ଴, ݐ଴) =
ܿ݋݊ݏݐ.
ݎ଴
݁
ଶగ௜
ℏ ௠௖
మ௧బ               ቆݎ଴ = ටݔ଴ଶ + ݕ଴ଶ + ݖ଴ଶቇ 
Eq 38 
followed by the solution moving with speed v: 
߰௥(ݎ, ݐ) = ݑ(ݔ, ݕ, ݖ, ݐ) =
ܿ݋݊ݏݐ.
ඨݔଶ + ݕଶ + (ݖ − vݐ)
ଶ
1 − ߚଶ
݁
ଶగ௜
ℏ (ௐ௧ ) 
Eq 39 
This second solution is nothing else than the first one moving along the z axis with speed equal to v.  These solutions, 
especially the second one have two very important properties: 
a) Its shape remains constant over time.   
b) the velocity of motion of the constant shape is directly proportional to the gradient of the imaginary phase.  
Respect to the property a) it is to remark that in opposition to all other known wave solutions that tend to disperse and 
disaggregate with time, this one remained self-confined.  This was his original model for a “particle”.  With time these 
solutions gave rise to the study of ‘solitons’ which appear as solutions to nonlinear wave equations.  Two problems 
presented these solutions to be considered seriously as particle models:  i) they are not falling down sufficiently fast to 
zero from the center, and ii) they diverge at the center of symmetry.  One would like the solutions to be finite 
everywhere, to have a finite energy content, and in order to be said that they are “localized”, one would desire they to 
decay exponentially with distance. 
Respect to the b) property one can ask if it is an indication of a direct relationship with the Hamilton Jacoby equation 
from classical physics? Readily, the answer to this question should be for the affirmative because Schrödinger was 
inspired precisely by the Hamilton Jacoby theory when devoping his quantum equation.  To find if this property 
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represents a general property of the equations and not a special case associated with this solution, we will continue 
working now with the Schrödinger equation for simplicity: 
݅ℏ
߲߰
߲ݐ
= −
ℏଶ
2݉
∇ଶ߰ 
Eq 40 
We will try as solution for the Schrödinger equation the product of an internal function with fixed shape and decaying 
very fast to zero, multiplied by an external solution to the Schrödinger equation fulfilling the conditions imposed by the 
presence of external boundary conditions.  It will be further assumed that the spatial dimension ℓ௜of the fixed-shape 
internal solution is much smaller than the typical dimension ℓ௘ imposed by the boundary conditions to the external 
solution.   
߰ = ߰௜௡௧(ݎ, ݐ)߰௘௫௧(ݎ, ݐ) 
Eq 41 
The reasons how a fixed-shape function can have real existence will be described later.  By replacing Eq 41 in Eq 40 we 
get: 
݅ℏ
߲߰௜௡௧
߲ݐ
߰௘௫௧ + ݅ℏ߰௜௡௧
߲߰௘௫௧
߲ݐ
= −
ℏଶ
2݉ ൫
∇ሬԦଶ߰௜௡௧߰௘௫௧ + ߰௜௡௧∇ሬԦଶ߰௘௫௧ + 2∇ሬԦ߰௜௡௧ ∙ ∇ሬԦ߰௘௫௧൯ 
Eq 42 
We describe the internal function playing the role of a “particle” by: 
߰௜௡௧(ݎ, ݐ) = ݂(ݎଵሬሬሬԦ)      ;      ݎଵሬሬሬԦ =  ݎԦ − ݎ଴ሬሬሬԦ(ݐ);     
ௗ௥బሬሬሬሬԦ(௧)
ௗ௧
= vሬԦ 
Eq 43 
It can be seen that the local partial time derivative of this function is given by the equation: 
߲߰௜௡௧(ݎ, ݐ)
߲ݐ
= −∇ሬԦ௥భ݂(ݎଵሬሬሬԦ) ∙ vሬԦ ≡ −∇ሬԦ݂ ∙ vሬԦ 
Eq 44 
Calculating both sides of Eq 42 we find: 
݅ℏ
߲߰
߲ݐ
= −݅ℏ∇ሬԦ݂ ∙ vሬԦ߰௘௫௧ + ݅ℏ߰௜௡௧
߲߰௘௫௧
߲ݐ
 
Eq 45 
−
ℏଶ
2݉
∇ሬԦଶ߰ = −
ℏଶ
2݉
ቌ൫∇ሬԦଶ݂൯߰௘௫௧ + 2∇ሬԦ݂ ∙ ∇ሬԦ߰ఘ݁
௜൬ௌ(௥Ԧ)ℏ ∙ିఠ௧൰ +
݅
ℏ
2∇ሬԦ݂ ∙ ∇ሬԦܵ߰௘௫௧ + ߰௜௡௧∇ሬԦଶ߰௘௫௧ቍ 
Eq 46 
The green part is equal to the initial Schrodinger equation 
݅ℏ
߲߰௘௫௧
߲ݐ
= −
ℏଶ
2݉
∇ଶ߰௘௫௧  
Eq 47 
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The fact that both functions ߰ and ߰௘௫௧ are solutions of the same wave equation give the name of ‘double solution’ to 
this model.  Let’s take for ߰௘௫௧  an energy eigenfunction subject to the imposed boundary conditions: 
߰௘௫௧(ݎ, ݐ) = ߰ఘ(ݎ)݁
௜൬ௌ(௥Ԧ)ℏ ିఠ௧൰ 
Eq 48 
Where ܵ(ݎԦ) is a function only of coordinates with units of action and ߱ is the Eigenfrequency of the solution.  Following 
with our interpretation of the complex solutions, we can say that in the polar coordinates representation of the wave 
function in the complex plane ߰ఘ and ቀ
ௌ(௥Ԧ)
ℏ
− ߱ݐቁ represent amplitude and phase of the wavefunction in the spin plane. 
The grey part can be written as2 
∇ሬԦଶ݂ = −2∇ሬԦ݂ ∙
∇ሬԦ|߰௘௫௧|
|߰௘௫௧|
 
Eq 49 
And represents a new equation that  ݂(ݎଵሬሬሬԦ) must fulfill.  This condition can be seen to be a small perturbation of order 
ℓ௜
ℓ௘ൗ that can be neglected in first approximation.  In order of magnitude, the gradient of the amplitude of the external 
function in terms of characteristic values is 
∇ሬԦ|߰௘௫௧| ≈
|߰௘௫௧|
݈௘
 
or 
∇ሬԦ|߰௘௫௧|
|߰௘௫௧|
≈
1
݈௘
 
Similarly the gradient of the profile of the internal function in terms of characteristic values is 
∇ሬԦ݂ ≈
݂
݈௜
 
and the Laplacian is given in order of magnitude by Eq 49 as 
∇ሬԦଶ݂ ≈
∇ሬԦ݂
݈௘
≈
݂
݈௜݈௘
 
The deviations in the value of ݂ (the soliton profile) from the solution with zero laplacian can be found to be 
ߜ݂ ≈ ൫∇ሬԦଶ݂൯݈௜ଶ ≈
݂
݈௜݈௘
݈௜ଶ ≈ ݂
݈௜
݈௘
 
Then in first approximation they can be neglected in the case  
݈௜
݈௘
≪ 1 
making simply  
                                                          
2 The author would like to acknowledge Andrew Laidlaw’s private communication. 
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∇ሬԦଶ݂ ≅ 0. 
At this point, we should point out that in the following sections below, we will obtain solitons by solving the self-
interaction problem for the electron.  The self-interaction problem has the property that the solutions cannot be 
renormalized at will.  The normalization is provided by the solution of the differential equations and cannot be modified.  
In that case what solves the soliton equation is not the partial function ߰௜௡௧ but the total function ߰ = ߰௜௡௧߰௘௫௧.  
Because in general ߰௘௫௧is not constant in magnitude, the question arises if the total function still fulfills the self-field 
equation after traversing positions where ߰௘௫௧ has changed in magnitude.  The total function ߰ cannot change shape 
and/or volume appreciably.  We have verified that this is the case in the calculation of the guiding condition for the Klein 
Gordon equation, and in general is guaranteed by the fact that the quantum equations imply a continuity equation, that 
as long as the shape of the soliton remains relatively constant by the internal, Poisson-stress-like forces, the volume and 
magnitude of the total function will remain also constant, guaranteeing that still fulfills the soliton solution. 
The two previous parts Eq 47 and Eq 49 are real, the only imaginary part is the yellow one, which reads 
݅ℏ∇ሬԦ݂ ∙ vሬԦ߰௘௫௧ =
ℏଶ
2݉
݅
ℏ
2∇ሬԦ݂ ∙ ∇ሬԦܵ߰௘௫௧ 
Eq 50 
Or, in the direction parallel to ∇ሬԦ݂ 
vሬԦ(ݎ, ݐ) =
∇ሬԦܵ(ݎ, ݐ)
݉
 
Eq 51 
This is a fundamental equation, which provides the basic relationship between the propagation of the soliton and the 
phase of the external wavefunction: the local velocity with which the front of the wave moves, is given by the gradient 
of the phase!!  This is a fundamental equation!! 
Eq 51 is an exact expression in the case when  ∇ሬԦܵ = ܿ݋݊ݏݐܽ݊ݐ for the straight motion described in Eq 39 .  However this 
is the value of the soliton velocity in the direction of propagation of the external field.  The guidance condition says 
nothing about the possibility of a component perpendicular to the direction of propagation.  In fact, the Dirac equation 
predicts a current density with a component perpendicular to that direction, given by the Gordon decomposition and 
interpreted as the ‘spin motion’. 
In the approximation that the dimensions of the ‘particle’ are much smaller than the geometry of the boundary 
conditions, the velocity of propagation of the particle is given by the gradient of the phase at the position of the particle.  
In the case of the hydrogen atom, ℓ௘ would be the atomic size.  In the case of a two-slit interference experiment, ℓ௘ 
would be given by the size of the slits.  If the dimensions of the particle are smaller than these quantities, de Broglie’s 
model will work. 
In Appendix 2.1: Charge Density for the Dirac equation we provide a derivation of the guiding condition for the Klein 
Gordon equation. 
Eq 51 means that the phase ܵ(ݎԦ) works as a velocity potential field, de Broglie called this relation the “guiding 
condition” for the particle.  This is exactly the same role the action potential plays in classical particle mechanics for the 
particle velocity.  
 For non-trivial cases, one can just think in a double slit interference experiment without any external field applied.  Here 
the guiding condition does not follow a straight line but the interference pattern.  The solution and interference are 
determined exclusively by the boundary conditions.   
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De Broglie proposed that in the absence of certainty about the initial conditions, the external function allows a statistical 
interpretation. We recover the traditional view. But as it can be seen in this model the statistical interpretation is only 
half of the story… 
2.3.1.2. External fields, Bohm 
The next step is to understand the action of external fields in the complex plane chain model.  We can identify three 
types of modifications of the field ߟ. We have seen already two: modification of the magnitude of the field, achieved by 
multiplying the field by a real number, and rotation of the field in the complex plane achieved by multiplication by a 
pure imaginary field.  We are going to consider now translations of the field in space.  
Suppose we have the soliton from de Broglie moving in space, and it is charged, and an electric field is present in space.  
Our purpose is to write an equation that will describe what we see, namely the trajectory of a charged particle in the 
presence of a field.   In other words, the question we would like to answer is: What equation should be followed now by 
the wavefunction so that the soliton follows the appropriate trajectory of the charged particle in the electric field?  We 
will consider the situation shown in Figure 5. 
 
Figure 5 
 
We have seen that the phase of the wavefunction plays the same role for the motion of the soliton as the action field 
plays for a classical particle.  In both cases the ‘particle’ trajectory follows the gradient of an effective velocity potential 
or action field.  Therefore we can guide us by the equations of classical mechanics in order to see how we should include 
the external fields in the equation for the imaginary phase in such a way that the soliton trajectory be modified by the 
presence of the field.   
First we are going to see how we can express the equation for a velocity potential function for a classical particle 
following Newton's law.  In the work by A. Granik24 it is shown how the equation for the action S can be derived directly 
from Newton’s equation in the presence of fields.  For a non-relativistic particle in the presence of an electric potential 
field the equation can be derived as follows: 
Newton’s equation reads 
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݀݌Ԧ
݀ݐ
=
߲݌Ԧ
߲ݐ
+
1
݉ ൫
݌Ԧ ∙ ∇ሬԦ൯݌Ԧ = −∇ሬԦܷ 
Assuming irrotational flow in Euler picture implies 
݌Ԧ = ∇ሬԦܵ 
Replacing back 
∇ሬԦ ൜
߲ܵ
߲ݐ
+
1
2݉ ൫
∇ሬԦܵ൯
ଶ
+ ܷൠ = 0 
Implies 
߲ܵ
߲ݐ
+
1
2݉ ൫
∇ሬԦܵ൯
ଶ
+ ܷ = ݂(ݐ) 
Defines now 
ܵᇱ = ܵ − න ݂(ݐ)݀ݐ 
And finally gets 
߲ܵ′
߲ݐ
+
1
2݉ ൫
∇ሬԦܵ′൯
ଶ
+ ܷ = 0 
Eq 52 
Which is known as the Hamilton-Jacobi equation.   It can be seen that the derivation of this equation is relatively 
straightforward, however in traditional textbooks on classical mechanics, this item is covered at a very high theoretical 
level after reading about %80 of the entire book.  
By performing a Fourier decomposition of the solution for the function S in Eq 52 and applying a well-known theorem of 
Fourier analysis it can be shown that ∆(∇ܵ) × ∆ݔ ≥ ܵ଴  remembering that ∇ܵ = ݌ we also get ∆݌ × ∆ݔ ≥ ܵ଴.  Is this the 
uncertainty principle demonstrated in classical physics?  Not yet, but we are close. 
 In the presence of electric and magnetic fields the Hamilton-Jacobi equation reads: 
൬
߲ܵ
߲ݐ
− ܸ൰ =
1
2݉
ቀ∇ሬԦܵ +
݁
ܿ
ܣԦቁ
ଶ
 
Eq 53 
The Hamilton-Jacoby equation can be seen as an alternative way for solving mechanical problems.  Instead of starting 
with the forces in the Newton equation, and from there find the acceleration, integrate and find the velocity, integrate 
again and find the solution to the motion, one can solve this differential equation for the action S in the presence of the 
scalar and vector electromagnetic potentials, and from there find the velocity by direct calculation of the gradient of the 
function S.  In problems where the total energy E is conserved one can replace the energy E for డௌ
డ௧
.  This is indeed an 
alternative way in classical physics to solve mechanical problems by knowing the potential fields, without considering 
the force descriptions at all.  
These results show us the type of equation that the phase of the complex wave function should fulfill in the presence of 
potential energy fields, in a way that the resulting motion of the de Broglie “soliton” would respond to the given forces. 
Because we have seen that the phase really describes the direction of the field vector in the complex plane, a visual 
representation of the action of the electromagnetic potentials, would be that they generate a rotation in the complex 
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plane where the wavefunction field is located. From Eq 53 we see that a scalar potential V will tend to modify the 
rotation velocity of the field, while the vector potential A would tend to “bend” the direction of the phase gradient in a 
similar way as a torsion force.  In the Hamilton Jacobi of classical particle physics one has to make the replacements 
߲ܵ
߲ݐ
→ ൬
߲ܵ
߲ݐ
− ܸ൰ 
∇ሬԦܵ → ቀ∇ሬԦܵ +
݁
ܿ
ܣԦቁ 
Eq 54 
This short deduction could be seen as one of the most compelling reasons behind the postulation of the gauge condition 
in quantum physics: to obtain the desired bulk motion in the presence of external fields just make the replacements 
provided by Eq 54 in the quantum wave equation3. Now we have to answer the question: How can we achieve these 
replacements in the Schrödinger/Klein Gordon equation? 
We have seen that the wavefunction in polar coordinates is given by 
߰(ݎԦ, ݐ) = ߰ఘ(ݎԦ, ݐ)݁
௜ௌ(௥Ԧ,௧)ℏ  
At this point is convenient to remember that 
ߩ =
݅݁ℏ
2݉ܿଶ
൬߰∗
߲߰
߲ݐ
− ߰
߲߰∗
߲ݐ
൰ 
and  
ଔԦ =
݅݁ℏ
2݉ ൫
߰∗∇ሬԦ߰ − ߰∇ሬԦ߰∗൯ 
are just alternative expressions for ߰ డௌ
డ௧
 and ߰∇ሬԦܵ  respectively.  We find 
߲߰
߲ݐ
=
߲߰ఘ
߲ݐ
݁௜
ௌ
ℏ +
݅
ℏ
߰ఘ
߲ܵ
߲ݐ
݁௜
ௌ
ℏ 
∇ሬԦ߰ = ∇ሬԦ߰ఘ݁
௜ௌℏ +
݅
ℏ
߰ఘ∇ሬԦܵ݁
௜ௌℏ 
Then we have  
∇ሬԦܵ = ܫ݉ ൬
ℏ
߰
∇ሬԦ߰൰ 
߲ܵ
߲ݐ
= ܫ݉ ൬
ℏ
߰
߲߰
߲ݐ
൰ 
If we try the replacement 
݅∇ሬԦ߰ → ݅∇ሬԦ߰ − ܣԦ߰ = ൫݅∇ሬԦ − ܣԦ൯߰ 
                                                          
3 Indeed considering that in order to preserve the stability of mass in front of relativistic transformation, all other interactions other 
than electromagnetic should follow the same receipt.  This can be considered also a valid argument to provide a logical basis why all 
interactions have to follow equivalent transformations laws as electromagnetism, and in this way provide a basis for the universality 
of the Lorentz transformations without the need to postulate the speed of light in vacuum as a maximal upper limit for the transfer 
of energy or any other type of interaction.   
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݅
߲߰
߲ݐ
→ ݅
߲߰
߲ݐ
− ܸ߰ = ൬݅
߲
߲ݐ
− ܸ൰ ߰ 
Eq 55 
we see that we get the right equation for the phase or action S in the imaginary part of the equation.  However we find 
that additional terms appear in the real part of the equation, modifying the magnitude of the field ߰ఘ as well. 
 
2.3.2. Schrödinger Equation 
In order to understand the modifications provided by the previous changes we need to look first at the work of David 
Bohm25 in 1952, who rediscovered de Broglie’s guiding condition.  He wrote the solution to the Schrödinger equation 
݅ℏ
߲߰
߲ݐ
= ቆ−
ℏଶ
2݉
∇ଶ + ܸቇ ߰ 
Eq 56 
In the polar form 
߰ = ܴ݁௜
ௌ
ℏ 
Eq 57 
Then he found that the equation decomposes in an imaginary part 
߲ܴ
߲ݐ
= −
1
2݉ ൫
ܴ∇ଶܵ + 2∇ሬԦܴ ∙ ∇ሬԦܵ൯߰ 
Eq 58 
and a real part 
߲ܵ
߲ݐ
= − ൥
൫∇ሬԦܵ൯
ଶ
2݉
+ ܸ + ܳ൩ 
Eq 59 
Then he argued that if the particle density is defined as 
ߩ = ܴଶ 
Eq 60 
and its velocity given by 
vሬԦ =
∇ሬԦܵ
݉
 
Eq 61 
recovering equation Eq 51 of deBroglie, then the first equation can be rewritten as a continuity equation 
߲ߩ
߲ݐ
+ ∇ሬԦ ∙ (ߩݒԦ) = 0 
Eq 62 
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While the second equation is just the Hamilton Jacoby Eq 52 for a classical particle subject to an additional effective 
potential energy field given by 
ܳ = −
ℏ2
2݉
∇2ܴ
ܴ
 
Eq 63 
He called this potential energy the ‘Quantum Potential’26.  Bohm arrived at the conclusion that the Schrödinger equation 
is nothing else than the composition of the continuity equation and the Hamilton-Jacobi equation for a classical particle 
(or fluid) with the addition of an effective quantum potential energy.  Immediately we can recognize that the phase of 
the wavefunction already follows basically the equation we were looking for.  The only difference is the appearance of 
this new potential field from which a “quantum force” could be extracted.  Bohm gave however no explanation for this 
potential energy, and no justification for the assumption that the particles of the fluid where following ∇
ሬԦௌ
௠
 as de Broglie 
did 25 years ago. 
By comparison of Eq 1 and Eq 54 we see then that the replacement proposed by Eq 1 , known as the “gauge condition” 
is just the receipt we needed: how to modify the Schrödinger equation to include the effect of external fields. 
݅∇ሬԦ߰ → ݅∇ሬԦ߰ − ܣԦ߰ = ൫݅∇ሬԦ − ܣԦ൯߰ 
݅
߲߰
߲ݐ
→ ݅
߲߰
߲ݐ
− ܸ߰ = ൬݅
߲
߲ݐ
− ܸ൰ ߰ 
In the presence of the vector potential the Schrödinger equation reads: 
൬݅ℏ
߲
߲ݐ
− ܸ൰ ߰ =
1
2݉
ቀ−݅ℏ∇ሬԦ +
݁
ܿ
ܣԦቁ
ଶ
߰ 
or 
݅ℏ
߲߰
߲ݐ
=
1
2݉
ቀ−݅ℏ∇ሬԦ +
݁
ܿ
ܣԦቁ
ଶ
߰ + ܸ߰ 
And now we know it will reproduce the classical trajectories for solitons in those cases where the quantum potential can 
be neglected. 
At this point the quantum potential and the force that can be derived from it seems to assume a ‘non physical’ 
character, and it could not be considered a real force because it doesn’t fulfill basic physics principles such as energy or 
momentum conservation.  This point of view is wrong.  We can see that the origin of this force is the tension-like force 
of our pristine chain model, and that force obviously was derived from a potential energy and it was possible at that 
time to write an energy density.  In fact, the tension force from our original chain model, can be understood as the origin 
of the quantum potential, and we have seen that it can propagate forces from the boundary conditions to the body of 
the chain, and now we see that it cannot only create oscillations, but also move the chain as a whole.  
Bohm recovered the guidance condition from De Broglie, but at the same time provided another interpretation for the 
magnitude part of the wavefunction: its squared can be interpreted as a probability function or fluid density fulfilling the 
continuity equation.  Actually this interpretation was obtained originally by Madelung in 1927, shortly after the 
discovery of the Schrödinger equation.   In the chain model the internal tension forces, generate an effective quantum 
potential field that directs the soliton to follow quantum trajectories. At the same time the magnitude of the field 
squared follows the continuity equation.  Everything seems to work cooperatively in the Schrödinger equation!!  
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2.3.3. Klein Gordon equation 
By repeating the calculation leading to Eq 51, in the presence of a magnetic field (vector potential A) de Broglie27 found 
that now the guidance condition for the Klein Gordon equation was: 
vሬԦ(ݔ, ݕ, ݖ, ݐ) = −ܿଶ
∇ሬԦ߮ + ݁ܿ AሬԦ
߲߮
߲ݐ − ܸ݁
 
Eq 64 
We see that now the ‘particle’ velocity in the presence of a vector potential A is not given just by ∇ሬԦܵ but now by 
 vሬԦ = ∇ሬԦܵ − ܣԦ .  
Eq 65 
In a similar way as that followed by Bohm, Schiller28 showed in 1962 that also the Pauli, Klein Gordon29 and Dirac 
equations can be reduced to a continuity equation for a fluid and an action equation.  What Schiller did was readily to 
rewrite classical mechanics as a wave function similar to the quantum equations for point and spinning particles with 
and without electromagnetic dipole moments in the non-relativistic and relativistic regime.  In this way he was able to 
compare the differences between the classical and quantum theories and obtain explicit expressions for the quantum 
potential.  Apart from the presence of this quantum potential, the papers by Schiller really showed that what Quantum 
Mechanics brought was not new physical phenomena or new mathematics, but a change in the philosophy inducing a 
reinterpretation of the physical phenomena and associated mathematical expressions.   The action function, which 
classically was a mathematical sophisticated tool describing particles moving in space, in quantum mechanics was 
interpreted as a probability density.  Our intuition is that the solution to the quantum wave equations is a real object in 
space, and that particles are like divergences or bumps in that wave, similar to Einstein's ideas.   
The relativistic generalization of the Hamilton-Jacoby as shown by Schiller30 is given by: 
൬
߲ܵ
߲ݐ
+ ܸ൰
ଶ
− ݉ଶܿସ + ܿଶ ෍ ݃௜௞ ൬
߲ܵ
߲ݍ௜
−
݁
ܿ
ܣ௜൰ ൬
߲ܵ
߲ݍ௞
−
݁
ܿ
ܣ௞൰
௜,௞
= 0 
If we now rewrite the continuity equation in terms of this expression for the velocity, we find that the modifications in 
the magnitude of ߰ఘ have the effect to provide the correct continuity equation!!  Everything seems to work again!    The 
replacements given in Eq 55 have the exact desired effect to modify the phase equation in the form given in Eq 54 and 
additionally provide the correct continuity equation!!   
In classical particle physics the canonical momentum PሬԦ of a particle is defined by the equation 
.vሬԦ = PሬԦ − ܣԦ 
But this is just the same as Eq 65 above if we identify ∇ሬԦܵ with PሬԦ.  This expression justifies the identification of ∇ሬԦܵ with 
the particle canonical momentum in quantum mechanics.  By extending the reasoning to డௌ
డ௧
, being by considering 
relativity arguments involving the space-time symmetry, or just by considering the Hamilton Jacobi classical equation 
where డௌ
డ௧
 is equal to the particle energy, it can be said that డௌ
డ௧
 is the energy of the “soliton”.  In reality, in our model డௌ
డ௧
 is 
the angular velocity of the field rotation in the spin-plane, but it plays also the role of total energy for the soliton particle 
that is moving in space. 
At this point a clear understanding can be given to De Broglie’s double solution function: the continuity equation 
together with the Hamilton Jacobi equation for the phase of the function, implies that if we have a packet-like function, 
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the body of the function will move with a velocity given by some averaging of the gradient of the phase over the body of 
the wavefunction.  If some internal force would play the role of the Poincare stresses and somehow keep the particle 
stable and free from dispersing, the theory would work.  He and his disciples restarted in 1952 this direction of research 
working with nonlinear wave equations, which are known to generate stable soliton-solutions that would behave as 
particles. 
In Appendix 2.2: Double Solution for the Klein Gordon self-field equation we derive the double solution model for the 
Klein Gordon equation in the absence of magnetic potentials, and found that given the Klein Gordon equation 
൬݅ℏ
߲
߲ݐ
− ܸ൰
ଶ
߰ = −ܿଶℏଶ∇ଶ߰ + (݉ܿଶ)ଶ߰ 
and with the assumptions 
ܸ = ௜ܸ௡௧ + ௘ܸ௫௧ 
݉ = ݉௜௡௧ + ݉௘௫௧ 
߰௘௫௧ = ߰ఘ௘௫௧(ݎ, ݐ)݁
௜൬ௌ೐ೣ೟(௥Ԧ)ℏ ି
ா೐ೣ೟
ℏ ௧൰ 
߰௜௡௧ = ߰ఘ௜௡௧(ݎԦଵ, ݐ)݁
ି௜ா೔೙೟ℏ ௧ 
   ݎԦଵ = ݎԦ − ሬܴԦ଴(ݐ);        
݀ݎଵሬሬሬԦ(ݐ)
݀ݐ
= −
݀ ሬܴԦ଴(ݐ)
݀ݐ
= −vሬԦ 
the Klein Gordon equation splits in the following terms: 
A. ቀ݅ℏ డ
డ௧
− ௘ܸ௫௧ቁ
ଶ
߰௘௫௧ = −ܿଶℏଶ∇ଶ߰௘௫௧ + (݉ܿଶ)ଶ߰௘௫௧ 
which is the traditional equation for the external function with the external fields, 
B. (ܧ − ௜ܸ௡௧)ଶ߰௜௡௧ = −ܿଶℏଶ∇ሬԦ௥భ
ଶ ߰ఘ௜௡௧ + ൫݉௜௡௧ଶ ൯ܿସ߰௜௡௧ − ܿଶℏଶ2൫∇ሬԦ௥భ߰ఘ
௜௡௧൯ ∙ ∇
ሬԦటഐ೐ೣ೟
ట೐ೣ೟
 
which is a modified equation for the internal field due to the internal self-field and the addition of the effective extra 
potential due to the motion : 
−ܿଶℏଶ2൫∇ሬԦ௥భ߰ఘ
௜௡௧൯ ∙
∇ሬԦ߰ఘ௘௫௧
߰௘௫௧
 
and the guiding condition 
C. vሬԦ = −ܿଶ ଶ∇
ሬԦೝభௌ೐ೣ೟
(ଶா೔೙೟ି௏೔೙೟)
 
If the electron is at rest, the equations reduced to  
(ܧ − ௜ܸ௡௧)ଶ߰௜௡௧ = −ܿଶℏଶ∇ሬԦ௥భ
ଶ ߰ఘ௜௡௧ + ൫݉௜௡௧ଶ ൯ܿସ߰௜௡௧ 
where ௜ܸ௡௧(ݎ) is the self-field given as solution of the equation  
∇ଶ ௜ܸ௡௧(ݎ) =  −
1
4ߨ߳଴
݁ߩ(ݎ) 
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We have solved this last problem for the Dirac equation and present our results in the chapter on the electron soliton.  
Once the soliton has been found, the equations A.  and C. can be used to solve for the motion of the electron soliton. 
The guiding condition is completely equivalent to the postulation of the existence of an effective ‘quantum potential’ Q 
of the form: 
ܳ = −
ℏ2
8ߨ2݉
ቆ
⧠ห߰݁ݔݐห
ห߰݁ݔݐห
ቇ 
 
The existence of the internal function, soliton like, following the guiding condition imposed by the external wave 
function can resolve most of the so called quantum paradoxes, and in particular resolves unambiguously the wave-
particle dichotomy.  In traditional quantum mechanics only equation A. is solved, but we can see that in the double 
solution model that term represents only a partial solution to the problem.   
 
2.3.4. Pauli Equation 
Two different interpretation for the spin have been developed.  The first one is based on the Gordon decomposition of 
the electron current density in terms of the convection and spin-current densities as we have already described in 
Section 2.1.5.1.3.  In this interpretation the spin-current density in the non-relativistic dipole approximation reduces to 
the Stern-Gerlach term of Eq 4.  We can identify two concerns with this interpretation: 
a) By creating a new current density, different from ∇ሬԦܵ , one is moving away from a classical description of the 
system where S can be directly identified with the classical action function. 
b) There are no experimental evidence supporting the existence of contributions to the electron internal energy 
from the kinetic energy associated with this spin-current, or its dot product with the convection term.  Why the 
dipole approximation works so well, not only in the non-relativistic Pauli equation, but also in the full relativistic 
Dirac equation? 
 
The second interpretation, as shown by Peter Holland32 considers the spin tensor appearing in the Gordon spin-current 
density not as a kinetic term, but as a new ‘vector potential field’, playing a similar role to the magnetic vector potential 
ܣԦ. Moreover in this interpretation the quantum potential has two parts that behave in the same way as the scalar and 
vectorial electromagnetic potentials V an 
d ܣԦ.  The quantum forces acting on the electron fluid now have an electric component and a magnetic component, 
following the same relativistic transformations as the electric and magnetic fields from electromagnetism. The possibility 
for having these two contrasting interpretations is because relativistic electric- magnetic dipoles follow the same 
transformation laws as the electric and magnetic fields as can be easily seen in its relativistic tensorial representation.  
The large advantage of this new interpretation in terms of quantum scalar and vector potential fields is that by a 
judicious definition of the quantum potentials, the ‘missing’ energy terms quadratic in the spin can be fully accounted 
for by counteracting terms in the potential field.  The two concerns mentioned above are solved in this model: first the 
fluid velocity is still given by  ∇ሬԦܵ as in a classical model, and second the equation of motion and energy expressions can 
be understood as exact, not merely ‘dipole approximations’ from a deeper model. 
Now we are in a position that we can answer the question: Why the electron is best described by a spinor?  
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In the presence of a magnetic field the symmetry of space is locally cylindrical, and not spherical as it is in free space.   
The quantum potential acquires this cylindrical symmetry and imposes it to the possible electron states.   As a result 
there are just two steady states: parallel and anti-parallel to the magnetic field.  If one chose the eigenstates as the basis 
for the Hilbert's space, one has then two states in the absence of translations: up and down.  The system can show clean 
resonances only at the Eigen frequencies of the Hamiltonian operator.  This is what happens with the Zeeman Effect, 
there are only two eigenstates: parallel and anti-parallel to the magnetic field.  The spin corresponds to the description 
of the electron on this basis.  This is the reason to write the states as spinors. 
2.3.4.1. Pauli Quantum Potential 
Defining the wave function as  
Ψ(ݔԦ, ݐ) = ߰(ݔԦ, ݐ)߯(ݔԦ, ݐ) 
with a complex scalar function of position and time Ψ(ݔԦ, ݐ), in polar decomposition given by 
߰ = ඥρ݁௜
ೄ
ℏ             ρ = ߰∗߰      
Eq 66 
and a normalized spinor field ߯  where 
߯ϯ߯ = 1  
defining the spin vector field ݏԦ(ݔԦ, ݐ) by 
ݏԦ =
ℏ
2
߯ϯ࣌ሬԦ߯ 
Eq 67 
It can be shown that the original Pauli equation 
݅ℏ
߲Ψ
߲ݐ
= ൤
1
2݉
ቀ࣌ሬԦ ∙ ൫݌Ԧመ − ݍܣԦ൯ቁ
ଶ
+ ݍܸ൨ Ψ 
is equivalent to  
݅ℏ
߲Ψ
߲ݐ
= ൤
1
2݉ ൫
−݅ℏ∇ሬԦ − ݍܣԦ൯
ଶ
+ ݍܸ൨ Ψ −
ݍℏ
2݉
࣌ሬԦ ∙ ܤሬԦΨ 
which has the same form as a Schrödinger equation for a magnetic body in the dipole approximation. In turn, as shown 
by Holland in 200332, this last equation is equal to the equation 
݅ℏ
߲Ψ
߲ݐ
=
1
2݉
ቀ−݅ℏ∇ሬԦ + ܣԦொ +
݁
ܿ
ܣԦቁ
ଶ
Ψ + ൫ܸ + ொܸ൯Ψ 
Eq 68 
when the term ܣԦொ is given by 
  ܣԦொ = −∇ሬԦ log ߩ × ݏԦ 
and the term ொܸ  by 
ொܸ = ܳ +
1
݉
∇ܵ ∙ ܣԦொ −
1
2݉
ܣԦொ
ଶ
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where ߩ and ݏԦ  are given by Eq 66 and Eq 67.  In turn Eq 68 can be split into a continuity equation and a Hamilton 
Jacoby-like equation: 
߲ܵ
߲ݐ
+
1
2݉ ൫
∇ሬԦܵ − ܣԦொ൯
ଶ
+ ொܸ + ܸ = 0        
where allows us to interpret the expressions ܣԦொ  and ொܸ as a quantum vector and scalar potential respectively.  This is 
the interpretation we were looking for!  This really means that the quantum potential has not only an electric 
component ொܸ, but also a magnetic component as well ܣԦொ whose formal manifestation is the presence of the enigmatic 
‘spin’.  The practical meaning of this formalism is that in the event a soliton grows in the fluid, it will follow trajectories 
determined by the equation of motion: 
݉ݔԦሷ = ܧሬԦொ + ݔԦሶ × ܤሬԦொ − ∇ܸ 
where the quantum electric field is 
ܧሬԦொ = −∇ ொܸ −
߲ܣԦொ
߲ݐ
,       
and the quantum magnetic field by 
ܤሬԦொ = ∇ × ܣԦொ  
ܤሬԦொ = −∇ሬԦ൫∇ሬԦ log ߩ ∙ ݏԦ൯ + ݏԦ∇ଶ log ߩ 
Following Schiller in 196230 showed that this equation can be written also as the equation of motion for a magnetic 
dipole in the point dipole approximation: 
݉
݀vሬԦ
݀ݐ
= −݁൫ܧሬԦ + vሬԦ × BሬԦ൯ −
݁
݉ܿ ൫
∇ሬԦ BሬԦ൯ ∙ ݏԦ 
and in addition the spin vector is a second dynamical variable following the equation 
݀sԦ
݀ݐ
= −
݁
݉ܿ
ݏԦ × BሬԦ − FሬԦொ௉௔௨௟௜ 
Eq 69 
Where FሬԦொ௉௔௨௟௜ is the force derived from the Pauli quantum potential: 
ℏଶ
8݉
∇ሬԦ൫Ψϯ࣌ሬԦΨ൯: ∇ሬԦ൫Ψϯ࣌ሬԦΨ൯
1
ΨϯΨ
 
Eq 70 
Which includes torques modifying the direction of the spin vector.   
The equation of motion for the spin vector includes terms depending on both vector potentials, the external 
electromagnetic ܣԦ and the quantum vector potential ܣԦொ.  This behavior is shared also by the Dirac equation.   
In this interpretation the expression for the energy and the equation of motion are exact, they are not a sort of ‘dipole 
approximation’, but the apparent missing terms are included in the definition of the scalar quantum potential. 
 
2.3.4.2. Chain model for the Spin Vector Potential Field 
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In the following we are going to follow Holland’s interpretation for the Pauli quantum potential and consider an 
additional force in the chain model.  This force will produce a similar effect to the Biot-Savart force for a magnetic field. 
Let’s consider a vector potential field given by the cross product between the distance between neighbor chain 
elements and the spin-vector.  We define the ‘spin vector potential field’ by: 
 
ܣԦ௦௣ = −
ݏԦ
2
× ݁̂ଵଶ൫ߟ(ݔԦଵ) − ߟ(ݔԦଶ)൯ −
ݏԦ
2
× ݁̂ଵ଴൫ߟ(ݔԦଵ) − ߟ(ݔԦ଴)൯
= −ܽ
ݏԦ
2
× ݁̂ଵଶ
ߟ(ݔԦଵ) − ߟ(ݔԦଵ + ܽ)
ܽ
− ܽ
ݏԦ
2
× ݁̂ଵ଴
ߟ(ݔԦଵ) − ߟ(ݔԦଵ − ܽ)
ܽ
→ณ
݈݅݉ ܽ →0
− ܽݏԦ × ∇ሬԦ|ߟ| 
Eq 71 
where  
݁̂ଵଶ =
ݔԦଵ − ݔԦଶ
|ݔԦଵ − ݔԦଶ|
                   ݁̂ଵ଴ =
ݔԦଵ − ݔԦ଴
|ݔԦଵ − ݔԦ଴|
 
Eq 72 
And ߠ is the angle between ∇ሬԦߟ and ݏԦ.  We call this field “spin vector potential”.  This vector potential would generate a 
rotation of the entire field in space perpendicular to the spin direction.  This motion should not be confused with the 
rotation of the direction of the field generated by the first part of the Klein Gordon equation.  Even when both motions 
take place in the same plane, the last one is related to the field body as a whole, while the first one is related to the 
rotation of the direction of the field alone.  It is similar to a gyrating arrow mounted on a rotating frame of reference 
(like an old turntable).  However both rotations typically follow different frequencies.   
In the presence of the spin vector potential the Schrödinger equation would read: 
݅ℏ
߲߰
߲ݐ
=
1
2݉
ቀ−݅ℏ∇ሬԦ + ܣ′ሬሬሬԦ௦௣ +
݁
ܿ
ܣԦቁ
ଶ
߰ + ܸ߰ 
Where 
ܣ′ሬሬሬԦ௦௣ = −ܽݏԦ × ∇ሬԦ 
Eq 73 
This force will generate a rotation of the fluid in the spin plane perpendicular to the spin vector ݏԦ (Hestenes)31.   We will 
add an additional term32 in the equation that will provide the centripetal force to counteract the centrifugal force 
generated in the spin circular motion.  Under these assumptions, the Schrödinger equation in the presence of an 
external vector potential A can be written as  
−݅
ℏ
ܿ
߲
߲ݐ
߰ = ൬−ℏ݅∇ሬԦ − ܣ′ሬሬሬԦݏ݌ − ݁ܣሬሬԦ൰
2
߰ + ܸ ߰ − ൬ܣ′ሬሬሬԦݏ݌൰
2
 ߰ 
Eq 74 
where  
൫ܣᇱሬሬሬԦ௦௣൯
ଶ
 ߰ = ൣ൫ΣሬԦ × ℏ∇ሬԦ൯ ∙ ൫ΣሬԦ × ℏ∇ሬԦ൯൧߰ = ℏଶ sinଶ ߠ หΣሬԦห
ଶ
∇ଶ߰ 
 ߠ is the angle between ΣሬԦ and ∇ሬԦ߰, can be incorporated into the definition of the electron mass. 
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In Appendix 2.3: Double solution for the Pauli equation, we find that this expression is equivalent to the classical Pauli 
equation: 
݅ℏ
߲߶
߲ݐ
= ൤
1
2݉ ൫
−݅ℏ∇ሬԦ − ݍܣԦ൯
ଶ
+ ݍܸ൨ ߶ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
ௌ௖௛௥௢ௗ௜௡௚௘௥ ௘௤௨௔௧௜௢௡
−
ݍℏ
2݉
࣌ሬԦ ∙ ܤሬԦ߶ᇣᇧᇧᇤᇧᇧᇥ
ௌ௧௘௥௡ ீ௘௥௟௔௖௛
௧௘௥௠
 
We have seen that the spin vector provides the direction of the plane of rotation of the electron field due to the internal 
magnetic-type force.  Two electrons having parallel axes of rotation can 'rotate in phase' and their field can have a 
certain degree of coherence.  Two electrons with the spin axis antiparallel, rotating in opposite directions have not a 
common rotating phase and therefore their fields cannot interfere coherently.  Also, due to the quantum potential, the 
only stable states are those where the spin direction is parallel or antiparallel to externally applied magnetic fields.  This 
has the consequence that the energy spectra are split in pairs of levels, one with spin up and one with spin down.  This 
behavior can be simulated by assuming they belong to two orthogonal states and can be the reason of why the electron 
has to be described by a spinor in the Pauli representation instead of the most natural spatial three-dimensional 
representation. 
2.3.5. Dirac equation. 
The Dirac equation is a 4-spinor first order differential equation in time that is the combination of the Klein-Gordon-
Schrödinger equation and the Pauli equation.  Despite its apparent mystical appearance defying any realistic 
interpretation, it allows for a real physical description as the relativistic generalization of the Pauli equation and its 
intrinsic spin force generating internal rotations. 
In fact as we have already mentioned from the work of Schrödinger that the velocity operator is given by 
݀ݔ
݀ݐ
= ߙሬԦ 
Eq 75 
Writing the Gordon decomposition for an individual component one finds: 
2݉଴ܿ ത߰ߚߙԦଵ߰ +
݅ℏ
ܿ
߲
߲ݐ
( ത߰ߙොଵ߰) − 2݉଴ ത߰ߙොଵܸ݁߰ = [ ത߰݌̂ଵ߰ − (݌̂ଵ ത߰)߰] + ℏൣ∇ሬԦ × ( ത߰ߪԦ߰)൧ଵ 
Eq 76 
In Eq 76 can be clearly seen the spin rotation of the fluid given by the last term proportional to 
∇ሬԦ × ߪԦ 
Eq 77 
However its kinetic energy doesn’t appear in the equation of motion or the Hamiltonian.  Something similar we have 
seen in the Pauli equation, some apparent circular motion seems to interact with magnetic fields in the dipole 
approximation, but no kinetic energy or effect on the equation of motion is present.  Holland provided an alternative 
interpretation for the Pauli equation solving these problems.  In the following we attempt to develop a relativistic 
generalization of the Holland’s model of 200332.   We propose to use the relativistic generalization of the cross product 
to find the relativistic quantum potential. We consider a continuous fluid model.  Call ߪఓఔ the relativistic generalization 
of the axial vector ݏԦ and has the following form  
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ݏԦ  →   ߪఓఔ =
ۉ
ۈ
ۇ
0 ݅ߙଵ
−݅ߙଵ 0
݅ߙଶ ݅ߙଷ
ΣሬԦଷ −ΣሬԦଶ
−݅ߙଶ −ΣሬԦଷ
−݅ߙଷ ΣሬԦଶ
0 ΣሬԦଵ
−ΣሬԦଵ 0 ی
ۋ
ۊ
 
Eq 78 
 
The relativistic version of the cross product Eq 73 then takes the form, derived from Eq 36 
×
ۉ
ۈ
ۇ
ℏ
௖
߲
߲ݐ
ℏ∇ሬԦଵ
ℏ∇ሬԦଶ
ℏ∇ሬԦଷی
ۋ
ۊ
ߟ
ۉ
ۈ
ۇ
0 ݅ߙ1
−݅ߙ1 0
݅ߙ2 ݅ߙ3
ΣሬԦ3 −ΣሬԦ2
−݅ߙ2 −ΣሬԦ3
−݅ߙ3 ΣሬԦ2
0 ΣሬԦ1
−ΣሬԦ1 0 ی
ۋ
ۊ
=
ۉ
ۈ
ۈ
ۈ
ۇ
݅ߙԦ ℏ∇ሬԦ
−݅ߙଵ
ℏ
௖
߲
߲ݐ
+ ቀΣሬԦ × ℏ∇ሬԦቁ
1
−݅ߙଶ
ℏ
௖
߲
߲ݐ
+ ቀΣሬԦ × ℏ∇ሬԦቁ
2
−݅ߙଷ
ℏ
௖
߲
߲ݐ
+ ቀΣሬԦ × ℏ∇ሬԦቁ
3ی
ۋ
ۋ
ۋ
ۊ
ߟ
      
Eq 79 
and the 4-spin-potential generalization of Eq 73 is given by 
ܣ௦௣
ఓ ߟ =
ۉ
ۈ
ۇ
݅ߙሬԦ ℏ∇ሬԦߟᇣᇧᇤᇧᇥ
ܸݏ݌
,    ൬−݅ߙሬԦ
ℏ
ܿ
߲
߲ݐ
+ ΣሬԦ × ℏ∇ሬԦ൰ ߟᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ
ܣሬሬሬԦݏ݌
 
ی
ۋ
ۊ
 
Eq 80 
It can be verified that by construction the relativistic dot product ܣ௦௣
ఓ ∇ఓ߰ is null, both 4-vectors are relativistically 
perpendicular.  Following the treatment of electromagnetic fields, the equation of motion for the continuous chain 
would be 
ቆ−݅
ℏ
ܿ
߲
߲ݐ
−
ܸݏ݌
ܿ ቇ
ଶ
߰ = ݉ܿଶ߰ + ቀ−ℏ݅∇ሬԦ − ݁ܣሬሬԦݏ݌ቁ
ଶ
߰ 
Eq 81 
or 
−ℏଶ
ܿଶ
߲ଶ߰
߲ݐଶ
= −ℏଶ∇ଶ߰ + ቀ݉ଶܿଶ + ݁ଶܣ௦௣
ఓ ܣఓ௦௣ቁ ߰ + 2݅ℏ݁ܣ௦௣
ఓ ∇ఓ߰ 
Eq 82 
Due to the perpendicular character ܣ௦௣
ఓ ∇ఓ߰ = 0 this is equal to 
60 
 
−ℏଶ
ܿଶ
߲ଶ߰
߲ݐଶ
= −ℏଶ∇ଶ߰ + ቀ݉ଶܿଶ + ݁ଶܣ௦௣
ఓ ܣఓ௦௣ቁ ߰
= −ℏଶ∇ଶ߰ + ቌ݉ଶܿଶ + ݁ଶ ൭∓൫ߙሬԦ ℏ∇ሬԦ൯
ଶ
− ൬ߙሬԦ
ℏ
ܿ
߲
߲ݐ
൰
ଶ
+ ൫ΣሬԦ × ℏ∇ሬԦ൯
ଶ
− 2݅ߙሬԦ
ℏ
ܿ2
߲
߲ݐ
∙ ൫ΣሬԦ × ℏ∇ሬԦ൯൱ቍ ߰ 
Eq 83 
Some authors have proposed to define an effective mass ݉௘ by the relation 
݉௘ଶܿଶ = ቀ݉ଶܿଶ + ݁ଶܣ௦௣
ఓ ܣఓ௦௣ቁ 
and that even the full electron mass is the result of the energy stored in the quantum potential ܣ௦௣
ఓ  . This is the so called 
Zitterbewegung interpretation of quantum mechanics22. 
In the presence of electromagnetic fields the equation goes over: 
ቆ−݅
ℏ
ܿ
߲
߲ݐ
−
ܸݏ݌
ܿ −
ܸ
ܿቇ
ଶ
߰ = ݉ܿଶ߰ + ቀ−ℏ݅∇ሬԦ − ݁ܣሬሬԦݏ݌ − ݁ܣሬሬԦቁ
ଶ
߰ 
If the quantum four potential is defined in this case by 
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ۈۈ
ۇ
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ܿ
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ۋۋ
ۊ
ߟ
ۉ
ۈ
ۇ
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ۋ
ۊ
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ۈ
ۈ
ۈ
ۈ
ۇ
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ܿ
߲
߲ݐ
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ܿ
߲
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−݅ߙଷ ൬
ℏ
ܿ
߲
߲ݐ
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ۊ
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the quantum potential and the ‘canonical momentum’ remain perpendicular by definition, their dot product being zero 
and the equation reduces to 
ቆ−݅
ℏ
ܿ
߲
߲ݐ
−
ܸ
ܿቇ
ଶ
߰ = ݉௘ܿଶ߰ + ቀ−ℏ݅∇ሬԦ − ݁ܣሬሬԦቁ
ଶ
߰ + 2݁ଶ߰ܣ௦௣
ఓ ܣఓ௦௣ 
ܣ௦௣
ఓ ߟ =
ۉ
ۈ
ۇ
݅ߙሬԦ ℏ∇ሬԦߟᇣᇧᇤᇧᇥ
ܸݏ݌
,    ൬−݅ߙሬԦ
ℏ
ܿ
߲
߲ݐ
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ቆ−݅
ℏ
ܿ
߲
߲ݐ
−
ܸ
ܿቇ
ଶ
߰ = ݉௘ܿଶ߰ + ቀ−ℏ݅∇ሬԦ − ݁ܣሬሬԦቁ
ଶ
߰ + 2݁ଶ߰ ൬݅ߙሬԦ ℏ∇ሬԦܸ + ൬−݅ߙሬԦ
ℏ
ܿ
߲
߲ݐ
+ ΣሬԦ × ℏ∇ሬԦ൰ ܣԦ ൰ 
which reduces to Eq 26: 
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ቂ(ܧ − ݁߶)ଶ − ൫ܿ݌Ԧመ − ݁ܣԦ൯
ଶ
− ݉ଶܿସ + ݁ℏܿ࣌ሬԦ ∙ ܤሬԦ + ࢏݁ℏܿࢻሬሬԦ ∙ ܧሬԦቃ ߰ = 0 
The expressions for the ௦ܸ௣ and ܣԦ௦௣ can be obtained from the theory of tensors in the Dirac equation and the 
identification of ΣሬԦ and ߙԦ  with the vector fields defined by the decoding of the 4-spinors by those matrices. See Schiller33.  
In the 4-spinor, the direction of two spin vectors is encoded: one for the negative charge component and one for the 
positive charge component of the particle. The total spin is the average of the spin of both components. Encoded can be 
found also the value of ߙԦ.  In the same way as ΣሬԦ  can be interpreted as a magnetic dipole moment, ߙԦ  can be interpreted 
as proportional to an electric dipole moment.   The electron possess a magnetic dipole at rest, but not an electric dipole.  
The electric dipole ܾߙሬԦ  can be interpreted as the relativistic transform of the magnetic dipole, and therefore is 
proportional to the particle velocity, which is the primary interpretation of ߙԦ  .   
At this point we have found a classical field that following the chain model can provide a basic realistic interpretation for 
the Dirac electron.  Our next step is to find under what conditions a soliton could be generated. 
Moreover, the existence of a quantum 4-potential depending on the density, or shape of the fluid, makes us wonder if it 
were possible to engineer the shape of the object to generate a desired force?  Can we model the shape of the 
wavefunction with an external electromagnetic field?  Can we remove the external fields faster than the reaction time of 
the wavefunction, creating a self-propulsion shape!! 
2.4. Self-Field Soliton 
2.4.1. Nonlinear Equations 
We have already seen that the solution used by de Broglie didn’t fulfilled the desired requirements as a particle model.  
Let’s see if it is possible to find an electron soliton model and the Poincare stresses that keep it stable!!! 
There have been proposed nonlinear versions of the Schrödinger, Klein Gordon and Dirac equations.  But there is a very 
important problem with the solutions of these equations, even when they are everywhere finite34, stable and 
localized35,36.  When one calculates the energy levels of the hydrogen atom using nonlinear terms of the same order of 
magnitude as the linear terms, they are not able to reproduce the experimental values.  The only equations that 
reproduce the experimental energy levels to the best degree of precision are the original linear equations.   
See discussion on nonlinear optics37 about solitons for the needs on the differential equation to get solitons. 
An important attempt to find localized solutions to the linear quantum equations was by considering the self-interaction 
through the electric and magnetic fields originated at the charge and current of the particle itself.  Indeed the theory of 
mass renormalization in QED has to do exactly with attempts to remove and/or ignore the infinite energy associated 
with the electron self-energies.  And here again the first order solution38 (Weisskopf model) for the self-interaction 
diverges at the origin39.   
It can be shown that self-field interactions are equivalent to adding nonlinear terms to the equation.  Let’s consider a 
self-interaction in the nonrelativistic limit.  The Schrödinger equation reads: 
݅ℏ
߲߰
߲ݐ
=
1
2݉
ቀ−݅ℏ∇ሬԦ +
݁
ܿ
ܣԦቁ
ଶ
߰ + ܸ݁߰ 
Eq 84 
For an energy eigenstate in the absence of magnetic fields reduces to 
ℏଶ
2݉
∇ଶ߰ = −(ܧ − ܸ݁)߰ 
Eq 85 
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The charge density is given by 
ߩ௘(ݎ) = ݁߰∗߰(ݎ) 
Eq 86 
Which can be inserted into the Poisson’s equation to get the electrostatic field 
∇ଶܸ(ݎ) =  −
1
4ߨ߳଴
݁߰∗߰(ݎ) 
Eq 87 
By taking the Laplacian of Eq 85 and replacing the electrostatic field by Eq 87 we get the following nonlinear equation:  
ℏଶ
2݉
∇ଶ(∇ଶ߰) = ⋯ +
ℏଶ
2݉
݁(∇ଶܸ)߰ + ⋯ = ⋯ +
ℏଶ
2݉
݁
1
4ߨ߳଴
݁(߰∗߰)߰ + ⋯ 
Eq 88 
In this expression we can verify that the solution to the self-interaction problem really is equivalent to the addition of 
non-linear terms to the electron equation.  It is known that this type of equations admits soliton’s type solutions.  
Therefore it is expected that the full solution of the original equations Eq 84 and Eq 87 will provide also soliton-like 
solutions. 
However nonlinear equations have never been seen with good eyes because quantum mechanical systems have always 
been considered as following a unitary evolution. 
2.4.2. Boundary conditions 
A misconception is that the ‘quantum potential’ is always some sort of repulsive force, like in the case of the hydrogen 
atom where it prevents the electron from collapsing into the central nucleus.  This is wrong, the quantum potential can 
also generate an attractive force, all depends on the direction of ∇ሬԦ൫∇ଶห ෠߰ห൯.  The problem however in the generation of 
acceptable soliton models is that the solitons generally obtained are divergent functions. 
We are going to consider further these attempts.  As mentioned previously the solutions must remain finite, their 
energy content must be finite, and should remain stable.   Let’s look first at some simple cases: 
The solutions to these equations are 
1. ∇෡ଶ ෠߰(ߩ) = aଶ ෠߰(ߩ)    →    ௘
±ೌೝ
௔௥
    localized, diverges at 0, is normalizable over infinity 
Eq 89 
2. ∇෡ଶ ෠߰(ߩ) = −aଶ ෠߰(ߩ)    →    
ቄୱ୧୬ ௔௥ୡ୭ୱ ௔௥
௔௥
   finite at 0 but is not normalizable over infinity 
Eq 90 
3. ∇෡ଶ ෠߰(ߩ) = 0 ∙ ෠߰(ߩ)    →    ଵ
௥
  diverges at 0, and is not normalizable over infinity 
Eq 91 
We need that our equation behaves as case 1. Eq 89 at long distances, but behaves as case 2. Eq 90 at short distances.   
2.4.3. Charge density 
Let’s consider now different cases: 
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2.4.3.1. Non-relativistic Schrödinger 
ߩ௘(ݎ) = ݁߰∗߰ 
By using the Schrödinger equations described in equations Eq 84 to Eq 87, it is found that it is not possible to fulfill 
conditions Eq 89 - Eq 90 simultaneously, therefore they are discarded. 
2.4.3.2. Relativistic Klein Gordon 
Our equation is 
ܿଶℏଶ∇ଶ߰ = − ቈ൬ܧ −
ܸ݁
2
൰
ଶ
− (݉ܿଶ)ଶ቉ ߰ 
Eq 92 
So we need  
− ቈ൬ܧ −
ܸ݁
2
൰
ଶ
− (݉ܿଶ)ଶ቉ > 0, ݎ ≫ 1   → ൬ܧ −
ܸ݁
2
൰
ଶ 
<  (݉ܿଶ)ଶ    → |ܧ| <  ݉ܿଶ   
Eq 93 
and 
− ቈ൬ܧ −
ܸ݁
2
൰
ଶ
− (݉ܿଶ)ଶ቉ < 0, ݎ ≪ 1   → ൬ܧ −
ܸ݁
2
൰
ଶ 
>  (݉ܿଶ)ଶ 
Eq 94 
We see that there is no reason why both conditions cannot be fulfilled, at infinity and at the origin!  In the case of energy 
eigenfunctions the equations we have to solve are 
ܿଶℏଶ∇ଶ߰(ݎ) = − ൥ቆܧ −
ܸ݁(ݎ)
2 ቇ
ଶ
− (݉ܿଶ)ଶ൩
ᇩᇭᇭᇭᇭᇭᇭᇭᇪᇭᇭᇭᇭᇭᇭᇭᇫ
௘௙௙௘௖௧௜௩௘ ௣௢௧௘௡௧௜௔௟ ௘௡௘௥௚௬
߰(ݎ)
∇ଶܸ(ݎ) =  −
1
4ߨ߳଴
݁ ቆ
ܧ − ܸ݁(ݎ)
݉ܿଶ ቇ
߰∗߰(ݎ)
 
Eq 95 
Where we made use of the expression for the charge density for a Klein Gordon field: 
ߩ௘௄ீ(ݎ) = ݁ ቆ
ܧ − ܸ݁(ݎ)
݉ܿଶ ቇ
߰∗߰(ݎ) 
Eq 96 
We see that the charge density depends explicitly on the electric potential field. A change in the sign of the difference 
between total energy and potential energy ൫ܧ − ܸ݁(ݎ)൯, has the effect to invert the sign of the charge described by Eq 
96.   
Here we provide a numerical calculation where we are showing the value of the “effective” potential seen by a Klein 
Gordon particle in the presence of a 1/r potential field: 
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݉ = 1           ܸ =
1
ݎ
               ߰ = ܿ݋݊ݏݐ.             ܿℎܽݎ݃݁ = ߩ = −
(ܧ − ܸ)
1.49
߰∗߰ 
ܦ݅ݎܽܿ ݁݊݁ݎ݃ݕ:  ݉ଶ − (ܧ − ܸ)ଶ 
ܭ݈݁݅݊ ܩ݋ݎ݀݋݊ ݁݊݁ݎ݃ݕ:  ݉ଶ − ݏ݅݃ (ܧ − ܸ) ∙ (ܧ − ܸ)ଶ 
Eq 97 
 
For total energy E=0.50 we get for an assumed constant wavefunction independent of position: 
 
Figure 6 
 
curve E shows the value of the eigenenergy, curve V shows the shape assumed for the real potential field. The line 
named “energy Dirac” shows the effective potential energy the Laplacian would see if the charge density were 
independent of the real potential field.  The line named “energy KG” shows the effective potential energy the Laplacian 
actually see for the constant wavefunction due to the variation of the charge density with value of the real potential 
field.  The line named charge corresponds to the charge density given by Eq 96.    
We can see that if the charge density would have been independent of the value of V, the effective potential would have 
a minimum at the center and a localized soliton-solution would be possible, similar to the hydrogen atom solution.  
However in the case of the Klein Gordon equation, due to the potential-dependence of the charge density, the effective 
potential has not a minimum but a maximum and a confined solution is not possible.  This is the reason why the initial 
attempts to find solitons based on the self-interaction with the Klein Gordon and Poisson equation by Rosen et al.34 gave 
unsuccessful results. 
It is possible that the Klein Gordon in Schrödinger form, being a first order equation in time, may imply a charge density 
definition, having a weak dependency on external electromagnetic fields.  In this way, it may lead to the construction to 
solitons in a similar way as the Dirac equation.  However, we have not verified this possibility so far. 
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2.5. Dirac soliton 
The problems we have seen with the Klein Gordon equations to generate self-field solitons due to the external fields-
dependent charge density, might be overcome by the Dirac equation.  In fact in first inspection the charge density in the 
Dirac solutions appears to be independent of the existence of external fields: 
ߩ = ݁ ത߰ߛ଴߰ = ݁߰ϯ߰ 
Eq 98 
We have seen however that some dependence on the fields remain.  In the absence of magnetic fields: 
ߩ௘஽ = ݁߰∗߰ + ݁
൫ℏ∇ሬԦ߰൯
ଶ
ܧଶ + (݉ܿ2 − ݁V)ଶ 
The most secure way to find if solitons are possible is to solve numerically the traditional Maxwell-Dirac equations.   In 
the case we are going to consider we are neglecting all magnetic fields. In this approximation, if a soliton is found, it will 
be independent from the spin term, and will be possible by the combined action of the quantum potential and the spin-
orbit self-interaction.  These two effects are hidden inside the definition of the ࢻሬሬԦ  matrix in the Dirac equation and the 
electron mass. 
2.5.1. Dimensional analysis 
We start by deriving the dimensionless versions of the Dirac equation by applying dimensional analysis.  We define the 
4-spinors we are going to use in terms of spinorial harmonics: 
߰ଵ
ଶ
ଵ
ଶ
= ቌ
݅݃(ݎ)Ωଵ
ଶ,଴,
ଵ
ଶ
−݂(ݎ)Ωଵ
ଶ,ଵ,
ଵ
ଶ
ቍ =
ۉ
ۈ
ۇ
݅݃(ݎ)
1
√4ߨ
ቀ10ቁ
݂(ݎ)ඨ
1
4ߨ
ቀ cos ߠsin ߠ ݁௜థቁی
ۋ
ۊ
=
1
√4ߨ
ቌ
݅݃(ݎ) ቀ10ቁ
݂(ݎ) ቀ cos ߠsin ߠ ݁௜థቁ
ቍ 
In terms of the spinorial functions, the equations to solve in spherical coordinates are  
ܿℏ
݀݃(ݎ)
݀ݎ
+ (1 + ߢ)ܿℏ
݃(ݎ)
ݎ
− (ܧ − ܸ(ݎ) + ݉ܿଶ)݂(ݎ) = 0 
ܿℏ
݂݀(ݎ)
݀ݎ
+ (1 − ߢ)ܿℏ
݂(ݎ)
ݎ
− (ܧ − ܸ(ݎ) − ݉ܿଶ)݃(ݎ) = 0 
for an s state ݆ = ଵ
ଶ
;     ߢ = −1 
ܿℏ
݀݃(ݎ)
݀ݎ
= ቆܧ −
ܸ݁(ݎ)
2
+ ݉ܿଶቇ ݂(ݎ)
ܿℏ
݂݀(ݎ)
݀ݎ
= ܿℏ
2
ݎ
݂(ݎ) − ቆܧ −
ܸ݁(ݎ)
2
− ݉ܿଶቇ ݃(ݎ)
∇ଶܸ(ݎ) =  −
1
4ߨ߳଴
݁൫݂∗݂(ݎ) + ݃∗݃(ݎ)൯
 
Eq 99 
Now we define the dimensional quantities 
ߚ =
|ܧ|
݉ܿଶ
;       ߙ =
݁ଶ
4ߨ߳଴ℏܿ
=
1
137
;      
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 ݎ0 =
ℏc
݉ܿଶ ;     ߩ =
ݎ
ݎ଴
;       ݎ = ߩݎ଴ = ߩ
ℏc
݉ܿଶ 
ܸ(ݎ) =
e଴
4ߨ߳଴ݎ଴
෠ܸ (ߩ);    ߰(ݎ) =
1
ݎ0
3 2⁄
෡߰(ߩ) 
And the equations reduce to 
߲ ො݃(ߩ)
߲ߩ
= ൭1 + ቆ ߚ − ݏ݅݃݊(݁ܧ) ߙ
2
෡ܸ(ߩ)ቇ൱ መ݂(ߩ)
߲ መ݂(ߩ)
߲ߩ
=
2
ߩ
መ݂(ߩ) + ൭ 1 − ቆߚ − ݏ݅݃݊(݁ܧ) ߙ
2
෡ܸ(ߩ)ቇ൱ ො݃(ߩ)
߲ଶ෡ܸ(ߩ)
߲ߩଶ
= −
2
ߩ
߲෡ܸ(ߩ)
߲ߩ
 − ݏ݅݃݊(݁ܧ) ቀො݂∗ ො݂(ߩ) + ො݃∗ ො݃(ߩ)ቁ
ܦ݅ݎܽܿ 
It is interesting to compare at this point with the dimensionless Klein Gordon equations in spherical coordinates: 
߲ ො݃(ߩ)
߲ߩ
= መ݂ଵ(ߩ)
߲ መ݂ଵ(ߩ)
߲ߩ
= −
2
ߩ
መ݂ଵ(ߩ) + ൥1 − ቆ|ߚ| − ݏ݅݃݊(݁ܧ)
ߙ ෠ܸ(ߩ)
2 ቇ
ଶ
൩ ො݃(ߩ)
߲2 ෠ܸ (ߩ)
߲ߩ2 = −
2
ߩ
߲ ෠ܸ(ߩ)
߲ߩ
 − ݏ݅݃݊(݁ܧ) ቀ|ߚ| − ݏ݅݃݊(݁ܧ)ߙ ෠ܸ(ߩ)ቁ ෡߰∗ ෡߰(ߩ)
ܭ݈݁݅݊ ܩ݋ݎ݀݋݊ 
We notice two main differences: 
a) The Dirac equation is more symmetric in the derivatives of f and g  
b) The Klein Gordon equation provides a charge density directly dependent on the presence of electric fields. 
Numerical simulations show that in the case of self-fields the difference is generated not in the electron fields, but in the 
electric field, with a change in the sign of the charge density given by the term |ߚ| − ݏ݅݃݊(݁ܧ)ߙ ෠ܸ(ߩ). 
The Hamiltonian, which also corresponds to the total energy content inside the Dirac field is given by 
ܪ = න ݀ଷݔ ߰ϯ(ݔԦ, ݐ) ቀ−݅ࢻሬሬԦ ∇ሬሬԦ + ࢼ݉ቁ ߰(ݔԦ, ݐ) 
The energy density in terms of our dimensional functions reads 
ܪ = ݉ܿଶ ቈ
ܿℏ
݉ܿଶ
൬−݃
݂݀
݀ݎ
+ ݂
݀݃
݀ݎ
+
2ߢ
ݎ
݂݃൰ + (݃ଶ + ݂ଶ)቉ =
݉ܿଶ
ݎ଴ଷ
ቈቆ−ෝ݃
݀෡݂
݀ߩ
+ ෡݂
݀ෝ݃
݀ߩ
+
2ߢ
ߩ
ෝ݃෡݂ቇ + ቀෝ݃ଶ + ෡݂
ଶ
ቁ቉ 
Integrated over the volume gives the total energy: 
ܪ = ݉ܿଶ න ቆ−ෝ݃
݀෡݂
݀ߩ
+ ෡݂
݀ෝ݃
݀ߩ
+
2ߢ
ߩ
ෝ݃෡݂ቇ 4ߨߩଶ݀ߩ + ݉ܿଶ න ቀෝ݃ଶ + ෡݂
ଶ
ቁ 4ߨߩଶ݀ߩ 
2.5.2. Boundary conditions: 
Other quantities of interest given in terms of the functions are: 
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2.5.2.1. Spin: 
Ԧܵ = ݉ܿ නൻ߰றหݎԦ × ߙԦห߰ൿ݀ݎଷ = ݉ܿ නൻ߰றหݎԦ × ߙԦห߰ൿݎଶ݀ݎ sin ߠ ݀ߠ݀  
Ԧܵ௭ = ݉ܿ නൻ߰றหݎԦ × ߙԦۂ௭ห߰ൿݎଶ݀ݎ sin ߠ ݀ߠ݀߮ = ෠݇2݉ܿ න ݂݃ݎଷݏ݅݊ଷ(ߠ)݀ݎ݀ߠ݀߮ =
෠݇16ߨℏ
3
න ݂(ߩ)݃(ߩ)ߩଷ݀ߩ    
Ԧܵ = ෠݇
ℏ
2
;                   ݏ݌݅݊ = ܬௗ = න 4ߨ݂(ߩ)݃(ߩ)ߩଷ݀ߩ =
3
8
 
 
2.5.2.2. Charge: 
ݎ௘ =
݁ଶ
4ߨ߳଴݉ܿଶ
            ߣ஼ =
ℏܿ
݉ܿଶ
                ࢻ =
ࢋ૛
4ߨ߳଴ℏܿ
             ߩ =
ݎ
ߣ஼
    
ݍ = ݁ න 4ߨݎଶ(݃∗݃ + ݂∗݂)݀ݎ = ݁ න ቀෝ݃ଶ + ෡݂
ଶ
ቁ 4ߨߩଶ݀ߩ = ݁(݉ௗ + ݃ௗ) 
ߙ௢௨௧ =
ݍଶ
4ߨ߳଴ℏܿ
=
݁ଶ(݉ௗ + ݃ௗ)ଶ
4ߨ߳଴ℏܿ
=  ߙ௜௡ ൫݉ௗ(ߙ௜௡) + ݃ௗ(ߙ௜௡)൯
ଶ              
2.5.2.3. Mass-energy 
m଴cଶ = ߚ݉ܿଶ = ݉ܿଶ න ቆ−ෝ݃
݀෡݂
݀ߩ
+ ෡݂
݀ෝ݃
݀ߩ
+
2ߢ
ߩ
ෝ݃෡݂ቇ 4ߨߩଶ݀ߩ + ݉ܿଶ න ቀෝ݃ଶ + ෡݂
ଶ
ቁ 4ߨߩଶ݀ߩ + 4ߨ߳଴ න 4ߨݎଶ  
 ∇ሬԦܸ(ݎ)ᇩᇭᇪᇭᇫ
ିாሬԦ ଶ
2
݀ݎ 
Here we add to the electron mass the electrostatic energy.  This is consistent with the idea that the non-radiation fields 
are part of the electron, and are ‘attached’ to it. 
2.5.2.4. Similarity transformations: 
We can find scaling laws for the solutions when the parameter ߙ is modified.  The equations are: 
∇෡ଶ ෠߰(ߩ) = ൥1 − ቆ|ߚ| − ݏ݅݃݊(݁ܧ)
ߙ ෠ܸ(ߩ)
2 ቇ
ଶ
൩ ෠߰(ߩ) 
∇෡ଶ ෠ܸ (ߩ) =  −ݏ݅݃݊(݁ܧ) ቀ|ߚ| − ݏ݅݃݊(݁ܧ)ߙ ෠ܸ(ߩ)ቁ ෡߰∗ ෡߰(ߩ)  for Klein Gordon charge density 
∇෡ଶ ෠ܸ (ߩ) =  −ݏ݅݃݊(݁ܧ)|ߚ|෡߰∗ ෡߰(ߩ)  for Dirac charge density 
Define the new variables 
ߙᇱ = ߬ߙ 
෠ܸ ′ =
෠ܸ
߬
 
෠߰ᇱ =
෠߰
√߬
 
Now replace the old variables in function of the new variables: 
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√߬∇෡ଶ ෠߰′(ߩ) = ൥1 − ቆ|ߚ| − ݏ݅݃݊(݁ܧ)
ߙᇱ߬ ෠ܸ ᇱ(ߩ)
2߬ ቇ
ଶ
൩ √߬ ෠߰′(ߩ) 
߬∇෡ଶ ෠ܸ ′(ߩ) =  −ݏ݅݃݊(݁ܧ) ൬|ߚ| − ݏ݅݃݊(݁ܧ) ߙ′߬
෡ܸ ′(ߩ)
߬ ൰ ߬෡߰
∗′෡߰′(ߩ) for Klein Gordon charge density 
߬∇෡ଶ ෠ܸ ′(ߩ) =  −ݏ݅݃݊(݁ܧ)|ߚ|߬෡߰∗′෡߰′(ߩ)  for Dirac charge density 
Which simplify to: 
∇෡ଶ ෠߰′(ߩ) = ൥1 − ቆ|ߚ| − ݏ݅݃݊(݁ܧ)
ߙᇱ ෠ܸ ᇱ(ߩ)
2 ቇ
ଶ
൩ ෠߰′(ߩ) 
∇෡ଶ ෠ܸ ′(ߩ) =  −ݏ݅݃݊(݁ܧ) ቀ|ߚ| − ݏ݅݃݊(݁ܧ)ߙ′ ෠ܸ ′(ߩ)ቁ ෡߰∗′෡߰′(ߩ)  for Klein Gordon charge density 
∇෡ଶ ෠ܸ ′(ߩ) =  −ݏ݅݃݊(݁ܧ)|ߚ|෡߰∗′෡߰′(ߩ)  for Dirac charge density 
And we see that the new variables fulfill exactly the same equation than the old ones.  This means that if we had a 
solution in the old variables, the same solution still holds in the new variables as well.  In other words when the ߙ  
parameter is multiplied by a factor ߬, the new solutions can be found by dividing the electric potential by ߬ and the 
wavefunction by √߬.  The shape of the new functions is the same as of the old functions.  This means that we need to 
find the solutions for a fix value of ߙ, and then we can find the solutions for other values by using the founded scaling 
laws. 
We were not able to find a simple relationship for the modifications of the solutions when we modify the ߚ  parameter. 
It can be found only by explicit numerical integration of the equations. 
2.5.3. Numerical solution 
The asymptotic solution for the wave function at infinity in spherical coordinates is  
݂ =
ܣ݁ି௞௥
ݎ
 
the asymptotic solution for the electric potential is  
ܸ =
ܤ݁
ݎ
 
Where A and B are amplitudes to be determined.  We take ߙ and ߚ as parameters.  We start our integration at infinity 
using the asymptotic solutions with arbitrary values of A and B and go to the center at → 0 .  Typically one finds that for 
our starting initial conditions the solutions diverge.  Then we vary the amplitudes A and B until the solution at the origin 
converges to a finite value or zero for all functions of interest.  Next step we vary ߙ and ߚ and repeat the procedure.  In 
this way we find that for all ߚ  in the range 0 < ߚ < 1, and for a huge range of ߙ  from ߙ ≪ 1  to ߙ ≫ 1, as far as we can 
say solutions can be found.  Then the “real” electron solution will be the one where  
1. the energy eigenvalue ܧ = ℏ߱ of the Dirac equation equals the expression for the field Hamiltonian energy Eq 
15 and simultaneously is equal to the experimentally measured electron mass, 
2. the total charge is equal to the measured electron charge and 
3. the angular momentum of the system is ℏ 2ൗ   
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The condition 1. on the energy above is really the same as the quantization of the electromagnetic field, the total 
integral of the energy density of the field in space ܧ is made equal to ܧ = ℏ߱, the oscillation frequency times Planck 
constant. 
We solved it for ߢ = −1  and found the following values: ߙ = 0.101 ≅ 1 9.9ൗ   (about ten times the measured value of 
ߙ), and ߚ = 0.35  .  Figure 7 shows the variation of the total energy-mass, charge and other integrated quantities for the 
range 0 < ߚ < 1, keeping the spin value constant equal to ଷ
଼
= 0.375 . 
 
Figure 7 
where 
 
 
 
ߩ௙௚ = ො݃
݀ መ݂
݀ݎ
− መ݂
݀ ො݃
݀ݎ
+
2
ݎ
ො݃ መ݂ 
 
݉௚ = − න 4ߨݎଶ݃∗݃(ݎ)݀ݎ 
݉௙ = − න 4ߨݎଶ݂∗݂(ݎ)݀ݎ 
݉௙௚ = − න ߩ௙௚ 4ߨݎଶ݀ݎ
ܨௗ = −
1
4ߨ
න 4ߨݎଶ ߘሬԦ߮(ݎ)ଶ݀ݎ 
ௗܸ = −
1
4ߨ
න 4ߨݎଶ߮(ݎ)߰∗߰(ݎ)݀ݎ 
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The last two integrals represent the electrostatic energy and should be equal numerically. 
ܯܽݏݏ = ௚ + ௙݉ + ௙݉௚ + ܨௗ 
 
From the last graph we can see that ߚ and the field energy are equal for = 0.35 , and simultaneously the value of the 
integrated charge equals the experimental charge when ߙ = 0.101  .  At all times in these graphs the spin integrated 
over the particle has the experimental value of ℏ 2ൗ .  This is possible only when the dimensionless integral is to 
ଷ
଼
=
0.375 as chosen.  
In the Figure 8 and Figure 9 we can observe values of the profiles of different quantities of interest for the solution 
fulfilling the right boundary conditions. 
 
Figure 8 
where 
ܳ = ݃ଶ + ݂ଶ 
ܧܦ = ݃ଶ + ݂ଶ + ߩ௙௚ + ௗܸ 
ܧ஽௜௥௔௖ = ݃ଶ + ݂ଶ + ߩ௙௚ 
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Figure 9 
We have repeated the calculations for ߢ = 1   and obtained the values ߙ = 0.0685 ≅ 1 14.6ൗ   and ߚ = 0.20.  The 
corresponding plots are shown in Figure 10- Figure 12. 
 
 
Figure 10 
72 
 
 
Figure 11 
 
Figure 12 
The physics behind the electron soliton confinement is the following:  The repulsive electrostatic Coulomb potential and 
the centrifugal force is counter acted by the attractive quantum potential and the spin-orbit interaction. 
2.5.3.1. Feranchuk model 
Feranchuk40 calculated a soliton with a mixture of a positive and negative energy solutions which are orthogonal and 
normalized to 1.   
ۦ߰௖|߰ۧ = 0 
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The values for alpha and electron mass he calculates are 
ߙ଴ ≅ 174,   ݉଴ ≅ 222݉ ≅ 113 ܯ݁ݒ,     ݎ௘଴ ≅ 0.416ݎ௘ 
In his model the energy density as well as the charge density is given by the difference in energies between the electron 
and positron solutions.  However he is considering solutions normalized to 1 without checking that the total internal 
angular momentum be equal to ℏ 2ൗ  .  This model in some sense is similar to ours in that a mixture of negative and 
positive solutions gives as net result the same as a thinner wavefunction.  The same holds for the energy. 
We can adapt our results to his model.  The equations are  
߲ ො݃(ߩ)
߲ߩ
= ൭1 + ቆ ߚ − ݏ݅݃݊(݁ܧ) ߙ
2
෡ܸ(ߩ)ቇ൱ መ݂(ߩ)
߲ መ݂(ߩ)
߲ߩ
=
2
ߩ
መ݂(ߩ) + ൭ 1 − ቆߚ − ݏ݅݃݊(݁ܧ) ߙ
2
෡ܸ(ߩ)ቇ൱ ො݃(ߩ)
߲ଶ෡ܸ(ߩ)
߲ߩଶ
= −
2
ߩ
߲෡ܸ(ߩ)
߲ߩ
 − ݏ݅݃݊(݁ܧ) ቀො݂∗ ො݂(ߩ) + ො݃∗ ො݃(ߩ)ቁ
 
Take for the electron and positron functions 
ܩ௘ = ܣܩ௡,             ܨ௘ = ܣܨ௡ 
ܩ௣ = ܤܩ௡,             ܨ௣ = ܤܨ௡ 
Where ܨ௡ and ܩ௡  are normalized to 1.  We have seen that our solution is not normalized to 1 but to a smaller value N.  
With F and G being our solutions we have 
ܩ = ܥܩ௡,             ܨ = ܥܨ௡ 
The first two equations are linear in G and F and therefore are fulfilled automatically as long as ܸ keeps its value at all 
positions.  Feranchuk showed that the electron and positron functions can be found that are orthogonal and follow the 
same differential equations.  The Poisson equation will provide the same value for ܸ if 
ܥଶ(ܨ∗ܨ + ܩ∗ܩ) = [ܣଶ(ܨ∗ܨ + ܩ∗ܩ) − ܤଶ(ܨ∗ܨ + ܩ∗ܩ)] 
or 
ܥଶ = (ܣଶ − ܤଶ) 
Eq 100 
On the other hand the field energy for the system is 
ܪ௘,௣ = ±ܪ௣௔௥௧ ≡ ݉ܿଶ න ቆ−ෝ݃
݀෡݂
݀ߩ
+ ෡݂
݀ෝ݃
݀ߩ
+
2ߢ
ߩ
ෝ݃෡݂ቇ 4ߨߩଶ݀ߩ + ݉ܿଶ න ቀෝ݃ଶ + ෡݂
ଶ
ቁ 4ߨߩଶ݀ߩ 
ܪ௣௛ = 4ߨ߳଴ න 4ߨݎଶ  
ܧሬԦଶ
2
݀ݎ 
The value of the total field energy will be given by 
ܪ = ܣଶܪ݌ܽݎݐ − ܤଶܪ݌ܽݎݐ + ܪ݌ℎ 
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As long as the value of the electric potential/field remains constant, ܪ௣௛ will remain the same while Eq 100 insures that 
the other terms remain constant too.   
ܪ = ܣଶܪ݌ܽݎݐ − ܤଶܪ݌ܽݎݐ + ܪ݌ℎ = ܥଶܪ݌ܽݎݐ + ܪ݌ℎ 
The total field energy is the same, the electric field is the same, and the eigenenergy is the same.  Therefore it describes 
the same state. 
2.5.3.2. Relationship to QED 
Weisskopf, between the years 1934-1939 applied non-relativistic perturbation theory to the problem of self-energy and 
mass of the electron using the electrostatic interaction.  Basically, our equations are the first quantization version of his 
problem, this means without vacuum fluctuations or vacuum polarization, etc.  As an intuitive result of his calculations, 
he provided a ‘density profile’ decaying exponentially with the Compton wavelength as parameter for r>>1, and like 
1
ݎ
ఱ
మ
൘  for r<<1.  The exponential decay is the same we see in our calculations.  In the center, our calculation represents 
the exact solution, not just as a first order perturbation approximation in a first quantization model.  The relativistic 
version of the spin related circulation is called Zitterbewegung by many authors. The dynamic part of Weisskopf 
calculations due to vacuum fluctuations and responsible for the anomalous electron magnetic moment can be 
interpreted as the self-field interaction of the Zitterbewegung and its own (Biot-Savart) magnetostatic field.  In present-
day QED, Weisskopf calculations are a part of the self-energy Feynman diagram. 
At this point we may claim that a mechanical model for the electron exists and is self-consistent:  the Dirac equation 
allows for solitons with a radius of the order of the Compton wavelength.  We may think that the argumentation 
about ‘point-like particles’ in QED is based on a particular interpretation for the mathematical results. 
2.6. Conclusion 
We have seen that starting from a mechanical field model, the combined action of self-field nonlinear interactions and 
the ‘quantum force’ derived from the internal tension forces of the chain model can provide an intuitive picture for the 
electron, including the wave-particle duality, interference, spin, vacuum fluctuations among others. 
We presented the chain model, a classical model of particles linked by inter-particle forces that can reproduce all the 
properties of the Klein Gordon and Dirac equations in the continuum limit.  In fact the quantum potential and the 
electron mass can be found to be manifestations of the forces and energy content of the chain model.  This model is 
fully compatible with all classical conservation laws and provides a realistic model for what we can call the ‘electron 
fluid’, essence of the electron.  The quantum force in turn exerts the Poincare stresses needed to maintain the electron 
fluid together.  The energy content of the chain model serves as the source of mass for the electron.  In this sense it can 
be considered as a possible substitute for the Higgs boson as potential generator of mass. 
The model described here fulfills all basic conservation principles of classical physics, and with the exception of non-local 
interactions and non-local entanglement, the full model can be understood in terms of classical local physics.  Taking as 
a working premise that physics is a human description of nature, we leave as an open issue exceeding the limits of this 
work the following question: is it possible that nature can be better described and understood by us, human beings, in 
terms of a classical non-local theory? 
2.7. Appendix 2.1: Charge Density for the Dirac equation 
 
Define the wavefunction as 
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 Ψ = ൤߮
(ݎ, ݐ)
߯(ݎ, ݐ)൨ ߰(ݎ, ݐ), 
Eq 101 
where ߮ and ߯ is a pair of 2-component Pauli spinors, the Dirac equation in terms of these variables is 
݅ℏ
߲
߲ݐ
ቀቂ
߮
߯ቃ ߰ቁ = ܿ࣌ሬԦ ∙ ߨොሬԦ ቂ
߯
߮ቃ ߰ + ݁V ቂ
߮
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߮
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Separating for the spinor components and solving for ߯ we find: 
߯ =
ܿ࣌ሬԦ ∙ ߨොሬԦ߮ − ݅ℏ ߲߲߯ݐ
൬݅ℏ ߲߲߰߰ݐ − ݁V + ݉ܿ
ଶ൰
 
The effect of the last term in the numerator, ݅ℏ డఞ
డ௧
߰ plays a rol analogous to radiation reaction in electromagnetism.  Its 
effects have been analyzed by Hestenes, Barut and others.  It might be responsible for an additional zitterbewegung 
generating the typical spin algebra.  Reinserting ߯ in the Dirac spinor we get 
ቂ
߮
߯ቃ ߰ =
ۏ
ێ
ێ
ێ
ۍ
߮
ܿ࣌ሬԦ ∙ ߨොሬԦ߮ − ݅ℏ ߲߲߯ݐ
൬݅ℏ ߲߲߰߰ݐ − ݁V + ݉ܿ
ଶ൰ے
ۑ
ۑ
ۑ
ې
߰ 
Eq 102 
By using Eq 102 we can find an approximated expression for the density: 
ߩ = ൭
ቂ
߮
߯ቃ ߰
[߮∗ ߯∗]߰∗
൱ = (߮∗߮ + ߯∗߯)߰∗߰ = ߮∗߮߰∗߰ + ൮
ܿ࣌ሬԦ ∙ ߨොሬԦ߮ − ݅ℏ ߲߲߯ݐ
݅ℏ ߲߲߰߰ݐ − ݁V + ݉ܿ
2
൲
∗
൮
ܿ࣌ሬԦ ∙ ߨොሬԦ߮ − ݅ℏ ߲߲߯ݐ
݅ℏ ߲߲߰߰ݐ − ݁V + ݉ܿ
2
൲ ߰∗߰ 
If we now simplify the problem by specializing the electron state by the case when ߮ = ቀ10ቁ   and   
డఞ
డ௧
= 0  we get  
࣌ሬԦ ∙ ߨොሬԦ߮߰ = ൮
ℏc
݅
∇௭߰ − ݁ܣ௭߰
ℏc
݅
∇௫߰ − ݁ܣ௫߰ + ݅ ൬
ℏc
݅
∇௬߰ − ݁ܣ௬߰൰
൲ 
and for the density 
ߩ௘஽ = (߮∗߮ + ߯∗߯)߰∗߰ = ߮∗߮߰∗߰ +
ቀℏc∇ሬԦ(߮߰)ቁ
ଶ
+ ൫݁ܣԦ൯
ଶ
߮∗߮߰∗߰ + ߮∗߰∗2ݏԦ ∙ ൫∇ሬԦ × ܣԦ൯߮߰
൬݅ℏ ߲߲߰߰ݐ − ݁V + ݉ܿ
2൰ ൬൬݅ℏ ߲߲߰߰ݐ൰
∗
− ݁V + ݉ܿ2൰
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To simplify further assume we have an energy eigenstate, so that 
߰ = ߰௦௣(ݎԦ)݁
−݅ܧℏݐ ,   
߲߰
߲ݐ
= −݅
ܧ
ℏ
߰,
߲߰∗
߲ݐ
= −݅
ܧ
ℏ
߰∗   
And for an energy eigenstate it reduces to: 
ߩ௘஽ = ߮∗߮߰∗߰ +
ቀℏc∇ሬԦ(߮߰)ቁ
ଶ
+ ൫݁ܣԦ൯
ଶ
߮∗߮߰∗߰ + ߮∗߰∗2ݏԦ ∙ ൫∇ሬԦ × ܣԦ൯߮߰
ܧଶ + (݉ܿ2 − ݁V)ଶ
=
1
ܧଶ + (݉ܿ2 − ݁V)ଶ ቂܧ
ଶ + ൫݉ܿ2 − ݁V൯ଶ߰∗߰ + ൫݁ܣԦ൯
ଶ
߰∗߰ + 2ݏԦ ∙ ൫∇ሬԦ × ܣԦ൯߰∗߰ + ൫ℏc∇ሬԦ߰൯
ଶ
ቃ 
with  ݏԦ = ߮∗࣌ሬԦ߮ 
Of course, this is not the general expression, but it shows us the complexity of the charge density.   
2.8. Appendix 2.2: Double Solution for the Klein Gordon self-field equation 
 
Klein Gordon equation for a point particle 
Suppose we have a ‘point’ electron in the presence of external fields.  The Klein Gordon equation reads: 
൬݅ℏ
߲
߲ݐ
− e ௘ܸ௫௧൰
ଶ
߰௘ = −ܿଶℏଶ∇ଶ߰௘ + (݉௘ܿଶ)ଶ߰௘ 
Eq 103 
In the absence of external fields it obviously reads 
−ℏଶ
߲ଶ߰௘
߲ݐଶ
= −ܿଶℏଶ∇ଶ߰௘ + (݉଴ܿଶ)ଶ߰௘ 
Eq 104 
Self-field localized Klein Gordon solution at rest 
Suppose that it were possible to find a real, localized, bounded soliton eigensolution to the problem of the self-field 
Klein Gordon equation at rest in the absence of external fields.  Namely a solution for the electron and electromagnetic 
self-field following the equations 
ܭ݈݁  ܩ݋ݎ݀݋݊:    ൬݅ℏ
߲
߲ݐ
− e ௦ܸ௙൰
ଶ
߰௦௙ = −ܿଶℏଶ∇ଶ߰௦௙ + (݉଴ܿଶ)ଶ߰௦௙ 
ܲ݋݅ݏݏ݋݊:                 ∇ଶ ௦ܸ௙(ݎ) =  −ߩ(ݎ) =
݅݁ℏ
2݉଴ܿଶ
ቆ߰௦௙∗
߲߰௦௙
߲ݐ
− ߰௦௙
߲߰௦௙∗
߲ݐ ቇ
−
݁ଶ
݉଴ܿଶ
௦ܸ௙߰௦௙∗ ߰௦௙ 
Eq 105 
Where we have not included a vector potential field ܣԦ௦௙ because we are not considering magnetic effects.  It is clear 
that the electric potential field is quadratic in the Klein Gordon electron fields.   
We note here that a similar treatment can be given to the soliton solution to the self-field Dirac equation found later in 
this work, when neglecting spin effects.  In this case the charge density should be replaced by the corresponding Dirac 
expression which in terms of the spinor ߰ is defined as: 
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ߩ = ݁ ത߰ߛ଴߰ = ݁߰ϯ߰ which is also a quadratic form in the wave function.   
To find an eigensolution of Eq 105 we take a function with the form 
߰௦௙(ݎ, ݐ) = ݂(ݎ)݁
ି௜
௠ೞ೑௖మ
ℏ ௧ 
where we define the quantity ݉௦௙ܿଶ has units of energy and represents the energy eigenvalue for the eigensolution.  
The equation reads: 
ቀ൫݉௦௙ܿଶ൯
ଶ + ݁ଶ ௦ܸ௙ଶ − 2݉௦௙ܿଶ݁ ௦ܸ௙ቁ ߰௦௙ = −ܿଶℏଶ∇ሬԦଶ߰௦௙ + (݉଴ܿଶ)ଶ߰௦௙ 
that can be written as 
ܿଶℏଶ∇ሬԦଶ݂(ݎ) = −൫݉௦௙ܿଶ൯
ଶ݂(ݎ) + (݉଴ܿଶ)ଶ݂(ݎ) + ൫−݁ଶ ௦ܸ௙ଶ + 2݉௦௙ܿଶ݁ ௦ܸ௙൯݂(ݎ) 
or 
൫݉௦௙ܿଶ൯
ଶ݂(ݎ) = −ܿଶℏଶ∇ሬԦଶ݂(ݎ) + (݉଴ܿଶ)ଶ݂(ݎ) + ൫−݁ଶ ௦ܸ௙ଶ + 2݉௦௙ܿଶ݁ ௦ܸ௙൯݂(ݎ) 
Eq 106 
which is a second order differential equation in r. This equation has to be solved together with the solution to the 
Poisson equation in Eq 105.  We note that we find a self-field solution to the Dirac-Poisson equations later in this work. 
Self-field localized solution moving with a constant velocity, સሬሬԦ|࣒ࢋ࢚࢞| = ૙ 
Suppose one can find a solution ߰௦௙ to Eq 105 and Eq 106 for a field at rest.  Next we can ask for the problem of such a 
soliton moving with constant velocity vሬԦ respect to the unprimed (ݎ, ݐ) frame.  On one hand, we know such a solution 
߰ᇱ(ݎ, ݐ) exists because it can be simply found as the Lorentz transformed of the self-field solution ߰௦௙(ݎԦᇱ) = ݂(ݎԦᇱ) from 
Eq 106, at rest in the primed frame (ݎԦᇱ, ݐ′).   Alternatively we can try to solve the problem directly from the Klein Gordon 
equation in the (ݎ, ݐ) frame, in that case the equation reads: 
൬݅ℏ
߲
߲ݐ
− e ௦ܸ௙ᇱ ൰
ଶ
߰′(ݎԦ, ݐ) = ܿଶ൫݅ℏ∇ሬԦ + ݁ܣԦ௦௙ᇱ ൯
ଶ
߰′(ݎԦ, ݐ) + (݉଴ܿଶ)ଶ߰′(ݎԦ, ݐ) 
Eq 107 
The internal electric potential field ௦ܸ௙
ᇱ (ݎԦ, ݐ) will be given by the Lorentz transformed from the self-field at rest in the 
primed frame ௦ܸ௙(ݎԦᇱ) : 
௦ܸ௙
ᇱ (ݎԦ, ݐ) = ߛ ௦ܸ௙(ݎԦᇱ) 
Additionally an electric potential vector field ܣԦ௦௙(ݎԦ, ݐ) will appear in the unprimed frame given by 
ܣԦ′௦௙(ݎԦ, ݐ) = ௦ܸ௙ᇱ (ݎԦ, ݐ)
vሬԦ
ܿ
= ߛ ௦ܸ௙(ݎԦᇱ)
vሬԦ
ܿ
. 
We use the Lorentz gauge so that డ
డ௧ ௦ܸ௙
= ∇ሬԦ ∙ ܣԦ௦௙ in all frames of reference.  We take a solution of the form 
߰ᇱ(ݎ, ݐ) = ߰௘௫௧(ݎ, ݐ)݂′(ݎԦ, ݐ) = ߰௘௫௧(ݎ, ݐ)݂(ݎԦᇱ) 
Explicitly Eq 107 reads 
−ℏଶ
߲ଶ߰ᇱ
߲ݐଶ
− 2݅ℏeܸ′
߲߰ᇱ
߲ݐ
+ ൫e ௦ܸ௙ᇱ ൯
ଶ߰′ = −ܿଶℏଶ∇ଶ߰′ + 2݅ܿଶ݁ܣԦ௦௙ᇱ ∙ ∇ሬԦ߰′ + ܿଶ൫݁ܣԦ௦௙ᇱ ൯
ଶ
߰′ + (݉଴ܿଶ)ଶ߰′ 
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Transformation properties 
ݎԦ = (ݔ, ݕ, ݖ) 
ݎԦᇱ = (ݔᇱ, ݕᇱ, ݖᇱ) = ൫ߛ൫ݔ − ݔ଴(ݐ)൯, ݕ, ݖ൯ = ݎԦᇱ(ݔ, ݕ, ݖ, ݐ) 
߲ݔ଴(ݐ)
߲ݐ
= ݒ,    
߲ଶݔ଴(ݐ)
߲ݐଶ
=
߲ݒ(ݐ)
߲ݐ
= ܽ  
ݐ′ = ߛ ቀݐ −
ݒݔ
ܿଶ
ቁ 
where 
ߛ =
1
ට1 − v
ଶ
ܿଶ
 
vሬԦ = v ො݊ 
ߛ(ݔ − ݒݐ) = ݔ + (ߛ − 1)ݔ − ߛvݐ 
ݎԦᇱ(ݎԦ, ݐ) = ݎԦ + (ߛ − 1)(̂ݎ ∙ vො)ݎԦ − ߛvሬԦݐ = ൫1 + (ߛ − 1)(̂ݎ ∙ vො)൯ݎԦ − ߛvሬԦݐ 
߲ݎԦᇱ
߲ݐ
= −ߛvሬԦ,    
߲ଶݎԦᇱ
߲ݐଶ
= −ߛ
߲vሬԦ(ݐ)
߲ݐ
= −ߛ Ԧܽ  
where Ԧܽ is the possible acceleration of the moving system. 
ݐ′(ݎԦ, ݐ) = ߛ ቆݐ −
vሬԦ ∙ ݎԦ
ܿଶ ቇ
 
∇ሬԦ௥ᇲ݂(ݎԦᇱ) = ො݊′ห∇ሬԦ௥ᇲ݂(ݎԦᇱ)ห 
∇ሬԦ௥݂′(ݎԦ) =
߲ݎԦᇱ
߲ݎԦ
∇ሬԦ௥ᇲ݂(ݎԦᇱ) +
߲ݎᇱ
߲ݐ
߲݂(ݎԦᇱ)
߲ݐᇱ
= ൫1 + (ߛ − 1)( ො݊′ ∙ vො)൯∇ሬԦ௥ᇲ݂(ݎԦᇱ) 
∇௥ଶ݂′(ݎԦ) = ∇ሬԦ௥ ∙ ∇ሬԦ௥݂(ݎԦᇱ) =
߲ݎԦᇱ
߲ݎԦ
∇ሬԦ௥ᇲ ൭
߲ݎԦᇱ
߲ݎԦ
∇ሬԦ௥ᇲ݂(ݎԦᇱ)൱ = ൫1 + (ߛ − 1)( ො݊′ ∙ vො)൯∇ሬԦ௥ᇲ ቀ൫1 + (ߛ − 1)( ො݊′ ∙ vො)൯∇ሬԦ௥ᇲ݂(ݎԦᇱ)ቁ
= ൫1 + (ߛ − 1)( ො݊′ ∙ vො)൯ଶ∇௥ᇱଶ ݂(ݎԦᇱ) 
߲݂′(ݎԦ)
߲ݐ
=
߲ݎԦᇱ
߲ݐ
∙ ∇ሬԦ௥ᇱ݂(ݎԦᇱ) +
߲ݐᇱ
߲ݐ
߲݂(ݎԦᇱ)
߲ݐ′
= −ߛvሬԦ ∙ ∇ሬԦ௥ᇱ݂(ݎԦᇱ) = −ߛvሬԦ ∙ ො݊′ห∇ሬԦ௥ᇱ݂(ݎԦᇱ)ห 
߲ଶ݂′(ݎԦ)
߲ݐଶ
=
߲ݎԦᇱ
߲ݐ
∙ ∇ሬԦ௥ᇲ ቀ−ߛvሬԦ ∙ ∇ሬԦ௥ᇲ݂(ݎԦᇱ)ቁ +
߲ଶݎԦᇱ
߲ݐଶ
∙ ∇ሬԦ௥ᇱ݂(ݎԦᇱ) = ߛvሬԦ ∙ ∇ሬԦ௥ᇲ ቀߛvሬԦ ∙ ∇ሬԦ௥ᇲ݂(ݎԦᇱ)ቁ − ߛ Ԧܽ ∙ ∇ሬԦ௥ᇱ݂(ݎԦᇱ)
= ߛଶvሬԦ ∙ ∇ሬԦ௥ᇲ ቀvሬԦ ∙ ∇ሬԦ௥ᇲ݂(ݎԦᇱ)ቁ − ߛ Ԧܽ ∙ ∇ሬԦ௥ᇱ݂(ݎԦᇱ) = ߛଶvଶ൫vො ∙ ∇ሬԦ௥ᇲ൯൫vො ∙ ∇ሬԦ௥ᇲ൯݂(ݎԦᇱ) − ߛ Ԧܽ ∙ ∇ሬԦ௥ᇱ݂(ݎԦᇱ)
= ߛଶvଶ൫vො ∙ ∇ሬԦ௥ᇲ൯
ଶ
݂(ݎԦᇱ) − ߛ Ԧܽ ∙ ∇ሬԦ௥ᇱ݂(ݎԦᇱ) = ߛଶvଶ(vො ∙ ො݊′)ଶ∇ሬԦ௥ᇲ
ଶ
݂(ݎԦᇱ) − ߛ Ԧܽ ∙ ∇ሬԦ௥ᇱ݂(ݎԦᇱ) 
Take the velocity constant in the x direction: vሬԦ = vଓ;̂  then 
߲ଶ݂′(ݎԦ)
߲ݔଶ
= ൫1 + (ߛ − 1)൯ଶ
߲ଶ݂(ݎԦᇱ)
߲ݔ′ଶ
= ൫1 + (ߛ − 1)൯ଶ
߲ଶ݂(ݎԦᇱ)
߲ݔ′ଶ
= ߛଶ
߲ଶ݂(ݎԦᇱ)
߲ݔ′ଶ
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߲ଶ݂′(ݎԦ)
߲ݐଶ
= ߛଶvଶ(vො ∙ ො݊′)ଶ∇ሬԦ௥ᇲ
ଶ
݂(ݎԦᇱ) = ߛଶvଶ
߲ଶ݂(ݎԦᇱ)
߲ݔ′ଶ
 
ߛଶ =
1
1 − v
ଶ
ܿଶ
 
߲ଶ݂′(ݎԦ)
߲ݔଶ
−
߲ଶ݂′(ݎԦ)
ܿଶ߲ݐଶ
= ߛଶ ቆ1 −
vଶ
ܿଶቇ
߲ଶ݂(ݎԦᇱ)
߲ݔᇱଶ
=
߲ଶ݂(ݎԦᇱ)
߲ݔᇱଶ
 
As it is expected because the D’Alembertian is a relativistic invariant : ௥ᇲ ݂(ݎ′) = ௥݂′(ݎ) 
The different terms in the Klein Gordon equation read: 
߲߰ᇱ
߲ݐ
=
߲݂′(ݎԦ, ݐ)
߲ݐ
߰௘௫௧ +
߲߰௘௫௧
߲ݐ
݂ᇱ(ݎԦ, ݐ) = −ߛvሬԦ ∙ ∇ሬԦ௥ᇱ݂(ݎԦᇱ)߰௘௫௧ +
߲߰௘௫௧
߲ݐ
݂ᇱ(ݎԦ, ݐ) 
߲ଶ߰ᇱ
߲ݐଶ
=
߲ଶ݂′(ݎԦ, ݐ)
߲ݐଶ
߰௘௫௧ +
߲ଶ߰௘௫௧
߲ݐଶ
݂ᇱ(ݎԦ, ݐ) + 2
߲݂′(ݎԦ, ݐ)
߲ݐ
߲߰௘௫௧
߲ݐ
= ߛଶvଶ൫vො ∙ ∇ሬԦ௥ᇲ൯
ଶ
݂(ݎԦᇱ)߰௘௫௧ − ߛ Ԧܽ ∙ ∇ሬԦ௥ᇱ݂(ݎԦᇱ)߰௘௫௧ +
߲ଶ߰௘௫௧
߲ݐଶ
݂ᇱ(ݎԦ, ݐ) − 2ߛvሬԦ ∙ ∇ሬԦ௥ᇱ݂(ݎԦᇱ)
߲߰௘௫௧
߲ݐ
 
∇ሬԦ߰ᇱ = ∇ሬԦ݂ᇱ߰௘௫௧ + ∇ሬԦ߰௘௫௧݂ᇱ = ൫1 + (ߛ − 1)(̂ݎ ∙ vො)൯∇ሬԦ௥ᇲ݂(ݎԦᇱ)߰௘௫௧ + ∇ሬԦ߰௘௫௧݂ᇱ 
∇ଶ߰ᇱ = ∇ଶ݂ᇱ߰௘௫௧ + ∇ଶ߰௘௫௧݂ᇱ + 2∇ሬԦ߰௘௫௧ ∙ ∇ሬԦ݂ᇱ
= ൫1 + (ߛ − 1)(̂ݎ ∙ vො)൯ଶ∇௥ᇱଶ ݂(ݎԦᇱ)߰௘௫௧ + ∇ଶ߰௘௫௧݂ᇱ + 2∇ሬԦ߰௘௫௧ ∙ ൫1 + (ߛ − 1)(̂ݎ ∙ vො)൯∇ሬԦ௥ᇲ݂(ݎԦᇱ) 
______________________________ 
Then the equation Eq 107 reads: 
−ℏଶ ቆ
߲ଶ݂′(ݎԦ, ݐ)
߲ݐଶ
߰௘௫௧ +
߲ଶ߰௘௫௧
߲ݐଶ
݂ᇱ(ݎԦ, ݐ) + 2
߲݂′(ݎԦ, ݐ)
߲ݐ
߲߰௘௫௧
߲ݐ ቇ
− 2݅ℏeܸ′ ൭
߲݂′(ݎԦ, ݐ)
߲ݐ
߰௘௫௧ +
߲߰௘௫௧
߲ݐ
݂ᇱ(ݎԦ, ݐ)൱ + ൫e ௦ܸ௙ᇱ ൯
ଶ߰′
= −ܿଶℏଶ൫∇ଶ݂ᇱ߰௘௫௧ + ∇ଶ߰௘௫௧݂ᇱ + 2∇ሬԦ߰௘௫௧ ∙ ∇ሬԦ݂ᇱ൯ + 2݅ܿଶ݁ܣԦ௦௙ᇱ ∙ ൫∇ሬԦ݂ᇱ߰௘௫௧ + ∇ሬԦ߰௘௫௧݂ᇱ൯ + ܿଶ൫݁ܣԦ௦௙ᇱ ൯
ଶ
߰′
+ (݉଴ܿଶ)ଶ߰′ 
Take 
߰௘௫௧ = |߰௘௫௧(ݎ)|݁
௜൬ௌ೐ೣ೟(௥Ԧ)ℏ ି
ா
ℏ௧൰ 
∇ሬԦ߰௘௫௧ = ∇ሬԦ|߰௘௫௧|݁
௜൬ௌ೐ೣ೟(௥Ԧ)ℏ ି
ா
ℏ௧൰ +
݅
ℏ
∇ሬԦܵ௘௫௧߰௘௫௧ 
Then the equation Eq 107 reads: 
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−ℏଶ ቆ
߲ଶ݂ᇱ(ݎԦ, ݐ)
߲ݐଶ
߰௘௫௧ − 2ߛvሬԦ ∙ ∇ሬԦ௥ᇲ݂(ݎԦᇱ)
߲߰௘௫௧
߲ݐ
+
߲ଶ߰௘௫௧(ݎ, ݐ)
߲ݐଶ
݂ᇱ(௥Ԧ)ቇ − 2݅ℏe ௦ܸ௙ᇱ ቆ−ߛvሬԦ ∙ ∇ሬԦ௥ᇲ݂(ݎԦᇱ)߰௘௫௧ +
߲߰௘௫௧
߲ݐ
݂ᇱ(ݎԦ, ݐ) ቇ
+ ൫e ௦ܸ௙ᇱ ൯
ଶ߰
= −ܿଶℏଶ ቌ∇ଶ݂′߰௘௫௧ + ∇ଶ߰௘௫௧݂ + 2 ቆ∇ሬԦ|߰௘௫௧|݁
௜൬ௌ೐ೣ೟(௥Ԧ)ℏ ି
ா
ℏ௧൰ +
݅
ℏ
∇ሬԦܵ௘௫௧߰௘௫௧ቇ
∙ ൫1 + (ߛ − 1)( ො݊′ ∙ vො)൯∇ሬԦ௥ᇲ݂(ݎԦᇱ)ቍ + 2݅ܿଶ݁ܣԦ௦௙ᇱ
∙ ቆ∇ሬԦ|߰௘௫௧|݁
௜൬ௌ೐ೣ೟(௥Ԧ)ℏ ି
ா
ℏ௧൰݂′ +
݅
ℏ
∇ሬԦܵ௘௫௧߰௘௫௧݂′ + ൫1 + (ߛ − 1)( ො݊′ ∙ vො)൯∇ሬԦ௥ᇲ݂(ݎԦᇱ)߰௘௫௧ቇ + ܿଶ൫݁ܣԦ௦௙ᇱ ൯
ଶ
߰′
+ (݉଴ܿଶ)ଶ߰′ 
where we have assumed ∇ሬԦ|߰௘௫௧| = 0 and the acceleration Ԧܽ = 0 .  The red terms are 
൫1 + (ߛ − 1)( ො݊′ ∙ vො)൯vሬԦ ∙ ∇ሬԦ௥ᇲ݂(ݎԦᇱ) = ൫1 + (ߛ − 1)൯vሬԦ ∙ ∇ሬԦ௥ᇲ݂(ݎԦᇱ) = ߛvሬԦ ∙ ∇ሬԦ௥ᇲ݂(ݎԦᇱ) 
2݅ℏeܸᇱ∇ሬԦ݂′(ݎԦ) ∙ vሬԦ߰௘௫௧ = 2݅ܿଶ݁ܣԦ௦௙ᇱ ∙ ∇ሬԦ݂′(ݎԦ)߰௘௫௧ 
2݅ℏeܸᇱ∇ሬԦ݂′(ݎԦ) ∙ vሬԦ߰௘௫௧ = 2݅ܿଶܸ݁ᇱvሬԦ ∙ ∇ሬԦ݂′(ݎԦ)߰௘௫௧ 
which is automatically fulfilled and can be omitted from the equation.  The green terms are: 
൫e ௦ܸ௙ᇱ ൯
ଶ߰ᇱ = ܿଶ൫݁ܣԦ௦௙ᇱ ൯
ଶ
߰′ 
൫e ௦ܸ௙ᇱ ൯
ଶ߰ᇱ = ܿଶ൫݁ ௦ܸ௙ᇱ vሬԦ൯
ଶ߰′ 
which can be taken into account with the replacement in the equation: 
ቀe ௦ܸ௙ᇱ (ݎԦ)ቁ
ଶ
߰ᇱ    ⟹     ቆ1 −
ݒଶ
ܿଶቇ
 ቀe ௦ܸ௙ᇱ (ݎԦ)ቁ
ଶ
߰ᇱ = ቆe ௦ܸ௙
ᇱ (ݎԦ)
ߛ ቇ
ଶ
߰ᇱ = ቀe ௦ܸ௙(ݎԦᇱ)ቁ
ଶ
߰ᇱ 
The equality of the two purple terms can be fulfilled when: 
−2ℏଶ݅
݉ᇱܿଶ
ℏ
∇ሬԦ݂′ ∙ vሬԦ = −ܿଶℏଶ݅2∇ሬԦ݂′ ∙
∇ሬԦܵ௘௫௧
ℏ
 
which is achieved when the velocity is defined  by 
ܞሬԦ =
સሬሬԦࡿࢋ࢚࢞
࢓′
 
We see that this last equation, known as the ‘de Broglie guidance condition’ appears as the explicit law of motion 
followed by the self-field soliton, without the need for any ad-hoc assumption about the properties of the soliton 
trajectory.  The terms in the squared part are: 
ℏଶ2݅ℏe ௦ܸ௙ᇱ (ݎԦ)
߲߰௘௫௧
߲ݐ
݂′ = 2݅ܿଶ݁ܣԦ௦௙ᇱ (ݎԦ) ∙
݅
ℏ
∇ሬԦܵ௘௫௧߰௘௫௧݂′ 
ℏଶ2݅ℏe ௦ܸ௙ᇱ (ݎԦ)݅
݉ᇱܿଶ
ℏ
= 2݅ܿଶ݁ ௦ܸ௙ᇱ (ݎԦ)vሬԦ ∙ ݅
݉′vሬԦ
ℏ
߰௘௫௧ 
which can be taken into account with the replacement in the equation: 
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ℏଶ2݅ℏe ௦ܸ௙ᇱ (ݎԦ)݅
݉ᇱܿଶ
ℏ
      ⟹     ቆ1 −
ݒଶ
ܿଶ ቇ
ℏଶ2݅ℏe ௦ܸ௙ᇱ (ݎԦ)݅
݉ᇱܿଶ
ℏ
= ℏଶ2݅ℏe ௦ܸ௙ (ݎԦᇱ)݅
݉ܿଶ
ℏ
 
with ݉ᇱܿଶ = ߛ݉ ଶ.  Now take ∇ሬԦ|߰௘௫௧| = 0, and the equation reduces to: 
−ℏଶ
߲ଶ݂′(ݎԦ, ݐ)
߲ݐଶ
߰௘௫௧ − ℏଶ
߲ଶ߰௘௫௧(ݎ, ݐ)
߲ݐଶ
݂′(ݎԦ) − ℏଶ2݅ℏe ௦ܸ௙ (ݎԦᇱ)݅
ܧ
ߛℏ
߰௘௫௧(ݎ, ݐ)݂′(ݎԦ) + ቀe ௦ܸ௙ (ݎԦᇱ)ቁ
ଶ
߰௘௫௧(ݎ, ݐ)݂′(ݎԦ)
= −ܿଶℏଶ൫∇ଶ݂′(ݎԦ)߰௘௫௧ + ∇ଶ߰௘௫௧݂′(ݎԦ)൯ + (݉଴ܿଶ)ଶ߰௘௫௧(ݎ, ݐ)݂′(ݎԦ) 
if we identify  ܧ = ߛ݉௦௙ܿଶ and take ݂′(ݎԦ) = ܤ݂(ݎԦᇱ) the Klein Gordon equation reduces to  
ℏଶ
߲ଶ߰௘௫௧(ݎ, ݐ)
߲ݐଶ
݂′(ݎԦ) − ℏଶ2݅ℏe ௦ܸ௙ (ݎԦᇱ)݅
ܧ
ߛℏ
߰௘௫௧(ݎ, ݐ)݂′(ݎԦ) + ቀe ௦ܸ௙ (ݎԦᇱ)ቁ
ଶ
߰௘௫௧(ݎ, ݐ)݂(ݎԦᇱ)
= −ܿଶℏଶ൫∇௥ᇱଶ ݂′(ݎԦ)߰௘௫௧ + ∇ଶ߰௘௫௧݂(ݎԦᇱ)൯ + (݉଴ܿଶ)ଶ߰௘௫௧(ݎ, ݐ)݂(ݎԦᇱ) 
here, the red part can be written as 
൫݉௦௙ܿଶ൯
ଶ݂(ݎԦᇱ)߰௘௫௧ = −ܿଶℏଶ∇௥ᇱଶ ݂(ݎԦᇱ)߰௘௫௧ + (݉଴ܿଶ)ଶ݂(ݎԦᇱ)߰௘௫௧ + ቀ−݁ଶ ௦ܸ௙ଶ (ݎԦᇱ) + 2݉௦௙ܿଶ݁ ௦ܸ௙(ݎԦᇱ)ቁ ݂(ݎԦᇱ)߰௘௫௧ 
which is identical with Eq 106 in the moving frame of reference.  Replacing this result in the Klein Gordon equation we 
get: 
−ℏଶ ቆ
߲ଶ߰௘௫௧
߲ݐଶ ቇ
݂ = −ܿଶℏଶ(∇ଶ߰௘௫௧)݂ + ൫݉௦௙ܿଶ൯
ଶ߰௘௫௧݂ 
recovering Eq 104, which shows that the energy content of the self-field soliton can be consistently considered as the 
mass of an effective particle in a Klein Gordon equation for the ߰௘௫௧ wave function. 
 
Self-field localized solution moving with a constant velocity, સሬሬԦ|࣒ࢋ࢚࢞| ≠ ૙ 
Now consider the case in the absence of external fields, but where  ∇ሬԦ߰௘௫௧ ≠ 0 as is the case for a free particle in 
spherical or cylindrical geometry, or the case of interference.  We take as a solution 
߰(ݎԦ, ݐ) = ߰௘௫௧(ݎ)A(ݐ)݂′(ݎԦ, ݐ)     
Eq 108 
where ݂′(ݎԦ, ݐ) is related to the stationary solution we have described before in a moving frame 
݂′(ݎԦ, ݐ) = ݂(ݎԦᇱ).  We further assume 
డ|ట೐ೣ೟(௥)|
డ௧
= 0, డௌ೐ೣ೟(௥Ԧ)
డ௧
= 0, డ௙(௥Ԧ
ᇲ)
డ௧ᇱ
= 0,  while ߰௘௫௧(ݎ) is a stationary eigen 
function of the energy to be determined later.  As the soliton ߰௜௡௧ moves in space, it will find that the external 
wavefunction ߰௘௫௧ changes in magnitude.  In order to keep the soliton solution ݂(ݎԦᇱ) from disentangling, we need that 
the intensity of the internal electric fields ௦ܸ௙(ݎԦᇱ) should remain relatively constant.  Because the fields are quadratic in 
the magnitude of the total electron fields, the magnitude of the product |߰௘௫௧(ݎ)A(ݐ)݂′(ݎԦ, ݐ)| should remain constant at 
the position of the soliton, as it moves in space, or equivalently (remember ݂′(ݎԦ, ݐ) is real) 
݀൫|߰௘௫௧|A(ݐ)݂′(ݎԦ, ݐ)൯
݀ݐ
= 0 
We expect this equation to appear as part of the solution.  Now 
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݀൫|߰௘௫௧|A(ݐ)݂′(ݎԦ, ݐ)൯
݀ݐ
= |߰௘௫௧|
݀൫A(ݐ)݂′(ݎԦ, ݐ)൯
݀ݐ
+ A(ݐ)݂′(ݎԦ, ݐ)
݀(|߰௘௫௧|)
݀ݐ
= 0 
or 
݀൫A(ݐ)݂′(ݎԦ, ݐ)൯
݀ݐ
=
߲A
߲ݐ
݂′(ݎԦ, ݐ) 
We know that 
݀൫ห߰௘௫௧൫rԦ =  ݎ଴ሬሬሬԦ(ݐ)൯ห൯
݀ݐ
= vሬԦ ∙ ∇ሬԦ|߰௘௫௧| 
and therefore we get 
|߰௘௫௧|
߲A
߲ݐ
݂′(ݎԦ, ݐ) + vሬԦ ∙ ∇ሬԦ|߰௘௫௧|A݂′(ݎԦ, ݐ) = 0 
1
ܣ
߲A
߲ݐ
= −
vሬԦ ∙ ∇ሬԦ|߰௘௫௧|
|߰௘௫௧|
 
Eq 109 
On the other hand using Eq 108 we get the following expressions for the derivatives: 
߲߰
߲ݐ
= ߰௘௫௧(ݎ)
߲A(ݐ)
߲ݐ
݂ᇱ(ݎԦ) + ߰௘௫௧(ݎ)A(ݐ)
߲݂ᇱ(ݎԦ)
߲ݐ
+
߲߰௘௫௧
߲ݐ
A(ݐ)݂′(ݎԦ) 
߲ଶ߰
߲ݐଶ
= ߰௘௫௧(ݎ)
߲ଶA
߲ݐଶ
݂ᇱ(ݎԦ) + 2߰௘௫௧(ݎ)
߲A(ݐ)
߲ݐ
߲݂′(ݎԦ)
߲ݐ
+ 2
߲߰௘௫௧(ݎ)
߲ݐ
߲A(ݐ)
߲ݐ
݂ᇱ(ݎԦ) + ߰௘௫௧(ݎ)A(ݐ)
߲ଶ݂ᇱ(ݎԦ)
߲ݐଶ
+ 2
߲߰௘௫௧(ݎ)
߲ݐ
A(ݐ)
߲݂′(ݎԦ)
߲ݐ
+
߲ଶ߰௘௫௧(ݎ)
߲ݐଶ
A(ݐ)݂′(ݎԦ) 
∇ሬԦ߰ = A(ݐ)∇ሬԦ݂ᇱ߰௘௫௧ + A(ݐ)∇ሬԦ߰௘௫௧݂ᇱ 
∇ଶ߰ = A(ݐ)∇ଶ݂ᇱ߰௘௫௧ + A(ݐ)∇ଶ߰௘௫௧݂ᇱ + 2A(ݐ)∇ሬԦ߰௘௫௧ ∙ ∇ሬԦ݂ᇱ 
Taking now 
߰௘௫௧ = |߰௘௫௧(ݎ)|݁
௜൬ௌ೐ೣ೟(௥Ԧ)ℏ ି
ா
ℏ௧൰ 
we get 
∇ሬԦ߰௘௫௧ = ∇ሬԦ|߰௘௫௧|݁
௜൬ௌ೐ೣ೟(௥Ԧ)ℏ ି
ா
ℏ௧൰ +
݅
ℏ
∇ሬԦܵ௘௫௧߰௘௫௧ 
∇ሬԦ߰ = A(ݐ)∇ሬԦ݂ᇱ߰௘௫௧ + A(ݐ)∇ሬԦ|߰௘௫௧|݁
௜൬ௌ೐ೣ೟(௥Ԧ)ℏ ି
ா
ℏ௧൰݂ᇱ +
݅
ℏ
A(ݐ)∇ሬԦܵ௘௫௧߰௘௫௧݂ᇱ 
∇ଶ߰ = A(ݐ)∇ଶ݂ᇱ߰௘௫௧ + A(ݐ)∇ଶ߰௘௫௧݂ᇱ + 2A(ݐ)∇ሬԦ|߰௘௫௧|݁
௜൬ௌ೐ೣ೟(௥Ԧ)ℏ ି
ா
ℏ௧൰ ∙ ∇ሬԦ݂ᇱ + 2
݅
ℏ
A(ݐ)∇ሬԦܵ௘௫௧߰௘௫௧ ∙ ∇ሬԦ݂ᇱ 
Replacing these values into the Klein Gordon equation Eq 107, we get 
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−ℏଶ ൭߰௘௫௧(ݎ)
߲ଶA
߲ݐଶ
݂ᇱ(ݎԦ) + 2߰௘௫௧(ݎ)
߲A(ݐ)
߲ݐ
߲݂′(ݎԦ)
߲ݐ
+ 2
߲߰௘௫௧(ݎ)
߲ݐ
߲A(ݐ)
߲ݐ
݂ᇱ(ݎԦ) + ߰௘௫௧(ݎ)A(ݐ)
߲ଶ݂ᇱ(ݎԦ)
߲ݐଶ
+ 2
߲߰௘௫௧(ݎ)
߲ݐ
A(ݐ)
߲݂′(ݎԦ)
߲ݐ
+
߲ଶ߰௘௫௧(ݎ)
߲ݐଶ
A(ݐ)݂′(ݎԦ)൱
− 2݅ℏe ௦ܸ௙ᇱ ቌ ߰௘௫௧(ݎ)
߲A(ݐ)
߲ݐ
݂ᇱ(ݎԦ) + ߰௘௫௧(ݎ)A(ݐ)
߲݂ᇱ(ݎԦ)
߲ݐ
+
߲߰௘௫௧
߲ݐ
A(ݐ)݂′(ݎԦ)ቍ + ൫e ௦ܸ௙ᇱ ൯
ଶ߰′
= −ܿଶℏଶ ቆA(ݐ)∇ଶ݂ᇱ߰௘௫௧ − ߛA(ݐ)
Ԧܽ
ܿଶ
∙ ∇ሬԦ݂ᇱ߰௘௫௧ + A(ݐ)∇ଶ߰௘௫௧݂ᇱ + 2A(ݐ)∇ሬԦ|߰௘௫௧|݁
௜൬ௌ೐ೣ೟(௥Ԧ)ℏ ି
ா
ℏ௧൰ ∙ ∇ሬԦ݂ᇱ
+ 2
݅
ℏ
A(ݐ)∇ሬԦܵ௘௫௧߰௘௫௧ ∙ ∇ሬԦ݂ᇱቇ + 2݅ܿଶ݁ܣԦ௦௙ᇱ
∙ ൭A(ݐ)∇ሬԦ݂ᇱ߰௘௫௧ + A(ݐ)∇ሬԦ|߰௘௫௧|݁
௜൬ௌ೐ೣ೟(௥Ԧ)ℏ ି
ா
ℏ௧൰݂ᇱ +
݅
ℏ
A(ݐ)∇ሬԦܵ௘௫௧߰௘௫௧݂ᇱ൱ + ܿଶ൫݁ܣԦ௦௙ᇱ ൯
ଶ
߰′ + (݉଴ܿଶ)ଶ߰′ 
Here we have in red terms involving ߰௘௫௧ alone.  The new terms multiplying ௦ܸ௙ᇱ  and ܣԦ௦௙ᇱ   can be solved exactly: 
2݅ℏe ௦ܸ௙ᇱ ߰௘௫௧(ݎ)
߲A(ݐ)
߲ݐ
݂ᇱ(ݎԦ) = 2݅ܿଶ݁ܣԦ௦௙ᇱ ∙ A(ݐ)∇ሬԦ|߰௘௫௧|݁
௜൬ௌ೐ೣ೟(௥Ԧ)ℏ ି
ா
ℏ௧൰݂ᇱ  
or 
డ୅(௧)
஺డ௧
= − ୴ሬԦ∙∇
ሬԦ|ట೐ೣ೟|
|ట೐ೣ೟|
 , verifying Eq 109.  The rest of the new terms can be re-arranged as follows: 
−ℏଶ ൭߰௘௫௧(ݎ)A(ݐ)
߲ଶ݂ᇱ(ݎԦ)
߲ݐଶ ቆ
1 + 2
߲A(ݐ)
ܣ߲ݐ
߲݂′(ݎԦ)
߲ݐ
߲ଶ݂ᇱ(ݎԦ)
߲ݐଶ
+
߲ଶA
߲ݐଶ
߲ଶ݂ᇱ(ݎԦ)
߲ݐଶ
൘൘ ቇ + 2
߲߰௘௫௧(ݎ)
߲ݐ
A(ݐ)
߲݂′(ݎԦ)
߲ݐ ቆ
1 +
߲A(ݐ)
ܣ߲ݐ ቇ
+
߲ଶ߰௘௫௧(ݎ)
߲ݐଶ
A(ݐ)݂′(ݎԦ)൱ − 2݅ℏe ௦ܸ௙ᇱ ൭߰௘௫௧(ݎ)A(ݐ)
߲݂ᇱ(ݎԦ)
߲ݐ
+
߲߰௘௫௧
߲ݐ
A(ݐ)݂′(ݎԦ)൱ + ൫e ௦ܸ௙ᇱ ൯
ଶ߰′
= −ܿଶℏଶ ቆA(ݐ)∇ଶ݂ᇱ߰௘௫௧ ቆ1 +
2∇ሬԦ|߰௘௫௧| ∙ ∇ሬԦ݂ᇱ
|߰௘௫௧|∇ଶ݂ᇱ
−
ߛ Ԧܽ ∙ ∇ሬԦ݂ᇱ
ܿଶ∇ଶ݂ᇱ ቇ
+ A(ݐ)∇ଶ߰௘௫௧݂ᇱ + 2
݅
ℏ
A(ݐ)∇ሬԦܵ௘௫௧߰௘௫௧ ∙ ∇ሬԦ݂ᇱቇ
+ 2݅ܿଶ݁ܣԦ௦௙ᇱ ∙ ൬A(ݐ)∇ሬԦ݂ᇱ߰௘௫௧ +
݅
ℏ
A(ݐ)∇ሬԦܵ௘௫௧߰௘௫௧݂ᇱ൰ + ܿଶ൫݁ܣԦ௦௙ᇱ ൯
ଶ
߰′ + (݉଴ܿଶ)ଶ߰′ 
One can verify that all new terms 
డ୅(௧)
஺డ௧
, ൬డ୅(௧)
஺డ௧
డ௙ᇲ(ೝሬԦ)
డ௧
డమ௙ᇲ(௥Ԧ)
డ௧మ
 ൗ ൰ , ଶ∇
ሬԦ|ట೐ೣ೟|∙∇ሬԦ௙ᇲ
|ట೐ೣ೟|∇మ௙ᇲ
, ఊ௔ሬԦ∙∇
ሬԦ௙ᇲ
௖మ∇మ௙ᇲ
 are at least of order 
ࣩ ቀℓ೔
ℓ೐
ቁ ≪ 1 while ቀడ
మ୅
డ௧మ
డమట೐ೣ೟(௥)
డ௧మ
ൗ ቁ is of order ࣩ ቀℓ೔
ℓ೐
ቁ
ଶ
 and can be neglected in a first order approximation.  We 
have seen previously that the remaining of the original equation can be written as:  
൫݉௦௙ܿଶ൯
ଶ
௘݂(ݎԦᇱ)߰௘௫௧
= −ܿଶℏଶ∇௥ᇱଶ ௘݂(ݎԦᇱ)߰௘௫௧ ቆ1 + ࣩ ൬
ℓ௜
ℓ௘
൰ + ࣩ ൬
ℓ௜
ℓ௘
൰
ଶ
ቇ + (݉଴ܿଶ)ଶ ௘݂(ݎԦᇱ)߰௘௫௧
+ ቀ−݁ଶ ௦ܸ௙ଶ (ݎԦᇱ) + 2݉௦௙ܿଶ݁ ௦ܸ௙(ݎԦᇱ)ቁ ௘݂(ݎԦᇱ)߰௘௫௧ 
in the primed frame of reference.  We can recognize that the main effect of the new terms of order ࣩ ቀℓ೔
ℓ೐
ቁ is to 
remove the spherical symmetry present in Eq 106, in the direction of ∇ሬԦ|߰௘௫௧|, implying that the new solution ௘݂(ݎԦᇱ) will 
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have deformations of order ࣩ ቀℓ೔
ℓ೐
ቁ respect to the original spherically symmetric solution ݂(ݎԦᇱ).  However, this 
equation can still be solved for the same value of ݉௦௙, preserving the internal energy of the self-field ‘particle’.  In this 
way we recover Eq 104 for ߰௘௫௧ and the interpretation of the constant energy content of the internal function as the 
particle mass.   
Self-field localized solution in the presence of an external field ࢂࢋ࢚࢞ 
In the presence of a time independent external electric field, Eq 107 is replaced by 
൬݅ℏ
߲
߲ݐ
− e ௦ܸ௙ᇱ − ݁ ௘ܸ௫௧൰
ଶ
߰′ = ܿଶ൫݅ℏ∇ሬԦ + ݁ܣԦ௦௙ᇱ ൯
ଶ
߰′ + (݉଴ܿଶ)ଶ߰′ 
We observe that this inclusion is equivalent to perform the replacement  ௦ܸ௙
ᇱ ⟹ ௦ܸ௙ᇱ + ௘ܸ௫௧.  Neglecting all terms of 
order ቀℓ೔
ℓ೐
ቁ , the last equation can be written as 
−ℏଶ ൭߰௘௫௧(ݎ)A(ݐ)
߲ଶ݂ᇱ(ݎԦ)
߲ݐଶ
+ 2
߲߰௘௫௧(ݎ)
߲ݐ
A(ݐ)
߲݂ᇱ(ݎԦ)
߲ݐ
+
߲ଶ߰௘௫௧(ݎ)
߲ݐଶ
A(ݐ)݂ᇱ(ݎԦ)൱
− 2݅ℏe ௦ܸ௙ᇱ ൭߰௘௫௧(ݎ)A(ݐ)
߲݂ᇱ(ݎԦ)
߲ݐ
+
߲߰௘௫௧
߲ݐ
A(ݐ)݂ᇱ(ݎԦ)൱
− 2݅ℏe ௘ܸ௫௧ ൭߰௘௫௧(ݎ)A(ݐ)
߲݂ᇱ(ݎԦ)
߲ݐ
+
߲߰௘௫௧
߲ݐ
A(ݐ)݂ᇱ(ݎԦ)൱ + ൫e ௦ܸ௙ᇱ ൯
ଶ߰′ + (e ௘ܸ௫௧)ଶ߰′ + 2݁ ௘ܸ௫௧e ௦ܸ௙ᇱ ߰′
= −ܿଶℏଶ ൬A(ݐ)∇ଶ݂ᇱ߰௘௫௧ + A(ݐ)∇ଶ߰௘௫௧݂ᇱ + 2
݅
ℏ
A(ݐ)∇ሬԦܵ௘௫௧߰௘௫௧ ∙ ∇ሬԦ݂ᇱ൰ + 2݅ܿଶ݁ܣԦ௦௙ᇱ
∙ ൬A(ݐ)∇ሬԦ݂ᇱ߰௘௫௧ +
݅
ℏ
A(ݐ)∇ሬԦܵ௘௫௧߰௘௫௧݂ᇱ൰ + ܿଶ൫݁ܣԦ௦௙ᇱ ൯
ଶ
߰′ + (݉଴ܿଶ)ଶ߰′ 
Removing the red terms, the rest can be re-written as 
−ℏଶ ቌ߰௘௫௧(ݎ)A(ݐ)
߲ଶ݂ᇱ(ݎԦ)
߲ݐଶ
+ 2A(ݐ)
߲݂ᇱ(ݎԦ)
߲ݐ
൭
߲߰௘௫௧(ݎ)
߲ݐ
+ ݅ℏe ௘ܸ௫௧߰௘௫௧(ݎ)൱ቍ
− 2݅ℏe ௦ܸ௙ᇱ ቌ߰௘௫௧(ݎ)A(ݐ)
߲݂ᇱ(ݎԦ)
߲ݐ
+ A(ݐ)݂ᇱ(ݎԦ) ൭
߲߰௘௫௧
߲ݐ
+ ݅ℏe ௘ܸ௫௧߰௘௫௧(ݎ)൱ቍ + ൫e ௦ܸ௙ᇱ ൯
ଶ߰′
= −ܿଶℏଶ ൬A(ݐ)∇ଶ݂ᇱ߰௘௫௧ + 2
݅
ℏ
A(ݐ)∇ሬԦܵ௘௫௧߰௘௫௧ ∙ ∇ሬԦ݂ᇱ൰ + 2݅ܿଶ݁ܣԦ௦௙ᇱ
∙ ൬A(ݐ)∇ሬԦ݂ᇱ߰௘௫௧ +
݅
ℏ
A(ݐ)∇ሬԦܵ௘௫௧߰௘௫௧݂ᇱ൰ + ܿଶ൫݁ܣԦ௦௙ᇱ ൯
ଶ
߰′ + (݉଴ܿଶ)ଶ߰′ 
while the blue terms can be incorporated into the definition of the total energy appearing in the internal equation by 
doing the replacement ܧ ⟹ ܧᇱ ≡ ܧ − ௘ܸ௫௧, in the equation 
డట೐ೣ೟
డ௧
= ݅ℏܧ߰௘௫௧(ݎ), recovering the internal wave 
equation: 
൫݉௦௙ܿଶ൯
ଶ݂(ݎԦᇱ)߰௘௫௧ = −ܿଶℏଶ∇௥ᇱଶ ݂(ݎԦᇱ)߰௘௫௧ + (݉଴ܿଶ)ଶ݂(ݎԦᇱ)߰௘௫௧ + ቀ−݁ଶ ௦ܸ௙ଶ (ݎԦᇱ) + 2݉௦௙ܿଶ݁ ௦ܸ௙(ݎԦᇱ)ቁ ݂(ݎԦᇱ)߰௘௫௧ 
but where now the mass represents the energy ܧᇱ = ߛ݉௦௙ܿଶ equivalent to 
ܧ − ௘ܸ௫௧ = ߛ݉௦௙ܿଶ 
which is the expected relationship, as seen from the classical relativistic equation: 
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(ܧ − ௘ܸ௫௧)ଶ = (݌ܿ)ଶ + ൫݉௦௙ܿଶ൯
ଶ = ൫ߛ݉௦௙ܿଶ൯
ଶ
 
In this way the full equation can now be written as 
൬݅ℏ
߲
߲ݐ
− ݁ ௘ܸ௫௧൰
ଶ
߰௘௫௧݂ = −ܿଶℏଶ(∇ଶ߰௘௫௧)݂ + ൫݉௦௙ܿଶ൯
ଶ݂(ݎԦᇱ)߰௘௫௧ 
recovering Eq 103 as a Klein Gordon equation for an effective ‘point’ charged particle. 
 
2.9. Appendix 2.3: Double solution for the Pauli equation 
As shown by Holland: 
߲ܵ
߲ݐ
+
1
2݉
(∇ܵ)ଶ + ܳ + ܸ = 0 
݉ݔԦሷ = −∇(ܳ + ܸ) 
߲ܵ
߲ݐ
+
1
2݉ ൫
∇ሬԦܵ − ܣԦ൯
ଶ
+ ܳᇱ + ܸ = 0         ܣ = −∇ሬԦ log ߩ × ݏԦ 
ܳᇱ = ܳ +
1
݉
∇ܵ ∙ ܣ −
1
2݉
ܣଶ 
݉ݔԦሷ = ܧ + ݔԦሶ × ܤ − ∇ܸ 
ܧ = −∇ܳᇱ −
߲ܣ
߲ݐ
,      ܤ = ∇ × ܣ 
ܤ = −∇ሬԦ൫∇ሬԦ log ߩ ∙ ݏԦ൯ + ݏԦ∇ଶ log ߩ 
We can try to obtain an inter-particle model for this force in the chain model, by adding a force proportional to the 
magnitude of  
Under these assumptions, the Schrödinger equation in the presence of an external vector potential A can be written as  
−݅
ℏ
ܿ
߲
߲ݐ
߰ = ቀ−ℏ݅∇ሬԦ − ܣሬሬԦݏ݌ − ݁ܣሬሬԦቁ
2
߰ + ܳ′ ߰ + ܸ ߰ 
With  
ܣԦ௦௣ = ΣሬԦ × ℏ∇ሬԦ 
ܳᇱ = ܳ +
1
݉
∇ሬԦܵ ∙ ܣԦ௦௣ −
1
2݉ ൫
ܣԦ௦௣൯
ଶ
 
 
Let’s now apply de Broglie’s double solution to this equation: 
Pauli classical: 
݅ℏ డట
డ௧
= ൫ି௜ℏ∇
ሬԦି௘஺Ԧ൯
మ
ଶ௠
߰ + ܸ ߰    
൫−݅ℏ∇ሬԦ − ݁ܣԦ൯
ଶ
߰ = ൫−ℏଶ∇ଶ + ݅݁ℏ∇ሬԦ ∙ ܣԦ + ݅݁ℏܣԦ ∙ ∇ሬԦ + ݁ଶܣଶ൯߰ 
86 
 
With ∇ሬԦ ∙ ܣԦ = 0,  ∇ሬԦ × ܣԦ = 0   because  grad not acting on A 
൫−݅ℏ∇ሬԦ − ݁ܣԦ൯
ଶ
߰ = ൫−ℏଶ∇ଶ + 2݅݁ℏܣԦ ∙ ∇ሬԦ + ݁ଶܣଶ൯߰ 
݅ℏ డట
డ௧
= ൫ି௜ℏ∇
ሬԦାஊሬԦ×ℏ∇ሬԦି௘஺Ԧ൯
మ
ଶ௠
߰ + ܸ ߰    
൫−݅ℏ∇ሬԦ + ΣሬԦ × ℏ∇ሬԦ − ݁ܣԦ൯
ଶ
߰
= ൫−ℏଶ∇ଶ + ݅݁ℏ∇ሬԦ ∙ ܣԦ + 2݅݁ℏܣԦ ∙ ∇ሬԦ + ݁ଶܣଶ − ݅ℏ∇ሬԦ ∙ ൫ΣሬԦ × ℏ∇ሬԦ൯ − ݅ℏ൫ΣሬԦ × ℏ∇ሬԦ൯ ∙ ∇ሬԦ − ݁ܣԦ ∙ ൫ΣሬԦ × ℏ∇ሬԦ൯
− ൫ΣሬԦ × ℏ∇ሬԦ൯ ∙ ݁ܣԦ൯߰ = ൫−ℏଶ∇ଶ + ݅݁ℏܣԦ ∙ ∇ሬԦ + ݁ଶܣଶ − ݁ܣԦ ∙ ൫ΣሬԦ × ℏ∇ሬԦ൯ − ൫ΣሬԦ × ℏ∇ሬԦ൯ ∙ ݁ܣԦ൯߰
= ൫−݅ℏ∇ሬԦ − ݁ܣԦ൯
ଶ
߰ − 2݁ܣԦ ∙ ൫ΣሬԦ × ℏ∇ሬԦ߰൯ − ℏ ቀΣሬԦ ∙ ൫∇ሬԦ × ܣԦ൯ቁᇩᇭᇭᇭᇭᇪᇭᇭᇭᇭᇫ
଴ ௕௘௖௔௨௦௘ ௚௥௔ௗ ௗ௢௘௦௡ᇲ௧
௪௢௥௞ ௢௡ ஺
߰ 
݅2݁ℏܣԦ ∙ ∇ሬԦ߰ + 2݁ܣሬሬԦ ∙ ቀΣሬԦ × ℏ∇ሬሬԦ߰ቁ − ℏ ቀΣሬԦ ∙ ൫∇ሬԦ × ܣԦ൯ቁ ߰
= ݅2݁ℏܣԦ ∙ ∇ሬԦ߰ + 2݁ܣሬሬԦ ∙ ൬ΣሬԦ × ℏ∇ሬሬԦ൫߰௜௡௧߰௘௫௧൯൰ − ℏ ቀΣሬԦ ∙ ൫∇ሬԦ × ܣԦ൯ቁ ߰௜௡௧߰௘௫௧
= ݅2݁ℏܣԦ ∙ ቀ߰௘௫௧∇ሬሬԦ߰௜௡௧ + ߰௜௡௧∇ሬሬԦ߰௘௫௧ቁ + 2ℏ݁ܣሬሬԦ ∙ ൬ΣሬԦ × ቀ߰௘௫௧∇ሬሬԦ߰௜௡௧ + ߰௜௡௧∇ሬሬԦ߰௘௫௧ቁ൰
− ℏ൫ΣሬԦ ∙ ܤሬԦ൯߰௜௡௧߰௘௫௧ᇩᇭᇭᇭᇭᇪᇭᇭᇭᇭᇫ
଴ ௕௘௖௔௨௦௘ ௚௥௔ௗ ௗ௢௘௦ ᇲ௧
௪௢௥௞ ௢௡ ஺
 
In order to get an equation for the external wavefunction alone, Lets integrate over the internal wavefunction. 
 
න ߰௜௡௧∗ ቂ݅2݁ℏܣԦ ∙ ቀ߰௘௫௧∇ሬሬԦ߰௜௡௧ + ߰௜௡௧∇ሬሬԦ߰௘௫௧ቁ + 2ℏ݁ܣሬሬԦ ∙ ൬ΣሬԦ × ቀ߰௘௫௧∇ሬሬԦ߰௜௡௧ + ߰௜௡௧∇ሬሬԦ߰௘௫௧ቁ൰ − ℏ൫ΣሬԦ ∙ ܤሬԦ൯߰௜௡௧߰௘௫௧ቃ ܸ݀ = 
= ݅2ℏ݁߰௘௫௧ න ߰௜௡௧∗ܣሬሬԦ ∙ ∇ሬሬԦ߰௜௡௧ܸ݀
ᇩᇭᇭᇭᇭᇭᇪᇭᇭᇭᇭᇭᇫ
஻∙௅
+ 2ℏ݁ܣሬሬԦ ∙ ∇ሬሬԦ߰௘௫௧ න ߰௜௡௧∗߰௜௡௧ܸ݀
ᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
ଵ
+ 2ℏ݁߰௘௫௧ න ߰௜௡௧∗ܣሬሬԦ ∙ ቀΣሬԦ × ∇ሬሬԦ߰௜௡௧ቁ ܸ݀
ᇩᇭᇭᇭᇭᇭᇭᇭᇭᇪᇭᇭᇭᇭᇭᇭᇭᇭᇫ
஻∙௅ೄ
+ 2ℏ݁ܣሬሬԦ
∙ ቀΣሬԦ × ∇ሬሬԦ߰௘௫௧ቁ න ߰௜௡௧∗߰௜௡௧ܸ݀ + ℏ൫ΣሬԦ ∙ ܤሬԦ൯߰௘௫௧ න ߰௜௡௧∗߰௜௡௧ܸ݀ᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
ଵ
ᇩᇭᇭᇭᇭᇭᇭᇭᇭᇪᇭᇭᇭᇭᇭᇭᇭᇭᇫ
଴ ௕௘௖௔௨௦௘ ௚௥௔ௗ ௗ௢௘௦௡ᇲ௧
௪௢௥௞ ௢௡ ஺
 
ܣԦ = ݎԦ × ܤሬԦ 
න ߰௜௡௧∗ ቀΣሬԦ × ∇ሬሬԦ߰௜௡௧ቁ ∙ ܣሬሬԦܸ݀ = න ߰௜௡௧∗ ቀΣሬԦ × ∇ሬሬԦ߰௜௡௧ቁ ∙ ቀݎሬԦ × ܤሬሬԦቁ ܸ݀ = ܤሬሬԦ ∙ න ߰௜௡௧∗ݎሬԦ × ቀΣሬԦ × ∇ሬሬԦ߰௜௡௧ቁ ܸ݀
= ܤሬሬԦ ∙ න ߰௜௡௧∗ΣሬԦ߰௜௡௧ܸ݀ = ܤሬሬԦ ∙ ΣሬԦ 
 
න ߰௜௡௧∗∇ሬሬԦ߰௜௡௧ ∙ ܣሬሬԦܸ݀ = න ߰௜௡௧∗∇ሬሬԦ߰௜௡௧ ∙ ቀݎሬԦ × ܤሬሬԦቁ ܸ݀ = ܤሬሬԦ ∙ න ߰௜௡௧∗ݎሬԦ × ∇ሬሬԦ߰௜௡௧ܸ݀ = ܤሬሬԦ ∙ න ߰௜௡௧∗LሬԦ߰௜௡௧ܸ݀ = ܤሬሬԦ ∙ LሬԦ 
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න ߰௜௡௧∗ܣሬሬԦ ∙ ቀΣሬԦ × ∇ሬሬԦ߰௘௫௧ቁ ߰௜௡௧ܸ݀ = ቀΣሬԦ × ∇ሬሬԦ߰௘௫௧ቁ ∙ න ߰௜௡௧∗ܣሬሬԦ߰௜௡௧ܸ݀ = ቀΣሬԦ × ∇ሬሬԦ߰௘௫௧ቁ ∙ න ߰௜௡௧∗ݎሬԦ × ܤሬሬԦ߰௜௡௧ܸ݀ =
= − ቀΣሬԦ × ∇ሬሬԦ߰௘௫௧ቁ ∙ ൮ܤሬሬԦ × න ߰௜௡௧∗ݎሬԦ߰௜௡௧ܸ݀
ᇩᇭᇭᇭᇭᇪᇭᇭᇭᇭᇫ
ୀ૙
൲ = 0 
න ߰௜௡௧∗ܣሬሬԦ ∙ ∇ሬሬԦ߰௘௫௧߰௜௡௧ܸ݀ = ∇ሬሬԦ߰௘௫௧ ∙ න ߰௜௡௧∗ܣሬሬԦ߰௜௡௧ܸ݀ = ∇ሬሬԦ߰௘௫௧ ∙ න ߰௜௡௧∗ݎሬԦ × ܤሬሬԦ߰௜௡௧ܸ݀ =
= −∇ሬሬԦ߰௘௫௧ ∙ ൮ܤሬሬԦ × න ߰௜௡௧∗ݎሬԦ߰௜௡௧ܸ݀
ᇩᇭᇭᇭᇭᇪᇭᇭᇭᇭᇫ
ୀ૙
൲ = 0 
ܸ = ݎԦ ∙ ܧሬԦ௏ 
݅ න ߰௜௡௧∗ܞሬԦ ∙ ∇ሬሬԦ߰௘௫௧ܸ߰௜௡௧ܸ݀ = ݅ܞሬԦ ∙ ∇ሬሬԦ߰௘௫௧ න ߰௜௡௧∗ݎሬԦ ∙ ܧሬሬԦܸ߰௜௡௧ܸ݀ = ݅ܞሬԦ ∙ ∇ሬሬԦ߰௘௫௧ܧሬሬԦܸ ∙ න ߰௜௡௧
∗ݎሬԦ߰௜௡௧ܸ݀
ᇩᇭᇭᇭᇭᇪᇭᇭᇭᇭᇫ
ୀ૙
= 0 
 
Or in summary: 
൫−݅ℏ∇ሬԦ + ΣሬԦ × ℏ∇ሬԦ − ݁ܣԦ൯
ଶ
߰ = ൫−݅ℏ∇ሬԦ − ݁ܣሬԦ൯
2
߰ − 2݁ܣԦ ∙ ൫ΣሬԦ × ℏ∇ሬԦ߰൯ − ℏ ቀΣሬԦ ∙ ൫∇ሬԦ × ܣሬԦ൯ቁ ߰ 
→ ൫−݅ℏ∇ሬԦ − ݁ܣሬԦ൯
2
߰ +   ݅2ℏ݁߰݁ݔݐܤ ∙ ܮ + 2ℏ݁߰݁ݔݐܤ ∙ ܮܵ = ൫−݅ℏ∇ሬԦ − ݁ܣሬԦ൯
2
߰ +   ݅2ℏ݁߰݁ݔݐܤ ∙ (ܮ + ܮܵ)ᇩᇭᇪᇭᇫ
ߪ
 
But (ܮ + ܮௌ) is the angular momentum total of the electron, and that can be considered the external, effective electron 
spin.  This quantity should be identified with ߪ = ℏ
ଶ
h/2. 
And this is the classical Pauli equation: 
݅ℏ
߲
߲ݐ
|߮±ൿ = ൤
1
2݉ ൫
݌Ԧመ − ݍܣԦ൯
ଶ
+ ݍܸ൨ 1෠|߮±ൿᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
ௌ௖௛௥௢ௗ௜௡௚௘௥ ௘௤௨௔௧௜௢௡
−
ݍℏ
2݉
 ݏԦ ∙ ܤሬԦ|߮±ൿᇣᇧᇧᇧᇤᇧᇧᇧᇥ
ௌ௧௘௥௡ ீ௘௥௟௔௖௛
௧௘௥௠
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3. Chapter: Photon Soliton  
In this chapter we present a possible scenario for the generation of an electromagnetic soliton, or ‘photon’, consisting in 
the generalization of the Maxwell equations to include vacuum polarization terms.  In the previous chapter of this work 
we have considered the formation of solitons for the electron field starting from the Dirac-Poisson equations.  The 
chapter 4 concerns an intuitive presentation of Field Quantization in general. 
3.1. Maxwell equations: 
3.1.1. Electromagnetic fields 
In terms of the electromagnetic fields the equations are 
∇ሬԦ ∙ ܦሬԦ = ߩ 
∇ሬԦ ∙ ܤሬԦ = 0 
∇ሬԦ × ܧሬԦ = −
߲ܤሬԦ
߲ݐ
 
∇ሬԦ × ܪሬԦ =
߲ܦሬԦ
߲ݐ
+ ଔԦ 
where ߩ ܽ݊݀ ݆ are the charge and current densities respectively.  In the absence of polarization charges and currents 
ܤሬԦ = ߤ଴ܪሬԦ 
ܦሬԦ = ߳଴ܧሬԦ 
The expressions can be re-expressed in free space in terms of a single field as: 
∇ଶܧሬԦ −
1
ܿଶ
߲ଶܧሬԦ
߲ݐଶ
= −
1
߳଴
ቆ−∇ሬԦߩ −
1
ܿଶ
߲ଔԦ
߲ݐቇ
 
∇ଶܤሬԦ −
1
ܿଶ
߲ଶܤሬԦ
߲ݐଶ
= −ߤ଴∇ሬԦ × ଔԦ 
Eq 110 
where the equation 
−∇ × ∇ × ܧሬԦ −
1
ܿଶ
߲ଶܧሬԦ
߲ݐଶ
=
1
ߝ଴
1
ܿଶ
߲ଔԦ
߲ݐ
 
and the identity 
∇ × ∇ × ܧሬԦ = ∇ሬԦ൫∇ሬԦ ∙ ܧሬԦ൯ − ∇ଶܧሬԦ 
together with the replacement 
∇ ∙ ܧሬԦ =
ߩ
ߝ଴
 
have been used.  Because of the use of this last equation, the solutions of Eq 110 are fulfilling automatically Poisson 
equation. 
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3.1.2. Potential fields 
The fields can be also specified in terms of the potentials.  The electromagnetic potentials are defined by the equations: 
ܧሬԦ = −∇ሬԦܸ − ܣԦሶ 
ܤሬԦ = ∇ሬԦ × ܣԦ 
The Maxwell’s equations for the electromagnetic potentials in Lorentz gauge  
1
ܿ
߲ܸ
߲ݐ
+ ∇ሬԦ ∙ ܣԦ = 0 
 
read 
 
∇ଶܸ −
1
ܿଶ
߲ଶܸ
߲ݐଶ
= −
ߩ
ߝ଴
 
∇ଶܣԦ −
1
ܿଶ
߲ଶܣԦ
߲ݐଶ
= −ߤ଴ଔԦ 
Eq 111 
or 
⧠ܣԦ =
1
ߝ଴ܿଶ
ଔԦ 
⧠ܸ =
1
ߝ଴
ߩ 
where 
⧠ = ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ 
 
3.1.3. Different notations, same equations, but really different interpretation? 
Maxwell’s equation for the potential fields in 4-vector relativistic notation is 
ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ ܣఓ = ⧠ܣఓ = ∂ఔ ∂ఔܣఓ = ߤ଴݆ఓ 
Eq 112 
where 
∂ఓ =
∂
∂ݔఓ
= ൬
1
ܿ
∂
߲ݐ
, −∇ሬԦ൰,       ∂ఔ ∂ఔ = ఓ߲߲ఓ = ⧠ 
and the Lorentz gauge equation is given by 
∂ఓܣఓ = 0 
where it is clear that the potential 4-vector ܣఓ is defined perpendicular to the ∂ఓ differential operator. 
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In QED language one can use the following equivalences for the momentum operator ݍ: 
ݍ = (ݍ଴, −ݍԦ)~ ൬
1
ܿ
∂
߲ݐ
, −∇ሬԦ൰ = ∂ఓ 
ݍଶ = (ݍ଴, −ݍԦ) ∙ (ݍ଴, +ݍԦ) = ݍ଴ଶ − |ݍԦ|ଶ = ⧠ = ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ = ∂ఔ ∂ఔ 
This operator can be interpreted as adding a new notation for the electromagnetic field equations.  In fact, on the mass 
shell ݍଶ = 0, therefore the ‘on mass shell’ fields are really satisfying Maxwell’s equations in vacuum (Laplace equation) 
for the potential fields: 
 
ݍଶܣఓ(ݍ) = 0 
Eq 113 
which is nothing else than 
ݍଶܣఓ(ݍ) = 0      →        ⧠ܣఓ = ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ ܣఓ = ∂ఔ ∂ఔܣఓ = 0 
while the Lorentz gauge condition reads 
ݍఓܣఓ(ݍ) = 0 
In summary the following notations refer to the same differential operator, namely the d’Alembertian: 
∂ఔ ∂ఔ ≡ ఓ߲߲ఓ ≡ ⧠ ≡ ݍଶ ≡ ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ  
3.1.4. Still another type of notation: Polarization sources 
In the presence of polarization, the charge and current densities are given by 
݆ =
߲ܲ
߲ݐ
+ ∇ × ܯ + ߪܧ             ߩ = −∇ ∙ ܲ 
Eq 114 
the sources can be expressed in terms of the polarization and magnetization density by 
ଔԦ(ݎԦ) = ଔԦ௣(ݎԦ) + ଔԦ௠(ݎԦ) 
ଔԦ௣(ݎԦ) = ሬܲԦ
ሶ (ݎԦ) 
ଔԦ௠(ݎԦ) = ∇ሬԦ × ܯሬሬԦ(ݎԦ) 
The relationship between the fields D, E, H and B goes over: 
ܪሬԦ =
1
ߤ଴
ܤሬԦ − ܯሬሬԦ 
ܤሬԦ = ߤܪሬԦ 
ܦሬԦ = ߳଴ܧሬԦ + ሬܲԦ 
the equation for B reads: 
∇ሬԦ × ܤሬԦ = ߤ଴ൣଔԦ + ∇ሬԦ × ܯሬሬԦ൧ 
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and for E: 
∇ଶܧ −
1
ܿଶ
߲ଶܧ
߲ݐଶ
= −
1
ߝ଴
൬−∇ρ −
1
ܿଶ
߲ܬ
߲ݐ
൰ = −
1
ߝ଴
ቆ∇(∇ ∙ ܲ) −
1
ܿଶ
߲ଶܲ
߲ݐଶ
−
1
ܿଶ
߲
߲ݐ
(∇ × ܯ) −
ߪ
ܿଶ
߲ܧ
߲ݐ ቇ
= −
1
ߝ଴
ቆ∇ × ∇ × ܲ + ∇ଶܲ −
1
ܿଶ
߲ଶܲ
߲ݐଶ
−
1
ܿଶ
߲
߲ݐ
(∇ × ܯ) −
ߪ
ܿଶ
߲ܧ
߲ݐ ቇ
 
0r 
∇ଶܦ −
1
ܿଶ
߲ଶܦ
߲ݐଶ
== −
1
ߝ଴
൭∇ × ∇ × ܲ −
1
ܿଶ
߲
߲ݐ
(∇ × ܯ)൱ 
Eq 115 
The magnetic field follows the equation 
∇ଶܤሬԦ −
1
ܿଶ
߲ଶܤሬԦ
߲ݐଶ
= 4ߨ ൜∇ሬԦ × ൫∇ሬԦ × ܯሬሬԦ൯ −
1
ܿ
߲
߲ݐ ൫
∇ሬԦ × ሬܲԦ൯ൠ 
Eq 116 
when ߪ = 0. 
In a similar way, the equations for the potentials read: 
∇ଶܸ −
1
ܿଶ
߲ଶܸ
߲ݐଶ
= −
ρ
ߝ଴
=
∇ ∙ ܲ
ߝ଴
 
∇ଶܣ −
1
ܿଶ
߲ଶܣ
߲ݐଶ
= −ߤ଴݆ = −ߤ଴
߲ܲ
߲ݐ
− ߤ଴∇ × ܯ − ߤ଴ߪܧ 
Textbooks on Nonlinear Optics41, typically simplify equation Eq 116 to: 
∇ଶܧሬԦ −
1
ܿଶ
߲ଶܧሬԦ
߲ݐଶ
=
1
߳଴ܿଶ
߲ଶ ሬܲԦ
߲ݐଶ
 
∇ଶܧሬԦ −
1
߳଴ܿଶ
߲ଶ
߲ݐଶ
ܦሬԦ = 0 
and therefore are not useful for a thorough analysis of nonlinear vacuum polarization effects.   
3.2. Photon-matter interaction and effective equations: 
For an energy eigenstate in the absence of magnetic fields the Schrödinger equation reduces to 
ℏଶ
2݉
∇ଶ߰ = −(ܧ − ܸ݁)߰ 
Eq 117 
The charge density is given by 
ߩ௘(ݎ) = ݁߰∗߰(ݎ) 
Eq 118 
Which can be inserted into the Poisson’s equation to get the electrostatic field 
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∇ଶܸ(ݎ) =  −
1
4ߨ߳଴
݁߰∗߰(ݎ) 
Eq 119 
Taking a further Laplacian from Eq 119  we have 
∇ସܸ(ݎ) =  −
1
4ߨ߳଴
݁∇ଶ൫߰∗߰(ݎ)൯ = −
1
4ߨ߳଴
݁(߰∗∇ଶ߰ + ߰∇ଶ߰∗ + 2∇߰ ∙ ∇߰∗) = −
1
4ߨ߳଴
݁(߰∗∇ଶ߰ + ⋯ ) 
Replacing from Eq 85 
∇ସܸ(ݎ) =
1
4ߨ߳଴
݁߰∗
2݉
ℏଶ
(ܧ − ܸ݁)߰ + ⋯ =
1
4ߨ߳଴
2݉
ℏଶ
݁߰∗߰(ܧ − ܸ݁) + ⋯ =
2݉
ℏଶ
݁∇ଶܸ(ܧ − ܸ݁) + ⋯ 
From this last equation we can observe the appearance of:  
a. non linear terms in ܸ: 
2݉
ℏଶ
݁ଶܸ∇ଶܸ 
b. higher derivatives: 
∇ସܸ 
Then we can conclude that the existence of interaction with other fields, is equivalent in first approximation to an 
effective equation42 including nonlinear terms and higher order derivatives4. 
3.3. Vacuum polarization 
We are going to consider the effective modifications in the Maxwell equations generated by the presence of vacuum 
polarization.  First to the one-loop one-photon problem leading to the so called Uehling potential, and then to the 
photon-photon scattering problem leading to the effective expressions known as Heisenberg-Euler Lagrangian. 
3.3.1. One-loop Feynman diagram due to virtual electron-positron pair creation 
The unperturbed photon propagator ܦிఓఔ(ݍ)  is modified due to a one-loop Feynman diagram corresponding to virtual 
electron-positron pair creation, to order ݁ଶ,  to43: 
݅ܦிఓఔ(ݍ) =
−4ߨ݅
ݍଶ + ݅ߝ
݃ఓఔ       →      ݅ܦ′ிఓఔ(ݍ) = ݅ܦிఓఔ(ݍ) + ݅ܦிఓఒ(ݍ)
݅ߎఒఙ(ݍ)
4ߨ
݅ܦிఙఔ(ݍ) + ⋯ 
The unperturbed matrix element for scattering ܯ௙௜  due to the interaction of an electron with a field ܣఓ  in the presence 
of the previous polarization term is modified to: 
ܯ௙௜~݁ݑത௙ߛఓݑ௜ܣఓ(ݍ)       →       ܯ௙௜௏௉~ܯ௙௜ + ݁ݑത௙ߛఓݑ௜
−4ߨ݅
ݍଶ + ݅ߝ
݅ߎఓఔ(ݍ)
4ߨ
ܣఔ(ݍ) = ݁ݑത௙ߛఓݑ௜ ቆߜఓఔ +
−4ߨ݅
ݍଶ + ݅ߝ
݅ߎఓఔ(ݍ)
4ߨ ቇ
ܣఔ(ݍ) 
Eq 120 
From the textbook calculations by Greiner43, it is found that 
                                                          
4 Typical nonlinear equations derived from effective Lagrangian theories are the nonlinear Schrödinger equation and the nonlinear 
Klein Gordon equation, similar to the Born Infeld equation.  We can also mention the similarity between the non-abelian monopole 
solution and the Uehling potential analyzed below. 
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ߎఓఔ(ݍ) = −
݁ଶ
3ߨ
ln
Λଶ
݉ଶ
+ ߎோ(ݍଶ) 
also called the Uehling correction. Here 
Πோ(ݍଶ) = −
݁ଶ
ߨ
ݍଶ
݉ଶ ቆ
1
15
+
1
140
ݍଶ
݉ଶ
+ ⋯ ቇ 
where ݁ଶ ≡ ߙ stands for the fine structure constant.  Making the replacements ݁ଶ  ↔   ߙ,       ݉  ↔   ଵ
ఒ಴೚೘೛
  this last 
equation reads 
Πோ ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ = −
ߙ
ߨ
ߣ஼௢௠௣ଶ ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ ቆ
1
15
+
1
140
ߣ஼௢௠௣ଶ ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ + ⋯ ቇ 
The modified matrix element Eq 120 can be interpreted as generated by an effective or renormalized field ܣఓோ given by 
ܣఓோ = ܣఓ଴ + ݅ܦிఓఔ(ݍ)
݅ߎఔఙ(ݍ)
4ߨ
ܣఙ଴ = ܣఓ଴ +
−4ߨ݅
ݍଶ
݅
4ߨ
ߎഥ(ݍଶ)ܣఓ଴ = ቆ1 +
Π෩(ݍଶ)
ݍଶ ቇ
ܣఓ଴  
where ܣఓ଴  is the value of the field in the absence of vacuum polarization.  The equation followed by ܣఓோ in the presence 
of charges is 
ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ ܣఓோ = ݆ఓ 
or equivalently 
ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ ܣఓ଴ = ݆ఓ +
݅ߎఓఔ(ݍ)
4ߨ
ܣఔ  
which allows the identification of a ‘polarization current’ given by5 
݆ఓ௏௉(ݍ) =
݅ߎఓఔ(ݍ)
4ߨ
ܣఔ(ݍ) 
This current density is also called Uehling current density.  This means that the original Maxwell equation Eq 112 in the 
absence of external sources should be modified as follows: 
ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ ܣఓ = 0  ݃݋݁ݏ ݋ݒ݁ݎ   ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ ቌ1 −
ߙ
ߨ ቆ
1
15
+
ߣ஼௢௠௣ଶ
140 ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ + ⋯ ቇቍ ܣఓ = 0 
The last equation can be rewritten as 
ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ ൮1 −
1
ߨ
ቌ
ߙ
15
+ ݎ௘ଶ
1
140ߙᇣᇤᇥ
଴.ଽ଻ଽ
ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ + ⋯ ቍ൲ ܣఓ = 0 
                                                          
5 the current ݆ఓ௏௉(ݍ) fulfills the condition of current conservation because the equation   
ݍఓߎఓఔ(ݍ) = 0 
is valid due to gauge invariance. 
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or as 
ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ ܣఓ ≅
1
ߨ ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ ൭
ߙ
15
+ ݎ௘ଶ ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ൱ ܣఓ
ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௝ഋೆ೐೓
 
Eq 121 
This is an effective Maxwell equation in the presence of linear vacuum polarization effects.  In this equation, one can 
recognize the Uehling vacuum polarization current density ݆ఓ௎௘௛is given by 
݆ఓ௎௘௛ =
1
ߨ ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ ൭
ߙ
15
+ ݎ௘ଶ ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ൱ ܣఓ 
 
3.3.1.1. Solutions, Uehling potential 
For the Coulomb case the original equation in the presence of charges: 
−∇ଶܸ = −4ߨߩ௙௥௘௘ 
is modified to 
−∇ଶܸ +
1
ߨ
∇ଶ ቀ
ߙ
15
− ݎ௘ଶ∇ଶቁ ܸ = −4ߨߩ௙௥௘௘  
Eq 122 
or 
−∇ଶܸ = −4ߨߩ௎௘௛௟௜௡௚ − 4ߨߩ௙௥௘௘ 
where the Uehling density is defined 
ߩ௎௘௛௟௜௡௚ = ∇ଶ
1
ߨ
ቀ
ߙ
15
− ݎ௘ଶ∇ଶቁ ܸ = ∇ ∙ ∇
1
ߨ
ቀ
ߙ
15
− ݎ௘ଶ∇ଶቁ ܸ 
This last expression allows us to identify a polarization density ௎ܲ௘௛௟௜௡௚ as 
ߩ௎௘௛௟௜௡௚ = ∇ ∙ ௎ܲ௘௛௟௜௡௚               →         ௎ܲ௘௛௟௜௡௚ = ∇
1
ߨ
ቀ
ߙ
15
− ݎ௘ଶ∇ଶቁ ܸ    
We can see that the polarization term is linear in the fields.  Now, Eq 122 can be rewritten as 
−∇ଶ ቆ1 −
1
ߨ
ቀ
ߙ
15
− ݎ௘ଶ∇ଶቁቇ ܸ = −4ߨߩ௙௥௘௘  
which allows to define a renormalized potential field ܸோ 
ܸோ = ൤1 −
1
ߨ
ቀ
ߙ
15
− ݎ௘ଶ∇ଶቁ൨ ܸ 
which follows the classical or original Coulomb equation 
−∇ଶܸோ = −4ߨߩ௙௥௘௘  
Eq 123 
and where the term 
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1
ߨ
ቀ
ߙ
15
− ݎ௘ଶ∇ଶቁ 
can be interpreted as a renormalization factor.  
3.3.1.1.1. Case 1: charge density given at a point  
The well known solution to Eq 123 when 
4ߨߩ௙௥௘௘ =  ߜ(ݎ) 
is 
ܸோ(ݎ) =
ݍ
ݎ
 
which implies 
1
ߨ
ቀ
ߙ
15
− ݎ௘ଶ∇ଶቁ ܸ =
ݍ
ݎ
 
The solution of this last equation for V   is the Uehling potential44.  From Greiner the solution for V is: 
ܸ(ݎ) ≅ −
ܼ݁
ݎ ൥
1 +
2ߙ
3ߨ ቆ
log
ߣ஼௢௠௣
ݎ
−
5
6
− ܥቇ൩            ݉ݎ ≪ 1 
ܸ(ݎ) ≅ −
ܼ݁
ݎ ቎
1 +
ߙ
4√ߨ
݁ିଶ௥ ఒ಴೚೘೛⁄
൫ݎ ߣ஼௢௠௣⁄ ൯
ଷ ଶ⁄ ቏            ݉ݎ ≫ 1 
In the short distance limit the charge responsible for this potential is given by (Greiner) 
ߩ௏௉ି (ݎ) ≅ ܼ݁
2ߙ
3ߨ
1
ߨ
1
ݎଷ
 
 
It is to remark that the polarization charge density starts being appreciably different from a zero at a distance of the 
order of the Compton wavelength from the center of the electron.  It is to note that both, the charge density and the 
potential fields diverge at the center of the electron.  But show something important, they might be the source of a 
soliton-like structure residing in the interior of the electron.  It is also important to remark that this problem has been 
treated historically on the basis of both, propagator techniques following Feynman in the 1950’s and of partial 
differential equations in space and time on the original papers of Uehling and Weisskopf in the 1930’s.  The origin of the 
description in terms of a propagator can be found in the 1930’s papers from Dirac and Heisenberg using the non-
diagonal density R matrix techniques. 
 
We see that the Uehling potential corresponds to a solution in the vicinity of a point charge, where the unmodified 
potential field would be ܸ = ௤
௥
.   
1
ߨ
ቀ
ߙ
15
− ݎ௘ଶ∇ଶቁ ܸ =
ݍ
ݎ
 
1
ߨ
ݎ௘ଶ∇ଶܸ = −
ݍ
ݎ
+
ߙ
15ߨ
ܸ 
ݎ௘ଶ∇ଶܸ = −
ߨ
ݎ௘ଶ
ݍ
ݎ
+
ߨ
ݎ௘ଶ
ߙ
15ߨ
ܸ 
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The Uehling potential has the following shape: 
 
 
Figure 13 
 
3.3.1.1.2. Case 2: Extended source: 
The Uehling potential corresponds to the vacuum polarization generated by a point-like charge source. For an extended 
finite source, one can find the vacuum polarization field by convolution of the original Uehling potential with the source 
charge density43.  For an electrostatic spherically symmetric source 
݆଴(ݎ) ≡ ߩ(ݎ) = −ܼ݁ℎ(ݎ) 
with ׬ ݀ଷݔℎ(ݎ) = 4ߨ ׬ ݀ݎ ଶℎ(ݎ)ஶ଴ = 1 
 
In the momentum or Fourier space, the convolution reduces to a multiplication: 
ܷ௏௉(ݔ) = න
݀ଷݍ
(2ߨ)ଷ
݁௜௤ሬԦ∙௫Ԧߎோ(−ݍଶ)
4ߨ
ݍଶ
ߩ෤(ݍԦ) 
ߩ෤(ݍԦ) = න ݀ଷݔ݁ି௜௤ሬԦ∙௫Ԧ ߩ(ݔԦ) 
after angular integration: 
ܷ௏௉(ݔ) =
2
ߨ
න ݀|ݍ|
sin|ݍ|ݎ
|ݍ|ݎ
ߎோ(−ݍଶ)
4ߨ
ݍଶ
ߩ෤(|ݍ|) 
Greiner43 calculates the Uehling potential for a source charge density described by the Fermi distribution function 
ߩ(ݎ) =
ߩ଴
1 + ݁(௥ିோ) ௖⁄
 
 
3.3.1.1.3. Case 3: null source: 
It is interesting to study the solution to the case in pure vacuum, where ߩ௎௘௛௟௜௡௚ = 0.  In this case the equation for the 
potential reads: 
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ߩ௎௘௛௟௜௡௚ = ∇ଶ
1
ߨ ቂ
ቀ
ߙ
15
− ݎ௘ଶ∇ଶቁ ܸቃᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
௏బ
=
1
ߨ
∇ଶ ଴ܸ = 0   
with a particular  solution  ଴ܸ = ܿ݋݊ݏݐܽ݊ݐ .  In particular, for ଴ܸ = 0 
ݎ௘ଶ∇ଶܸ =
ߙ
15
ܸ 
In spherical coordinates, assuming spherical symmetry the Laplacian is, 
∇௥ଶ=
1
ݎଶ
߲
߲ݎ
൬ݎଶ
߲ܸ
߲ݎ
൰  
and the equation reads 
1
ݎଶ
߲
߲ݎ ቆ
ݎଶ
߲ܸ(ݎ)
߲ݎ ቇ
= ܸܽ(ݎ) 
where  
ܽ =
ߙ
15ݎ௘ଶ
 
Following Wolframalpha.com the solution is 
ܸ(ݎ) =
ܿଵ݁ି√௔௥
ݎ
+
ܿଶ݁√௔௥
√ܽݎ
 
In this case we see that the vacuum would support, a divergent soliton-like structure, based solely on first order vacuum 
polarization.  The characteristic size of the soliton structure would be a few Compton wavelengths.  
 
 
3.3.2. Nonlinear vacuum polarization, Euler Heisenberg Lagrangian: 
We will consider the next order vacuum polarization effect, first analyzed by Heisenberg and Euler who expressed their 
result in terms of an effective Lagrangian expression in 193645.  The full Lagrangian for the electromagnetic field in the 
presence of vacuum polarization found by Euler and Heisenberg is given by43 : 
ℒ = ℒ଴ + ℒᇱ 
where ℒ଴ is the  free-field Lagrangian we have seen previously: 
ℒ଴ =
1
8ߨ
(ܧଶ − ܤଶ) 
and ℒᇱ is given by: 
ℒᇱ൫ܤሬԦ ∥ ܧሬԦ൯ =
݉ସ
8ߨଶ
න ݀ߟ
݁ିఎ
ߟଷ ൤
−ܧ෨ߟ cot ܧ෨ߟ ܤ෨ߟ cot ܤ෨ߟ + 1 −
1
3 ൫
ܧ෨ଶ − ܤ෨ ଶ൯ߟଶ൨
ஶ
଴
 
where 
ܤ෨ =
ܤ
ܤ௖௥
=
|݁|
݉ଶ
ܤ         ܤ௖௥ =
݉ଶ
|݁|
=
݉ଶܿଷ
|݁|ℏ
= 4.4 × 10ଵଷ ܩܽݑݏݏ = 4.4 × 10ଽ ܶ݁ݏ݈ܽ 
ܧ෨ =
ܧ
ܧ௖௥
=
|݁|
݉ଶ
ܧ 
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For weak fields the first powers expansion in the fields is 
ℒᇱ൫ܤሬԦ ∥ ܧሬԦ൯ =
1
8ߨ
݁ସ
45ߨ݉ସ ቂ
(ܤଶ − ܧଶ)ଶ + 7൫ܧሬԦ ∙ ܤሬԦ൯
ଶ
ቃ 
As we can see this expression is provided as a function of the fields ܧሬԦ and ܤሬԦ.  This Lagrangian readily corresponds to the 
dipole representation where the Lagrangian is given by46 the multipole form or the Power Zienau Wooley 
transformation: 
ܮ = ෍
݉ఈݎԦሶఈଶ
2
ఈ
− ෍
ݍఈݍఉ
4ߨߝ଴หݎԦఈ − ݎԦఉหఈழఉ
− ෍ ߝ஼௢௨௟ఈ
ఈ
+
ߝ଴
2
න ݀ଷݎൣܧሬԦୄଶ − ܿଶܤሬԦଶ൧ + න ݀ଷݎܯሬሬԦ ∙ ܤሬԦ + න ݀ଷݎ ሬܲԦ ∙ ܧሬԦୄ 
where we can see that the Heisenberg-Euler Lagrangian can be interpreted as providing the last two terms in the 
previous expression.  These terms are describing the interaction of the  ܧሬԦ and ܤሬԦ fields with effective polarization and 
magnetization fields. 
We recall here that the original purpose of the Lagrangian in classical physics 
ܮ = න ݀ଷݎ ℒ൫ܣ௝, ܣሶ௝, ߲௜ܣ௝ ൯ 
is to provide a basic expression from which the equations of motion, in this case the Maxwell equations, could be 
deduced by using the Lagrange equations 
݀
݀ݐ
߲ℒ
߲ܣሶ௝
=
߲ℒ
߲ܣ௝
− ෍  ߲௜
߲ℒ
߲൫߲௜ܣ௝൯௜ୀ௫,௬,௭
 
This can be done when the Lagrangian is expressed, not as a function of the ܧሬԦ and ܤሬԦ  fields, but as a function of the 
electromagnetic potentials ܣԦ and ܸ.  Such a Lagrangian is called the standard Lagrangian which in terms of the 
potentials reads 
ℒ = ൬ቀܣԦሶ + ∇ሬԦܸቁ
ଶ
− ܿଶ൫∇ሬԦ × ܣԦ൯
ଶ
൰ 
From this Lagrangian one can derive the equations for the potentials in Coulomb gauge.  To derive the equations in the 
Lorentz gauge a different version of the Lagrangian is used: 
ℒோ =
ߝ଴
2 ቎
ܣԦሶଶ − ቆ
ሶܸ
ܿଶቇ
ଶ
− ܿଶ ෍൫߲௜ܣ௝൯
ଶ
௜௝
+ ൫∇ሬԦܸ൯
૛
቏ 
But in all cases one has to write the Lagrangian in terms of the potentials and its first derivatives in order to derive the 
correct equations of motion via the Lagrange equations.   The reason for that is because the Lagrangian originally was 
defined as the difference between the kinetic and potential energies of the system.  The kinetic energy was associated 
with the time and spatial derivatives of the fields, and the potential energy as a function of the field themselves.  But in 
the Heisenberg-Euler Lagrangian, the potential energy is given as a function of the potential field derivatives, and 
therefore the sign of the terms obtained from the Lagrangian may not provide the right sign for the different terms in 
the wave equations. We can identify therefore two issues with the Euler-Heisenberg Lagrangian when trying to derive 
the wave equations or equations of motion for the fields:  the Lagrangian is written in terms of the dipole formalism, and 
the sign of the different terms in the derived differential equation are not clear.  The safest way to obtain the effective 
Maxwell equations is to identify the electric and magnetic dipoles from the Lagrangian expressions, and from there by 
using Eq 114 write the traditional Maxwell equations including the expressions for the polarization charges and currents.  
Following this approach, Jackson47 identifies the first polarization terms as: 
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ሬܲԦாு =
݁ܩ4 ℏ
45ߨ݉4ܿ7
(ܧଶ − ܿଶܤଶ)ܧሬԦ + ⋯ = −
݁ܩ4 ℏ
45ߨ݉4ܿ7 ൬ቀܣ
Ԧሶ + ∇ሬԦܸቁ
ଶ
− ܿଶ൫∇ሬԦ × ܣԦ൯
ଶ
൰ ቀܣԦሶ + ∇ሬԦܸቁ + ⋯ 
ܯሬሬԦாு = −
݁ܩ4 ℏ
45ߨ݉4ܿ7
(ܧଶ − ܿଶܤଶ)ܤሬԦ + ⋯ = −
݁ܩ4 ℏ
45ߨ݉4ܿ7 ൬ቀܣ
Ԧሶ + ∇ሬԦܸቁ
ଶ
− ܿଶ൫∇ሬԦ × ܣԦ൯
ଶ
൰ ൫∇ሬԦ × ܣԦ൯ + ⋯ 
Eq 124 
With the identifications 
ߙ =
݁ଶ
4ߨ߳଴ℏܿ
,         ݎ௘ =
݁ଶ
4ߨ߳଴݉ܿଶ
,         ܧ௖௟ =
݁
4ߨ߳଴ݎ௘ଶ
,         
we can write 
݁ீସℏ
45ߨ݉ସܿ଻
2ܧଶ  =
2
45ߨ
1
ߙᇣᇤᇥ
1.938
ܧଶ
ܧ௖௟ଶ
≅
2
ܧ௖௟ଶ
ܧଶ 
From these exprssions we can obtain the approximated charge and current densities as 
ߩாு = ∇ሬԦ ∙ ቈ
2
ܧ݈ܿ2
(ܧଶ − ܿଶܤଶ)ܧሬԦ቉ = ∇ሬԦ ∙ ቈ
2
ܧ݈ܿ2
൬ቀܣԦሶ + ∇ሬԦܸቁ
ଶ
− ܿଶ൫∇ሬԦ × ܣԦ൯
ଶ
൰ ቀܣԦሶ + ∇ሬԦܸቁ቉ 
ଔԦఓ,ாு = −
߲ ቈ 2
ܧ݈ܿ2
(ܧଶ − ܿଶܤଶ)ܧሬԦ቉
߲ݐ
− ∇ሬԦ × ቈ
2
ܧ݈ܿ2
(ܧଶ − ܿଶܤଶ)ܤሬԦ቉ 
= −
߲ ቈ 2
ܧ݈ܿ2
൬ቀܣԦሶ + ∇ሬԦܸቁ
ଶ
− ܿଶ൫∇ሬԦ × ܣԦ൯
ଶ
൰ ቀܣԦሶ + ∇ሬԦܸቁ቉
߲ݐ
− ∇ሬԦ × ቈ
2
ܧ݈ܿ2
൬ቀܣԦሶ + ∇ሬԦܸቁ
ଶ
− ܿଶ൫∇ሬԦ × ܣԦ൯
ଶ
൰ ൫∇ሬԦ × ܣԦ൯቉ 
In ‘Appendix 3.1. Relative weight of the different terms.’ we show that for fields moving with a speed close to the speed 
of light in vacuum, the right hand side terms of Eq 115 and Eq 116 are negligible in front of the left hand side.  This 
doesn’t mean that the vacuum polarization doesn’t play any role in those equations, because they are still present in the 
definition of the fields ܦሬԦ and ܤሬԦ. 
As noted by Jackson47, these polarization effects are apparent at distances of the order of the classical electron radius, 
which are in contrast with the Uehling polarization which was important at distances of the order of the Compton 
wavelength. 
 
3.3.2.1. Self-trapping solutions. 
The system of equations Eq 115 and Eq 116 was considered by Marin Soljacic and Mordechai Segev48, in the presence of 
the Euler-Heisenberg vacuum polarizations and were able to show that these equations admit soliton solutions in plane 
wave geometry.  This was achieved by reducing them, under specific boundary conditions, to the nonlinear Schrödinger 
equation.  For an alternative derivation of the field equations see also the work by Radozyki49. 
3.3.2.2. Special solution for the divergence of D 
We can see that the equation for the divergence of D in the absence of magnetic fileds reduced to 
∇ሬԦ ∙ ܦሬԦ = ∇ሬԦ ∙ ൫ܧሬԦ + 4ߨ ሬܲԦ൯ = ∇ሬԦ ∙ ቆܧሬԦ + 2
2
ܧ݈ܿ2
ܧଶܧሬԦቇ = 0    
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This is the same as the differential equation followed by a dielectric in the presence of a nonlinear polarization.  In fact, 
this equation corresponds to a dielectric where the tensor ܦሬԦ and the electric field ܧሬԦ are related through 
ܦሬԦ = (1 + ܧଶ)ܧሬԦ 
In the absence of free charges the solution to the Maxwell equation is 
∇ሬԦ ∙ ܦሬԦ = 0            → ܦሬԦ ≈
1
ݎଶ
 
In the limit for 1 ≪ ܧଶ , E scales as  
ܧሬԦ ≈
1
ݎଶ ଷൗ
 
Which diverges, but its energy content remains finite.  In fact, from Wolfram.com we get for the inversion of the 
dielectric constant ܦ(ܧ) = ܧ + ܧଷ to the electric field ܧሬԦ: 
ܧ(ܦ) =
ට23
య
ඥ√3√27ܦଶ + 4 − 9ܦ
య −
ඥ√3√27ܦଶ + 4 − 9ܦ
య
√2య 3ଶ ଷ⁄
 
Eq 125 
In the limit for ݎ → 0 we can see that Eq 125 scales as  
ܧሬԦ ≈
1
ݎଶ ଷൗ
 
as expected.  It is assumed that the introduction of higher order nonlinear terms in the wave equation will prevent the 
divergences and provide a relationship between energy and mass. 
3.4. Vacuum solitons 
At this point we will consider the effects of having both vacuum polarization current terms together.  We will see that by 
the simultaneous consideration of the Uehling and the Euler-Heisenberg terms, the effective Maxwell’s equations for 
the electromagnetic fields leads to the so called non-linear Klein Gordon equation, which admits numerical soliton 
solutions in spherical geometry.  The solutions we find in this section can also be applied to non-abelian fields, and to 
the Yang–Mills and Mass Gap Millennium Problem.  In particular we find new types of soliton-particles moving at a 
speed virtually equal to the speed of light that can resolve the wave-particle paradox for the electromagnetic field. 
The free-field Lagrangian for the original Maxwell equations is: 
ℒ଴ =
1
8ߨ
(ܧଶ − ܤଶ) = −
1
4
ܨఓఔଶ  
where  
ܨఓఔ = ఓ߲ܣఔ − ߲ఔܣఓ 
 
The Uehling and Euler Heisenberg vacuum polarization effects have been expressed in terms of effective Lagrangians50 : 
ℒ௘௙௙ = −
1
4
ܨఓఔଶ + ℒ௎ + ℒாு + ⋯ 
where  
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ℒ௎ =
ߙ
60ߨ݉ଶ
ܨఓఔ⧠ܨఓఔ;        ܨఓఔ = ఓ߲ܣఔ − ߲ఔܣఓ;              ⧠ ≡ ఓ߲߲ఓ 
with ߙ = ௘
మ
ସగ
 is the fine structure constant, and  
ℒாு =
2ߙଶ
45݉ସ ቂ
(ܧଶ − ܤଶ)ଶ + 7൫ܧሬԦ ∙ ܤሬԦ൯
ଶ
ቃ =
ߙଶ
90݉ସ ൤൫
ܨఓఔܨఓఔ൯
ଶ +
7
4 ൫
ܨఓఔܨ෨ఓఔ൯
ଶ൨ 
It is traditionally argued that this type of equations and Lagrangian for space-time classical-type fields are deprived of 
any physical meaning other than an “effective” academic exercise, the real meaningful objects in the theory being ‘field 
operators’.  On the contrary we argue that using these equations and applying them to classical fields is as valid as 
solving the Schrödinger equations for the hydrogen atom in first quantization.  The only missing parts in the properties 
of the atomic hydrogen when described by first quantization calculations are just very fine details (like the Lamb shift), 
which can be properly taken into account by including radiation reaction effects in the Schrödinger description.  
Additionally well-known interpretational problems present in the solution of the hydrogen atom in the frame of 
quantum electrodynamics are totally absent when using first quantization.  Our purpose is to solve the system of 
equations derived from these generalized Lagrangians.   It is however more clear to start with the expression for the 
generalized current densities.   
In the absence of free sources, the potential field equations can be written as: 
ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ ܣఓ = 4ߨ݆ఓ,௎௘௛௟௜௡௚ + 4ߨ݆ఓ,ாு 
ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ ܸ = 4ߨߩ௎௘ + 4ߨߩாு 
 
Taking the time derivative of the first equation, and the gradient of the second we find that the equation followed by 
the electric field ܧሬԦ is : 
ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ ܧሬԦ
= −
1
ߨ ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ ቌ
ߙ
15
+ ݎ௘ଶ ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ −
2ߨ
ܧ݈ܿ2
(ܧଶ − ܿଶܤଶ)ቍ ܧሬԦ +
߲∇ሬԦ × ቈ 2
ܧ݈ܿ2
(ܧଶ − ܿଶܤଶ)ܤሬԦ቉
߲ݐ
− ∇ሬԦ
× ∇ሬԦ × ቈ
2
ܧ݈ܿ2
(ܧଶ − ܿଶܤଶ)ܧሬԦ቉ 
Eq 126 
which is the same, after discarding the Uehling terms, as the equations given in the paper by Mordechai Segev48.  Noting 
that we have shown in ‘Appendix 3.1. Relative weight of the different terms.’ that when the solution is moving with a 
speed close to the speed of light the last two terms are negligible, 
߲∇ × ൣ(ܧଶ − ܿଶܤଶ)ܤሬԦ൧
߲ݐ
− ∇ × ∇ × ൣ(ܧଶ − ܿଶܤଶ)ܧሬԦ൧
୴→௖
ሳልሰ 0 
we can write the equation in the absence of free charges as 
ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ ቈቀ1 +
ߙ
15ߨ
ቁ +
ݎ௘ଶ
ߨ ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ −
2
ܧ݈ܿ2
(ܧଶ − ܿଶܤଶ)቉ ܧሬԦ = 0 
Eq 127 
with a particular solution  
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ቈቀ1 +
ߙ
15ߨ
ቁ +
ݎ௘ଶ
ߨ ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ −
2
ܧ݈ܿ2
(ܧଶ − ܿଶܤଶ)቉ ܧሬԦ = 0 
Eq 128 
The ఈ
ଵହగ
 term can be understood as a renormalization of the electric field and the electric charge.  In the Section ‘Solitons 
motion and the speed of light’ below we discuss the speed of motion achievable by soliton solutions to Eq 128.  There 
we find that the soliton speed can be extremely close but never equal to the nominal speed of light in vacuum ‘c’.  
Therefore, solutions to Eq 128 can be found initially in a frame at rest, and then Lorentz-transformed to the required 
moving frame. For a stationary solution in a frame at rest we have to solve 
ቈቀ1 +
ߙ
15ߨ
ቁ −
ݎ௘ଶ
ߨ
∇௥௘௦௧ଶ −
2
ܧ݈ܿ2
ܧ௥௘௦௧ଶ ቉ ܧሬԦ௥௘௦௧ = 0 
Eq 129 
Once we have solved Eq 129 in the rest frame we can obtain the solution in a moving frame by using the Lorentz 
transformations.  Practically the transformations ‘flatten’ the solution profile in the direction of motion. One can 
observe that the energy content of the moving profile is larger than the energy content of the solution in the rest frame.   
 
3.4.1. Plane geometry solution 
Consider here the time independent case in the absence of magnetic fields.  The Eq 129 reduces to 
ݎ௘ଶ
ߨ
∇ଶܧ = ቀ1 +
ߙ
15ߨ
ቁ ܧ −
2
ܧ݈ܿ2
ܧଷ 
Eq 130 
with a constant solution in plane geometry ∇ଶܧ = 0 at  
ቀ1 +
ߙ
15ߨ
ቁ ܧ =
2
ܧ݈ܿ2
ܧଷ 
which is fulfilled at  ܧ = ܾܧ௖௥௜௧௜௖௔௟ .  We see that a primary effect of this term is that the nonlinear polarization imposes 
an upper limit at the critical value for the fields.  This value can in principle be achieved at any distance from the center 
of the solution.  We observe that this equation cannot be obtained by the Uehling or the Euler Heisenberg equations 
separated.  One has to write both terms and solve for both terms simultaneously to find this solution. 
 
3.4.2. Spherical symmetry, longitudinal solutions 
We have considered time independent solutions in the absence of sources.  This case corresponds to  
ߩ௘௫௧ = 0;         ܬ = 0 
We have calculated two types of solitons using spherical symmetry (ݎ, ߠ, ߶): 
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ܧሬԦ(ݎԦ) = ̂ݎหܧሬԦห(|ݎԦ|) = ̂ݎܧ(ݎ) 
We verify that the Laplacian reads 
∇ଶܧሬԦ = ∇ሬԦ ∙ ൫∇ሬԦܧሬԦ൯ = ̂ݎ ∙
1
ݎଶ
߲
߲ݎ
൭ݎଶ̂ݎ
߲
߲ݎ
̂ݎܧ(ݎ)൱ = ̂ݎ
1
ݎଶ
߲
߲ݎ
൭ݎଶ
߲
߲ݎ
ܧ(ݎ)൱ = ̂ݎ∇ଶܧ(ݎ) 
 
This solution doesn’t need of any external source.  Typically this source will extend to a size of the classical radius and a 
maximum field of E critical.   
 
We have solved numerically the equations for this case. This solution is possible only when the gradient of the electric 
field at the center of symmetry is null, and as a result the energy content of the solution is quantized.  We find the 
profiles shown in Figure 14 and Figure 15. 
 
 
 
Figure 14 
 
The mass parameter in each curve is given by 
ܧ1: 10଴             ܧ2: 10ଵ                ܧ3: 10ଶ 
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in dimensionless units.  The physical application of this solution is not clear because the electric field has a discontinuity 
at the origin; even when its magnitude is constant, its direction points radially outwards.  The effective charge density 
for these profiles is given by 
ߩ௘௙௙௘௖௧௜௩௘ ≅ ∇ሬԦ ∙ ܧሬԦ =
1
ݎଶ
߲
߲ݎ ൫
ݎଶܧ(ݎ)൯ =
1
ݎଶ
൬2ݎܧ + ݎଶ
߲ܧ
߲ݎ
൰ = ൬
2
ݎ
ܧ +
߲ܧ
߲ݎ
൰ 
and from the numerical integration we find 
߲ܧ
߲ݎ
→ณ
௥→଴
0             
2
ݎ
ܧ ≈
2
ݎ
→ณ
௥→଴
  ∞ 
Is there any relationship between the finite longitudinal field and the neutrino? 
 
 
Figure 15 
 
3.4.3. Spherical symmetry, transverse solutions 
 
In this Section we consider transverse solutions to the Eq 127.  We find solutions that correspond to a new type of 
soliton-particles moving at a speed virtually equal to the speed of light.  These solutions are candidates to resolve the 
wave-particle paradox for the electromagnetic field.  We decompose the electromagnetic fields into an ‘internal’ and an 
‘external’ components following de Broglie’s original ‘double solution’ model, and obtain a set of three equations, one 
for the external field, one for the internal field and one providing the ‘guiding condition’.  Nonlinearities can be confined 
to the internal equation.  The division into the three equations is not unique, and can give rise to solitons following an 
external equation identical with the linear massless Maxwell equations, or to a massive equation similar to the linear 
Proca equation. Finally the internal solution remains non-linear and generate soliton-like structures. 
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Which solution is realized will be determined by the fulfillment of energy-momentum conservation for the entire system 
through entanglement. A variable mass can be interpreted as a relativistic scalar potential field. Entanglement can then 
generate a quantum potential acting on the photon. 
 
3.4.3.1. Null source. Soliton solutions-photons, de Broglie hypothesis 
 
To simplify notation we write Eq 128 it as 
݀∇ଶܧሬԦ = ݀
1
ܿଶ
∂ଶܧሬԦ
߲ݐଶ
+ ܾܧሬԦ − ܽ(ܧଶ − ܿଶܤଶ)ܧሬԦ 
Eq 131 
At this point we are going to use de Broglie hypothesis that the field can be expressed as the product of an ‘internal’ 
field ܧ௜  and an ‘external’ field ܧሬԦ௘ : 
ܧሬԦ = ܧሬԦ௘ܧ௜,        ܤሬԦ = ܤሬԦ௘ܤ௜ 
The internal functions are scalars, the external functions keep the vector character of the fields.  Replacing this 
expression into Eq 131 and taking into account that 
∇ଶܧሬԦ = ∇ଶܧ௜ܧሬԦ௘ + ܧ௜∇ଶܧሬԦ௘ + 2∇ܧ௜ ∙ ∇ܧሬԦ௘ 
߲ଶܧሬԦ
߲ݐଶ
=
߲ଶܧ௜
߲ݐଶ
ܧሬԦ௘ +
߲ଶܧሬԦ௘
߲ݐଶ
ܧ௜ + 2
߲ܧ௜
߲ݐ
߲ܧሬԦ௘
߲ݐ
 
we obtain the following equation: 
݀൫∇ଶܧ௜ܧሬԦ௘ + ܧ௜∇ଶܧሬԦ௘ + 2∇ܧ௜ ∙ ∇ܧሬԦ௘൯ = ݀
1
ܿଶ ቆ
߲ଶܧ௜
߲ݐଶ
ܧሬԦ௘ +
߲ଶܧሬԦ௘
߲ݐଶ
ܧ௜ + 2
߲ܧ௜
߲ݐ
߲ܧሬԦ௘
߲ݐ ቇ
+ ܾܧሬԦ௘ܧ௜ − ܽ(ܧଶ − ܿଶܤଶ)ܧሬԦ௘ܧ௜ 
Eq 132 
To simplify the analysis we assume that ܧ௜(ݎ, ݐ) is a real function, and ܧሬԦ௘(ݎ, ݐ) is an energy eigenstate, this means 
ܧሬԦ௘(ݎ, ݐ) = ܧሬԦ௘,ଵ(ݎ)݁ି௜൫௞
ሬԦ (௥)∙௥Ԧିఠ௧൯, with ܧሬԦ௘,ଵ(ݎ) a real function, then 
߲ܧሬԦ௘
߲ݐ
= ݅߱ܧሬԦ௘(ݎ, ݐ) 
∇ܧ௘ = −݅൫ሬ݇Ԧ(ݎ) + ∇ሬ݇Ԧ(ݎ) ∙ ݎԦ൯ܧ௘(ݎ, ݐ) + ∇ܧ௘,ଵ(ݎ)݁ି௜൫௞
ሬԦ (௥)∙௥Ԧିఠ௧൯ == ൦− ݅൫ሬ݇Ԧ(ݎ) + ∇ሬ݇Ԧ(ݎ) ∙ ݎԦ൯ᇣᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇥ
௜௠௔௚௜௡௔௥௬
+
∇ܧ௘,ଵ(ݎ)
ܧ௘,ଵ(ݎ)ᇣᇧᇤᇧᇥ
௥௘௔௟
൪ ܧ௘(ݎ, ݐ)
≡ ݅∇ܧ௘ூ௠ + ∇ܧ௘ோ௘ 
We also assume that ܧ௜(ݎ, ݐ) behaves as a soliton, namely that 
ܧ௜(ݎ, ݐ) = ܧ௜଴(ݎ௜, ݐ) 
ݎ௜ = ݎ − ݎଵ(ݐ)                 
݀ݎଵ
݀ݐ
= v 
therefore 
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∇௥ܧ௜ = ∇௥೔ܧ௜
଴ 
߲ܧ௜
߲ݐ
= ∇௥೔ܧ௜
଴ ∙ v +
߲ܧ௜଴
߲ݐ
 
We will assume that 
డா೔
బ
డ௧
 can be neglected in front of ∇௥೔ܧ௜
଴ ∙ v.  Assuming ܧ௘(ݎ, ݐ) is a monochromatic field, that is 
ܧ௘(ݎ, ݐ) = ܧ௘,ଵ(ݎ)݁ି௜(ఝ(௥)ିఠ௧), with ܧ௘,ଵ(ݎ) a real function, then 
߲ܧ௘
߲ݐ
= ݅߱ܧ௘ 
and 
∇ܧ௘ூ௠ = −∇ሬԦ߮(ݎ)ܧ௘(ݎ, ݐ)  
In the case of a plane wave ߮(ݎ) = ሬ݇Ԧ ∙ ݎԦ  and ∇ሬԦ߮ = ሬ݇Ԧ.  In the general case the guiding condition becomes 
vሬԦ௦௢௟௜௧௢௡ = ܿଶ
∇ܧ௘ூ௠
߲ܧ௘
߲ݐ
 
or 
vሬԦ௦௢௟௜௧௢௡ =
ܿଶ
߱
∇ሬԦ߮ = ܿ
∇ሬԦ߮
݇
 
Eq 133 
We consider next different ways to solve Eq 132. 
3.5. Massless Photons  
The first case we consider is by writing Eq 131 in the form 
݀ ቆܧ௜∇ଶܧ௘ −
1
ܿଶ
߲ଶܧ௘
߲ݐଶ
ܧ௜ቇ + ݀ ൮2∇ܧ௜ ∙ [∇ܧ௘ூ௠ + ∇ܧ௘ோ௘] − 2
1
ܿଶ
߲ܧ௜
߲ݐ
߲ܧ௘
߲ݐต
௜௠௔௚௜௡௔௥௬
൲
+ ቆ݀ ቆ∇ଶܧ௜ܧ௘ −
1
ܿଶ
߲ଶܧ௜
߲ݐଶ
ܧ௘ቇ − ܾܧ௘ܧ௜ + ܽ(ܧଶ − ܿଶܤଶ)ܧ௘ܧ௜ቇ = 0 
or equivalently 
݀ܧ௜ ቆ∇ଶܧ௘ −
1
ܿଶ
߲ଶܧ௘
߲ݐଶ ቇ
+ ݀ ൬2∇ܧ௜ ∙ ∇ܧ௘ூ௠ − 2
1
ܿଶ
߲ܧ௜
߲ݐ
߲ܧ௘
߲ݐ
൰
+ ܧ௘ ቆ݀ ቆ∇ଶܧ௜ −
1
ܿଶ
߲ଶܧ௜
߲ݐଶ ቇ
− ܾܧ௜ + ܽ(ܧଶ − ܿଶܤଶ)ܧ௜ + 2∇ܧ௜ ∙
∇ܧ௘ோ௘
ܧ௘
ቇ = 0 
 
which shows that the equation can be split into three parts: 
 
1. The usual linear Maxwell wave equation: 
∇ଶܧ௘ =
1
ܿଶ
߲ଶܧ௘
߲ݐଶ
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that can be solved using the real boundary conditions for the field and choosing a normalization equal to 1.  If 
the field is expressed in Cartesian coordinates, as we assume, this equation is fulfilled for each component 
independently.   
 
2. The so called ‘guiding condition’ joining the motion of the inner solution or soliton to the gradient of the 
external solution, and therefore to the boundary conditions: 
2∇ܧ௜ ∙ ∇ܧ௘ூ௠ = 2
1
ܿଶ
߲ܧ௜
߲ݐ
߲ܧ௘
߲ݐ
 
∇ܧ௜ ∙ ൫ሬ݇Ԧ(ݎ) + ∇ሬ݇Ԧ(ݎ) ∙ ݎԦ൯ܧ௘(ݎ, ݐ) =
1
ܿଶ ቆ
∇௥೔ܧ௜
଴ ∙ v +
߲ܧ௜଴
߲ݐ ቇ
݅߱ܧ௘(ݎ, ݐ) 
∇௥೔ܧ௜
଴ ∙ ൫ሬ݇Ԧ(ݎ) + ∇ሬ݇Ԧ(ݎ) ∙ ݎԦ൯ =
1
ܿଶ ቆ
∇௥೔ܧ௜
଴ ∙ v +
߲ܧ௜଴
߲ݐ ቇ
߱ →
ە
۔
ۓ ∇௥೔ܧ௜
଴ ∙ ሬ݇Ԧ(ݎ) =
1
ܿଶ
∇௥೔ܧ௜
଴ ∙ v߱
∇௥೔ܧ௜
଴ ∙ ∇ሬ݇Ԧ(ݎ) ∙ ݎԦ =
1
ܿଶ
߲ܧ௜଴
߲ݐ
߱ ≈ 0
 
→    ሬ݇Ԧ(ݎ) =
1
ܿଶ
vሬԦ߱        vሬԦ = ܿ ෠݇(ݎ) 
which as shown by de Broglie, provides the motion of the soliton.  
 In most macroscopic cases ∇ܧ௘ோ௘ ≪ ∇ܧ௘ூ௠ and one can simply replace ∇ܧ௘ூ௠~∇ܧ௘ , ∇ܧ௘ோ௘~0.  For a plane wave 
this expression is exact. 
 
3. The inner equation, 
݀∇ଶܧ௜ = ݀
1
ܿଶ
߲ଶܧ௜
߲ݐଶ
+ ܾܧ௜ − ܽ(ܧଶ − ܿଶܤଶ)ܧ௜ + ቆ2
∇ܧ௜
ܧ௜
∙
∇ܧ௘ோ௘
ܧ௘
ቇ ܧ௜  
From this equation we can see that 2 ∇ா೔
ா೔
∙ ∇ா೐
ೃ೐
ா೐
 plays a roll analogous to an external potential energy that will 
modify the shape of the solution according to the variations of the external field.  
 
The last equation is the nonlinear Klein Gordon equation which has the spherical soliton solution with any desired 
energy content less than the electron mass as we will see shortly.  In the absence of external real sources, the solution 
for this equation will provide a photon soliton.  The shape of these photon solitons is characterized by a typical length, 
provided by the classical electron radius, where the Heisenberg Euler effects become appreciable limiting the maximum 
strength of the electric and magnetic fields to its critical values.   The second equation is always the same and 
determines the guidance condition.  Different models for the trajectories of photon particles have been studied over 
time by many authors51.  Finally the first equation define a massless dispersion relation.  
 
3.5.1. Numerical Integration 
If these external effective forces provided by 2 ∇ா೔
ா೔
∙ ∇ா೐
ೃ೐
ா೐
 can be neglected, this equation can be solved numerically for 
the frame where the system is at rest using Eq 130 
ݎ௘ଶ
ߨ
∇ଶܧ = ܧ −
2
ܧ݈ܿ2
ܧଷ 
Eq 134 
where we neglected the term ఈ
ଵହగ
 in front of 1.  Measuring the electric amplitude in units of  
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ܧ௕ =
1
√2
ܧ௖௟ ≅ 0.71ܧ௖௟ 
and distances in units of  
ݎ௕ = ݎ௘
1
√ߨ
≅ 0.56ݎ௘ 
we can bring ௥೐
మ
గ
∇ଶܧ = ܧ − 2
ܧ݈ܿ
2 ܧଷ 
Eq 134 into the dimensionless and normalized form: 
 
∇ଶܧ෨ = ܧ෨ − ܧ෨ଷ 
Eq 135 
where ܧ = ܧ௕ܧ෨(̃ݎ),     ݎ = ݎ௕̃ݎ ,    
We have solved numerically Eq 135 in spherical coordinates.  With these units the energy can be written as 
ߝ = ߝ௕ߝ̃ 
where 
ߝ௕ = ܧ௕ଶݎ௕ଷ = 0.089݉ܿଶ 
We have considered the specific case of a transverse wave where the external electric field ܧሬԦ௘ points in the z-direction, 
and where the internal field ܧ௜has spherical symmetry as follows: 
ܧሬԦ(ݎԦ) = ෠݇หܧሬԦห(|ݎԦ|) = ෠݇ܧ(ݎ) 
as shown in the next figure: 
 
We verify that in this case the Laplacian reads 
∇ଶܧሬԦ = ෠݇
1
ݎଶ
߲
߲ݎ
൬ݎଶ
߲ܧ
߲ݎ
൰ = ෠݇
1
ݎଶ ቆ
2ݎ
߲ܧ
߲ݎ
+ ݎଶ
߲ଶܧ
߲ݎଶ ቇ
= ෠݇ ቆ
2
ݎ
߲ܧ
߲ݎ
+
߲ଶܧ
߲ݎଶ ቇ
 
We solved numerically this case, the electric field at the center of symmetry can be different from null.  The energy 
content of the soliton can be arbitrary.  The profiles we find are shown in Figure 16 where we  
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Figure 16 
plot the value of ܧ and the magnitude of the derivative of the field ቚడா
డ௥
ቚ = − డா
డ௥
  because the field gradient is negative. 
 
The effective charge density for these profiles is given by 
ߩ௘௙௙௘௖௧௜௩௘ ≅ ∇ሬԦ ∙ ܧሬԦ =
߲ܧ௭
߲ݖ
 
and from the numerical integration we find 
߲ܧ௭
߲ݖ
→ณ
௭→଴
0         
changing sign with inversion of the z axis.  When we calculate the values of the fields, energies and distances of the 
above solutions we find the values shown in Figure 17, where the units are electron mass  
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Figure 17 
for energy, Classical Electron Radius for distance, and critical electric field for the electrical field amplitude.  Here we can 
see that the photon energy scales linearly with the radius of the soliton.  For a soliton with energy equal to 1 electron 
mass we find a radius of approximately 1 classical electron radius and a central electric field close to 10 times the critical 
electric field value.  A photon with an energy of about ܧ = 1 × 10ିହ݉ܿଶ corresponding to about 5 eV in the visible 
spectrum, has a radius of the order of ݎ ≈ 1 × 10ିହ ݎ௘, where ݎ௘ is the classical electron radius.  Here we have used for 
the energy content of the soliton the classical expression 
ܷ = න
ߝ଴ܧଶ
2
݀ݎଷ 
This assumption needs some future analysis. 
We can see how the solutions to Eq 135 plotted in Figure 16 really approach a self-similar character as the amplitude of 
the electric field E grows higher that the electron critical field ܧ௖௟.  Eq 135 is written taking the electric field in units of 
ܧ௖௟  and distances in units of ݎ௘.  When the electric field amplitude is much larger than ܧ௖௟  the linear term in Eq 135 can 
be neglected in front of ܧ෨ଷ.  In this case Eq 135 reduces to 
∇ଶܧ෨ = −ܧ෨ଷ 
The last equation in spherical coordinates reads 
2
ݎ
߲ܧ෨
߲ݎ
+
߲ଶܧ෨
߲ݎଶ
+ ܧ෨ଷ = 0 
a trial solution of the form  
ܧ෨ = ܽ + ܾݎ + ܿݎଶ + ݀ݎଷ + ݁ݎସ 
for ݎ ≪ 1 provides the following values for the coefficients, taking ܽ an arbitrary value: 
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ܾ = 0, ܿ = −
ܽଷ
6
, ݀ = 0, ݁ =
ܽହ
40
 , 
and for the field and its derivative 
ܧ෨ = ܽ −
ܽଷ
6
ݎଶ +
ܽହ
40
ݎସ 
߲ܧ෨
߲ݎ
= −
ܽଷ
3
ݎ +
ܽହ
10
ݎଷ 
in good agreement with the numerical simulations. 
3.5.2. Self-similarity 
Once a solution is found, the same ‘profile’ will be a solution when distances are scaled by a dimensionless factor ߙ and 
simultaneously the electric field amplitude is scaled by a factor 1 ߙ⁄ .  This is a self-similar solution.  The energy in that 
case will scale as  ߝ ∝ ܧଶݎଷ ∝ ߙ the same as the distance.  Smaller solitons have smaller energy.  In this case the role of 
the linear term will be merely to add a very low amplitude, exponentially decaying tail with dimensions of the classical 
electron radius.  This tail will have an extremely small fraction of the total soliton energy content.  
The transverse finite soliton can have any amplitude and energy.  Transverse polarization solitons or photons can exist in 
vacuum; can we identify the soliton solution represented in Figure 16 as the photon-particle resolving the wave – 
particle duality for the electromagnetic fields? 
 
We remark very strongly that we are not developing new physics here.  We are only performing calculations based in 
the very same equations the full theory of QED has always utilized.  The fact that nobody apparently has calculated this 
is simply because, when learning QED, this matters appear to the student as fully understood, and that nothing new can 
possibly be learned from here. It is our opinion that that feeling is wrong.   
 
3.5.3. Guiding condition and Poynting vector 
 
It can be seen that Eq 133 provides the value of the soliton velocity only in the direction of propagation of the external 
field.  The guidance condition says nothing about the possibility of a component perpendicular to propagation.  It was 
derived using the electric field ܧ only, without any reference to the magnetic field ܤ.  On the other hand, by using the 
radiation gauge, the vector potential field ܣ is enough to provide a full description of both, the electric and magnetic 
transverse radiation fields.  This is an excellent approximation for multipole radiation and emission by systems with zero 
net charge.   In the radiation gauge we have  
ߤܪሬԦ = ∇ሬԦ × ܣԦ              ܧሬԦ = −
1
ܿ
 
߲ܣԦ 
߲ݐ
 
and the vector potential ܣԦ fulfills the equations 
∇ሬԦ ∙ ܣԦ = 0 
and  
∇ଶܣ −
1
ܿଶ
߲ଶܣ
߲ݐଶ
= 0 
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In this gauge, for a monochromatic field 
 ܧሬԦ = డ஺
Ԧ
డ௧
= ݅߱ܣԦ          ܣԦ = ଵ
௜ఠ
 ܧሬԦ = ଵ
௜ఠ
ܧ௘,ଵ(ݎ)݁ି௜(ఝ(௥)ିఠ௧) = ܴ݁̂(ݎ)݁௜(ఝ(௥)ିఠ௧)   
and therefore the fields ܧሬԦ and ܣԦ have the same gradient that can be written as 
∇ሬԦ߮ =
݅
2
ൣ൫∇ሬԦܣԦ∗൯ ∙ ܣԦ − ൫∇ሬԦܣԦ൯ ∙ ܣԦ∗൧
ܣԦ∗ ∙ ܣԦ
 
and then the soliton guidance condition can be written as 
vሬԦ௦௢௟௜௧௢௡ =
ܿଶ
߱
݅
2
ൣ൫∇ሬԦܣԦ∗൯ ∙ ܣԦ − ൫∇ሬԦܣԦ൯ ∙ ܣԦ∗൧
ܣԦ∗ ∙ ܣԦ
 
where we mention that the last expression is real even with the presence of the imaginary unit factor.  Schiller has 
shown that the Poynting vector 
〈 Ԧܵ〉 =
ܿ
16ߨ ൫
ܧሬԦ∗ × ܪሬԦ + ܧሬԦ × ܪሬԦ∗൯    
 in terms of the vector potential A, in the radiation gauge is given by 
〈 Ԧܵ〉 =
݅߱
16ߨߤ
ቀ൫∇ሬԦܣԦ∗൯ ∙ ܣԦ − ൫∇ሬԦܣԦ൯ ∙ ܣԦ∗ + ∇ሬԦ × ൫ܣԦ∗ × ܣԦ൯ቁ  
Eq 136 
and the velocity for propagation for the energy content of the field is given by 
vሬԦ௘௡௘௥௚௬ =
Ԧܵ
ܷ
=
Ԧܵ
ܣԦ∗ ∙ ܣԦ
 
The last term in Eq 136 is different from zero, in circularly or elliptically polarized light with a non-uniform density 
distribution in the plane perpendicular to the direction of propagation52. It is zero however for plane polarized light.  The 
first term corresponds to the translational motion, while the second to the ‘spin’ motion, the asymmetric part of the 
energy momentum stress tensor.  Because the difference between vሬԦ௘௡௘௥௚௬, and vሬԦ௦௢௟௜௧௢௡ is perpendicular to the direction 
of propagation, it is consistent to assume that the total soliton velocity is given by the Poynting formula, namely 
vሬԦ௦௢௟௜௧௢௡ோ = vሬԦ௘௡௘௥௚௬ 
Moreover, Schiller was also able to show that the phase and amplitude of the vector potential A fulfill the equations 
∇ሬԦ ∙ ൫ܴଶ∇ሬԦ߮൯ = 0 
Eq 137 
and 
݇ଶ൫߳ߤ − ∇ሬԦ߮ ∙ ∇ሬԦ߮൯ܴ + ∇ଶܴ = 0          ݇ =
߱
ܿ
 
that can be rewritten as  
(∇߮)ଶ = ߳ߤด
௖మ
−
∇ଶܴ
݇ଶܴ
              (∇߮)ଶ +
∇ଶܴ
݇ଶܴ
= ߳ߤด
௖మ
 
Eq 138 
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Here Eq 137 can be interpreted as the continuity equation for the fluid with density proportional to the energy density 
ܴଶ, and velocity given by ∇߮ as in the electron case.  Eq 138 can be interpreted as an energy equation where we can 
recognize again the de Broglie-Bohm quantum potential53,54 
ܷொ =
∇ଶܴ
݇ଶܴ
 
 
3.5.4. Solitons motion and the speed of light 
 
Let’s analyze the value obtained for the speed of motion for the soliton given by the guiding condition when the solution 
to  ∇ଶܧ௘ −
ଵ
௖మ
డమா೐
డ௧మ
  is an energy eigenstate in vacuum.  In that case the solution to the wave equation is a plane wave 
given by 
ܧ௘ = ܽ݁௜(ఠ௧ି௞௥) 
and in this case the propagation velocity is given by the nominal speed of light in vacuum 
vሬԦ = ܿ 
Even in the most empty regions of the interstellar space, matter is present with a density as low as 10−4 ions per cm3,, see 
http://www.jb.man.ac.uk/pulsar/Education/Tutorial/tut/node14.html.  Also it can be shown that also the big bang 
background radiation generates, via vacuum polarization precisely a background index of refraction larger than 1 as 
shown by Ravndal et al.55.  As a result it can be argued that the index of refraction of the medium where light propagates 
can never be absolutely equal to 1, and any electromagnetic structure traveling in space propagates at a speed lower 
than the speed of light in vacuum c.  The classical value for the speed of light in vacuum therefore can be seen as an 
academic mathematical limit never reached in practice by any physical object, including radiation fields themselves.  As 
a corollary we can say that solitons travel at a speed that is smaller than c, and therefore they can be obtained as 
Lorentz transformations from the solutions calculated at rest.  Additionally we can argue that the Coulomb attraction 
potential between the dipole charges composing the vacuum polarization field will provide the glue needed to keep the 
photon soliton from disintegrating in front of otherwise present diverging forces. 
3.6. Non-abelian, nonlinear Photons  
We can rearrange the Uehling terms in Eq 131 and obtain: 
ቆ݀ ቆܧ௜∇ଶܧ௘ −
1
ܿଶ
߲ଶܧ௘
߲ݐଶ
ܧ௜ቇ + ܽߚ(ܧଶ − ܿଶܤଶ)ܧ௘ܧ௜ቇ + 2݀ ൬∇ܧ௜ ∙ ∇ܧ௘ −
1
ܿଶ
߲ܧ௜
߲ݐ
߲ܧ௘
߲ݐ
൰
+ ቆ݀ ቆ∇ଶܧ௜ܧ௘ −
1
ܿଶ
߲ଶܧ௜
߲ݐଶ
ܧ௘ቇ − ܾܧ௘ܧ௜ + ܽ(1 − ߚ)(ܧଶ − ܿଶܤଶ)ܧ௘ܧ௜ቇ = 0 
where we have just added and subtracted the term ߙܧ௘ܧ௜; splitting the different terms: 
∇ଶܧ௘ −
1
ܿଶ
߲ଶܧ௘
߲ݐଶ
+ ߚ(ܧଶ − ܿଶܤଶ)ܧ௘ܧ௜ = 0 
Eq 139 
∇ܧ௜ ∙ ∇ܧ௘ −
1
ܿଶ
߲ܧ௜
߲ݐ
߲ܧ௘
߲ݐ
= 0 
Eq 140 
∇ଶܧ௜ −
1
ܿଶ
߲ଶܧ௜
߲ݐଶ
− ܾܧ௜ + ܽ(1 − ߚ)(ܧଶ − ܿଶܤଶ)ܧ௜ 
Eq 141 
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And magic!! If we forget that these equations corresponds to two components of the same particle, but consider them 
as two different interacting particles,  Eq 139 can be related to a massive gauge boson, Eq 141 to a Higgs boson equation 
, and Eq 140 represents the interaction between the particles.  Have we identified an alternative interpretation for the 
origin of mass in the massive photons?   
3.7. Massive Photons  
 
If we comeback to Eq 131 and rearrange the Uehling terms we obtain: 
ቆ݀ ቆܧ௜∇ଶܧ௘ −
1
ܿଶ
߲ଶܧ௘
߲ݐଶ
ܧ௜ቇ − ߚܧ௘ܧ௜ቇ + 2݀ ൬∇ܧ௜ ∙ ∇ܧ௘ −
1
ܿଶ
߲ܧ௜
߲ݐ
߲ܧ௘
߲ݐ
൰
+ ቆ݀ ቆ∇ଶܧ௜ܧ௘ −
1
ܿଶ
߲ଶܧ௜
߲ݐଶ
ܧ௘ቇ − (ܾ − ߚ)ܧ௘ܧ௜ + ܽ(ܧଶ − ܿଶܤଶ)ܧ௘ܧ௜ቇ = 0 
where we have just added and subtracted the term ߚܧ௘ܧ௜; splitting the different terms: 
∇ଶܧ௘ −
1
ܿଶ
߲ଶܧ௘
߲ݐଶ
− ߚܧ௘ = 0 
Eq 142 
∇ܧ௜ ∙ ∇ܧ௘ −
1
ܿଶ
߲ܧ௜
߲ݐ
߲ܧ௘
߲ݐ
= 0 
Eq 143 
∇ଶܧ௜ −
1
ܿଶ
߲ଶܧ௜
߲ݐଶ
− (ܾ − ߚ)ܧ௜ + ܽ(ܧଶ − ܿଶܤଶ)ܧ௜ 
 
We see from Eq 142 that we obtain the Proca equation.  We note that the mass term, proportional to the field, for the 
external field is different to the one for the internal field. 
3.8. Massive nonlinear Photons  
If we comeback to Eq 131 and rearrange the Uehling terms we obtain: 
ቆ݀ ቆܧ௜∇ଶܧ௘ −
1
ܿଶ
߲ଶܧ௘
߲ݐଶ
ܧ௜ቇ − ߚܧ௘ܧ௜ + ߛ(ܧଶ − ܿଶܤଶ)ܧ௘ܧ௜ቇ + 2݀ ൬∇ܧ௜ ∙ ∇ܧ௘ −
1
ܿଶ
߲ܧ௜
߲ݐ
߲ܧ௘
߲ݐ
൰
+ ቆ݀ ቆ∇ଶܧ௜ܧ௘ −
1
ܿଶ
߲ଶܧ௜
߲ݐଶ
ܧ௘ቇ − (ܾ − ߚ)ܧ௘ܧ௜ + ܽ(1 − ߛ)(ܧଶ − ܿଶܤଶ)ܧ௘ܧ௜ቇ = 0 
where we have just added and subtracted the term ߚܧ௘ܧ௜; 0 and ߛ(ܧଶ − ܿଶܤଶ)ܧ௘ܧ௜splitting the different terms: 
∇ଶܧ௘ −
1
ܿଶ
߲ଶܧ௘
߲ݐଶ
− ߚܧ௘ + ߛ(ܧଶ − ܿଶܤଶ)ܧ௘ = 0 
Eq 144 
∇ܧ௜ ∙ ∇ܧ௘ −
1
ܿଶ
߲ܧ௜
߲ݐ
߲ܧ௘
߲ݐ
= 0 
Eq 145 
∇ଶܧ௜ −
1
ܿଶ
߲ଶܧ௜
߲ݐଶ
− (ܾ − ߚ)ܧ௜ + ܽ(1 − ߛ)(ܧଶ − ܿଶܤଶ)ܧ௜ = 0 
We obtain the equations for a nonlinear Proca field.  Eq 144 defines a massive, nonlinear dispersion relation 
characteristic of a nonlinear Proca equation, or a non-abelian massive photon.  
The last solutions considered in 3.7 and 3.8 could provide a model for the Z and W massive photons considered in 
Weak Interactions.  Moreover, the interplay between the internal and external solutions may provide also a model 
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for the Higgs boson as an effective particle description for the mass of the interaction bosons, and as a contribution to 
the electron mass as well.  
 
3.9. Conclusions 
The most important contribution from this part of the work is the analysis and numerical integration of longitudinal and 
transverse fields with zero net charge densities.  The transverse case in particular can provide a solution to the wave-
particle duality for the electromagnetic field.  In fact, the transverse solution, able to carry any amount of energy, is a 
perfect candidate to be the photon-soliton transferring energy from the source to the absorber6.  The origin of these 
equations is the inclusion of the Uehling and the Euler-Heisenberg vacuum polarization terms to provide an effective 
generalization of the Maxwell’s equations. 
As a result of these calculations we find that massless as well as massive solutions are possible, the first one can be 
identified with the photon, while the second ones can be related with massive gauge bosons. The dispersion relation 
found in the different models is not unique and can be selected according to the conditions and requirements. The mass 
of these last particles is provided by the energy content of the vacuum polarization terms, and can be considered as a 
substitute for the Higgs-boson as a universal provider of mass.  The attainment of massless and massive dispersion 
relations when applying the double solution method of de Broglie to these equations, allows to consider this model as 
relevant for the solution of the Millennium problem related to the Yang–Mills existence and mass gap problem. 
In this model an effective position can be assigned to the photon solitons as long as the dimensions of the soliton are 
negligible in relation to the characteristic dimensions of the problem under consideration.  Special mention can be given 
to the work of many authors who provided a theoretical basis to the concept of photon position operator. 
3.10. Appendix 3.1. Relative weight of the different terms. 
The property 
߲∇ × [ܽ(ܧଶ − ܿଶܤଶ)ܤ]
߲ݐ
+ ∇ × ∇ × [ܽ(ܧଶ − ܿଶܤଶ)ܧ]
୴→௖
ሳልሰ 0 
Eq 146 
will be shown in the  following.  Let’s start with the Lorentz transformations for the fields and coordinates: 
ݐᇱ = ߛ ቀݐ −
ݒݔ
ܿଶ
ቁ ;           ݔᇱ = ߛ(ݔ − ݒݐ);         ݕᇱ = ݕ;          ݖᇱ = ݖ 
EሬԦ∥ᇱ = EሬԦ∥ ;          BሬԦ∥ᇱ = BሬԦ∥ ;          EሬԦୄᇱ = ߛ൫EሬԦୄ + vሬԦ × ܤሬԦ൯;        BሬԦୄᇱ = ߛ ൬BሬԦୄ −
1
ܿଶ
vሬԦ × ܧሬԦ൰            
where 
ߛ ≡
1
ඥ1 − ݒଶ ܿଶ⁄
 
                                                          
6 We can identify four levels for the electron photon interaction 
• Compton/alpha = Bohr radius.  Correspond to the hydrogen atom. 
• Compton wavelength giving the electron radius from our calculations in the previous part of this work.  Corresponds to the 
electron problem solved in our work. Because the field intensity is much lower than the critical value, nonlinear effects and the 
Uehling potential play the role of a small correction. 
• Compton x alpha = classical electron radius, photon radius.   We identify it with the photon soliton particle. 
• Fermi energy: beta decay non abelian nonlinear fields.  This level belongs to a different energy range, but the equations are 
the same as those found for the polarization effects in massless electromagnetic fields. 
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First let’s find the transformation properties of the term 
ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ ܧ 
We start by noting that 
∇ሬԦଶ= ∇∥ଶ + 2∇ୄଶ  
൫vሬԦ ∙ ∇ሬԦ൯
ଶ
= |vሬԦ|ଶ∇∥ଶ + 0 × 2∇ୄଶ  
߲ଶܧ௜
߲ݐଶ
=
݀vሬԦ
݀ݐ
∙ ∇ሬԦܧ௜ + vሬԦ ∙ ∇ሬԦ
߲ܧ௜
߲ݐ
=
݀vሬԦ
݀ݐ
∙ ∇ሬԦܧ௜ + ൫vሬԦ ∙ ∇ሬԦ൯൫vሬԦ ∙ ∇ሬԦ൯ܧ௜ =
݀vሬԦ
݀ݐ
∙ ∇ሬԦܧ௜ + ൫vሬԦ ∙ ∇ሬԦ൯
ଶ
ܧ௜ =
݀vሬԦ
݀ݐ
∙ ∇ሬԦܧ௜ + |vሬԦ|ଶ cos ߠଶ ∇ሬԦଶܧ௜
=
݀vሬԦ
݀ݐ
∙ ∇ሬԦܧ௜ + |vሬԦ|ଶ∇∥ଶܧ௜ 
taking  
݀vሬԦ
݀ݐ
~0 
we get    
߲ଶܧ௜
߲ݐଶ
≅ |vሬԦ|ଶ∇∥ଶܧ௜ 
For a plane wave where the field depends on a moving coordinate system as 
ܧ = ܧ(ݎ௥௘௟),   ܾ݁݅݊݃   ݎ௥௘௟ = ݎ௥௘௦௧ − vݐ 
we obtain: 
ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ ܧ =
|vሬԦ|ଶ
ܿଶ
∇∥ଶܧ − ∇ଶܧ =
|vሬԦ|ଶ
ܿଶ
∇∥ଶܧ − ∇∥ଶܧ − 2∇ୄଶ ܧ =
|vሬԦ|ଶ
ܿଶ
∇∥ଶܧ − ∇∥ଶܧ − 2∇ୄଶ ܧ
= − ቆ1 −
|vሬԦ|ଶ
ܿଶ ቇ
∇∥ଶܧ − 2∇ୄଶ ܧ = −
൬1 − |vሬԦ|
ଶ
ܿଶ ൰
൬1 − |vሬԦ|
ଶ
ܿଶ ൰
∇∥ଶ௥௘௦௧ܧ − 2∇ୄ
ଶ
௥௘௦௧ܧ = −∇∥
ଶ
௥௘௦௧ܧ − 2∇ୄ
ଶ
௥௘௦௧ܧ = −∇௥௘௦௧
ଶ ܧ 
And we see that this holds independently from the symmetry of the function E.  In principle one can take the limit of this 
equation for v->c but, the only divergence appearing in the magnitude of E, at the same time that the space and 
temporal width of the ‘pulse’ goes to zero keeping the energy content constant.  However this is not required because 
absolute vacuum doesn’t exist, according to Wikipedia. 
 
For a field that at rest has no magnetic field: 
ܤ௥௘௦௧ = 0        ܤ = ߛ
v
ܿଶ
ܧ௥௘௦௧                ܧ = ߛܧ௥௘௦௧   
so that 
ቆ
1
ܿଶ
∂ଶ
߲ݐଶ
− ∇ଶቇ ܧ = −ߛ∇௥௘௦௧ଶ ܧ௥௘௦௧ 
Let’s go now to the term (ܧଶ − ܿଶܤଶ).  Under the same conditions as before we find: 
(ܧଶ − ܿଶܤଶ) = ߛଶܧ௥௘௦௧ଶ ቆ1 −
vଶ
ܿଶቇ
=
൬1 − v
ଶ
ܿଶ൰
൬1 − v
ଶ
ܿଶ൰
ܧ௥௘௦௧ଶ = ܧ௥௘௦௧ଶ ୴→௖ሳልሰ ܧ௥௘௦௧
ଶ  
The polarization terms transform as 
117 
 
∇ × ൬∇ × ܲ −
1
ܿ
߲ܯ
߲ݐ
൰ = ∇ × ∇ ×
ߦ
4ߨ
2(ܧଶ − ܿଶܤଶ)ܧ − ∇ ×
߲
߲ݐ
ߦ
4ߨ
2(ܧଶ − ܿଶܤଶ)ܤ 
→
∇௥௘௦௧
ߛ
×
∇௥௘௦௧
ߛ
×
ߦ
4ߨ
2(ܧଶ − ܿଶܤଶ)ܧ −
∇௥௘௦௧
ߛ
× v ∙
∇௥௘௦௧
ߛ
ߦ
4ߨ
2(ܧଶ − ܿଶܤଶ)ܤ = 
=
∇௥௘௦௧
ߛ
×
∇௥௘௦௧
ߛ
×
ߦ
4ߨ
2ܧ௥௘௦௧ଶ ߛܧ௥௘௦௧ −
∇௥௘௦௧
ߛ
× v ∙
∇௥௘௦௧
ߛ
ߦ
4ߨ
2ܧ௥௘௦௧ଶ
v
ܿଶ
ߛܧ௥௘௦௧ 
≅
ߦ
4ߨ
2∇௥௘௦௧ ×
∇௥௘௦௧
ߛ
× ܧ௥௘௦௧ଷ ቆ1 −
vଶ
ܿଶቇ
=
ߦ
4ߨ
2∇௥௘௦௧ × ∇௥௘௦௧ × ܧ௥௘௦௧ଷ ቆ1 −
vଶ
ܿଶቇ
ଷ
ଶ
→ณ
୴→ୡ
0 
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4. Chapter:  Many Particles and Canonical Quantization Introduction 
 
This paper is the fourth in a series of five papers entitled “Solitons and Quantum Behavior”.  We discuss here a realistic 
interpretation of Multi-Particle First Quantization and of Second Quantization in relation to the double solution method 
pioneered by deBroglie in 1927.  
Quantum mechanics achieved a huge advance in mathematical techniques, especially in the early 1950s during the 
development of QED (quantum electrodynamics), but with time it appeared that as higher the mathematical successes, 
the poorer the physical understanding of the processes described by the theory.  In any experimental setup involving 
atomic/particle dimensions, there are sources of uncertainty that fall out of the experimentalist control: among them 
the initial position and velocity of the particles under study, the natural trembling to which apparently all subatomic 
particles are subject (related to quantum fluctuations, zero-point fluctuations, Zitterbewegung, etc.), and in the case of 
emission or creation of particles, the actual time of emission/creation is also uncertain experimentally.  These ‘natural 
uncertainties’ forced the theoretical description of atomic processes to be of a statistical nature.  In fact, the original, 
and since then traditional interpretation given to the solution of the Schrödinger equation was to provide the probability 
distribution to measure the position of the system in space.  The statistical interpretation prevailed since the creation of 
quantum mechanics, and some theorists even postulated that this world is only of a probabilistic nature, deprived of a 
realistic objectivity.  We will verify that quantum theory is able to provide a realistic description for individual events, 
and not only on a statistical basis.  
 
Perhaps the best way to understand the realistic approach is by describing de Broglie’s original ideas.  In traditional 
quantum mechanics a particle moving with a momentum p in the z-direction is represented by a “plane” wave-function, 
 
߰௥(ݔ, ݕ, ݖ, ݐ) = ܿ݋݊ݏݐ. ݁
ଶగ
ℏ (ௐ௧ି௣ ) 
which in first quantization will correspond to a solution of the Schrödinger, Klein Gordon, Pauli, Dirac or Maxwell 
equations, and in QED would be an incoming or outgoing “free state”.  The amplitude of this wave is constant in space, 
and can therefore provide no indication about where the particle is located.  The apparently best possibility was to 
attribute a statistical interpretation to this function, by providing a constant probability density to find the particle 
anywhere in space.  However de Broglie noticed that the following function  
߰௥(ݔ, ݕ, ݖ, ݐ) =
ܿ݋݊ݏݐ.
ඨݔଶ + ݕଶ + (ݖ − vݐ)
ଶ
1 − ߚଶ
݁
ଶగ௜
ℏ (ௐ௧ି௣ ) 
 
was also a solution of the Klein Gordon equation, but now it was describing what today would be called a “soliton” 
moving with the same speed as the previous solution.  In contraposition with the first solution, this one provides an 
undisputed localization for the particle.  This simple function has the potential to show the way to solve most of the 
paradoxes in the description and interpretation of Quantum Mechanics, including the wave-particle duality and particle 
interference among others.  Despite all the advantages provided by this valid solution, it was totally neglected by the 
traditional interpretation and teachings of quantum mechanics.  
 
The so called 'canonical or second quantization' is today’s version of quantum mechanics accepted as the best possible 
description of nature, and can be considered not only a generalization of first quantization, but also a master piece in 
mathematical notation and representation.  In second quantization the fields and wave functions of the first 
quantization theory are replaced by ‘field operators’, following similar wave equations as their classical originators, but 
with a different interpretation: they are operators ‘acting’ on the state of the system under study.   The mathematical 
properties of these operators provide an exceptional notational tool for deriving and writing down the wave equations 
119 
 
in the presence of many types of particles.  Our plan is to extend the ideas of the Double Solution of de Broglie, to the 
areas of many particles, QED and Quantum Optics.  We will be using solitons that are found as solutions to the quantum 
equations when including self-interactions for electrons and photons.  Let’s us remark that the consideration of self-
interactions is not something extraneous to canonical quantization, but it readily provides the basic elements of the 
theory of renormalization. 
 
We will verify that the abstract formulation of Field Quantization in terms of Field Operators can be understood as a 
mathematical formalism able to generate the wave equations followed by 'first quantized' multi-particle fields in Fock 
space.  We will also see that the inclusion of self-interactions and de Broglie's Pilot Wave Theory permits the 
interpretation of the solutions to those equations as a realistic (nonlocal) description of particle-field states and 
interaction potentials simultaneously. 
 
We start Section 2 with a demonstration that Fock space is not a formalism that can be applied exclusively to Second 
Quantization but it can be used to provide an alternative description of classical states and interactions.  In Section 3 we 
provide a “textbook” description of First Quantization to become familiar with the formalism of the multi-particle 
Schrödinger equation in Configuration Space.   In Section 4 we discuss the double solution method in first quantization.  
In Section 5 we discuss Second Quantization from the point of view of Dirac-Heisenberg-Pauli associated to Field 
Operators on one hand, and in terms of Fock space and numerical functions on the other hand.  The relationship linking 
both representations is given in Section 6, as a groundwork for understanding the real significance of Field Quantization 
given in Section 7.  In Section 8 we discuss the achievement of ergodicity in single-particle systems.  Finally in Section 9 
we present the interpretation of Field Quantization in terms of the Double Solution model of de Broglie for electrons 
and photons.   
 
4.1. Application of the Fock space in classical physics 
It is a common belief that the mathematical tools used in quantum mechanics cannot describe an objective reality.  To 
disproof this belief we start by showing how spinors, configuration space and Fock space can be used equally well as 
mathematical tools to describe classical objective physics.  
It is easy to show that spinors can be used as a notational tool to rewrite second order differential equations in time as 
first order equations.  In the classical Lagrangian formalism, or equivalently using Newton’s law, the equation of motion 
for a harmonic oscillator is given by 
݀ଶݔ
݀ݐଶ
=
−݇ݔ
݉
 
Which is a second order differential equation in time.  If we choose the Hamiltonian formalism, then the momentum and 
the position become two independent variables and their respective equations of motion are 
݀ݔ
݀ݐ
=
݌
݉
 
݀݌
݀ݐ
= −݇ݔ 
These two equations can be combined into the single form 
݀
݀ݐ
ቀ
ݔ
݌ቁ = ቀ
0 1/݉
−݇ 0
ቁ ቀ
ݔ
݌ቁ = ቀ
݌/݉
−݇ݔ
ቁ 
Where we have a first order differential equation acting on a two component spinor.  Moreover, the equation takes the 
form 
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݀
݀ݐ
ݏ = ොܽݏ 
Where ොܽ = ቀ 0 1/݉
−݇ 0
ቁ is now a matrix operator acting on the spinor ݏ = ቀ
ݔ
݌ቁ.  So, we see that the use of one or other 
formalism, associated with different notational tools modifies the order of the equation of motion, but it is clear that the 
physical interpretation behind both formalisms has to be the same. 
As a second example, we will consider the description of a classical system in configuration space (space where each 
particle is assigned an independent set of coordinates describing them) and in Fock space (the open product of multiple 
configuration spaces with variable number of coordinates).  Take a system composed by three frozen droplets 
composed of helium, xenon and radon localized inside a room. Each has a density that is a function of real space given 
by ߩ஺௥௚௢௡(ݎ, ݐ) , ߩ௑௘௡௢௡(ݎ, ݐ), and ߩு௘௟௜௨௠(ݎ, ݐ) 
However, in order to be more explicit, we can rename the coordinates for the gases as 
ܽݎ݃݋݊ → ݎ஺௥௚௢௡ 
ݔ݁݊݋݊ → ݎ௑௘௡௢௡ 
ℎ݈݁݅ݑ݉ → ݎு௘௟௜௨௠ 
If we apply the logical ‘AND’ operation to these densities, we can define a generalized density for the entire system of 
three gases in configuration space by the product  
ߩ௦௬௦௧௘௠൫ݎ஺௥௚௢௡, ݎ௑௘௡௢௡, ݎு௘௟௜௨௠ , ݐ൯ = ߩ஺௥௚௢௡൫ݎ஺௥௚௢௡, ݐ൯ߩ௑௘௡௢௡(ݎ௑௘௡௢௡, ݐ)ߩு௘௟௜௨௠(ݎு௘௟௜௨௠, ݐ) 
Which logically means that the density of argon is given by ߩ஺௥௚௢௡൫ݎ஺௥௚௢௡, ݐ൯  and the density of xenon by 
ߩ௑௘௡௢௡(ݎ௑௘௡௢௡ , ݐ) and the density of helium by ߩு௘௟௜௨௠(ݎு௘௟௜௨௠, ݐ).  It is clear that here again we are in the presence of a 
simple notational tool to represent the state of the whole system composed of the three gases but now defined in 
configuration space. 
Suppose some of the fields interacting with the particles are external, and the potentials seen by the particles are 
௔ܸ௥௚௢௡ = ଵܸ൫ݎ௔௥௚௢௡൯ 
௫ܸ௘௡௢௡ = ଶܸ(ݎ௫௘௡௢௡) 
௛ܸ௘௟௜௨ = ଷܸ(ݎ௛௘௟௜ ) 
Suppose additionally that the gases are ionized and they have a mutual interaction through the Coulomb potential: 
௑ܸ௘,஺௥
஼௢௨ = ସܸ൫ݎ௔௥௚௢௡, ݎ௫௘௡௢௡൯ =
ݍ௑௘ݍ஺௥
4ߨ߳଴൫ݎ௔௥௚௢௡ − ݎ௫௘௡௢௡൯
 
ுܸ௘,஺௥
஼௢௨ = ହܸ൫ݎ௔௥௚௢௡, ݎ௛௘௟௜௨௠൯ =
ݍு௘ݍ஺௥
4ߨ߳଴൫ݎ௔௥௚௢௡ − ݎ௛௘௟௜௨ ൯
 
ுܸ௘,௑௘
஼௢௨ = ଺ܸ(ݎ௫௘௡௢௡, ݎ௛௘௟௜௨௠) =
ݍு௘ݍ௑௘
4ߨ߳଴(ݎ௫௘௡௢௡ − ݎ௛௘௟௜௨௠)
 
Assume we have an extra potential energy that depends simultaneously on the positions of all three particles: 
௘ܸ௫௧௥௔ = ଻ܸ൫ݎ௔௥௚௢௡, ݎ௫௘௡௢௡, ݎ௛௘௟௜௨௠൯ 
whose explicit form we leave undetermined for simplicity.  We can build the following ‘generalized potential’ energy as  
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௦ܸ௬௦௧௘௠൫ݎ௔௥௚௢௡, ݎ௫௘௡௢ , ݎ௛௘௟௜௨௠൯
= ଵܸ൫ݎ௔௥௚௢௡൯ + ଶܸ(ݎ௫௘௡௢௡) + ଷܸ(ݎ௛௘௟௜௨ ) + ସܸ൫ݎ௔௥௚௢௡, ݎ௫௘௡௢௡൯ + ହܸ൫ݎ௔௥௚௢௡, ݎ௛௘௟௜ ൯
+ ଺ܸ(ݎ௫௘௡௢௡, ݎ௛௘௟௜௨௠) + ଻ܸ൫ݎ௔௥௚௢௡, ݎ௫௘௡௢௡, ݎ௛௘௟௜௨௠൯ 
The actual force acting on each droplet can be found as the gradient of ௦ܸ௬௦௧௘௠ respect to the coordinate of that particle 
as follows: 
ܨ௜(ݎ௜) = −
߲ ௦ܸ௬௦௧௘௠(ݎଵ, ݎଶ, ݎଷ)
߲ݎ௜
, 
Moreover, we can see that ଵܸ൫ݎ௔௥௚௢௡൯, ଶܸ, (ݎ௫௘௡௢௡) ܽ݊݀ ଷܸ(ݎ௛௘௟௜ ) depend on a single variable, while 
ସܸ൫ݎ௔௥௚௢௡, ݎ௫௘௡௢௡൯, ହܸ൫ݎ௔௥௚௢௡, ݎ௛௘௟௜௨௠൯ ܽ݊݀ ଺ܸ(ݎ௫௘௡௢௡ , ݎ௛௘௟௜௨௠) depend on two variables, and finally 
௘ܸ௫௧௥௔൫ݎ௔௥௚௢௡, ݎ௫௘௡௢௡, ݎ௛௘௟௜ ൯ depends on three variables.  If the potentials are not diverging functions and have 
integrable square magnitude, then we find that ௦ܸ௬௦௧௘௠ fulfills the definitions of a function in the Fock space for three 
particles!!!!!  
It is clear again that the configuration and Fock space are just a notational convenience or mathematical convention.  
The particles and the forces are all present in real space.  Additionally we can see that ସܸ൫ݎ௔௥௚௢௡, ݎ௫௘௡௢௡൯,
ହܸ൫ݎ௔௥௚௢௡, ݎ௛௘௟௜௨ ൯ and ଺ܸ(ݎ௫௘௡௢௡, ݎ௛௘௟௜௨ ) are functions of the relative coordinate between the respective particles.  As 
such cannot be reduced as a single product of a function of the coordinate of one gas times another function of the 
coordinate of the other gas.  For reasons that will become clear later, we can call these potentials as “entangled 
potentials”. 
So we see that configuration space can be used to describe a classical state, while Fock space can be used to describe 
classical interactions. 
As a very simple example, we can mention the classical Maxwell equation in the case where the source term is given by 
a classical charged field, like an ionized gas: 
∇ଶܣԦ(ݎԦ, ݐ) −
1
ܿଶ
߲ଶܣԦ(ݎԦ, ݐ)
߲ݐଶ
= −ߤ଴ଔԦ௚௔௦(ݎԦ, ݐ) 
that can also be written as 
∇ଶܣԦ൫ݎԦ௣௛௢௧௢௡, ݐ൯ −
1
ܿଶ
߲ଶܣԦ൫ݎԦ௣௛௢௧௢௡, ݐ൯
߲ݐଶ
= −ߤ଴ න ଔԦ௚௔௦൫ݎԦ௚௔௦, ݐ൯ߜ൫ݎԦ௣௛௢௧௢௡ − ݎԦ௚௔௦൯݀ ݎԦ௚௔௦ଷ  
here the left hand side of the equation can be associated with a state of a single electromagnetic field, while the right 
hand side can be associated with a single gas field. 
In order to compare later with second quantization under the double solution model, we want to notice that we could 
also create a new ‘universal’ state function by the product of the function describing the system state times the function 
describing the mutual interactions between the particles.  This description would be useful if we wanted to describe a 
state in a theory where the functional description of the particle mutual interactions would not be given by fixed 
functions as the Coulomb or Biot-Savart interactions, but would be given by expressions that themselves depend 
explicitly on time.  Moreover, it is clear that we could provide an equally useful description of the universal state of the 
system if instead of writing the total potential energy function, we would write a function of it, as long as we know the 
rule to recover the original total potential function from that modified functional expression. 
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4.2. First Quantization 
We provide here a summary of first quantization.  Initially quantization was the name given to the theory dealing with 
the solution of the quantum wave equation (initially Schrödinger, later Klein Gordon, Pauli and Dirac) for individual 
particles (typically an electron) in real space and time.  The generally accepted physical interpretation of the theory was 
that the square of the amplitude of the wave function provided the probability for finding the electron at a given 
position and at a given time.  Multiparticle systems with a fixed number of particles, such as a group of electrons inside 
an atom, molecule, or a solid/liquid material, or of nucleons inside a nucleus, could also be described by a multiparticle 
wavefunction, defined in configuration space and whose evolution was described by a multiparticle Schrödinger 
equation.  In this description electromagnetic fields had to be provided as external functions of space and time in a 
classical description allowing a continuous value for the electromagnetic energy content.  This last property was in 
contradiction with the fact that the energy of the electromagnetic field should have values that are only multiples of ℏ߱.  
This description sometimes is called semi classical description.   
 
4.2.1. Single particle 
The most basic equation is the single-particle Schrödinger equation 
݀߰(ݎ)
݀ݐ
= ܪ෡߰(ݎ) 
where ܪ෡ is an operator typically given by an expression like 
ܪ෡߰(ݎ) = −
ℏଶ
2݉
∇ଶ߰(ݎ) + ܸ(ݎ)߰(ݎ) = ܧ߰(ݎ) 
Where ܸ(ݎ)  is the scalar potential energy, as noticed before, given by external functions of position and time. 
 
There are different equations describing the evolution of the electron wave function: the non-relativistic Schrödinger 
and Pauli equations, and the relativistic Klein Gordon and Dirac equations.  The Schrödinger and Klein Gordon equations, 
describe the evolution of complex-scalar wave functions, the Pauli equation describes a two-component spinor, and the 
Dirac equation a four-component spinor.  The Klein Gordon equation is a second order partial differential equation in 
time, while the other three are first order partial differential equation in time. The Dirac equation and the corresponding 
4-spinors are considered to be the best representation of the electron.  In single-particle first quantization it is generally 
assumed that the solutions ߰(ݎ) are found in real space-time, and the arguments of the solutions are the classical space 
coordinates. 
 
4.2.2. Many particles. Lagrangian, Hamiltonian 
 
There are many issues to face when considering the problem of many particles and the radiation field.  The Schrödinger 
equation can be generalized without problems to many particles because the equation is first order in time and has no 
sources.  If the multiparticle wavefunction is taken to be the product of n single wavefunctions, one per particle, then 
the equation can be split into n equations, each one of them reproducing a single particle Schrödinger equation.  The 
Klein Gordon equation represents a difficulty because is a partial differential equation of second order in time that 
prevents the previous generalization. The Maxwell’s equations for the potential fields are traditionally also of second 
order in time and show additionally a source term that prevent unitarity. For this reason electromagnetic fields were not 
included initially in the quantum formalism.   To this difficulty one has to add the problem of negative frequencies and 
energies raised by second order differential equations in time characteristic of relativistic problems, and related to the 
existence of antiparticles.   
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The first generalization to a many particle equation was done in configuration space, where the coordinates for each 
particle receive a different nomination and are considered as independent orthogonal variables.   In the absence of spin 
variables the multiparticle wavefunction has the form: 
߰(ݎଵ, ⋯ , ݎ௜, ⋯ ݎ௡, ݐ) 
where every coordinate ݎ௜ corresponds to a different particle.  The number of particles remains constant in time.  In 
principle this function can be any solution to the quantum equation compatible with the boundary conditions.   
The most basic property of the solutions in configuration space is that the wavefunction for a given particle has not 
necessarily a single value at each point in space, but the value of the wavefunction depends simultaneously on the 
positions of all particles. 
The Schrödinger equation for a system of many particles is: 
݅ℏ
݀߰(ݎଵ, ⋯ , ݎ௜, ⋯ ݎ௡, ݐ)
݀ݐ
= ܪ෡൫ݎଵ, ⋯ , ݎ௜, ⋯ ݎ௡, ∇௥భ , ⋯ , ∇௥೔ , ⋯ ∇௥೙ , ݐ൯߰(ݎଵ, ⋯ , ݎ௜, ⋯ ݎ௡, ݐ) 
Where the Hamiltonian operator ܪ෡ in the case of an atomic system is given typically by 
ܪ෡߰ = ෍ ൭−
ℏଶ
2݉
∇௥೔
ଶ߰ − ܼ݁ଶ ෍
1
หݎԦ௜ − ሬܴԦหோ
߰൱
௡
௜ୀଵ
+
1
2
෍
݁ଶ
หݎԦ௜ − ݎԦ௝ห௜ஷ௝
߰ = ܧ߰ 
One way to solve this equation is to reduce the function ߰ to the product of functions for each particle variable: 
߰(ݎଵ, ⋯ , ݎ௜, ⋯ ݎ௡, ݐ) = ߰ଵ(ݎଵ, ݐ) ⋯ ߰௜(ݎ௜, ݐ) ⋯ ߰௡(ݎ௡, ݐ) 
where each function is normalized to one.  In the case of a differential equation of first order in time (as the Schrodinger 
equation) the general equation could be split in n equations, one per particle.  The individual functions are typically 
eigenstates of a single particle Hamiltonian: 
−
ℏଶ
2݉
∇ଶ߰௜(ݎԦ) + ܸ௜௢௡(ݎԦ)߰௜(ݎԦ) + ቎෍ ݀ݎԦ′ නห߰௝(ݎԦ′)ห
ଶ ݁ଶ
|ݎԦ − ݎԦ′|
௝
቏ ߰௜(ݎԦ) = ߝ௜߰௜(ݎԦ) 
The system energy E will be found as a function of the individual particle eigenenergies ߝ௜. 
In the case that some or all of the particles are identical, the corresponding part of the wave function has to be 
symmetrized or antisymmetrized, depending on the particles being bosons or fermions. 
߰(ݎଵ, ⋯ , ݎ௜, ⋯ ݎ௡) = ተ
ተ
߰ଵ(ݎଵ) ⋯
⋮ ⋮
߰ଵ(ݎ௜) ⋯
⋮ ⋮
߰ଵ(ݎ௡)
⋮
߰௜(ݎଵ) ⋯
⋮ ⋮
߰௜(ݎ௜) ⋯
⋮ ⋮
߰௜(ݎ௡)
⋮
߰௡(ݎଵ) ⋯ ߰௡(ݎ௜) ⋯ ߰௡(ݎ௡)
ተ
ተ
క
 
where ߦ indicates if the determinant or the permanent has to be taken.  We note that this method will not provide all 
the solutions available to the original Hamiltonian, but only a stationary subset.  However the solutions obtained in this 
way could be used as a basis to expand more general solutions. 
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The next step in generalization of the theory would be to use a relativistic wave equation.  We note here that it is 
possible to write the single particle Klein Gordon (and also Maxwell) equations as a first order differential equation 
acting over a spinor as described in the book by Greiner56. In this form the multi-particle Klein Gordon equation can also 
be written as a first order differential equation in time acting on some multi-dimensional spinor representing the multi-
particle Klein Gordon fields.  This step was recognized however relatively recently.  Historically the second step was 
taken in 1929 and consisted in writing the multi – particle Dirac equation, making use of a generalized configuration 
space adapted for 4-spinors.  This was possible because the Dirac equation is also first order in time as the Schrödinger 
equation is.  The difficulty here stayed in the fact that, as Breit57 has shown, the state vector or description of the state 
of the system, should be given by a spinor with 4௡ members, corresponding to the open product of the n 4-spinor single 
particle fields.  Breit developed his model initially for the interaction between two electrons, but his model can be 
straightforwardly generalized to n particles. This would provide an excessive complexity for the solution of the equations 
involving higher number of particles.  In this sense the development of second quantization provided a huge notational 
notation, allowing for a most manageable notation. 
 
4.2.3. Entanglement 
In order to introduce the concept of entanglement we are going to compare interference for a single particle in real 
space with interference for a system of particles in configuration space. For a single wavefunction in real space, one can 
have negative interference at a point ݎ஺.  Suppose that the wavefunction at the point ݎ஺ has two contributions 
߰஺(ݎ஺) = ߰஺ଵ(ݎ஺) + ߰஺ଶ(ݎ஺) 
And at that point both contributions have the same magnitude but opposite sign,  
߰஺ଵ(ݎ஺) = −߰஺ଶ(ݎ஺) 
then 
߰஺(ݎ஺) = |߰஺ଵ(ݎ஺)| − |߰஺ଶ(ݎ஺)| = 0 
where the wavefunction at that point is null: ߰஺(ݎ஺) = 0.  The interpretation is that the probability to find the particle at 
ݎ஺ is null: it will never be found (measured) at ݎ஺.   
In the presence of two particles A and B, in configuration space it is also possible to achieve negative interference at a 
point (ݎ஺, ݎ஻), and find that the wavefunction is null at that point (ݎ஺, ݎ஻).   Assume we have two contributions again 
߰஺(ݎ஺, ݎ஻) = ߰஺ଵ(ݎ஺, ݎ஻) + ߰஺ଶ(ݎ஺, ݎ஻) 
And at that point in configuration space both contributions have the same magnitude but opposite sign 
߰஺ଵ(ݎ஺, ݎ஻) = −߰஺ଶ(ݎ஺, ݎ஻) 
then 
߰஺(ݎ஺, ݎ஻) = |߰஺ଵ(ݎ஺, ݎ஻)| − |߰஺ଶ(ݎ஺, ݎ஻)| = 0 
The interpretation of this is that the probability to find simultaneously particle A at ݎ஺ and particle B at ݎ஻ is null: never 
are we going to see that situation.  This doesn't mean that particle A will never be at position ݎ஺, or particle B will never 
be at ݎ஻ but it means that we will never observe particle A at ݎ஺ ‘simultaneously’ with particle B at ݎ஻.  And this happens 
for a pair of particles that otherwise would be considered independent and non-interacting.  The interference 
phenomenon we just mentioned is an example of a more general property of multi-particle quantum mechanics known 
as ‘entanglement’. 
An example is provided by a system of two particles where the state of the system is given by 
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߰(ݎ஺, ݎ஻) = ݁௜(௞ಲ∙௥ಲ)݁ି௜(௞ಳ∙௥ಳ)݁ି௜ఠ௧ + ݁ି௜(௞ಲ∙௥ಲ)݁௜(௞ಳ∙௥ಳ)݁ି௜ఠ௧ = 
݁௜(௞ಲ∙௥ಲି௞ಳ∙௥ಳ)݁ି௜ఠ௧ + ݁௜(௞ಲ∙௥ಲି௞ಳ∙௥ಳ)݁ି௜ఠ௧ = 2 cos(݇஺ ∙ ݎ஺ − ݇஻ ∙ ݎ஻) ݁ି௜ఠ  
It can be verified that this wavefunction is null every time the cos function is zero.  The theorem known as Schmidt 
decomposition specifies that any state of two particles can be written as a sum of products of single particle functions.  
A special property of functions describing entangled states is that their Schmidt decomposition has always more than 
one term.  It cannot be rewritten as a product of a function of ݎ஺ times a function of ݎ஻. We can observe that ߰(ݎ஺, ݎ஻) is 
a function of the relative coordinate ݇஺ ∙ ݎ஺ − ݇஻ ∙ ݎ஻.  In this case the wavefunction will not depend on the position of 
particle A and particle B independently, but only as a function of its relative distance.  This type of states appear to show 
a mutual interdependence between the particles, even when there is no apparent or classical interaction between them. 
In the theory of the quantum potential, this interaction can be made explicit by the existence of a mutual quantum 
potential energy between the particles that depends on their relative coordinate and is determined by the form of the 
wavefunction describing the state. 
Let’s consider a similar case, but now working with angular coordinates: 
߰(ߙ஺, ߙ஻) = sin(݇஺ߙ஺) cos(݇஻ߙ஻) ݁ି௜ఠ௧ − cos(݇஺ߙ஺) sin(݇஻ߙ஻) ݁ି௜ఠ௧ = sin(݇஺ߙ஺ − ݇஻ߙ஻) ݁ି௜ఠ௧ 
Here we see the same type of entanglement as before, but now related to an angular coordinate. In fact this example 
shows what is called the “singlet state” of two angular momenta.  It shows that the orientation of the two angular 
momenta is not independent but between them exists a definite relationship.  This example shows the basis over which 
is built most of the theory of composition of angular momenta to form compound particles.  The sum or difference of 
the angular momenta of all particles conforming a compound particle may have a definite value, but not the values of 
the independent components.   
A similar case of entanglement is also shown by identical particles following the symmetrization or anti-symmetrization 
postulate, providing the basis for the Pauli principle where two fermions cannot occupy the same position at the same 
time. 
This effect could be intuitively understood however once we identify the wavefunction in configuration space as a 
quantum potential energy that can achieve a nonlocal character.  In many cases the coordinate dependence of the 
wavefunction is on the relative coordinate ݎ஺ − ݎ஻.  In these cases the quantum potential would also depend on ݎ஺ − ݎ஻, 
and conservation of momentum can be easily verified.  Something similar holds with energy conservation.  The 
conservation laws are not holding between the particles and the wavefunction, but between the different particles 
entangled through the wavefunction, in a nonlocal, 'instantaneous' way.   Entanglement is a measurable property, and it 
is clear that in order to describe it, a general single equation is needed that will describe the evolution of all particles 
simultaneously.  A multi-particle quantum theory must therefore provide such a general equation.  We have seen above 
that entanglement can be described by multi-particle first quantization models for electrons. 
 
4.2.4. Hydrogen atom 
As an example of entanglement we can consider the hydrogen atom.  The equation of motion for two particles as a 
function of the particle coordinates on one side and as a function of the center of mass and relative coordinates on the 
other side can be taken from the textbook by Cohen Tannoudji58. 
The Lagrangian as a function of the two particles is 
ℒ൫ݎԦଵ, ݎԦሶଵ, ݎԦଶ, ݎԦሶଶ൯ = ܶ − ܸ =
1
2
݉ଵݎԦሶଵଶ +
1
2
݉ଶݎԦሶଶଶ − ܸ(ݎԦଵ − ݎԦଶ) 
And in center of mass and relative coordinates: 
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ℒ൫ݎԦீ , ݎԦሶீ , ݎԦ, ݎԦሶ൯ =
1
2
ܯݎԦሶீ ଶ +
1
2
ߤݎԦሶ ଶ − ܸ(ݎԦ) 
where ݎԦீ  is the center of mass coordinate and ݎԦ is the relative coordinate between the nucleus and the electron.  
Similarly the Hamiltonian as a function of the two particles is 
ܪ =
݌Ԧଵଶ
2݉ଵ
+
݌Ԧଶଶ
2݉ଶ
+ ܸ(ݎԦଵ − ݎԦଶ) 
߲
߲ݐ
=
1
2
݉ଵ∇ଵଶ +
1
2
݉ଶ∇ଶଶ + ܸ(ݎଶ − ݎଵ) 
And in center of mass and relative coordinates: 
ܪ =
݌Ԧீଶ
2ܯ
+
݌Ԧଶ
2ߤ
+ ܸ(ݎԦ) 
߲
߲ݐ
=
1
2
ܯ∇஼ெଶ +
1
2
ߤ∇௥௘௟ଶ + ܸ(ݎ௥௘௟) 
If we choose the center of mass and relative coordinates as the independent variables, the CM is free.  The state of the 
system can be written as a product of a function of the center of mass times a function of the relative coordinates: 
|߮ۧ = |߯ீۧ⨂|߱௥ۧ 
The CM solution is then the corresponding to a plane wave, for example 
߯ீ(ݎԦீ ) =
1
(2ߨℏ)ଷ ଶ⁄
݁
௜
ℏ௣Ԧಸ∙௥Ԧಸ  
With energy eigenvalues 
ܧீ =
݌Ԧீଶ
2ܯ
 
The Hamiltonian dependent on the relative coordinate is 
ℋ(ݎԦ, ݌Ԧ) =
݌Ԧଶ
2ߤ
−
݁ଶ
ݎ
 
Which gets transformed into a Schrödinger equation 
ቈ−
ℏଶ
2ߤ
∇ଶ −
݁ଶ
ݎ
቉  ߰(ݎԦ) = ܧ߰(ݎԦ) 
With the well-known solutions 
߮௞,௟,௠(ݎԦ) = ܴ௞,௟(ݎ) ௟ܻ௠(ߠ, ߮) =
1
ݎ
ݑ௞,௟(ݎ) ௟ܻ௠(ߠ, ߮) 
Now the point is that the coordinate ݎԦ IS NOT a spatial coordinate, but it is a relative coordinate of the electron respect 
to the proton, and therefore this is an entangled solution as we have seen above.  In classical physics the description of a 
mechanical problem in relative and CM variables is a mathematical technique to simplify the calculation.  In quantum 
physics it implies a physical interaction leading to the generation of measurable entanglement between the particles. 
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4.3. Double Solution for First Quantization Multi-Particle Case 
We have seen that in the case of a single particle the quantum potential (in the Klein Gordon description) is given by 
ܳ = −
ℏଶ
8ߨଶ݉ ቆ
⧠|߰௘௫௧(ݎ)|
|߰௘௫௧(ݎ)|
ቇ 
where r is the coordinate of the particle, that could be associated in that case with real space. 
 
We have seen that the multiple-particle Schrödinger equation in first quantization is a differential equation with a multi-
particle solution function defined in configuration space.  In the case of non-interacting particles, the general solution 
can be written as the product of n independent functions, each one solution of the single-particle Schrödinger equation.  
The double solution method that we have used for a single particle can be applied also to the multiple-particle case: the 
full function for n particles will be the product of n internal wave-functions, one per particle-coordinate, multiplying an 
external part.  For example in the case of two independent fermion particles, the wavefunction would be 
߰(ݎ௘ଵ, ݎ௘ଶ, ݐ) = ߰௜௡௧,ଵ(ݎ௘ଵ, ݐ)߰௜௡௧,ଶ(ݎ௘ଶ, ݐ) × ߰௘௫௧(ݎ௘ଵ, ݎ௘ଶ, ݐ)
= ߰௜௡௧,ଵ(ݎ௘ଵ, ݐ)߰௜௡௧,ଶ(ݎ௘ଶ, ݐ) × ൣ߰௘௫௧,ଵ(ݎ௘ଵ, ݐ)߰௘௫௧,ଶ(ݎ௘ଶ, ݐ) − ߰௘௫௧,ଶ(ݎ௘ଵ, ݐ)߰௘௫௧,ଵ(ݎ௘ଶ, ݐ)൧ 
The difference with traditional quantum mechanics is that the symmetrization postulate applies only to the external 
wavefunction.  For particles with a mutual interaction dependent on their relative separation as is the case of a bound 
state, the two-particle state can be written as 
߰(ݎ௘ଵ, ݎ௘ଶ, ݐ) = ߰௜௡௧,ଵ(ݎ௘ଵ, ݐ) × ߰௜௡௧,ଶ(ݎ௘ଶ, ݐ) × ߰௘௫௧,஼ெ ൬
ݎ௘ଵ + ݎ௘ଶ
2
, ݐ൰ × ߰௘௫௧,ோா௅(ݎ௘ଵ − ݎ௘ଶ, ݐ)
≡ ߰௜௡௧,ଵ(ݎ௘ଵ, ݐ) × ߰௜௡௧,ଶ(ݎ௘ଶ, ݐ) × ߰௘௫௧,஼ெ(ܴ௖௠ , ݐ) × ߰௘௫௧,ோா௅(ݎ௥௘ , ݐ) 
This can be the case also for the usual hydrogen atom, with e1 the nucleus and e2 the electron.  It can also be a pair of 
entangled electrons or of entangled photons.  In this case each solitons have a real existence in space, but both share a 
common external wavefunction, and consequently a common quantum interaction, where energy and momentum is 
conserved, making it possible a realistic interpretation. 
In the case when the spatial extension of the internal functions is negligible in front of the extension of the external 
wavefunction, the internal wave function can be approximated by a Dirac-delta-like function representing the position 
of the particle.  The guidance condition from the double solution model shows that over these particles exists a 
Quantum potential energy, function of all coordinates at time t given by: 
ܳ = −
ℏଶ
8ߨଶ݉ ቆ
⧠|߰௘௫௧(ݎ௘ଵ, ݎ௘ଶ, ݐ)|
|߰௘௫௧(ݎ௘ଵ, ݎ௘ଶ, ݐ)|
ቇ 
 
See papers from quantum potential and quantum statistics59 for distinguishable particles. 
The internal solutions provide reality of presence for the particles while the external part represent interactions 
between the particles.  As we have seen this function can be considered as the representation of a real system as 
shown in section 4.1 above, describing the state of the system and of the interaction energy between the particles.  
The difference with classical physics is that the interaction can be non-local.  This constitute an important result of our 
work: the description in realistic terms of quantum mechanics. 
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4.4. Second Quantization 
 
A generalization was needed for First Quantization to consider many particles in a relativistic way, and the inclusion of 
the electromagnetic fields into the quantum formalism.  In fact it was known that the electromagnetic fields had many 
properties in common with electrons, such as behaving like particles with a definite amount of momentum and energy.  
As a result of using relativistic quantum equations, the appearance of solutions with negative energy, identified as 
antiparticles had to be treated in a unified way with the positive energy particles and providing consistency with 
experiments.  An additional fact that needed to be accommodated in the theory was the existence of the so called 
‘vacuum fluctuations’ or ‘zero point energy’, already present in systems at zero temperature.  Finally the theory should 
be able to include and describe entanglement in its formalism.  The present day theory that can handle in an appropriate 
way relativity, quantization of radiation, and many particle systems is called second or field or canonical quantization.  
We borrow here the definition of second quantization as provided by Wikipedia:  
“Second quantization is a formalism used to describe and analyze quantum many-body systems. It is also 
known as canonical quantization in quantum field theory, in which the fields (typically as the wave functions of 
matters) are upgraded into field operators, following the similar idea that the physical quantities (position, 
momentum etc.) are upgraded into operators in first quantization. The key ideas of this method were introduced 
in 1927 by Dirac, and were developed, most notably, by Fock and Jordan later. In this approach, the quantum 
many-body states are represented in the Fock state basis, which are constructed by filling up each single-
particle state with a certain number of identical particles. The second quantization formalism introduces the 
creation and annihilation operators to construct and handle the Fock states, providing useful tools to the study 
of the quantum many-body theory.” 
Canonical quantization in addition to provide a generalization to many particle quantum systems also handles self-
interactions and self-mass.  These last effects are however not provided through the natural description of classical 
physics but through the effects associated with the so called vacuum fluctuations.  Many of the properties and effects 
analyzed in this way were attributed to second quantization, but they can be described in a first quantization theory 
susceptible of a realistic interpretation.  In fact, it can be argue that the so called vacuum fluctuations effects are 
generated by the combination of self-interactions and the quantum potential.   
In first quantization the Hamiltonian operator present in the Schrödinger equations is the classical particle Hamiltonian 
where variables are replaced by operators.  The ‘novelty’ of Second Quantization over First Quantization consists of two 
steps.  In first place the variables of interest are not more the position and momentum of the particle, but the field 
amplitude and momentum. In other words, the Hamiltonian operator is not derived from the classical particle 
Hamiltonian, but is now derived from the classical ‘field Hamiltonian’ where the fields are replaced by operators fulfilling 
certain commutation relations.  And second the definition of the field operators in terms of creator and destructor 
operators multiplied by functions of space and time.  Both steps together determine the structure of the differential 
equations followed by the wavefunctions in Fock space.  This structure is different from the first quantization 
equivalents, allowing for example to the presence of sources and sinks in the differential equations. 
 
4.4.1. Second quantization history 
There were two periods of far reaching developments in the theory of second quantization: after its creation around 
1930, and with the development of quantum electrodynamics or QED around 1950. 
a. Around 1930. 
a.1. In 1927 Dirac60 quantized the electromagnetic field, he based his work on previous works by Born and Jordan61 
and quantized the transverse electromagnetic field, the Coulomb field was not included in this model. He used 
129 
 
the fact that the Hamiltonian for the field has the same structure as the Hamiltonian for the amplitude of a 
harmonic oscillator.  Therefore applied the quantum solution for a harmonic oscillator to the electromagnetic 
field.  The primary interpretation of the model was in terms of the discretization of energy in the 
electromagnetic field, equivalent to the discretization of energy in the harmonic oscillator.  However he went 
farther and re-interpreted these discrete energy levels as representing the existence of radiation particles.  In 
this sense it could be said to be a multiparticle description of the electromagnetic field in terms of “photons”.  
He defined commutation relations for the electromagnetic field amplitude in parallel with the commutation 
relations for the amplitude of the harmonic oscillator.  This description was given a statistical nature, where 
distribution functions could be defined for the value of the electromagnetic field phase and amplitude and for 
the number of radiation or ligh particles. 
a.2. Later Heisenberg, Pauli et al.62 generalized this technique to other systems, such as bosons in general and 
fermions in 1929-1930, which was called Canonical or Second Quantization. Here the wave amplitude for 
bosons was quantized by defining commutation relations similar to those for the electromagnetic field and 
harmonic oscillators, while for the fermion fields anticommutation rules were defined.  These last rules were 
equivalent with the prescription that a multi-particle fermion wave function has to be antisymmetrized.   
a.3. In 1930 Landau and Peierls63 developed a quantum electrodynamics in configuration space.  In his theory they 
developed the operators involved in the process of radiation emission and absorption that played a similar role 
of Dirac’s operators in 1927.  Their theory was more intuitive than the previous models but was discontinued 
after their initial paper.  
a.4. Fock64 in 1932 showed that Heisenberg’s canonical quantization was mathematically equivalent to a 
multi-particle theory defined in a generalized configuration space with a variable number of particles, 
and where the creation and destruction field operators could be understood in terms of operators 
coupling functions possessing different number of particles.  This theory was in some aspects similar to 
1930 Landau and Peierls’ quantum electrodynamics. 
a.5. Weisskopf in 1934 applied perturbation theory to the problem of electron self-mass and self-energy using both 
the electrostatic classical interaction for the scalar potential V and the quantized fields for the electromagnetic 
potential A. He utilized non relativistic theory of perturbations and obtained the same results as those obtained 
later, using full relativistic techniques in the 1950s for a particle at rest. 
a.6. Heisenberg, Euler, Uehling and others calculated around 1935 vacuum polarization effects, which are nonlinear 
contributions to the Maxwell equations, referred to as self-energy of the photons, and that are produced 
because at higher electromagnetic energy densities, the creation of electron-positron pairs is possible. 
 
What was missing from the 1930s theory was a relativistic perturbation theory.  To make the perturbation theory 
relativistic, one needs to consider expressions that possess symmetry between space and time, they must treat space 
and time on the same footage. Lagrangian/ Hamiltonian theories leading to a wave equation do not possess such 
symmetry because the wave equation selects a particular frame of reference and calculates the evolution of the wave 
for all space at a constant time. 
 
b. Around 1950.  
b.1. More than 20 years after the original work of Dirac, independently Feynman, Schwinger and Tomonaga 
developed a fully relativistic version known as QED taking fully account for antiparticle (positron) physics65. Two 
different approaches were taken to develop the relativistic perturbation theory.  Schwinger and Tomonaga 
generalized the formalism to allow for a '4-dimensional' wave equation, where the ‘time slice’ could be 
arbitrary.  Feynman provided a new definition for many particle quantum mechanics, including radiation, but 
starting with the Huygens principle in real space and time.  He was able to show how the traditional Schrödinger 
equation could be derived from the expression of the classical action function. This derivation could be seen in 
some sense as a redefinition of quantum mechanics where the basic principle was assigned to the Huygens 
principle instead to the Schrodinger equation. The relativistic Feynman method was simpler, based in the 
propagator function which is a classical 4 dimensional concept symmetric in space and time.  
b.2. QED renormalization and self-interactions in 1950. 
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The theories of Schwinger, Tomonaga and Feynman allowed for the development of a perturbation theory following all 
relativistic prescriptions.  This however didn't mean that the traditional perturbation methods used around 1930 were 
wrong.  In fact the newly developed relativistic techniques corroborated the previous works by Weisskopf and others.  
What the new method brought was a more powerful and elegant mathematical treatment. However in many cases the 
original old method was more intuitive, transparent and with more physical sense. 
 
 
c. 1967: A model of Leptons66 were developed by Weinberg providing unification for weak and electromagnetic 
interactions.  In this model the zero mass of the electromagnetic field appeared as a result of a proper intensity and 
phase relationship at the time of emission of the B and W gauge boson fields generating a massless field. 
  
In the remaining of Section 4.4 ‘Second Quantization’ we follow a ‘textbook’ description of second quantization, allowing 
for a comparison of the Heisenberg-Dirac and Fock formalisms.  In Sections 4.5 ‘Dirac-Fock relationship’ and 4.6 ‘Field 
Quantization Significance’ it will become evident that the formulation of Field Quantization in terms of field operators 
can be understood as a symbolic formalism able to provide sets of differential equations linking multi-particle fields and 
wavefunctions with different number of particle-coordinates.  An intuitive analogy would be a field description of 
various multi-component charged fluids acting as sources for multi-component electromagnetic fields, each component 
of the electromagnetic field having a well-defined energy content.  Finally in Section 4.8 ‘Double solution in Canonical 
Quantization’ we show how a realistic-intuitive interpretation of this formalism can be devised. 
4.4.2. Areas of application 
We are going to consider only two main areas of research in canonical quantization: QED and Quantum Optics.  QED is a 
relativistic theory working typically with the scattering of a small number of electrons and photons, moving in space 
under the influence of their mutual interactions.  Typical examples are: 
 Coulomb Scattering of Electrons 
 Scattering of an Electron off a Free Proton, the Effect of Recoil 
 Scattering of Identical Fermions 
 Electron-Positron Scattering, Bhabha Scattering and Muon Pair Creation 
 Scattering of Polarized Dirac Particles 
 Bremsstrahlung 
 Compton Scattering, the Klein-Nishina Formula 
 Annihilation of Particle and Antiparticle 
 
QED also considers radiation reaction, self-interactions and self-mass problems however not through the natural 
description provided in classical physics but through the effects associated with its interaction with vacuum or the so 
called vacuum fluctuations: 
 Electron-Positron Scattering in Fourth Order 
 Vacuum Polarization 
 Self-Energy of the Electron 
 The Vertex Correction  
The customary way to solve scattering problems in QED is by giving the initial and final states of the system.  In that way 
one is considering only those particular components of the fields that start and end respectively in the given initial and 
final states, restricting the calculation to the paths connecting those states exclusively.  That may provide some 
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interesting insights, like the virtual fields involved in the mutual electron scattering appear to be massive, but in general 
they tend to provide a restricted view of the general physical process. 
 
Quantum Optics works typically with non-relativistic atomic systems, where the electrons are not free, but confined 
inside a volume, that could be an atom, a molecule, a crystal, a gas, etc.  The number of electrons and photons can be 
very large.  Over time it was concerned with the following problems67,68 : 
 1960: Powerful and coherent sources of light: laser. Light Amplifiers, what is the ultimate limit in noise to signal 
ratio? Quantum fluctuations.  Statistical properties of light, photon statistics.  Incoherent nonlinear optics: frequency 
mixing and conversion. 
 1970: source field and radiation reaction, shown to be equivalent to vacuum fluctuations and commutation 
relations.  Fields following sources.  Resonance fluorescence. Use of Density matrix, Bloch equations and rate 
equations. 
 1980-90: Applications of nonlinear optics: squeeze states.  Transmission of information at lower signal levels.  
Entanglement, initially generated by parametric spontaneous down conversion crystals. No signaling theorem, no 
cloning theorem. Coherent nonlinearities: nonlinear susceptibility. 
 1990-today: Quantum information applications. 
 
4.4.3. Dirac-Heisenberg-Pauli representation 
We provide here the second quantization formalism as developed initially by Dirac in 1927.  Later the electromagnetic 
quantization model was used for other types of bosons, and also for fermions.  Dirac described the state of the 
electromagnetic field in terms of its Eigenmodes.  He used the fact that the Hamiltonian for the Eigenmodes had the 
same structure as the Hamiltonian for the amplitude of a harmonic oscillator and applied the quantum solution for a 
harmonic oscillator to the electromagnetic field.  In analogy with the quantum harmonic oscillator, he showed how 
excitations can be created or destroyed by the creation and destruction operators, how a given state can be generated 
by the multiple action of the creation operator on the ‘ground state’, defined as the state with no excitations.  Taking 
the harmonic oscillator as a model, Dirac defined creation and destruction operators following the commutation 
relations 
[ܽ, ܾା] = ܾܽା − ܾାܽ = ߜ௔௕  
Later analogous anticommutation rules for fermions were defined in the form: 
ሼܽ, ܾାሽ = ܾܽା + ܾାܽ = ߜ௔௕           →        ܾܽା + ܾାܽ − 2ܾାܽ = ܾܽା − ܾାܽ = [ܽ, ܾା] =  ߜ௔௕ − 2ܾାܽ 
Using these operators, the state of the field with n excitations in the single Eigen mode of type i is defined by: 
vac
n
a
n
i
n
i
ki i !
ˆ†

   
Eq 147 
A great advantage of second quantization is that it allows to concentrate on those parts of the wavefunction that are 
non-null, by specifying the state of the system by Eq 147.  When we compare the extension of this expression with the 
4௡ terms appearing in Breit expression we can see that this is a huge notational advantage.  A more complex state 
where we have ݊௔௜ excitations of type ܽ௜  and ݊௕௜ excitations of type ܾ௜ is given by: 
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|ݏݐܽݐ݁ۧ = | ⋯ ݊௔௜݊௕௜ ⋯ ۧ = ෍
ܽ௜
ϯ௡ೌ೔
ඥ݊௔௜!
ܾ௜
ϯ௡್೔
ඥ݊௕௜!
⋯
௜
|ݒܽܿۧ 
Where a sum over the index i is assumed in order to allow for a possible entanglement.  The most fundamental 
evolution equation of his theory is a Schrödinger-like equation: 
݀|ݏݐܽݐ݁ۧ
݀ݐ
= ܪ෡|ݏݐܽݐ݁ۧ 
Eq 148 
Where ܪ෡ is the Hamiltonian operator for second quantization, obtained from the classical field Hamiltonian, by 
replacing the field variables by ‘field operators’.  In this way in an energy eigenstate, the frequency of ‘oscillation’ of the 
quantum state is given by the energy content of the field.  This can be considered the QUANTIZATION CONDITION of the 
theory and can be thought to be the deepest meaning of Eq 148. 
In a Hamiltonian eigenstate it is the energy content of the fields which is conserved and the fields acquire the primary 
role of the theory.  Because the Hamiltonian operator acting on the state is not defined in terms of differential or 
algebraic operators, like gradient, multiplication or alike, the Schrödinger equation should not be considered a ‘real’ 
differential equation, but a template or matrix from which to obtain explicit differential equations in each particular 
case.  In fact, Bjorken and Drell in the Preface to their book 'Relativistic Quantum Mechanics' consider that the quantum 
"field theory formalism ... may be viewed more as a superstructure than as a foundation" 69  This is very similar to the 
utilization or use of templates in modern software development techniques and languages.  In that case the template is 
a piece of code that can be copied and modified to fit a specific situation.  In fact, once the operator equations are 
sandwiched between initial and final states, the equations for the wave functions or fields in Fock space become 
evident.  The same applies to Hamiltonian or Lagrangian expressions.  In this way explicit differential equations can be 
achieved by encapsulation of the operator expression between states of the system, which are providing at the same 
time the boundary conditions required by the solution of the differential equations. 
The second quantization Hamiltonian operator appearing in Eq 148 for the case of the Schrödinger equation is given by 
ܪ෡ = න ቆ
ℏଶ
2݉
∇ ෠߰∗ ∙ ∇ ෠߰ + ܸ(ݎ, ݐ) ෠߰∗ ෠߰ቇ ݀ଷݎ 
It has the same shape as the classical field Hamiltonian, but with the classical fields replaced by ‘field operators’ as 
shown, for example in the book by Greiner70 or Abrikosov71.   
The field Hamiltonian is not a local expression, but involves the integral of the different fields composing the system 
over the entire space.  The enforcement of energy-momentum conservation by this nonlocal Hamiltonian over the 
whole space, in cooperation with collective and relative coordinates are responsible for entanglement and nonlocal 
interactions, even between disjoint portions of the system. 
In the nonrelativistic theory, the field operators are defined as a function of the creation and  destruction operators by 
෠߰(ݎԦ, ݐ) = ෍ ොܽ௜(ݐ)ݑ௜(ݎԦ)
௜
 
෠߰ϯ(ݎԦ, ݐ) = ෍ ොܽ௜
ϯ(ݐ)ݑ௜∗(ݎԦ)
௜
 
Eq 149 
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where ݑ௜ are the single- particle eigenfunctions corresponding to the Eigen modes.  By making use of these relations, it 
can be found that the field Hamiltonian takes the form 
ܪ෡ = න ݀ଷݎ ෠߰ϯ(ݎԦ, ݐ) ൭−
ℏଶ
2݉
∇ଶ + ܸ(ݎ)൱ ෠߰(ݎԦ, ݐ) = ෍ ොܽ௜
ϯ ොܽ௜
௜
ߝ௜  
Eq 150 
in terms of the harmonic-oscillator-like creation and destruction operators.  The quantity ߝ௜  is the energy associated with 
the eigenstate i. 
For use in future sections we present here the definition of the field operator for the second quantization of the Klein 
Gordon equation. 
෠߰(ݎԦ, ݐ) = න ݀ଷ݌ ൬ ොܽ௣Ԧݑ௣Ԧ(ݎԦ, ݐ) + ෠ܾ௣Ԧ
ϯݑ௣Ԧ
∗ (ݎԦ, ݐ)൰ 
෠߰ϯ(ݎԦ, ݐ) = න ݀ଷ݌ ൬ܽ௣Ԧ
ϯ ݑ௣Ԧ
∗ (ݎԦ, ݐ) + ෠ܾ௣Ԧݑ௣Ԧ(ݎԦ, ݐ)൰ 
The main difference is the appearance of a second term ෠ܾ௣Ԧ, ෠ܾ௣Ԧ
ϯ   that corresponds to the creation and destruction of 
antiparticles, represented by solutions of the equations with negative energy.  They correspond to the second degree of 
freedom due to the fact that the Klein Gordon equation is a second order differential equation in time, in opposition to 
the Schrödinger equation which is first order in time.  As we will see later, they give rise to a source term associated with 
positrons in the wave equation for the electrons and vice versa. 
The field operator for the second quantization of the electromagnetic field in the relativistic version is given by 
ܣመఓ(ݎԦ, ݐ) = න
݀ଷ݇
ඥ2߱௞(2ߨ)ଷ
෍ ൬ ොܽ௞ሬԦ ఒ߳
ఓ൫ሬ݇Ԧ, ߣ൯ݑ௞ሬԦఒ(ݎԦ, ݐ) + ොܽ௞ሬԦ ఒ
ϯ ߳ఓ൫ሬ݇Ԧ, ߣ൯ݑ௞ሬԦ ఒ
∗ (ݎԦ, ݐ)൰
ଷ
ఒୀ଴
 
Eq 151 
where ߳ఓ൫ሬ݇Ԧ, ߣ൯ are the polarization unit vectors and ݑ௞ሬԦ ఒ(ݎԦ, ݐ) the eigenstates solutions as defined by the boundary 
conditions; in plane geometry ሬ݇Ԧ labels the different plane waves, and ݑ௞ሬԦ ఒ(ݎԦ, ݐ) means 
ݑ௞ሬԦ ఒ(ݎԦ, ݐ) = ݁
ି௜൫௞ሬԦ ∙௥Ԧିఠ௧൯.  The interesting point here is the presence of the second term containing ොܽ
௞ሬԦ ఒ
ϯ  .  This term 
apperas because in the classical Maxwell’s equations the fields ܣఓ(ݔ) are real. 
Based on the creation and destruction commutation relations, in the case of Bosons the following commutation 
relations are found between the field operators: 
ൣ ෠߰(ݎԦ, ݐ), ෠߰ϯ(ݎԦ′, ݐ)൧ = ߜ(ݎԦ − ݎԦ′) 
ൣ ෠߰(ݎԦ, ݐ), ෠߰(ݎԦ′, ݐ)൧ = ൣ ෠߰ϯ(ݎԦ, ݐ), ෠߰ϯ(ݎԦ′, ݐ)൧ = 0 
In the case of the Dirac equation the following definition is given for the field operator: 
෠߰(ݎԦ, ݐ) = ෍ න ݀ଷ݌ ቀ ෠ܾ(݌Ԧ, ݏ)߯(݌Ԧ, ݏ)ݑ௣Ԧ(ݎԦ, ݐ) + መ݀ϯ(݌Ԧ, ݏ)߯′(݌Ԧ, ݏ)ݑ௣Ԧ
∗ (ݎԦ, ݐ)ቁ
ଶ
௦ୀଵ
 
where ෠ܾϯ is the creator of an electron, ෠ܾ the destructor of an electron, መ݀ϯ the creator of a positron, and መ݀ the destructor 
of a positron.  The index s can have the values 1 (spin up) and 2 (spin down).  The 4-spinor ߯(݌Ԧ, ݏ) corresponds to an 
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electron with spin s, and ߯′(݌Ԧ, ݏ) is a 4-spinor associated with a positron of spin s.  We see that it adds the spin degree of 
freedom to the Klein Gordon field.   
The electron fields, being fermions fulfil the following anticommutation relations: 
൛ ෠߰(ݎԦ, ݐ), ෠߰ϯ(ݎԦ′, ݐ)ൟ = ߜ(ݎԦ − ݎԦ′) 
൛ ෠߰(ݎԦ, ݐ), ෠߰(ݎԦ′, ݐ)ൟ = ൛ ෠߰ϯ(ݎԦ, ݐ), ෠߰ϯ(ݎԦ′, ݐ)ൟ = 0 
Returning for simplicity to the nonrelativistic case, the wave equations for the field operator ෠߰ can be derived from the 
Hamiltonian Eq 150 by the Heisenberg equation of motion involving the commutators: 
݀
݀ݐ
෠߰ = ൣܪ෡, ෠߰൧ +
߲
߲ݐ
෠߰ 
Eq 152 
The wave field appearing in the Hamiltonian is proportional to the creation operators: 
෠߰∗~ܽϯ 
Therefore the second quantization Schrödinger equation has the form 
݀|ݒܽܿۧ
݀ݐ
= ܪ෡|ݒܽܿۧ~ܽϯ|ݒܽܿۧ 
With a formal solution of the type 
|ݏݐܽݐ݁(ݐ)ۧ~݁௔ϯ௧|ݒܽܿۧ = ܽϯݐ|ݒܽܿۧ +
1
2
ܽϯଶݐଶ|ݒܽܿۧ +
1
3!
ܽϯଷݐଷ|ݒܽܿۧ + ⋯ 
~ = ܽ(ݐ)|1݌ܽݎݐۧ + ܾ(ݐ)|2݌ܽݎݐۧ + ܾ(ݐ)|3݌ܽݎݐۧ + ⋯ 
Which shows that in this formalism the number of particles tends to grow continuously, limited only by energy 
conservation.  The coefficients a, b, c, … change with time due to interactions with other terms containing a higher or 
lower number of particles.  Each term in general will be modified until the entire system may reach an equilibrium state.   
There is a double standard in the evolution equations of second quantization.  On one side, the differential equations 
governing the evolution of the fields are given by the Heisenberg equations of motion Eq 152, by the commutators of 
the field operators with the Hamiltonian, and can be of any order in the fields.  They can be linear in the fields or non-
linear.  On the other hand the Schrödinger Eq 148 governing the 'state' of the system is unitary.  This is required because 
the eigenvalue of that equation is just the field energy of the entire system, and that has to be a constant of the system.  
The energy of the state in turn is proportional to the norm of the state, implying that the state cannot change its norm 
and therefore the evolution has to be unitary.  This requirement then is a consequence of the conservation of energy.  
Conservation of energy is not required for each individual field of the system, but only for the system in its totality, 
implying the different Heisenberg equation of motion for partial fields don't need to be unitary or linear. 
A more general state is given by 
|ݏݐܽݐ݁(ݐ)ۧ = ∑ ܿ௔,ఛ(ݐ)|݊ଵ ⋯ ݊௜ ⋯ ݊௔ۧ௡,ఛ = ܽ(ݐ)|݊ଵ ⋯ ݊௜ ⋯ ݊௔ۧ + ܾ(ݐ)|݊ଵ ⋯ ݊௜ ⋯ ݊௕ۧ + ܿ(ݐ)|݊ଵ ⋯ ݊௜ ⋯ ݊௖ۧ + ⋯  
Eq 153 
Where ݊௔ refers to the number of excitations in the state ܽ and so on.  The coefficients ܿ௔,ఛ(ݐ) are time 
dependent and are interpreted as providing the probability and phase of the state |݊ଵ ⋯ ݊௜ ⋯ ݊௔ۧ  respect to the 
rest of the system.  
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The density matrix is defined by the products of the coefficients:  the diagonal elements are the norm square of 
them: 
|ܽ|ଶ  |ܾ|ଶ   |ܿ|ଶ   
they represent the probability to have this configuration.  The non-diagonal members are the following 
ܾܽ∗ ܽ∗ܾ  ܽܿ∗ ܽ∗ܿ … …. 
They are related to the intensity and coherence properties of the transition or emission process.  It is just a 
mathematical construct that can reproduce interference and coherence properties.  They form the so called 
‘density matrix’ which is very used in Quantum Optics, of great utility when solving the problem of the atomic 
two-level system interacting with the radiation field, using the Bloch optical equations. 
Up to this point we are in the presence of a very abstract formulation from which is very difficult to find a clear 
interpretation in terms of real particles or fields.  What we can say in parallelism to the workings of operators in 
first quantization is that once a state is given, the operators can be used to find statistical properties of the 
observables quantities associated with that operator.  In this case the field amplitude and field phase.  So the 
average value of these quantities, their standard deviation, or the statistical distribution for them could be 
calculated.  Also, as we have already seen, the time evolution of the system will be provided by the action of a 
Hamiltonian constructed from the above operators.  But the question about how the concept of particles fits in 
this formalism, or what is the relationship between this theory and the first quantization formalism still remains 
unclear. 
 
4.4.4. Fock representation 
 
The previous questions were partially answered by Fock in 1932.  He upgraded the configuration space into what is 
known today as “Fock space”. In first place he considered the states of the system: instead of restricting the state to be 
described by wavefunctions with a prefixed number of particle coordinates, he allowed to specify the state as the sum of 
wavefunctions dependent on a different number of particle coordinates.  For example, a valid state could be given by 
the sum of a wavefunction of n photons and i electrons plus a wavefunction of n-2 photons and i+1 electrons.  This 
multiparticle wavefunctions followed the same construction rules in terms of single particle wavefunctions as in first 
quantization in terms of determinants and permanents.  As a second achievement Fock was able to write the creation 
and destruction operators as ‘matrix’ operators acting on the state of the system in terms of single-particle 
wavefunctions.  He was able to show that his formalism was fully equivalent to the Heisenberg-Dirac’s formulation.  We 
will see later that the creation and destruction operators are related to the existence of particle sources and sinks in 
analogy with classical electromagnetism. 
A state that in the Heisenberg-Dirac representation is defined by an expression like  
|߰(ݐ)ۧ = ܽ(ݐ)|݊ଵ ⋯ ݊௜ ⋯ ݊௔ۧ + ܾ(ݐ)|݊ଵ ⋯ ݊௜ ⋯ ݊௕ۧ + ܿ(ݐ)|݊ଵ ⋯ ݊௜ ⋯ ݊௖ۧ + ⋯  
in Fock space will be given by 
߰(ݎ௜ , ⋯ , ݎ௡, ݐ) = ܽ(ݐ)߰௔൫ݎଵ, ⋯ , ݎ௡ೌ , ݐ൯ + ܾ(ݐ)߰௕൫ݎଵ, ⋯ , ݎ௡್ , ݐ൯ + ܿ(ݐ)߰௖൫ݎଵ, ⋯ , ݎ௡೎ , ݐ൯ + ⋯ 
Eq 154 
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where each wave function ߰௜൫ݎଵ, ⋯ , ݎ௡೔ , ݐ൯ is defined in the same way as in the first quantization case by the 
determinant or permanent: 
߰(ݎଵ, ⋯ , ݎ௜, ⋯ ݎ௡) = ተ
ተ
߰ଵ(ݎଵ) ⋯
⋮ ⋮
߰ଵ(ݎ௜) ⋯
⋮ ⋮
߰ଵ(ݎ௡)
⋮
߰௜(ݎଵ) ⋯
⋮ ⋮
߰௜(ݎ௜) ⋯
⋮ ⋮
߰௜(ݎ௡)
⋮
߰௡(ݎଵ) ⋯ ߰௡(ݎ௜) ⋯ ߰௡(ݎ௡)
ተ
ተ
క
 
where each individual wavefunction could represent an eigenstate of the energy for the particular particle 
Hamiltonian.    
The next step was to find the expression for the creation and destruction operators appearing in the Hamiltonian 
producing the transition from n to ݊ ± 1 particles states.  The solution from Fock was the following, using the 
notation 
|߰ଵ, ⋯ , ߰௡ۧ = ߰(ݎ௜ , ⋯ , ݎ௡, ݐ) 
Given a one particle state |߶ۧ, the creation operator ොܽϯ(߶) is defined by its action on an arbitrary state in Fock 
space as follows 
ොܽϯ(߶)|߰ଵ, ⋯ , ߰௡ۧ = |߶, ߰ଵ, ⋯ , ߰௡ۧ 
The destruction operator ොܽ(߶) is then defined as the adjoint of ොܽϯ(߶) 
ۦ߯ଵ, ⋯ , ߯௡ିଵ| ොܽ(߶)|߰ଵ, ⋯ , ߰௡ۧ = ۦ߰ଵ, ⋯ , ߰௡| ොܽϯ(߶)|߯ଵ, ⋯ , ߯௡ିଵۧ∗ = ۦ߰ଵ, ⋯ , ߰௡|߶, ߯ଵ, ⋯ , ߯௡ିଵۧ∗
= อ
ۦ߰ଵ|߶ۧ ۦ߰ଵ|߯ଵۧ
⋮ ⋮
ۦ߰௡|߶ۧ ۦ߰௡|߯ଵۧ
    ⋯ ۦ߰ଵ|߯௡ିଵۧ
    ⋯ ⋮
     ⋯ ۦ߰௡|߯௡ିଵۧ
อ
క
∗
= ෍ ߦ௞ିଵۦ߰௞|߶ۧ ቮ
ۦ߰ଵ|߯ଵۧ
⋮
ۦ߰௡|߯ଵۧ
    ⋯ ۦ߰ଵ|߯௡ିଵۧ
    (݊݋ ߰௞) ⋮
     ⋯ ۦ߰௡|߯௡ିଵۧ
ቮ
క
∗௡
௞ୀଵ
= ෍ ߦ௞ିଵۦ߰௞|߶ۧൻ߯ଵ, ⋯ , ߯௡ିଵห߰ଵ, ⋯ ෨߰௞ ⋯ , ߰௡ൿ
௡
௞ୀଵ
 
where ෨߰௞ means that ߰௞ is absent.  From here the expression for the destruction operator is evidently: 
ොܽ(߶)|߰ଵ, ⋯ , ߰௡ۧ = ෍ ߦ௞ିଵۦ߶|߰௞ۧ|߰ଵ, ⋯ ෠߰௞ ⋯ , ߰௡ൿ
௡
௞ୀଵ
 
and found expressions for these operators in terms of determinants and permanents.  He also showed that these 
operators fulfill the following commutation relations 
ൣ ොܽఈ , ොܽఉ൧ = ቂ ොܽఈ
ϯ , ොܽఉ
ϯ ቃ = 0        ቂ ොܽఈ , ොܽఉ
ϯ ቃ = ߜఈఉ,  
for bosons, and the anticommutation relations 
൛ ොܽఈ , ොܽఉൟ = ቄ ොܽఈ
ϯ , ොܽఉ
ϯ ቅ = 0        ቄ ොܽఈ , ොܽఉ
ϯ ቅ = ߜఈఉ,  
Eq 155 
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for fermions, which are the same relations fulfilled by the creation and destruction operators in Heisenberg’s theory, 
showing that both models where mathematically equivalent and could be applied to the same physical problem.  Also it 
can be shown that these commutation rules are what is needed for boson wavefunctions to be symmetric against 
permutation of particle indexes, and fermion wavefunctions to be antisymmetric against permutation of particle 
indexes.  In this way he was able to find an interpretation for the existence of anticommutation relations.  All this was 
done by Fock without any reference to the harmonic oscillator!   
In the Dirac representation a system with a fixed number of particles was defined as an eigenstate of the Hamiltonian, 
now in the Fock representation it can be given a much more intuitive interpretation: as long as the number of 
coordinates ݎ௜ remains constant and equal to ‘n’, we are in the presence of an eigenstate of ‘n’, or a state with constant 
number of particles.  This representation allows for the description of systems were particles can be created or 
absorbed, as in electron-positron pair creation, or with photons.  In this model the state becomes independent of the 
Eigenmodes of the field as was initially in the Dirac theory.  It can be seen that a state with a particle can be defined in 
any wavefunction associated with it, not just in energy Eigenmodes.  This fact can be accommodated in the Dirac 
representation by defining superposition states associated with the creation and destruction operators.  One of the 
most important creation operators are for creation of a particle   in the momentum state or in the position state.  They 
are related by 
ොܽϯ(݌Ԧ) = න ݀ௗݎ ොܽϯ(ݔԦ)݁௜௣Ԧ∙௫Ԧ 
ොܽϯ(ݔԦ) = න
݀ௗ݌
(2ߨ)ௗ
ොܽϯ(݌Ԧ)݁ି௜௣Ԧ∙௫Ԧ 
We have seen that in order to obtain entanglement, it is clear that a single equation involving the whole of all 
the particles in the system is required. Second quantization Schrödinger Eq 148 for the state of the whole 
system fulfills this requirement. Deriving wave equations from the field Hamiltonian provides equations for the 
individual fields.   
4.5. Dirac-Fock relationship 
4.5.1. States in Fock space 
In order to find the formal relationship between the Dirac and Fock representations, let’s start considering a state 
consisting of ݊௔ particles in state a . This state is given by 
|݊௔ۧ =
ොܽϯ
௡ೌ
ඥ݊௔!
|ݒܽܿۧ 
In order to regain the field as function of space and time one can use powers of the field operator  
෠߰(ݔ, ݐ) = න ݀ଷ݌ ቀ ොܽ௣(ݐ)ݑ௣(ݔ, ݐ) + ොܽ௣
ற(ݐ)ݑ௣∗ (ݔ, ݐ)ቁ = ෍ ቀ ොܽ௜(ݐ)ݑ௜(ݔ, ݐ) + ොܽ௜
ற(ݐ)ݑ௜∗(ݔ, ݐ)ቁ
௜
 
encapsulated between the |݊௔ۧ state and the vacuum state.  This is equivalent to the Fock projection operator ிܲ௢௖௞ 
ிܲ௢௖௞ = ۦݒܽܿ| ෍
1
√݊!
ෑ ෠߰(ݎ௜)
௡
௜ୀଵ
௡೘ೌೣ
௡ୀଵ
 
For another representation of scalar QED in Configuration space see72.  Let’s see some examples: 
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One particle in state a 
|1௔ۧ = ොܽ
ϯ |ݒܽܿۧ 
቎ۦݒܽܿ| ෍ ෑ ෠߰௔(ݎ௜)
௡
௜ୀଵ
௡೘ೌೣ
௡ୀଵ
቏ |1௔ۧ → ൻݒܽܿห ෠߰௔(ݎଵ)ห1௔ൿ = ൻݒܽܿห ොܽ߰௔(ݎଵ) ොܽϯหݒܽܿൿ = ൻݒܽܿห߰௔(ݎଵ)൫1 + ොܽϯ ොܽ൯หݒܽܿൿ
= ۦݒܽܿ|߰௔(ݎଵ)|ݒܽ ۧ = ߰௔(ݎଵ) 
Two bosons in state a 
|2௔ۧ =
ොܽϯ
ଶ
√2!
|ݒܽܿۧ 
቎ۦݒܽܿ| ෍
1
√݊!
ෑ ෠߰௔(ݎ௜)
௡
௜ୀଵ
௡೘ೌೣ
௡ୀଵ
቏ |2௔ۧ →
1
√2
ൻݒܽܿห ෠߰௔(ݎଶ) ෠߰௔(ݎଵ)ห2௔ൿ =
1
√2
ۦݒܽܿ| ොܽଶ߰௔(ݎଶ)߰௔(ݎଵ)|2௔ۧ
=
1
2
ൻݒܽܿห߰௔(ݎଶ)߰௔(ݎଵ) ොܽ൫1 + ොܽϯ ොܽ൯ ොܽϯหݒܽܿൿ =
1
2
ൻݒܽܿห߰௔(ݎଶ)߰௔(ݎଵ)൫ ොܽ ොܽϯ + ොܽ ොܽϯ ොܽ ොܽϯ൯หݒܽܿൿ
=
1
2
ർݒܽܿቚ߰௔(ݎଶ)߰௔(ݎଵ) ቀ൫1 + ොܽϯ ොܽ൯ + ൫1 + ොܽϯ ොܽ൯൫1 + ොܽϯ ොܽ൯ቁ ቚݒܽܿ඀ =
2
2
ۦݒܽܿ|߰௔(ݎଶ)߰௔(ݎଵ)|ݒܽܿۧ
= ߰௔(ݎଶ)߰௔(ݎଵ) 
 
One particle in state a and one particle in state b 
|1௔ , 1௕ۧ = ොܽϯ ෠ܾϯ|ݒܽܿۧ 
where the field operators are given by 
቎ۦݒܽܿ| ෍
1
√݊!
ෑ ෠߰௔(ݎ௜)
௡
௜ୀଵ
௡೘ೌೣ
௡ୀଵ
቏ |1௔ , 1௕ۧ → ൻݒܽܿห ෠߰(ݎଶ) ෠߰(ݎଵ)ห1௔ , 1௕ൿ = ൾݒܽܿቮ ෠߰௔(ݎଶ)
ቀ ොܽ߰௔(ݎଵ) + ෠ܾ߰௕(ݎଵ)ቁ
√2
ቮ1௔ , 1௕ං
=
1
√2
ۦݒܽܿ| ቀ ොܽ߰௔(ݎଶ) + ෠ܾ߰௕(ݎଶ)ቁ (߰௔(ݎଵ)|1௕ۧ + ߰௕(ݎଵ)|1௔ۧ)
=
1
√2
ۦݒܽܿ|(߰௔(ݎଶ)߰௕(ݎଵ)|ݒܽܿۧ + ߰௕(ݎଶ)߰௔(ݎଵ)|ݒܽܿۧ) =
1
√2
൫߰௔(ݎଶ)߰௕(ݎଵ) + ߰௕(ݎଶ)߰௔(ݎଵ)൯ 
 
Two photons in state a and one photon in state b is 
|2ܽ, 1ܾۧ =
ොܽ௔
றଶ
√2
ොܽ௕
ற|ݒܽܿۧ 
቎ۦݒܽܿ| ෍
1
√݊!
ෑ ෠߰௔(ݎ௜)
௡
௜ୀଵ
௡೘ೌೣ
௡ୀଵ
቏ |2௔, 1௕ۧ
→ √2൫ݑ௔(ݎଵ, ݐ)ݑ௔(ݎଶ, ݐ)ݑ௕(ݎଷ, ݐ) + ݑ௔(ݎଵ, ݐ)ݑ௔(ݎଷ, ݐ)ݑ௕(ݎଶ, ݐ) + ݑ௔(ݎଶ, ݐ)ݑ௔(ݎଷ, ݐ)ݑ௕(ݎଵ, ݐ)൯ 
One electron in a and another in b: 
|1ܽ, 1ܾۧ = ොܽ௔
ற ොܽ௕
ற|ݒܽܿۧ 
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቎ۦݒܽܿ| ෍
1
√݊!
ෑ ෠߰௔(ݎ௜)
௡
௜ୀଵ
௡೘ೌೣ
௡ୀଵ
቏ |1௔, 1௕ۧ →
1
√2
൫ݑ௔(ݎଵ, ݐ)ݑ௕(ݎଶ, ݐ) − ݑ௕(ݎଵ, ݐ)ݑ௔(ݎଶ, ݐ)൯ 
The same technique can be used when having different particles. 
One electron in a and one photon in b: 
|1݁ܽ, 1݌ℎܾۧ = ොܽ௘,௔
ற ොܽ௣௛,௕
ற |ݒܽܿۧ 
቎ۦݒܽܿ| ෍
1
√݊!
1
√݉!
ෑ ෠߰௔(ݎ௜) ෠ܸ൫ݎ௝, ݐ൯
௡
௜,௝ୀଵ
௡೘ೌೣ
௡,௠ୀଵ
቏ |1݁ܽ, 1݌ℎܾۧ →ณ
௖௢௡௙௜௚௨௥௔௧௜௢௡
 ௦௣௔௖௘
ݑ௔(ݎ௘ , ݐ) ௕ܸ൫ݎ௣௛, ݐ൯ 
where we call ௕ܸ൫ݎ௣௛, ݐ൯ the photon field or wavefunction. 
4.5.2. Hamiltonian in Fock space 
The Fock projection operator ிܲ௢௖௞ can be used not only to find the representation of the Dirac state into the Fock 
wavefunctions, but also one can use this technique to find the expression for the Second Quantization Schrodinger 
equation.  It is also possible to find the Fock representation of the Lagrangian and Hamiltonian starting from its 
representation in terms of field operators.  Here we present some examples for the Hamiltonian expression in Fock 
space. 
4.5.2.1. Non-relativistic electron and radiation field 
The classical theory of Lagrangian, energy density, wave equations for single particle quantum mechanics and the 
interaction with the electromagnetic field can be found in the book by Barut73, for a Schrödinger electron it is: 
ܪ = න ቈ
1
2 ቆ
൬−
1
ܿ
ܣԦሶ − ∇ሬԦܸ൰
ଶ
+ ൫∇ሬԦ × AሬԦ൯
ଶ
ቇ − ݁߰∗ܸ߰ +
݅݁ℏ
2݉ ൫
߰∗∇ሬԦ߰ − ߰∇ሬԦ߰∗൯ ∙ AሬԦ቉ ݀ଷݎԦ + න ቆ
ℏଶ
2݉
∇ሬԦ߰∗ ∙ ∇ሬԦ߰ቇ ݀ଷݎԦ 
Eq 156 
The case for many electrons and photons will be  
ܪ = ෍ න ൥
1
2
൭ቆ−
1
ܿ
ܣԦሶ൫ݎԦ௣௛,௝൯ − ∇ሬԦܸ൫ݎԦ௣௛,௝൯ቇ
ଶ
+ ቀ∇ሬԦ × AሬԦ൫ݎԦ௣௛,௝൯ቁ
ଶ
൱൩ ݀ଷݎԦ௣௛,௝
௝
+ ෍ න න ൤−݁߰∗൫ݎԦ௘,௜൯߰൫ݎԦ௘,௜൯ܸ൫ݎԦ௣௛,௝൯ +
݅݁ℏ
2݉
ቀ߰∗൫ݎԦ௘,௜൯∇ሬԦ߰൫ݎԦ௘,௜൯ − ߰൫ݎԦ௘,௜൯∇ሬԦ߰∗൫ݎԦ௘,௜൯ቁ ∙ AሬԦ൫ݎԦ௣௛,௝൯൨ ߜ൫ݎԦ௣௛,௝
௥೛೓,ೕ௥೐,೔௜,௝
− ݎԦ௘,௜൯݀ଷݎԦ௣௛,௝ ݀ଷݎԦ௘,௜ + ෍ න ൭
ℏଶ
2݉
∇ሬԦ߰∗൫ݎԦ௘,௜൯ ∙ ∇ሬԦ߰൫ݎԦ௘,௜൯൱ ݀ଷݎԦ௘,௜
௜
 
Eq 157 
4.5.2.2. Relative coordinates 
Two electrons 
If we write the term of the Lagrangian corresponding to the mutual interaction between two electrons in the Coulomb 
approximation we get,  
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ඵ ߰ଵ∗߰ଵܸ(ݎԦଶ − ݎԦଵ)߰ଶ∗߰ଶ݀ଷݎԦଵ݀ଷݎԦଶ 
Where the interaction between the 2 electrons is 
ܸ(ݎԦଶ − ݎԦଵ) 
This interaction is dependent only on the relative coordinate.  And we have the same case as for the hydrogen atom 
treated previously. 
One electron and one photon 
The Lagrangian for an electron and a field can be written as 
ඵ ܣԦ൫ݎԦ௣௛൯ ∙ ߰∗ ∇ി߰ ߜ൫ݎԦ௣௛ − ݎԦ௘൯݀ଷݎԦ௘݀ଷݎԦ௣௛ + ඵ ܸ൫ݎԦ௣௛൯ߜ൫ݎԦ௣௛ − ݎԦ௘൯߰∗ ߰ ݀ଷݎԦ௘݀ଷݎԦ௣௛ 
where we see that the interaction between the electron and the field is given by ߜ൫ݎԦ௣௛ − ݎԦ௘൯, also dependent only on 
the relative coordinate.  However is not a simple task to write the kinetic energy of the system in terms of the relative 
and center of mass coordinates between the electron and the photon.  The interaction in terms of the relative 
coordinate reads: 
ඵ ܸ(ݎԦ௥௘௟)߰௥௘௟∗ ߰௥௘௟߰஼ெ∗ ߰஼ெ݀ଷݎԦ௥௘௟݀ଷݎԦ஼ெ = න ߰஼ெ∗ ߰஼ெ݀ଷݎԦ஼ெ න ܸ(ݎԦ௥௘௟)߰௥௘௟∗ ߰௥௘௟݀ଷݎԦ௥௘௟ = න ܸ(ݎԦ௥௘௟)߰௥௘௟∗ ߰௥௘௟݀ଷݎԦ௥௘௟ 
 
The function for the photon and electron can be expressed through the Schmidt decomposition as described in the 
paper by Eberly et al74  . 
ඵ ܸ൫ݎԦ௣௛൯ߜ൫ݎԦ௣௛ − ݎԦ௘൯߰∗ ߰ ݀ଷݎԦ௘݀ଷݎԦ௣௛ = ඵ ෍ ௜ܸ൫ݎԦ௣௛൯ߜ൫ݎԦ௣௛ − ݎԦ௘൯߰௜∗߰௜݀ଷݎԦ௘݀ଷݎԦ௣௛
௡
௜ୀଵ
 
That is an entangled state. 
Two photons 
A case of two-photon entanglement generation could be: 
ܪ = න න න ൤
݅݁ℏ
2݉
ቀ߰∗(ݎԦ௘)∇ሬԦ߰(ݎԦ௘) − ߰(ݎԦ௘)∇ሬԦ߰∗(ݎԦ௘)ቁ ∙ ቀܣԦ௔൫ݎԦ௣௛,ଵ൯ܣԦ௕൫ݎԦ௣௛,ଶ൯ − ܣԦ௕൫ݎԦ௣௛,ଵ൯ܣԦ௔൫ݎԦ௣௛,ଶ൯ቁ൨
௥೛೓,మ
ߜ൫ݎԦ௣௛,ଵ
௥೛೓,భ௥೐
− ݎԦ௘൯ߜ൫ݎԦ௣௛,ଶ − ݎԦ௘൯݀ଷݎԦ௣௛,ଵ݀ଷݎԦ௣௛,ଶ ݀ଷݎԦ௘ 
Or better yet: 
ܪ = න න න ൤
݅݁ℏ
2݉
ቀ߰∗(ݎԦ௘)∇ሬԦ߰(ݎԦ௘) − ߰(ݎԦ௘)∇ሬԦ߰∗(ݎԦ௘)ቁ ∙ ܣԦ௘௫௧൫ݎԦ௣௛,ଵ + ݎԦ௣௛,ଶ൯൨
௥೛೓,మ
ߜ ቆ
ݎԦ௣௛,ଵ + ݎԦ௣௛,ଶ
2
− ݎԦ௘ቇ ߜ൫ݎԦ௣௛,ଵ
௥೛೓,భ௥೐
− ݎԦ௣௛,ଶ൯݀ଷݎԦ௣௛,ଵ݀ଷݎԦ௣௛,ଶ ݀ଷݎԦ௘ 
Where the photon coordinates selected are the center of mass and relative position, which is similar also to the 
electron-positron entangled pair generation.  See section on electron-positron in next chapter. 
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When one is not working with individual particle coordinates, but with any other set of coordinates, one has to make the 
transformation from the individual coordinates to the new collective coordinates like relative and center of mass, and 
rewrite the Lagrangian and Hamiltonian in terms of this new coordinates like 
∇ሬԦଵ, ∇ሬԦଶ   →    ∇ሬԦ஼ெ , ∇ሬԦ௥௘௟ 
As done in classical physics (See Goldstein, Ruth, etc.) 
4.6. Field Quantization Significance 
4.6.1. Schrödinger equation in Fock space 
 
The purpose of Second Quantization is to find solutions to Eq 148 that we rewrite here 
݀|ݏݐܽݐ݁ۧ
݀ݐ
= ܪ෡ௌொ|ݏݐܽݐ݁ۧ 
There are two typical cases, the first one is to find stationary, steady solutions, also called energy eigenstates.  The other 
one is given an initial state that is not an eigenstate of the full Hamiltonian, find the state at a later time.  A special 
situation of this last case is when the Hamiltonian operator can be decomposed in two parts, the first of them has 
known steady solutions, and the second part is small compared with the first one, and is known as a 'perturbation' that 
can be time dependent or time independent.  In that case, if the initial state is one of the energy eigenstates, the 
problem can be solved by finding the components of the final state in terms of all energy eigenstates.  The amplitude of 
each one of these components is related to the so called 'transition probability' between the stationary states due to the 
perturbation.  The most typical problems in QED (scattering) belong to this last case.  Most of the scattering QED 
problems are readily time dependent, but they are handled as stationary problems for simplicity. 
There are many methods to find these solutions. Here we are going to mention only three of them.   
The first one consists in working with the general commutation properties of the field operators.   This technique has its 
roots very early in quantum mechanics, in fact Schrödinger and Pauli found solutions to the harmonic oscillator75 and 
hydrogen atom76 problems respectively without solving the Schrodinger differential equation, but by working exclusively 
with the operator properties as early as 1926.  The harmonic oscillator problem is very used in text books on quantum 
optics to solve the generalized harmonic oscillator Hamiltonian adapted to the radiation field.  This is done in order to 
provide a solution without the need to use differential equations, which in the case of field operators have a dubious 
meaning.  The drawback of using this technique is the higher degree of abstraction, making it very difficult to understand 
really what it is being calculated. 
The second method is to use the projector we have defined previously and enclose the operator Schrödinger equation 
between the actual state and vacuum, and obtain a differential equation in time acting on wavefunctions in Fock space. 
A third method was found by Feynman, who showed an alternative way to find the contribution to the final state at a 
given point in space and time, due to an initial state at other point in space and time.  That contribution is called the 
propagator, and is equivalent to solving the Green function for the differential equation.  It can be understood as a 
consequence of the classical Huygens principle for the propagation of waves.  Feynman showed that the final state 
contribution, could be found as an integral over all possible paths of the classical action for the motion of a classical 
particle between both points.  This formulation has two very deep consequences: first he showed that one doesn’t need 
at all the field operator formalism of canonical quantization, but any calculation could be performed making use of only 
classical concepts associated with differential and integral operators.  From there one can derive the second 
consequence that is what gives rise to the particular names given by Feynman to his papers: "Space-time approach to 
non-relativistic quantum mechanics” and “Space-time approach to quantum electrodynamics": and states that second 
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quantization can be fully formulated working with objective functions in real space-time.  This last consequence for us 
seems to be one of the most important contributions from Feynman's work, however it seems to have been overlooked 
in present-day text books. 
The same technique used to reduce the abstract ‘quantum state’|݊ۧ into a multi-coordinates space time function as in 
4.5.1 ‘States in Fock space’ can be used to obtain expressions for the Hamiltonian and for the wave equation in terms of 
individual particle wavefunctions.  If the wave function is given in Fock space by 
߰(ݎ௜ , ⋯ , ݎ௡, ݐ) = ܽ(ݐ)߰௔൫ݎଵ, ⋯ , ݎ௡ೌ , ݐ൯ + ܾ(ݐ)߰௕൫ݎଵ, ⋯ , ݎ௡್ , ݐ൯ + ܿ(ݐ)߰௖൫ݎଵ, ⋯ , ݎ௡೎ , ݐ൯ + ⋯ 
then the generalized Schrödinger equation will provide the equation of motion for the coefficients 
ܽ(ݐ), ܾ(ݐ), ܿ(ݐ) ⋯, .  Solving for the a coefficients is equivalent to solving for the density matrix.  Many 
approximations have been developed to simplify the problem and find solutions to the laser equations for 
example.  By using the Fock projection operator on the Second Quantization Schrodinger equation we obtain 
቎ۦݒܽܿ| ෍
1
√݊!
ෑ ෠߰௔(ݎ௜)
௡
௜ୀଵ
௡೘ೌೣ
௡ୀଵ
቏
݀
݀ݐ
Ψ෡ ௡೐(ݎ, ݐ)A෡௡೛೓(ݎ, ݐ)|ݏۧ = 
቎ۦݒܽܿ| ෍
1
√݊!
ෑ ෠߰௔(ݎ௜)
௡
௜ୀଵ
௡೘ೌೣ
௡ୀଵ
቏ ܪ෡௦௤Ψ෡ ௡೐(ݎ, ݐ)A෡௡೛೓(ݎ, ݐ)|ݏۧ 
Which should give 
݀
݀ݐ
෍ ߰௡ೌ೔(ݎ, ݐ) ⋯ ܣ௡್೔(ݎ, ݐ) ⋯
௜
= ෍ ܪ෡௦௤,௜߰௡ೌ೔(ݎ, ݐ) ⋯ ܣ௡್೔(ݎ, ݐ) ⋯
௜
 
The equations for the fields present source terms in the relativistic case as we will see later, as in the case of the 
electromagnetic fields.  Source terms were absent from the multi particle equations of first quantization. 
In summary, the difference between the first quantization multi-particle description and canonical quantization is that 
in the first case the system consists only of electron wavefunctions with a fix number of particle coordinates, while the 
electromagnetic fields are given as external fields.  For second quantization, the system is composed of electrons, 
positrons and photons described by relativistic equations whose solutions consists of functions with variable number 
of particle coordinates, and no external fields are required.  The greatest significance of the field operators in Field 
Quantization can be found in the fact that they allow for a highly condensed and efficient way to provide a set of 
differential equations relating a large number of fields and coordinates. 
This property can be appreciated in quantum optics, where a complete set of equations for the different possible states 
with a variable number of photons and different atomic populations can be derived from Eq 148.  On the other hand the 
traditional problems considered in QED involve a single electron and photon.  In most of the QED cases the equation 
derived from the operator formalism is not much different from the corresponding equation in first quantization as long 
as self-field interactions are not considered.  In many cases that similitude creates the temptation to believe that the 
field operators are the real objects of the theory and not just a formal template from which to obtain the actual working 
equations and wavefunctions. 
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4.6.2. Heisenberg's equation in Fock space 
In a similar way as done with the Schrodinger equation above, the field operators’ based Heisenberg equations of 
motion can be translated into an equation in Fock space for the actual functions ߰௔൫ݎଵ, ⋯ , ݎ௡ೌ , ݐ൯, and also for the single 
particle functions ߰௡ೌ೔(ݎ, ݐ) ⋯ ܣ௡್೔(ݎ, ݐ) that can be its constituents. 
The corresponding Heisenberg equation of motion would be 
቎ۦݒܽܿ| ෍
1
√݊!
ෑ ෠߰௔(ݎ௜)
௡
௜ୀଵ
௡೘ೌೣ
௡ୀଵ
቏
݀ ෠߰(ݎ, ݐ)
݀ݐ
| ⋯ ݊௜ ⋯ , ݐۧ = ቎ۦݒܽܿ| ෍
1
√݊!
ෑ ෠߰௔(ݎ௜)
௡
௜ୀଵ
௡೘ೌೣ
௡ୀଵ
቏ ൣ ෠߰(ݎ, ݐ), ܪ෡௦௤൧| ⋯ ݊௜ ⋯ , ݐۧ 
4.7. Self-Interactions, and Nonlinear Optics  
Before continuing we need to give again a precise meaning of what is understood under Canonical Quantization.  We 
repeat the definition given in Wikipedia that reads: 
“When the canonical quantization procedure is applied to a field, such as the electromagnetic field, the classical field 
variables become quantum operators. 
The classical equations of motion of a field are typically identical in form to the (quantum) equations for the wave-
function of one of its quanta. 
Quantum mechanically, the variables of a field (such as the field's amplitude at a given point) are represented by 
operators on a Hilbert space. In general, all observables are constructed as operators on the Hilbert space, and the time-
evolution of the operators is governed by the Hamiltonian, which must be a positive operator. 
The classical Hamiltonian is found to be 
 
Canonical quantization treats the variables and as operators with canonical commutation relations at 
time t = 0, given by 
” 
In summary to quantize a system, take the classical field Hamiltonian and interpret the fields not as space-time 
functions, but as operators in Hilbert space fulfilling the prescribed commutation relations of the particular case in hand.  
Then obtain the equation of motion for the field operators by the commutator between the field operator and the 
Hamiltonian.  This equations of motion are called Heisenberg equations and for a single particle are almost always 
identical in form with the classical wave equations (Schrödinger, Klein Gordon, Dirac, Maxwell).  We repeat the 
definition of this procedure here, because in many textbooks on nonlinear effects on second quantization, this 
procedure is simplified and many of the terms that should appear in the equations are neglected. 
Self-interactions 
We have seen that the introduction of self-interactions induce the introduction of nonlinear terms in the wave 
equations.  This is not the only place where nonlinearities appear in quantum mechanics.  The field equation for the 
electromagnetic fields can be non-linear, as is the case for the Kerr effect. Also the solution to the Schrodinger equation 
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of canonical quantization is a series in multiple products of the different fields composing the quantum system.  The 
Schrodinger equation is  
݀|߰(ݐ)ۧ
݀ݐ
= ܪ෡|߰(ݐ)ۧ 
With a formal solution in the Schrödinger picture of the type 
|߰(ݐ)ۧ~݁ு෡×(௧ି௧బ)|߰(ݐ଴)ۧ = ܪ෡(ݐ − ݐ଴)|߰(ݐ଴)ۧ +
1
2
ܪ෡ଶ(ݐ − ݐ଴)ଶ|߰(ݐ଴)ۧ +
1
3!
ܪ෡ଷ(ݐ − ݐ଴)ଷ|߰(ݐ଴)ۧ + ⋯ 
Eq 158 
if the initial time is taken to be ݐ଴. Here the state |߰(ݐ)ۧ is an abstract state defined in the occupation space or Hilbert 
space of the states of the system.   Eq 158 represents the Taylor expansion of the solution as a function of time. This 
expansion presents all possible products of creation and destruction operators, each one multiplied by a field function.   
From the classical Hamiltonian for the interaction of an electron and the radiation field is given by Eq 156, the 
Hamiltonian operator for Canonical Quantization in the Schrodinger picture is given by 
ܪ෡ = න ቈ
1
2 ቆ
൬−
1
ܿ
ΠሬሬԦ෡ − ∇ሬԦ ෠ܸ൰
ଶ
+ ቀ∇ሬԦ × ܣԦመቁ
ଶ
ቇ − ݁ ෠߰∗ ෠߰ ෠ܸ +
݅݁ℏ
2݉ ൫
෠߰ϯ∇ሬԦ ෠߰ − ෠߰∇ሬԦ ෠߰ϯ൯ ∙ ܣԦመ቉ ݀ଷݎԦ + න ቆ
ℏଶ
2݉
∇ሬԦ ෠߰ϯ ∙ ∇ሬԦ ෠߰ቇ ݀ଷݎԦ 
where we remember that for the Schrödinger case 
෠߰(ݎԦ, ݐ) = ෍ ෠ܾ௜ݑ௜(ݎԦ, ݐ)
௜
 
and 
ܣመఓ(ݎԦ, ݐ) = න
݀ଷ݇
ඥ2߱௞(2ߨ)ଷ
෍ ൬ ොܽ௞ሬԦ ఒ߳
ఓ൫ሬ݇Ԧ, ߣ൯ݑ௞ሬԦఒ(ݎԦ, ݐ) + ොܽ௞ሬԦ ఒ
ϯ ߳ఓ൫ሬ݇Ԧ, ߣ൯ݑ௞ሬԦ ఒ
∗ (ݎԦ, ݐ)൰
ଷ
ఒୀ଴
 
in a finite volume the integral goes over a finite sum over the transverse fields: 
ܣԦመୄ(ݎԦ, ݐ) = ෍ ඨ
ℏ
2߱௞ߝ଴ܸ
ቀ ොܽ௞ܣԦ௞(ݎԦ, ݐ) + ොܽ௞
ϯ ܣԦ௞∗ (ݎԦ, ݐ)ቁ
௞
 
ܧሬԦ෠ୄ(ݎԦ, ݐ) =
݀ܣԦመ(ݎԦ, ݐ)
݀ݐ
= ݅ ෍ ඨ
ℏ߱௞
2ߝ଴ܸ
ቀ ොܽ௞߳௞ܣԦ௞(ݎԦ, ݐ) − ොܽ௞
ϯ ߳௞ܣԦ௞∗ (ݎԦ, ݐ)ቁ
௞
 
ΠሬሬԦ෡(ݎԦ, ݐ) = ܿܧሬԦ෠ୄ(ݎԦ, ݐ) 
where ܣԦ(ݎԦ, ݐ) and ΠሬሬԦ(ݎԦ, ݐ)  are classical functions defined in real space-time, describing the state of the field, typically 
eigenstates defined by the boundary conditions.  Similarly for the Schrödinger field operator.  In the Schrödinger picture 
where the creation and destruction operators ොܽ and ොܽϯ are time independent, they fulfil the commutation relations 
ൣ ොܽఈ , ොܽఉ൧ = ቂ ොܽఈ
ϯ , ොܽఉ
ϯ ቃ = 0        ቂ ොܽఈ , ොܽఉ
ϯ ቃ = ߜఈఉ,  
 We don’t need to consider the Hamiltonian terms for free fields, because they just define the eigenstates and 
eigenenergies of the system in the absence of interactions.  The most interesting part, providing for the evolution of the 
system and the exchange of particles is given by the interaction term, which in the absence of static fields becomes 
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ܪ෡௜ =
݅݁ℏ
2݉
න ቂ ෠߰ϯ(ݎԦ, ݐ) ቀ∇ሬԦ ෠߰(ݎԦ, ݐ)ቁ − ቀ∇ሬԦ ෠߰ϯ(ݎԦ, ݐ)ቁ ෠߰(ݎԦ, ݐ)ቃ ∙ ܣԦመ(ݎԦ, ݐ)݀ଷݎԦ = න Ԧ݆መ(ݎԦ, ݐ) ∙ ܣԦመ(ݎԦ, ݐ)݀ଷݎԦ 
Where all what we have done is to replace the classical fields by its corresponding operators and have defined the 
current density operator 
ଔԦመ(ݎሬԦ, ݐ) = −
݅݁ℏ
2݉ ቂ
෡߰ ϯ ቀ∇ሬԦ ෡߰ ቁ − ቀ∇ሬԦ ෡߰ ϯቁ ෡߰ ቃ ෍ ෡ܾ݆
ϯ෡ܾ݅ Ԧ݆݆݅(ݎሬԦ, ݐ)
݅,݆
 
In Appendix 4.1.   Nonlinear Hamiltonian in second quantization we show that the square of the Hamiltonian operator 
can be written as 
ܪ෡௜
ଶ = − ൬
݁ℏ
2݉
൰
ଶ ℏ
2ߝ଴ܸ
෍ ෠ܾ௝ᇱ
ϯ ෠ܾ௜ᇱ ෠ܾ௜
ϯ ෠ܾ௝
௜,௝,௜ᇲ,௝ᇱ
൥෍
1
߱௞
ඵ ቀଔԦ௝ᇱ௜ᇱ(ݎԦ, ݐ) ∙ ܣԦ௞(ݎԦ, ݐ)ଔԦ௜௝(ݎԦ′, ݐ) ∙ ܣԦ௞∗ (ݎԦ′, ݐ)ቁ ݀ଷݎԦ݀ଷݎԦ′
௞
൩ 
where the classical current density is 
ଔԦ௝௜(ݎԦ, ݐ) = ݑ௝∗(ݎԦ, ݐ)∇ሬԦݑ௜(ݎԦ, ݐ) − ቀ∇ሬԦݑ௝∗(ݎԦ, ݐ)ቁ ݑ௜(ݎԦ, ݐ) 
When the nonlinear Hamiltonian is sandwiched between 1 electron state ർ1݈݁ቚܪ෡௜
ଶቚ1݈݁඀ it takes the form 
ർ1݈݁ቚ ෠ܾ௝
ϯ ෠ܾ௜ ෠ܾ௜
ϯ ෠ܾ௝ቚ1݈݁඀.  This Hamiltonian has stationary terms in a state with no photons and a single electron only in two 
cases: 
 terms of the form ෠ܾ௝
ϯ ෠ܾ௝ ෠ܾ௜
ϯ ෠ܾ௜, non-exchange case, where  gives the classical Hamiltonian term corresponding to 
the magnetostatic Biot-Savart self-interaction77:  
ർܽቚܪ෡௜
ଶቚܽ඀ =
1
8ߨ
න ݀ଷݎԦ න ݀ଷݎԦ′ ෍
݆௔ఓ(ݎԦ, ݐ) ௝݆
ఓ(ݎԦ′, ݐ)
|ݎԦ − ݎԦ′|
௝
 
 A similar consideration applies to the term with the scalar potential which provides the equation including the 
electrostatic self-interaction.  In particular the term where ෠ܾ௜
ϯ ෠ܾ௜ ෠ܾ௜
ϯ ෠ܾ௜ = 1 is thrown away in traditional quantum 
mechanics, because is diverging and ‘uninteresting’.  However it is clear that it corresponds to a self-interaction 
term, the construction and destruction operators can be seen as a purely technical manipulation in order to 
derive the equations of motion for the fields.   
 terms of the form ෠ܾ௝
ϯ ෠ܾ௜ ෠ܾ௜
ϯ ෠ܾ௝with ݅ ≠ ݆, exchange case,  the intermediate state is not the same as the initial one, 
this means the electron density suffers a sort of trembling that is responsible, as in the Lamb shift effect for the 
achievement of ergodicity in the probability distribution for  the position of the electron in quantum mechanics.  
Because the action of the operators implies going through the vacuum state, this type of interaction energy is 
said to be due to vacuum fluctuations. 
Once we have sandwiched the Hamiltonian between states, we are left with an analytical expression from which we can 
obtain the differential equation.  It should be equivalent to find the Heisenberg's equation of motion and then sandwich 
it to obtain the analytical form. 
It is well known that ܪ෡௜
ଶ
 corresponds in first approximation to the Coulomb electrostatic and Biot-Savart magnetostatic 
self-energies of the electron77.  Let’s analyzed this fact in more detail. The traditional power series expansion used in 
most textbooks on QED for the electron self-mass calculations, can provide valid results only under the condition that 
the ‘correction’ to the set of states used as a basis for the expansion is very small, or equivalently that the full solution is 
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approximately known from beforehand.  This technique works well in the hydrogen atom case because the solution to 
the problem are very closely known as provided by the original Schrödinger equation, and effectively the Lamb shift is a 
very small perturbation.  I ask here: what would be the result of the calculation if plane waves were used instead of the 
well-known atomic wavefunctions as basis for the perturbation expansion?  Exactly the same situation appears in this 
case, however plane waves are typically used as solutions for the electron wavefunctions.  Let’s remember again how 
canonical quantization is applied to the hydrogen atom: first the allowed quantized states are found by solving the first 
quantization Schrödinger equation for the electron in the presence of the nuclear field, and later the second 
quantization operator formalism is applied to these states.  There is nothing wrong with that, it is the right way to 
proceed.  We proposed to apply the same procedure here.  First solve the self-interaction problem for the Dirac and 
Maxwell equations in first quantization, and later apply the second quantization formalism to the solutions found in this 
way.  This is what we have done in the Chapter 2 of this series, where we have solved this problem at all orders, not in a 
first order approximation, and found the electron soliton solutions.  The same applies exactly to the problem of the 
photon self-interaction provided by the Uehling and Euler-Heisenberg vacuum polarization terms.  In this last case we 
have found the photon soliton solutions that can solve the wave-particle duality for the electromagnetic fields. 
In a similar way it can be shown that any term having the same number of creation and destruction operators implies a 
(nonlinear) self-interaction of the system.  
So we see that self-interactions are indeed inside the formalism of Canonical Quantization.  This is the term that appears 
in some of the problems on nonlinear contributions to the index of refraction in quantum optics.  It is this term that we 
consider in the case of the soliton solutions for the electron and photon. 
Kerr effect 
A similar analysis can be done for Maxwell’s equation in the presence of a nonlinear polarization ሬܲԦே௅.  A typical 
coherent nonlinear effect in crystals is produced by the Kerr effect.  This case is provided by the effective 3rd order 
susceptibility  ෤߯௜௝௞௟
(ଷ)  where the polarization is given by:   
ሬܲԦே௅   →   ௜ܲ = ෤߯௜௝௞௟
(ଷ) ܧ௝ܧ௞ܧ௟ 
In this case the effective interaction Hamiltonian has an additional contribution of the form: 
ܪே௅ = ܽ න ሬܲԦே௅(ݎԦ, ݐ) ∙ ܧሬԦ(ݎԦ, ݐ)݀ଷݎԦ = ܽ න ෤߯௜௝௞௟
(ଷ) ܧ௜(ݎԦ, ݐ)ܧ௝(ݎԦ, ݐ)ܧ௞(ݎԦ, ݐ)ܧ௟(ݎԦ, ݐ)݀ଷݎԦ 
and the classical Maxwell equation, as well as the second quantization Heisenberg equation for the electric field 
operator read: 
∇ଶܧሬԦ(ݎԦ, ݐ) −
1
ܿଶ
߲ଶܦሬԦ(ݎԦ, ݐ)
߲ݐଶ
=
4ߨ
ܿଶ
߲ଶ ሬܲԦே௅(ݎԦ, ݐ)
߲ݐଶ
 
where ܦሬԦ(ݎԦ, ݐ) is the linear dielectric field in the presence of a linear polarization.  In the simplest isotropic case, we have 
ሬܲԦே௅ = ଷ
ସ
෤߯(ଷ)หܧሬԦห
ଶ
ܧሬԦ , where the factor ଷ
ସ
 is related to the symmetry properties of the Kerr crystal.  In this case the 
canonical Hamiltonian is proportional to the fourth power of the operator EሬԦ෡(ݎԦ, ݐ), and the Heisenberg equation is 
∇ଶܧሬԦ෠(ݎԦ, ݐ) −
݊ଶ
ܿଶ
߲ଶܧሬԦ෠(ݎԦ, ݐ)
߲ݐଶ
=
4ߨ
ܿଶ
3
4
෤߯(ଷ)
߲ଶ ൬ቀܧሬԦ෠ ∙ ܧሬԦ෠ቁ ܧሬԦ෠(ݎԦ, ݐ)൰
߲ݐଶ
 
In Appendix 4.2. Kerr effect. we show that by sandwiching between 1 photon state and vacuum the equation goes over: 
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∇ଶEሬԦ(ݎԦ, ݐ) −
݊ଶ
ܿଶ
߲ଶEሬԦ(ݎԦ, ݐ)
߲ݐଶ
=
4ߨ
ܿଶ
3
4
෤߯(ଷ)
߲ଶ ቀEሬԦ∗(ݎԦ, ݐ) ∙ EሬԦ(ݎԦ, ݐ)ቁ EሬԦ(ݎԦ, ݐ)
߲ݐଶ
 
which is the same as the classical Kerr equation responsible for the self-focusing effect among others.  The solution of 
the problem can be done in the Schrödinger or the Heisenberg representation.  Both are equivalent.  In the first one the 
Schrödinger equation in Hilbert state has to be solved, in the second case one can solve the Heisenberg equations of 
motion for the different fields present in the system.   
In traditional textbooks on quantum optics this coherence-preserving term is mostly not considered, leaving the student 
with the impression that ‘classical’ nonlinear effects in field propagation have no place in Second Quantization, that 
products of field operators in the Hamiltonian or quantum equations are related exclusively to the creation and 
destruction of particles.  This is merely an oversimplification of the problem and as we have presently seen it is wrong.  
Second Quantization maintains non-linear terms at the single photon level in a similar way as classical nonlinear optics. 
As one of the ‘lessons learned’ from nonlinear quantum optics, we can mention that the quantization of nonlinear 
modes should not be based in solutions of linear equations78. 
4.8. Double solution in Canonical Quantization 
In traditional Canonical Quantization, the field ܧ for photons and ߰ for electrons fulfills a linear differential equation in 
partial derivatives, identical with the usual Schrödinger-type or Maxwell-type equations.  Being a linear equation, it 
allows for the solutions to be undefined to the order of a multiplicative factor, or normalization factor.  In the case of the 
electron the solutions are normalized to unity to make them compatible with a probabilistic interpretation.  In the case 
of the Maxwell equations the fields are normalized to possess an energy content of ܧ = ℎߥ.  The normalization against 
ℎߥ for photons is also a key ingredient needed for the explanation of spontaneous emission in quantum optics and 
QED79.  In both cases this normalization is in some sense arbitrary, and defined in order to make compatible the solution 
with the experimental results and the particular interpretation given to the theory.  In the present work, the external 
part of the field solutions fulfill the same linear equations as the traditional case, reason why de Broglie called his model 
the ‘double solution’ model. But in the double solution model these external parts are not the full solution to the 
problem.  The complete solution is given by ܧሬԦ = ܧ௜௡௧ܧሬԦ௘௫௧ ܽ݊݀ ߰ = ߰௜௡௧߰௘௫௧, and are the solution to a nonlinear 
equation.  The amplitude of the total solution ܧ ܽ݊݀ ߰  are not undefined but are given as a result of the complete 
solution to the equation.  In this way by assigning a particular value for the normalization of the external fields 
ܧሬԦ௘௫௧  ܽ݊݀ ߰௘௫௧, this normalization will enter into the expression for the remaining part of the equation, this time the 
nonlinear equation fulfilled by the internal field ܧ௜௡௧ , ߰௜௡௧ in such a way that the total function ܧሬԦ = ܧ௜௡௧ܧሬԦ௘௫௧ , ߰ =
߰௜௡௧߰௘௫௧ remains unaffected. 
Once we start considering self-interactions the probability-type solutions where the solitons are absent, are not 
solutions any more.  The only existing solutions include a soliton.  The probability type solutions to linear equations exist 
only under the assumption that self-interactions doesn’t exist at all.  The fact that some of the solutions to soliton 
equations may not be stable is not a reason for the soliton idea to be wrong. It only shows that more terms need to be 
included in the equation to provide stability.  For example in the photon case one should add the attractive interaction 
energy between the different charge densities, and that would prevent the soliton from dismemberment. 
In the case of second quantization, we have seen that the state of the system can be fully represented by a general 
function in Fock space, where the number of particles is not fixed, and where electrons, positrons and photons are all 
admitted as particles.  In the presence of electrons and electromagnetic fields the general relationship between the 
standard and the Fock representation of second quantization is given by 
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቎ۦݒܽܿ| ෍
1
√݊!
1
√݉!
ෑ ෠߰௔(ݎ௜) ෠ܸ൫ݎ௝, ݐ൯
௡
௜,௝ୀଵ
௡೘ೌೣ
௡,௠ୀଵ
቏ |ݏۧ →ณ
௖௢௡௙௜௚௨௥௔௧௜௢௡
 ௦௣௔௖௘
 
ܨ ቀݎଵ௘ ⋯ ݎ௡೐
௘ , ݎଵ
௣௛ ⋯ ݎ௡೛೓
௣௛ , ݐቁ = ෍ ߰௡ೌ೔(ݎ௜௘ , ݐ) ⋯ ܣ௡್೔ቀݎ௝
௣௛, ݐቁ ⋯
௜,௝
 
 
For the case of three photons the traditional solution in Fock space would be of the form 
ܨ൫ݎଵ
௣௛ , ݎଶ
௣௛ , ݎଷ
௣௛ , ݐ൯ = ܽܩ௔ ൫ݎଵ
௣௛ , ݐ൯ + ܾܩ௕ ൫ݎଵ
௣௛ , ݎଶ
௣௛ , ݐ൯ + ܿܩ௖ ൫ݎଵ
௣௛, ݎଶ
௣௛ , ݎଷ
௣௛ , ݐ൯ + ⋯ 
Generalizing the Double Solution model for a single particle to the case of many particles, we consider the function of 
the type 
 ܩ൫ݎଵ
௣௛ , ݎଶ
௣௛ , ݎଷ
௣௛ , ݐ൯ = ௔݂௜௡௧൫ݎଵ
௣௛ , ݐ൯ ௕݂௜௡௧൫ݎଶ
௣௛, ݐ൯ ௖݂௜௡௧൫ݎଷ
௣௛, ݐ൯ܨ௘௫௧൫ݎଵ
௣௛, ݎଶ
௣௛ , ݎଷ
௣௛ , ݐ൯ 
Where ௔݂௜௡௧൫ݎ௜
௣௛, ݐ൯ are the internal functions corresponding to each particle present in the system, and  
ܨ௘௫௧൫ݎଵ
௣௛, ݎଶ
௣௛ , ݎଷ
௣௛ , ݐ൯ = ܨ൫ݎଵ
௣௛ , ݎଶ
௣௛ , ݎଷ
௣௛ , ݐ൯ 
is the external function equal to the traditional function described above.  This function is a solution of the second 
quantization equations when self-interactions are included in the formulation.  ܨ௘௫௧ is the external wavefunction 
generating the de Broglie’s Guiding Condition which may be nonlocal.  Electrons and photons have their own guiding 
condition. 
We can see that the field operator is a Placeholder for the actual wavefunctions and fields defined in Fock space when 
finding Hamiltonian and Lagrangian expressions or the differential equations. 
4.9. Conclusion 
We have verified that the existence of solitons can make possible a realistic interpretation of Multi-particle First 
Quantization and of Second Quantization.  We showed that the formalisms of configuration space and Fock space are 
compatible with a realistic description of the quantum system.  The only non-classical property of this description is the 
existence of non-local interactions between the particles that are components of entangled states.  Entanglement 
however is a very common property of quantum states and has its roots in the conservation laws when the solution to 
the multi-particle wave function is given in terms of collective and/or relative coordinates.  Canonical quantization 
allows the incorporation of the electromagnetic field on the same footing as all other types of particles.  The Canonical 
Formalism can be fully understood as a template model from which the actual differential equations for the multi-
particle fields in Fock space can be derived.   Contrary to common belief, we have seen that the Canonical Quantization 
includes nonlinear field equations on the same footing as the commonly referred multi-particle interactions described 
by the Feynman diagrams.  These nonlinear equations represent self-interactions between the fields and particles.   The 
entire formalism of Canonical Quantization can be fully understood in the frame of real space-time. 
In the Fock space or configuration space, the wavefunction depends on the actual position of all particles, and therefore 
the quantum potential implies nonlocal interactions among them.  The reason why the quantum force can be 
independent of the amplitude of the wavefunction and still comply with energy and momentum conservation is because 
the force is not between the particles and the wavefunction, but between the particles among themselves or with the 
physical boundary condition. For example, it is the first screen where the slits are drilled who receives the energy and 
recoil from the particles in a two slit experiment, when they suffer alterations in their trajectory before reaching the 
final screen. The wavefunction serves only as an intermediary. 
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In the double solution model, no particle interpretation is needed, but it is automatically provided. See efforts of other 
people72. 
The different quantum states in quantum optics, coherent, thermal, n-photon number, all define different inter-photon 
potentials that are responsible for the quantum optics statistics.  The state-functions in Fock space define the external 
multi photon functions, and with them, the potentials.   
 
As a side note let’s notice that multiple dimensions in string models can be related to the internal degrees of freedom of 
the particles. 
 
4.10. Appendix 4.1.   Nonlinear Hamiltonian in second quantization 
Start with the Hamiltonian given by 
ܪ෡௜ =
݅݁ℏ
2݉
න ቂ ෠߰ϯ(ݎԦ, ݐ) ቀ∇ሬԦ ෠߰(ݎԦ, ݐ)ቁ − ቀ∇ሬԦ ෠߰ϯ(ݎԦ, ݐ)ቁ ෠߰(ݎԦ, ݐ)ቃ ∙ ܣԦመ(ݎԦ, ݐ)݀ଷݎԦ = න Ԧ݆መ(ݎԦ, ݐ) ∙ ܣԦመ(ݎԦ, ݐ)݀ଷݎԦ 
Where all what we have done is to replace the classical fields by its corresponding operators and have defined the 
current density operator 
ଔԦመ(ݎሬԦ, ݐ) = −
݅݁ℏ
2݉ ቂ
෡߰ ϯ ቀ∇ሬԦ ෡߰ ቁ − ቀ∇ሬԦ ෡߰ ϯቁ ෡߰ ቃ = −
݅݁ℏ
2݉ ቎෍
෡ܾ݆
ϯݑ݆∗(ݎሬԦ, ݐ)
݆
൭∇ሬԦ ෍ ෡ܾ݅ݑ݅(ݎሬԦ, ݐ)
݅
൱ − ቌ∇ሬԦ ෍ ෡ܾ݆
ϯݑ݆∗(ݎሬԦ, ݐ)
݆
ቍ ෍ ෡ܾ݅ݑ݅(ݎሬԦ, ݐ)
݅
቏ =
= −
݅݁ℏ
2݉ ቎෍
෡ܾ݆
ϯ෡ܾ݅ݑ݆∗(ݎሬԦ, ݐ)∇ሬԦݑ݅(ݎሬԦ, ݐ)
݅,݆
− ෍ ෡ܾ݆
ϯ෡ܾ݅ ൬∇ሬԦݑ݆∗(ݎሬԦ, ݐ)൰ ݑ݅(ݎሬԦ, ݐ)
݅,݆
቏
= −
݅݁ℏ
2݉ ෍
෡ܾ݆
ϯ෡ܾ݅ ቆݑ݆∗(ݎሬԦ, ݐ)∇ሬԦݑ݅(ݎሬԦ, ݐ) − ൬∇ሬԦݑ݆∗(ݎሬԦ, ݐ)൰ ݑ݅(ݎሬԦ, ݐ)ቇ =
݅,݆
−
݅݁ℏ
2݉ ෍
෡ܾ݆
ϯ෡ܾ݅ Ԧ݆݆݅(ݎሬԦ, ݐ)
݅,݆
 
and the classical current density 
ଔԦ௝௜(ݎԦ, ݐ) = ݑ௝∗(ݎԦ, ݐ)∇ሬԦݑ௜(ݎԦ, ݐ) − ቀ∇ሬԦݑ௝∗(ݎԦ, ݐ)ቁ ݑ௜(ݎԦ, ݐ) 
the Hamiltonian squared is 
ܪ෡௜
ଶ = − ൬
݁ℏ
2݉
൰
ଶ
න ቂ ෠߰ϯ(ݎԦ, ݐ) ቀ∇ሬԦ ෠߰(ݎԦ, ݐ)ቁ − ቀ∇ሬԦ ෠߰ϯ(ݎԦ, ݐ)ቁ ෠߰(ݎԦ, ݐ)ቃ ∙ ܣԦመ(ݎԦ, ݐ)݀ଷݎԦ
× න ቂ ෠߰ϯ(ݎԦ′, ݐ) ቀ∇ሬԦ ෠߰(ݎԦ′, ݐ)ቁ − ቀ∇ሬԦ ෠߰ϯ(ݎԦ′, ݐ)ቁ ෠߰(ݎԦ′, ݐ)ቃ ∙ ܣԦመ(ݎԦ′, ݐ)݀ଷݎԦ′
= න Ԧ݆መ(ݎԦ, ݐ) ∙ ܣԦመ(ݎԦ, ݐ)݀ଷݎԦ න Ԧ݆መ(ݎԦ′, ݐ) ∙ ܣԦመ(ݎԦ′, ݐ)݀ଷݎԦ′ = ඵ Ԧ݆መ(ݎԦ, ݐ) ∙ ܣԦመ(ݎԦ, ݐ)Ԧ݆መ(ݎԦ′, ݐ) ∙ ܣԦመ(ݎԦ′, ݐ)݀ଷݎԦ݀ଷݎԦ′ 
The product of the current density and field operator is given by 
ଔԦመ(ݎሬԦ, ݐ) ∙ ܣሬሬԦ෡(ݎሬԦ, ݐ) = −
݅݁ℏ
2݉ ෍
෡ܾ݆
ϯ෡ܾ݅ Ԧ݆݆݅(ݎሬԦ, ݐ)
݅,݆
෍ ඨ
ℏ
2߱݇ߝ0ܸ
ቆෝܽ݇ܣሬሬԦ݇(ݎሬԦ, ݐ) + ෝܽ݇
ϯܣሬሬԦ݇
∗
(ݎሬԦ, ݐ)ቇ
݇
= −
݅݁ℏ
2݉ ඨ
ℏ
2ߝ0ܸ
෍ ඨ
1
߱݇
෡ܾ݆
ϯ෡ܾ݅ Ԧ݆݆݅(ݎሬԦ, ݐ)
݅,݆,݇
∙ ቆෝܽ݇ܣሬሬԦ݇(ݎሬԦ, ݐ) + ෝܽ݇
ϯܣሬሬԦ݇
∗
(ݎሬԦ, ݐ)ቇ 
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ଔԦመ(ݎሬԦ, ݐ) ∙ ܣሬሬԦ෡(ݎሬԦ, ݐ)ଔԦመ(ݎሬԦ′, ݐ) ∙ ܣሬሬԦ෡(ݎሬԦ′, ݐ)
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߱݇′
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݁ℏ
2݉
൰
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2ߝ଴ܸ
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߱௞
ඨ
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߱௞ᇱ
෠ܾ
௝
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௜,௝,௞,௜ᇲ,௝ᇲ,௞ᇱ
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ϯ ଔԦ௝௜(ݎԦ, ݐ)
௜,௝,௞,௜ᇲ,௝ᇲ,௞ᇱ
∙ ܣԦ௞∗ (ݎԦ, ݐ) ොܽ௞ᇱଔԦ௝ᇱ௜ᇱ(ݎԦ′, ݐ) ∙ ܣԦ௞ᇱ(ݎԦ′, ݐ) + ොܽ௞ଔԦ௝௜(ݎԦ, ݐ) ∙ ܣԦ௞(ݎԦ, ݐ) ොܽ௞ᇱ
ϯ ଔԦ௝ᇱ௜ᇱ(ݎԦ′, ݐ) ∙ ܣԦ௞ᇱ∗ (ݎԦ′, ݐ) + ොܽ௞
ϯ ଔԦ௝௜(ݎԦ, ݐ)
∙ ܣԦ௞∗ (ݎԦ, ݐ) ොܽ௞ᇱ
ϯ ଔԦ௝ᇱ௜ᇱ(ݎԦ′, ݐ) ∙ ܣԦ௞ᇱ∗ (ݎԦ′, ݐ)ቁ 
If we keep to simplify the number of photons constant in ർ݌ℎቚܪ෡௜
ଶቚ݌ℎ඀ only the third term survives. 
= − ൬
݁ℏ
2݉
൰
ଶ ℏ
2ߝ଴ܸ
෍ ඨ
1
߱௞
ඨ
1
߱௞ᇱ
෠ܾ
௝
ϯ ෠ܾ௜ ෠ܾ௝ᇱ
ϯ ෠ܾ௜ᇱ ቀ ොܽ௞
ϯ ଔԦ௝௜(ݎԦ, ݐ) ∙ ܣԦ௞∗ (ݎԦ, ݐ) ොܽ௞ᇱଔԦ௝ᇱ௜ᇱ(ݎԦ′, ݐ) ∙ ܣԦ௞ᇱ(ݎԦ′, ݐ) + ොܽ௞ଔԦ௝௜(ݎԦ, ݐ)
௜,௝,௞,௜ᇲ,௝ᇲ,௞ᇱ
∙ ܣԦ௞(ݎԦ, ݐ) ොܽ௞ᇱ
ϯ ଔԦ௝ᇱ௜ᇱ(ݎԦ′, ݐ) ∙ ܣԦ௞ᇱ∗ (ݎԦ′, ݐ)ቁ 
for same initial and final states I’=j and k=k’, i=j’  the case j’=I’, i=j later 
= − ൬
݁ℏ
2݉
൰
ଶ ℏ
2ߝ଴ܸ
෍
1
߱௞
෠ܾ
௝
ϯ ෠ܾ௜ ෠ܾ௜
ϯ ෠ܾ௝ ൬ ොܽ௞
ϯ ොܽ௞ ቀଔԦ௝௜(ݎԦ, ݐ) ∙ ܣԦ௞∗ (ݎԦ, ݐ)ଔԦ௜௝(ݎԦ′, ݐ) ∙ ܣԦ௞(ݎԦ′, ݐ)ቁ
௜,௝,௞
+ ොܽ௞ ොܽ௞
ϯ ቀଔԦ௝௜(ݎԦ, ݐ) ∙ ܣԦ௞(ݎԦ, ݐ)ଔԦ௜௝(ݎԦ′, ݐ) ∙ ܣԦ௞∗ (ݎԦ′, ݐ)ቁ൰ 
If there are no photons initially, ොܽ௞ ොܽ௞
ϯ = 1, ොܽ௞
ϯ ොܽ௞ = 0 and  the term simplifies to 
= − ൬
݁ℏ
2݉
൰
ଶ ℏ
2ߝ଴ܸ
෍
1
߱௞
෠ܾ
௝
ϯ ෠ܾ௜ ෠ܾ௜
ϯ ෠ܾ௝ ቀଔԦ௝௜(ݎԦ, ݐ) ∙ ܣԦ௞(ݎԦ, ݐ)ଔԦ௜௝(ݎԦ′, ݐ) ∙ ܣԦ௞∗ (ݎԦ′, ݐ)ቁ
௜,௝,௞
 
and 
ܪ෡௜
ଶ = − ൬
݁ℏ
2݉
൰
ଶ ℏ
2ߝ଴ܸ
෍ ෠ܾ௝
ϯ ෠ܾ௜ ෠ܾ௜
ϯ ෠ܾ௝
௜,௝
൥෍
1
߱௞
ඵ ቀଔԦ௝௜(ݎԦ, ݐ) ∙ ܣԦ௞(ݎԦ, ݐ)ଔԦ௜௝(ݎԦ′, ݐ) ∙ ܣԦ௞∗ (ݎԦ′, ݐ)ቁ ݀ଷݎԦ݀ଷݎԦ′
௞
൩ 
4.11. Appendix 4.2. Kerr effect. 
The Heisenberg equation for the Kerr effect is 
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∇ଶܧሬԦ෠(ݎԦ, ݐ) −
݊ଶ
ܿଶ
߲ଶܧሬԦ෠(ݎԦ, ݐ)
߲ݐଶ
=
4ߨ
ܿଶ
3
4
෤߯(ଷ)
߲ଶ ൬ቀܧሬԦ෠ ∙ ܧሬԦ෠ቁ ܧሬԦ෠(ݎԦ, ݐ)൰
߲ݐଶ
 
or sandwiching between 1 photon state and vacuum: 
ൾݒܽܿቮ ቌ ∇ଶ ቀ ොܽEሬԦ(ݎԦ, ݐ) + ොܽϯEሬԦ(ݎԦ, ݐ)ቁ − ݊
ଶ
ܿଶ
߲ଶ ቀ ොܽEሬԦ(ݎԦ, ݐ) + ොܽϯEሬԦ∗(ݎԦ, ݐ)ቁ
߲ݐଶ ቍ ቮ1݌ℎං
= ൾݒܽܿተ 4ߨܿଶ
3
4 ෤߯
(ଷ)
߲ଶ ൬ቂቀ ොܽEሬԦ(ݎԦ, ݐ) + ොܽϯEሬԦ∗(ݎԦ, ݐ)ቁ ∙ ቀ ොܽEሬԦ(ݎԦ, ݐ) + ොܽϯEሬԦ∗(ݎԦ, ݐ)ቁቃ ቀ ොܽEሬԦ(ݎԦ, ݐ) + ොܽϯEሬԦ∗(ݎԦ, ݐ)ቁ൰
߲ݐଶ ተ1݌ℎං 
 ∇ଶEሬԦ(ݎԦ, ݐ) −
݊ଶ
ܿଶ
߲ଶEሬԦ(ݎԦ, ݐ)
߲ݐଶ
= ൾݒܽܿተ 4ߨܿଶ
3
4 ෤߯
(ଷ)
߲ଶ ൬ቂቀ ොܽEሬԦ(ݎԦ, ݐ) + ොܽϯEሬԦ∗(ݎԦ, ݐ)ቁ ∙ ቀ ොܽEሬԦ(ݎԦ, ݐ) + ොܽϯEሬԦ∗(ݎԦ, ݐ)ቁቃ ቀ ොܽEሬԦ(ݎԦ, ݐ) + ොܽϯEሬԦ∗(ݎԦ, ݐ)ቁ൰
߲ݐଶ ተ1݌ℎං 
The interesting part is again given by ቀ ොܽEሬԦ(ݎԦ, ݐ) + ොܽϯEሬԦ∗(ݎԦ, ݐ)ቁ ∙ ቀ ොܽEሬԦ(ݎԦ, ݐ) + ොܽϯEሬԦ∗(ݎԦ, ݐ)ቁ that is of the form 
ቀ ොܽEሬԦ(ݎԦ, ݐ) + ොܽϯEሬԦ∗(ݎԦ, ݐ)ቁ ∙ ቀ ොܽEሬԦ(ݎԦ, ݐ) + ොܽϯEሬԦ∗(ݎԦ, ݐ)ቁ
= EሬԦ(ݎԦ, ݐ) ∙ EሬԦ(ݎԦ, ݐ) ොܽଶ + EሬԦ∗(ݎԦ, ݐ) ∙ EሬԦ∗(ݎԦ, ݐ) ොܽϯଶ + EሬԦ∗(ݎԦ, ݐ) ∙ EሬԦ(ݎԦ, ݐ)(2݊ + 1) 
Where here the first term destroys two photons and oscillates in the complex plane with a frequency of −2߱, the 
second term creates two photons and oscillates in the complex plane with a frequency of 2߱ and the last term is the 
product of the magnitude squared of the fields, leaving the number of original photons constant.  
ർݒܽܿቚ ቂቀ ොܽEሬԦ(ݎԦ, ݐ) + ොܽϯEሬԦ∗(ݎԦ, ݐ)ቁ ∙ ቀ ොܽEሬԦ(ݎԦ, ݐ) + ොܽϯEሬԦ∗(ݎԦ, ݐ)ቁቃ ቀ ොܽEሬԦ(ݎԦ, ݐ) + ොܽϯEሬԦ∗(ݎԦ, ݐ)ቁ ቚ1݌ℎ඀ = 
ൻݒܽܿหൣEሬԦ∗(ݎԦ, ݐ) ∙ EሬԦ(ݎԦ, ݐ)(2݊ + 1)൧EሬԦ(ݎԦ, ݐ) ොܽห1݌ℎൿ + ൻݒܽܿหൣEሬԦ(ݎԦ, ݐ) ∙ EሬԦ(ݎԦ, ݐ)൧EሬԦ∗(ݎԦ, ݐ) ොܽଶ ොܽϯห1݌ℎൿ 
In the first term ොܽ|1݌ℎۧ = |ݒܽܿۧ, leaving n = 0, in the second term ොܽଶ ොܽϯ|1݌ℎۧ = 2|ݒܽܿۧ.  Neglecting the second term by 
energy considerations the Maxwell equation reads: 
∇ଶEሬԦ(ݎԦ, ݐ) −
݊ଶ
ܿଶ
߲ଶEሬԦ(ݎԦ, ݐ)
߲ݐଶ
=
4ߨ
ܿଶ
3
4
෤߯(ଷ)
߲ଶ ቀEሬԦ∗(ݎԦ, ݐ) ∙ EሬԦ(ݎԦ, ݐ)ቁ EሬԦ(ݎԦ, ݐ)
߲ݐଶ
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5. Chapter: Electrons and Photons  
5.1. Electrons 
This paper is the fifth in a series of five papers entitled “Solitons and Quantum Behavior”.  In this chapter we review 
some problems of the interaction between electrons and photons from the point of view of the double solution and 
solitons. 
5.1.1. Feynman boundary conditions 
In traditional QED textbooks, to obtain the electron positron pair creation cross section, one solves the Compton 
problem and then applies a space-time rotation, to obtain the desired cross section based on relativistic symmetry 
properties. This leaves unclear the physical process, what's going on. The historical origin of the traditional calculation is 
very interesting: Wheeler came up with the idea that the electrons and positrons in the universe where in reality a single 
electron going back and forth from the temporal beginning of the universe to the temporal end of the universe, each 
time covering the path of each one of the electrons in the universe.  When coming back from the future to the past the 
single electron was seen as a positron. 
Feynman sympathized with that idea (Wheeler had been his thesis advisor) and tried to formulate an interpretation to 
the Dirac electron model that were totally symmetric respect to time inversion.  In this way he designed his diagrams 
really reversible in time, interpreting negative energy electrons as positrons going back in time.  There is however a 
drawback to develop such an interpretation: in the real world waves naturally start in a localized region of space and if 
they are not confined, they would expand forever towards infinity.  The opposite process, namely a wave starting at 
infinity and converging towards a point never occurs naturally.  This fact creates an essential asymmetry in the boundary 
conditions for real waves. The initial condition is always a localized wave expanding towards infinity, never the opposite 
case.  This condition can clearly be seen when working in spherical geometry.  Real solutions are always of the form 
And never like  .  This property has its expression in Feynman’s theory in the well-
known Feynman boundary conditions for the Dirac propagators that are not the same for both signs of the energy as 
shown in the next figure80 
 
 
Apparently to dissimulate this behavior, Feynman developed his theory exclusively in plane geometry.  When expressed 
in terms of plane waves the boundary conditions for the diagrams appear to be symmetric, but when using spherical 
coordinates, positive energy solutions are diverging waves, while negative energy solutions are converging waves.   
One can describe the electron-positron theory in the following two ways:   
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a) One can use Second Quantization considering two solutions: one with negative charge corresponding to an 
electron, and one with positive charge corresponding to a positron, where as usual in  Second Quantization both 
particles have  positive energies, or 
b) Use a single First Quantization Dirac equation, accept positive as well as negative energy solutions, identify 
positive energy solutions with electrons and negative energy solutions with positrons, but using Feynman’s 
boundary conditions, namely running positron solutions on a mirror and backwards in time, changing the sign of 
the spin,… as shown in text books on QED. 
 
It can be argued that Feynman special boundary conditions for the solutions of the Dirac equation is just a mathematical 
tool based on the general symmetry properties of the Dirac equation.  We can see then why the Feynman boundary 
condition is required: running the solutions in the time direction implied by the Feynman diagrams, spherical electron 
and positron wavefunctions will both start its motion in a localized region of space and both will expand with time.  As 
we noticed before this behavior is not self-evident when working with plane waves. 
One of the most important contributions from Feynman to QED is related to the title of his papers81, where he express 
the firmly belief that all quantum systems could be described in real physical space by using classical expressions.  In 
fact, he developed quantum mechanics on the basis that the propagator or Green function for the wave amplitude could 
be obtained as an integral of the classical action function of a classical particle following all possible paths between the 
initial and final points.  In fact in his work no operator is defined for the particle fields, all states and all interactions are 
described by well-defined numerical functions explicitly defined in space and time. 
He also stated that when two paths were possible between the initial and final points, the amplitude contribution 
should be given by the sum of both contributions, therefore allowing for the possibility of interference.  Also the 
amplitude for a process involving independent paths, related to two independent particles for example, should be given 
by the product of the amplitudes of the individual processes.  These two last rules are equivalent to the OR and the AND 
logical operations for probabilities, but applied to amplitudes instead of probabilities themselves. 
The propagator technique can be used in the ‘space or ‘momentum’ representations.  The momentum representation is 
the most commonly used because the equations simplify enormously, which is nothing else than a consequence of the 
Fourier decomposition in plane waves. Plane waves are the eigenstates of the energy operator in the absence of sources 
or interactions in the entire space, namely “free particles”. Many attempts have been developed to provide free 
particles states with special meaning.  From our point of view, these attempts only generate confusion, because they 
seem to overlook the fact that plane waves are only a mathematical tool, without any further meaning that just 
representing the Fourier components of a single wavefunction with any complicated geometry.  Readily, it is this full 
wavefunction and not its individual parts, which provides the information about the state of the electron.  Feynman 
work showed that all the results obtained using the canonical quantization description in terms of creation and 
destruction operators can also be described with events and fields evolving in real space-time.   
5.1.2. Sources and antiparticles in the effective equations 
The First Quantization Klein Gordon and Dirac equations have ‘obviously’ no sources. However the effective equations 
derived from second quantization do have sources.  We are going to verify this assertion in the following.  To show our 
remarks, we consider for simplicity the Hamiltonian operator for the Klein Gordon equation in the presence of an 
electron and positron as provided by second quantization: 
ܪ௙௜௘௟ௗ = න ቈ−݁ ቀෝ݈ܽ݁
† ݑ݈݁∗ + ෡ܾ݌݋ݏݑ݌݋ݏቁ ቀෝ݈ܽ݁ݑ݈݁ + ෡ܾ݌݋ݏ
† ݑ݌݋ݏ∗ ቁ ቆܸ(ݎ) +
ܣଶ(ݎ)
2݉
ቇ
+
݅݁ℏ
2݉
ቆቀෝ݈ܽ݁
† ݑ݈݁∗ + ෡ܾ݌݋ݏݑ݌݋ݏቁ ∇ ቀෝ݈ܽ݁ݑ݈݁ + ෡ܾ݌݋ݏ
† ݑ݌݋ݏ∗ ቁ − ቀෝ݈ܽ݁ݑ݈݁ + ෡ܾ݌݋ݏ
† ݑ݌݋ݏ∗ ቁ ∇ ቀෝ݈ܽ݁
† ݑ݈݁∗ + ෡ܾ݌݋ݏݑ݌݋ݏቁቇ ∙ ܣ(ݎ)቉ ݀ଷݎ 
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We encapsulate the Hamiltonian between two states to get the equation for the electron. 
(ۦݒܽܿ| + ۦ1݌ℎ| + ۦ1݁| + ۦ1݌| + ۦ1݁, 1݌|)ܪ௙௜௘௟ௗ(|ݒܽܿۧ + |1݌ℎۧ + |1݁ۧ + |1݌ۧ + |1݁, 1݌ۧ) 
→   (ۦݒܽܿ| + ۦ1݌ℎ| + ۦ1݁| + ۦ1݌|
+ ۦ1݁, 1݌|) න ቈ−݁ ቀෝ݈ܽ݁
† ݑ݈݁∗ + ෡ܾ݌݋ݏݑ݌݋ݏቁ ቀෝ݈ܽ݁ݑ݈݁ + ෡ܾ݌݋ݏ
† ݑ݌݋ݏ∗ ቁ ቆܸ(ݎ) +
ܣଶ(ݎ)
2݉
ቇ
+
݅݁ℏ
2݉
ቆቀෝ݈ܽ݁
† ݑ݈݁∗ + ෡ܾ݌݋ݏݑ݌݋ݏቁ ∇ ቀෝ݈ܽ݁ݑ݈݁ + ෡ܾ݌݋ݏ
† ݑ݌݋ݏ∗ ቁ − ቀෝ݈ܽ݁ݑ݈݁ + ෡ܾ݌݋ݏ
† ݑ݌݋ݏ∗ ቁ ∇ ቀෝ݈ܽ݁
† ݑ݈݁∗ + ෡ܾ݌݋ݏݑ݌݋ݏቁቇ
∙ ܣ(ݎ)቉ ݀ଷݎ (|ݒܽܿۧ + |1݌ℎۧ + |1݁ۧ + |1݌ۧ + |1݁, 1݌ۧ) 
We get 
ܪ௙௜௘௟ௗ = න ቈ−݁൫ݑ݈݁∗ + ݑ݌݋ݏ൯൫ݑ݈݁ + ݑ݌݋ݏ∗ ൯ ቆܸ(ݎ) +
ܣଶ(ݎ)
2݉
ቇ +
݅݁ℏ
2݉
ቀ൫ݑ݈݁∗ + ݑ݌݋ݏ൯∇൫ݑ݈݁ + ݑ݌݋ݏ∗ ൯ − ൫ݑ݈݁ + ݑ݌݋ݏ∗ ൯∇൫ݑ݈݁∗ + ݑ݌݋ݏ൯ቁ
∙ ܣ(ݎ)቉ ݀ଷݎ = න ݆ఓܣఓ݀ଷݎ 
Eq 159 
where in the last equation we are using the relativistic notation for the current density. 
The equation generated for the electron field by this Hamiltonian is 
߲ݑ݈݁
߲ݐ
= −݁ ቆܸ(ݎ) +
ܣ2(ݎ)
2݉
ቇ ൫ݑ௘௟ + ݑ௣௢௦∗ ൯ +
݅݁ℏ
2݉
∇൫ݑ௘௟ + ݑ௣௢௦∗ ൯ ∙ ܣ(ݎ) 
or 
߲ݑ݈݁
߲ݐ
= ቈ−݁ ቆܸ(ݎ) +
ܣ2(ݎ)
2݉
ቇ +
݅݁ℏ
2݉
ܣ(ݎ) ∙ ∇቉
ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
ு௔௠௜௟௧௢௡௜௔௡ ௘௙௙௘௖௧௜௩௘ ௢௣௘௥௔௧௢௥
ݑ௘௟ − ݁ ቆܸ(ݎ) +
ܣ2(ݎ)
2݉
ቇ ݑ௣௢௦∗ +
݅݁ℏ
2݉
ܣ(ݎ) ∙ ∇ݑ௣௢௦∗
ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௦௢௨௥௖௘ ௧௘௥௠
 
 
In the last equation we can clearly identify a source term for the electron field given by the overlapping of an 
electromagnetic field and a positron field: 
ߩ௘ = −݁ ቆܸ(ݎ) +
ܣଶ(ݎ)
2݉ ቇ
ݑ݌݋ݏ∗ +
݅݁ℏ
2݉
∇ݑ݌݋ݏ∗ ∙ ܣ(ݎ) 
And a similar equation for the positron.  If we consider the case of photon emission from an electro-positron pair, we 
see from Eq 159 that the interaction term ݆ఓܣఓ has a term proportional to ݑ௘௟
ఓ ݑ௣௢௦
ఓ ܣఓ
ϯ  that destroys an electron and a 
positron and creates a photon with an energy equal to the sum of the energies of the two original particles.  Here we 
can find the reason for the strange definition of the relativistic field operators (in both Dirac and Klein Gordon 
equations)  
෠߰(ݎԦ, ݐ) = න ݀ଷ݌ ൬ ොܽ௣Ԧݑ௣Ԧ(ݎԦ, ݐ) + ෠ܾ௣Ԧ
ϯݑ௣Ԧ
∗ (ݎԦ, ݐ)൰ 
෠߰ϯ(ݎԦ, ݐ) = න ݀ଷ݌ ൬ܽ௣Ԧ
ϯ ݑ௣Ԧ
∗ (ݎԦ, ݐ) + ෠ܾ௣Ԧݑ௣Ԧ(ݎԦ, ݐ)൰ 
where ෠߰ hast two terms, one proportional to a positron creation operator ෠ܾ௣Ԧ
ϯ  and the electron destruction operator ොܽ௣Ԧ, 
while in the non-relativistic field operator the antiparticle term is missing.  Correspondingly for ෠߰ϯ.  The purpose of the 
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additional positron operator in the electron field operator is to make possible a description of the electron-positron 
annihilation and pair creation processes as shown in the previous paragraph.  On the other hand, the relativistic 
symmetry properties allow the Feynman’s formalism where the charge density is given by 
݁൫ݑ݈݁∗ + ݑ݌݋ݏ൯൫ݑ݈݁ + ݑ݌݋ݏ∗ ൯ = ݁ ൮ݑ݈݁∗ ݑ݈݁ + ݑ݌݋ݏݑ݌݋ݏ∗ + ݑ݈݁∗ ݑ݌݋ݏ∗ + ݑ݌݋ݏݑ݈݁ᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ
2 Re൫ݑ݌݋ݏݑ݈݁൯~ܿ݋ݏ(2߱ݐ)
൲ 
and the charge current by 
݅݁ℏ
2݉
ቀ൫ݑ݈݁∗ + ݑ݌݋ݏ൯∇൫ݑ݈݁ + ݑ݌݋ݏ∗ ൯ − ൫ݑ݈݁ + ݑ݌݋ݏ∗ ൯∇൫ݑ݈݁∗ + ݑ݌݋ݏ൯ቁ 
Assuming an oscillation of the positive energy solution as ܽ݁ି௜ఠ௧ and of the negative energy solution of the form ܾ݁௜ఠ௧, 
we obtain the time evolution of the charge and current densities as 
൫ܽ݁ି௜ఠ + ܾ݁௜ఠ௧൯൫ܽ∗݁௜ఠ௧ − ܾ∗݁ି௜ఠ ൯ = |ܽ|ଶ − |ܾ|ଶ − ܾܽ∗݁ିଶ௜ఠ௧ + ܽ∗ܾ݁ଶ௜  
For a, b real: |ܽ|ଶ − |ܾ|ଶ + ܾܽ ∙ ܿ݋ݏ(2߱ݐ) 
Oscillating at a frequency ݂ = 2߱  which is different from what one would obtain by using a simple non-relativistic 
canonical field definition 
൫ܽ݁ି௜ఠ௧ + ܾ݁ି௜ఠ௧൯൫ܽ∗݁௜ఠ௧ − ܾ∗݁௜ఠ௧൯ = |ܽ|ଶ − |ܾ|ଶ − ܾܽ∗ + ܽ∗ܾ 
this last expression, for a, b real: |ܽ|ଶ − |ܾ|ଶ is time independent, and not oscillating at the frequency found before. 
It can be mentioned that in the case of pair creation, the resulting particles are not independent, but entangled due to 
the conservation of energy and momentum in the creation process. 
In 1966 Julian Schwinger proposed the description of electron-positron generation by the use of sources82, but his 
interpretation of QED was totally rejected by his colleagues at that time, in a similar way as how de Broglie’s double 
solution was rejected almost 40 years before. 
 
5.1.3. Vacuum fluctuations. Ergodicity 
 
The historical development of the concept of vacuum fluctuations is interesting in itself. One of the basic results of 
quantum mechanics is the uncertainty relations between the statistical distributions of complementary variables, 
derived from their commutation properties and interpreted originally by Heisenberg.  In its original form, this principle 
states that any measurements on complementary variables will be irremediably linked with a statistical distribution in its 
results given by the uncertainty inequalities.  The uncertainty in momentum (or velocity) appears to be inversely 
proportional to the spatial confinement dimensions of the system.  Initially the first interpretation provided by 
Heisenberg and Born among others was that the dispersion in measurement results was somehow, directly or indirectly 
produced by the measuring apparatus.  This could be conceptualized as an external arrangement interacting with the 
measured system that in a random and uncontrollable way modifies the environmental conditions seeing by the 
quantum system and thereby modifies the measurement outcome.  However later it was further analyzed the fact that 
the uncertainty relations are a consequence of the commutation properties and therefore should be present even in the 
absence of external interactions.  They are really an intrinsic property of the quantum system.  One possible 'physical 
interpretation' for this fact would be that quantum systems of atomic dimensions suffer from what could be called 
'Quantum fluctuations',  some sort of random walk, always present, independently of any measurement attempt83.   This 
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random walk would be also responsible for the achievement of ergodicity in the probability distribution derived from 
the wavefunction in the traditional interpretation of quantum mechanics.  In fact in the traditional interpretation of 
quantum mechanics, the solution to the quantum wave equations is seeing as providing a probability density 
distribution for the results of measurements for the position of a single quantum particle.  In fact these 'quantum 
fluctuations’ have physical reality and have been experimentally measured. 
Many different models have been proposed as source for this quantum fluctuations present not only in the motion of 
particles, but also in the evolution of fields, like electromagnetic waves.  The traditional interpretation in second 
quantization and QED assigns the source of this fluctuations to the commutation properties of the fields in the vacuum 
state.  However this interpretation is just shifting an answer into a new question: why commutation properties are 
related to vacuum fluctuations?   Aren’t commutation relationships just formal expressions used to derive the equations 
of motion?  A much more ‘physical’ insight was obtained by relatively modern works, where it has been shown that the 
second quantization vacuum fluctuations provide exactly the same result as the introduction of self-interactions and 
radiation reaction in the first quantization differential equations84.  This provides a straightforward interpretation:  the 
self-interaction of a charged particle with its own electromagnetic fields provides some sort of resonant, stationary state 
characterized by a random walk, as described by Welton's model85.  In a hidden-variable theory the interpretation would 
be that the action of the radiation reaction fields plus the quantum potential (forces) cancel partially each other.  In so 
doing they imply an energy addendum responsible for a contribution to the self-energy, vertex Feynman diagrams, Lamb 
shift, and random walk associated with the quantum fluctuations.  It has to be marked that the random walk in the 
quantum 'particle' is also directly associated with fluctuations in the amplitude and phase of the wave-function or 
quantum field associated with that particle.  Also, in the case of charged particles, the field for which they are source will 
suffer also of these fluctuations. 
The correct inclusion of self-interaction and radiation reaction in the first quantization theory incorporates spontaneous 
emission, removes unwanted electron runaway solutions and explain the existence of the kinetic energy present even in 
the ground state of physical systems, intimately linked to the conservation of the commutation relations in matter-
radiation interactions.  As known, in the nonrelativistic limit the vector potential A of radiation reaction has 
a) a term proportional to the velocity, which generates a mass renormalization, and according to Cohen Tannoudji, 
at least part of this energy appears as an additional oscillation on the particle trajectory; and  
b) A term proportional to the acceleration.  In classical physics this term, depending on the relative phase between 
the acceleration and the velocity can give rise to radiation damping or to the unwanted runaway solutions.   
The quantum radiation reaction problem differs from the classical calculation in the existence of the quantum potential.  
The part proportional to the acceleration is the responsible for spontaneous emission and bremsstrahlung, while the 
part proportional to the velocity increases the energy of the particle by an additional kinetic energy associated with a 
random walk, responsible for the electron ergodicity.  It also prevents run away behavior.   
We have seen in the Chapter2 related to the electron model and Dirac equation, that the equation relating the second 
2-spinor to the first one in the 4-spinor representing the electron in the Dirac equation is given by 
߯ =
ܿ࣌ሬԦ ∙ ߨොሬԦ߮ − ݅ℏ ߲߲߯ݐ
൬݅ℏ ߲߲߰߰ݐ − ݁V + ݉ܿ
ଶ൰
 
We can see here that even in the presence of an energy eigenstate, the spinor ߯ is proportional to its own time 
derivative డఞ
డ௧
 .  This relationship is similar to the appearance of terms proportional to the velocity and acceleration in the 
equation of motion for a charged particle in the presence of radiation reaction.  This term generates a spin 
zitterbewegung as shown by Barut and Hestenes. As a result the spin is continuously trembling and is the responsible for 
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the well-known algebra of spin, with non-zero components in all directions at all times.   The similarity between the spin 
and the two-level model, makes it clear that the solutions of the two level system also explain many aspects of the spin 
property. 
 
5.1.4. Lamb shift 
We are going to consider the Lamb shift, attributed traditionally to the vacuum fluctuations, but can also be analyzed in 
terms of radiation reaction84.  Using the quantum self-field approach to QED, it is shown that for a two level atom 
model, the equations of motion for the coefficients of the upper ܥଵ and lower ܥଶ energy eigenstates in front of the 
radiation reaction forces are 86 
݅ܥሶଵ =
ߙΛ
ߨ
ܥଵ −
2ߙ
3ߨ
߱଴ଷ|ܠଶଵ|ଶ ൤−݈݊ ൬
Λ
߱଴
൰ + ݅ߨ߱଴൨ |ܥଶ|ଶܥଵ 
݅ܥሶଶ =
ߙΛ
ߨ
ܥଶ −
2ߙ
3ߨ
߱଴ଷ|ܠଶଵ|ଶ ൤−݈݊ ൬
Λ
߱଴
൰ + ݅ߨ߱଴൨ |ܥଵ|ଶܥଶ 
 Λ = m 
These equations are nonlinear differential equations, because we are considering the self-field produced by radiation 
reaction.  In simplified form the equations are: 
݅
݀ܥଵ
݀ݐ
= ܥଵ|ܥଶ|ଶܸ݁ି௜ఠబ௧ 
݅
݀ܥଶ
݀ݐ
= ܥଶ|ܥଵ|ଶܸ∗݁௜ఠబ௧ 
equivalent to 
݀ଶܥଶ
݀ݐଶ
= ൬−݅
݀ܥଶ
݀ݐ
+ ߱଴ܥଶ൰ |ܥଵ|ଶܸ∗݁௜ఠబ௧ 
From Wolfram. com we get the analytical solution to this equation, using as input: 
ݕᇱᇱ(ݐ) − ൫−݅ݕᇱ(ݐ) + ߱଴ݕ(ݐ)൯ܸ݁௜ఠబ௧ = 0 
we obtain the solution: 
ݕ(ݐ) = ܿଶ݁
ି௏௘
೔ഘబ೟
ఠబ − ݅
ܿଵ݁
ି௏௘
೔ഘబ೟
ఠబ ܧ௜ ൬
ܸ݁௜ఠబ௧
߱଴
൰
߱଴
 
where ܧ௜(ݔ) is the exponential integral function.  So the nonlinear equation admits a solution with constant amplitude 
due to the combined effect of radiation reaction and the quantum potential.  It can be argue that in a more realistic 
multi-level model, the constant ܿଶ really is composed of a sum of a great number of terms with different frequencies.  
The addition of all those contributions with random phase distribution generates a random walk as described in 
Welton’s model and the book by Mandel and Wolf.  This quantum walk maintains the ergodicity of the electron cloud 
continuously.       
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5.1.5. Self-energy and mass renormalization 
Weisskopf87 in 1934 studied the effect of vacuum fluctuations and Coulomb self-interaction for the electron from the 
point of view of Second Quantization.  Weisskopf was using the traditional, non-relativistic theory of perturbations, 
where all calculations are done at a constant time, and no time integration is performed.  His result was obviously 
independent of time, and if one performs a time integration, its interpretation should not be modified.  He obtained the 
same result as that given in the 1950s by the Feynman diagrams for an electron at rest.  However the significance of 
Weisskopf calculations for their physical interpretation is large.   
Because Weisskopf performed his work before the formal development of present day QED, he still was open to 
intuitive images for the electron.  He was able to find a ‘density profile’ decaying exponentially with the Compton 
wavelength for ௥
௥಴೚೘೛೟೚೙
≫ 1 and like ଵ
௥ఱ/మ
 for ௥
௥಴೚೘೛೟೚೙
≪ 1.  
Because Weisskopf calculation were done at a “constant time” condition, one can arguably interpret that the ‘density 
profile’ just obtained will apply to at least two measurements performed at the same time.  However, this is just some 
way of declaring that the electron really occupies a volume in space that classically would be called the ‘electron size’.  
The idea that the electron remains as a point particle doesn’t sound a logical argumentation in this case.  From 
Weisskopf model we see that there is no theoretical reason why the electron should be considered a particle with zero 
size in space.  We also find that there is no experimental foundation that would prevent the interpretation of the 
electron as an elastic object with a finite size given by the Compton wavelength as was shown by Compton himself88 
before discovering his famous energy-momentum conservation law in electron-photon scattering. 
We have performed a numerical calculation of the Dirac electron with self-fields and the exponential decay found by 
Weisskopf is the same we find in our solutions.  The central part of our solution corresponds to the full solution of the 
problem, not just an approximation at first order.  Experiments where an electron at low velocities can traverse a 
pinhole with a dimension smaller than the Compton size are unknown.  Our calculations confirm that the electron has a 
finite radius of the order of the Compton size and a finite mass and charge that can be identified with the 
renormalization values.  Therefore our interpretation is that there is no valid theoretical or experimental reason that 
would imply the electron occupies no volume in space. 
 
5.1.6. Coulomb Scattering 
From Bjorken and Drell the S scattering matrix for Coulomb scattering is given by89 
௙ܵ௜ =
−݅݁ଶ
ܸଶ
(2ߨ)ସߜସ൫ ௙ܲ − ௜ܲ + ݌௙ − ݌௜൯ඨ
݉ଶ
ܧ௙ܧ௜
ඨ
ܯ
ܧ௙ܧ௜
ൣݑത൫݌௙ , ݏ௙൯ߛఓݑ(݌௜, ݏ௜)൧
1
൫݌௙ − ݌௜൯
ଶ + ݅߳
ൣݑത൫ ௙ܲ , ௙ܵ൯ߛఓݑ( ௜ܲ, ௜ܵ)൧ 
This is equivalent to say the final state is given by 
         
    stateentangled
,, 2121
2rpcmPi1
relcm rGRFe
rgrfpdeepgetrrF
Eti
rpiEti








    
Which is a function of the center of mass times a function of the relative coordinate.  This function can in general be 
decomposed as ‘sums’ of products of functions of the independent variables as shown by the Schmidt decomposition.  
This is an entangled state.  It is also the same principle we can see behind the Clebsh-Gordan coefficients for angular 
momentum.  They provide the relationship between the group and the individual. 
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In this example we verify that conservation laws create entanglement between the particles after they leave the 
interaction region. 
The result shown above is a first order approximation.  The trajectories predicted by the different orders in 
approximation can be seen in the next picture.  When the WKB approximation doesn’t hold, the first approximation is 
like the dipole approximation, where the source for scattered waves is a point, in higher order approximations the 
source would take a more ‘realistic’ shape.  We can see that asymptotic solutions far from the scattering nucleus are a 
good approximation.  Differences appear only close to the scattering center as seen in the following picture 
 
For a similar analysis of the Compton effect, identifying the appearance of a finite electron radius in the propagator 
formalism, applicable to all QED calculations of scattering cross sections, see Section 5.4.4 on the Compton Effect. 
5.2. Photons 
Classical Maxwell’s equations have a very distinguishing property: they include sources and sinks, implying that the 
evolution of a possible wave packet would not be unitary: the integral under the field will not be conserved over time.  
When trying to unify electromagnetic fields and the electron wavefunctions, it was needed to reconcile this property 
with the case of electrons, where the norm of the wavefunction was conserved over time.  The solution already implied 
in 1927 Dirac’s model was that the normalization of the quantum photon states is constant, the energy of a 
monochromatic field at all times is ܧ = ℏ߱, what changes with time is the probability for finding the photon, and it is 
this probability what is represented by the time dependent norm of the solutions of the classical Maxwell’s equations.  
This probability will show up in a statistical description, in the presence of many 'photons'.   
5.2.1. Quantum Optics 
It can be verified that the equations of motion for the electromagnetic field operators in the case of a single 
photon state, as provided by the Heisenberg equations of motion are practically identical with the classical 
Maxwell equations.  Their interpretation however is different.  The solutions to the Heisenberg equations of 
motion can be considered as the average value of the “total” or “collective” field as seen by all other particles.  
It is important to clarify that this collective field in general has not the same shape as the individual fields 
associated with each individual photon ݎ௣௛ଵ , ⋯ ݎ௣௛௜ , ⋯ ݎ௣௛௡  composing the system in Fock space.  The total field 
can be considered as the sum of all the individual fields associated with each individual photon or group of 
photons in Fock space.  The square of the amplitude of the average of the field operator being proportional to 
the probability to “measuring” (or finding) the photons at that position.   
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The mathematical formalism of second quantization and quantum optics allows to find the average value for the 
macro field, and also the statistical distribution of multi photon measurements (coincidence and correlations 
measurements).  The collective wave function is provided by the boundary conditions imposed to the evolution 
of the system.  The existence of these functions, is the basis of entanglement, and generate non local 
interactions (of the quantum force) between the photons.  They are responsible for the existence of the quantum 
statistics of photons (bosons).   
5.2.2. Solitons 
Already in 1924 Slater, Bohr and Kramers90, following an original proposal by Slater91 considered again Einstein’s model 
where light was readily composed of corpuscles provided of energy and momentum.  This time the photon particles 
were guided by virtual fields that were filling space even when atoms were in stationary states.  Soon afterwards de 
Broglie92 proposed a model, where he showed how a “guidance condition” for the particles could be derived from the 
wave equations. 
In the double solution model, the energy content of the electromagnetic field is proportional to the square of the total 
field, which is the product of the external and the internal fields.  The internal fields have a limited extension and decay 
exponentially outside of the range of the photon soliton.  Therefore outside of the extension of the internal fields, the 
energy content of the electromagnetic field is practically zero, even when the external fields extend to infinity. 
 
5.2.3. Single-Photon Interference 
In the following pictures we are to compare the effects of first order interference and second order interference through 
entanglement.  In these pictures we see a simulation on the trajectory of a photon according to the double solution 
model in the presence of first order (classical) interference: 
        trtrtr ba ,,21, 111     
In the following geometry 
 
The simulation shows: 
 
Beam splitter 
mirror 
mirror 
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We can observe that the photon follows on the average to motion of the interference pattern from the lower left corner 
to the upper right corner.  Moreover the pattern of the interference fringes remains constant in time. 
The upper left corner shows the profile of the interference pattern following a line.  On the upper right corner it is 
plotted the Fourier composition of the interference pattern following a line.  We see that it remains unmodified over in 
time. 
5.2.4. Bi-photon 
The 2-photon wavefunction (diphoton) can be defined as93 
߰(ݎԦଵ, ݐଵ;  ݎԦଶ, ݐଶ) ≡ ۦ0|ܧଶା(ݎԦଶ, ݐଶ)ܧଵା(ݎԦଵ, ݐଵ)|Ψۧ 
This function doesn’t need to be of the product form: 
   21 rgrf   
But it can be a function of the center of mass times a function of the relative coordinate like 
 Ψ(߬ଵ, ߬ଶ) = v(߬ଵ + ߬ଶ)⨂ݑ(߬ଵ − ߬ଶ)              ௝߬ = ݐ௝ −
௥ೕ
௖
            ݆ = 1,2   
Which is an entangled state observed experimentally93, exactly equal to what we have seen before for electron or 
atomic particles. 
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5.2.5. Entangled photons 
In the next picture we display a simulation following the trajectories, as predicted by the double solution model for a 
pair of entangled photons according to the double solution model in the presence of second order interference: 
            trtrtrtrtrr bbaa ,,,,21,, 212121     
in the following geometry: 
 
 
In the following pictures we show on the left the fields and trajectories from one photon, and on the right the fields and 
trajectories from the other photon: 
 
        
a
b
a
b
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We can observe here, that entanglement modifies not only the trajectory of the photon, but also the full 
electromagnetic field interference pattern. 
On the upper right corner it is plotted the Fourier composition of the interference pattern following a line.  We see that 
in this case the patterns changes over time, however they remain synchronous for both photons, the slices shown on 
the upper left corner are different for both photons. 
5.3. Spontaneous emission. Double Solution Model 
The double solution model solves the question: what is the source of the electromagnetic fields, the wave or the 
particle?  The equations of quantum electrodynamics take the electron wavefunction as the source for the 
electromagnetic fields.  In unbounded states this wavefunction can reach interstellar dimensions, but all experiments 
with charged particles show that the source of the electric fields remains concentrated, as in the Geiger counter.  The 
answer provided by our model shows that both answers are equivalent: as we have seen the electron field forms 
solitons with properties similar to a localized particle.     
5.3.1. Near and far fields, virtual and real photons 
In classical optics and electrodynamics, as well as in QED and Quantum Optics, the electromagnetic fields are typically 
classified in two groups as 
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Free Fields Attached Fields Theoretical description 
Far Fields Near fields Classical Optics 
Real, on shell, massless Photons Virtual, massive Photons QED 
Radiation, divergence free Electrostatic, curl free Quantum Optics, 
Coulomb/Radiation Gauge 
Radiation Electrostatic + Magnetostatic Quantum Optics,  
Pauli-Fierz-Kramers Gauge 
 
It is customary to define a division between ‘attached’ and ‘free’ fields.  In the Coulomb or radiation gauge the attached 
fields are the electrostatic fields derived from an electrostatic scalar potential while the free fields are derived from the 
transverse vector potential.  In the Pauli-Fierz-Kramers gauge the attached fields include the magnetostatic Biot Savart 
fields.  It is clear that these divisions are mathematically convenient, but non relativistic. In relativistic quantum 
descriptions the division is done in terms of ‘virtual’ and ‘real’ fields.  The Einstein definition for the free fields is that 
they are ‘on shell’ fields.  In other words, they are plane waves, and in this form they are used to calculate photon 
emission or scattering by Weisskopf emission theory.   On the other hand, the classical expression for the fields in terms 
of charge and current densities, as shown by Jefimenko94, is given by: 
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where squared brackets mean source retarded values at a time 
ݐ௦௢௨௥௖௘ = ݐ௢௕௦௘௥௩௘௥ −
ݎ
ܿ
 
 and 
ݎԦ = ݎԦ௢௕௦௘௥௩௘௥ − ݎԦ௦௢௨௥௖௘ 
By making use of the continuity equation for the charge density 
߲ߩ
߲ݐ
+ ∇ሬԦ ∙ ଔԦ = 0 
the fields can be rewritten as Jefimenko described in page 21, eq. (2-2.12) 
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where one can clearly identify two fields, one dependent on the charge and current densities and the other dependent 
on the source acceleration.  The first term decays as 1 ݎଶൗ  while the acceleration fields decay as 
1 ݎൗ .  When explicitly 
calculated in the case of a point particle they reduce to the fields derived from the Liénard–Wiechert potentials: 
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where all source quantities are at retarded time and 
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As Jackson95 remarks, the fields are “naturally” separated in static or velocity fields and radiation or acceleration fields.  
In other words, he identifies the attached fields with the velocity, and the free fields with the radiation fields.  The same 
fields can be expressed in full relativistic notation as done by Teitelboim96, who analyzed the momentum-energy 
contents of the two types of fields.  The total electromagnetic field tensor is given by 
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where 
ݎఓ = ݔ௢௕௦
ఓ − ൣݔ௦௢௨௥௖௘
ఓ ൧                ݎఓݎఓ = 0            ߩ = −ൣvఓ൧ݎఓ           ܨ଴ଵ = +ܧ௭ 
This tensor follows the equations 
ఓ߲ܨఓఔ = −4ߨ݆ఔ                   ఒ߲ܨఓఔ + ఓ߲ܨఔఒ + ߲ఔܨఒఓ = 0          ݆ఓ(ݔ) = ݍ න ݀߬
ାஶ
ିஶ
ߜ൫ݔ − ݖ(߬)൯vఓ(߬) 
Teitelboim remarks that the separation is relativistically invariant because the two fields are tensors.  They follow the 
equations: 
ఓ߲ܨ௩௘௟௢௖௜௧௬
ఓఔ (ݔ) = − ఓ߲ܨ௔௖௖௘௟
ఓఔ (ݔ) =
2ݍ
ߩଷ
ൣܽఓ൧ݎఓ
ߩ
ݎఔ 
߲ఒܨ௩௘௟,௔௖௖
ఓఔ + ߲ఓܨ௩௘௟,௔௖௖ఔఒ + ߲ఔܨ௩௘௟,௔௖௖
ఒఓ = 0           
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Due to motion a field component perpendicular to the propagation vector is generated proportional to the charge and 
position of the charge that decreases as ଵ
௥య
.  This component is more clearly seen in the dipole approximation.  The fields 
generated by a charge following an oscillatory motion in the dipole approximation are: 
ܧሬԦ =
ە
ۖ
۔
ۖ
ۓ
[݌](3( ො݊ ∙ ̂ݎ)̂ݎ − ො݊)
ݎଷ
+
[ݍ]̂ݎ + [݌ሶ](3( ො݊ ∙ ̂ݎ)̂ݎ − ො݊)
ܿݎଶᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
ݒ݈݁݋ܿ݅ݐݕ ܽ݊݀ ݀݁݊ݏ݅ݐݕ 
݂݈݅݁݀ݏ
+
[݌ሷ]൫( ො݊ ∙ ̂ݎ)̂ݎ − ො݊൯
ܿଶݎᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
݈ܽܿܿ݁݁ݎܽݐ݅݋݊
݂݈݅݁݀ݏ ۙ
ۖ
ۘ
ۖ
ۗ
 
ܤሬԦ =
ە
ۖ
۔
ۖ
ۓ
[݌ሶ]
ܿݎଶด
ݒ݈݁݋ܿ݅ݐݕ
݂݈݅݁݀ݏ
+
[݌ሷ]
ܿଶݎต
݈ܽܿܿ݁݁ݎܽݐ݅݋݊
݂݈݅݁݀ݏ ۙ
ۖ
ۘ
ۖ
ۗ
( ො݊ × ̂ݎ) 
Eq 160 
We observe that the photon speed as given by the ratio between the Poynting vector and the energy density 
vሬԦ௘௡௘௥௚௬ =
Ԧܵ
ܷ
=
Ԧܵ
ܣԦ∗ ∙ ܣԦ
 
Eq 161 
obtained from Eq 160 for the fields, approaches zero in the proximity of the source and reaches asymptotically the 
nominal speed of light in the radiation fields97.   However we have seen in Chapter 3 on the Photon Solitons, that a 
residual index of refraction larger than 1 is present in the entire universe, due to the very thin but always finite 
background plasma density and eventually due also to the big bang background radiation field.   
 
5.3.2. Massless and Massive Photons 
We have seen in Chapter 3: Massless Photons that the double solution model decompose the electromagnetic field as 
the product of an internal field ܧ௜  and an external field ܧ௘:  ܧ = ܧ௜ܧ௘. 
The external field fulfills the equation: 
∇ଶܧ௘ −
1
ܿଶ
߲ଶܧ௘
߲ݐଶ
= 0 
This equation defines a massless dispersion relation.  The internal part fulfills a nonlinear equation due to the presence 
of vacuum polarization effects.  The solution to this equation is of the soliton type, decaying exponentially with distance 
from the center of the photon soliton.  This solution can be applied to free photons, in the far fields. 
In particle scattering processes, where two charges approach each other and overlap their near fields, there is a 
definitive massive momentum exchange.   This fact can be handled by the massive photons that we have mentioned in 
Chapter 3 Massive Photons where the external field, defining the particle dispersion relation fulfills the equation: 
∇ଶܧ௘ −
1
ܿଶ
߲ଶܧ௘
߲ݐଶ
− ߚܧ௘ = 0 
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Here the parameter ߚ can be understood as an effective mass term fully equivalent to a scalar potential energy.  
Depending on the boundary and entanglement conditions the external equation will describe particles with different 
masses and momenta.  Which one is realized will be determined by the conservation of energy-momentum for the 
entire system through entanglement.  
This is related to the description of scattering in terms of massive virtual photons, as given in QED textbooks.  In the case 
of an electron scattered by a nucleus, the nucleus in first approximation will remain at rest, in the absence of 
bremsstrahlung, a massive photon will be exchanged between the nucleus and the electron, the electron and the 
photon will follow entangled trajectories.  In the case of two electrons scattering, again neglecting bremsstrahlung, both 
electrons will emit a massive photon each, and each photon will be eventually absorbed by the other electron. All the 
two electrons and the two photons will follow entangled trajectories.  This explains the counter-intuitive concept 
presented in QED textbooks that the photon is in a superposition state that includes components emitted by each one of 
the electrons taking part in the interaction, and possibly moving back in time.  Additionally the mass of each photon can 
be variable to maintain the entire energy momentum conservation.   
It is customary to solve the problem by providing the initial and final states.  This is totally equivalent to providing 
additional parameters in the initial state.  For example in scattering specifying the final scattering direction is equivalent 
to provide the initial impact parameter, they are related one to one.  In traditional quantum mechanics the initial impact 
parameter is not available because the internal soliton is not defined.  Therefore it is replaced by the final scattering 
angle, with no other physical interpretation other than a technical prescription. 
 
5.3.3. Dipole decay revisited:  
5.3.3.1. Classical Model 
Assuming a point-dipole approximation for an atomic system oscillating and radiating energy in the form of 
electromagnetic radiation, the solution of the problem shows the dipole starts oscillating at a given amplitude and 
decays exponentially with time, as its energy is depleted.  The dipole energy is transferred continuously to the field, and 
through radiation reaction, the dipole suffers a force producing a gradual slowing down of the oscillation amplitude. The 
dipole amplitude goes as  
݀(ݐ) = ݁ି௧ ୻ൗ cos ߱ݐ 
Eq 162 
with Γ = ߬߱ଶ is the decay time constant and  
߬ =
2
3
݁ଶ
݉ܿଷ
 
is the time required for light to travel a distance equal to the classical electron radius.  In first approximation the far field 
goes as  
߮(ݎ, ݐ) ≅  ݁ି
ቀ௧ି௥௖ቁ
୻
൘ cos ߱ ቀݐ −
ݎ
ܿቁ
݇ݎ
sin ߠ =
݀ ቀݐ − ݇ݎ߱ ቁ
݇ݎ
sin ߠ 
where 
݇ݎ =
߱ݎ
ܿ
            →          
ݎ
ܿ
=
݇ݎ
߱
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and ߠ is the angle between the dipole and the radius vector of the observation point.  However we emphasize here that 
this is just a first order approximation, and in order to get a more complete understanding of the emission process we 
need to go one step further.  H. A Lorentz98 in 1909 developed a model where the electron occupied a finite volume in 
space.  There he was able to show that the decay in the energy content of the electron oscillation while radiating the 
electromagnetic field could be explained as the mutual retarded action of the different parts of the electron distribution.  
In the dipole approximation the electron has no volume, possess no size in space, and this ‘self-force’ cannot be 
calculated in a straightforward way99.  The result of the calculation however can be described as a delay of the 
electromagnetic respect to the oscillating dipole.  This delay can be found by energy conservation arguments also under 
the point dipole approximation as follows: 
From classical electromagnetic energy, the power transferred to infinity by an accelerated charged particle is given by 
Larmor power formula100 
ோܲ௔ௗ =
2
3
݁ଶ
ܿଷ
vሶ ଶ 
where vሶ  is the particle acceleration.  By energy conservation this power has to be equal to the long-term work per unit 
time done by the oscillating charge against the field, given by 
ௐܲ௢௥௞ = vܨ = −݁vE =
2
3
݁ଶ
ܿଷ
vሶ ଶ               
where E is the electric field amplitude.   
Let’s take 
ݔ = ݔ଴ cos ω଴ݐ          ݔሶ = v = −ω଴ݔ଴ sin ω଴ݐ         ݔሷ = vሶ = −߱଴ଶݔ଴ cos ω଴ݐ 
If we take in first approximation 
−݁ܧ = ܨ = ݉vሶ(ω଴ݐ + ߙ) 
where ߙ is the phase difference between the field and the dipole oscillation.   
vሶ (ω଴ݐ + ߙ) = −߱଴ଶݔ଴ cos(ω଴ݐ + ߙ) = −߱଴ଶݔ଴ሼcos(ω଴ݐ) cos(ߙ) − sin(ω଴ݐ) sin(ߙ)ሽ 
We find 
න sin ω଴ݐ cos ω଴ݐ ݀ݐ
்
଴
= 0 
න sin ω଴ݐ sin ω଴ݐ ݀ݐ
்
଴
=
1
2
ܶ 
The average power lost per period is then given by 
௪ܲ௢௥௞ =
݉
ܶ
න ݔሶvሶ݀ݐ
்
଴
=
݉
ܶ
න −ω଴ݔ଴ sin ω଴ݐ ߱଴ଶݔ଴ sin(ω଴ݐ) sin(ߙ) ݀ݐ
்
଴
= −
݉
ܶ
߱଴ଷݔ଴ଶ sin(ߙ) න sin ω଴ݐ sin(ω଴ݐ) ݀ݐ
்
଴
= −݉߱଴ଷݔ଴ଶ sin(ߙ)
ܶ
2ܶ
= −
݉߱଴ଷݔ଴ଶ sin(ߙ)
2
 
the radiated power to infinity is given by 
௥ܲ௔ௗ = −
2
3
݁ଶ
ܿଷ
vሶ ଶ ≅ −
1
3
݁ଶ
ܿଷ
߱଴ସݔ଴ଶ 
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by equating both powers we get 
௪ܲ௢௥௞ = ௥ܲ௔ௗ        →            
݉߱଴ଷݔ଴ଶ sin ߙ
2
=
1
3
݁ଶ
ܿଷ
߱଴ସݔ଴ଶ 
allowing for the determination of the angle ߙ: 
sin ߙ =
2
3
݁ଶ
݉ܿଷ
ω଴ =
ݎ௘
2ߨߣ
=
߬
2ߨܶ
 
it can be verified that sin ߙ ≅ tan ߙ ≅ ߙ ≪ 1 for optical frequencies, with ߬ given as before. 
The fractional average energy emitted per unit time ௗா ௗ௧⁄
ா
is sin ߙൗܶ = ߬߱଴ଶ = Γ as required by Eq 162.  Also a frequency 
shift can be found given by 
∆߱ ≈
1
2
߬ଶ߱଴ଷ 
Therefore the next order approximation is given by 
݀(ݐ) = ݁ି௧ ୻ൗ cos(߱ + ∆߱)ݐ 
and 
߮(ݎ, ݐ) ≅  
݀(ݐ − ܿݎ + ߙ)
(݇ + ∆݇)ݎ
sin ߠ 
We remark here that the decay time constant Γ as well as the dephasing between the field and dipole depend 
exclusively on the frequency and not on the amplitude of the oscillation.  The radiated power on the other hand 
depends quadratically on the amplitude of the oscillation.  
From the previous physical description it is clear that the line width is just the Fourier decomposition of the temporal 
evolution of the field amplitude, and consequently the coupling with the continuum of modes is an effect, and not a 
cause for radiation emission.  This last point can be made clearer from the following considerations.  Suppose an 
external force provides a compensation for the radiation reaction forces, and the decay doesn’t occur at all.  In this case 
the motion of the particle and the electromagnetic fields are strictly monochromatic, the line width is null, but the 
radiation force still exists and energy is transferred to the electromagnetic field and propagates toward infinity.  The 
coupling with the continuum plays no role in this case.  As long as the electric field amplitude decays with distance as 
ܧ~ ଵ
௥
 energy will be delivered to infinite.  However if the spatial decay occurs faster with distance, the energy will remain 
confined inside a given volume.  When energy propagates to infinity, it is clear that its source is the external force used 
to keep the amplitude of the dipole oscillation constant.   
 
5.3.3.2. Second Quantization Model:  
The equivalent problem in Quantum Mechanics corresponds to spontaneous emission, and was first solved by 
Weisskopf in 1930101, where the decay is induced by the coupling with the continuum of states.  The final result from 
Weisskopf model is the expression for the spontaneous emission decay time given by 
ܣଶଵ ≡ 2ߛ ≡
1
߬ோ
=
݁ଶ߱଴ଷܦଵଶଶ
3ߨ߳଴ℏcଷ
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for a transition between an upper state 2 and a lower state 1, with a dipole matrix element ܦଵଶ, which for an hydrogen 
transition is of the order of Bohr’s radius.  If we find the power emitted considering that the total energy to be emitted is 
ℏω଴, we obtain 
ଶܲଵ = ℏω଴ܣଶଵ =
݁ଶ߱଴ସܦଵଶଶ
3ߨ߳଴cଷ
 
If we compare this value with the classical expression for the emitted power we find 
ଶܲଵ =
݁ଶ߱଴ସܦଵଶଶ
3ߨ߳଴cଷ
=
1
3ߨ
݁ଶ
߳଴cଷ
vሶ ଶ 
which is completely compatible with the classical result as long as the value for the oscillation amplitude is given by 
ܺ~ඨ
1
2ߨ
ܦଵଶ ≅ ܽ଴             
with ܽ଴ the Bohr’s radius102.  We see here that this quantum solution is not modifying the differential equations or the 
solutions provided by classical electrodynamics, they only provide the frequencies at which atomic transitions takes 
place, and what energy is available at those frequencies. We can understand why quantization cannot modify this value, 
because it is readily a consequence of the amount of energy delivered to infinity by the radiation field.  From this fact 
one can deduce that second quantization does not provide a different model to classical electromagnetism for emission 
as noticed by Mandel et al103.  It is possible to argue that, at least in respect to the spontaneous emission case the 
classical and fully quantum mechanical models are just two distinct mathematical models describing the same set of 
solutions.  Something similar to the discussion that took place in the XVIII century respect to the solution of mechanical 
problems in terms of vectorial forces or in terms of energy fluid densities104. 
This full analogy between the classical and quantum theories can be better appreciated when solving the problem in the 
Heisenberg representation, particularly in the case of the Source-Field approach105.  Here it can be fully verified that in 
first approximation the equations fulfilled by the dipole and electromagnetic fields, as well as their respective solutions 
are the same as in the classical case.  The interpretation is however different.  It is assumed now that the continuous 
functions are not providing a description of physical events taking place in real space-time, but just a statistical 
distributions for the probabilities of the events to occur.  In this sense the spontaneous emission decay time ܣଶଵ is 
interpreted as the probability per unit time for the atom to suffer a transition from an upper to a lower state, or for a 
photon to be measured after being emitted in that transition.  
5.3.3.3. Dipole with constant amplitude   
We have mentioned previously the case where the amplitude of the dipole oscillation is maintained constant by the 
presence of an external force that counteracts the effects of radiation reaction.  In this case the energy content of the 
dipole is kept constant by some external source. The dipole amplitude is  
݀(ݐ) = ܦ଴ cos ߱ݐ 
where the amplitude ܦ଴ is a constant independent of time.  Another case where the amplitude of oscillation can remain 
constant on the average is when the radiated electromagnetic fields cannot deliver its energy to infinity.  This can be 
achieved when the fields are confined inside a finite volume of space or decay to infinity faster than ܧ ∝ ଵ
௥
.   Because the 
amplitude of the oscillation remains constant, the oscillation is monochromatic, and no coupling to the continuum of 
modes of the electromagnetic field takes place.  The line width is null.  In this case the total energy of the system can be 
split in a steady state between the dipole oscillation and the field.  This problem can be solved in a classical or in a fully 
quantum formalism.  In this last case, steady solutions to the dipole equations can be obtained just by diagonalization of 
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the matrix elements106, or by setting to zero the time dependence of the coefficients of the density matrix107.  These 
solutions have been found by Jaynes and Cummings in 1963108; they consider a radiation field enclosed by a cylindrical 
reservoir of perfect reflecting walls.  Similarly Cohen Tannoudji et al considered the radiation field in a multimode 
coherent state representing a ring laser where the beam follows a closed path with the help of mirrors109.  This type of 
models gave rise to the concept of ‘dressed atoms’ or ‘dressed states’ 110 consisting of a steady-state dipole oscillating at 
a given frequency, immersed in the same field it produces, which decays with distance faster than ܧ ∝ ଵ
௥
 and therefore 
keeps the energy confined111.  This method allows to find the eigenenergies and eigenstates of the system, other 
methods involve the use of canonical transformations to remove the interaction terms from the Hamiltonian112.  In all 
cases the solutions depend on the geometry of the device, involving the amplitude of the electromagnetic wave and the 
volume of the enclosure.  In general in the presence of single photons, the eigenstates are only slightly different from 
the original eigenstates in the absence of radiation.  An upper state with no photon and a lower state with a single 
photon present are possible.  A small oscillation is present in both cases, but with an amplitude of oscillation of the 
order of the atomic radius multiplied by powers of the fine atomic constant.  The energy is not depleted from the dipole 
system because no net physical work is performed by the dipole on the field.  Anyway the possible radiation emission 
that could result from this oscillation is negligible during the time of spontaneous emission. 
We want to mention here that a third possibility is presented when considering nonlinear equations for the 
electromagnetic field and the energy remains confined inside a finite volume by the presence of solitons. 
5.3.4. Photon soliton model 
From single-events spontaneous emission processes observed experimentally113, it is clear that the transition is not a 
gradual process, but it is discontinuous.  The atom remains in the upper state for a while, and then suffers an abrupt 
transition to a lower state emitting a photon, in a process reminiscent of Bohr ‘quantum jumps’ model.  The statistical 
distribution of the decay processes corresponds to a constant decay probability per unit time, reproducing the 
continuous exponential decay characteristic of classical electrodynamics radiation-reaction damping.  The exponential 
decay can be observed also in first order temporal coherence measurements, where the exponential decay can be 
explained by a decay in amplitude of the wave, or by a random change with constant probability per unit time in the 
phase of the wave. 
Practically no theoretical work has been pursued trying to reproduce the single-atom behavior, although modeling 
works dedicated to the possibility to observe jumps and simulations have been performed114.  It is clear from the 
experimental behavior that a model trying to explain the jump, must rely in the existence of quasi-stationary states, 
following the original idea of Niels Bohr, where the atomic system should spend most of the time before and after the 
physical transition.  We can argue that the physical transition may occur due to nonlinear effects present in the wave 
evolution; this is the path we are going to follow. 
 
As we have seen in Eq 161 using the fields from Eq 160 we obtain after a brief calculation that the soliton propagation 
velocity will reach asymptotically the nominal speed of light as the distance between the soliton and the emitting dipole 
is much larger than the field wavelength. 
Our model can describe the emission process as follows.  We start with the dipole in the upper steady state described by 
some of the above models, with the presence of a minuscule oscillation. We note that once we have included the self-
interactions in the description of the electromagnetic field, linear solutions to the Maxwell equations are not more 
allowed.  It will always be possible the appearance of a small volume in space where the amplitude of the wave is large 
enough, for the self-interaction to be larger than any external interaction with the sources, specially closed to the real 
dipole where the local fields are dominant. The value of the electric field at the source is of the order of 1/100 times the 
critical field value.  In this region a small soliton will be formed that eventually will agglomerate the energy content of 
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the field after been accelerated to a speed close to the nominal speed of light.  We remember that this soliton is a 
product of the classical linear solution to the external sources and boundary conditions, multiplied by the amplitude of 
the nonlinear part, solution to the self-interaction equation.  Being close to the dipole source and following the velocity 
field provided by the Poynting vector, it will initially move slowly compared with the speed of light in vacuum.  
Depending on the original position of the soliton, it will take a time of the order of the spontaneous emission constant to 
start a trajectory that eventually will exit the local fields and reach the radiation zone.  In doing so, it will increase his 
speed approaching the speed of light.  From the Lorentz transformations for the fields,  
 
ܧ∥ᇱ = ܧ∥ 
ܤ∥ᇱ = ܤ∥ 
ܧୄᇱ = ߛ ቀܧୄ +
ݒ
ܿ
ܤୄቁ 
ܤୄᇱ = ߛ ቀܤୄ −
ݒ
ܿ
ܧୄቁ 
where ߛ = ଵ
ටଵିೡ
మ
೎మ
. 
The energy ߝ of a soliton-type solution moving in the x-direction, with the field pointing in the z-direction will scale as 
ߝ′ ∝ ൫ܧ௭ᇱ
ଶ + ܤ௭ᇱ
ଶ൯∆ݔ′∆ݕ′∆ݖ′ 
where ∆ݔ′∆ݕ′ remains constant at the same value they had at rest, while  
∆ݖᇱ =
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ߛ
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  →ณ
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  ∞ 
where ߝ is the energy at rest.  We recognize that the energy contents in the soliton increases with speed even diverging 
when reaching the speed of light.   
Related to the center of mass coordinate, at the moment of emission, the atom-photon momentum and energy must be 
conserved inside the limits of the uncertainty principle.  This is translated into the following energy equation  
|ܽ|ଶℏ߱ + ߝᇱ ቀ
v
ܿ
ቁ = ℏ߱ 
where a is the amplitude for the upper atomic level and ߱ the transition frequency.  It is assumed that initially the atom 
is in the upper state and the photon soliton is at rest in the neighborhood of the emitting electron.  This equation is 
enforced through entanglement between the photon and the atomic system.  As the photon soliton approaches the 
boundary between the near and far fields, it approaches gradually the speed of light c. In order to conserve energy, the 
amplitude a will decrease from its initial value 1 to a final value 0.  At the same time the soliton will accelerate and 
increase its energy until reaching the maximum available value of ℏ߱. Once the soliton is in the far fields, the atomic 
system will reach the lower transition level, will stop oscillating, and the photon soliton will reach its final speed, very 
close to the nominal speed of light115.  Once the soliton reaches a distance of the order of one wavelength from the 
atomic system, it will reaches its final state as a real free photon.  The transition from slow moving-low energy soliton to 
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full developed photon traveling at the speed of light may take place in just one or two oscillation periods.  After this, the 
emission by spontaneous emission has occurred, a real photon has been emitted.  
The absorption process is the inverse of the emission process. Through entanglement the energy is transferred from the 
photon to the atom as the soliton slows down in the near fields. 
5.4. Radiation Scattering and Resonance fluorescence; two level model 
As another example of the quantum potential action in the interaction of electrons and electromagnetic fields, we are 
going to consider a classic problem in quantum optics: a two level atom irradiated by an electromagnetic field116.   
The two level model of quantum optics is based on the density matrix formalism, where the non-diagonal elements 
represent the atomic current operators, source of the electromagnetic fields. 
5.4.1. Harmonic oscillator subject to an electromagnetic field 
The classical equation of motion is 
݉ݔሷ௔ + ݉߱଴ଶݔ௔ = ݁ܧ(࢘ࢇݐ) 
On the other hand the equations obtained from the Bloch equations in the quantum optics model can be written as117: 
 
݉ݔሷ௔ + ݉߱଴ଶݔ௔ = ݁ܧߙ ൬
1
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−
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݀ूॡ
݀ݐ
= ݁ܧ ሶ௔ 
In this case however, the oscillator force represented by ߱଴ଶ is the quantum force, and is not a static spring like force, but 
a time dependent oscillatory force generated by the superposition of the two oscillating waves at the lower and upper 
transition levels.  We identify an additional force term of quantum origin.  Here ूॡ is the energy of the system and ℏ߱଴  
the energy difference between the two levels.  Where we see explicitly the action of the quantum potential. 
Of course the interpretation given in quantum optics to the different symbols (letters) in the last equations is in terms of 
populations and non-diagonal matrix elements and field operators, but at the end of the day, the equation obtained is 
very similar to the classical one, and we wish to make a comparison in terms of classical objects with an additional 
contribution from the quantum force. 
The solutions to the Optical Bloch equations are represented typically in the so called Bloch sphere.  Typical solutions 
follow an 8-shaped orbit on the surface of the sphere117. 
 
5.4.2. Damped oscillator 
The classical equation of motion for the damped harmonic oscillator is117  
E
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This forces can be represented by a vector diagram: 
  
X = resultant force = mass x acceleration 
FR = restoring force  
FD = dissipation 
FE = driving force 
In equilibrium all forces cancel.  The atom absorbs energy from the electromagnetic field which is reradiated. 
The Bloch equations in the quantum optics model can be reduced now to the following equation: 
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Which is similar to the classical equation, with the presence of an additional force of quantum origin.  Here w is the 
population of the upper level. We see that the quantum force opposes the driving force and is proportional to twice the 
upper population (where 2/1w ).  This quantum force act as an additional dephasing between the electron oscillation 
and the external field.  When the upper population is zero (the atom in the ground state) the quantum force is null, and 
then start to grow up proportional to the population of the excited level.  If the atom is fully in the excited state, the 
total force has the same magnitude as the driving force but opposite direction.  While 2/1w  the forces diagram is 
similar to the classical one, the total force is smaller than the classical force.  It can be represented by: 
FE 
FR 
FD X 
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The symbols are the same as before plus 
QF = quantum force 
So, the diagram simply rescales proportional to the new total force. 
When the atom is in the upper state we have 
 
and the position, restoring force and dissipation force change direction.  The atom gives energy to the electromagnetic 
field, is the laser effect. 
5.4.3. Photon dynamics during scattering 
In the previous Sections we have analyzed the motion of the atomic dipole moment during the scattering process.  The 
next question is how behaves the electromagnetic fields and the photons present in it.  We will analyzed that from the 
point of view of the double solution model. 
The critical point in order to apply the double solution model is to understand and clearly define the state basis in which 
the solutions to the quantum equations are sought. 
A typical system for a two-level atomic system in the presence of a monochromatic incident beam is traditionally 
described by 
|߰(ݐ)ۧ = ܽ௜௡௜௧(ݐ)|݃ݎ, ݊, 0݇ۧ + ܽ௜௡௧(ݐ)|݁ݔܿ, ݊ − 1,0݇ۧ + ௙ܽ௜௡௔௟(ݐ)|݃ݎ, ݊ − 1,1݇ۧ 
Here 
 |݃ݎ, ݊, 0݇ۧ = |݃ݎۧ|݊ ۧ|0݇ۧ  
is the state where the atomic system is in the ground state, the initial incident bean has n photons and there is no 
scattered photons.  
|݁ݔܿ, ݊ − 1,0݇ۧ = |݁ݔܿۧ|݊ − 1ۧ|0݇ۧ  
FE 
FR 
FD X 
QF 
FE 
X FD 
FR 
QF 
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is the state where the atomic system is in the excited state, the initial incident bean has n-1 photons and there is no 
scattered photons.  
|݃ݎ, ݊ − 1,1݇ۧ = |݃ݎۧ|݊ − 1ۧ|1݇ۧ  
is the state where the atomic system is in the ground state, the initial incident bean has n-1 photons and there is one 
scattered photon in the mode k.  It this model the atomic states |݃ݎ >  ܽ݊݀ |݁ݔܿ > are generally taken in first 
approximation as the atomic states in the absence of radiation, the incident beam state is taken to be a photon-number 
or coherent plane wave corresponding to n photons, and the photon scattered k state as a plane wave with wave vector 
k.  The first characteristic one can notice with this model is the apparent absence of any dynamical behavior.  In the 
classical solution to light scattering one can observe an oscillating dipole, and a coherent superposition of an incident 
and scattered waves, all oscillating at the common frequency ߱.  It is obvious that the classical solution conserves 
energy, the energy content of the atomic polarization energy and the scattered energy are taken from the shadow left 
by the atom on the incident beam.  A similar behavior can be observed in the semiclassical description obtained by using 
a first quantization-two-level atomic system and classical radiation fields. On the other hand, the second quantization 
description is composed of three apparently ‘static’, not coherent states.  One can argue that this last description does 
not correspond to experimental measurements.  If we consider those frequencies where the dynamics of the scattering 
system can be observed, it can be recognized that all three elements, the incident beam, the scattered radiation, and 
the scattering center, are all oscillating coherently, as described by the classical solution.  Additionally, the prescription 
of the scattered photon states as plane waves with wave vector k seems extremely arbitrary, when we consider that at 
optical frequencies, the scattered wave is in first approximation a spherical wave, oscillating at the same frequency as 
the incident one.  Plane waves would play merely the role of Fourier components of the final field. 
Attempts have been made to provide a Quantum Optics model closer to the classical solutions by working with different 
gauges and performing different canonical transformations, like the Pauli-Kramers-Fierz or the Power-Zienau-Wooley 
transformations, as in the case of spontaneous emission118,119,120. 
Traditionally radiation field states are not associated with a Fock space and particle coordinates as massive bosons are.  
Experimentally Geiger counters are an irrefutable proof that gamma rays are confined objects.  Also our numerical 
calculations with the de Broglie’s double solution model with self-interactions shows the formation of soliton structures 
that are a good approximation to photon particles.  Therefore we see no principle objections to associate particle 
coordinates in Fock space to the state description of the electromagnetic field in second quantization.  Once this is done, 
the definition of a radiation state with a given number of photons can be described by a set of functions depending on a 
fix number of coordinates, as done for massive bosons in first quantization.  This can be applied to a whole scattering 
event, including both incident and scattered fields as both can be assigned to the same photon coordinate.  Moreover, if 
the atom-photon system has a constant amount of energy content, they can be considered an eigenenergy state and be 
used as the basis states to consider in the scattering problem. 
At this point we can describe this problem in terms of the double solution model.  First we note that we believe that 
coherent scattering of a photon by a confined electron should not be very different from the figure shown in Compton 
Effect.  We can also argue that if the field operator equations are the same as classical, at least some solutions should be 
the same.  
For coherent scattering, the Floquet states are a candidate to represent the entire process, with a constant number of 
particles116. 
For the scattering process where a single photon is scattered incoherently by the atomic system we propose to take the 
states as follows: 
1. For the initial state: 
a. For the photons: 
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We argue that the number of photons is given by the number of fully developed and free photon solitons present in the 
double solution alternative wave functions.  This model makes the definition of the ‘photon state’ totally independent of 
the mode of the field being excited, and allows for a photon to share many modes simultaneously.  
Second, we take as the external fields the full solution provided by the classical model oscillating at the same frequency 
and coherent with the incident beam.  This includes both, the incident beam and the spherical dipole-like spherical 
scattered emission. 
b. For the atomic system: 
The solution to the semiclassical Bloch equations for the given incident field.  Photons that leave the initial beam and 
move into regions where the expanding fields are dominant, still belong to the initial state and their fields are coherent 
with the initial beam.  The initial state will be given by the atomic part multiplying the internal photon solitons ܣఠ
௜௡௧,௜ 
times the external photon wave function ܣ௜௡௖,ఠ௘௫௧ + ܣ௦௖௔௧௧,ఠ௘௫௧  with an incident and a scattered part: 
Ψ௜௡௜௧(ݐ) = ൣܽଵ(ݐ)߰௚௥(ݎ௘ , ݐ) + ܽଶ(ݐ)߰௘௫௖(ݎ௘ , ݐ)൧ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
݂݂݁݁ܿݐ݅ݒ݁ ݃ݎ݋ݑ݊݀ ݏݐܽݐ݁
× ⋯ ܣఠ
௜௡௧,௜൫ݎ௣௛,௜, ݐ൯ ⋯ᇣᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇥ
݊ ݐ݅݉݁ݏ
× ⋯ ൣܣ௜௡௖,ఠ௘௫௧ ൫ݎ௣௛,௜, ݐ൯ + ܣ௦௖௔௧௧,ఠ௘௫௧ ൫ݎ௣௛,௜, ݐ൯൧ ⋯ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
݊ ݐ݅݉݁ݏ
 
2. For the excited intermediate state: 
We assume that one of the incident solitons has been ‘absorbed’ by the irradiated atomic system, The transition from 
the initial state to the intermediate state happens when a photon trajectory takes the photon soliton into the atomic 
system, where the soliton is absorbed by the attached atomic field, and the atomic system is promoted to the excited 
state.  The transition from the intermediate state to the final state takes place when a new photon soliton is generated 
from the atomic system and leaves the atom as a fluorescent photon.  The transition from the intermediate state to the 
final state takes place in analogy with the description given for spontaneous emission: entanglement due to energy 
conservation assures that as the emitted photon reaches the speed of light in vacuum, the atomic system returns to the 
effective ground state. 
a. For the photons: 
We take the same state as before, but with one photonic soliton less, and the same external fields as before in the case 
of many incident photons, or no photon field if the incident photon was a single one.  
b. For the atomic system: 
The atomic system in its excited state as provided by the Bloch equations in the presence of external fields.  
Ψ௜௡௧(ݐ) = ൣܽଷ(ݐ)߰௚௥(ݎ௘ , ݐ) + ܽସ(ݐ)߰௘௫௖(ݎ௘ , ݐ)൧ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
݂݂݁݁ܿݐ݅ݒ݁ ݁ݔܿ݅ݐ݁݀ ݏݐܽݐ݁
× ⋯ ܣఠ
௜௡௧,௜൫ݎ௣௛,௜, ݐ൯ ⋯ᇣᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇥ
݊−1 ݐ݅݉݁ݏ
× ⋯ ൣܣ௜௡௖,ఠ௘௫௧ ൫ݎ௣௛,௜, ݐ൯ + ܣ௦௖௔௧௧,ఠ௘௫௧ ൫ݎ௣௛,௜, ݐ൯൧ ⋯ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
݊−1 ݐ݅݉݁ݏ
 
 
3. For the final state: 
The same as the initial state, but with a photonic soliton that has moved from a region where the incident fields are 
dominant to a region where the scattered fields are dominant, outside of the extension of the incident beam.  Some of 
the scattered photonic photons may belong to fields oscillating at a different frequency than the original beam 
frequency. 
178 
 
Ψ௜௡௜௧(ݐ) = ൣܽଵ(ݐ)߰௚௥(ݎ௘ , ݐ) + ܽଶ(ݐ)߰௘௫௖(ݎ௘ , ݐ)൧ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
݂݂݁݁ܿݐ݅ݒ݁ ݃ݎ݋ݑ݊݀ ݏݐܽݐ݁
× ⋯ ܣఠ
௜௡௧,௜൫ݎ௣௛,௜, ݐ൯ ⋯ᇣᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇥ ܣఠೞ೎ೌ೟೟
௜௡௧,௡ ൫ݎ௣௛,௡, ݐ൯
݊−1 ݐ݅݉݁ݏ
× ⋯ ൣܣ௜௡௖,ఠ௘௫௧ ൫ݎ௣௛,௜, ݐ൯ + ܣ௦௖௔௧௧,ఠ௘௫௧ ൫ݎ௣௛,௜ , ݐ൯൧ ⋯ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
݊−1 ݐ݅݉݁ݏ
ܣ௦௖௔௧௧,ఠೞ೎ೌ೟೟
௘௫௧ ൫ݎ௣௛,௡, ݐ൯ 
 
In our model we consider states with different number of particles only those states where the number of solitons really 
changes. Absorption and emission change the number of photons but coherent scattering no121. 
Our model allows us to visualize the use of photon creation and destruction operators in quantum optics such as the 
product  ෠ܾϯ ොܽ  as a formal description for the modification of the state of a particle from state a to state b, and in some 
cases, just as a zero order approximation for the gradual transition of the field from the initial state |ܽۧ to the final state 
|ܾۧ. In such cases it has nothing to do with the actual destruction and recreation of a particle. That would be a very 
crude approximation leading to a misinterpretation and perhaps contributing to the generation of confusion.  In 
coherent scattering the photon is not absorbed, just changes direction.  
5.4.4. Compton Effect 
In the scattering problems calculated in Quantum Electrodynamics, propagators are used to find the scattering cross 
section for an incident particle or wave by the field produced by a second particle or scattering center.  In most actual 
experiments the scattering center is at rest.  The initial state is represented by a plane wave incident from a given 
direction and with a given energy.  The differential cross section is calculated for the outgoing particle at a given final 
direction and energy.  This final state is typically described also by an outgoing plane wave.  It is noted that energy-
momentum is conserved during the scattering processes, implying that the scattering center and the scattered particle 
are found in an entangled final state, with a correlated scattered-recoiling motion.  The expression for the different 
particle propagators are expressed as Fourier series in eigenfunctions of the free particle Hamiltonian, typically also 
plane waves122. 
Let’s compare this experiment with a typical optical diffraction experiment involving a directed beam of light as it is 
scattered by ultrasound waves in some medium.  Here scattering takes place mainly in two very definite directions: one 
due to reflection, and the other is known as first order diffraction peak.  Higher orders are possible, but are of 
decreasing intensity123.  This is a result of the explicit one-dimensional geometry.   
On the other hand, in QED problems the scattering cross-section is typically a continuous function of direction, implying 
that it is not a one-directional or plane problem.  In classical physics a continuous differential cross section is achieved by 
considering three-dimensional geometries, like expanding the outgoing fields by spherical waves and describing the 
scattering center either as a point or as some sizeable object with a given volume.  It is precisely the coherent 
interference of the wavelets generated at different regions of the scattering center what produce the different angular 
distributions.  It is essential that the scattering center be of a finite size in order to produce interference.  It cannot be 
interpreted as a ‘probability distribution’ for a point scattering center, which would produce incoherent addition of 
wavelets instead of a coherent final result.  A probability distribution is however the traditional interpretation provided 
by quantum mechanics to the scattering center wavefunction. 
Moreover, at lower incident energies or larger wavelengths the QED solution approaches the classical result.  This means 
that somehow in the QED formalism, the coherent addition of waves produced by a finite size scattering center is 
implied in the mathematics of the theory, despite the traditional probability interpretation.  We will attempt to find this 
hidden geometry in the formalism. 
Experimentally in Compton scattering, there are three effects that cannot be explained classically assuming a point-like 
fixed scattering center: 
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a. The differential cross section angular distribution presents a dependence that cannot be explained by a point-
like scattering center. 
b. As a function of incoming wavelength, the total scattering cross section does not follow the classical Thomson 
law, but scattering increases with increasing frequencies until reaching a maximum near the so called Compton 
wavelength ~2.42x10-12 meters.  It decreases at higher frequencies. 
c. The frequency of the scattered radiation is not equal to the frequency of the incident beam and has an angular 
dependence that cannot be explained in a non-quantum model including finite energy-momentum 
conservation. 
The first one attempting to provide a theoretical explanation for these effects was Arthur Compton who in 1919 was 
able to provide an approximate solution for effects a. and b., by assuming that the electron was really a classical sizeable 
object with a size of the order of the Compton radius or wavelength124.  In 1923 he was able to explain the puzzling 
directional dependence of the scattered radiation frequency by assuming that the incoming light and the electron 
scatterer were both particles with a given energy and momentum related to frequency and wavelength through the de 
Broglie relations125.  This last model was independent of the size of the particles and could be also applied to point 
particles.  This last property was followed in the future by all quantum descriptions of Compton scattering.  However, 
the Compton model could also be applied to particles with a finite size. 
The classical intensity scattered at an angle ߠ with the incident beam, assuming a point-like electron, is given by classical 
electromagnetic theory as: 
ܫఏ = ܫ
݁ସ(1 + cosଶ ߠ)
2ℓଶ݉ଶܿସ
 
Eq 163 
where ℓ is the distance at which the scattered beam is collected.  The integrated fraction of incident energy removed 
from the incident beam by the electron is 
ܧ௦
ܫ
=
8ߨ݁ସ
3݉ଶܿସ
sinସ ቀ2ߨܽߣ ቁ
ቀ2ߨܽߣ ቁ
ସ           →ณ
ܽ ≪ ߣ
        
8ߨ݁ସ
3݉ଶܿସ
   ܶℎ݋݉ݏ݋݊ ݏܿܽݐݐ݁ݎ݅݊݃ 
Eq 164 
This model works well at longer wavelengths described by Thomson scattering, but does not correspond to the 
experimentally measured values when the incident wavelength approaches the Compton wavelength.  In his 1919 
paper, Compton was able to show that the corresponding distribution for an electron with a shape of a flexible spherical 
shell of radius ܽ is given by 
ܫఏ = ܫ
݁ସ(1 + cosଶ ߠ)
2ℓଶ݉ଶܿସ ቊ
sinଶ ൬
4ߨܽ
ߣ
sin
ߠ
2
൰
ଶ
൬
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ߠ
2
൰
ଶ
൘ ቋ 
and for a ring-like electron 
ܫఏ = ܫ
݁ସ(1 + cosଶ ߠ)
2ℓଶ݉ଶܿସ ቊ
1 − ߙ ൬
4ߨܽ
ߣ
sin
ߠ
2
൰
ଶ
+ ߚ ൬
4ߨܽ
ߣ
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ߠ
2
൰
ସ
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The integrated absorption coefficient in both cases can be expressed by an expression of the form 
ܧ௦
ܫ
=
8ߨ݁ସ
3݉ଶܿସ ቊ
ߙ − ߚ ൬
4ߨܽ
ߣ
൰
ଶ
+ ߛ ൬
4ߨܽ
ߣ
൰
ଶ
− ⋯ ቋ          →ณ
ܽ ≪ ߣ
        
8ߨ݁ସ
3݉ଶܿସ
   ܶℎ݋݉ݏ݋݊ ݏܿܽݐݐ݁ݎ݅݊݃ 
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Contrary to the distribution described by Eq 163 and Eq 164, the last expressions provided a very close description to the 
available experimental results.  The best fit to the experimental results was achieved when the electron radius was 
assumed to be close to 2x10-12 meters known as Compton radius. 
Even when they do not provided a perfect description of the experimental results, they showed a good approximation, 
and what is more important, they provided a completely clear and intuitive description of the phenomenon.  One can 
observe that the key signature for the existence of a characteristic length ‘a’ where something significantly important  
takes place, in this case the sharp edge of the electron object, is that both, the differential cross section as well as the 
total cross section depend on the incident wavelength measured on units of the characteristic length ‘a’.  This property 
can be seen to be a direct consequence of one of the fundamental theorems of Dimensional Analysis, namely the π-
Theorem126.  Compton identified this characteristic length with the wavelength having his name.   
In his 1923 paper Compton125 merged electromagnetic scattering theory and quantum mechanics by postulating that the 
scattering could be described by the “collision” of two mechanical particles like billiard balls, one corresponding to the 
electron and the other corresponding to the ‘photon’ envisaged by Einstein in 1905, each particle carrying mass, energy 
and momentum.  For the photon these mechanical properties were related to the wave properties by the de Broglie 
relations.  In this way Compton was able to derive a direction-dependent frequency shift for the photon particle that 
was caused by the change in momentum and energy given by 
∆ߣ(ߠ) = ߣᇱ(ߠ) − ߣ = ܽ(1 − cos ߠ)              ܽ =
ℎ
݉ܿ
         ܥ݋݉݌ݐ݋݊ ݎܽ݀݅ݑݏ 
Here again we can observe that the wavelengths are specified in units of the characteristic length, now identified as the 
Compton radius or wavelength.  This was probably the first step towards the future development of quantum 
electrodynamics.  In the traditional QED representation, the starting point for the description is given by the scattering 
matrix formalism122 
௙ܵ௜
஼௢௠௣௧௢௡ =
݁ଶ
ܸଶ ඨ
݉ଶ
ܧ௙ܧ௜
1
ඥ2ሬ݇Ԧ ∙ 2ሬ݇Ԧ′
(2ߨ)ସߜସ൫݌௙ + ݇ᇱ − ݌௜ − ݇൯ × 
ݑത൫݌௙ , ݏ௙൯ ൤(−݅߳/′)
1
݌௜ + ݇ − ݉
(−݅߳/) + (−݅߳/)
1
݌௜ − ݇′ − ݉
(−݅߳/′)൨ ݑ(݌௜ , ݏ௜) 
Eq 165 
From the scattering matrix expression, the differential scattering cross section is derived: 
݀ߪ =
݁ସ݉
(2ߨ)ଶ2݇ܧ௜|vሬԦ|
× 
න ฬݑത൫݌௙ , ݏ௙൯ ൤߳′
1
݌௜ + ݇ − ݉
߳ +  ߳
1
݌௜ − ݇′ − ݉
߳′൨ ݑ(݌௜, ݏ௜)ฬ
ଶ
ߜସ൫݌௙ + ݇ᇱ − ݌௜ − ݇൯
݉ ݀ଷ݌௙
ܧ௙
݀ଷ݇′
2݇′
 
Eq 166 
where we can see the explicit integration over intermediate virtual electron and photon states.  The final result, for the 
total cross section as a function of frequency is given by the Klein Nishina cross section: 
ߪ = 2ߨ
ߙଶ
݉ଶ ൥
1 + ߛ
ߛଷ
൭
2ߛ(1 + ߛ)
1 + 2ߛ
− ln(1 + 2ߛ)൱ +
1
2ߛ
ln(1 + 2ߛ) −
1 + 3ߛ
(1 + 2ߛ)ଶ൩
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where 
ߛ =  ൬
ߣ
ݎ஼
൰
ିଵ
                   
where ݎ஼  is the Compton radius or Compton wavelength.  It is clear that the Compton radius is the characteristic length 
of this problem, but it is very difficult to identify its role in the problem as a sizeable property of the electron.  In Eq 165 
we can observe that the main factor in the determination of the matrix element is the appearance of the propagator 
operator ܵி127.  The free particle propagator ܵி(ݔᇱ, ݔ) is defined by the expression 
(݅∇ᇱ − ݉଴)ܵி(ݔᇱ, ݔ) = ߜସ(ݔᇱ − ݔ) 
The Fourier transform being given by 
ܵி(ݔᇱ, ݔ) = ܵி(ݔᇱ − ݔ) = න
݀ସ݌
(2ߨ)ସ
݁ି௜ ∙൫௫ᇲି௫൯ܵி(݌) 
ܵி(݌) =
݌ + ݉଴
݌ଶ − ݉଴ଶ
 
We recognize that the denominator operator ݌ଶ − ݉଴ଶ stands for ߲ఓ ఓ߲ + ݉଴ଶ or 
ଵ
௖మ
డమ
డ௧మ
− ∇ଶ + ௠బ
మ௖మ
ℏమ
. When the 
application of this operator on a given function gives a null result, we are in the presence of the Klein Gordon equation: 
1
ܿଶ
߲ଶ
߲ݐଶ
߰ − ∇ଶ߰ +
݉଴ଶܿଶ
ℏଶ
߰ = 0 
Eq 167 
AS implied by Eq 166, the final state is found by integration of all possible intermediate virtual states weighted by an 
operator proportional to ܵி(݌).  We see that the overwhelming contribution to the construction of the cross section 
comes from those wavefunctions that fulfill Eq 167, where the application of the propagator operator produce a 
diverging effect.  Typically it is said that the solutions of Eq 167 for free particles are given by plane waves 
߰(ݎԦ, ݐ) = ܣ݁௜൫௞ሬԦ ∙௥Ԧିఠ ൯ 
with ߱ and ሬ݇Ԧ real quantities.  But plane waves don’t cover all possibilities.  Any function ߰(ݎԦ, ݐ) fulfilling the conditions 
߲ଶ߰
߲ݐଶ
= ݖఠଶ ߰              
∇ଶ߰ = ݖ௞ଶ߰ 
ݖఠଶ
ܿଶ
− ݖ௞ଶ =
݉ଶܿଶ
ℏଶ
 
will work equally well, where ݖఠ and ݖ௞ are complex numbers, and this includes spherical and cylindrical 
coordinates as well.  Explicitly we can write 
ݖఠ = ±
1
߬
− ݅߱          ݖԦ௞ = −
̂ݎ
ݎ஼
± ݅ሬ݇Ԧ  
as complex quantities with a real and imaginary part. The imaginary parts ߱ and ሬ݇Ԧ take care of momentum and 
energy conservation during the scattering process.  In a stationary solution, like the problem solved in QED, one 
can set ଵ
ఛ
= 0, so the real part of ݖఠ vanishes.  A typical, well known time independent solution of the Klein Gordon 
equation at rest different from a space constant is given in spherical coordinates by the Yukawa potential: 
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݁ି
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ݎ
 
fulfilling the equation in spherical coordinates when no time dependence is present.  This type of solutions provide 
the role of the characteristic length we are looking for.  If the scattering center is at rest and the problem is 
stationary we allow for a finite frequency ߱ ≠ 0 but take ଵ
ఛ
= 0.  We recognize that a spherical coordinate system is 
the most appropriate for the description of the system and we see that the wavefunction that best describes the 
Compton scattering process in QED is given by  
߰(ݎԦ, ݐ) = ܣ
݁ି
௥
௥಴
ା௜௞௥
ݎ
݁ି௜ఠ௧ = ܣ
݁ିቀ
ଵ
௥಴
ା௜௞ቁ௥ି௜ఠ௧
ݎ
 
This function has a space dependence provided by the spherically decaying exponential, compatible with a confining 
boundary condition. This provides the solution to the puzzle in QED: in the propagator formalism, exponentially 
decaying functions are not explicitly identified but are however implicitly present as solutions providing an acceptable 
geometrical representation of the system.  In this case ݎ஼  assumes the role of the characteristic length responsible for 
the angular and total cross section properties of the scattering distribution.  And that happens in all QED scattering 
problems involving a mass-dependent propagator.  In this case the scattering center (and also the incident particle if it is 
massive) is implicitly described by an exponentially decaying wavefunction.  The characteristic decay length is given by 
the corresponding particle Compton radius.  This length represents the smooth edge of the scattering center in 
complete harmony with our electron model.  It is to note that this exponentially decaying edge for the electron shape 
had been found similarly in the 1930 work of Weisskopf128 on electron self-interactions129.  By using this type of 
solutions, the entire scattering problem starts making sense in the picture of QED.  And the same model applies for the 
treatment of other types of problems, like bremsstrahlung, electron-electron and electron-positron scattering, and pair 
creation. 
We note that in a similar way as the case of particle scattering described in ‘Section 5.1.6 Coulomb Scattering’, from Eq 
165 we can identify the final state as given by an entangled state 
         
    stateentangled
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A graphical representation of the electron-photon trajectories given by the Quantum force due to photon-electron 
entanglement in Compton Effect are shown in the following picture 
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In the Compton Effect, entanglement generates an effective force between the electron and the photon.  Not only the 
quantum potential acting on the particles depends on the actual position of all particles, but also the wave fields 
themselves depend on the actual position of all particles.  In this way the asymmetries present in the wavelength and 
frequency of the scattered photon can be correlated with the correlated scattered electron.  These asymmetries are 
absent from a classical description. 
 
 
 
1.1.1. Radiation scattering simulations 
Once the photon-soliton particle has been developed in the electromagnetic field, their trajectories in space can be 
calculated.  In fact, when the “Bloch vector” moves upwards, the atomic polarization has a phase respect to the 
incoming beam so that energy is flowing towards the atom.  The photons are absorbed by the atomic system. After 
absorption the atom will decay in an emission process, where the newly created photon has not exactly the same energy 
as the incoming photon.  The scattering is mostly incoherent, like the case of Compton scattering.  In the other case, 
when the “Bloch vector” moves downwards, the atomic polarization has a phase respect to the incoming beam so that 
energy is flowing out of the atom, photon trajectories would be scattered away by the atomic system.  The scattered 
photons are part of the coherent component of scattering.  The following pictures show simulations of scattering and 
absorption. 
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1.2. Conclusion 
In this chapter we have provided a realistic interpretation for some examples of the interaction between electrons and 
photons.  This interpretation is based on the existence of solitons as solutions to the electron and photon equations in 
the presence of self-interactions.  We saw that the Dirac equation in Canonical Quantization naturally includes a source 
term provided by the product of a positron field and the electromagnetic field.  We have presented simulations of 
photon trajectories in the vicinity of an oscillating dipole.  We analyzed the case of spontaneous emission and found that 
it can be described in terms of a quantum jump-like process, where a newly born soliton is accelerated to the speed of 
light and acquires the full energy of the transition in a period of time of the order of an oscillation period, leaving the 
proximity of the atomic system and becoming free.  The quantum potential is the responsible for the dephasing that 
appears between the dipole oscillation and electromagnetic field, generating the different periods of absorption and 
emission in the different steps of resonance scattering. 
The difference with many particle first quantization is a highly optimized notation, the possibility for the presence of 
sources in the equations of motion and the introduction of self-interactions directly into the equations.  Note that 
source terms cannot be present in the First Quantization equation because they are not directly proportional to the 
wavefunction. 
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