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5Abstract
This thesis comprises detailed experimental and theoretical investigations of the
transport properties of one-dimensional nanostructures. Most of the work is ded-
icated to the exploration of the fascinating effects occurring in single wall carbon
nanotubes (SWCNT). These particular nanostructures gained an overwhelming in-
terest in the past two decades due to its outstanding electronic and mechanical
features. The experimental work was carried out at the IFW Dresden, whereas the
theoretical part was performed in the framework of the Brazilian-German research
project ProBral.
We have investigated the properties of a novel family of carbon nanostructures,
named here as Y-shaped rings. The studies show that they present very interest-
ing quantum interference effects. A high structural stability under tensile strain
and elevated temperatures is observed. Within the semi-classical potential adopted,
the critical strain values of structure rupture lie in the same range of their pristine
SWCNT counterparts. This is directly verified by the first observations of these ring-
like structures in a transmission electron microscopy. A merging process of asym-
metric into symmetric rings is investigated in-situ under electron beam irradiation
at high temperatures. The electronic properties of these systems are theoretically
studied using Monte Carlo simulations and environment dependent tight-binding
calculations. From our results, we address the possibility of double-slit like interfer-
ence processes of counter-propagating electron waves in the ring-like structures. The
nature of well defined, sharp peaks in the density of states are determined as the
discrete eigenenergies of the central loop part. Furthermore, the formation and dis-
persion of standing waves inside the ring is shown to originate from the quantum-dot
like confinement of each branch between the leads. The obtained dispersion relation
is shown to be the same occurring in purely one-dimensional quantum dots of similar
geometries. Furthermore, Fabry-Perot-like interferences are observed.
We established at the IFW a bottom-up processing route to fabricate nanotube
based electronic devices. The SWCNTs are grown by chemical vapor deposition
and we present a detailed study of the different approaches to obtain individual
nanotubes suitable for a successful integration into electronic devices. Wet-chemistry
and ultra-thin films as well as ferritin were employed as catalyst particles in the
growth of SWCNT samples. By adjusting the optimized process parameters, we
can control the obtained yield from thick nanotube forests down to just a couple
of free-standing individual SWCNTs. The nanotubes are localized, contacted by
standard e-beam lithography and characterized at ambient- as well as liquid helium
temperatures. We usually obtain quite transparent contacts and the devices exhibit
metallic or a mixed metallic/semiconducting behavior. The well-known memory
effect upon gate voltage sweeping as well as single electron tunneling in the Coulomb
blockade regime are addressed.
6Zusammenfassung
Diese Arbeit umfasst eine detaillierte theoretische und experimentelle Unter-
suchung der Transporteigenschaften quasi-eindimensionaler Nanostrukturen. Der
gro¨ßte Teil der Arbeit bescha¨ftigt sich mit der Erforschung der faszinierenden Ef-
fekte die in einwa¨ndigen Kohlenstoffnanoro¨hren (SWCNT) auftreten. Durch ihre
außerordentlichen elektronischen wie auch mechanischen Charakteristika erhielten
diese besonderen Nanostrukturen eine u¨berwa¨ltigende Aufmerksamkeit. Die ex-
perimentelle Arbeit ist im IFW Dresden und der theoretische Teil innerhalb des
deutsch-brasilianisches ProBral Projektes durchgefu¨hrt worden.
Wir haben die Eigenschaften einer neuen Familie der Kohlenstoff-
Nanostrukturen untersucht, die wir Ringe in Y-Form nennen. Die Studien
zeigen, dass sie sehr interessante Quanteninterferenzen zeigen. Eine hohe
strukturelle Stabilita¨t unter dem Einfluss von Zugspannung und hohen Tem-
peraturen wird beobachtet. Dies wurde direkt verifiziert durch die ersten
Transmissionselektronenmikroskop-Bilder der ringfo¨rmigen Strukturen. Ein Fusion-
ierungsprozess von asymmetrischen in symmetrischen Ringen konnte im Elektro-
nenstrahl in einer heißen Umgebung in-situ untersucht werden. Die elektronischen
Eigenschaften dieser Systeme wurden mit theoretischen Monte-Carlo Simulatio-
nen und umgebungsabha¨ngigen ”Tight-Binding” Rechnungen analysiert. Scharfe,
wohl definierte Spitzen in der Zustandsdichte konnten den diskreten Eigenenergien
des zentralen Ringes zugeordnet werden. Weiterhin konnten wir zeigen, dass die
Entstehung und Dispersion von stehenden Wellen innerhalb des Ringes von der
Einschra¨nkung der beiden Ringabzweigungen zwischen den Kontakten verursacht
wird. Es wurde gezeigt, dass die erhaltene Dispersionsrelation a¨quivalent zu der
eines eindimensionalen Quantenpunktes a¨hnlicher Geometrie ist. Weiterhin kon-
nten Fabry-Perot Interferenzen beobachtet werden.
Wir bauten am IFW eine neue Prozesstechnik auf, um Bauteile basierend
auf Nanoro¨hren herzustellen. Die SWCNT wurden mit katalytischer Gasphasen-
abscheidung gewachsen und wir stellen eine detaillierte Untersuchung der unter-
schiedlichen Ansa¨tze vor, um vereinzelte Nanoro¨hren zu erhalten, die in das Bauteil
direkt integriert werden ko¨nnen. Nasschemie, du¨nne Filme sowie Ferritin wurden
erfolgreich als Katalysatorpartikel eingesetzt. Wir konnten in Abha¨ngigkeit der
Prozessparameter die Menge der gewachsenen Nanoro¨hren von dichten Wa¨ldern zu
vereinzelten Ro¨hren einstellen. Anschließend werden die SWCNTs lokalisiert, mit
Standard-Elektronenstrahllithographie kontaktiert und bei Raumtemperatur sowie
bei 4.2 Kelvin charakterisiert. U¨blicherweise erhielten wir ziemlich niedrige Kon-
taktwidersta¨nde und die Bauteile verhielten sich metallisch oder gemischt met-
allisch/halbleitend. Wir konnten den bekannten ”Memory-Effekt” der Leitfa¨higkeit
in Abha¨ngigkeit der Durchstimmrichtung der Gate-Elektrode, sowie Einzelelektro-
nentunneln im Coulomb-Blockade Regime beobachten.
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Abbreviations used in this thesis
AB Aharonov-Bohm (effect)
AFM atomic force microscope
CB Coulomb blockade
CHI constant hopping integral (approach)
CI constant interaction (model of quantum dots)
CNT carbon nanotube
CVD chemical vapor deposition
DOS density of states
DWCNT double-wall carbon nanotube
EBL electron-beam lithography
EDHI environment-dependent hopping integral (approach)
Ef formation energy
EF energy of the Fermi level
Ec energy of conduction band edge
Ev energy of valence band edge
FIB focused ion beam
FET field effect transistor
φ0 magnetic flux quantum = h/e = 4.13× 10−15Tm2
FT Raman Fourier Transform Raman
Γ0 conductance quantum = 2e
2/h = (13kΩ)−1 = 1/ρ0
γ0 tight-binding hopping parameter ≈ −2.7eV
Ids drain to source current
MC Monte Carlo (simulation)
MWCNT multi-wall carbon nanotube
PMMA polymethyl methacrylate (resist for e-beam lithography)
QD quantum dot
RBM radial breathing mode
SB Schottky barrier
sc critical tensile strain
SET single electron tunneling
SEM scanning electron microscope
SW Stone-Wales (defect)
SWCNT single-wall carbon nanotube
TB tight binding (approximation)
TEM transmission electron microscope
vHs van Hove singularities (one-dimensional DOS peaks)
Va acceleration voltage (in electron microscopy)
Vds drain to source voltage (bias)
vF Fermi velocity (= 8.5× 105m/s in SWCNTs)
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1 Motivation
1.1 Why carbon nanotubes
Why should we investigate carbon nanotubes? The answer lies in the peculiar
properties of carbon. Carbon is presumably the most diverse and important element
in the periodic table and is one of the few elements known to man since antiquity.
In most compounds known and employed nowadays in biology, chemistry and solid-
state physics, carbon plays the major role. It has a high affinity to form multiple
bonds as well as bonds with other atoms which lead to a vast variety of allotropes.
It is the only element which is present in all dimensions, i.e., diamond (3d), graphite
(nearly 2d), graphene (2d), carbon nanotubes (1d) as well as Buckminister fullerenes
(0d). Its electronic properties range from insulating (diamond), semiconducting
(nanotubes, fullerenes), semimetallic (graphene, nanotubes) to metallic (nanotubes).
It can be transparent and the toughest natural mineral known (diamond) as well as
be black colored, highly ductile and serving as dry lubricant (graphite).
Among the different allotropes, the discovery of fullerenes in 1985 and carbon
nanotubes (CNT) initiated a real ’boom’ of carbon-based investigations worldwide.
The experimentalists were fascinated because for the first time they had a true
low dimensional hollow molecule at hand, mechanically very stable with superb
electronic properties. On the other hand, the theoreticians were captivated by the
well understood easy honeycomb-based crystal structure and could predict many
interesting properties verified later on by experiments. The importance of these
developments can be quantified by the fact, that just eleven years after the first
synthesis of fullerenes, their discoverers R.F. Curl, H.W. Kroto and R.E. Smalley
were decorated with the Nobel Prize in Chemistry.
1.2 History
But the story actually does not start here. One-dimensional structures have been
a rich and active playground for theoreticians for many decades. The possibility to
use molecules as building blocks for electronic devices was already foreseen by R.
Feynman in 1959[1]. But the technology was always a step behind and only late
in the 70s the theoretical predictions and experimental realization first met in the
field of conductive polymers. The technology interest was huge and many advances
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could be achieved due to the progress in synthesis and characterization techniques.
Nevertheless, the conductivity remained low and only in the 90s the world gained
a truly one-dimensional system with exceptional high current densities, the carbon
nanotubes.
Already the Crusaders encountered extraordinary mechanical properties of the
opponent Muslim’s Damascus blades. Recently it was shown by a group of the TU
Dresden, that a Damascus sabre from the seventeenth century contained CNTs as
well as cementite nanowires creating an ultrahigh carbon steel[2]. The possibility of
the existence of CNTs by rolling-up a graphene sheet, just like a honeycomb wax
candle, was foreseen at a Carbon Workshop in 1990[3]. Indeed, in 1991 the first clear
unambiguous evidence for the possibility of growing carbon nanotubes was reported
by Iijima[4]. Thus, many papers in the field of carbon nanotubes start with the
reference ”the discovery of carbon nanotubes by Iijima in 1991. . . ”. This paper
published in Nature had an overwhelming impact on the scientific community of the
nanoscale which was just emerging at these times. Nevertheless, the credit of the
discovery should be given to two Russian scientists, which published back in 1952
in the Journal of Physical Chemistry of Russia several micrographs of tubular and
hallow graphite fibers, possibly multi-walled carbon nanotubes (MWCNT) 50nm in
diameter, obtained by iron assisted synthesis[5]. This fact was brought to light only
recently due to the difficult access and language (for the Western scientists) of the
original paper. Unfortunately, the world was ready to realize and implement the
intriguing properties of carbon nanotubes only 40 years later.
It is perfectly clear that the formation of single-wall carbon nanotubes
(SWCNT), tubes with only one shell, was first reported in 1993 by two indepen-
dently submitted contributions[6, 7]. Actually, in both cases the discoveries were
in fact failed attempts to produce MWCNT filled with transition metals. Up to
now, the synthesis of SWCNTs is quite similar to the reported one: it requires high
temperatures and the aid of catalytic action. From now on, the CNT community
should steadily grow and many important insights into the world of the nanoscale
could be gained.
1.3 Properties and applications
There are many ideas how to implement and where to benefit from the interesting
properties of carbon nanotubes. Their huge mechanical strength with a Young’s
modulus in the range of TPa, the highest among known materials, makes CNTs a
natural candidate for strength-enforced materials, such as sports gear or bullet-proof
jackets. Even the vision to built a space-elevator based on a carbon nanotube cable
is seriously envisaged. Its outstanding electronic properties, which can be merely by
geometric changes triggered from metallic to semiconducting, raise many possible
applications in electronic industries. The metallic CNTs behave as ballistic conduc-
tors with the ability of carrying huge current densities, whereas the semiconducting
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ones can be implemented in switching devices. Up to now, the improvement in
switching rates of modern logical circuits was mainly achieved through miniatur-
ization of bulk semiconductors. When following Moore’s law, a prediction which
foresees that the number of transistors in a integrated circuits should double each
two year, the downscaling of bulk semiconductor will reach its limit in a couple of
decades. New materials and device concepts are needed in order to overcome those
limitation. This makes understandable, why so many hope and efforts were and still
are put into the investigations of CNTs. The major drawback is the up-scalability
and mass-production of CNT based circuits. Most experimental measurements re-
ported in this field require a prior arduous student work on individual electronic
devices. However, several successful many-circuitry approaches are already realized,
e.g., the controlled mass-deposition of individual SWCNT in electric fields with mil-
lions of devices per cm2[8], controlled electrical breakdown [9] or lithography-free
contacting of in-situ grown CNTs in a parallel device concept[10].
Substantial insights into fundamental physics notions could be reviewed and ver-
ified in the theoretical and experimental research of carbon nanotubes. Due to their
low-dimensionality, many effects are driven by basic quantum mechanical concepts.
Furthermore, new structures and multi-terminal devices could be idealized and re-
alized based on CNTs by controlled synthesis employing a template-based chemical
vapor deposition technique[11] or, alternatively, by joining SWCNTs with the use
of an electron beam[12]. In the latter method, exposure of the cross-contact region
to the beam causes structural changes that promote the merging, leading to the
formation of X-shaped type of junctions. Later, under careful irradiation, a branch
of an X junction may be removed to produce T- or Y-shaped junctions. Junctions
composed of semiconducting and metallic nanotubes have been explored and also
junctions with three points acting as transistors[13, 14]. Annular structures[15] can
be very useful for investigating interesting physical phenomena such as Aharonov-
Bohm effects[16–18], magnetotransport[19–21] and the establishment of persistent
currents[22]. Fano resonances and orbital filtering in multiply connected SWCNTs
have been discussed[23].
Shortly after the synthesis of CNTs, the first implementations in electronic de-
vices were realized. A lot of progress was achieved since then, mainly in dimin-
ishing the contact resistance of the electrodes to the nanotubes. The technological
advances allowed the fabrication of very small device channel lengths with near
transparent leads. It turned out, that many phenomena are driven by the resulting
quantum confinement not only around the nanotube circumference but also along
the nanotube axis. Well-known quantum effects were observed for the first time
in purely one-dimensional structures, namely Kondo effects[24, 25] and Fabry-Perot
interferences[26, 27], among others. In this device configuration, the nanotube chan-
nel acts as a quantum dot with discrete energy level spacing, similar to the case of
double heterojunctions[28], where nanotubes serve as the metallic leads coupled to
a finite-sized nanotube of different diameter[29, 30].
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1.4 Aim of this thesis
The scope of this thesis is a combined theoretical and experimental investigation of
quantum interference effects in SWCNT based electronic devices. For this purpose,
a thorough study on the mechanical and electronic properties of SWCNT based
systems was carried out. The structural stability of a new ring-like system was
demonstrated based on theoretical calculation and subsequently proven by high-
resolution images in a transmission electron microscope. A controlled structural
reshaping route, converting an asymmetric into a symmetric ring, was developed
under high-energetic electron beam exposure in a high-temperature environment.
Many interesting quantum effects could be observed in the theoretical transport
calculations of the interferometric structure as well as in SWCNT quantum dots.
The challenging project was the combined investigation of theory and experiment
of those peculiar quantum interference effects. For this purpose, we installed and
improved a new experimental setup at the IFW. We followed a bottom-up device
fabrication where all process steps are made in the IFW. We managed to synthesize
SWCNTs via chemical vapor deposition (CVD), integrated the as-grown nanotubes
in electronic devices fabricated by employing top-electrodes patterned via electron
beam lithography (EBL) and determined the electronic properties in preliminary
transport measurements.
In order to present a complete and conclusive picture, chapter 2 introduces
some basic concepts of electronic transport in one-dimensional systems. Basic length
scales are compared with the dimensions of the systems and the consequences caused
by the confinement in all spatial directions is shown. Interference effects caused by
the discrete energy level spacing as well as Fabry-Perot like interferences are de-
picted. Furthermore, the omnipresent contact problem of the electrodes is touched
as well as the possibilities of improving the coupling between the nanotubes and
leads. Chapter 3 concentrates on the peculiar properties of carbon nanotube and
define the basic notation used throughout this thesis. The next chapter 4 deals
with the detailed fabrication process of the electronic devices. We introduce the dif-
ferent ways of placement and precise localization of nanostructures on a insulating
dielectric. We summarize the results and characterizations of diverse CVD synthe-
sis processes and determine the optimal parameters of SWCNT growth suitable for
integration in electronic devices. In chapter 5, a detailed description of the theo-
retical tight-binding model based on a Green’s function formalism entirely defined
in the real space is specified. This model is able to include any topological defects
as well as arbitrary SWCNT-based structures in the formalism and we present a
proposal of an environment dependent tight-binding approach. The effects of an
external magnetic field are incorporated in the real-space Green’s function using the
Peierls phase approximation and as an example, we touch on the electronic prop-
erties of double-wall CNTs under the influence of a magnetic field. In chapter 6
we introduce a new proposed SWCNT ring-like system resembling two intercon-
nected Y-junctions and compare the transport properties with SWCNT quantum
1.4 Aim of this thesis 17
dots. We present the atomic configurations and a thorough study of the mechanical
and electronic properties of both systems. We demonstrate the high structural sta-
bility of Y-junction rings (YJR) evidenced by the first experimental realization of
these double-slit like interferometers. Subsequently, we explore by theoretical cal-
culations the rich quantum interference effects, including standing wave formation
and Fabry-Pero-like oscillations. The preliminary results of the experimental real-
ization of electronic devices are summarized in chapter 7. Transport measurements
at room temperature demonstrate the memory effect upon gate voltage, whereas
low temperature measurements show well-defined Coulomb blockade peaks. At the
end of this thesis we present in chapter 8 our conclusions of this work and give
a short outlook on ongoing experiments as well as means to achieve free-standing
interferometric transport devices to verify the theoretical predictions.

2 Transport in 1-dimensional
systems
A macroscopic conductor usually shows Ohmic behavior. This picture changes
when we consider electronic transport in nanostructures. When thinking of a con-
ventional ohmic system, the conductance Γ reads linear in the size-independent
conductivity σ as Γ = σW/L, with W and L being the width and length of the con-
ductor. As the size of a device becomes comparable to the electron coherence length,
this classical conductance formula cannot longer stand, because it would diverge for
small lengths. Thus, we have to review our concept of resistance at the microscopic
level. Quantized transport and quantum interference effects between electron waves
become increasingly important, leading to dramatic changes in transport properties,
especially at low temperatures[31, 32]. As nanotubes (carbon and others) can be
considered as very thin cylinders (1-100nm in diameter), such effects certainly will
dominate the transport properties in these molecular systems.
2.1 Transport regimes
Using 3 basic characteristic lengths, we can divide the electronic transport in three
regimes: ballistic, diffusive and classical (macroscopic) transport.
Fermi wavelength λF
At low temperatures, the current is carried mainly by carriers at and near the Fermi
energy. The also so-called de Broglie wavelength is defined as
λF = 2pi~/mvF , (2.1)
with vF = ~kF/m being the Fermi velocity, which in SWCNTs is vF = 8.5 ×
105m/s[33]. Thus, it is related to the kinetic energy of the electron. In a 2-
dimensional free-electron gas, λF scales down with the root of the electron density
n. In modern semiconductor heterostructures, the Fermi wavelength can become as
large as 100nm and may be comparable to the structure size.
Mean free path Lm
Simply speaking, the mean free path Lm is the average distance an electron can travel
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through the structure before scattering at impurities, phonons or other electrons and
thus changing its momentum:
Lm = vF τm , (2.2)
with the momentum relaxation time τm being the time until an electron suffers
collision. The mean free path in high mobility semiconductors can reach several
tenths of µm. The mobility µ can be defined analogously as µ = e
m
τm.
Phase coherence length Lφ
The phase coherence is destroyed by inelastic scattering events at a time scale of
τφ. Only fluctuating scatters are able to destroy the phase of the electrons by
individual collisions. The elastic and inelastic scattering processes are expected to
freeze out at low temperatures and thus, both length scales to depend strongly on
the temperature.
Now we can relate the system’s dimension L with these lengths and can distin-
guish several transport regimes:
Ballistic L Lm, Lφ No significant momentum and phase relaxation.
Diffusive Lm < L < Lφ Involves many elastic scattering events but the
electrons remain coherent with no substantial
phase relaxation.
Classical Lm, Lφ  L Both momentum and phase relaxation processes
occur frequently and thus an electron can be con-
sidered as a particle. The resistance obeys the sim-
ple Ohm’s law.
Size quanti-
zation
L < λF Size quantization effects have to be taken into ac-
count.
Weak local-
ization
Lφ ≈ L Lc Conductor with M channels can be divided into
phase-coherent units with many scatterers (local-
ization length Lc ∼M · Lm). Transport reduction
by ∼ e2/h. Can be easily destroyed by a weak
magnetic field.
Strong local-
ization
Lc < Lφ ≈ L Transport suppression.
2.1.1 Density of states of low-dimensional systems
The density of states ρ(E) represents the number of states per volume in a small
energy range between E and E + δE. Thus, the local density of states (LDOS) is
proportional to |δE(~k)/δ~k|−1. In general, due to the spatial confinement we obtain
the following dependencies:
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Figure 2.1: Sketch of the density
of states in low dimensional systems
obtained via eq. (2.3).
ρ3d ∝
√
E
ρ2d = const.
ρ1d ∝ 1/
√
E − En
ρ0d ∝ δ(E − En) , (2.3)
where En denote the eigenvalues of the system. In Fig. 2.1, the resulting DOS is
sketched for all dimensions obtained via eq. (2.3). Usually, a finite DOS reflects also
a non-vanishing conductance. We will show many correlations between the density
of states and the transport. A remarkable feature in one-dimensional systems is the
low DOS with superposed sharp peaks with a E−
1
2 tail, which are responsible for
many interesting optical as well as transport properties. We will treat the resulting
effects of these so-called van-Hove singularity (vHs) peaks further on.
2.2 Ballistic transport
Depending on the measurement setup, other length scales have to be taken also into
account. As we will see further on in section 5.1.2, SWCNTs usually fit into the class
of ballistic conductors with quite high mean free paths Lm of the order of µm[35–
39]. However, this picture may change when considering high-bias conditions. In
Fig. 2.2(a) AFM images of SWCNT devices with varied channel length from µm
down to 10nm are shown. The current saturation at high applied voltages indicates
the occurrence of phonon-assisted scattering processes, see Fig. 2.2(b). Javey et al.
obtained for the quasi-ballistic electronic transport a mean free path of acoustical
phonon scattering lap around 300nm and of optical phonons lop around 15nm[34].
They reported that the maximum current values of individual SWCNTs range up
to nearly 100µA, indicating that SWCNTs can withstand current densities as high
as 109A/cm2. This current density is about 3 orders of magnitude higher than for
common metals such as Al or Cu.
22 Chapter 2 Transport in 1-dimensional systems
(a) (b)
Figure 2.2: (a) SWCNT devices with channel lengths ranging from 10nm to µm. (b) Saturation
current of Ohmically contacted devices in function of applied bias. For short channel lengths
(< 100nm), the current Ids remains a function of bias Vds. Adapted from [34].
In the low-bias ballistic regime, the transmission probability T through an (ideal)
conductor equals unity once the electron enters the system. But if there are no
scattering processes, would not the resistance vanish and the conductance diverge?
The answer is no. The conductance will reach a maximum of the order of Γ0 =
2e2/h upon diminishing the dimensions of the device. As we will see further on,
no voltage drop occurs inside a ballistic conductor, only at the interfaces at the
contacts, even for totally transparent contacts. The Kubo-Greenwood as well as the
Landauer-Bu¨ttiker formalisms, introduced further on in sec. 5, give us the detailed
mathematical description of this phenomena. For system dimensions of the order of
the characteristic lengths, the conductance starts to be quantized
Γ = MΓ0 T , (2.4)
where M gives the available transport channels in the conductor and T the trans-
mission coefficient. An ideal lead has an infinite number of channel modes, whereas
a (small) conductor only M modes. In the ballistic regime, the contact resistance
Rc = 1/MΓ0 = 13kΩ/M can be explained by a current redistribution at the inter-
faces required due to this channel mismatch. And, this resistance is far from being
neglectable!
2.3 Quantum interference effects in 1-dimensional
structures
When two metallic electrodes are deposited on top of a nanostructure, often these
mesoscopic probes are invasive, non-identical and not totally transparent: tunnel
barriers develop at the contact/nanotube interfaces, leading to the formation of a
quantum dots (QD) within the nanotube segment in between the electrodes (∼
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few hundred nm spaced). Even being actually a three-dimensional system, the
quantum confinement in all spatial directions lead the formation of discrete energy
states. In a finite conductor of length L, the ~k vectors in the longitudinal direction
also appear quantized, k||,n = n · pi/L. This leads to an energy level spacing of
∆E = dE
dk||
∆k|| = hvF2L , cf. eq. 3.6. Metallic nanotubes have a high Fermi velocity
so that this spacing amounts to ∆E ∼ 1.7eV/L[nm]. When the thermal energy
is smaller than ∆E, this discrete QD spectrum should be observable. Indeed, the
short channel length as well as the small diameter of CNTs make it possible to
observe the quantum properties at temperatures below ∼ 10K. As the main part
of the theoretical work in chapter 6 is dedicated to the exploration of quantum
interference effects, we will now present some of these intriguing effects present in
mesoscopic devices.
We can distinguish three quantum regimes depending on the coupling Ξ between
the nanotube and the leads. At small device dimensions, the energy Uc = e
2/C
required to store an additional electron in the QD may become larger than the
thermal energy. C denotes the total capacitance of the device to the macroscopic
world and is rather low, around some electrons per Volt per µm[26].
Opaque contacts hΞ Uc Coulomb blockade where QD charging ef-
fects dominate.
Intermediate hΞ ≤ Uc Charging and higher-order tunneling pro-
cesses, e.g. cotunneling and Kondo effect.
Transparent Uc  hΞ Fabry-Perot interferometer. The nano-
tube acts as a coherent electron wave
guide and quantum interference effects of
non-interacting electrons take place.
2.3.1 Coulomb-blockade
When the discrete energy spacing and the contact resistances are large enough,
Coulomb-blockade in the transport properties are observed at low temperatures. In
this regime, the electronic levels are filled up to the Nth level. Due to the low
capacitance C, the Coulomb repulsion in nanotubes is quite high (meV ) and an
onset of Coulomb blockade is expected for CCB ∼ e22kBT . In the small bias and low
temperature regime, the N + 1th electron cannot enter the dot and the transport
is then blocked. Upon varying the gate voltage Vg, the energy levels in the QD
can be tuned. Eventually the next available level N + 1 gets into the range of the
bias window between µd and µs and a single electron can transmit through the QD.
µs and µd denote the electrochemical potentials of the source and drain electrode,
respectively. At these values of Vg we expect a sudden augment of the current, as
depicted schematically by the sharp current peaks in Fig. 2.3(a). Another way of
lifting the blockade is by changing the bias voltage Vds = (µs − µd)/e. For a large
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Figure 2.3: The Coulomb blockade regime. (a) Coulomb peaks appearing in current as a function
of Vg. (b) Coulomb diamonds in differential conductance, dI/dVds, versus Vds and Vg. The edges
of the diamond-shaped regions (black) correspond to the onset of the current, i.e. the peaks in
(a). Diagonal lines emanating from the diamonds (dashed) indicate the onset of transport through
excited states. (c) Two-dimensional conductance color plot, vs. Vds and Vg at T = 4 K (dark is
zero conductance, bright is 3µS). Adapted from [25].
enough bias voltage, the QD’s charge exceeds |Q| > e/2 and tunneling may occur;
the threshold voltage (for the ideal case) is given as Vt =
e
2C
. For voltages higher
than Vt, the device is in the on-state with a constant conductance. Thus, a complex
conductance dependence on both Vds and Vg is expected, as shown in Fig. 2.3(b).
In the (diamond-like) center region, the tube is charged with N electrons and no
transport occurs. At the edges of the so-called Coulomb diamonds an onset of
current is detected, indicated by the black lines. The transport mediated through
excited intermediate states are depicted as dashed lines. Actually, Fig. 2.3(a) is a
horizontal cut at zero bias of Fig. 2.3(b). An experimental measurement, Fig. 2.3(c),
of a small semiconducting SWCNT device (L ∼ 200nm) evidences all the expected
results discussed[25]. The yellow numbers in the Coulomb diamonds give the number
of charged holes. The excited intermediate level transitions are indicated by red
arrows.
2.3.2 Higher-order tunneling: Cotunneling and Kondo effect
When the contact resistance is reduced, also higher-order beside the sequential tun-
neling described before may occur. Although we are not going to explore this trans-
port regime in the thesis, we discuss shortly its main effects. Inelastic (elastic)
cotunneling takes place in processes where one electron enters the dot, while an-
other electron simultaneously exits the dot, leaving the dot in a (non) excited state.
Temporarily, the QD is left in a classically forbidden ’virtual’ state[40].
If the electron spin is taken into account, then coherently formed correlated
many-electron state events may take place. The spin in a virtual intermediate
QD state may be flipped when being replaced by another spin from the metallic
reservoir. Many such events combine to produce the Kondo effect, which leads to
the appearance of an extra resonance at the Fermi energy. Since the transport
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properties are determined by electrons with energies close to the Fermi level, the
extra resonance can dramatically change the conductance[24]. The electrons in the
two leads are then strongly coupled, allowing current flows even at low temperatures
T < TK . The Kondo resonance effect is a theory that describes the scattering of
electrons from a localized magnetic impurity below the Kondo temperature TK [41,
42]. When the number of spins in the dot is odd, resonance tunneling occurs,
which is not possible for even numbered spins. The resulting pronounced ’odd-even
asymmetry’ is detectable in transport measurements[43].
2.3.3 Fabry-Perot interference effects
530nm
220nm
e-
Figure 2.4: Fabry-Perot oscillations at T=4K: Conductance δIds/δVds map as function of Vds
and gate voltage Vg. SWCNT device with L=530nm (a) and 220nm (b) channel length. Insets:
a horizontal cut near Vds = 0 as well as a device scheme depicting the electron interference path
(top). Linear dependence of the first conductance minimum Vc, as indicated by arrows, as function
of inverse device length L (bottom). Adapted from [26].
In the regime of transparent contacts, coherent quantum interference effect may
be observed. Here, the nanotubes act as coherent waveguides, with the resonant cav-
ity formed in between the contact interfaces. The situation can be compared to the
light transmission in an optical Fabry-Perot cavity. The inset of Fig. 2.4(a) depicts
the device setup of the QD. Possible electron wave interference paths are indicated
by dashed lines. Multiple reflection of the electronic waves can occur, leading to well
defined conductance oscillations [see inset of Fig. 2.4(a)]. The pronounced δI/δV
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oscillations are quasi-periodic as a function of Vg, which shifts the quantum path’s
interference phase[26, 27]. The results are very similar to the smooth conductance
oscillation, as a function of the Fermi-level, we obtained by the theoretical calcula-
tions of zigzag metallic QD; compare with Fig. 6.21. The interference phase can also
be modulated by the applied bias. The resulting conductance maps in Fig. 2.4 show
a well defined oscillation pattern. The interference period scales with the length
L of the device. When comparing the fist crossing Vc of destructive interference
conductance dips (marked by white arrows), a linear dependence with the inverse of
channel length is obtained, Vc ∝ L−1 [see inset of Fig. 2.4(b)]. This provides an ex-
perimental evidence that the scattering processes take place at the metal/nanotube
interface, whereas the transport through the SWCNTs remains ballistic[26].
However, to observe those intriguing coherent interference effects, the contacts
have to be nearly perfect Ohmic. This requires state-of-the art device fabrication.
Nevertheless, just a few devices out of a batch of many prepared samples show
conductance values close to the theoretical maximum value of 2Γ0. We will now
have a further insight into the contact/nanotube interface region.
2.4 The contact barrier problem
It took nearly a decade until SWCNTs could be reliable contacted by transparent
lead interfaces. The challenging device fabrication as well as the right choice of
the contact metal play the mayor role to achieve near-perfect Ohmic leads. The
interaction between nanotube and metal will also be important for proper contact
formation. Several different metals were utilized, such as Au, Pd or Ti. In the
latter case, an additional high temperature annealing step is required to mediate
the transport through covalent TixC[44]. It turned out that Pd worked best to
obtain reproducible small contact resistances[39, 45]. It should be stressed out, that
in most cases a thin adherence layer of usually 5nm Cr under the contact material
is needed to ensure a successful lift-off during device processing.
2.4.1 Schottky barrier formation
Already back in 1998 it was experimentally demonstrated that semiconducting SWC-
NTs can act as field effect transistors (CNTFET)[46, 47]. When a semiconductor
is brought into contact with a metal, charge transfer near the interface region will
occur to align the Fermi levels of both materials. A depletion region will form in the
semiconductor leading to rectifying behaviors equivalent to the well-known diodes.
The situation before the two materials are brought in contact is shown in Fig. 2.5(a).
The Fermi level EF lies in between the valence Ev and conductance Ec band edge.
After contact is established, electrons will enter the p-type SWCNT and the joined
system in equilibrium will have an aligned Fermi level, as schematized in Fig. 2.5(b).
The resulting barrier will hinder the electronic transport.
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Figure 2.5: Formation of a Schottky barrier at the interface between a metal and a p-type
semiconductor with gap Egap = Ec − Ev. (a) Before getting into contact the Fermi levels EF of
both systems are not aligned. (b) Depletion zone in the semiconductor near the interface is created
upon contacting and a Schottky barrier is formed in the semiconductor.
Many experimental results evidence the formation of a Schottky barrier (SB)
at the interfaces between the metallic leads and semiconducting SWCNTs[48, 49].
Conductive AFM scans indicate the scattering centers to be localized at the SB
interfaces [50]. The asymmetry of current/voltage curves and different saturation
currents cannot be explained by the common channel-pinching in metal-oxide field
effect transistors (MOSFET). Another hint for the gating action on the interface
rather than on the bulk SWCNT is the temperature dependence of the inverse
subthreshold slope S = dVg/d(log Ids). Whereas in MOSFET it is expected to
depend linearly on the temperature, CNTFET does not show any dependency under
T = 200K[48]. For high switching rates of the SWCNT device, characterized by S,
much efforts have been done to minimize the contact barrier. The total on-resistance
of a SWCNT transistor will be the sum of contact resistances at the electrodes and of
the nanotube itself. The reduction of the resistances is important to reduce power
dissipation, increase the on-currents, and decrease the delay τ of the transistor
(τ ∼ RCg, where R is the on-resistance at saturation and Cg the gate capacitance).
To reduce the resistance of the contacts one has to find an appropriate contact
metal, whereas to minimize the resistance of the nanotube, ballistic transport of the
carriers within the tube is necessary. The height of the Schottky barrier depends
largely on the diameter of the SWCNTs as well as the fabrication process and
the choice of the contact metal[39, 45, 51]; e.g. the work functions of palladium
or rhodium (Φ ∼ 5eV ) are similar to the one of larger diameter semiconducting
SWCNTs (ΦCNT ∼ 4.7eV )[52], providing reliable transparent contacts.
Usually, as-processed semiconducting SWCNTs show p-type characteristics
when measured in air. This behavior is attributed to a shift of the Fermi level
towards the valence band by the presence of adsorbed oxygen, a modulation of
Schottky barriers due to the introduction of oxygen into the interface region or
charge transfer from metal electrons into the SWCNT device[48, 53, 54]. The p-
type characteristics can be changed to bipolar or n-type by removing the adsorbed
oxygen through heating or high current modulation in vacuum. This transition is
reverted once the devices are again exposed to oxygen.
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Figure 2.6: Basic operation of a Schottky barrier with the gate acting along the entire length
of a p-type semiconducting SWCNT. At Vg = 0, no tunneling of the holes is possible (a), whereas
a negative voltage turns the Schottky barrier more transparent (b). Upon applying a bias voltage
Vds = e(µd − µs), the off and on states, for Vg higher than the threshold voltage, are depicted in
(c) and (d), respectively.
The Schottky barrier will block the conductance through the system. The situ-
ation of inhibited transport is depicted in Fig. 2.6(a). At low bias Vds, the current
from source to drain remains still blocked by the barrier at the source interface, see
Fig. 2.6(c). However, the effective barrier thickness and thus the tunneling prob-
ability through the SB can be modulated by both Vg and Vds fields. Tunneling of
holes become possible at voltages higher than the threshold voltage Vth, as shown in
Fig. 2.6(b). The on-state of the CNTFET for Vg > Vth and higher bias is observed
in Fig. 2.6(d). The bulk part of the SWCNT, represented by the region with linear
band dispersion in the central part of the QD, is not directly involved in affecting
the switching behavior of a CNTFET exhibiting a SB.
However, initially contradicting results were reported concerning the nature of
the transistor action. Whereas some papers reported that the current is modulated
by varying the channel (SWCNT) conductance[46, 47], others indicate a modulation
solely of the Schottky barrier height[48, 49]. Other experimental results evidence
the influence of both the SWCNT bulk and the contact barrier height[36, 55]. They
fabricated a long nanotube device with a series of individual addressable gates. The
ones close to the SWCNT indicate a bulk switching, whereas the ones near the
contact electrodes hint at a barrier height modulation[36]. Nevertheless, to access
the fascinating properties of CNTFET, the main efforts have to be driven into the
barrier height reduction in order to obtain an improved transistor behavior.
3 Basics of Carbon Nanotubes
Carbon is the only element which appears in many different allotropes in all
possible dimensions: graphite (3d), graphene (2d), carbon nanotubes (1d), and
fullerenes (0d). As we will see, we can encounter metallic, semiconducting or insu-
lating properties in the world built by carbon. To understand their rich properties
we present in this chapter some basics of carbon structures and carbon nanotubes
in particular.
3.1 Hybridization
Due to atomic orbital hybridization, carbon can present diverse electronic configu-
rations. Meanwhile the two 1s2 core electrons are strongly localized and only show
minor influence on the electronic properties, the orbitals of the four valence electrons
2s e 2p can mix quite easily. The energy separation between these two orbitals is
small compared to the binding energy, raising the appearance of varied hybridiza-
tions spn, with n ranging from one to three. For example, in the sp2 hybridization
two 2p orbitals appear mixed with the 2s orbital. Usually these three σ electrons
form trigonal strong bindings with the neighbor atoms meanwhile the forth, weakly
bounded electron perpendicular to the trigonal plane is responsible for the mayor
electronic effects of the material[56].
3.2 Basics of Graphene
3.2.1 Crystallographic structure of graphene
Carbon nanotubes are new forms of carbon-based sp2 material and may be ideal-
ized as rolled-up graphene sheets. In order to understand the properties of CNTs,
we first have to gain insights into the properties of graphene sheets. The weekly
bounded graphene layers compound the three-dimensional graphite, where the in-
terplane distance (3.35A˚) is much greater than the intraplane C-C atomic distance
(1.42A˚). Thus, the electronic properties of both graphite and CNTs can be well ap-
proximated by those of graphene. Very recently, in 2004, it could be demonstrated,
that planar graphene exists in the free state and that single graphene sheets could
be integrated into electronic devices[57, 58]. Currently, graphene is under intense
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research[58]. Graphene is composed of a hexagonal carbon lattice where each car-
bon atom is covalently bounded by the molecular orbitals sp2 to its three neighbor
atoms. Fig. 3.1(a) depicts a graphene sheet, with the pi electron perpendicular to it
Figure 3.1: Graphene honeycomb lattice, primitive vectors and unit cell in (a) real space and
(b) reciprocal space. The unit cell contains two carbon atoms (A and B) belonging to the two
sublattices. High symmetry points (Γ, K, M) are also depicted.
and Fig. 3.1(b) the reciprocal lattice. The unit cell and the first Brillouin zone are
shown in green. The real space honeycomb lattice with a two atom basis (A and B)
is spanned by the primitive vectors
~a1 =
(√3
2
a,
a
2
)
, ~a2 =
(√3
2
a, −a
2
)
, (3.1)
where a = |~a1| = |~a2| = acc
√
3 = 2.46A˚ is the lattice constant. The next-neighbor
distance acc is around 1.42A˚.
3.2.2 Electronic structure of graphene
The electronic structure may be obtained, in a first approximation, by considering
only the contributions of the nearest neighbors. As base functions to generate the
graphite lattice we use an expansion in localized Bloch functions:
φj =
1√
l
∑
~R
ei
~k·Rψj(~r − ~R) (j = A,B) , (3.2)
with A and B being the two non-equivalent carbon atoms of the lattice. In this
tight-binding model, the σ electrons form covalent bonds whereas the pi electron
can easily hop ’along’ these bonds between the atomic sites A and B. The hopping
parameter γ0 can be expressed as
γ0 = 〈φA(r)|H|φB(r − acc)〉 , (3.3)
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and its value is reported around -2.7eV[59]. Thus, the hopping matrix element
HAB = H
∗
BA is given by HAB = γ0f(k) with
f(k) = eikxa/
√
3 + 2e−ikxa/2
√
3cos
(kya
2
)
. (3.4)
Solving the secular equation det(H − ES) = 0, two energy eigenvalues are
obtained
E±g2D(~k) =
2p ± γ0ω(~k)
1± sω(~k) , (3.5)
where the signal + (-) denotes the bonding pi (anti-bonding pi∗) energy bands. The
overlap integral is given by s = 〈φA(r − R)|φB(r − R − acc)〉, and ω =
√|f 2|.
Considering s=0, the energy dispersion relation reads then
E±g2D(kx, ky) = ±γ0
√
1 + 4cos
(√3kxa
2
)
cos
(kya
2
)
+ 4cos2
(kya
2
)
. (3.6)
The energy dispersion of the first Brillouin zone is shown in Fig. 3.2. The valence
Figure 3.2: Energy dispersion of a graphene sheet for a non-vanishing overlap integral s. Left
panel shows the bonding pi and anti-bonding pi∗ bands as well as the six touching points at the Fermi
level EF . Top view of pi∗-electrons visualize in right panel the conical shape of the band structure
near EF = 0. Zoom in around the K ′ point demonstrate the trigonal warping effect.
and the conduction band are all separated apart from the six vertexes and the Fermi
surface of graphene (Fermi energy EF = 0) shrinks to a point. However, at these
touching points, which in fact are two non-equal points K and K’, the density of
states is zero. The graphene sheet is thus called a zero-gap semiconductor. As shown
in more detail in the right panel, the band structure near the Fermi-level consists
of six cones with a linear dispersion[56]. The linearity of the dispersion relation
indicates that the effective masses of electrons and holes are zero. The vanishing of
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the effective mass signifies that there is no interaction between electrons, holes and
the graphene lattice, so that electrons propagate ballistically through graphene with
the velocity vEF ≈ c/300, where c is the speed of light.
3.3 Basics of SWCNTs
3.3.1 Real space description of the SWCNT crystal structure
Although SWCNTs are not actually synthesized in this way, the easiest way to
visualize the crystallographic structure is a graphene sheet rolled up in a cylindrical
form such that its structure can be considered as unidimensional.
Chiral vector ~C = (n,m)
In general, the tube exhibits a spiral form, called chirality, with axial symmetry. As
will be shown in this section, all important variables can be derived from this single
vector, also called chiral or Hamada vector. In Fig. 3.3 a rectangular section of a
Figure 3.3: Schematic honeycomb lattice with rectangular blueish section to tinker a SWCNT.
Connecting sites A and B rolls up the chiral tube with the circumference ~C = (4, 2), translational
vector ~T = (4,−5) and number of hexagons N = 28.
graphene sheet is shown. The circumference
−→
OA defines the Hamada vector ~C in
terms of the primitive vectors as
~C = n~a1 +m~a2 =: (n,m) . (3.7)
3.3 Basics of SWCNTs 33
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Figure 3.4: Schematic atomic con-
figurations of SWCNTs with differ-
ent chiralities. The atoms along the
Hamada vector ~Ch are highlighted
with red colors. A (5,5) armchair
tube (a), a (9,0) zigzag tube (b) and a
general case, a (10,5) chiral tube (c).
The SWCNT is ’rolled-up’ so that the equivalent atoms O and A (as well as B and
B′) coincidence. The translational vector T along the tube axis is also depicted in
the figure and is given by
~T = (t1, t2) =
(3m+ n
dR
,−2n−m
dR
)
, (3.8)
where dR denotes the greatest common divisor dR = gcd(2n + m, 2m + n). The
diameter dt of the as-build tube can be expressed by the length of the Hamada
vector
dt = |~C|/pi =
√
n2 +m2 + nm · a/pi . (3.9)
Due to the hexagonal symmetry of the honeycomb lattice, the values of the chiral
angle θ are in the range 0◦ and 30◦. Two special roll-up angles are identified in
the figure as having a zigzag (θ = 30◦) and armchair (θ = 0◦) shape. These two
angles, forming the so called achiral tubes, are of special interest among the the-
oreticians due to the resulting, very simple structure, maintaining the symmetry
plane perpendicular to the tube axis.
The number N of hexagons in the tube unit cell shown as the blue rectangle in
Fig. 3.3 is given by the area spanned by ~C and ~T divided by the area of a hexagon
N =
|~C × ~T |
|~a1 × ~a2| =
4(n2 +m2 + nm)
dR
. (3.10)
Due to the two-point basis, there are 2N carbon atoms in the unit cell. The atomic
configurations of the three tube types are schematized in Fig. 3.4. In general, SWC-
NTs are expressed in terms of the two integers n and m and called:
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• armchair (n,n) for θ = 0◦, dt =
√
3na/pi, N = 2n
• zigzag (n,0) for θ = 30◦, dt = na/pi, N = 2n
• chiral (n,m) in all other cases.
As the zigzag tubes can be either metallic or semiconducting, we will use in this
thesis only the zigzag type to explore e.g. Fabry-Perot-like interferometric properties
as well as semiconducting tunnel barriers.
3.3.2 Reciprocal lattice of SWCNT
The reciprocal lattice, spanned by Ki, is defined by the relation ~Ri · ~Kj = 2piδij. The
first Brillouin zone of SWCNTs is thus expressed by the chiral ~C and translational
vector ~T as
~C · ~K1 = 2pi, ~C · ~K2 = 0, ~T · ~K1 = 0, ~C · ~K2 = 2pi .
Using the given definitions (eq. (3.7), 3.8) of the real space lattice vectors, the
primitive vectors of the SWCNT reciprocal lattice are given by
~K1 = (−t2~b1 + t1~b2)/N, ~K2 = (m~b1 − n~b2)/N . (3.11)
Due to the finite number of carbon atoms along the circumference, the reciprocal axis
~K1 results discretized whereas the other axis ~K2 remains continuous for an infinitive
long SWCNT. The resulting Brillouin zone is now a system of parallel lines with a
Figure 3.5: Lines of allowed ~k vectors of the following SWCNTs overlayed on the graphene sheet
Brillouin zone: (4,4) metallic armchair (a), (9,0) metallic zigzag (b) and (10,0) semiconducting
zigzag (c) as well as a chiral semiconducting SWCNT (d).
spacing of | ~K1| and a length of | ~K2| = 2pi/|~T |. The reciprocal lattice of four different
SWCNTs based on the graphene first Brillouin zone is depicted in Fig. 3.5. Two
points in the reciprocal space which differ by N ~K1 = (−t2~b1 + t1~b2) are equivalent.
N ~K1 corresponds to a translation vector of the graphene reciprocal lattice, whereas
all the other vectors q ~K1, with q = 1, . . . , N − 1 are not equal because t1 and t2
don’t have a common divisor except unity. The SWCNT reciprocal lattice vector
can be expressed as
~k =
(
µ
~K2
| ~K2|
+ q ~K1
)
, q = 0, . . . , N, and − pi
T
< µ <
pi
T
. (3.12)
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3.3.3 Electronic band structure of SWCNTs
The electronic properties of SWCNTs can be easily derived from those of graphite.
As seen previously, the periodic boundary conditions along the tube circumference
permit only discrete wave vectors. Thus, the SWCNT energy dispersion consists
of N one-dimensional energy bands and is obtained by cutting the two-dimensional
graphene energy dispersion at the lines ~k fulfilling the condition of eq. (3.12). The
so-called zone foldings yields
ESWCN(~k) = Eg2D(µ
~K2
| ~K2|
+ q ~K1) . (3.13)
The positions and directions of the cutting lines uniquely depend on the chirality
(n,m) of the tube. Thus, we may expect that SWCNTs with different chiralities have
also different energy bands. Remembering the graphene energy dispersion in Fig. 3.2,
there are only two points, the vertexes K and K ′, where the valence and conduction
bands are in touch. If now a SWCNT cutting line crosses one of the vertexes this
results in a metallic tube. If not, a gap appears in the band structure, i.e. the tube
has semiconducting behavior. Simple geometrical zone-folding considerations gives
the condition of a tube being metallic by
2n+m = 3ℵ , (3.14)
with ℵ being an integer[56]. As n and m are independent parameters, we expect
that approximately one third of the tubes are metallic which indeed is verified ex-
perimentally in as-grown SWCNT samples. In Fig. 3.5 we can further identify that
due to the symmetry at the Γ-point all armchair (n, n) tubes are metallic. Zigzag
(n, 0) tubes are metallic, according to eq. (3.14), if n is divisible by 3. In fact, in
Fig. 3.5(b), ~K hits a vertex in the case of the metallic zigzag (9, 0), highlighted by
the red circle. On the other hand, there is no vector crossing the vertexes of the
semiconducting zigzag (8, 0) in 3.5(c) or the chiral tube in 3.5(d).
Taking into account the curvature of the tube, a small band gap of around
tenths of meV is obtained for supposed metallic nanotubes. The curvature reduces
the overlap of the pi orbitals leading to a small dislocation of the ~K vector which now
misses the vertex[60, 61]. These tubes are also called semi-metallic. Nevertheless,
this is not the case for armchair tubes always having a metallic behavior. For tubes
with diameters bigger than ≈ 1nm, these corrections of the simple tight-binding
model are normally discarded.
Applying the boundary conditions (eq. (3.13)) we now obtain the band structure
of achiral SWCNTs. In armchair tubes, Fig. 3.5(a), the kx axis appears quantized
as
√
3nkxa = 2piq, with q = 1, . . . , 2n. Whereas in zigzag tubes, Fig. 3.5(b-c), the
quantized ky writes nkya = 2piq, with q = 1, . . . , 2n. The energy dispersion relations
of three achiral SWCNTs are depicted in Fig. 3.6. Energies are given in units of the
hopping parameter γ0 and blue bands are double degenerated. As stated already
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Figure 3.6: Energy dispersion of SWCNTs. (a) Armchair (5,5), (b) zigzag (9,0), and (c) zigzag
(10,0). The metallic tubes (5,5) and (9,0) show a band crossing EF = 0 at ka = ±2pi/3 and k = 0,
respectively. Blue bands are double degenerated, red bands are non degenerated.
before, in the case of the (5,5) armchair tube (a), there are two non degenerated
bands crossing the Fermi level EF = 2p = 0, demonstrating the metallic state. The
metallic (9,0) zigzag tube, Fig. 3.6(b), has one double degenerated band crossing
the Fermi level, whereas in the band structure of the semiconducting (10,0) tube,
Fig. 3.6(c), appears a gap of around 0.4γ0.
Density of states of SWCNTs
The LDOS and energy dispersion of some achiral SWCNTs is depicted in Fig. 3.7.
As easily can be seen, at each extrema, the derivative will yield zero and therefore,
the inverse will diverge. These spikes in the LDOS, also called van Hove singularities
(vHs) are typical traces of one-dimensional systems. As expected, the metallic tubes
in Fig. 3.7(a-b) have a finite LDOS plateau at EF = 0 whereas the semiconducting
tube in Fig. 3.7(c) gives a gap with zero LDOS.
The high density of states at these spikes leads to enhanced optical transitions
between the vHs and thus, the relation between transition energy and diameter is
crucial for the optical investigation of SWCNTs by e.g. optical absorption or Raman
spectroscopy. These transition energies scale with the inverse of the diameter and
are given in the tight-binding approximation as
Eii = i · 2γ0ac−c/dt , (3.15)
where those transitions where i is divisible by 3 belong to metallic tubes, the oth-
ers to semiconducting tubes. Thus, the width of the metallic plateau is given by
Emplateau = 6γ0ac−c/dt and the semiconducting gap by E
sc
gap = 2γ0ac−c/dt. A typ-
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Figure 3.7: LDOS of achiral SWCNTs. (a) Armchair (5,5), (b) zigzag (9,0), and (c) zigzag
(10,0), calculated with eq. 5.6. For comparison, the energy dispersion relations are depicted in the
lower panel.
ical semiconducting nanotube of 1.4nm has a gap around 0.5eV. Using eq. (3.9),
the formula for the semiconducting zigzag tube gap reads Ezzgap = 2γ0pi/
√
3 /n
≈ 9.65eV/n. Near the Fermi level, all metallic tubes have a linear energy dispersion
with E(~k) = ±γ0k
√
3a/2, which gives a constant LDOS plateau independent of tube
chirality or diameter.
For more sophisticated theoretical simulations or experiments, like the (n,m)
chirality assignments of individual peaks in Raman or photoluminescence spec-
troscopy, a calculation model more accurate than the simple pi-band tight-binding
picture adopted in eq. (3.15) is needed. It can be achieved e.g. by third-neighbor
tight-binding[59], ab initio calculations, or by a symmetry-adapted non-orthogonal
tight-binding model including σ−pi hybridizations[62–64]. The additional contribu-
tions may be included, for instance, by replacing the single value hopping parameter
by a 4×4 matrix. These results are commonly joined and illustrated in the so-called
Kataura plot[65]. Considerable refinements occur as a result of the trigonal warping
effect[66] and the curvature effects. They are more pronounced for smaller tube
diameters (. 1nm). However, the tubes used in the experimental section of this thesis
are substantially bigger, so that the simple model can be used to adequately describe
the quantitative properties of the samples. In the theoretical section we will also use
tubes of smaller diameters due to less computational time. Nevertheless, the theoretical
dependencies of the geometrical configuration presented here have no ambitions to fur-
nace quantities measurable in experiment. They are qualitative physical properties of the
systems investigated and will hold also for larger tubes of the same type.

4 Device fabrication
Since the rise of carbon nanotubes, the main efforts worldwide were directed towards
the implementation into semiconducting electronic devices as the future materials. The
fact of being mechanically very stable and tough, together with high carrier mobilities,
equivalent to that of good metals, indicates a profitable usage of CNTs in nanosized
devices as interconnects. The nanoscale dimensions of these structures should allow faster
switching rates at lower energy costs for the next generation computers. Superb field
effect transistor behavior is expected with the advantage of a well defined and sharp
tip end. Furthermore, the ballistic properties of metallic nanotubes address directly the
possibility of their usage as energy dissipative-free metal wires. For these purposes, a
reliable contacting process is desired with as less as possible transport alteration due to
the metallic contacts. Thus, the realization of transport measurements on individual nano-
objects requires quite challenging advanced technological steps in order to obtain reliable
transparent contacts from the outer world to the investigated structure.
Very fast, but single-use contacts can be obtained by approaching a sharp tip towards
another with nanotubes attached under the observation in a scanning electron (SEM)
or transmission electron microscope (TEM). There exists two main approaches of four
terminal device fabrication. The first requires a very precise placement or synthesis onto
pre-defined contacts. Usually the interaction area between the nanostructures and the
underlying metal is rather small and in most cases, a post-placement treatment is needed
to reduce the contact resistance by, e.g. heat treatment[44], electroless[10] or even anew
patterned metal deposition. The second approach is by placing the metal contacts on
top of the structures. This can be realized by controlled deposition of e.g. platinum by
splitting an organometallic compound (C9H16Pt) in a focused ion beam (FIB) microscope
as well as by photo- or electron beam lithography (EBL).
As the main part of the experimental work of this thesis was dedicated to the SWCNT
synthesis as well as to the setup and improvement of a new e-beam lithography system at
the IFW, I will first introduce with more details the contact fabrication process. Several
very different issues have to be addressed for a successful device fabrication. We will start
with the topic addressing the placement of the nanotubes on the substrate and (precise)
positioning relative to finder alignment markers, followed by an overview over the different
synthesis processes available for CNT growth. Then we will discuss the main results of
the chemical vapor deposition (CVD) growth process we employed to obtain reliable CNT
devices and finish with a detailed description of the contacting lithography step.
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4.1 Placement of nanotubes
The precise placement of nanotubes is one of the challenging tasks for a successful in-
tegration of these intriguing structures into electronic circuits. Basically, there are two
approaches: first, direct growth at predefined positions via patterned CVD synthesis and
second, post-production assembly of nanotubes dispersed in liquids. Both methods have
advantages and disadvantages.
• Post-synthesis assembly: The biggest advantage of post-growth assembly is
that any kind of nanotube can be deposited on the substrate. Thus, good-quality
laser ablation tubes, chemically functionalized CNTs, non-carbon NTs, or filled
CNTs (e.g. with fullerenes[67], endohedral fullerenes[68, 69], pentacene and metal-
lic wires[70, 71]) can be deposited. The major challenge is to break the SWCNT
bundles into individual, isolated nanotubes. This can be and is widely done by
the use of solvents, ultrasonic treatment and ultracentrifugation which cause con-
tamination and cutting of the tubes. Other approaches include the insertion of
wrapping agents which form micelles around the tube and are capable to break up
the bundles, e.g. sodium dodecylsulfate (SDS), dodecylbenzene sulphonate (SDBS),
sodium cholate[72], or single-stranded DNA[73]. Up to some degree they are able to
separate them by their metallic state. Spontaneous dissolution of SWCNTs in polar
organic solvents was observed using alkali metals to form polyelectrolyte salts[74].
Directional deposition is achieved by adequate surface functionalization or strong
ac-electric fields in liquids[8, 75]. The tendency of bundle formation, deposition
of liquid residues as well as synthesis by-products, and the damage caused by the
post-growth purification processes are the main disadvantages of this method.
• Patterned growth: Micrometer-sized “Petri-dishes” as recipients in a resist struc-
ture are patterned on top of an adequate substrate by means of electron beam or
optical lithography. Nearly arbitrary catalysts either in solution[76, 77] or by metal
evaporation[78] can be deposited in these Petri-dishes. After the lift-off process, the
catalyst particles are left on the desired positions ready for the synthesis. Still the
controlled directional growths remains challenging, although some degree of control
was reported by growth in strong gas flows[79, 80] and electric fields[81, 82]. This
method result in very clean samples and no purification has to be done. To obtain
individual SWCNTs, the synthesis parameter have to be adjusted to low yield sam-
ples. Due to the straight forward and precise positioning capabilities, we will use
this method, whenever possible, throughout this thesis.
4.2 Imaging and precise positioning of the structures
Depending on the size of the structure to contact, different means of visualizing the nano-
objects can be employed. Normally, the structures are deposited on flat, heavily doped
silicon wafers with a thermally grown silicon oxide (SiOx) layer (100-1000nm). For big-
ger structures such as MWCNT or VOx nanoscrolls, both measuring around 50-100nm
in diameter, normal optical microscopy in bright or dark-field can be used. The optical
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microscope (Zeiss) with 1000x magnification is even able to determine the precise posi-
tion of individual MnO2 nanotubes (d ∼ 10 − 20nm). Depending on the SiOx thickness
(295nm), a single layer of graphene, a sheet consisting of only one atom thickness, can
be observed in the optical microscope. The positions of the structures are then measured
with respect to pre-patterned alignment markers made by optical or e-beam lithography,
as demonstrated in Fig. 4.1(a). It is worth mentioning that the optical microscope preci-
sion is not the highest one but sufficient to contact the rather long nanotubes. After the
precise positioning, the electrodes are designed in the EBL pattering CAD software, as
depicted in Fig. 4.1(b). An atomic force microscopy (AFM) image of the ready working
device is shown in Fig. 4.1(c).
1µm
0nm
50(a) (b) (c)
10µm
Figure 4.1: Positioning procedure: (a) Optical dark-field micrograph determines the position of
the tubes - in this case an individual MnO2 tube. (b) Four-terminal device layout is designed in
the pattering software. The positioning image, shown in gray, can be underlaid for an easier layout
design. (c) Topographic AFM image of the ready device with the electrodes on top of the 20nm
thick MnO2 tube.
A more precise positioning can be achieved by using AFM. A cantilever in contact or
tapping mode scans the surface and the deviation of a laser spot reflected by the tip is kept
constant. Thus, topographic and other informations, such as phase shift, friction or even
the conductance and the magnetic stray field can be obtained with a spatial resolution
around several tenths of nm. Very clean and flat surfaces are required to distinguish
SWCNTs (∼ 1nm) from the surface roughness (SiOx ∼ 0.25nm). This technique is rather
slow but in principle non invasive and very precise. Typically, the x-y-direction errors of
the AFM (Veeco Dimension 3100) are below 2% which allows an alignment precision of
around 100nm. The biggest advantage of this technique is that we can already characterize
our samples and determine very exactly the height of the structures. Thus, individual or
small SWCNTs bundles can be distinguished from bundles with many tubes by comparing
the height with the mean diameter obtained by e.g. Raman scattering or optical absorption
microscopy. Due to the tip convolution, the size information in the x-y plane is of no use.
High-magnification SEM alignment measurements (FEI Nova NanoSem) are a high
invasive threat to the samples. During the scanning, the electron beam deteriorate the
nanotube wall and a lot of amorphous carbon is deposited by the beam due to the bond-
breaking of hydrocarbons. For instance, during one high resolution image (20k×, beam
current = 100pA, chamber pressure = 10−5mbar), a 1.5nm thick amorphous carbon layer
is deposited, as determined with AFM. However, using very low acceleration voltages
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(1-2keV ) and the smallest magnification available (2500×), easy visualization without
contamination can be achieved. The SWCNT image is obtained by voltage contrast due
to charging rather than by direct backscattering of the electron beam by the SWCNT
carbon lattice[83]. The detection of the voltage contrast in the micrographs results in
augmented tube diameters (∼50nm) when compared with AFM scans of the same tubes
(∼0.7-3nm). This low-magnification mode is quite non-invasive because the carbonace
dots caused by the e-beam don’t form a continuous film. The transport measurements
of samples prepared with and without the usage of a low-magnification SEM positioning
step indicate a negligible resistance alteration.
4.3 Synthesis of SWCNTs - Basics
Nowadays there exist plenty of different methods and recipes to synthesize SWCNTs,
each with their own advantages and disadvantages. Some tube properties, such as mean
diameter, purity or amount of tube walls can already be triggered by the production
method (up to a certain extend). The growth of SWCNTs requires the use of metallic
catalysts and the diameters range between 0.4 and 3nm[84, 85], whereas the length can be
up to several centimeters[78, 86]. Nowadays, virtually any metal can be employed in the
growth of SWCNTs. In the beginning, transition metals were used in the synthesis, but
recently, also non-magnetic catalysts[87] or even noble metals such as gold[88] were able to
assist a successful SWCNT growth. The as-produced soot has many contaminating side-
products like MWCNTs, graphitic and amorphous carbon, as well as catalyst particles,
and a lot of effort has to be done to purify the as-produced sample. The metrology of the
synthesized tubes is still a quite challenging task, so that mostly an estimation of SWCNT
amount in the produced soot is given as classification. Unfortunately, up to now, it is not
possible to grow tubes with a specific (n,m) chirality and thus, the soot usually contains a
mixture of many chiralities. Therefore, every macroscopic sample comprises a distribution
of nanotube diameters with both semiconducting and metallic SWCNTs present.
There are three main routes of carbon nanotubes synthesis. In the arc discharge
and laser ablation methods, a graphitic carbon target admixed with metallic catalyst is
evaporated at very high temperatures. In chemical vapor deposition (CVD), a carbon
source is streamed over catalysts particles and catalytically decomposited. We will give
now a brief summary of the main ideas.
• Arc discharge: The first unambiguously reported MWCNTs were - accidentally
- synthesized with this method in 1991 [4]. This technique utilizes two graphitic
rods brought close together employing high currents around 100A and 20V and was
originally used for the synthesis of C60 fullerenes. In the direct arc, the plasma
reaches temperatures around 3000◦C. With the aid of some percent of admixed
catalyst particles, the first SWCNTs were obtained in 1993[6, 7]. The nanotubes are
usually collected directly on the reaction chamber. The quality of the as-produced
tubes normally is very good with few structural damages but the yield around 20%
is rather low. Due to the required large post-production purification, this method
got quite out of fashion nowadays.
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• Laser ablation: In a furnace held at 900 to 1200◦C, a powerful laser evaporates
the graphitic target and the vaporized carbon carried by an inert gas to a cold
finger grows nanotubes of superb quality due to the high temperature environment.
The high yield around 70% produces a dense entangled mat of bundles consisting
of rather short SWCNT (around some µm). This is the only technique up to now
which produces SWCNT with a diameter distribution sufficiently narrow to observe
the optical transitions between the sharp one-dimensional peaks in spectroscopic
investigations like optical absorption and photoemission spectroscopy[89].
• Chemical Vapor Deposition: SWCNTs are produced by streaming a gaseous car-
bon source over catalyst particles at elevated temperatures between 600 and 1100◦C,
produced by plasma or heat radiation. Another approach employs a floating cata-
lysts source like pentacene providing carbon plus the required catalyst particles[90].
In both cases, the (molten) metallic catalyst particles act as nucleation sites and ab-
sorb carbon atoms. When the particle gets oversaturated, regular carbon structures
start to form at the particles surface and eventually, nanotubes start to grow. This
method can be easily upscaled. The longest SWCNTs (up to centimeters) can be
synthesized with this method[86]. The diameter distribution of the CVD methods
employed is rather large and often, the as-produced nanotubes have more intrinsic
structural damages when compared to laser ablation tubes. Depending on the den-
sity of the catalyst particles, individual up to dense forest of CNTs can be produced.
The big advantage of this technique is the possibility of direct and patterned growth
of CNTs on a chip. Thus, we employed this technique and will present our CVD
results in the next section.
4.4 Chemical vapor deposition
Perhaps the most important part of the device fabrication is the availability of good
quality nanotube samples. Whereas laser-ablation and arc-discharge tubes are mostly
very defect-free, the tube rebundleing and substrate contamination drawback an easy
implementation. Devices prepared by using wet-chemistry drop-coating usually exhibited
a larger resistance. Thus, we employed and improved diluted and patterned synthesis via
CVD. Table 4.1 summarizes the optimized parameters and resulting nanotube types of
large variety of CVD synthesis processes carried out in the last two years at the IFW. The
results were published in several papers as listed in the last column.
As demonstrated by these reports, the temperature range of a successful SWCNT
synthesis is quite large, between 680◦C and 1050◦C, and depends basically on the catalyst
and carbon feedstock employed. We used many gaseous (methane, CH4) as well as liquid
carbon feedstocks such as ethanol(C2H5OH), cyclohexane(C6H14), n-heptane(C7H16), as
well as the N-doping acetonitrile(C2H3N) and benzylamine(C7H9N), all purchased from
VWR (Germany). Each catalyst type has a minimum temperature, the eutectic limit,
at which catalytic decomposition of the feedstock occurs. On the other hand, for too
high temperatures, self-pyrolysis of the carbon feedstock sets in[92]. Thus, a temperature
window has to be found where the catalyst is active without carbon self-pyrolysis. At the
ideal temperature, the catalytic decomposition rate matches the rate of nanotube growth.
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Soot C-feedstock Catalyst T [◦C] H2 Pressure
SWCNT n-heptane MgO + Ni/Co 680-850 Pre HV/VP [76]
Ethanol MgO + Ni/Co, 800-900 Pre HV/VP [91]
Methane Co/Mo, Fe/Mo, Fe 900-1000
Methane Al2O3 + MoO2 +
Fe(NO3)3(salt)
950 Growth 0.5bar
Ethanol Ferritin & Co-
ApoFerritin
800-900 Pre 0.6bar
Ethanol 1nm Co or 1nm Fe 800-900 Growth Ar, 1bar
Methane 1000
Cyclohexane 10nm Al2O3 + 720-820 Pre HV/VP [92]
Hexane/Methane 1nm Fe 900 1bar/VP [93]
DWCNT Ethanol MgO + Co/Mo 940 Pre HV/VP [94]
MWCNT Cyclohexane 10nm Al2O3 + in-
divid. Fe particles
800 Pre HV/VP [95]
[96]
N-FWCNT Acetonitrile 10nm MgO + 1nm
Fe
900 Pre HV/VP [97]
N-SW/DW Benzylamine MgO, Al2O3 +
Mo/Fe(citrates)
900-1000 Pre HV/VP [98]
Table 4.1: CVD synthesis parameters of single, double, multi and nitrogen-doped few wall CNTs
produced at the IFW. Thin films are used when the thickness is given, wet chemistry (acac) when
not. In the H2 column, Pre and Growth indicate H2 treatment before and meanwhile synthesis. In
the pressure column, HV denotes that the feedstock is fed into a reaction chamber pumped to high
vacuum; VP signifies that the liquid carbon feedstock is held at room temperature and normal vapor
pressure is used. Last last two rows show the results of N-doped nanotubes.
We followed two synthesis approaches: drop-coating of ferritin or a mixture of oxide
nanoparticles and organometallic catalysts dispersed in organic solvents[76, 91, 94] as well
as evaporating thin metal films[95–98]. They can be employed in a controlled growth at
desired position for integration in transport devices.
4.4.1 Experimental setup
The following three different catalyst types were employed:
1. High purity oxide nanopowders (Al2O3 or MgO, Sigma-Aldrich) were mixed with
transition metal precursors, namely Fe, Mo, Ni or Co acetylacetonate (acac) (Merck,
>98% purity). The oxide nanopowder serves as a sponge for the liquid metals
and prevents the liquid particles clustering together, thus enabling small nucleation
centers needed for SWCNT growth. The stirred powder was sonicated in methanol
of spectroscopic quality and were subsequently drop-coated on the substrates, clean
silicon wafers with a 100nm silicon oxide layer or molybdenum sheets.
2. A defined amount of cobalt or iron can be inserted in the protein shell of Apoferritin
from horse spleen (Sigma-Aldrich) following a wet chemistry recipe[99]. A theoret-
ical loading factor of 2250 Co atoms was achieved by adding 18 cycles of a solution
of cobalt [Co(NO3)2 (25mMol, 50µl)], and H2O2 as an oxidant (30%, 0.07mMol,
23µl). The resulting dissolved ferritin was then spin-coated onto the substrates (30s
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Figure 4.2: Sketch and photo of the hot wall CVD reactor used for the nanotubes synthesis
at 600rpm, 3min at 4000rpm) and thoroughly washed in de-ionized water. Before
initiating the synthesis, the protein shell was burnt in air at 400◦C for 5 minutes.
This insertion procedure yielded small cobalt or iron catalyst particles well dispersed
on the substrates.
3. Thin catalyst films were directly sputtered, thermal or e-beam evaporated at a
minimum pressure of 5 · 10−7mbar and the film thickness was controlled by an
oscillating quartz crystal monitor. The desired material to deposit was constantly
evaporated and the accuracy on the homogeneity achieved was around 90%.
The substrates were then put into a purpose-built horizontal high-vacuum hot wall
CVD oven consisting of a 3cm wide quartz tube connected to a turbo molecular pump and
a gas inlet, as sketched in Fig. 4.2. To control the temperature, a K-type thermocouple was
inserted in the hot zone. After reaching high vacuum (< 1 × 10−6mbar), the substrates
were dried at 400◦C for at least one hour to remove any remaining humidity and to
initiate the decomposition of the organometallic compounds. While heating to the reaction
temperature, H2 with a flow rate of 2000sccm at 60mbar was fed through the system. In
the case of the spin-coated catalyst solutions, the system was evacuated again to high
vacuum after five minutes. Once the synthesis temperature was reached the substrates
were exposed to methane or the vapor pressure of liquid carbon feedstocks held at room
temperature. A mixture of Argon an H2 is bubbled through ethanol and streamed over the
substrates covered with the thin metal films. We varied the temperature between 400◦C
to 1050◦C and the growth time between 5 to 20 minutes. The as-grown samples were
analyzed with multifrequency resonant Raman spectroscopy. The Raman spectra were
recorded with a Dilor xy triple axis spectrometer for the 2.50eV - 1.83eV laser excitations
and a Bruker Fourier Transform (FT) Raman spectrometer with a 1.16eV excitation.
All spectra were recorded under ambient conditions with the 180◦ backscattered light
analyzed. The products were imaged with AFM, SEM and TEM (FEI Tecnai F30) using
an acceleration voltage of 300kV.
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4.4.2 Characterization of the as-grown SWCNTs
We started the investigation with drop-coated substrates. They are thickly covered to
ensure an easier characterization of these bulk samples and optimize the synthesis param-
eters accordingly. Resonant Raman spectroscopy is the first method to choose after the
synthesis because of the very fast and non-invasive determination of SWCNT or few-wall
CNT (FWCNT) in the soot. For most carbon sources we found a good working cata-
lyst composition and we will start to present Raman scattering experiments of samples of
sufficiently high yield.
Bulk samples
We have investigated various metal acac such as Fe, Mo, Ni and Co (acac) using various
liquid carbon feedstocks. Bulk samples are achieved by using a mixture of nickel(III)-acac
[C10H14NiO4] and cobalt(III)-acac [C15H21CoO6] in equal amounts (by weight) as cata-
lysts. An outstanding selectivity towards a high yield SWCNT growth is obtained when
employing n-heptane as carbon feedstock. In the case of Fe, Ni, Co or Mo, only moderate
SWCNT growth was obtained throughout the temperature range. Regarding the weight
ratio metal to oxide nanopowder support only a weak dependence of the overall SWCNT
yield was observed upon variation between 1:5 and 1:20 with the optimum at 1:10. The
SWCNT synthesis was found to be independent of the chosen oxide powder support. Nev-
ertheless due to easier handling, MgO (particle size around 13nm) was used throughout for
the reported results. Typical resonant FT-Raman spectra of the as-produced samples are
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Figure 4.3: (a) FT-Raman spectra of SWCNTs made with Ni/Co (acac) employing n-heptane
and ethanol as carbon feedstocks for different synthesis temperatures (indicated on the right). (b)
Radial breathing mode resonance peaks of a SWCNT sample synthesized at 680◦C with n-heptane,
measured with different laser lines (indicated on the right of the graph in eV). The axis at the top
indicates the tube diameter d.
depicted in Fig. 4.3(a) for different synthesis temperatures. The G mode around 1590cm−1
is present in sp2 carbon systems like graphite and carbon nanotubes. In addition, around
1300cm−1 the disorder induced D line is observed. This mode is due to second order
Raman scattering on defects[100, 101]. Therefore the relative ratio of the D to G mode
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(D/G) is a measure of the quality of the SWCNTs. A unique feature of SWCNTs is the
presence of the radial breathing mode (RBM) between 160cm−1 - 350cm−1 which is a
clear indication of successful SWCNT formation. From the frequency of the RBM, the
diameters of the tubes can be determined[102] according to d=223/(ω-10). At 560◦C the
onset of SWCNT formation is observed as the RBM in Fig. 4.3(a) arises with an initial
D/G ratio of 1. Upon increasing the reaction temperature, the D mode diminishes and
nearly vanishes, whereas the RBM clearly becomes bigger. For a better comparison, some
of the spectra are scaled as labeled in the graph. Since the underlying silicon was never
detected, the sample thicknesses were always larger than the laser penetration depth and
thus the scaling factors are a measure of the relative SWCNT content. The samples grown
between 650◦C and 740◦C showed a strong RBM response as well as increased total scat-
tering rates, demonstrating a very high SWCNT yield compared to the spectra of other
synthesis temperatures. At higher temperatures (e.g. 900◦C), the RBM mode diminishes
and the D/G ratio increases again due to the loss of selectivity, indicating the onset of
counterproductive pyrolysis of n-heptane. At 680◦C, the RBM peak exceeds the tangen-
tial G mode and the D/G ratio is as low (1/15), indicating exceptionally high quality
SWCNTs at a rather low synthesis temperature.
Figure 4.4: TEM images of (a) bundled SWCNTs and (b) individual SWCNTs with a particle-
free end as indicated by the arrow, synthesized at 680◦C and (c) typical MWCNT image (900◦C).
In all cases n-heptane was used. Scale bars represent 10nm.
When using ethanol, the optimal temperature window is shifted upwards. At 680◦C
the relative Raman intensity is substantially reduced, as depicted in Fig. 4.3(a). A weaker
RBM and an overall lower yield as compared to the synthesis using n-heptane is obtained.
However, at 800◦C the spectrum is very similar to the one of the n-heptane sample grown
at 680◦C[91, 103]. Thus, both feedstocks are able to synthesize high quality SWCNTs at
different temperature windows, with the optimum at 680◦C for n-heptane and 800◦C for
ethanol.
We now turn to a detailed analysis of a typical sample grown at optimal parameters,
regarding the diameter, diameter distribution and overall morphology of the as-produced
tubes. As an example, we will first discuss the results of the n-heptane soot synthesized
at 680◦C. To investigate the diameter distribution, we carried out multi-frequency Raman
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spectroscopy. In Fig. 4.3(b) the RBM region using different excitation energies is shown.
The upper axis depicts the diameter. According to the Kataura plot[102] SWCNTs with
diameters between d=0.7nm and d=1.5nm can be observed, which is consistent with pre-
viously reported values for CVD grown SWCNTs using other carbon sources[91, 104].
This points out that the diameter distribution is mainly governed by the size distribution
of the catalyst particles and not by the choice of the carbon feedstock. A slightly lower
RBM/G ratio is obtained for the multilayer-grown material[91]. The sample has a very
low catalyst particle concentration, but nevertheless, the D/G ratio is roughly doubled
when compared to the wet chemistry approach.
300µm 2µm
1µm 1µm
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Figure 4.5: SEM images of the as-grown CNT employing the wet catalyst (a,b) and multilayer
approaches (c-e). Using n-Heptane and Ni/Co (acac) admixed with MgO resulted in SWCNT
bundles bridging cracks in the catalyst film at 680◦C (a) and thick tubules at 900◦C (b). One minute
cyclohexane followed by nine minutes methane streamed at 900◦C over a homogeneous multilayer
film composed of 10nm Al2O3 / 1nm Fe resulted in vertical aligned thick SWCNT forests (c). In the
side-view image, the substrate is at the bottom. The alignment is shown in the augmented image
(d). The growth direction is upwards. When cyclohexane is decomposed at 800◦C, a substrate
heavily covered with rather messy curled SWCNT bundles is obtained (e).
To provide direct evidence of synthesized SWCNTs, we carried out TEM measure-
ments. A copper grid is pressed on the as-grown soot or the material dispersed in acetone
is drop-coated on the grid. In Fig. 4.4 typical TEM micrographs of the as-produced tubes
using n-heptane are shown. In Fig. 4.4(a) bundled SWCNTs and in Fig. 4.4(b) individ-
ual SWCNTs, synthesized at 680◦C, can be observed. The tubes are very clean showing
only a vanishingly small coverage of amorphous carbon species, demonstrating the high
quality of the as-grown material. Fig. 4.4(b) also shows an individual SWCNT with a dan-
gling particle-free open end, as indicated by the arrow. At higher temperatures (900◦C),
MWCNTs of varied diameter like the one shown in Fig. 4.4(c) are found. Despite intensive
TEM studies on various samples synthesized between 650◦C and 740◦C, we did not find
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more than the odd occurrence of MWCNTs. This demonstrates that the n-heptane CVD
process is highly selective toward SWCNT synthesis at these temperatures.
The diverse morphologies of the as-grown material at different synthesis temperatures
are shown by the typical SEM images in Fig. 4.5. In the wet chemistry approach (a,b)
n-heptane and in the 10nm Al2O3/1nm Fe multilayer film (c,d) cyclohexane/methane
was used. The sample in (a) is grown with optimal process parameters and shows pre-
dominately very small tubules bridging a horizontal crack in the catalyst particle film.
Presumingly, most tubes grow inside the space of the oxide particles not visible in SEM.
In a cross-sectional view, the tubes protruding the catalyst film can be visualized. Nev-
ertheless, a length determination is not possible. In samples grown at 900◦C only a few
regions with small tubules similar to those in (a) are found. As shown in Fig. 4.5(b), pre-
dominately very thick tubules with diameters usually over 50nm are detected, suggesting
heavy growth of MWCNTs, as confirmed by the TEM studies.
This picture changes drastically when considering multilayer films and cyclohexane.
The evaporated 10nm Al2O3 / 1nm Fe film yields vertically aligned CNTs of typically 200-
400µm at optimal parameters. When using a two stage approach of 1 minute cyclohexane
followed by 9 minutes methane at 900◦C even a much better vertical alignment can be
achieved, as shown in Fig. 4.5(c). A closer view demonstrates the alignment of the SWCNT
bundles in (d). This alignment can be explained by the homogeneous film thickness leading
to a uniform catalyst activity on the substrate and a vertical growth of the SWCNTs.
Nevertheless, for non-optimal parameters an entangled synthesis of SWCNT bundles is
obtained, see Fig. 4.5(e). This method circumvents the heavy catalyst and supporting
oxide particle concentration of the wet-chemistry approach.
Individual SWCNT by using diluted catalysts
In order to avoid an extra lithography step of the islands, we also tried to dilute the
catalyst concentration. Under a critical concentration, however, no effective SWCNT
production was observed any more. In both above discussed catalyst types, it was not
possible to diminish the SWCNT yield substantially to obtain a synthesis route suitable for
device integration. When diluting the catalyst below a critical concentration, possibly the
catalyst acetyl-acetonates disperse differently to the oxides, inhibiting sufficiently small
metal catalyst clusters which are activated for SWCNT growth.
Very long individual or small bundled SWCNTs of more than 300µm in length are
obtained when using a thin monolayer of 1nm Fe or 1nm Co. Typical SEM and topographic
AFM images are shown in Fig. 4.6. As expected, the resulting tube yield is much lower
when compared to multilayer films with an additional aluminum oxide layer under the
catalyst film, cf. Fig. 4.5(c,d). In no synthesis experiment utilizing monolayers, thick
forests produced with multilayers were obtained. Thus, only few catalyst clusters are
active during the synthesis. As confirmed by AFM, the Al2O3 layer forms a smooth
undulated surface. Thus, the melting catalyst film can form a more uniform particle size
distribution in these depressions. However, without the aid of aluminum oxide the melting
thin monolayer forms not very homogeneous clusters regarding overall spreading of the
catalyst particle islands [Fig. 4.6(c)] as well as the particle size (between 5 and 12 nm)
[Fig. 4.6(d)]. The tube height determination at particle sparse regions in Fig. 4.6(d) gives
1.4nm, indicating individual SWCNT growth. We tried also with thinner evaporated films
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Figure 4.6: SEM and topographic AFM images of SWCNTs grown on homogeneously evaporated
thin-films. Methane and a synthesis temperature of 1000◦C was employed. Bulk samples using (a)
1nm Fe and 1nm Co (b-d) catalyst films. The AFM images (height scale 10nm) show that the
thin metal film of 1nm cluster together to small particles of 5-10nm in height distributed not very
homogeneous (c,d). Only a few are able to activate the growth of SWCNT. Two SWCNTs with a
diameter of 1.4nm are shown in (d). The alignment markers in (b-d) are patterned after growth.
(0.6nm Fe) resulting in the same sample morphology with a thick SWCNT covering of the
substrate. Depositing even thinner films makes no sense because we are already at the
limit of the evaporator machine.
When using Ferritin and Apoferritin with inserted cobalt, individual SWCNT grow
at arbitrarily low concentrations. After burning the ferritin protein shell at 400◦C in
air, we end up with small dispersed iron or cobalt particles, respectively. For a more
reproducible dispersion, the silicon oxide surface is hydrophilically treated using H2SO4
and H2O2. The concentration of the ferritin solution was adjusted to 0.7mg/ml in both
cases. It is believed, that Co-Apoferritin yields smaller catalyst particles when compared
to Fe-Ferritin due to the lower mobility of the cobalt atoms on the silicon substrates at
elevated temperatures, inhibiting the formation of larger catalyst clusters[105, 106]. The
smaller catalyst particles are more suitable for a selective SWCNT growth. Indeed, the
SEM images of Fig. 4.7 of the as-produced material indicate a higher SWCNT selectivity
of Co-Apoferritin when compared to Ferritin.
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Figure 4.7: SEM images of SWCNTs synthesized by streaming ethanol at 800◦C over Ferritin
(a) and Co-Apoferritin (b) homogeneously dispersed on the substrate.
Pre-patterned growth of individual SWCNTs
Finally we explored the possibility to synthesize individual SWCNTs at predefined posi-
tions on the substrate. We prepared 1-5µm big catalyst islands, small ’Petri-dishes’, with
standard electron beam lithography[77], as introduced in the next section 4.5. The regions
in between these islands are catalyst-free flat silicon surfaces suitable for tube location and
height determination by AFM means. We followed two approaches, i.e. wet-chemistry as
well as thin film deposition in the Petri-dishes. We first summarize the results when using
a diluted MgO + Ni/Co (acac) solution.
Methanol as organic solvent was used due its low chemical interaction with the resist
and a small amount of the catalyst solution was dropped on the resist. Fig. 4.8(a) shows an
overview of the patterned islands and (b) a single island. The micrographs (c) and (d) show
typical images of the nanotubes rooting at the edges of the islands (shown in the right of
the pictures). In the SEM image in Fig. 4.8(c) lots of nanotubes can be observed bridging
the metal covered oxide particles on the island as well as growing off the island onto the
substrate. Due to the non-conducting nature of the silicon wafer with a thick oxide layer,
the captured contrast of the tubes changes at the moment the tubes touch the substrates
surface, as can be observed throughout the micrograph and indicated exemplarily by the
arrow in the top of the image. The SEM contrast is very high for acceleration voltages
under 1kV but is reduced substantially for higher voltages. Varying the synthesis time
between 5 and 20 minutes did not visibly change the lengths of the nanotubes of typically
up to 10µm. As seen in TEM, the nanotube ends are metal particle free. This indicates
catalyst poisoning or a counterproductive carbon-substrate interaction.
The tubes lying on the surface could be further investigated by an AFM in tapping
mode. A typical phase image of the catalyst islands and SWCNTs lying on the substrate is
shown in Fig. 4.8(d). We used a smaller catalyst film with a height ∼ 150nm compared to
500nm used in (c), resulting in a reduced amount of synthesized nanotubes. Accumulating
52 Chapter 4 Device fabrication
Figure 4.8: Individual carbon nanotubes growing from MgO + Ni/Co (acac) drop-coated on
pre-patterned drop-coated catalyst islands on SiOx. (a) SEM overview of patterned islands. Bar
is 0.1mm. (b) Typical topographic AFM picture of a doughnut-like catalyst island. Bar is 2µm.
The individual tubes cannot be seen due to the large height scale of 150nm. (c) SEM micrograph
showing the entangled nanotubes on the catalyst island, as well as tubes lying on the insulating
SiOx. Scale bar is 500nm. (d) Augmented AFM phase image, as indicated by the square in (b), of
individual SWCNTs growing from the catalyst island. Scale bar is 500nm.
the height over the whole tube in the corresponding topographic micrograph of Fig. 4.8(d)
amounts to a diameter of d=0.7±0.1nm. Nearly all of the tubes measured with AFM
gave individual SWCNTs with heights between d=0.7nm and d=1.5nm and lengths of
up to several µm. This clearly shows the potential of individual SWCNTs synthesis on
pre-defined positions with high selectivity using n-heptane at temperatures of 680◦C. The
main challenges of this strategy are to assure a clean surface area for AFM measurements.
To avoid catalyst penetration, a bake-out step at 150◦C prior to the lift-off procedure is
employed. Furthermore, the catalyst height and thus the number of synthesized tubes is
only controllable up to a certain degree. However, an adjustment of the growth parameters
has more influence on the amount of individual nanotubes routing off the pre-patterned
catalyst islands.
The most promising approach to obtain individual and separate SWCNTs on a clean
surface is the synthesis approach using pre-patterned thin-film islands. Fig. 4.9(a) demon-
strates, that many SWCNTs grow off 1nm thick cobalt islands using ethanol at 850◦C.
The nanotube lengths range typically between 2 and 50µm. As the length distribution is
very broad, SWCNT sufficiently isolated for integration into electronic devices can always
be found. To avoid an extra lithography step to pattern the alignment markers, we used
the proper Petri-dishes for the deposition of 30nm Cr under the catalyst layer. Chromium
was used because it can withstand the high synthesis temperatures. The presence of Cr
required that some parameters, especially the gas flux, had to be adjusted. However, for
optimized conditions the synthesis is independent of the presence of the underlaying Cr
layer. In Fig. 4.9(b,c), the parameters are adjusted to yield less nanotubes for an easier
contacting procedure and the catalyst alignment marker allow a precise tube localization.
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Figure 4.9: SEM and AFM images of individual and small bundles of SWCNTs growing off
pre-patterned thin film islands using Ethanol at 850◦C. 1nm Co (a) and 30nm Cr / 1nm Co
(b,c) catalyst films used. (b) Topographic AFM picture with a height scale of 10nm. Inset: High-
resolution image with a height scale of 5nm of the SWCNT marked by the arrow. (d) A TEM image
of SWCNT bridging a slit fabricated in a thin 100nm thick Si3N4 membrane. Inset: High-resolution
image of an individual SWCNT.
Fig. 4.9(b) depicts the position respectively to the alignment marker (bottom part) of an
individual SWCNT marked by arrows. The height d = 1.0±0.1nm of the SWCNT marked
by arrows is determined with a high-resolution AFM scan (see inset). The AFM measure-
ments on most samples reveal a height distribution between 0.5 and 2.5nm, indicating the
selective growth toward individual and small bundles of SWCNTs.
Synthesis of suspended SWCNTs
A very interesting and active field is a combined study of transport properties with spec-
troscopical or microscopical tools in order to gain further information about the nanotube
nature. The chirality (n,m) assignment of individual, free-standing SWCNTs can be ob-
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Figure 4.10: Towards free-standing nanotube devices on Si3N4 membranes. (a) SEM picture
of nanotubes grown on a 100nm thick Si3N4 membrane using iron salt and methane at 950◦C.
(b) TEM image of MnO2 nanotubes laying across a slit milled by focused ion beam. Inset: SEM
overview of the slit. (c) Photograph of the silicon chip on top of a 1-Cent coin, with the central
membrane window and with gold electrodes patterned by e-beam lithography.
tained by fluorescence spectroscopy[107], tunable Raman or Rayleigh scattering[108, 109].
The latter works for every type of nanotube, whereas fluorescence only for semiconducting
tubes.
We prepared slits in commercial available 100nm silicon nitride (Si3N4) membranes
mounted on a 200µm silicon support (from Plano, Germany). 10µm long and 200-400nm
wide slits are milled with a focused gallium ion beam, as shown in inset of Fig. 4.10(b).
1nm cobalt was then sputtered on the membrane and subsequently, we carried out the
CVD process with ethanol as feedstock at 900◦C. TEM measurements unambiguously
demonstrate the synthesis of 1-3 individual and very straight SWCNTs bridging each
slit, as shown in Fig. 4.9(d). The inset corresponds to a high magnification micrograph,
exhibiting an individual SWCNT with a diameter d ≈ 1.5nm. The dark spots on the
membrane correspond to the melted and coalesced metal particles. No amorphous carbon
or catalyst particles can be observed at the nanotube. The imaging condition with a high
acceleration of Va = 300kV damage very quickly the tube walls. Currently, we are setting
up a new TEM with acceleration voltages down 80kV , allowing a longer exposition time
prior to wall deterioration.
Also, wet-chemistry can be employed to synthesize SWCNTs. The SEM micrograph
in Fig. 4.10(a) shows SWCNT tubules grown on the intact Si3N4 membrane. A TEM
image of MnO2 nanotubes deposited on the membrane and bridging the FIB-milled slit is
depicted in Fig. 4.10(b). A successful electrode pattering via electron beam lithography,
introduced in the next section 4.5, on the rather small silicon chips (2.9mm in diameter)
is very challenging and due to the small size, the resist spin-coating process is far from
being reproducible. A successful EBL pattering trial with top-fabricated gold electrodes
is shown in Fig. 4.10(c). Also, bigger support chips from other suppliers can be used and
we are currently adjusting the TEM holder to house the larger membranes.
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4.5 Device fabrication: e-beam lithography
The new system at IFW consists of a high-resolution NanoSEM 200 (FEI ) with an at-
tached pattering generator (nanonic, Germany) and a purpose-made beam blanker booster
for high blanking rates. The SEM is operated by a hot-thermal Schottky field emitter
and high beam currents (up to 7nA) can be employed for the writing of large struc-
tures. The acceleration voltages VA can be varied between 1 and 30kV . The 16bit pat-
tern generator allows a very precise beam guiding down to the nanometer scale. We use
a spin-coater (Laurell) with maximum 6000 rounds-per-minute (rpm) spinning velocity.
The preparation chamber is not located in a clean room, but a linear flow-box helps to
prevent from contaminating particles. All required organic solvents are furnished from
VWR, i.e. ethanol (C2H6O), acetone (C3H6O), methanol (CH4O), isopropanol (IPA,
C3H8O), methyl-isobutyl-ketone (MIBK, C6H12O) and N-methyl-2-pyrrolidone (NMP,
C5H9NO). The organic resist, a polymethyl methacrylate (PMMA) with the chemical
formula (C5O2H8)n, consists of long chains of MMA linked by a single C-CH2 bond and
is furnished from Allresist, Germany. The PMMA solids content is usually given in % and
the number of the monomers in thousands, e.g. 50k PMMA has 50.000 monomers. We
adjusted the desired resist thickness by dilution in chlorbenzene, maintaining the same
spin-coating parameters.
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Figure 4.11: Schematics of an e-beam lithography cycle on top and optical microscope images
of each step on bottom, scale bar is 100µm. (a) double-layer PMMA resist is spin-coated onto the
substrate and subsequently exposed to the e-beam. (b) Development removes the chemically changed
resist at the exposed areas. (c) Metal evaporation coats the whole substrate. (d) Lift-off removes
the unexposed resist with the metal on top leaving solely the metal at the desired area.
One lithography procedure consists of the following steps and is summarized in
Fig. 4.11:
1. If possible, clean sample in acetone and IPA. Then heat out the sample on a hot
plate at 150◦C for >10 minutes to get rid of the residue water layer.
2. Spin-coating of first PMMA layer (50k, 9%). The resist is dropped onto the sub-
strates at the acceleration ramp between 2000 to 6000rpm and spinned for 30s at
6000rpm. This yields approximately 200nm thickness. Subsequent bake-out for 10
minutes at 150◦C.
3. Spin-coating of second PMMA layer (950k, 1%), the procedure is the same as the
previous one. This yields 50nm.
4. e-beam lithography step with alignment procedures on pre-defined markers, see
Fig. 4.11(a). The exposed (light colored) areas are chemically changed.
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5. Development for 3 minutes in 1:3 MIBK:IPA, then immersing for 1 minute in the
stopper (IPA) and dry-blown with nitrogen. The exposed areas are now uncovered
of PMMA, Fig. 4.11(b).
6. Metalization of usually 5nmCr/50nmPd or 5nmCr/20nmPd/30nmAu by e-beam or
thermal evaporation, Fig. 4.11(c).
7. Lift-off procedure, Fig. 4.11(d). This lifts the metal on top of the PMMA and we
end up with metal at the desired, exposed positions (positive process):
• Immerse in hot acetone or NMP (60◦C) for 10 to 30 minutes
• Leave for >12 hours in solvent bath.
• Clean surface with strong solvent jet and check in optical microscope, if lift-off
was successful. If not, start over again.
• When metal still does not lift, short dip in ultrasonic bath.
• Dry-blow with N2.
We will now have a short insight into the operation principles of e-beam lithography.
Upon irradiating the organic resist, the PMMA is scissored by the high-energetic electrons
at the chains between the monomers. This exposed region is more sensitive to the developer
which dissolves the resist with shorter chain lengths. As it is a statistical process, there will
be a critical irradiating dose when a structure is optimally exposed. Furthermore, MIBK
dissolves a greater range of chain lengths, resulting in broader structures, whereas IPA is a
very hard developer. Usually we use a mixture of one part MIBK to three parts IPA. Upon
entering the resist, the electron beam spot-size broadens from initially ∼1nm to over 10nm,
thus reducing the resolution of the process. As the penetration depth into the substrate
is several µm (depending on VA), other scattering processes will happen as well. Whereas
the energies of the secondary electrons are too low to scissor the chains, the high-energetic
backscattered electrons augments the irradiated dosis in the resist. The backscattered
electrons leave the substrates up to several µm away from the initial spot, which leads
to an unwanted additional exposure and dosis contribution of neighbor structures. This
effect is known as the proximity effect and depends on basically everything, e.g. beam spot,
substrate, structure neighborhood, resist thickness . . ., thus hindering a global proximity
effect correction. To circumvent this aspect in the limit of small structures, tests with a
manual correction and varied beam dosis need to be lithographed to adjust the parameters
accordingly.
We figured out, that mainly due to our working environment with no controlled hu-
midity, the spin-coating process needed to be improved. The heat-out step before the
spin-coating turned out to be crucial in the device fabrication. Furthermore, we observed
a large onset of surface roughness due to resist residues at beak-out temperatures above
150◦C. For temperatures higher than 180◦C, a complete thin resist layer is left on the
substrate.
For a successful lift-off process after the EBL and metalization step, the resist profile
plays a fundamental role. Monolayer resists, as shown in the cross-sectional SEM images
Fig. 4.12(a) could at best be adjusted to have a vertical profile (b) and we could not achieve
a reliable lift-off. As sketched in Fig. 4.11(c), a non-continuous metal layer is needed in
order to allow the remover to attack the resist and lift the metal. By using a double-
layer resist of PMMA 50k/950k, an undercut and successful lift-off could be achieved as
demonstrated by Fig. 4.12(c). The 50k resist is slightly more sensitive (∼ 15%) to the
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Figure 4.12: SEM images of resist structure on top of 100nm SiOx: one layer of 200nm PMMA
950k with no undercut (a) and a straight profile (b). Metal lift-off is possible for undercut structures
(c) using a 200nm 50k + 50nm 950k double-layer resists. Limit of small structure distances: (d)
resist lines could withdraw the surface tension of drying developer, whereas (e) even narrower resist
lines of 40nm channel lengths toppled down. 1µm scale bar holds for all micrographs.
electron beam than the 950k resist on top, leading to the desired undercut profile. In
the limit of small channel lengths, the surface tension of the drying developper toppled
down the thin walls of resist, see Fig. 4.12(d,e). A possible solution would be to dry the
substrates in a critical point dryer or, up to a certain degree, to diminish the resist height.
With the optimized parameters, the lift-off process was successful in most cases and the
resulting devices exhibited quite low two-terminal resistance of the order of tenths of kΩ
as will be discussed in more details in the transport measurement chapter 7.

5 Theoretical model
In this chapter we will derive the formula to obtain some electronic properties, like
LDOS and conductance of arbitrary one-dimensional systems calculated entirely in real
space. Furthermore, we will review a semi-quantical potential to describe the interaction of
carbon-carbon as well as some mechanical properties of the systems and will include these
atomic energy informations into the simulation of transport properties. Finally, we will
introduce a model to determine the action of an external magnetic field on the electronic
transport.
5.1 Real-space tight-binding model
The electronic properties are obtained within a tight-binding description using Greens
function formalism. We will adopt a renormalization method totally defined in the real
space to include directly all nanoscopic structure details, like impurities and topological
defects, in the Greens functions and hopping integrals[110]. This method is able to describe
arbitrary systems and does not depend on certain structural symmetries. It enables the
simulation of complex and quite large structures like heterojunctions and Y-junctions rings
studied in this thesis.
5.1.1 Green’s function renormalization method
A detailed derivation of the model adopted here can be found elsewhere[111–114]. The
electrical properties of CNT systems are studied by using a single pi-band tight-binding
model. The Hamiltonian is written in the site representation, as a sum over all m lattice
sites as
H =
∑
m6=n
tmna†man + cc , (5.1)
in terms of the electronic creation a† and annihilation a operators. cc stands for the
complex-conjugated term. The on-site energies are given by tmm = eo while the hopping
integrals tmn are restricted to first neighbor sites. We will use widely the constant hop-
ping integral approach (CHI), where all hopping parameters are considered equal to γ0
(≈ −2.7eV ). Using the Green function formalism one defines G as the solution of the
inhomogeneous differential equation
G{r,a}(ω) = (ω{r,a} −H)−1 , (5.2)
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Figure 5.1: Schematic representation of
a zigzag SWCNT (top) and the quasi-one-
dimensional description of the SWCNT (bot-
tom panel), with the two hopping matrices, V1
and V2, marking explicitly the interactions be-
tween alternated carbon sites disposed along
the rings. 2 21 0 1
(a)
(b)
V1
V2
with w being a complex energy variable. The poles of the Green function define the
eigenvalues  of the Hamiltonian. To assure the non-divergence of the Green function over
the whole real axis range, a small imaginary part is added, i.e., ω{r,a} = ∓ iη. Physically
one may think that a finite η value introduces a relaxation time due to electronic scattering
mechanisms.
Achiral SWCNTs can be theoretically described by considering a chain of layers dis-
posed along the tubular axial direction as displayed in Fig. 5.1(a). To simulate zigzag
SWCNTs, each layer consists of two rings of carbon atoms associated with the two
nonequivalent sites of the graphene unit cell. It is connected to the two adjacent lay-
ers via two different hopping matrices [see Fig. 5.1(b)] named V01 = V10 = V1 (joining
even numbered atoms) and V01¯ = V1¯0 = V2 (odd atoms). All the Green functions are
obtained by the matricial Dyson’s relation[112, 115, 116]
Gij = G0ijδij +
∑
k
G0iiVikGkj , (5.3)
with G0ij being the uncoupled propagator. The renormalization procedure starts by cou-
pling layer 0, 1, and 1¯, for example, to theirs two first neighbor rings respectively, resulting
in
G00 = g + gV01G10 + gV01¯G1¯0
G10 = gV10G00 + gV12G20
G1¯0 = gV1¯0G00 + gV1¯2¯G2¯0 , (5.4)
where g is the dressed renormalized Green function of the layer, given by g = (I −
goVoo)−1go, with I being the identical matrix and go a diagonal matrix with elements
given by gii = 1/(w− eo). We use the fact that in pristine achiral SWCNTs, all layers can
be taken as equal. The dressed locator after this first step is written in terms of second
neighbor layers, and so on. After N + 1 recurrence steps, one obtains[114]
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g(N+1) =
[
1− Z(N)1
(
1− Z(N)2 Z(N)2
)−1
Z
(N)
1 Z
(N)
1 −
− Z(N)2
(
1− Z(N)1 Z(N)1
)−1
Z
(N)
2 Z
(N)
2
]−1 · g(N)
V
(N+1)
1,2 = V
(N)
1,2
(
1− Z(N)2,1 Z(N)2,1
)−1
Z
(N)
2,1 Z
(N)
1,2 , (5.5)
where Z(N)i = g
(N)V
(N)
i . As N →∞, the process converges to a fix point g(N) = G00, since
V (N) → 0. The local density of state can be directly obtained from dressed-renormalized
Green function by
ρ() = ∓ 1
pi
Im
(
TrG±()
)
, (5.6)
where the trace is taken over the layer atomic sites. Fig. 3.7 was calculated with this
formula.
5.1.2 Electronic transport by the Landauer-Kubo formalism
Electrical transport properties of the carbon nanotube structures are investigated by using
the Landauer-Kubo formalism[31, 111, 117]. Within the linear regime, the current of the
system is proportional to the external alternating electric field,
~J(~r, t) = Γ(q, w) ~E(~r, t) , (5.7)
where the conductance Γ is the proportional factor. The electronic transport of a system
can be thought of a conductor C sandwiched between two semi-infinite leads, R and L
(Fig. 5.2). The central region C can be a single tube layer or complex structures such as
a large Y-junction ring. The electric field is assumed as constant. The transport through
the conductor C can be related to the scattering properties of this region of interacting
electrons by the Landauer equation
Γ =
2e2
h
T = Γ0T . (5.8)
The transmission function T represents the probability that an electron injected at one
side of the conductor will transmit to the other side. The quantity Γ0 = 2e2/h is called
the conductance quantum. The transmission function can be expressed in function of the
CL R
VLC VCR
Figure 5.2: Schematic picture of a conductor C connected to two semi-infinite leads L and R
via the coupling matrices VLC and VCR.
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conductor Green’s functions and the coupling to the leads as[31]
T = Tr(ΩLGrCΩRG
a
C) , (5.9)
where Gr,aC are the retarded and advanced conductor Green’s functions, and Ω{L,R} de-
scribe the coupling of the conductor to the leads. The trace is taken over all atomic sites.
From eq. (5.2), one can obtain an explicit expression for GC [31]:
GC = (−HC − ΣL − ΣR)−1 . (5.10)
The self-energy terms ΣL,R can be viewed as effective Hamiltonians that arise from the cou-
pling of the conductor with the semi-infinite leads. They are defined as ΣL = V
†
LC gL VLC
and ΣR = VRC gR V
†
RC , with the lead’s Green’s function g{L,R} given by eq. (5.2). The
hopping matrices V are indicated in Fig. 5.2 and are non-zero only at sites of conductor-
lead connecting atoms. Once the Green’s functions are known, the coupling functions
Ω{L,R} can be obtained as[31]
Ω{L,R} = i (Σr{L,R} − Σa{L,R}) , (5.11)
where the advanced self-energy term Σa is the Hermitian conjugate of the retarded self-
energy Σr.
The only unknown quantities in the relations above are the Green’s function of the
semi-infinite leads. They can be easily obtained by developing the recurrence relation,
eq. (5.4), only in one tube direction. One should note that all microscopic details are
intrinsically included in this real space picture and the atomic arrangement of the topo-
logical defects present at the junctions are properly taken into account, with no need of
further approximations.
5.1.3 Electronic transport in SWCNTs
Experimental evidences[34, 35, 37, 38, 47, 118, 119] and theoretical results[120, 121] show
that SWCNTs belong to the class of ballistic conductors. In these systems, the trans-
mission probability T is equal 1 and thus, the electrons do not suffer scattering upon
transmitting through the conductor. As discussed before, the diffusive transport regime
enters the ballistic regime when the free mean path is bigger than the system’s dimensions.
Experiments show that metallic SWCNTs have free mean paths up to µm lengths[35–38].
As can be seen in eq. (5.8), the conductance in the ballistic regime at zero temperature is
quantized and given by integral multiples M of the conductance quantum Γ0 ≈ (13kΩ)−1:
Γ = M Γ0 . (5.12)
The M active transversal modes are also called conductance channels. All the energy is
dissipated at the metallic contacts/tube interfaces and the contact resistance, the lowest
resistance a SWCNT can show, is equal to 1/2Γ0 = 6.5kΩ. The conductance quantization
was experimentally verified by immersing MWCNTs into liquid mercury[122]. In the pres-
ence of defects or impurities, the transmission probability is reduced and the conductance
is not longer quantized. Due to the singular structure of SWCNTs, even in the presence
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of defects, the free mean path and the conductance near the Fermi level are not greatly
affected.
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Figure 5.3: Conductance in terms of Fermi energy for pristine zigzag SWCNTs: (a) (9,0) and
(b) (10,0). The metallic (9,0) shows two conductance channels, meanwhile the semiconducting
(10,0) does not conduce near the Fermi level. Bottom panel depicts the energy dispersion with non
and double degenerated bands in red and blue, respectively.
With the equations derived in the previous section 5.1.2 we now can calculate the
conductance of a pristine and perfect SWCNT. Fig. 5.3 depicts the transport properties
(top panel) of two zigzag SWCNTs. Not surprisingly, two conductance channels can be
observed for the metallic (9,0) in Fig. 5.3 when remembering that the energy dispersion
relation (bottom panel) of metallic SWCNTs has two bands crossing the Fermi level.
Interestingly, for all metallic SWCNTs we obtain M = 2 conductance channels near the
Fermi level. The semiconducting (10,0) tube shows no conductance channels up to energies
of the first vHs. Non (double) degenerated bands contribute with one (two) conductance
quantum Γ0.
5.2 Mechanical properties using a semi-quantical
many-body potential
Single-walled carbon nanotubes are known to possess attractive practical mechanical and
electronic characteristics. The extremely high Young’s modulus has been experimentally
confirmed[123–125] as predicted by theoretical studies[126–128], making SWCNTs one of
the toughest materials known. With their high mechanical resistance, SWCNTs even
outclass diamond in hardness and at the same time, their big elasticity allows great defor-
mations without altering their crystal lattice structure. In this section we will derive the
required theoretical tools to simulate some mechanical properties of the carbon systems,
i.e. thermal stability as well as systems under uni-axial tensile load. First we give the
theoretical recipe of the simulation method and go further into details in the second part.
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(I) The Monte Carlo (MC) simulations are performed with the Metropolis
algorithm[129, 130], using the canonical (NVT) or isothermal-isobaric (NPT) ensembles.
In the NVT ensemble, a MC trial move consists in displacing an atom to a new position
inside a small cube, which is centered at the original atomic position. On the other hand,
in the NPT ensemble MC trial moves are related to atomic displacements and changes
in the simulation box length. Adopting periodic boundary conditions one is restricted
to simulation cells of constant volume in the NVT ensemble whereas it may vary in the
NPT ensemble. The interactions between the carbon atoms are given by Tersoff empirical
potentials[131–133].
The thermal stability simulations were done in the NPT ensemble with zero pressure.
After the simulations reach equilibrium at 0K, the temperature is raised by consecutive
steps of 50K, maintaining the system in quasi-equilibrium states. At each step the system
is completely thermalized. The mechanical stability simulations were performed within
the NVT ensemble. For a given temperature, the simulations begin with the corresponding
equilibrium simulation cell size (L0). After reaching equilibrium, the cell is elongated by
∆L so that a tensile strain is applied to the system. The strain is increased by consecutive
steps ∆L of 0.2% or 1.0% and in general, 20,000 Monte Carlo steps are sufficient to reach
equilibrium.
(II) We will now review the basic ideas and formula of a Monte-Carlo simulation of
a system composed of N atoms. Each MC step consists of N following basic steps:
1. The energy U of a configuration of N atoms is calculated.
2. The position of one atom (NVT) and/or the system’s box length (NPT) is varied
arbitrarily in space.
3. The new energy and energy difference δU are calculated.
4. If the energy is lower, the trial move is accepted. If the new energy is higher, then
a number between 0 and 1 is sorted. According to the Metropolis algorithm, the
trial move is also accepted, if the sorted number is less than the Boltzmann factor
exp(−βδU), where β = 1/kT .
To be more precise, in the NVT simulations the trial moves are accepted with a probability
equal to min[1, e−βδU ], where δU is the variation of the potential energy caused by the
atomic displacement. In the NPT simulations the acceptance probability is min[1, e−βδH ],
where δH is related to the enthalpy change:
δH = δU + P (δV )−Nβ−1ln(Vi/Vf ) ,
with Vi and Vf being the initial and final volume, respectively. Thus in the two cases,
the simulations take in account the Gibbs free energies (NVT simulations) and enthalpy
(NPT simulations). Nevertheless, when we analyze the simulation results we refer only to
the potential energy U . This is reasonable because we never use the values of the energy
to make any statistical mechanics calculations.
The total energy of the system is the sum of the energy of every atom, given by
U =
∑
i Ui =
1
2
∑
i 6=j Vij . The carbon-carbon interaction energy Vij is calculated using the
empirical semiclassical interatomic potential introduced by Tersoff[131–133]. The Tersoff
potential describes the energy of atomic bonds as a function of coordinate number, distance
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and direction to the neighbor atoms. The following general form of the potential function
is proposed as
Vij = fC(rij) ·
{
fR(rij) + bijfA(rij)
}
, (5.13)
with the distance between atoms rij = |~ri − ~rj |. The term fC is just a smooth cut-off
function limiting the range of the potential to r = 2.1A˚, reducing substantially computing
time. The repulsive pair potential fR includes the orthogonalization energy when atomic
wave functions overlap. The attractive pair potential fA is associated with bonding. They
are given by Morse potentials[131]
fR(r) = A exp(−λ1r)
fA(r) = −B exp(−λ2r) . (5.14)
All the dependencies on the bond order and angular direction are included in the term bij
as:
bij =
(
1 + βnynij
)−1/2n
yij =
∑
k 6=i,j
fC(rik)g(θijk)
g(θ) = 1 +
c2
d2
− c
2
d2 + (h− cos θ)2 , (5.15)
where θijk is the angle between the bonds ij and ik. The fitted parameters for carbon are
the following[131]:
h = -0.57058, c = 38049, d = 4.3484, β = 1.5724 × 10−7, n = 0.72751; A = 1393.6eV,
B = 346.74eV, λ1 = 3.4879A˚, λ2 = 2.2119A˚. Applying this potential to the honeycomb
graphene sheet, an energy minimum of −7.410eV /atom is obtained which is centered
around r = acc = 1.42A˚ and θ ≈ 120◦.
This potential has been successfully used to reproduce elastic properties, phonons,
defect energies, lattice constants and the migration barriers for different carbon allotropes
like graphite and diamond. More recently, it has been extensively adopted in the de-
scription of carbon nanotubes[105, 134–139]. Although not being as accurate as quantum
calculations (e.g. ab initio or density functional approaches), it has the tremendous ad-
vantage of being able to deal with systems composed of several thousand atoms, like the
Y-junction rings and heterojunctions investigated in this thesis.
5.3 Environmental tight-binding description
We now can exploit the results obtained with the Monte Carlo method described in section
5.2 and use the final, stable atomic configuration to calculate the transport properties
of the carbon systems. For deviations of the perfect, pristine SWCNT lattice, there are
several approaches in the literature to include the atomic bond environment in the hopping
integrals. Maiti et al. incorporate a bondlength-dependence in the Hamiltonian Hij and
the overlap matrices Sij [140]. Yang et al. use the Harrison hopping parameter relation
tij = γ0(acc/rij)2 to obtain the electronic structure of strained SWCNTs[141]. Other
authors include interatomic potentials similar to the presented in sec. 5.2 to acquire the
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electronic properties of varied carbon systems[142–144].
In the investigated systems, the electrons are well localized in strong covalent bonds
and thus, we choose a pair-like exponential bond length dependence to include the atom-
istic structure details into the calculation of the electronic structure. To take advantage
of the bond environment information, we use the attractive part (eq. (5.14)) of the Tersoff
potential bij fA(r) = −bij B exp(−λ2r). The interaction radius is restricted to the cut-off
sphere given by eq. (5.13), taking into account only first neighbors.
We suppose a parameterized scheme for the environment dependent hopping integrals
(EDHI) with the following scaling:
tij = γ0 · bijfA(rij)
bpristfA(rprist)
= γ0 · bij
bprist
exp{−λ2(rij − rprist)} , (5.16)
with rprist ≈ acc, depending on the tube diameter. This model goes beyond simple bond
length scaling of the hopping parameter. If, e.g., three next-neighbor atoms are distanced
by acc but having bond angles very distorted from the ideal triangular graphitic lattice, a
smaller hopping parameter, scaled by bijbp(θ=120◦) , is assumed.
This scheme naturally takes into account the structural deformations of the SWCNT
systems and the creation of defects due to different atomic coordination numbers. As
shown later on, this will be important to describe in a good approximation the electronic
properties of the investigated systems, in particular at the bifurcation regions of the Y-
junctions as well as at the heptagon/pentagon pairs of the heterojunctions.
5.4 Magnetic field effects
The study of the electronic response of a system under the influence of an external mag-
netic field is a very interesting physical problem. Several proposals for possible application
of magnetic effects of carbon nanotube systems are currently studied. Bachtold et al. dis-
covered a regular oscillation pattern in the resistance of MWCNTs under the influence
of a magnetic field applied approximately along the tubes axis[17]. This oscillatory phe-
nomenon in function of the penetrating magnetic flux has been already observed in cylinder
shaped conductors[145] as well as mesoscopic semiconducting rings[146] and is known as
the Aharonov-Bohm (AB) effect [147]. The magnetic field causes an electron wave phase
shift of the partial waves encircling the conductor in opposite directions and thus interfer-
ence when recombining. The electrical resistance in the weak localization regime has an
oscillating contribution, known as the Altshuler-Aronov-Spivak effect, with the period of
half a magnetic flux quantum φ0 (φ0 = h/e = 4.13× 10−15 Tm2).
Fig. 5.4 depicts the magnetoresistance dependence of about 30% of an individual
MWCNT showing an oscillation period of ≈ 8T . Reducing the temperatures freezes out
scattering processes and increases the phase-coherence length, thus, leading to a more
pronounced oscillation pattern. The weak localization resistance of a cylinder of radius r
is periodically modulated with a magnetic-field period given by
∆B =
h
2e
/pir2 = 658/r2 nm2 T . (5.17)
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Figure 5.4: Aharonov-Bohm effect:
Magnetoresistance at five different tem-
peratures T measured for a MWNT in a
parallel magnetic field B. At zero field
the absolute values for the resistances
are: 30.6, 30.1, 29.8, 25 and 21.4 kΩ
from top to bottom.
In the experiment of Bachtold et al. this yields exactly the radius of outermost shell of the
MWCNT. Nevertheless, there is some controversy about the oscillating periods reported,
which may be contributed to the different experimental contacting processes as well as
different MWCNT samples. According to 5.17, a magnetic field around thousand Tesla is
needed to observe the AB effect in typical individual SWCNT samples which is not feasible
in the today’s laboratories. This was our motivation to suggest the usage of SWCNT Y-
junction rings large enough to permit a magnetic flux entering the loop area and observe
an AB oscillation pattern.
We will now introduce a tight-binding (TB) model which includes external magnetic
fields. The effects of the field are incorporated in the real-space Green’s function using the
Peierls phase approximation[148]. As stated above, the external field shifts the electronic
wave by a phase G depending on the vector potential ~A = −12~r × ~B. This shift means
a unitary cell size modulation dependent on the magnetic field. This approximation was
proposed by Peierls to study the diamagnetic behavior of strong-correlated electrons and
is valid only if the magnetic fields varies slowly in the range of the lattice constant. The
Bloch expansion eq. (3.2) is now written as
φj =
1√
l
∑
~R
ei
~k·R eie/~G~R ψj(~r − ~R) , (5.18)
where the phase shift G is calculated as the integral of the vector potential along line Rr:
G~R~r =
∫ ~r
~R
~A(ξ) · d~ξ . (5.19)
We will use the Coulomb gauge, ∇· ~A = 0. The Hamiltonian including the crystal potential
V and the magnetic field is written as
Hˆ =
(~p− e ~A)2
2m
+ V (~r) . (5.20)
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Figure 5.5: (a) The two
degenerate electronic modes at
zero field. (b) Degeneracy
raised upon application of a
magnetic field. (c) Brillouin
zone of graphene and quan-
tized zigzag nanotube energy
cuts (dashed lines). (d) Equi-
energy contours around K &
K’ points (circles) and the vHs
shifting process. (e) Energy
dispersion relation under influ-
ence of magnetic field.
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Calculating the matrix element of the hopping integral of 〈φ|H|φ〉 using eq. (5.18) we
obtain
Hij = Vij exp(ie/~ ∆G~Ri ~Rj ) . (5.21)
Aharonov-Bohm effect
The Aharonov-Bohm effect manifests itself when a magnetic field is applied along a cylin-
drical conductor as, e.g. the nanotube in Fig. 3.4. The electrons moving along the surface
suffer the Lorentz force and the electronic structure is pertubated. Using the same SWCNT
supercell of section 3.3.1, the vector potential in this system configuration is written as
~A =
(Φ
L
, 0
)
, (5.22)
with Φ = pir2B the magnetic flux penetrating the cross-section of a tube with a circum-
ference of L = 2pir. The phase factor ∆G~Ri ~Rj between two atoms located at
~Ri and ~Rj
can be calculated using eq. (5.19):
∆Gij =
∆x
L
Φ , (5.23)
where ∆x = xi − xj is the distance of the two atoms along the circumference C. Using
eq. (5.21), the response of the electronic structure to an external magnetic field can be
calculated entirely in the real space by simple adopting the TB model introduced above.
The axial magnetic fields obliges the electrons to move in a screw-like manner along
the nanotube, as shown schematically in Fig. 5.5(a,b). The resulting phase shift of the
electrons e− (blue) and e+ (red) leads to interference effects manifesting the AB oscillation
pattern. It can be described by a rigid band shift of k⊥ → k⊥ + 2piCh
φ
φ0
, where φ/φ0
defines the adimensional intensity of the applied field[149]. The magnetic flux rises the
5.4 Magnetic field effects 69
magnetic flux (φ/φ0)
Figure 5.6: Energy gap
evolution of the metallic (9,0)
and semiconducting (10,0)
SWCNTs under the influence
of an axial magnetic flux.
∆φ
∆z 
Figure 5.7: Schematic view of
a piece of (5,5)@(10,10) DWCNT,
showing the relative displacement be-
tween the intertube atomic positions
along the axial direction(∆z) and in
the azimuthal angle (∆φ). The color
scale refers to different (red high, blue
low) intensities for the allowed inter-
atomic hopping energies on the outer
wall related to the black atom in the
inner tube.
degeneracy of the unidimensional bands and each subband (and thus vHs) is modulated by
this oscillating function. On zero field, the quantized zigzag SWCNT energy cuts (green
dashed lines) belong to the same equi-energy regions [Fig. 5.5(c)]. Upon the influence
of the magnetic flux, they are dislocated, rising the degeneracy and shifting the vHs
[Fig. 5.5(d,e)]. Eventually they pass the K point and a transition from semiconducting
to metallic nature is observed[18]. Augmenting the flux to an integer multiple of φ0, the
electronic states return to their original position, retrieving the double degeneracy and
characterizing the AB effect in CNTs.
The evolution of the energy gap for two zigzag tubes is depicted in Fig. 5.6. Upon
augmenting the magnetic field, in the case of (9,0) a transition from metallic at B = 0 to
semiconducting at B > 0 is observed. After one magnetic flux quantum, the gap is closed
again, recovering the metallic state. In the (10,0) semiconducting case, the gap closes at
multiple integers of 13 and
2
3 of φ/φ0. The gap evolution is strictly linear as a function of
φ/φ0 and is the same for all SWCNTs of different chiralities[149].
5.4.1 Application: DWCNTs in magnetic fields
As an example of the derived model, we state here some calculations of double wall carbon
nanotubes (DWCNT) under the effects of external uni-axial magnetic fields. An increasing
interest has been addressed to the synthesis and study of DWCNTs, motivated mainly by
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the possibility they offer on triggering their mechanical, transport, and electronic prop-
erties. DWCNTs have been used as channels of field-effect transistors revealing singular
transport properties. The semiconducting ones have been proved to exhibit ambipolar
characteristics different from the p-type behavior of most of the as-produced SWCNTs
devices[150]. DWCNTs may be achieved by peapod-derived methods[151], synthesized by
pulsed arc discharge processes and low pressure catalytic CVD[94], among others. X-ray
diffraction analysis of the structural transformation from SWCNTs to DWCNTs, via C60
peapods[152] determined the intertube spacing between inner and outer tubes as being 3.6
± 0.1A˚, similar to the distance of 3.5A˚ for AB-stacked graphite[153]. Also, studies indicate
that the tubes are loosely coupled to each other[154, 155]. Experiments indicate ballistic
or quasi-ballistric transport in DWCNT and MWCNTs[156, 157]. The interwall interac-
tion between the atoms of different walls has been usually assumed to decay exponentially
with the interatomic distance in tight-binding approaches[158–162]. Previous theoretical
works on commensurate DWCNs have discussed the electronic structure of the coupled
system based on symmetry arguments[163, 164]. Considering orientational disorder into
the theoretical description, the aperture of an energy gap was observed.
A short piece of an armchair (5,5)@(10,10) structure is depicted in Fig. 5.7. The
relative axial (∆z) and angular (∆φ) distances between both the tubes are marked in
the figure. We can take advantage of our real-space description and investigate how the
relative positions of the inner and outer wall atoms affect the conductance of the DWCNT.
The TB-Hamiltonian in eq. (5.1) is now extended to include the interwall contribution as:
H = e0
∑
i,t
a†i,tai,t + γo
∑
i,j,t
(a†i,taj,t + cc) +
∑
i,j
γ1(rij)(a
†
i,1aj,2 + cc) , (5.24)
where rij = |~ri−~rj | gives the atomic distance between different i and j carbon atoms, and
t = 1, 2 labels the two isolated tubes. The intershell coupling γ1(rij) is assumed to scale
as[161, 165, 166]
γ1(r) = γe−(r−d)/δ , (5.25)
where γ = γo/8, the damping factor δ = 0.45A˚ and the intertube distance d = 3.5A˚[165,
166]. The variations allowed for the interwall hopping energies γ1 on the atoms of the outer
tube are illustrated as the color map in Fig. 5.7: blue for low, red for high interactions.
The reference atom of the inner tube is shown in black. This model allows continuous ∆z
displacements along the axial direction as well as azimuthal rotations, ∆φ, as indicated
in Fig. 5.7. Both shifts are given in units of percentages of hexagons, taking as reference
the graphitic-like stacking (∆z = ∆Φ = 50%). We will now investigate how these relative
movements affect the number of transport channels next to the Fermi level under the effect
of an external uni-axial magnetic field.
The dependence of the LDOS and the conductance of a (5,5)@(10,10) DWCNT on
the magnetic flux and Fermi energy is shown in Fig. 5.8 in a two-dimensional color map.
Integer numbers of quantum conductance channels (0, 1, 2, and 3) are marked in the
conductance maps. The (10,10) tube has roughly a twice as large radius and thus, the
magnetic flux threading the bigger CNT is nearly four times the one of the smaller (5,5)
tube. Consequently, the gap evolution in Fig. 5.6 will show a superposure of two indepen-
dent magnetic field AB dependencies of both the SWCNTs composing the weakly coupled
DWCNTs. The AB evolution is depicted in Fig. 5.8(a,b) for two different atomic configu-
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Figure 5.8: LDOS (a) and conductance (b) color maps for a (5,5)@(10,10) DWCNT as function
of the magnetic flux threading the outer tube (x-axis) and the Fermi energy (y-axis). Conductance
maps in next to the Fermi level [as marked in (b)] for a disconnected (c) and interacting (d)
DWCNT. A system with ∆z = ∆φ = 0% (a) and graphite-like ∆z = ∆φ = 50% (b-d) was used.
The numbers indicate the corresponding transport channels.
rations. Although many other configurations have been explored, the conductance results
do not exhibit a significant dependence on the intertube deviations ∆z and ∆φ, in the
plotted range of energy, as previously pointed by Tomanek[164].
The energy shifts of the van Hove singularities, as the field increases, are clearly
exhibited by the red regions in the LDOS map in Fig. 5.8(a). Slight variations when
compared with the harmonic gap evolution in Fig. 5.6 are observed for low magnetic fields.
The first conductance suppression diamond (blue region) is smaller than the following ones.
Nevertheless, the periodicity of the anew closed gap is again one magnetic flux quantum φ0.
The situation when the magnetic field is turned on is highlighted in Fig. 5.8(c,d). Where
the uncoupled system (c) shows the usual AB oscillation gap aperture, the DWCNT (d)
with weakly coupled tubes has its degeneracy lift up resulting in four bands. Contrarily
to the pristine case, the system retains its metallic nature, until a sufficient large magnetic
field is able to open an energy gap. A small electron-hole asymmetry on the conductance
results is present, destroying the complete energy-inversion symmetry, due to the hopping
energy distribution associated with the atomic interactions between the two tubes. Upon
rising the magnetic flux, the gap size of the interacting DWCNT approaches the non-
interacting two tube system, indicating a more important contribution of the field than of
the tube-tube interaction in this high field regime.

6 Y-Junction rings & quantum
dots
Single wall carbon nanotubes could revolutionize the fabrication of novel nano-scale
electronic devices. A variety of geometrical shapes, like X-, T-, and Y-junctions[12], quan-
tum dots[21, 28], and crossing objects[167] are needed for a successful incorporation of
SWCNTs into devices. Y-junctions made of carbon nanotubes have been considered as
natural candidates for multichannel electronic devices at the nanoscale[11, 168, 169] and
have been synthesized by chemical routes[170–172] or irradiation techniques[138, 173].
Experimental[174] and theoretical[14, 168] studies have shown that electrical transport
across those junctions exhibits robust rectification properties, suggesting the possibility
of using them as nanoscopic three-point transistors. Transport measurements and cal-
culations on SWCNT tori revealed rich quantum interference phenomena under external
magnetic fields[19, 30]. SWCNT superconducting quantum interference devices were re-
cently realized showing the possibility of quantum confinement rising discrete energy levels
of the quantum dot[175].
Section 2.3 already introduced some of the fascinating quantum interference effects
present in SWCNT devices and motivated by these contributions, we propose a prototype
of a ring-like interferometer made of SWCNTs, resembling two interconnected Y-junctions.
The main results were published in several contributions[113, 114, 176–179]. The annular
system may be used as a double-slit interferometer allowing a rich variety of quantum
phenomena. In this chapter we will show the structural configurations of the Y-junctions,
Y-junction rings (YJR) and quantum dots (QD), followed by a simulation of the mechani-
cal and thermal stability. Then we will present the synthesis of YJRs and finally calculate
the electronic and transport properties of ring-like and quantum dot structures.
6.1 Atomic structure of SWCNT YJRs
The ring-like structure can be idealized by the joining of two Y-junctions. We thus start
with the description of a single three terminal junction. According to the Crespi rule, a
specialization of Euler’s theorem for the polygons on the surface of a closed polyhedron
of arbitrary number of holes, these systems feature six heptagons as topological defects of
the regular honeycomb structure [14, 180]:
Nheptagons = 6 · (Nterminals − 2) . (6.1)
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Scuseria proposed a highly symmetric Y-junction (D3h) with two heptagons in each
branch[181], whereas Andriotis et al. introduced junctions with different symmetries[13,
14]. A general model to obtain arbitrary junctions based on geometric considerations was
developed by Laszlo[182]. We propose a Y-junction with a symmetric arrangement of
the topological defects in the bifurcation region. The six heptagons are shown in white
colors in the atomic configuration scheme of Fig. 6.1(a), where the carbon atoms are lo-
cated at the intersection points. By joining two such Y-junctions (YJ) one may build
(c)
(b)(a)
Figure 6.1: Snapshots of several relaxed configurations of small YJR at 0 K. (b) Symmetric
semiconducting 10→ 516/516 → 10, (c) asymmetric 10→ 516/512 → 10, and (a) a close-up of the
bifurcation region. The topological defect, six symmetrically arranged heptagons, are depicted by
different colors.
nanotube-ring-like structures that come naturally connected to a pair of SWCNT leads,
as depicted in Fig. 6.1(b,c). Such systems can be viewed as a pair of SWCNT molecular
resistors that are arranged in parallel and one may explore quantum interference effects.
Both structures are made out of two (10, 0) → (5, 0)/(5, 0) YJs, where the (10,0) tube
characterize the zigzag SWCNT lead, that bifurcates into two (5,0) SWCNT arms. The
notation used throughout this thesis to describe the (zigzag) YJRs is S → Nl/Mk → S,
with l and k being the lengths, in units of pristine zigzag SWCNT unit cells, of the (N, 0)
and (M, 0) branches. As we deal in this thesis mainly with S = (18, 0) stem leads, we will
also use the short version Nl/Mk for this kind of YJR. If both branches have the same
length (N = M), the YJR is called symmetric and asymmetric otherwise. To compare
rings of different sizes we define an asymmetry coefficient given by A = l−kl , with l ≥ k.
In Fig. 6.1(b) the symmetric ring (A = 0) consists of two (5,0) branches of the same
length of 16 layers (24acc). The asymmetric ring (A = 0.25) in Fig. 6.1(c) has different
branch lengths with 16 and 12 layers (18acc). The real length L of the branch is given by
3
2 lacc ≈ l · 0.21nm. Due to symmetry reason, S = N +M . Thus, the equilibrium atomic
structure in Fig. 6.1(c), relaxed at 0K using the methods described in section 5.2 is called
a 10→ 512/516 → 10 YJR. We shall show that under certain circumstances those YJ-ring
structures act as a double-slit-like electron interferometer. Before we do so, however, it is
important to find out if such idealized systems are structurally stable. For this purpose,
we have performed Monte Carlo numerical simulations to obtain the mechanical strength
and thermal stability.
We start by describing some properties of the YJRs in the absence of stress and
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Figure 6.2: Equilibrium atomic configurations of rings with metallic leads (S = 18) at 0K. (a)
Symmetric metallic 936/936, (b) asymmetric semiconducting 828/1036, and (c) asymmetric metallic
922/936 YJRs. Close-up front (d) and side view (e) of the defect-free kink region of an asymmetric
928/936 YJR. For comparison, (f) a buckled pristine (9,0) under 10% compression. The color scale
bar gives the values of the convoluted potential energy.
considering zero and room temperatures (300K). Experimental realization, thermal and
mechanical stability of the rings are focused in the subsequent sections. The equilibrium
atomic configurations of a 936/936, 828/1036 and 922/936 YJR structures convoluted with
the potential energy maps are shown in Fig. 6.2, for zero temperature. The color scale
bar gives the atomic potential energy. We will use this energy scale throughout the thesis
and for the sake of simplicity will omit the scale bar plot subsequently, when not indicated
otherwise. The branch lengths vary from 7.6 to 4.6nm and the simulated systems are
composed of around 3000 atoms. For asymmetric YJRs, the systems relax forming a kink
in the middle of the longer branch. No disturbances of the regular hexagonal lattice in
the kink region is observed up to a certain bending magnitude (depending on asymmetry
and tube diameter). Then, only few defects, mainly other polygons, tend to be formed.
A configurational closeup of the defect-free kink area of a 928/936 is depicted as front and
side views in Fig. 6.2(d) and (e), respectively. Experimental evidences show that it is
possible to obtain a high bending and buckling rate of the SWCNTs and further to form
loops made of SWCNTs[183, 184]. In Fig. 6.2(f), a (9,0) SWCNT is depicted under a
compression rate of 10%. The kinks formed resemble the deformation in the larger branch
in YJRs.
It is worth mentioning that by considering zigzag SWCNTs, each YJR-brace contains
always pair numbers of layers, so that the geometric center of the branch lies at the bond
center. As the system relaxes, the kink is formed at one of the carbon atoms rather than
in the middle of the bond. So, the symmetry along the tube axis (σh) is lost, leading
to a longitudinal asymmetry, as it can be seen in the longer branches of the systems in
Fig. 6.2(b,c). For very asymmetric YJRs, quite deep depressions tend to form. They
happen first in the ring branches, 6.2(b) and then also in the leads, Fig. 6.2(c). The
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equilibrium potential energy maps indicate, that only in the bifurcation regions, and, for
the asymmetric systems also in the kinks, see Fig. 6.2(e), the atomic energies are raised
with respect to the overall, basically undisturbed pristine tube structure, indicating a
stable system.
type A Ef (eV) ∆L(A˚)
936/936 0 3.9/heptagon -
928/936 0.22 157 -15.5
926/936 0.28 190 -20.4
924/936 0.33 242 -24.7
922/936 0.39 254 -28.4
920/936 0.44 253 -33.3
918/936 0.5 257 -37.9
916/936 0.56 245 -39.6
1036/836 0 5.1/heptagon -
1036/832 0.11 117 -5.6
1036/830 0.17 145 -10.1
1036/828 0.22 177 -15.2
1032/836 0.11 122 -5.9
1028/836 0.22 151 -15.7
516/516 0 3.6/heptagon -
510/516 0.38 99 -11.3
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Figure 6.3: Left side: Table of Formation energies Ef (third column) for different YJR systems
and corresponding asymmetry coefficient A (second column) at room temperature (300K). The
length contraction ∆L is given in the forth column. Right side: Figure of Ef as function of the
asymmetry for 9l/9k (red), 10l/8k (blue) and small 5l/5k (green) YJRs. Inset depicts ∆L as
function of the branch length difference l − k.
The formation energy of the ring, Ef , is defined as the total equilibrium energy of the
rings minus the equilibrium energy of the corresponding pristine SWCNT system1. The
formation energies at room temperature are shown in the third column of table 6.3. Thus,
the energy is listed as the total formation energy of the asymmetric YJR. As shown in
atomic configuration sketch of the symmetric YJR in Fig. 6.2(a), only the heptagons have
raised (red) energies, whereas the remaining structure has basically pristine tube energies.
So, it is intuitive to define the formation energy per heptagon. This energy, between 3.6
and 5.1eV , is well above the thermal energies furnished to the systems. On the other
hand, it is less than the formation energy of a single vacancy in graphite (Evac ∼ 4 -
9 eV/vac)[185–187] and SWCNTs (Evac ∼ 6 - 7.1 eV/vac, for tube diameters similar to
ours)[187, 188].
1For a YJR modeled by two (S,0) SWCNTs stems composed of NS atoms which bifurcate into
two branches, a (N,0) SWCNT with NN atoms and a (M,0) SWCNT with NM atoms, the reference
energy of the pristine system is NSES +NNEN +NMEM , where EK is the energy per atom of an
infinite pristine (K,0) nanotube.
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When augmenting the system’s asymmetry, other deformations and topological de-
fects besides the heptagons tend to form with raised potential energies [see Fig. 6.2(b,c)].
Increasing the asymmetry coefficient leads to a linear increase of the formation energies
up to ∼ 250eV , as depicted in the corresponding Fig. 6.3. It means, as expected, that
symmetric YJRs are more likely to be formed than asymmetric ones. Further augments
in the ring asymmetry (A > 0.35), do not induce extra changes in the formation energies
which remain in the same range (Fig. 6.3). The local potential energy distribution reveals
that most of this energy augment is driven to the kink region whereas the atomic potential
energies of the rest of the systems remain nearly unmodified [see energy potential color
map in Fig. 6.2(b,c)]. One may, for instance, compare this situation to the behavior of
bending a straw. After furnishing the energy necessary to form a kink, nearly no more
energy is needed to bend the straw even further, see also Fig. 6.2(f). It is worth mention-
ing, that there are several hundreds atoms involved in the kink and depression formation
and thus, the energy at these atoms is rarely raised more than one eV .
We also calculate the system’s length dependence (∆L) on the asymmetry coefficient.
The results are depicted in the fourth column of table 6.3. This quantity is defined as
the equilibrium length of the symmetric YJR systems minus the length of the asymmetric
counterpart. One may note that upon increasing the asymmetry, the ring structures
contract. The length contraction ∆L scales linear with the branch length difference, as
demonstrated in the inset of Fig. 6.3. As expected, ∆L is of the order of (k − l) layers
= (k − l)· 2.1A˚, indicating that the shorter branch remains nearly uncompressed in the
equilibrium configuration.
6.2 Atomic configuration of SWCNT quantum dots
Treating the two branches of the YJR independently, we end up with a system resembling
a quantum dot where the finite-sized branch with n layers [e.g. a (9,0)l] is sandwiched
between the leads [e.g. a (18,0)]. It is reasonable to expect some traces of the 18/9l/18
quantum dot behavior in the transport properties of a 9l/9l YJR when an electron travels
through the structure. With this in mind, we will introduce now the atomic configuration
of a newly proposed QDs.
Figure 6.4: Side and cross-sectional view of the equilibrium atomic configurations of a 18 →
936 → 18 quantum dot (red) and a symmetric metallic 18 → 936/936 → 18 Y-junction ring (blue)
at 0K.
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It is widely accepted, that defects cause deformations of the tube wall. Many in-
tramolecular junctions were observed by Scanning Tunneling Microscopy and the topolog-
ical defects proven to be stable at ambient conditions, among them heterojunctions[28] and
Stone-Wales kink defects[189]. By introducing a pair of pentagon/heptagon (5-7 defect),
a change in the diameter can be explained[190]. Including a pentagon in the system, the
diameter start to diminish by one chiral index per intermediate tube layer and a heptagon
recovers an unpertubated nanotube structure[191]. Nevertheless the change in the atomic
configuration is very small, making it difficult to detect these defects in experiment. The
presence of ad-dimers (C2) on carbon nanotubes leads to a changed diameter and helicity
in a short part of a tube[192]. Another way of constructing QDs is by including two 5-7
pair defects[193] or a complete ring of pentagons hooked-up by a ring of heptagons[30, 194].
They reported stable QDs, built by joining armchair to zigzag tubes, with a formation
energy of 1.22eV /defect. We followed the last proposal and present in Fig. 6.4 a new QD
system (red) composed of three zigzag nanotubes joined by the inclusion of two rings of
5-7 defects[178]. A total of n 5-7 pair defects is needed to connect a (n, 0) with a (2n, 0)
tube. Of course, the chiral index n cannot be arbitrarily high due to the increasing diam-
eter differences between both nanotubes. A maximum radius difference without further
tube wall deformations is expected around two tube layers, ∼ 4.9A˚. The 18 → 936 → 18
QD presented in Fig. 6.4 has a radius mismatch of 3.5A˚ and no additional defects or
tube deformations are observed beside the two defect 5-7 rings. For comparison, a YJR
(blue) with same size and length as well as a cross-sectional view of the equilibrium atomic
configurations are also displayed in Fig. 6.4.
Although single heterojunctions with only a few defects have been proven to be stable,
the proposed QD contains many topological defects: a ring of 9 pentagons followed by a
ring of 9 heptagons, as shown in the cross-sectional view in Fig. 6.4. Topological defects
are known to be weak points of the otherwise robust structure of carbon tubes, playing
an important role on their stability. Due to the densely distributed topological defects
present in the junctions, the mechanical properties of the structure proposed here are
interesting to investigate. Surprisingly, the potential energy per atom of the relaxed QD
structure is with -7.27eV nearly as low as the one of a pristine (9,0) with -7.28eV . Thus,
the simulation indicates a very high stability with a formation energy of 60eV (1.67eV per
polygon). Considering the abrupt change in the diameter within only two tube layers, this
formation energy is surprisingly low. We carried out also thermal stability investigations
and the results indicate a stable structure to at least 1000K.
6.3 Experimental realization of YJRs
The very first experimental observations with the means of high resolution transmission
electron microscopy (HRTEM) of the proposed ring-like structures were recently published
in 2007[179]. The observation and reshaping method of YJR paths the way to a successful
implementation in experiments exploring the predicted exciting electronic properties. Let
us summarize the experimental details of the ring formation process. Samples of SWCNTs
are generated using: (i) the arc discharge technique involving Ni-Y-graphite electrodes in
a He atmosphere[195], and (ii) gas-phase thermal processes of carbon monoxide (dispro-
portionation) at high pressures over Fe catalyst[196]. One mg of the nanotube material is
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Figure 6.5: HRTEM images of (a-b) asymmetric and (c-e) symmetric ring-like SWCNT struc-
tures formed by electron-beam irradiation techniques at 800◦C (1.25MeV electron beam energy).
Images of reshaped structures are obtained after 30s (b) and 90s (c) of irradiation. Scale bar
(2nm) holds for all images. Bottom: Atomic configurations of 9m/9n YJRs, with n/m = 36/22(a),
36/28(b), and 36/36(c). Non-hexagonal defects are depicted in red. Structure schematics depicted
in (d-e).
dispersed ultrasonically in 10ml ethanol for one minute and a few drops of the suspension
were deposited onto Cu grids for high-voltage atomic resolution microscopy observations.
The TEM (JEOL-ARM 1250) is located at the Max-Planck-Institut fu¨r Metallforschung
in Stuttgart, Germany. The studies are performed at specimen temperatures of 800◦C,
using a Gatan heating stage and HRTEM images are recorded with a slow-scan CCD cam-
era. The nanotube behavior is monitored under electron irradiation of standard imaging
conditions (1.25MeV electron energy and beam intensity of ca. 10A/cm2).
Fig. 6.5(a) shows a typical HRTEM image of an as-produced structure resembling
the asymmetric YJR presented in the lower panel. The diameter d of the constituent
SWCNTs are approximately 6A˚ for the branches and 14A˚ for the stems and the length
of the loop is around 18nm. Upon electron-beam irradiation, one clearly notices the on-
set of a merging process between the braces of the system, leading to a less asymmetric
structure [Fig. 6.5(b)]. The reshaping process releases the potential energy contained in
the compressed bigger branch, resulting in equal branch lengths. Thus, it is a one-way
process. Indeed, after 90 seconds of irradiation we end up with the symmetric YJR dis-
played in Fig. 6.5(c). Another as-produced symmetric structure is shown in Fig. 6.5(d,e).
Nevertheless, at this early experimental stage, the yield of the as-producible YJR is not
high enough to implement ready devices. This merging process seems to be similar to
the recently reported zipper-like fusion mechanism of the two arms of a Y-junction into a
single tube[197]. Carbon atoms are knocked out of the tube walls by the intense electron-
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beam irradiation. The high-temperature environment allows the remaining carbon atoms
to anneal and reconstruct the sp2 lattice, leading to an overall reshaping of the systems
geometry[134, 138, 198]. Therefore, the reshaping process allows the production of ring-
like SWCNT structures with defined symmetries upon electron beam irradiation at high
temperatures in a controlled manner at relatively short periods of time.
6.4 Thermal Stability
To investigate the thermal stability of the YJRs, we performed Monte Carlo simulations
described in section 5.2, adopting the Tersoff semiclassical interaction potential. The tem-
perature is varied from zero to 6000K. During the experimental realization of the merging
process, the nanotubes tend to diminish the diameter upon electron beam irradiation[173]
or by electromigration[199]. Thus, it is important to compare the stability results of larger
YJRs of the initial melding process with systems composed of smaller nanotubes.
-7.2
-7.0
-6.8
 
 
P
ot
. e
ne
rg
y 
(e
V
) (a)
0
40
80 (b)
 
Fo
rm
at
io
n 
en
er
gy
 (e
v) 510/516
936/936
516/516
0 500 1000 1500 2000 2500 3000
0
20
40
(c)
 
 
1s
t  n
ei
gh
bo
r c
ha
ng
e
Temperature (K)
922/936 936/936
928/936
0 500 1000 1500 2000K
(d)
(e)
Figure 6.6: Temperature dependence of (a) average potential energy per atom and (b) formation
energy of 10→ 5/5→ 10 YJRs. Pristine SWCNT in blue, symmetric 516/516 in green, 936/936 in
orange and asymmetric 510/516 in red colors. (c) 1st neighbor change in bigger YJRs, as marked.
Atomic configurations convoluted with the potential energy of the symmetric and asymmetric YJRs
are shown in (d) and (e), respectively, corresponding to temperatures of 0, 500, . . ., and 2000K.
Numerical simulations up to T = 3000 K for 10 → 5/5 → 10 YJRs and the corre-
sponding pristine nanotube counterparts (5, 0) and (10, 0), as well as some larger YJRs are
presented in Fig. 6.6. After the simulation reaches equilibrium at 0K, the temperature is
increased by consecutive steps of 50K maintaining the system in quasi-equilibrium states.
At each step the system is completely relaxed. The average energy per atom and the
structural formation energy as a function of temperature, are shown in Fig. 6.6(a) and
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(b), respectively. The energy results for symmetric (arms measuring 24 acc) and asymmet-
ric (15 acc and 24 acc) YJRs are compared with each other and also with the corresponding
averaged system composed of pristine (5,0)/(10,0) SWCNTs (see footnote on page 76). As
expected, the average energy per atom increases whereas the formation energy decreases
with temperature for all considered systems. The existence of energy plateaus indicates
temperature ranges without major structural changes. A small decrease in the potential
energy per atoms entails also a step in the formation energy, indicating the occurrence
of a structural strain relaxation process. Nevertheless, the average energy for all systems
investigated increases nearly linearly by (1.4±0.1)×10−4eV/K. At high temperatures, the
potential energies of the YJRs assimilate the one of the pristine counterparts. Up to the
first plateau (Tc ∼ 700K) there are no structural changes compared to the ’perfect’ YJR
configuration (Fig. 6.2), unless thermal atomic vibrations. Above a critical temperature,
Tc, however, some important structural rearrangements do occur. This can be verified in
Fig. 6.6(d,e), where the atomic configurations at T = 0, 500,. . . , and 2000K are presented
in a potential energy scale map. In Fig. 6.6(e), we observe that the kink region of the
asymmetric YJR forms localized defects only for higher temperatures. In the symmetric
ring system in Fig. 6.6(d), due to thermal oscillations above Tc some atoms of the oppo-
site branches occasionally approach each other, and the branches start to polymerize[114].
The polymerization process starts near the junctions and propagates to the middle of the
arms.
The structural modifications can be visualized as the number of 1st neighbor changes
in the YJR in Fig. 6.6(c). An increasing temperature dependence of the highly asymmetric
structure 922/936 (blue) is observed indicating the welding of the kink region upon raising
the temperature. On the other hand, above the critical polymerization temperature, the
first neighbors changes of the symmetric 936/936 (orange) start to oscillate when the atoms
of opposite branches approach each other and then separate again. For YJRs with an
intermediate asymmetry, e.g. 928/936 (pink), only a few vicinities are changed at elevated
temperatures.
A close-up of the starting point of the polymerization is depicted in Fig. 6.7(a) at
T = 1000K. The black balls represent four-fold coordinated carbon atoms which bind
covalently during the polymerization process. Such a zipper-like process was already ob-
served in Y-junctions experiments[138]. As no long-distance interactions are included in
the interatomic potential used here, the critical temperatures for the symmetric YJRs are
expected to be higher. These van-der-Waals like interactions tend to keep the braces sepa-
rated at the graphite interplanar distance (∼3.4A˚), hindering the polymerization process.
The value of Tc depends on the specific YJR geometry. For the bigger tube systems, we
found a higher Tc equal to 1800K and 1650K for the symmetric 936/936 and 1036/836 rings,
respectively. Nevertheless, the formation energy dependence is very similar to the smaller
tubes, as indicated in Fig. 6.6(b).
Coalescence of the branches is observed at very high temperatures (> 4000K) for
small diameter tubes. In Fig. 6.7(b) a symmetric YJR is depicted at 5000K. When the
system with coalesced arms is taken back to room temperature, a nearly free pristine
tube of the same diameter of the stem tube (10,0) is obtained in Fig. 6.7(c). Only poly-
merization and no coalescence up to carbon evaporation temperatures is noted in bigger
diameter systems. It is worth mentioning, that the tube degradation and carbon evapo-
ration temperatures, ∼ 6000K for an (18,0), obtained by employing the Tersoff potential
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Figure 6.7: (a) Initial stage polymerization process with covalently connected branches at 1000K.
Coalescence process of the arms of a small symmetric YJR (a) heated to 5000K and (b) cooled down
to 0K. Convoluted potential energy/atom indicated by the scale bar.
are very much overestimated. The potential was developed to describe well carbon al-
lotropes and fail up to a certain degree in the simulation of covalent bond rupture. Other
groups which used adapted Tersoff potentials found a SWCNT thermal stability up to
2500◦C[200, 201]. In experimental investigations, bundles of SWCNTs are stable up to
1600◦C upon thermal treatment[202]. Others observed coalescence at 1800◦C[201, 203]
and tube wall corrugation between 1000-1700◦C[204]. Above 2200◦C, the bundles become
unstable and transform into MWCNTs.
For asymmetric YJRs, on the other hand, the structural rearrangements occurring
above Tc are related to the formation of defects in the kink of the larger branch. For
instance, Tc = 1000K for a 928/936 ring. High asymmetries, typically A > 0.3, lead to
formation of different defects such as heptagon-pentagon pair defects. Mostly, higher order
polygons are observed in the laterals of the kink. As a result, the critical temperatures
decrease for higher asymmetries. At high temperatures, the kink region begin to weld and
small YJR tend to rupture starting at the bifurcation areas (2200-3500◦C). Also, we find
that YJRs composed of arms with different radii, e.g. a 10/8, are less stable than rings with
branches of the same radius, like the double (9,0). The presence of a smaller tube diameter
induces higher distortions at the junction areas, leading to lower critical temperatures and
higher formation energies. Nevertheless, these values are of the same order and the defect
formation processes are similar to the ones of the systems with same diameter branches.
For small asymmetries like the 928/936 (A < 0.22), indeed a kink is thermally not favorable
and the defect formations at the kink region are not observed. Then, the larger branch
is compressed, like depicted exemplarily in 6.2(c). The wide-open branches move back
to a more parallel arrangement, but the branches remain configurationally separated by
a distance higher than the short range of the potential. In this way, polymerization or
coalescence processes do not happen as well. Suchlike, besides some few rearrangements
at the junction area for temperatures higher than Tc = 1500K, these rings resist up to the
disintegration temperature of a pristine nanotube.
Fig. 6.8 shows the relative length variation in comparison to the equilibrium length
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Figure 6.8: Length variation dL/L0(%) versus temperature for metallic 9l/9k Y-rings.
at 0K (Lo) as a function of temperature, dL/Lo = (L − Lo)/Lo. It can be seen that
the symmetric ring 936/936 (dotted blue) expands thermally just as the pristine coun-
terpart (thin solid orange). The expansion coefficient is linear and values in both cases
approximately 7× 10−6 ◦K−1. Experimental results of the thermal expansion in individ-
ual SWCNTs are not available. The studies of thermal treatments of SWCNT bundles
indicate a negative thermal expansion up to 1600◦C[205, 206]. On the other hand, several
theoretical models yielded positive thermal expansion coefficients[135, 136, 207] adopt-
ing similar interatomic potentials as we utilized. Interestingly, asymmetric YJRs present
a negative thermal expansion coefficient up to quite high temperatures, as depicted in
Fig. 6.8 for two asymmetric 9l/9k rings. Small diameter YJRs first contract in the same
way, but the contraction temperature range is lower. For higher temperatures, all systems
expand. Increasing the asymmetry leads to a contraction enhancement and a reduction
in the corresponding temperature value of the maximum contraction temperature. Again,
this contraction is due to the presence of the kink, which tend to dislocate away from the
shorter branch for higher temperature, diminishing the system’s length. The lateral strain
in the kink region is increased for more asymmetric YJRs due to the negative thermal
expansion and the length reduction ∆L (table 6.3).
Summing up, small and big YJRs show quite different thermal behaviors. Small diam-
eter systems already consist of an atomic structure very distorted from a graphene sheet
and are thus more sensitive to external changes. Consequently, we observe polymeriza-
tion followed by coalescence for symmetric and rupture at the bifurcation for asymmetric
YJRs. Bigger systems only show polymerization and no rupture.
6.5 Mechanical strength of YJRs
The details in the rupture process of pristine nanotubes are still a challenge from exper-
imental and theoretical point of view. Several groups have investigated the yield strains,
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Figure 6.9: (a) Stone-
Wales defect formation Ef and
activation barrier energy EA
of a pristine (18,0) under uni-
axial strain at room tempera-
ture. The + and - sign defines
clock- and counterclockwise ro-
tation of the red bond depicted
in the inset. (b) Yield rupture
strain vs. fixed bond rotation.
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the microscopical details, and the formation of defects in CNTs[124, 127, 128, 208, 209].
The Young’s modulus is reported in a range between some hundreds of GPa up to several
TPa, which makes SWCNTs one of the toughest material known. Yet, it was not possible
to define an accepted value for the critical load. However, it seems that the reason of the
discrepancy in literature is mainly due to the different theoretical models and potentials
adopted. Especially the rupture moment, when a covalent bond is breaking, is treated very
differently among the available potentials. Keeping this in mind, we performed thorough
stability simulations of the proposed systems and adopt a comparative study rather than
considering absolute values. More precisely, we proceed comparing the breaking strain
values of several simulation runs with the ones of their pristine SWCNT counterparts.
First, we carried out simulations of the systems under compression. All systems be-
have as the smallest constituent SWCNT and show subsequent buckling. The critical
compression load of the first buckling appearance (∼ 7%) is the same for YJRs and SWC-
NTs. Basically, the structures form a series of kink, as depicted exemplarily in Fig. 6.2(f)
for a SWCNT under 10% compression. No changes in the hexagonal lattice are observed
up to quite high values (>30%) for all systems. So we can conclude that the structures
are stable upon positive load.
It is well known, that the strain transfer velocity of the external force to pristine
SWCNTs is quite important in theoretical simulations. For high stress transfers and
low temperatures, the tubes show a more brittle behavior with high yield strains. The
opening of higher order polygon is observed, which propagates rapidly around the SWCNT
axis leading to the tube fracture. Slowly augmenting the system dimension with higher
temperatures leads to a ductile behavior[210]. It is claimed that prior to the rupture of
pristine SWCNTs, in the ductile regime, one or several Stone-Wales (SW) 5-7-7-5 defects
are formed to relax the uploaded strain[211]. These pentagon-heptagon defects are formed
when rotating the red bond in the inset of Fig. 6.9(a) by 90◦. The activation energies EA
is defined as the maximum energy value when rotating the bond by 90◦, calculated with
the Tersoff potential adopted. At zero strain, the barriers are quite high, around 13 eV
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for an (18,0) SWCNT at room temperature, as depicted in Fig. 6.9(a). However, the
energies decrease considerably for higher strains. For example, at 22% strain, it becomes
Ef = 0 and EA ∼5eV. For further higher strains, a negative formation energy is observed
and a spontaneous formation of the 5-7-7-5 defect could occur. However, the high barrier
activation energies inhibit SW defect formations when using this potential. By fixing the
bond rotation angles at values in between ±90◦, as shown in Fig. 6.9(b), we observe yield
strain maxima at the SW angles (±90◦) as well as for the unrotated bond, indicating a
more stable system. However, the simulation results always show the opening of higher
order polygons prior to rupture (like the one depicted in Fig. 6.10) and no SW defects in
the temperature range between 0 and 800K.
Figure 6.10: Closeups of the defect formations in YJRs at 800K. Heptagon opening process of
a strained symmetric 936/936. Blue marked atoms show from left to right: equilibrium heptagon,
one bond broken and several bonds broken, leading finally to the total rupture of the system.
Contrarily to pristine SWCNTs, the rupture process of YJRs is not very sensitive to
the stress transfer velocity and fracture details. As a general result one finds that the
rupture always takes place at the topological defects at the junction area, as depicted by
the blue marked atoms in Fig. 6.10. For tensile strains higher than the critical strain, sc,
bonds start to brake and the heptagons open further, followed by a very quick fracturing
of the whole junction area. In this way, the results indicate that YJRs always behave as
brittle systems.
In Fig. 6.11(a) we show the average energies per atom as a function of the strain for
a symmetric YJR and a pristine (9,0) SWCNT. The yield strain, identified by the abrupt
energy decay seen in the figure, is of the same order for both structures, indicating that
the symmetric YJR is mechanically almost as stable as the pristine tube. On the other
hand, asymmetric YJRs, in general, break for smaller strains. The rupture of these rings
occur in a two steps process, first the smaller leg breaks followed by the larger one. In
Fig. 6.11(b) we illustrate the particular case of the 928/936 YJR for 300 and 800K. As
expected, the larger the temperature, the lower the maximal strain. Due to the thermal
vibrations upon load, rupture of carbon bonds and the following quick polygon opening
takes place much earlier for higher temperatures. In all cases, the systems obey Hooke’s
law (quadratical energy dependence) up to very high strain values. The yield strain sc
results are summarized in table 6.1 for several metallic and semiconducting, symmetric
as well as asymmetric YJRs. Symmetric rings and pristine tubes present yield strains of
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Figure 6.11: Atomic energies as a function of strain. (a) 936/936 symmetric YJR at T = 300K
compared to the pristine (9,0) SWCNT. (b) Typical asymmetric (928/936) YJR at T = 300 and
800K. Bond angle distribution of (9,0) (c) and 936/936 (d). Inset depicts a cut at 23% strain as
indicated by the dotted line.
the same order indicating that the symmetric version of the proposed YJR is almost as
stable as the pristine ones. The critical load decreases drastically when increasing the
asymmetry.
It is worth mentioning that the initial system length can be quite small for very
asymmetric YJRs. In these systems the larger branch is highly compressed with lateral
relaxation and kink formations due to the force exerted by the smaller branch. Elongation
of the system leads to the breaking of the smaller arm and the system relaxes upon further
stress until obtaining the equilibrium length of the longer arm. During this period, no
strain is applied to this branch. As a result, the value of the yield strain sc of the longer
branch can be arbitrarily high, just reflecting the asymmetry of the YJR and cannot be
taken as an assignment for the overall stability of the system. For example, the rupture
value of the second arm of a 922/936 YJR, shown in table 6.1, is found to be as high as
40.4%.
The bond angle distribution of a pristine SWCNT (9,0) and a symmetric 936/936 YJR
is depicted in Fig. 6.11(c) and (d), respectively. In both cases, a spread on the bond angle
distribution is observed upon strain. When remembering the zigzag SWCNT crystal
structure, it is clear, that upon elongation, two angles get more obtuse and one more
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type sc(300K) sc(800K)
1st 2nd leg 1st 2nd leg
pure (9,0) 28.4 - 27.4 -
936/936 25.0 - 23.6 -
928/936 20.0 26.8 16.8 23.2
922/936 16.6 40.4 15.2 36.8
1036/836 23.0 - 20.3 -
1028/836 19.4 27.0 17.6 23.8
1036/828 18.2 28.4 15.8 23.8
Table 6.1: Yield strain sc for pristine SWCNTs and different YJRs at T = 300 and 800K.
acute. This is reflected in the inset of Fig. 6.11(d), where the integrated bond distribution
areas at 23% tensile strain result in 1/3 and 2/3 percentage of angles smaller and higher
than the optimal angle, respectively. The dark region in the 10 times augmented area in
Fig. 6.11(d) indicates the non-optimal angles of the topological defects. After the system
rupture, the bond angles naturally recover the optimal value, beside some dangling bonds.
Both systems show a very similar behavior, indicating again the similarity of symmetric
YJR and pristine nanotubes.
Figure 6.12: Snapshots of several atomic configurations at 300K for (a) symmetric metallic
936/936, (b) asymmetric semiconducting 1028/836, and (c) asymmetric metallic 922/936 under load
of 0, 10, 20, and 30%.
The microscopical details of the fracture processes at 300K of all the discussed YJR
systems are shown in Fig. 6.12. The atomic configurations for several strain rates (0, 10,
20 and 30%) are depicted in each column. The color map indicates the potential energies
of the carbon bonds (between -7.4 and -6eV , see Fig. 6.2). All unstrained systems have
low energy bonds [blue] with some higher energy bonds in the defective regions at the
junction areas and the kinks. Augmenting the strain leads to higher bond energies in
the whole system for the symmetric YJR until rupture [green and orange regions] and a
following relaxation [blue] with high energetic dangling bonds at the fraction area [red].
The simulation results depicted in the first column of Fig. 6.12, show a fraction process
with all four branches ruptured. Due to the thermal vibrations, we also found systems
with three (e.g. as shown in second column) or only two branches broken. Statistically,
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fracture processes with both arms ruptured at the same junction are the most likely one
(around 50% of the simulations). As discussed above, in asymmetric YJRs, the strain is
first loaded nearly entirely upon the smaller branch (second row of Fig. 6.12). After the
rupture of this arm, the larger branch is albeit not under tension (blue colors in third row)
until new load and following fracture. Smaller YJRs such as the 10 → 5/5 → 10 exhibit
similar results as compared to the bigger ones. The same defect formation processes and
configurational arrangements are found. The yield strains are lower, but of the same order
of the bigger rings. Summing up, in all the cases studied the values are comparable with
the pristine SWCNT counterparts, indicating very high stabilities of YJRs.
6.6 Electronic properties
After demonstrating the feasibility of realization of Y-junction rings and quantum dots
we now investigate the electronic properties of these systems. We expect destructive
interference of the electron waves traveling along the two arms of YJRs and will address
the correlation with characteristic sizes of the ring structure. For the sake of simplicity,
we first adopt the constant hopping integral approach, derived in chapter 5.
6.6.1 Strictly one-dimensional ring
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Figure 6.13: (a) Conductance and (b) LDOS as functions of Fermi energy and atomic position
for a 1D ring composed of 18 atoms as depicted in (c). The ring is connected to a pair of semi-
infinite chains at sites 0 and 9. Sites -3, -2, and -1 relate to lead atoms. Brighter colors correspond
to higher values.
Before calculating the electronic properties of YJRs, it is instructive to present the
main effects of quantum interferences in an equivalent one-dimensional chain model, com-
posed of a loop connected to a pair of semi-infinite leads, as schematized in Fig. 6.13(c).
The LDOS results at the atomic sites labeled by 0-9 of a symmetric 18-atom ring are
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Figure 6.14: Conductance
dependence on the Fermi en-
ergy for the 1D-ring model in
(a,b) and for 12 → 6l/6k →
12 YJRs in (d,e), consid-
ering symmetric and asym-
metric configurations, respec-
tively. Minimum conductance
values for a 1D ring (c) and
YJR (f), as a function of one
branch length.
depicted in Fig. 6.13(b). The lead sites are labeled by -1, -2, -3,. . . . The LDOS intensity
is shown by a 2D scale plot where brighter colors corresponds to higher values. One clearly
notices that the LDOS exhibits symmetrical oscillatory behaviors both as functions of en-
ergy and ring atomic position. The two branches can be viewed as part of a Fabry-Perot
resonator and the resulting electronic interference effects resemble the Fabry-Perot oscilla-
tion presented in the inset of Fig. 2.4. However, those symmetry features may be partially
or totally lost for asymmetric rings, depending on the parity of the arms. Localized peaks
with high LDOS values at certain energy values are superposed over the smooth oscil-
lations. As expected, these peaks coincide with the eigenvalues of a corresponding pure
18 atom 1D ring, depicted by bold tick marks in the right y-axis of Fig. 6.13(b). The
conductance of the system is shown in Fig. 6.13(a). It illustrates that near the Fermi-level
(EF = 0), the transport maxima occur for energies around the localized LDOS peaks.
Now we will discuss with more details the electronic properties of rings made of SWCNTs.
6.6.2 General electronic properties of YJR
First we study metallic 12 → 6l/6k → 12 YJRs. Quantum interference phenomena are
discussed according to symmetric and asymmetric configurations. The conductance for
various path-size combinations are presented on the right side of Fig. 6.14(d-f), restricted
to an energy window where the pristine (12,0) SWCNT has only two ballistic channels.
The 1D model calculations are also displayed for comparison on the left side Fig. 6.14(a-c).
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All the results exhibit a well defined oscillation pattern with the corresponding periods
being driven by the inverse of the branch size.
The conductance results of symmetric 1D rings and YJRs, shown in Fig. 6.14(a,d),
exhibit just smooth oscillations with no complete destructive quantum interferences in this
energy range, resembling the behavior found for a single 12→6/6 Y-junction[113]. The
reduction here is caused by the multiple Fabry-Perot-like reflections at the bifurcation
interfaces. One should note that, independently of the size of the symmetric loop, the
conductance is not completely destroyed as a consequence of the constructive superpo-
sition of the electronic wave functions along the two equal quantum paths. Moreover,
the minimum conductance value for symmetric rings systems is always around half of the
lead’s value (one for a chain and two for a SWCNT). This means, that in the 1D ring, the
transport drops maximal to half a channel and in YJRs to one channel, independently of
the arm length, as summarized in Fig. 6.14(c,f).
On the other hand, high transport reductions and even suppressions are obtained in
asymmetric structures, a zero conductance is always found for particular energy values
for high asymmetry coefficients [Fig. 6.14(b,e)]. This is a clear evidence of destructive
quantum interference effects associated with the two distinct paths the electrons may take
as they travel across the ring structure. As a consequence, an energy range with total
transport suppression can always be found in both YJR (for N > 10) and 1D ring systems
[Fig. 6.14(c,f)]. Thus, through geometrical configuration settings, YJRs may be absolutely
conducting or isolating, highlighting their use as perfect rectification transistor.
Comparative results for the conductance and the total DOS are presented in Fig. 6.15
for metallic 9l/9k YJRs [6.15(a,b)] and for semiconducting 10l/8k YJRs in (d,e). The
LDOS of the pristine tubes are also plotted in (c,f) for comparison. The DOS of symmet-
ric metallic YJRs Fig. 6.15(a) present a mainly constant nonzero metallic plateau with
sharp isolated peaks superposed, marking the characteristic discrete nature of the localized
states of finite carbon toroidal structures[116]. This picture resembles the corresponding
symmetric 1D ring counterpart discussed in Fig. 6.13. Destructive electronic wave inter-
ferences as well as a large ballistic regime of two transport channels around the Fermi level
can be observed. This clearly emphasizes the possibility of using carbon nanotube rings
as nanoscaled switching devices. For the asymmetric YJRs, the DOS peaks get smeared
out as the asymmetry between the two paths increases, see Fig. 6.15(b). Whereas for
symmetric YJRs the sharp DOS peaks are not correlated with conductance features[212],
in asymmetric systems pronounced transport reductions occur at elevated DOS values.
When considering the environment dependent (EDHI) approach, the electronic prop-
erties change considerable. The observed conductance oscillations using the EDHI scheme
(blue curve), are more pronounced as compared to those obtained via CHI calculations
(red). Due to the varying hopping energies, more phase modulations of the electronic waves
are induced leading to more transport reductions. When adopting the EDHI approach,
reminiscent metallic state DOS contributions are found inside the (10,0) gap correlated
with finite conductance values (marked by arrows), as illustrated in Fig. 6.15(d-e). We can
distinguish two types of electronic states: delocalized (stars) and localized defect states.
The extended state may be induced by the structural relaxing process, leading to quan-
tum delocalization phenomena, which allows electronic transport for energies close to the
(10,0) band edges. In contrast, localized defect states are observed near the bifurcations
and kink regions, as will be shown further on. Due to tunneling processes via these defects,
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Figure 6.15: Conductance and total density of states as functions of energy for (a) symmetric
936/936 and (b) asymmetric 936/922 metallic rings, as well as (d) symmetric 1036/836 and (e)
asymmetric 1036/828 semiconducting ones. Blue and red curves are for EDHI and CHI model
calculations, respectively. Green dashed lines depict the conductance of the pristine constituent
SWCNTs. Their DOS is shown in (c,f).
the effective YJR-brace barrier diminishes, leading to finite conductance values inside the
semiconducting gap.
6.6.3 Standing wave formation in YJRs
We will now have a closer look on the formation of the conductance oscillation due to
quantum interference effects. Interesting insights can be obtained by calculating the DOS
at all the atoms in the ring as a function of energy. In Fig. 6.16(a) a typical LDOS map of a
metallic 936/936 ring is depicted. The LDOS is averaged over a single ring layer and labeled
by the the indices on the x-axis. The bifurcation regions, labeled by the layer indices 0
and 36 can be easily determined due to the high LDOS caused by defective interface
states at the junction region. The LDOS of one of the two braces of the annular region is
shown in between them and the LDOS of the (18,0) stem to the left and right. Near the
Fermi-energy, well-defined narrow LDOS peaks are obtained as depicted in more detail
further on in Fig. 6.20(c). Interestingly, these toroidal peaks terminate with the entrance
of the first (18,0) vHs. Evidence of standing wave formation are highlighted through the
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LDOS contour plots in Fig. 6.16(a). They are a consequence of two counter-propaga-
ting waves interfering constructively at the injection point. High values of the LDOS are
represented by red regions. The evolution of the LDOS, layer by layer, may be used as
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Figure 6.16: LDOS energy contour plot in the EDHI approach of a symmetric metallic 936/936
as function of the ring layer index and energy. On laterals, the LDOS of the pristine constituent
tubes (18,0) [orange] and (9,0) [blue] are shown. The energies for the atomic structure maps (b)
convoluted with the LDOS are indicated on the left side in units of γ0.
a description of the electron wave characteristics inside the structure. Some remarkable
features observed in this analysis are the electronic wave-function reflections in the left
and right (18,0) stem taking place exactly at both Y-bifurcations and leading to typical
oscillatory LDOS patterns around the van Hove singularity (vHs) energies of the isolated
tubes (18,0), shown at the left panel of Fig. 6.16(a). For the ring region, a well defined
sequence of standing waves appears each time one passes through the energy corresponding
to a new vHs of the (9,0) tube (d=7A˚). Note that these modes do not contribute to the
transport through the ring system. The oscillation periods of the standing wave may be
inferred from these results. We plot in Fig. 6.16(b) some structure maps at particular
energy values, corresponding to typical standing waves and toroidal features. From top
to bottom we observe first a structure without any evidence of correlated LDOS/atom
features. The three subsequent YJRs illustrate the appearance of standing electronic
waves of 1st, 7th and 8th order. Due to the horizontal symmetry plane loss in zigzag YJRs,
an asymmetry in the first order wave can be observed when adopting the EDHI approach.
Furthermore, the low order waves exhibit a quite messy behavior because they turned
out to be more sensitive to slight local symmetry changes caused by bonding environment
taken into account in the EDHI approach. The higher order waves, indeed show very well
defined oscillations.
As discussed before, at the energy region close to EF = 0 sharp peaks appear in the
LDOS. The last two YJR structure maps, at energy values very close together and within
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this region, show the non- and appearance of an LDOS peak extended over the whole
ring region as well as a couple of layer inside the stem. This supports our assumption of
the toroidal nature of the nanosystems when analyzing the results shown in Fig. 6.15(a).
Furthermore, the energy separations of these peaks (see also Fig. 6.20(c) with more details)
correspond to the energy eigenvalue separation of a pure torus built by approximately 80
zigzag layers[21], demonstrating unambiguously the rich ring-like quantum interference
effects.
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Figure 6.17: LDOS map of an asymmetric metallic 936/922 YJR near the Fermi level using the
EDHI scheme. Left panel depicts the constituent pristine SWCNT LDOS of (18,0) as blue and
(9,0) as orange curves.
Thorough investigations are also performed on investigation of asymmetric YJRs.
As expected, destructive interferences are manifested in asymmetric rings. LDOS maps
of both braces of a metallic 936/922 ring are illustrated in Fig. 6.17 adopting the EDHI.
Differently to the symmetric example, the LDOS peaks found inside the rings are smoothed
out reflecting clearly the loss of a quasi-perfect annular geometry of the nanoring. In the
22-layered brace, as expected, less resonant states than in the larger branch are found.
When using the environment dependent description, kink defect states are present in the
middle of the 36-layered brace [Fig. 6.17(a)], compare also with the atomic structure in
Fig. 6.2(c). These defect states split the resonance cavity into two, as may be inferred
from the different numbers of LDOS peaks in each part of the brace.
We now turn to the analysis of symmetric semiconducting YJRs. Beside the asym-
metry due to the different branch diameters, the annular part is now composed of semi-
conducting tubes. The LDOS maps of both braces of a 1036/836 YJR, as a function of
the energy, are displayed in Fig. 6.18. The LDOS evolution can be taken to identify the
origins of the raised DOS and conductance through the system [Fig. 6.15(d,e)] as being
interface and defect states. For instance, the white arrows highlight the localized defect
states near both bifurcations, resulting in the finite conductance value marked by the
arrow in Fig. 6.15(d). The formation of standing waves inside the two arms is also evi-
dent. Again, the entrance of standing waves is observed exactly at the corresponding vHs
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Figure 6.18: LDOS map of a symmetric semiconducting 1036/836 ring for energies next to the
Fermi level. The laterals show the LDOS of the respective constituent pristine tubes, (18,0) [blue],
(10,0) [green, left], and (8,0) [red, right]. Lower panel: atomic structure map at the energy marked
by the black arrow.
energies of the constituent SWCNTs of the system (stems and ring), with no correlation
in between (see laterals). Thus, the appearance and quadratic dispersion of the standing
wave modes occur independently in both the loop branches. This is highlighted in the
atomic structure map in the lower panel of Fig. 6.18 corresponding to a quasi-standing
wave state exhibiting different numbers of nodes along each one of the branch paths. This
demonstrates that standing waves formed within such ring-like structures are very robust
upon configurational changes.
Associating the LDOS with the square of the wave functions, the oscillation periods
and the corresponding wave number, k, of the standing waves are calculated. The wave
number is given by kj = j · 2pi/L, with L denoting the arm length, and j the order of the
standing wave. The dependence of the wave number with energy is shown in Fig. 6.19 for
the EDHI (circles) and CHI (stars) approaches. The explicit correspondence between the
standing-wave numbers and the isolated tube LDOS, shown in the left panel of the figure,
is remarkable. Exactly at the pristine tube vHs energies a first order standing wave appears
(j=1). At the vHs, the derivative of the energy dispersion relation vanishes, corresponding
to a zero group velocity and thus the appearance of standing waves. Subsequently, the
standing waves disperse inside the LDOS tail to higher order standing waves. Using the
EDHI approach, one could observe a slight downshift of the energies when compared
to CHI, but contrarily to the conductance, both schemes result in quite similar global
behaviors. The eigenenergies of the standing waves are separated by several hundred meV
and disperse quadratically. A second order polynomial fits the standing wave dispersion
perfectly, as indicated by the fitted lines in Fig. 6.19. The small eigenenergies differences
and the sub-nanometer resolved localization of the LDOS maxima along the ring brace
raise the possibility of using the YJR as a nanoscale tunable electronic switching device
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Figure 6.19: Standing wave
dispersion as a function of en-
ergy for the symmetric 936/936
YJR: stars and circles corre-
spond to calculations with CHI
and EDHI approaches, respec-
tively. The solid lines are
2nd order polynomial fits of the
data.
by different couplings to attached objects. In the next section, we will discuss in more
detail the origin of the standing wave appearance.
6.6.4 Standing wave formation in quantum dots
The quadratic dispersion of the standing wave modes in Fig. 6.19 resembles the electronic
properties of quantum dots. Thus, we carried out a thorough comparative study of the
LDOS behavior in the corresponding finite-sized quantum dot presented in Fig. 6.4. A
detailed comparative view at both the LDOS evolution of a 18 → 936 quantum dot and
a 18 → 936/936 → 18 YJR is presented in the contour plots Fig. 6.20(a,b) and (c,d),
respectively. The resemblance of the well defined sequence of standing waves of both sys-
tems in Fig. 6.20(b,d) is remarkable. Both systems show the same quadratical wave mode
dispersion into the finite density of states tail with similar wave mode energy separations.
Thus, we may infer that the formation and dispersion of these modes are driven mainly
by a QD-like property. Although the electronic wave sense a quite different QD-junction
when compared to the YJR-bifurcation when traveling through the structure (see cross-
sectional view of Fig. 6.4), the standing wave evolution is almost entirely independent of
the different QD termination.
Near the Fermi-energy [Fig. 6.20(a,c)], a different behavior of both systems is observed.
A close-up of the as-described well-defined narrow LDOS peaks of the YJR is presented in
Fig. 6.20(c). On the other hand, the QD still exhibits a series of standing waves as shown
in Fig. 6.20(a). The differences in the behavior of both nanostructures are depicted in
more details in Fig. 6.20(e,f) for particular energy cuts, as marked by arrows. Harmonic
oscillations are found for QDs which are extended over the whole dot region, exhibiting
slightly raised LDOS (green, red) when compared to the featureless energy regions in
between (blue). In contrast, localized states near the Fermi level are found only in the
YJR structure. These ring-like peak features have a dozens of times higher LDOS extended
over the whole loop branch (red), as compared to the YJR plateau (blue). The differences
can also be visualized in the atomic structures convoluted with the LDOS in the top
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Figure 6.20: LDOS energy contour plots of a 936 quantum dot (a,b) and a metallic 936/936 ring
(c,d) adopting the EDHI approach. LDOS evolution (e) along a quantum dot as marked by arrows
in (a). Dashed lines indicate the LDOS plateau of the pristine constituent SWCNTs. (f) A typical
ring-like peak (-170meV , red) and the metallic plateau (-175meV , blue).
panels, where a third order standing wave mode appears in the QD map and, on the other
hand, an extended LDOS peak in the YJR.
Figure 6.21: Standing wave
dispersion relation; triangles and
spheres correspond to YJR and QD,
respectively. The solid lines corre-
spond to 2nd order polynomial fits
of the data. Harmonic Fabry-Perot-
like QD LDOS oscillations (gray
spheres) and unique Y junction ring-
like peaks (blue bars) are depicted
near the Fermi level. The CHI ap-
proach is adopted
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The explicit correspondence of the resulting quadratic dispersion relations of the QD
(red spheres) and YJR (blue triangles) in Fig. 6.21 is remarkable. For the sake of simplicity
we adopted the CHI approach. The low-energy YJR peaks terminating with the entrance
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of the first (18,0) vHs and the smooth QD oscillations extending to higher energies are
also depicted as blue bars and gray spheres, respectively. We thus conclude, that the high
energy standing wave evolution has a purely QD origin, whereas the low energy region
features are quite different and rich of quantum interference effects.
6.6.5 Fabry-Perot oscillations
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Figure 6.22: DOS and conductance Γ of a 18 → 936 quantum dot near the Fermi level. Blue
solid and red dashed curves correspond to the EDHI and CHI approaches, respectively. Dotted
orange curve shows the LDOS of the pristine (18,0) tube. The red spheres mark the energy of the
standing wave modes, whereas the green bars the eigenvalues of a finite (9,0) with 36 layers.
Finally we discuss in Fig. 6.22 the transport calculation results of the QD. Compar-
ative results for the total DOS of the system as well as the conductance are presented in
Fig. 6.22(a) and (b), respectively. Very interestingly, a finite DOS as well as finite con-
ductance Γ are observed near the Fermi level, contrarily to other proposed dots formed by
a mixture of tubes of distinct chiralities demonstrating the appearance of a conductance
gap[30, 194]. Our proposed QD as well as those cited QD systems have a finite LDOS
near the Fermi level, so a transport suppression due to a LDOS gap caused by the defect
region can be ruled out. This points to a symmetry origin of the conductance suppres-
sion in armchair/zigzag junctions[193]. Both zigzag SWCNTs composing our proposed
QD (2n, 0) → (n, 0)k → (2n, 0) have an n-fold symmetry axis. When the two tubes are
matched to form the junction, n pentagon-heptagon pairs are introduced at the interface,
which itself has n-fold rotational symmetry. Therefore, the matched junction is invariant
under rotations by 2pi/n. The two bands touching the Fermi-level are the ones with the
quantum numbers q = 2n/3 and q = 4n/3. Thus, in a (2n, 0) → (n, 0) heterojunction,
both energy bands have the same angular momenta and rotational symmetries. Conse-
quently, no total reflection of the electron wave occurs at the junction interface, as it is
the case of the reported dots in reference [30, 194].
The system shows a finite conductance with harmonic oscillations between one and
two channels. Furthermore, a sharp environment independent LDOS peak without con-
tribution to the transport is found around 0.55eV (star in Fig. 6.22) and is identified as
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an extended interface state in Fig. 6.20(a). The observed standing waves spread smoothly
over the dot region, differently to the sharp ring-like LDOS peaks of YJRs near the Fermi
level. These extended oscillating modes (red spheres) contribute to the formation of broad-
ened peaks in the DOS exhibiting a smooth oscillatory behavior completely correlated with
the conductance. The harmonic periodicity is demonstrated by the linear dependence of
the oscillation maxima as depicted by the gray spheres in Fig. 6.21. This Fabry-Perot
like interference effect was expected due to the finite channel size, see discussion in sec-
tion 2.3.3. Indeed, the discrete eigenvalues of a finite (9,0) quantum well are indicated as
green bars and identify these low-energy standing wave modes as a reminiscence of the
36-layered quantum well where multiple reflections at the junction interface lead to the
observed DOS and conductance oscillations.
7 Transport measurements
In this chapter we will present the first, preliminary transport results of SWCNT based
devices fabricated entirely in the IFW. As described in chapter 4, the tubes are grown from
pre-defined catalyst islands by CVD on a highly doped silicon substrate capped by a thick
thermally grown silicon dioxide layer and contacted via electron beam lithography, see
Fig. 7.1(a). The ready sample is then quickly characterized in a sample probe station with
gold needles (Karl Suss), as shown in Fig. 7.1(b). With the probe station, electrode pads
down to 10× 10µm2 can be contacted. The device is mounted on a common chip carrier
as depicted in Fig. 7.1(c) and bonded with thin gold wires to the bond pads of the carrier,
Fig. 7.1(d). The carrier is mounted in the cryostat sample holder and ready to be inserted
into a helium dewar, see further on Fig. 7.7(a).
7.1 Room temperature transport measurements of
SWCNT devices
Each chip consists of 25 devices with a total of 100 electrodes in a four-terminal con-
figuration as shown in Fig. 7.1(a). For a fast processing, the two-terminal resistance of
each device is determined in a sample probe station. Frequently, we obtain 1 to 4 tubes
contacted in parallel. Thus, most of the as-fabricated devices show metallic behaviors at
zero gate voltage. We choose a constant current setup to measure the V/I characteristics.
At room temperatures the curves are basically linear with slopes Γ = dI/dV ranging from
4. . .0.1 conductance quanta (Γ0 = 2e2/h). Typical two-terminal room-temperature mea-
surements of the current as function of the bias voltage Vds are depicted in Fig. 7.2(a).
Linear fits (solid lines) of the featureless data (symbols) give resistances between a few and
several hundred kΩ. The device resistances of some devices are merged in the histogram
in Fig. 7.2(b). The fraction of single tube devices is highlighted by the red bars. The
number of devices are summed up in ranges of the resistance quantum ρ0 = h/2e2 = 13kΩ
and the histogram shows that in most cases we obtain nearly transparent contacts. Most
single tube devices have conductances between 0.5 and 1Γ0, samples with several tubes in
parallel can have even lower resistances, down to 2.5kΩ.
Fig. 7.3 shows the transport response to a voltage applied to an underlying gate
(100nm thick oxide layer) for a device with a 2nm thick tubule. One observes a higher
conductance for negative gate voltages Vg. As already mentioned in section 2.4.1, most
SWCNT based devices fabricated similar to ours show a p-type behavior. Thus, in the
negative gate voltage regime, both semiconducting and metallic nanotubes contribute to
the conductance. In the positive regime, the gap of the semiconducting tubes lies in
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Figure 7.1: Sample mounting for transport measurements. (a) Four-terminal electrode config-
uration on top of a nanotube. Quadratic thin film catalyst islands on chromium markers are also
shown. (b) Sample probe station with optical microscope. (c) 24-pin chip carrier with mounted
sample. Background shows the beautiful view of my office. (d) SWCNT device with gold wires
bonded to the carrier.
the bias window eVds and the transport through the semiconducting nanotubes remains
blocked. The asymmetric non-linearity is contributed to at least one semiconducting tube.
For a sufficient high bias, the gap or barrier is overcome and these tubes contribute also to
the transport, cf. Fig. 2.6(d). The high ’off’-state conductance of Γ(Vg = 10V ) ≈ 0.45e2/h
can be assigned to the contribution of at least one metallic tube in the bundle.
Another very interesting feature is the appearance of a large hysteresis in Fig. 7.3(a)
when sweeping the gate voltage up and down. In the forward sweep direction, lower
threshold voltages are obtained when compared to the reverse direction, as marked by the
arrows. This effect occurs at ambient measurement conditions and can be exploited for
nanoscale chemical sensors[213] or molecular memory elements[214]. The large hysteresis
gap of ≈ 9V in Fig. 7.3(a) is mainly contributed to bulk oxide charge traps[214] or traps
caused by the presence of some monolayers of water molecules[215]. The traps are charging
and discharging slowly in time, an effect observable when changing the Vg sweep rate. In
our experiments we used a slow sweep velocity of 0.1V/s, leading to a larger hysteresis
gap[215]. However, this effect is not desired for nanotube-based field-effect transistors.
To get rid of the memory, devices are usually isolated from the environment by, e.g.
PMMA covering. At low temperatures, the trap hoppings ’freeze’ out and the hysteresis
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Figure 7.2: Transport results at room temperature. (a) Two-terminal measurements of some
SWCNT devices. Data is depicted by symbols, linear fits by the solid curves. The resistance is
given by the responding inverse of the slope R−1 = dI/dV and is listed in the inset. (b) Histogram
of the two-terminal resistances of SWCNT devices using Pd or Au as contact material. Mostly 1
to 4 tube devices were measured. Red marked bars correspond to single tube devices.
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Figure 7.3: Memory effect of SWCNT devices by sweeping the gate voltage Vg in ambient
environment. The sweep directions are marked in the images by arrows. (a) Measurements at
room temperature exhibit a large hysteresis gap. (b) Memory effect vanishes at T = 130K.
vanishes. In measurements at T = 130K, the hysteresis is largely suppressed, as clearly
demonstrated in Fig. 7.3(b) exhibiting no visible hysteresis gap.
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7.1.1 Removing redundant CNTs in ready devices
Due to the very long and curly nature of our as-grown CVD SWCNTs, it happens fre-
quently that some redundant CNTs short-cuts the electronic device as shown exemplarily
in Fig. 7.6(c). We prepared samples in two manners: pattering of the electrodes near the
pre-defined catalyst islands with the hope that only a few CNTs bridge the contacts or
on top of individual tubes with precise positioning via AFM or low-magnification SEM.
The blindly contacted samples consist of typically 1 to 4 tubes in parallel with diame-
ters between 0.7 and 2nm, as determined by AFM measurements and we obtained rarely
semiconducting transport features.
There are several easy methods to remove extra nanotubes. To obtain field effect
transistor properties, the metallic tubes in the device can be burn by applying short and
sufficiently high current pulses. The semiconducting tubes are afore depleted through the
gate voltage action[9]. The current as a function of the bias of another device with three
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Figure 7.4: Electrical burn-down of nanotubes. (a) V/I characteristics for different gate voltages
given in the image. (b) Fast burn-down by applying a constant current. The maximal supportable
current is around 14µA is marked by a sudden reaching of the maximum voltage set in priori.
Inset: Slow break-down curve of another device shows negligible dependence of the conductance.
Ic ∼ 32µA. (c) Pronounced semiconducting behavior after the burning process. (d) AFM images
reveal that two of the three contacting tubes have now small gaps along the tube axis, as marked by
arrows.
nanotubes contacted in parallel and a channel length of L = 150nm is shown in Fig. 7.4(a).
Different gate voltages (given in the image) lead to different transport responses. For a
negative gate voltage (blue), the current is linear with a resistance of 400kΩ. Increasing
Vg also increases the resistance and near Vg = 0 (red) we obtain R = 700kΩ with small
deviations from of the linear slope. For very positive gate voltages (green), the device ex-
hibits a well pronounced non-linearity. The non-linearity can be attributed to the presence
of semi-conducting SWCNTs as well as to a large asymmetric Schottky barrier. To burn
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selectively the semiconducting SWCNTs, the current is raised in constant steps with an
applied high positive gate voltage Vg = +20V , see Fig. 7.4(b). Breakdown occurs after a
saturation phase at a critical current of Ic ∼ 14µA. The bias current curves in Fig. 7.4(c)
show now a pronounced non-linear behavior. For positive gate voltages (orange), a large
non-conducting region, whereas for negative Vg (blue) a much higher conductance is de-
tected. The inset of Fig. 7.4(b) shows the dependence of the conductance on the bias of
another sample using Vg = +20V . Some conductance oscillations can be observed shortly
before breakdown at Ic ∼ 32µA. The graph shows a decreasing conductance with in-
creasing bias voltage. This can be related to an increase of electron-phonon scattering
and a corresponding self-heating[216]. Summing up, our tubes could withstand very high
currents. By assuming a cylinder of radius 0.7nm, the maximum current density j = Ic/A
of the SWCNTs can be estimated: j ≈ 1 × 10−8A/cm2 and j > 2 × 10−8A/cm2 for the
first and second device, respectively. This value is in the range of the reported data in
the literature[34] and indicates a good structural quality of our as-grown tubes. A careful
examination of the second device after burn-down revealed, that the nanotube could with-
stand the high current. Instead of that, the contacting material (a Pd/Au bilayer) melted
at the smallest parts of the electrodes along several µm. We are currently analyzing the
poor quality of this metallic bilayer. The topographic AFM images in Fig. 7.4(d) display
the first SWCNT device after breakdown. The location of the breaks can be easily iden-
tified as the points where the tube heights vanish and are marked by arrows. For most
of the (willingly or not) burnt nanotubes, the breakdown occurred approximately in the
middle of the tube channel, indicating that it is the result of nanotube bulk heating and
that the contacts act as heat reservoirs reducing the probability of breakdown in their
vicinity.
100µm 4µm
Electrodes
CNT-
Channels
(a) (b)
Figure 7.5: SEM images of an electronic device sustaining large currents. (a) Overview over the
large bond pads. (b) Close-up of the nanotubes bridging the gap between the pads. Co-Apoferritin-
assisted SWCNT synthesis was employed.
We also fabricated devices which can withstand very high currents. We contacted
many nanotubes in parallel by large electrode bonding pads of 300× 300µm2 with a small
gap of 1,2,4 and 8µm in between them, as shown in Fig. 7.5(a). The tubes bridging the
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contacts can be observed in the SEM image in Fig. 7.5(b). The SWCNTs are grown by
employing a substrate covered homogeneously with Co-Apoferritin. This electrode layout
can withstand currents up to mA.
To obtain individual tube devices, the most intuitive way is by ’scratching’ the tube off
the substrate with a hard cantilever using an AFM in contact mode. This method is rather
slow and cantilever-consuming but even tubes laying close together can be removed without
any further damage to the device channel tube. Another way of removing is by cutting the
2µm 2µm
10µm 10µm
(a) (b)
(c) (d)
Figure 7.6: H2O etching in environmental low-pressure SEM. The first tube (a) and second tube
(b) is cut at the arrows. A ready electronic device (c) is cleaned from contacting but unwanted
CNTs (d). A water pressure of 20 mbar and an etching dosis of approximately 10.000µC/cm2 was
used.
tubes with an focused gallium ion beam. However the role of the Ga ions implanted in the
substrate is not clear. A more controlled method is by oxygen etching in an environmental
SEM. We can operate our SEM at low vacuum in the presence of water vapor and at high
dosis, the e-beam brakes the water molecules. The resulting oxygen radicals etch effectively
the carbon present in the irradiation region. A sequence of successful cutting of nanotubes,
marked by arrows, is shown in Fig. 7.6(a,b). A water pressure of 20mbar, an etching dosis
of approximately 10.000µCoulomb/cm2 and an acceleration voltage Va = 5kV were used.
The ready device in Fig. 7.6(c) can be cleaned from the two redundant nanotubes outside
the channel region, as demonstrated in the resulting single tube device in Fig. 7.6(d).
The 2-terminal resistance augmented from 2.5kΩ to 250kΩ and showed a slight non-linear
behavior. We attribute this increase with side-effects of the removing operation when the
irradiating region is close to the remaining tube rather than with semiconducting behavior
of the remaining SWCNT. Currently we are improving the parameters and the preliminary
results are promising.
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7.2 Low temperature measurements
As already shortly introduced in chapter 2, many interesting physical phenomena are
expected at low temperatures, when the system’s dimensions are of the order of charac-
teristic length scales. Quantum effects such as Coulomb blockade oscillations, Kondo and
Fabry-Perot interference phenomena become observable at low temperatures. In fact, size
quantization should play an important role for a nanotube confined between two metal
electrodes. The finite-size nanotube actually acts as a zero-dimensional quantum dot with
a discrete energy level spectrum. The Coulomb repulsion energy Ec = e2/2C of the elec-
trons in the QD can be very high due to the low capacitance of the dot leading to a
vanishing current, also known as the Coulomb blockade regime.
Suitable devices are fixed and bonded at a sample holder in to order carry out low tem-
perature measurements. We experienced serious bonding (grounding) problems, so that
only a couple devices out of all Ohmical contacted SWCNTs could withstand the ultra-
sonic bonding treatment. Thus, our low-temperature measurements are only preliminary
results with the main observed effects reproducible among them.
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Figure 7.7: (a) Equipment for low-temperature measurements. (b) Resistance as function of
temperature of a SWCNT device for a constant current I = 10nA.
The bonded chip carrier is mounted in the low temperature sample holder, shown in
Fig. 7.7(a), and introduced into a helium dewar. Cooling to liquid helium temperatures
(4.2K) usually decreases the conductance. The temperature dependence of the resistance
of a sample with a room-temperature resistance of RRT = 82kΩ is depicted in Fig. 7.7(b).
A constant current of 10nA was used. The resistance increases slowly with the decreasing
temperature until a sudden augment in the resistance up to the order o MΩ can be
observed, marking the entrance of the Coulomb blockade (CB) regime. Another device
with more transparent contacts increased its resistance from 13kΩ at room temperature
to 200kΩ at 4.2K (not shown).
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Figure 7.8: Electric circuit
diagram of a SWCNT (d ∼
1nm) quantum dot of length L ∼
150nm. The QD is sandwiched
between source and drain elec-
trodes and the contacts can be
characterized by a RC junction.
The gate voltage Vg couples only
capacitively to the QD via the ca-
pacitance Cg.
I
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7.2.1 Theory of single electron tunneling
The electric circuit diagram for a SWCNT quantum dot is illustrated in Fig. 7.8, where
each contacts can be characterized by a RC junction. The underlying gate is assumed not
to contribute to the transport, i.e. Rc = ∞. The gate couples capacitively via Cg to the
dot and can be used to tune the electrostatic potential of the dot with respect to the leads.
The number of electrons on this QD has to be an integer N and the charge is quantized
and equal Ne, with e being the electron charge. If we allow now tunneling processes
from the electrodes into the dot, the number of electrons N adjusts itself to minimize the
energy. When adding an extra electron to the dot, the charge discontinuously increases
by e and the electrostatic potential is changed by the charging energy Uc = e
2
C , where C
is the capacitance of the dot[25, 45, 217, 218]. This charging energy becomes important
when it exceeds the thermal energy kBT . The second requirement is that the quantum
fluctuations of the electron number on the dot are suppressed. This is fulfilled when the
tunneling rate is very low. A typical time scale to charge or discharge the dot is ∆t ∼ RC.
The Heisenberg uncertainty relation yields ∆U∆t = e
2
2CRC & h which implies that R
should be larger than the resistance quantum ρ0 to omit quantum fluctuations over the
time scale of the measurements. The capacitance of a finite nanotube with length L and
diameter d can be approximated by a cylinder embedded in a dielectric of thickness t[215]
CCNT = 2pi0r
1
cosh−1(2t/d)
≈ 2pi0r Lln(t/d) . (7.1)
For the SWCNTs in typical devices, d ≈ 2nm, L ≈ 150nm and r = 4 the dielectric
constant of the t = 1µm thick silicon dioxide, one obtains CCNT ≈ 5.4aF and Uc ≈ 30meV .
Charging effects should thus be observable for temperatures below 60K for a 1µm long
device.
As the dimension of the system is decreased, the spacing ∆E between the discrete
energy levels are increased and may become observable at low temperatures. The level
spacing is easily calculated when remembering the linearity of the energy dispersion rela-
tion near the Fermi level around the K points (cf. Fig. 3.6). Assuming that the orbital
level degeneracies are lifted, the eigenenergies of the discrete spectrum of a SWCNT with
length L are separated by[33]
∆E =
hvF
4L
. (7.2)
The degeneracy may be lifted by disorder or by the contacts which may couple differently
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to the two orbital states. For typical device lengths of L = 150nm, this amounts to
∆E = 5meV .
A simple model to understand electronic transport through a QD is the constant
interaction (CI) model. Two assumptions are done: First, the coupling of the system
to the outer world can be described by a single capacitance C = Cs + Cd + Cg and all
the Coulomb interactions of the electrons on the dot are captured by C. The resistance
of relevance for the suppression of the quantum fluctuations is now that of the tunnel
barriers. Second, the discrete energy spectrum of the dot as well as the capacitance are
independent of the number of electrons in the dot and the applied bias[219–221].
Figure 7.9: Schematic diagram of the Coulomb blockade regime. The quantum dot is isolated
from the source and drain electrodes by two tunnel barriers. (a) The QD has N electrons and
for low source-drain bias, the transport through the QD is blocked due to the charging energy.
(b) The electrochemical potential of the QD may be changed by the action of a gate voltage Vg.
Eventually, the Nth level lies within the bias window µs − µd = eVds and an onset of a sequential
single electron current is detected. The number of electrons in the dot can alternate between N and
N-1. (c) Further augment of Vg shifts the discrete dot level out of the bias window and transport
is prohibited again. The number of electrons on the dot remains constant at N-1. (d) High bias
voltages also allow transport events. A two electron tunneling situation is depicted. (e) Typical
experimental result of the SET effect demonstrating one of the well-defined conductance peaks as
function of Vg in the linear transport regime (I=2nA) at 4.2K.
Applying a voltage Vg to the gate, the electrostatic energy of the dot can be changed
continuously and induces an effective continuous charge CgVg. By sweeping this voltage
the induced charge will be compensated in periodic intervals by tunneling of discrete
charges onto the dot, as already shortly introduced in section 2.3.1. A detailed scheme of
this effect is given in Fig. 7.9(a-c) in the linear transport regime, i.e. Vds  ∆E/e, e/2C.
In Fig. 7.9(a), the dot is charged with N electrons. To add one electron one has to pay the
Coulomb repulsion Uc which would raise the energy above the energy of the reservoirs. A
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tunneling process is thus prohibited. Fig. 7.9(d) is an experimental measurement of the
conductance as function of the gate voltage taken at 4.2K and demonstrate a vanishing
conductance in case (a). By changing Vg, eventually the next levels gets aligned with the
electrochemical potentials of the reservoir µs ∼ µd. In this condition, shown in Fig. 7.9(b),
the numbers of electrons in the dot can alternate between N and N − 1. This charge
degeneracy leads to a finite current flow and a peak in the conductance. When the dot
is charged with N electrons, this electron has to tunnel first to the drain before a new
electron can tunnel onto the dot. This regime is also called sequential tunneling. Upon
further increase of the gate voltage, the levels get misaligned again and the dot is left with
a constant number of N − 1 electrons, see Fig. 7.9(c). Again, transport is energetically
forbidden. This process, where the current is carried by successive discrete charging and
discharging of the dot is known as single electron tunneling (SET).
The total energy of a dot with N electrons and an applied voltage Vds to the source
(with the drain grounded, see Fig. 7.8), is given in the CI model by[219]
U(N) =
[
− |e|(N −No) + CsVds + CgVg
]2
2C
+
N∑
n=1
En , (7.3)
where −|e| is the electron (or hole) charge and No the number of electrons in the dot
at zero gate voltage. The last term of eq. 7.3 is a sum over the occupied single-particle
energies En with the level spacing ∆E = En − En−1. In the linear transport regime
(Vds ≈ 0), the electrochemical potential µQD(N) of a dot with N electrons is then
µQD(N) = U(N)− U(N − 1) =
(
N −No − 12
)e2
C
− eVgCg
C
+ EN . (7.4)
The energy Eadd required to store an additional electron on the dot follows directly as the
difference of these potentials:
Eadd = µQD(N + 1)− µQD(N) = ∆E + e
2
C
. (7.5)
It is worth mentioning, that the energy of the charging energy Uc always have to be paid,
but the level spacing energy only if the electron is stored in a new level[51, 222]. We
assume non-degenerated levels in our devices so that both energies are required to store
an additional electron on the dot, as indicated in Fig. 7.9(a). In the high bias regime,
tunneling is possible, when one or more levels are in the bias window eVds. Fig. 7.9(c)
depicts exemplarily the case of current carried by two electrons.
When the action of the gate voltage aligns the next energy level with the reservoir
level, the electrochemical potential of the dot is changed from the Nth to the (N + 1)th
on-state and thus µQD(N,Vg) = µQD(N + 1, Vg + ∆Vg). Using eq. 7.4 and eq. 7.5, we
obtain for the distance in the gate voltage ∆Vg between the Coulomb oscillations:
∆Vg =
C
Cg
Eadd
e
. (7.6)
The pre-factor α := Cg/C ≤ 1 is a measure of the coupling strength between the QD and
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the gate. It converts a change in the gate voltage into a change in the electrochemical
potential of the QD. For large islands, i.e. vanishing energy splitting ∆E ∼ 0, the classical
capacitance-voltage relation for a single electron charge is obtained, ∆Vg = e/Cg.
7.2.2 Measurements of the Coulomb blockade regime at 4.2K
The above developed theory allows us to interpret our low-temperature data. Transport
measurements of a short channel SWCNT quantum dot at liquid helium temperature of
4.2K using a current source is shown in Fig. 7.10. The device consists of two SWCNTs
with diameters of d = 1.5nm which are contacted in parallel and is fabricated on top of a
thick oxide layer (1µm SiO2). Well separated CB peaks are obtained in the conductance
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Figure 7.10: Coulomb blockade oscillation measurements at 4.2K of a short channel SWCNT
quantum dot. (a) Conductance vs. gate voltage Vg exhibits well pronounced CB peaks. A constant
current source was used. (b) Augmented region around Vg = 7.6V . (c) Bias voltage Vds data
showing the CB oscillations.
in Fig. 7.10(a) as a function of the gate voltage. The featureless room temperature data
is shown as a dashed green line. The linear transport regime is assured by applying a
current of 2nA (blue) and 5nA (red). Nevertheless, our present measurement setup does
not allow the application of constant low bias voltages, so that instead of measuring along
a horizontal cut of the two-dimensional conductance map, we probe the sample along the
edges of the Coulomb diamond in Fig. 2.3(c). For values of Vg corresponding to peaks,
conductances up to the order of e2/h could be detected, whereas in the blockade region
the resistance is several magnitudes higher. The two curves obtained by using different
currents basically show the same behavior. Several sweeps of the same device in the same
conditions always yielded the same CB-like oscillatory features. The obtained bias voltage
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response is shown in Fig. 7.10(c). An augmented region around three typical CB peaks
is exhibited in Fig. 7.10(b). From this, the large gate voltage spacing ∆Vg ≈ 1V can be
deduced.
- 4 0 - 3 0 - 2 0 - 1 0 0 1 0 2 0 3 0 4 0
- 4 0
- 2 0
0
2 0
4 0
I (n
A)
V d s  ( m V )
 4 . 2 K  V g = 7 . 1 V 4 . 2 K  V g = 7 . 6 V 3 0 0 K
2 E a d d / e
Figure 7.11: Coulomb blockade switching property at 4.2K. Blue curve was taken at Vg deep in
the blockade region, whereas the red curve near the optimal on-state exhibit SET. Both voltages are
marked with arrows in Fig. 7.10(b). The room temperature data is given in green. In all cases,
one back and forward sweep is shown.
We investigate now the I-V characteristics at the on- and off-state of the device.
Fig. 7.11 shows the current vs. bias voltage at two fixed gate voltages, as indicated by the
arrows on top of Fig. 7.10(b). Vg = 7.6V (red) corresponds to a conductance peak whereas
Vg = 7.1V (blue) lies approximately in the middle between two CB peaks. For comparison,
the room temperature data is also shown as the green, linear curve. The first red curve
represent the on-state of the device and SET is taking place. The curve is approximately
linear with a slope of 0.1Γ0. This means that the data correspond to a situation with Vg
near but not at a gate voltage with optimal aligned levels. As shown in Fig. 7.10(a), the
maximum possible conductance at this peaks is around half Γ0. This could explain the
steps observed in the conductance corresponding to excited states as introduced above.
Another possibility is that CB traces of the second tube contacted in parallel are detected.
The situation deep inside the Coulomb blockade is depicted by the blue curve in Fig. 7.11
exhibiting a strong non-linear slope with a large transport suppression region. The width of
the transport suppression is an estimate of the energy to add an additional electron on the
dot, 2Eadd, as indicated in Fig. 7.11. We obtain 2Eadd = 70meV with a small asymmetric
shift of +5meV which is contributed to the capacitive coupling of the source Cs, drain
Cd and gate Cg electrodes to the SWCNT[51]. The required charging energy is then, cf.
eq. 7.5, Uc = Eadd − ∆E ≈= 30meV . The total capacitance can be estimated through
the charging energy and is approximately C ≈ 5.3aF . This value is nearly identical to
the capacitance obtained through geometrical estimations, cf. eq. 7.1. Using eq. 7.6, the
gate coupling factor α can then be estimated as α = Cg/C = Eadd/e∆Vg ≈ 0.04. This
indicates a rather weak gate-to-dot coupling which we contribute mainly to the thick oxide
employed. The gate capacitance is very low and approximately Cg = αC ≈ 0.2aF .
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Figure 7.12: I-V and conductance characteristics for different gate voltages in the Coulomb
blockade regime at 4.2K. Two sweeps are shown.
At intermediate gate voltage values, we obtain rich I-V characteristics. Fig. 7.12 shows
the transport measurements for a device with a floating gate value under the same bias
conditions. This means, that the effective gate voltage at open circuit changes due to
charging slowly in time. The features can be understand when comparing the data with
horizontal cuts of the conductance map in Fig. 2.3(c). The capacitance in Fig. 7.12(b)
is calculated by the numerical derivative of Fig. 7.12(a). We observe again the linear
conducting case of SET effects (blue) as well as transport suppression demonstrated by
the large conductance gap (red). For intermediate states (green), we obtain staircase-like
responses of the conductance which we identify as the contribution of excited states. Sum-
marizing, we could fabricate SWCNT devices where we set up, carried out and improved
all the required processing steps. Our samples show nearly transparent contacts as well
as interesting low temperature quantum phenomena.
7.3 Non-carbon nanostructures
The active synthesis group at the institute frequently furnishes us with new one-
dimensional nanostructures of varied composition. Just to state a few, we are able to
produce MWCNTs, vanadium oxide nanotubes or -scrolls and manganese dioxide nano-
tubes. All tubes can be filled or intercalated with varied materials such as iron, potassium
of lithium. The samples usually consist of larger diameter tubules which facilitates the
separation due to a smaller van-der-Waals like attraction energy. The as-synthesized tubes
are dispersed in ethanol or dichloroethane (C2H4Cl2, from VWR), drop-coated onto a sub-
strate with pre-defined marker structures and dry-blown with clean nitrogen. The lengths
of several µm and diameters between 10 to 100nm allow an easy, fast and quite precise
imaging in an optical microscope, as depicted exemplarily for a 13nm thick MnO2 nanowire
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in Fig. 4.1.
7.3.1 Transport properties of non-carbon nanostructures
Much effort has been done in the field of oxide nanostructures. The interesting magnetic
properties of the bulk materials are very promising to search for new magnetic effects
in low-dimensional systems. Manganese dioxide can have many polymorphic forms with
very distinct properties. It gained a lot of attention due to its application as electrodes
in layered MnO2/lithium batteries[223]. One-dimensional single crystal structures can be
synthesized following a low-temperature hydrothermal and soft chemistry method. The
detailed description can be found elsewhere[224, 225]. A typical TEM image of an as-
produced MnO2 nanotube is depicted in Fig. 4.10(b). A detailed analysis of the TEM
images reveals that mainly (body-centered cubic) α-MnO2 nanotubes and nanorods were
synthesized.
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Figure 7.13: Transport properties of manganese dioxide nanotubes. (a) Topographic AFM image
of a MnO2 device with 4 top electrodes. (b) Height section across the tube of dot region 1-3 and
in the right region. (c) Two-terminal non-linear and (d) four-terminal linear I-V characteristics
of some devices. The two center electrodes are taken as voltage probes. The lines are linear fits to
the data. (e) Temperature dependence of the resistance for I = 20nA of the MnO2 device shown
in green in (c). Inset: logρ versus 1/T .
An as-fabricated 4-terminal MnO2 device is shown in the topographic AFM image in
Fig. 7.13(a). The nanotube is divided by the four electrodes into three quantum dots of
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length L = 450nm. The tube diameters in the three section and on the right side are
determined by AFM. The height profiles of the tube, as indicated in (a), are exhibited
in Fig. 7.13(b). As clearly shown, the tube diameter changes along the tube axis up to
one forth, an effect found in most investigated tubes. Diameters between 10 and 25nm
are determined, consistent with TEM studies. Fig. 7.13(c) displays two-terminal transport
measurements at room temperatures for various devices at the central dot 2. A pronounced
non-linearity can be observed. On the other hand, the corresponding 4-terminal results
of the same devices are very straight, further demonstrated by the linear fits to the data.
The two outer electrodes are used to inject the current into the nanostructure and the two
inner electrodes to probe the voltage drop along dot 2. As (approximately) no current
flows through the voltmeter, the contact resistances are cancelled out in the measurement
and from the inverse of the slope, we obtain the respective resistances. The resistance
of the same dot drops about one order of magnitude in the four-point results R4p when
compared to the two-point measurements R2p, which is actually the result of the sum over
the resistances of both contacts Rc plus the three dots 1-3. By assuming equal values for
the contacts as well as for the dots, we obtain R2p = 3R4p + 2Rc. This means that the
contact resistance is of the same order than R4p ∼ 1MΩ. This is verified in three-point
measurements of devices with six and more electrodes. We assume, that the low contact
transparency can be attributed to a large mismatch between the work functions of the
nanorod and the electrodes (Pd, Cr or Au). Another possibility of the poor contacts
could be a disturbed crystal structures at the contacting region. Indeed, the TEM images
indicate that the outermost ’shells’ of the wire do not exhibit the same regular crystal
structure as the center region. This transport barrier is responsible for the non-linearity
of the two-probe measurements.
The obtained resistances R4p lie between 0.5 and 5MΩ. The apparent discrepancy
of these values is lifted upon detailed examination of the tube diameter by AFM means.
Exemplarily, we discuss the samples with the two R4p-extrema. The device with the
highest resistance, R4p = 5.3MΩ, corresponds to the red curve as well as the displayed
AFM image in Fig. 7.13(a). From this we can estimate the resistivity, ρ = R·AL = 0.16Ωcm,
using the device length L = 450nm and the diameter of dot 2, d = 13nm. The tube
diameter of the device with the lowest resistance, R4p = 0.5MΩ, is determined being
d = 23nm and we obtain ρ = 0.046Ωcm. The resistivity of the bulk mother compound,
the layered MnO2, is reported in the range from ρ = 0.1 to 105Ωcm[226–228]. Thus, our
synthesized one-dimensional MnO2 nanowires represent a lower resistivity limit, indicating
a structural good quality.
We also probed the magneto-transport and applied magnetic fields up to six Tesla.
No visible changes in the magneto-resistances are obtained at room temperature. Mag-
netization measurements have been performed on these MnO2 nanowire samples using a
superconducting quantum interference device (SQUID) magnetometer (Quantum Design
MPMS XL5 ). The applied field was B = 0.1 Tesla and the data were obtained in the
temperature range from 2 - 320K. The results show a magnetic phase transition at around
18K, presumingly from paramagnetic to antiferromagnetic. At even lower temperatures
(2K), a transition to the ferromagnetic phase is identified[229]. In order to observe its
effect on the transport properties, we cooled down the sample corresponding to the green
curves. Fig. 7.13(e) demonstrate a strong increase of the resistance R2p upon decreasing
temperature. We are not sure if this effect is to contribute solely to the contact barriers or
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if the conductance channels of the MnO2 nanowires also freeze out very fast. For layered
bulk compounds, an exponential dependence of ρ is expected as function of 1/T , because
the layered MnO2 compound is believed to be a compensated semiconductor with electrons
and holes as carriers[227]. The inset of Fig. 7.13(e) shows roughly this behavior which we
contribute to the presence of a near insulating contact barrier. When extrapolating this
curve to low temperatures, we have to deal with contact resistance over 10GΩ already
around T = 40K, inhibiting a meaningful transport characterization of MnO2 devices
near the phase transition temperature. Currently, we are trying to improve the contact
resistances by a post-fabrication heat treatment.
8 Conclusions & Outlook
In the course of the work of this thesis, several very important topics were ad-
dressed. Recently large nanotube-based macro-molecules were observed for the first time
and pointed to a new ring-like structure. The experiments provide an advance in the
fabrication of transport devices. The Theory to describe the ring like structures was
fine-tuned.
8.1 Conclusions
In the theoretical part, we investigate two apparently quite different interferometric struc-
tures, namely a Y-junction ring and a quantum dot. Calculations with regards their
mechanical as well as electronic properties were conducted. The annular YJR consists of
a metallic single-wall carbon nanotube stem which bifurcates into two branches which are
joined again. Six heptagons at each bifurcation region are required as topological defects
to permit the change of the cylindrical shape resulting in a three terminal junction. We
concentrate mainly on zigzag (n, 0) SWCNTs due to the easy theoretical modelling as well
as the possibility to tune the metallic nature depending solely on geometrical configura-
tions. The influence of different asymmetries on the transport can then be determined: the
lengths of the branches can be different, yielding an asymmetric ring, or equally, resulting
in a symmetric ring. For very asymmetric systems, the longer branch appears buckled
and a pronounced kink region is formed in the middle of the branch. Furthermore we can
investigate different branch radii as well as semiconducting tunnelling loops. The quan-
tum dot is modelled by two heterojunctions where a finite (n, 0)k SWCNT is sandwiched
between two metallic (2n, 0) stems. A ring of n heptagons, followed by n pentagons results
in the drastic diameter change required to build the quantum dot.
For the first time, the formation of the newly proposed YJR could be unambigu-
ously proven through observations in a high resolution transmission electron microscope.
The asymmetric SWCNT loop with approximately 6A˚ in diameter and 18nm in length
is connected to two SWCNT stems of around 14A˚. Upon electron-beam irradiation in a
high temperature environment (800◦C), one clearly notices a merging process between the
braces of the system, leading to a less asymmetric structure. After 90 seconds of irra-
diation we end up with a symmetric YJR. The reshaping process releases the potential
energy contained in the compressed bigger branch, resulting in equal branch lengths. Dur-
ing the merging process, carbon atoms are knocked out of the tube walls by the intense
electron-beam irradiation. The high-temperature environment allows the remaining car-
bon atoms to anneal and reconstruct the sp2 lattice, leading to an overall reshaping of
the systems geometry. The merging process can be stopped at any time and therefore,
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ring-like SWCNT structures with defined symmetries can be realized upon electron beam
irradiation at high temperatures in a controlled manner in relatively short periods of time.
We first determine the structural properties of these systems. To model the mechan-
ical properties, Monte-Carlo simulations are performed with the Metropolis algorithm,
using canonical or isothermal-isobaric ensembles. The system’s energy is calculated with
an empirical semi-classical potential proposed by Tersoff and the structural stability is
compared with the pristine SWCNT counterparts. The influence of high temperatures
on the atomic configurations are investigated upon raising adiabatically the temperatures
letting the system relax completely before initiating the next temperature step. The struc-
tural changes are monitored by the change of neighbors of each atom and the resulting
atomic configurations are visualized. The simulations indicate that smaller YJRs have
lower formation energies, but are more sensitive to the higher temperature environment.
A polymerization followed by a coalescence process of the branches of a symmetric YJR
is observed at very high temperatures, resulting in a single tube with the stem’s diameter.
The kink region of asymmetric YJR welds at elevated temperatures forming an area with
a lot of defects and upon rising the temperature, the branch ruptures starting at this
region. On the other hand, bigger structures are more robust: only polymerization and
kink welding is observed in symmetric and asymmetric rings, respectively.
We investigated the mechanical stability by loading an uni-axial tensile strain upon
the structures and comparing the critical strain of YJRs with their pristine counterparts.
The MC simulations indicate that the YJRs behave as brittle systems which rupture,
always, at the bifurcation regions due to the topological heptagon defects. The rupture
process starts when one or more heptagons begin to open resulting in a fast propagating
of higher-order polygons around the tube axis. Very interestingly, even in the presence
of these topological defects, the critical strain values of symmetric YJRs are of the same
order of the pristine counterparts, indicating a very stable ring-like system. The complete
fracture of asymmetric YJRs is a two stage process where first the short branch breaks at
lower strain values than the pristine SWCNTs. Smaller diameter rings show comparable
microscopical fracture details and mechanical stabilities.
The electronic properties of the systems are described by a tight-binding Hamiltonian
adopting a single pi band approximation. The other σ orbitals are easily included by
extending the matrix to a 4×4 matrix, but they are omitted for the sake of computing time.
The topological defects are directly incorporated by the Greens function renormalization
formalism defined entirely in the real space. The electronic properties, such as density of
states and conductance, are calculated using the Landauer-Bu¨tiker description. We obtain
very different transmission probabilities depending on the symmetry of the loop branches.
Symmetric rings show the constant SWCNT two channel plateau near the Fermi level
with some smooth Fabry-Perot-like oscillations superposed. For all metallic symmetric
rings, they lead to a reduction of half the available channels. Sharp peaks are observed
in the density of states and identified as being reminiscent effects of the eigenvalues of
the torus of the YJR’s central part. This picture changes completely when considering
asymmetric YJRs. Transport suppressions are obtained correlated with DOS maxima and
identified as the quantum interference effects of the phase shift the electronic wave acquires
when travelling along the two branches with different lengths. These destructive quantum
interference always lead to a complete transport suppression at determined energy values
- depending of the system’s structural configuration. Thus, asymmetric YJRs can be
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tuned from metallic to semiconducting by Fermi level shifts and electron wave quantum
interference effects. As expected, YJRs with a semiconducting central loop exhibit a clean
transport gap corresponding to the larger semiconducting branch.
We extended the constant hopping integral approach by taking into account the atomic
structure details leading to a more realistic description of macro-molecules with topolog-
ical defects. For this purpose, the hopping integrals are scaled by the distance variation
and bonding environment. This led to a more pronounced quantum interference oscilla-
tion and transport suppression. Furthermore, the gap of a semiconducting loop is filled by
defect and extended states. A finite tunnelling probability mediated by these environment
dependent states is observed. Both approaches result in very robust standing wave forma-
tions inside the central loop. A well defined sequence of standing waves appears each time
one passes through the energy corresponding to a new one-dimensional van-Hove singular-
ity. These modes do not contribute to the transport through the ring system and disperse
quadratically. The origin of these modes are identified through a comparative study of
the electronic properties of a finite quantum dot with similar constituent SWCNTs. As
the standing wave dispersion in the QD is nearly exactly the same of the YJRs, we may
conclude, that these higher-energy modes are reminiscent oscillations caused by the finite
nature of the loop branches sandwiched between the stems. Instead of the low-energy
DOS ring-peaks, harmonic Fabry-Perot conductance and DOS oscillations are observed in
QDs. The sub-nanometer resolved oscillation maxima and low energy spacing make these
interferometric structures promise candidates for a nanoscale tunable electronic switching
device by different couplings to attached objects.
We succeeded with the first experimental transport devices fabricated entirely at the
IFW Dresden. For this purpose we carried out a thorough study of the SWCNT synthe-
sis via catalytic chemical vapor deposition as well as the characterization of the result-
ing SWCNT material by different microscopical and spectroscopical means. Thick, well
aligned SWCNT forests of several hundred µm in length could be produced by using mul-
tilayer thin film catalysts and cyclohexane as the liquid carbon source. Homogeneously
dispersed catalyst particles initiating the synthesis of very long individual SWCNT are
obtained by Ferritin as well as cobalt inserted Apoferritin solutions using methane as car-
bon feedstock. Individual SWCNTs are growing off pre-patterned catalyst islands using
wet chemistry catalysts as well as ultra-thin cobalt or iron films employing ethanol or
n-heptane as carbon source. The presence of SWCNTs is determined by the appearance
of a radial breathing mode in resonant Raman spectroscopy and directly visualized in a
transmission electron microscope. The as-grown individual tubes without need for prior
purification treatments are suitable for inclusion in transport devices. The position and
diameter of the tubes laying on the clean silicon oxide substrate can be precisely deter-
mined by atomic force microscopy. The electrodes are patterned on the top of the tubes
using a new electron beam lithography setup installed during the course of this thesis.
The as-produced nanotube devices with gold or palladium contacts show a linear current-
voltage behavior with resistances between some units and hundreds of kΩ. They can
withstand currents of several tenths µA corresponding to maximal current densities of at
least 2×10−8A/cm2. In devices comprising semiconducting nanotubes, the memory effect
in the conductance upon sweeping the gate voltage is observed. At low temperatures,
the Coulomb blockade regime is observed for devices with opaque contacts. Pronounced
Coulomb blockade peaks in the conductance corresponding to single electron tunneling are
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obtained at 4.2K. Individual tube devices are obtained by the controlled oxygen etching of
redundant nanotubes in an environmental SEM. Furthermore, non-carbon nanotubes were
also integrated into electronic devices. MnO2 nanotubes show linear I/V characteristics
in 4-terminal measurements with a resistivity around 0.1Ω/cm.
8.2 Outlook
What comes next?
In the future work, the aim will be the reduction of the contact resistances down
to the order of a resistance quantum of individual tube devices. Different lithography
parameters as well as different resist types will be tested to diminish any residue polymer
layers between the nanotube and electrode metal. The influence of the CVD synthesis
parameters will be analyzed with respect of the deposition of amorphous carbon on top of
the tubes as well as structure quality suitable for transport measurements. Transparent
contacts enables the observation of Fabry-Perot-like interferences and we want to examine
the influence of the nanotube channel length on the oscillation effects.
Further important insights can be gained by the action of a dopant. A thorough study
of the influence of lithium or potassium as n-type dopant on the electronic properties of
the as-fabricated nanotubes will be carried out. The dopant intercalation will be done in
an ultra-high vacuum environment with subsequent thermal equilibration and evaporation
of redundant dopant atoms. We expect semiconducting/metallic transitions due to Fermi-
level shifts. Insulating non-carbon nanotubes could thus be triggered to the metallic
state which is not accessible to a finite gate-voltage action. The developed processing
route allows the fabrication of free-standing nanotube devices on thin membranes for
combined TEM and transport measurements. New findings of the role and positions
of the dopant atoms could be gained by observation of conductance changes together
with direct visualization in TEM micrographs upon step-wise doping. The suspended
SWCNT synthesis may allow us to fabricate the already observed ring-like interferometric
structure by contacting preferentially crossing nanotubes with subsequent merging in a
transmission electron microscope using a high-temperature environment, similar to the
reshaping process discussed in section 6.3.
The theoretical model can be easily extended to include the effects of a magnetic
field ~B = Bzˆ. The equilibrium atomic positions of the relaxed YJR structure can be
directly used in the calculation of the electronic properties of the ring-like system with a
penetrating magnetic flux. The phase shift (cf. eq. 5.21) between two orbitals located at
the cartesian coordinates ~Ri and ~Rj is obtained according to the general formula
∆G~Ri ~Rj = B ·
2pi
φ0
∆y
xi + xj
2
. (8.1)
We expect very interesting Aharonov-Bohm like electron interference effects in the presence
of an external magnetic field for otherwise un-observable SWCNT-based devices and hope
to verify the theoretical predictions in experiments.
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