Abstract. We give a survey of recent methods to construct Lagrange interpolation points for splines of arbitrary smoothness r and degree q on general crosscut partitions in IR 2 . For certain regular types of partitions, also results on Hermite interpolation sets and on the approximation order of the corresponding interpolating splines are given.
Introduction
We consider bivariate spline spaces of the following type. Let a convex compact region 2 IR 2 be given, which is subdivided by a nite number of straight lines (crosscuts) into convex subregions fTg, called a partition of . The space of all functions s 2 C r ( ), whose restriction to each T is a bivariate polynomial of degree q, is denoted as the spline space S r q ( ).
In Section 2, a construction method for point sets fz 1 ; : : : ; z dim S r q ( ) g on a general partition , which admit unique Lagrange interpolation w.r.t. S r q ( ), is described.
The construction of Hermite interpolation sets (which can be considered as limits of Lagrange interpolation sets) for certain rectangular types of partitions , denoted as 1 resp. 2 partitions, is given in Section 3. Here, 1 denotes the partitions where to each subrectangle the same diagonal is added, while 2 means that both diagonals are added.
We also give results on the approximation order of the interpolating spline function. The approximation order for S r q ( 1 ) equals q + 1 (which is optimal), if q 3:5r + 1, r 1, and q, if r = 1 and q = 4. For S 1 q ( 2 ), we get the optimal order q + 1, if q 4, and the order q, if q = 2; 3. A. The space of bivariate polynomials~ q . It is well known that dim~ q = ? q+2 2 , and a basis of~ q is given by fx i y j : i 0; j 0; i + j qg :
Interpolation sets for~ q can be obtained in the following way (see, for example, N urnberger 11]). Let 0 ; : : : ; q be distinct parallel lines and z i;0 ; : : : ; z i;q?i distinct points on i , i = 0; : : : ; q (see Fig. 2 Fig. 2.3 . We note that there is some freedom in choosing basis functions in B. and C.
of Theorem 2.1 since there are two possible spaces of truncated powers T r q with respect to a given crosscut, and also the rays which de ne cone splines can be choosen di erently. On the other hand, the interpolation points of type A, B and C cannot be freely combined to obtain a Lagrange interpolation set for S r q ( ). A method to assign a type A, B or C to each cell of the partition so that the combination of corresponding interpolation points on the cells is an interpolation set for the whole spline space was proposed by N urnberger & Riessinger 13,14] for rectangular partitions with diagonals and extended to arbitrary crosscut partitions by Adam 1] . Their construction depends upon an order of the cells which is the natural ordering with respect to rows and columns in the case of rectangular partitions. We now describe this order in the general case of crosscut partitions (see Adam 1] ).
The lexicographical order of the points in IR 2 is de ned as follows. Given two points z 0 = (x 0 ; y 0 ); z 00 = (x 00 ; y 00 ) 2 IR 2 we say that z 0 z 00 if x 0 < x 00 or (x 0 = x 00 and y 0 y 00 ) :
As usual, z 0 < z 00 if z 0 z 00 and z 0 6 = z 00 . For any compact set K IR 2 , m(K) 2 IR 2 denotes the minimal point of K with respect to the lexicographical order.
The total order of cells T 2 T of the partition is de ned as follows. In the case when m(T 0 ) < m(T 00 ) (in lexicographical order), T 0 ; T 00 2 T , we set T 0 < T 00 .
In the case when several cells have the same minimal point m, they are situated to the right of m and separated from each other by ray segments originating at m. Therefore, they can be ordered either clockwise or counterclockwise. We choose every time one of these two orders according to the following rule: 
Approximation Order of Bivariate Spline Interpolation
In this section we consider spaces of bivariate splines with respect to special crosscut partitions 1 . We rst describe these Lagrange interpolation sets for S r q ( 1 ). Then, by \taking limits", some Hermite interpolation sets are obtained, such that interpolation at them yields (nearly) optimal approximation order, under some restrictions on r and q.
For constructing Lagrange interpolation sets for S r q ( 1 ), q 4, we describe four basic steps. For an arbitrary subtriangle T of the partition 1 , one of the following steps will be applied to T. ( Given a partition 1 , we apply the above steps to the subtriangles of 1 as indicated in Fig. 3 .2, where we choose horizontal, vertical and diagonal line segments as indicated in Fig. 3 .1. The following construction of Hermite interpolation sets for S r q ( 1 ), which yields (nearly) optimal order approximation, was given by N urnberger 12] for r = 1 and by Davydov, N urnberger & Zeilfelder 8] for r 2.
Let a su ciently di erentiable function f 2 C( ) be given. In order to de ne Hermite interpolation conditions for a spline s 2 S r q ( 1 ), where q 4 if r = 1, and q 3:5r + 1 if r 2, we describe four basic conditions. Let T be an arbitrary subtriangle of the partition 1 Given a partition 1 , the distribution of the Hermite interpolation conditions to the subtriangles is the same as for Lagrange interpolation and is indicated in Fig. 3.2 .
In Theorems 3.1, 3.2 and 3.4 below, the norm denotes the maximum of the uniform norm over all subtriangles of the partition (w.r.t. the polynomial pieces). We now describe in a similar way the construction of Lagrange and Hermite interpolation sets for S 1 q ( 2 ) (Results for S r q ( 2 ), r 2, are not yet available).
By using
As above, it turns out that interpolation at these points yields (nearly) optimal approximation order.
For constructing Lagrange interpolation sets for S 1 q ( 2 ), q 2, we again describe four basic steps.
Step The following construction of Hermite interpolation sets for S 1 q ( 2 ), which di ers in some parts from the one described above for 1 , was given by N urnberger & Walz 15].
13
Let a su ciently di erentiable function f 2 C( ) be given. We again have to describe four basic conditions. Let T be an arbitrary subtriangle of the partition 2 . We impose one of the following four conditions on the polynomial p = sj T 2 e q , where z is a vertex resp. a midpoint of an edge of T as described below (cf. also Fig. 3.7) . Given a partition 2 , we apply the above steps to the subtriangles of 2 as indicated in Fig. 3.7 . Note that the con guration of Hermite conditions is di erent from that of Lagrange conditions (cp. Fig. 3.6 and Fig. 3.7 ). We brie y mention that these results can also be used for tting of scattered data by using a two-step method, originally developed in 12]. The method is as 14 G. N urnberger, O. V. Davydov, G. Walz, F. Zeilfelder follows: Let a (possibly non-rectangular) domain , points w i 2 and corresponding data f i be given. In the rst step, we approximate the data f i by any local method, e.g. interpolation by a piecewise polynomial e s of degree q such that kf ? e sk = O(h q+1 ) if f i = f(w i ) and f 2 C q+1 ( ). In general, piecewise polynomial interpolation is a simpler problem than spline interpolation and in any case, this is always possible if the data is regularly distributed over . In the second step, we interpolate the resulting function e s (which may not even be continuous) by a smooth spline s as described in this paper. As in Theorems 3. 
