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Abstract
The aim of this short note is to show that the integral operator with the kernel log(x + y) being indefinite
has only one positive eigenvalue.
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1. Introduction
Consider an integral operator with the kernel log(x + y):
Kf =
∫ 1
δ
log(x + y)f (y) dy. (1)
Such integral operator appears in some applications. Of particular interest is the decay rate of its
singular values, which is closely related to the separation of x and y variables in the log(x + y)
function. Some results on that are contained in [2] for the class of asymptotically smooth functions,
to which the logarithmic kernel surely belongs.
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It is worth to note that the unimprovable lower bounds for such an approximation for a Hilbert
kernel
1
x + y ,
were established in [1], using simple techniques adapted from matrix analysis and interpolation
theory. It was suggested in the end of [1] that the results can be somehow extended to the loga-
rithmic kernel, but it turned out to be a difficult task. However, some other interesting properties
where found. Specifically, the question we are going to answer is: Is this operator positive or
negative definite? First let us study this question numerically. A Nystrom-type approximation to
the integral operator (1) gives us a matrix of form
A = [aij ] = log
(
i + j − 2
n
+ 2δ
)
, i = 1, . . . , n, j = 1, . . . , n.
Taking, for example, δ = 10−3, n = 10 we obtain numerically that the eigenvalues of A are
all negative except one. Other choices of n and δ yield the same result. Thus we can formulate
the conjecture about our integral operator:
Theorem 1.1. The integral operator (1) has only one positive eigenvalue.
We will prove this result in the next section.
2. Proof of the theorem
The first step of the proof is to represent the kernel of the integral operator as a second derivative
of the function 1
(x+y)2 plus some boundary terms:∫ x
δ
∫ y
δ
1
(u + v)2 du dv = − log(x + y) + log(x + δ) + log(y + δ) − log(2δ),
thus
log(x + y) = −
∫ x
δ
∫ y
δ
1
(u + v)2 du dv − log(x + δ) − log(y + δ) + log(2δ).
In the second step we prove that the integral operator with the kernel
K̂(x, y) =
∫ x
δ
∫ y
δ
1
(u + v)2 du dv
is positive definite.
Lemma 2.1. The integral operator with the kernel
K̂(x, y) =
∫ x
δ
∫ y
δ
1
(u + v)2 du dv
is positive definite.
Proof. Consider the quadratic form associated with our integral operator:
(K̂f, f ) =
∫ 1
δ
∫ 1
δ
K̂(x, y)f (x)f (y) dx dy.
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Substituting the definition of the integral operator into this expression we obtain
(K̂f, f ) =
∫ 1
δ
∫ 1
δ
f (x)f (y) dx dy
∫ x
δ
∫ y
δ
1
(u + v)2 du dv.
Transform this expression:
(K̂f, f ) =
∫ 1
δ
∫ 1
δ
∫ 1
δ
∫ 1
δ
f (x)f (y)
1
(u + v)2 [u  x][v  y] dx dy du dv.
Here we use Iverson notation
[P ] =
{
1, if P is true;
0, otherwise.
Now we can change the order of u-x and v-y integration:
(K̂f, f ) =
∫ 1
δ
∫ 1
δ
du dv
1
(u + v)2 F(u)F (v),
where
F(u) =
∫ 1
δ
f (x)[u  x]dx.
We obtained that
(K̂f, f ) = (K˜F, F ),
where K˜ is the integral operator with kernel
K˜(u, v) = 1
(u + v)2 .
It is known that such operator is positive definite. We will give a short proof of that fact here.
This integral operator is, in fact, a Gram “matrix”. Using the formula
1
w2
=
∫ ∞
0
e−pwp dp,
we obtain that
1
(u + v)2 =
∫ ∞
0
e−pue−pvp dp,
therefore
1
(u + v)2 = (e
−pu√p, e−pv√p),
where the scalar product is in L2(0,∞). Our operator is a Gram “integral operator” (the only
difference from the matrix case is that we use continuous indices u, v instead of their discrete
analogs i, j ). This finishes the proof of the lemma.
Now we have almost proved our theorem. We have the representation
K = −K̂ − log(x + δ) − log(y + δ) + log(2δ),
where operator K̂ is positive definite. But what about the correction? The main property of the
correction is that it is a separable function in variables x, y. In fact, it is a rank-2 correction to
our integral operator. What about its eigenvalues? Write down the correction as
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log(x + δ) + log(y + δ) − log(2δ) = log
(x
δ
+ 1
)
+ log
(y
δ
+ 1
)
+ log(δ) − log(2).
Since δ < 1, x, y  δ we find out that the correction operator has one positive and one negative
eigenvalue (all others are zeros, of course). So operator K is represented as a sum of a non-positive
operator plus a non-negative rank-1 correction term. In a matrix this already means that such matrix
can have only one positive eigenvalue thanks to the Sylvester inertia theorem. Our operator is
infinite-dimensional, but it is a compact operator, since it belongs to the Hilbert–Schmidt class, i.e.∫ 1
δ
∫ 1
δ
K(x, y)2 dx dy < ∞.
For such operators we have Courant–Fisher variational principle for eigenvalues [3,4] from
which we can easily deduce an infinite-dimensional analogue of Sylvester inertia theorem.
What is left to show is that the integral operator K indeed has one positive eigenvalue; up to
now we know that it can not have more than one. This step is easy. We should provide a function
f such that the bilinear form
(Kf, f )
is positive. This will also give us a lower bound for the positive eigenvalue. Indeed, operator K
is a symmetric compact operator (it belongs to the Hilbert–Schmidt class) and it has full set of
orthonormal eigenfuctions φi, i = 0, . . . ,∞. Representing f in form
f =
∞∑
i=0
fiφi,
we obtain that
(Kf, f ) =
∞∑
i=0
λif
2
i ,
where λi are eigenvalues of K . If all λi are negative, then (Kf, f ) is also negative for all f . Thus,
one of the eigenvalues is positive, denote it by λ+. Then
(Kf, f ) = λ+f 2+ − γ,
with γ  0. Therefore
λ+  (Kf, f )/f 2+ 
(Kf, f )
(f, f )
,
since f 2+  (f, f ).
What is left is to provide a suitable function. Our guess is f = x. The direct integration gives
(Kf, f ) =
∫ 1
δ
∫ 1
δ
log(x + y)xy dx dy
= 1
16
− δ
4
+ 3δ
2
8
− δ
3
4
+ δ
4
16
+ log(1 + δ)
(
1
4
− δ
2
2
+ δ
4
4
)
.
It is obvious that for small δ
(Kf, f ) ≈ 1
16
thus positive.
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It is interesting to see what happens when δ tends to zero. The integral still remains in
Hilbert–Schmidt class, since∫ 1
0
∫ 1
0
log(x + y)2 dx dy < ∞,
(can be checked by direct integration). For each δ we have only one positive eigenvalue for Kδ ,
and it is bounded from below with a constant independent from δ. This means that subspaces of
eigenvectors related to positive and negative eigenvalues are well-separated and this separation
remains after passing to the limit δ → 0. 
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