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Problem sprawiedliwego podziału zysku z kooperacji jest jednym z podstawowych zagad-
nien´ teorii gier koalicyjnych. Jest on powia˛zany z szeroka˛ gama˛ ekonomicznych i społecznych
sytuacji, od dzielenia kosztów oczyszczalni s´cieków, przez dzielenie zysku pomie˛dzy współ-
pracuja˛cymi przedsie˛biorstwami, na wyznaczaniu siły w głosowaniach kon´cza˛c. Zakładaja˛c, z˙e
koalicja wszystkich graczy (czyli wielka koalicja) zostanie utworzona, Shapley [20] zdefiniował
unikalny system podziału, nazywany wartos´cia˛ Shapleya, który spełnia cztery intuicyjne aksjo-
maty: dystrybuuje cała˛ wypłate˛ ws´ród graczy (Efektywnos´c´) w liniowy sposób (Addytywnos´c´),
traktuja˛c symetrycznych graczy równo (Symetria) oraz ignoruja˛c tych bez wpływu na wypłaty
(Aksjomat Gracza-Zerowego).
Wartos´c´ Shapleya została pierwotnie zdefiniowana dla klasycznych gier koalicyjnych, które
sa˛ zbudowane na dwóch prostych załoz˙eniach: kaz˙da grupa graczy moz˙e powstac´ i wartos´c´ kaz˙-
dej koalicji moz˙e byc´ okres´lona jako liczba rzeczywista w pełni niezalez˙nie od wartos´ci innych
koalicji. Prostota tego modelu, w niektórych przypadkach be˛da˛ca siła˛, cze˛sto staje sie˛ takz˙e
ograniczeniem. Klasyczny model jest bowiem zbyt prosty, aby odpowiednio odzwierciedlac´
niektóre realne sytuacje.
Cel tej rozprawy jest dwojaki:
• Cze˛s´c´ I. Rozszerzenie wartos´ci Shapleya do gier z efektami zewne˛trznymi
W literaturze zostało zaproponowanych kilka rozszerzen´ wartos´ci Shapleya. Jednym z
ciekawszych kierunków badan´ jest problem rozszerzenia jej do gier, w których uwzgle˛d-
nianie sa˛ efekty zewne˛trzne powstałe z ła˛czenia sie˛ koalicji. Efekty te, sformalizowane
w modelu Thralla i Lucasa [25], wyste˛puja˛ we wszystkich sytuacjach, w których wartos´c´
grupy zalez˙y nie tylko od jej członków, ale takz˙e od układu innych graczy. Innymi słowy
– istnieje zewne˛trzny wpływ na wartos´c´ grupy. W rzeczywistos´ci efekty zewne˛trzne sa˛
powszechne w wielu realnych sytuacjach np. poła˛czenie dwóch przedsie˛biorstw wpływa
na zysk ich konkurenta. W takich s´rodowiskach cztery aksjomaty zaproponowane przez
Shapleya nie sa˛ jednak wystarczaja˛ce, aby implikowac´ unikalna˛ wartos´c´. Przez ostatnie
pie˛c´dziesia˛t lat problem rozszerzenia wartos´ci Shapleya do gier z efektami zewne˛trznymi
nie został rozwia˛zany. Ten temat jest przedmiotem Cze˛s´ci I naszej pracy.
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• Cze˛s´c´ II. Algorytmy dla wartos´ci Shapleya w grach ograniczonych grafem
W Cze˛s´ci II odchodzimy od gier z efektami zewne˛trznymi i badamy gry na grafach. W
modelu wprowadzonym przez Myersona [16], który be˛dziemy nazywac´ grami ograniczo-
nymi grafem (ang. graph-restricted games), agenci (lub gracze) moga˛ komunikowac´ sie˛
i kooperowac´ tylko z agentami, których znaja˛ lub z którymi sa˛ poła˛czeni. Takie ograni-
czenia pojawiaja˛ sie˛ w analizie sieci społecznych, jak równiez˙ w sieciach sensorowych,
telekomunikacji czy umowach handlowych, co czyni je jednym z najnowszych zastoso-
wan´ gier koalicyjnych. Jez˙eli rozszerzymy gre˛ okres´lona˛ tylko dla poła˛czonych grup do
pełnej gry koalicyjnej, wówczas obliczaja˛c wartos´c´ Shapleya uzyskamy wartos´c´ gracza
w grze ograniczonej grafem. Obliczenie wartos´ci Shapleya w ogólnos´ci wymaga jednak
przejs´cia wszystkich 2n koalicji. Zaprojektowanie efektywnego algorytmu dla gier ogra-
niczonych grafem jest celem drugiej cze˛s´ci naszej rozprawy.
Gry koalicyjne
Klasycznie model gier koalicyjnych wygla˛da naste˛puja˛co. Niech N be˛dzie zbiorem graczy. Ko-
alicja˛ (oznaczana˛ S) nazywamy dowolny niepusty podzbiór graczy. Gra okres´lona jest przez
funkcje˛ v, która przypisuje kaz˙dej koalicji liczbe˛ rzeczywista˛, czyli v : 2N→R. Jak jest przyje˛te
w literaturze, zakładamy, z˙e koalicja wszystkich graczy (nazywana wielka˛ koalicja˛, ang. grand
coalition) zostanie utworzona. Wówczas wynikiem gry (albo wartos´cia˛ gry) jest pewien po-
dział mie˛dzy graczami osia˛gnie˛tej wspólnie wypłaty v(N) – ϕ oznacza wektor wypłat, a ϕi jest
udziałem gracza i. Najwaz˙niejszy normatywny podział wypłaty został zaproponowany przez
Shapleya:
SVi(v) = ∑
S⊆N,i∈S
(|S|−1)!(|N|− |S|)!
|N|! (v(S)− v(S\{i})). (1)
Aby wprowadzic´ gry z efektami zewne˛trznymi be˛dziemy potrzebowac´ kilku dodatkowych
definicji. Podział graczy (oznaczany P), czyli formalnie podział zbioru N, jest zbiorem rozła˛cz-
nych koalicji, których suma˛ jest N. Para (S,P), gdzie P jest podziałem N i S ∈ P, nazywana jest
zanurzona˛ koalicja˛. Zbiór wszystkich podziałów oraz zbiór wszystkich zanurzonych koalicji
be˛dziemy oznaczac´ przezP(N) oraz EC(N).
W klasycznym modelu gier koalicyjnych wartos´c´ przypisywana jest kaz˙dej koalicji. Po-
zwala nam to tylko na modelowanie tych s´rodowisk, w których ma ona te˛ sama˛ wartos´c´ nie-
zalez˙nie od układu innych graczy, czyli od tego, jakie inne koalicje zostały utworzone. Aby
modelowac´ efekty zewne˛trzne, wprowadzamy gry w postaci funkcji podziału, w których funk-
cja v przypisuje liczbe˛ rzeczywista˛ kaz˙dej zanurzonej koalicji, i.e., v : EC(N)→ R.
Cze˛s´c´ I. Rozszerzenie wartos´ci Shapley do gier z efektami zewne˛trz-
nymi
Naturalny wymogiem sprawiedliwego podziału jest to, aby wynagradzał on graczy w grze ko-
alicyjnej zgodnie z ich wkładem do zysku pochodza˛cego ze współpracy. Na przykład w aksjo-
matyce Shapleya Aksjomat Gracza Zerowego wymusza, aby gracz, który ma zerowy wkład do
kaz˙dej koalicji w grze, nie otrzymał z˙adnej wypłaty:
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Aksjomat Gracza Zerowego: jez˙eli ∀S⊆N,i∈Smci(S) = 0 to ϕi(v) = 0 dla kaz˙dej gry v oraz
kaz˙dego gracza i ∈ N,
gdzie mci(S) oznacza wkład gracza i do koalicji S. Kluczowe jest zatem jak dany wkład mie-
rzymy.
W grach koalicyjnych wkład marginalny gracza do koalicji jest róz˙nica˛ pomie˛dzy wartos´cia˛
tej koalicji z graczem i bez gracza:
mci(S)
def
= v(S)− v(S\{i}).
Moz˙e byc´ on zatem rozumiany jako strata poniesiona przez pozostałych graczy z powodu odej-
s´cia danego gracza. Bazuja˛c na tej intuicji wartos´c´ Shapleya jest zdefiniowana, jako s´redni
wkład marginalny gracza liczony po wszystkich moz˙liwych sposobach rozkładu wielkiej koali-
cji przez kolejne usuwanie graczy jeden po drugim, az˙ zostanie osia˛gnie˛ta pusta koalicja. Przy
danej kolejnos´ci (permutacji) graczy usuwanych wkład jest okres´lony jednoznacznie, poniewaz˙
nie ma znaczenia, co gracz robi po opuszczeniu koalicji. Tak nie jest jednak w przypadku gier z
efektami zewne˛trznymi, gdzie definicja wkładu marginalnego staje sie˛ znacznie bardziej skom-
plikowana.
Gdy wyste˛puja˛ efekty zewne˛trzne, na wartos´c´ koalicji opuszczonej przez gracza wpływ
moz˙e miec´ wybór koalicji, z jaka˛ sie˛ on poła˛czy. Innymi słowy – wybrana akcja po opusz-
czeniu koalicji moz˙e spowodowac´ róz˙ne wkłady marginalne gracza do tej koalicji. Jednym ze
sposobów uwzgle˛dnienia wszystkich tych wartos´ci jest załoz˙enie, z˙e gracz moz˙e wybrac´ doła˛-
czenie do róz˙nych koalicji z róz˙nymi prawdopodobien´stwami—be˛dziemy oznaczali zbiór takich
prawdopodobien´stw (albo wag) przez α:
[mcαi (v)](S,P)
def
= ∑
T∈P\{S}
αi(S\{i},τTi (P))[v(S,P)− v(S\{i},τTi (P))],
gdzie τTi (P) oznacza podział powstały poprzez przejs´cie gracza i do koalicji T w podziale P. W
grach z efektami zewne˛trznymi rozkład wielkiej koalicji zgodnie z dana˛ kolejnos´cia˛ graczy moz˙e
byc´ zatem postrzegany jako proces stochastyczny, a nie deterministyczny. Wkład marginalny
gracza jest róz˙nica˛ pomie˛dzy wartos´cia˛ koalicji z graczem, a oczekiwana˛ wartos´cia˛ koalicji, gdy
gracz ja˛ opus´ci.
W grach z efektami zewne˛trznymi nie tylko zdefiniowanie wkładu marginalnego, ale takz˙e
aksjomatyki dla wartos´ci jest bardziej skomplikowane—moz˙na łatwo udowodnic´, z˙e standar-
dowe tłumaczenie aksjomatów Shapleya nie implikuje unikalnej wartos´ci. W literaturze za-
proponowano wiele metod rozwia˛zania tego problemu. Niektóre, takie jak [4] i [10], uzyskuja˛
unikalnos´c´ wartos´ci przez modyfikacje˛ oryginalnych aksjomatów Shapleya. Inni badacze do-
daja˛ nowe aksjomaty (a czasem rezygnuja˛ z niektórych istnieja˛cych), odchodza˛c coraz bar-
dziej od oryginalnej aksjomatyki. Na przykład Grabish i Funaki uz˙yli Aksjomatu Markowa i
Ergodycznos´ci i zmodyfikowali Symetrie˛ oraz Aksjomat Gracza Zerowego [7]. Jeszcze inna˛
metoda˛ jest budowanie rozszerzenia do gier z efektami zewne˛trznymi, bazuja˛c na alternatyw-
nych, w stosunku do Shapleya, aksjomatykach, takich jak aksjomatyka Myersona [17] oparta na
idei zbalansowanych wkładów (ang. balanced contributions) czy monotonicznej aksjomatyce
Younga [26].
Wyniki: W naszej pracy koncentrujemy sie˛ na pierwszej ze wspomnianych metod – badamy
jak oryginalne aksjomaty Shapleya moga˛ byc´ dostosowane do gier z efektami zewne˛trznymi,
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korzystaja˛c z definicji wkładu marginalnego sparametryzowanego wagami α:
Aksjomat Gracza α-Zerowego: jez˙eli ∀(S,P)∈EC(N),i∈S[mcαi (v)](S,P) = 0 to ϕi(v) = 0 dla
kaz˙dej gry w postaci funkcji podziału v i gracza i ∈ N.
To podejs´cie be˛dziemy nazywac´ podejs´ciem marginalnym.
Do tej pory w literaturze zaproponowanych zostało kilka definicji wag α [4, 10, 3]. Autorzy
udowodnili, z˙e adekwatne wzmocnienie aksjomatyki Shapleya implikuje unikalna˛ wartos´c´. Jako
przykład proponujemy nowa˛ definicje˛ wag α , nazwana˛ Marginalnos´cia˛ Stabilna˛ (ang. Steady
Marginality), i pokazujemy analogiczna˛ unikalnos´c´.1 Te wyniki dotycza˛ jednak tylko konkret-
nych wag. W sposób naturalny pojawia sie˛ zatem pytanie, czy unikalnos´c´ jest osia˛galna dla
innych wag oraz czy podejs´cia marginalnego moz˙na uz˙yc´ takz˙e do innych wartos´ci. Dotychczas
najbardziej ogólny wynik tego typu uzyskany był dla trzeciej metody: Fujinaka [5] udowod-
nił, z˙e dla kaz˙dego α , monotoniczna aksjomatyka Younga sparametryzowana wkładem mar-
ginalnym α implikuje unikalna˛ wartos´c´. Analogicznych badan´ dla standardowej aksjomatyki
Shapleya nie ma w literaturze.
Zaczynamy od udowodnienia, z˙e dla kaz˙dej α , oryginalna aksjomatyka Shapleya parame-
tryzowana wagami α implikuje unikalne rozszerzenie wartos´ci Shapleya do gier z efektami
zewne˛trznymi.2
Twierdzenie 1. Istnieje tylko jedna wartos´c´, która spełnia Efektywnos´c´, Symetrie˛, Addytywnos´c´
oraz Aksjomat Gracza α-Zerowego dla kaz˙dego α .
Wartos´c´ te˛ be˛dziemy nazywac´ α-wartos´cia˛. Wyniki z [4, 10], które koncentruja˛ sie˛ na dwóch
szczególnych wagach α sa˛ szczególnymi przypadkami tego ogólnego twierdzenia. Twierdzenie
to jest odpowiednikiem rezultatu Fujinaki osia˛gnie˛tego dla aksjomatyki Younga.
Fundamentalnym pytaniem w zwia˛zku z α-wartos´ciami jest: które wartos´ci—spos´ród tych
zaproponowanych w literaturze lub ewentualnie potencjalnych nowych—moga˛ byc´ zdefinio-
wane jako α-wartos´ci? Kluczowym rezultatem naszych badan´ jest fakt, z˙e podejs´cie marginalne
obejmuje wszystkie wartos´ci, które spełniaja˛ oryginalne aksjomaty Shapleya i tylko je.
Twierdzenie 2. Wartos´c´ ϕ moz˙e byc´ uzyskana przez podejs´cie marginalne wtedy i tylko wtedy,
gdy spełnia Efektywnos´c´, Symetrie˛, Addytywnos´c´ oraz Aksjomat Gracza Zerowego.
Naste˛pnie analizujemy, jak własnos´ci α-wartos´ci tłumacza˛ sie˛ na własnos´ci wag α . W
szczególnos´ci skupiamy sie˛ na aksjomatach znanych jako Słaba Monotonicznos´c´, Silna Monoto-
nicznos´c´, Silna Symetria oraz Silny Aksjomat Gracza Zerowego. Słaba (Silna) Monotonicznos´c´
jest spełniona, jez˙eli zwie˛kszenie wartos´ci koalicji z danym graczem nie zmniejsza jego wypłaty
(zwie˛ksza jego wypłate˛). Pokazujemy, z˙e α-value spełnia Słaba˛ (Silna˛) monotonicznos´c´ wtedy
i tylko wtedy gdy wagi sa˛ nieujemne (pozytywne).
Lemat 1. α-wartos´c´ spełnia Słaba˛ (Silna˛) Monotonicznos´c´ wtedy i tylko wtedy gdy αi(S,P)≥ 0
(αi(S,P)> 0) dla wszystkich znacza˛cych wag.
1Rezultat ten pochodzi z pracy Steady Marginality: A Uniform Approach to Shapley Value for Games with Exter-
nalities [21].
2Wszystkie generalne wyniki dotycza˛ce podejs´cia marginalnego (Twierdzenia 1-5, Lemat 1, Wniosek 1) po-
chodza˛ z pracy Reconsidering the Shapley Value in Games with Externalities [24], która została zaproszona do
ponownego złoz˙enia do czasopisma Theoretical Economics.
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Silna Symetria wymusza aby wartos´c´ koalicji nie tylko miała symetryczny wpływ na wszyst-
kich jej członków, ale takz˙e symetryczny wpływ na wszystkich, którzy członkami nie sa˛. Udo-
wadniamy, z˙e α-wartos´c´ spełnia Silna˛ Symetrie˛ wtedy i tylko wtedy, gdy wagi α spełniaja˛
naste˛puja˛cy warunek: kolejnos´c´, w której gracze opuszczaja˛ wielka˛ koalicje˛, nie wpływa na
prawdopodobien´stwo, z˙e dany podział graczy w kon´cu powstanie. Mówimy, z˙e wagi α które
spełniaja˛ ten warunek sa˛ odporne na przeploty (ang. interlace resistance).
Twierdzenie 3. α-wartos´c´ spełnia Silna˛ Symetrie˛ wtedy i tylko wtedy gdy α-marginalnos´c´ jest
odporna na przeploty.
Wnioskiem z tego rezultatu jest fakt, z˙e podejs´cie us´redniania rozszerzaja˛ce wartos´c´ Sha-
pleya do gier z efektami zewne˛trznymi, wprowadzone przez Macho-Stadler et al. [13], jest
podklasa˛ podejs´cia marginalnego i jest równowaz˙ne podejs´ciu marginalnemu z uz˙yciem odpor-
nych na przeploty wag.
Silny Aksjomat Gracza Zerowego mówi, z˙e gracz, który nie ma wpływu na wartos´ci w grze,
nie ma wpływu na wypłaty innych—to znaczy jez˙eli usuniemy gracza zerowego z gry, wypłaty
innych graczy sie˛ nie zmienia˛. Pokazujemy, z˙e jez˙eli α-wartos´c´ spełnia Silna˛ Symetrie˛, to speł-
nia Silny Aksjomat Gracza Zerowego wtedy i tylko wtedy, kiedy wagi α spełniaja˛ naste˛puja˛cy
warunek: prawdopodobien´stwo doła˛czenia do danej koalicji zalez˙y tylko od innych koalicji w
podziale, a nie od opuszczanej koalicji. Ten warunek dla wag α nazywamy odpornos´cia˛ na
rozszerzanie (ang. expansion resistance).
Twierdzenie 4. Załóz˙my, z˙e α-wartos´c´ spełnia Silna˛ Symetrie˛. Wówczas α-wartos´c´ spełnia
Silny Aksjomat Gracza Zerowego wtedy i tylko wtedy, gdy α-marginalnos´c´ jest odporna na
rozszerzanie.
Mimo, z˙e własnos´ci odpornos´ci na przeploty i rozszerzanie moga˛ wydawac´ sie˛ na pierwszy
rzut oka nieco nieuzasadnione, sa˛ kluczem do zrozumienia relacji pomie˛dzy α-parametryzowana˛
aksjomatyka˛ Shapleya, a aksjomatyka˛ Myersona oparta˛ na koncepcji zbalansowanych wkładów
rozszerzona˛ do gier z efektami zewne˛trznymi. Dokładniej, pokazujemy, z˙e α-wartos´c´ spełnia
aksjomaty Myersona wtedy i tylko wtedy, gdy α sa˛ odporne na przeploty i rozszerzenie.
Twierdzenie 5. Aksjomatyka Shapleya (Efektywnos´c´, symetria, Addytywnos´c´ oraz Aksjomat
Gracza α-Zerowego) jest równowaz˙na aksjomatyce Myersona (Efektywnos´c´, Zbalansowane α-
Wkłady) wtedy i tylko wtedy, gdy α jest odporna na przeploty i rozszerzanie.
Nasza praca ła˛czy sie˛ z wynikami Fujinaki [5], który studiował aksjomatyke˛ Younga i sfor-
mułował ogólne twierdzenie: dla kaz˙dej definicji wkładu marginalnego istnieje unikalna war-
tos´c´, która spełnia Efektywnos´c´, Symetrie˛ oraz Aksjomat α-Marginalny [5]. Dla kaz˙dego α ,
wartos´c´ uzyskana przez Fujinake˛ w oparciu o aksjomatyke˛ Younga jest równa naszej wartos´ci.
To oznacza, z˙e obie aksjomatyki sa˛ toz˙same.
Wniosek 1. Aksjomatyka Shapleya (Efektywnos´c´, Symetria, Addytywnos´c´ oraz Aksjomat Gra-
cza α-Zerowego) jest równowaz˙na aksjomatyce Younga (Efektywnos´c´, Symetria oraz Aksjomat
α-Marginalny). Ponadto obie aksjomatyki implikuja˛ unikalna˛ wartos´c´.
Na koniec prezentujemy pierwszy – według naszej wiedzy – aproksymacyjny algorytm do
obliczania rozszerzonych wartos´ci Shapleya.3 Prezentujemy ogólny schemat algorytmu, który
3Algorytm ten pochodzi z pracy The Shapley axiomatization for values in partition function games [23].
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działa dla kaz˙dej α-wartos´ci. Nasz algorytm bazuje na metodzie Monte-Carlo. W grach bez
efektów zewne˛trznych naturalna˛ metoda˛ aproksymacji jest losowanie dowolnej permutacji i do-
liczanie adekwatnego wkładu marginalnego gracza. W grach z efektami zewne˛trznymi losujemy
nie tylko permutacje, ale takz˙e podział graczy. Dla podziałów rozkład prawdopodobien´sywa
jest wyznaczany przez wagi α i silnie zalez˙y od aproksymowanej wartos´ci. Dlatego dla kaz˙dej
istnieja˛cej definicji α wskazujemy, jak wybrac´ podział z odpowiednim rozkładem prawdopo-
dobien´stwa. W szczególnos´ci proponujemy nowa˛ metode˛ wyboru losowej permutacji, która
potrzebna jest do obliczenia wartos´ci Hu i Yanga.
Cze˛s´c´ II. Algorytmy dla wartos´ci Shapleya w grach ograniczonych
grafem
Podczas gdy klasyczny model gier koalicyjny zakłada, z˙e kaz˙da koalicja moz˙e zostac´ utworzona
i moz˙e miec´ dowolna˛ wartos´c´, istnieje wiele realistycznych sytuacji, w których to załoz˙enie
nie jest prawdziwe. Agenci cze˛sto moga˛ komunikowac´ sie˛ i współpracowac´ tylko z uz˙yciem
ograniczonej liczby dwustronnych poła˛czen´. Jez˙eli nie ma bezpos´redniego poła˛czenia mie˛dzy
dwoma agentami, współpraca moz˙e wcia˛z˙ byc´ moz˙liwa poprzez pos´rednika lub wie˛ksza˛ ich
liczbe˛. Jednak gdy nie istnieje ani bezpos´rednie, ani pos´rednie poła˛czenie pomie˛dzy agentami,
nie moga˛ oni koordynowac´ swoich działan´.
Waz˙ne podejs´cie do reprezentowania takich sytuacji zostało wprowadzone przez Myer-
sona [16], który opisał gre˛ koalicyjna˛ na grafie G= (V,E) w którym wierzchołki V reprezentuja˛
graczy (agentów), a krawe˛dzie E – kanały komunikacji pomie˛dzy nimi. Model ten nazywamy
gra˛ ograniczona˛ grafem. W grze ograniczonej grafem tylko poła˛czone koalicje moga˛ miec´
przypisana˛ dowolna˛ wartos´c´. Mówimy, z˙e koalicja jest poła˛czona, jes´li istnieje s´ciez˙ka w gra-
fie pomie˛dzy dwoma dowolnymi członkami koalicji (czyli podgraf indukowany przez członków
koalicji jest spójny). Be˛dziemy oznaczali zbiór wszystkich poła˛czonych koalicji C (G) (lub C
kiedy graf G jest znany z kontekstu). Aby sformalizowac´ nasz model rozwaz˙my najpierw funk-
cje˛ νG zdefiniowana˛ tylko dla poła˛czonych koalicji:
νG : C (G)→ R and ∀S∈C (G)νG(S) = ν(S).
Ta definicja moz˙e byc´ rozszerzona aby uwzgle˛dnic´ takz˙e niepoła˛czone koalicje; moz˙na to
zrobic´ na dwa sposoby:
• Myerson argumentował, z˙e naturalnym podejs´ciem jest traktowanie niepoła˛czonej koali-
cji jako zbioru poła˛czonych komponentów. Kaz˙dy taki komponent S′ jest, z definicji,
koalicja˛, w C (G) której członkowie moga˛ uzyskac´ wypłate˛ νG(S′) = ν(S′). Te rozwa-
z˙ania prowadza˛ do naste˛puja˛cej funkcji charakterystycznej, zdefiniowanej zarówno dla
poła˛czonych jak i niepoła˛czonych koalicji [16]:
νMG (S) =
{
ν(S) jez˙eli S ∈ C (G)
∑Ki∈K(S) ν(Ki) wpp,
(2)
gdzie K(S) oznacza zbiór poła˛czonych komponentów koalicji S, aM oznacza Myersona.
Innymi słowy wypłata moz˙liwa do uzyskania przez niepoła˛czona˛ koalicje˛ jest suma˛ wy-
płat jej poła˛czonych komponentów.
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• Niedawno Amer i Gimenez [2] sformalizowali alternatywne podejs´cie do oceny niepo-
ła˛czonych koalicji. Załoz˙yli oni, z˙e wszystkie takie koalicje maja˛ wartos´c´ 0. Przy tym
załoz˙eniu funkcja charakterystyczna ma postac´:
νAG (S) =
{
1 jez˙eli S ∈ C (G)
0 wpp,
(3)
gdzie A oznacza Amera i Gimeneza. Ta funkcja została póz´niej rozszerzona przez Lin-
delaufa et al. [12] do naste˛puja˛cej formy:
ν fG(S) =
{
f (S,G) jez˙eli S ∈ C (G)
0 wpp,
(4)
gdzie f jest dowolna˛ funkcja˛.
Poniewaz˙ νMG oraz νAG sa˛ zdefiniowane na wszystkich 2|V | koalicjach, wartos´c´ Shapleya moz˙e
byc´ zastosowana jako rozwia˛zanie dla obu funkcji. Wartos´c´ Shapleya obliczona dla pierwszej
gry, SVi(νMG ) jest nazywana wartos´cia˛ Myersona i be˛dzie oznaczana MVi(νG). W szczególnos´ci
Myerson pokazał, z˙e wartos´c´ ta jest jedyna˛ wartos´cia˛, która jest efektywna i nagradza kaz˙dych
dwóch poła˛czonych agentów równo za fakt istnienia poła˛czenia mie˛dzy nimi. Wartos´c´ Sha-
pleya policzona dla drugiej funkcji, w której tylko poła˛czone koalicje maja˛ niezerowa˛ wartos´c´,
be˛dziemy nazywac´ wartos´cia˛ Shapleya w grach ograniczonych grafem.
Obliczenie obu wartos´ci jest trudne [14, 1]. Dla wartos´ci Shapleya w grach ograniczonych
grafem Michalak et al. niedawno zaproponował pierwszy dedykowany algorytm [14]. Dla
wartos´ci Myersona aspekty obliczeniowe były rozpatrywane w szczególnych klasach grafów
i/lub gier. Do dnia dzisiejszego z˙aden algorytm do obliczania wartos´ci Myersona dla dowolnego
grafu nie został zaproponowany.
Wyniki: W tej cze˛s´ci rozprawy opracowujemy dwa efektywne algorytmy: jeden do obliczania
wartos´ci Shapleya, a drugi do obliczania wartos´ci Myersona. Jak juz˙ powiedzielis´my, w ogól-
nos´ci obliczenie wartos´ci Shapleya wymaga rozpatrzenia 2|V | koalicji. Z naszej analizy wynika
jednak, z˙e przejs´cie poła˛czonych koalicji wystarczy do policzenia wartos´ci Shapleya w grach
ograniczonych grafem dla obu definicji funkcji charakterystycznej (patrz twierdzenia poniz˙ej).
A zatem szybki algorytm enumeruja˛cy wszystkie poła˛czone koalicje jest podstawa˛, na której
zbudujemy nowe algorytmy.
Jako, z˙e w naszym modelu poła˛czone koalicje to zbiory wierzchołków, które indukuja˛
spójny podgraf, to znalezienie wszystkich poła˛czonych koalicji oznacza znalezienie wszystkich
indukowanych spójnych podgrafów grafu – jedno z fundamentalnych operacji w teorii grafów.
W tej rozprawie proponujemy nowy algorytm dedykowany do tego celu.4
Ogólnie mówia˛c nasz algorytm DFSEnumerate przechodzi graf w porza˛dku przeszukiwania
w gła˛b (DFS) i uz˙ywa techniki dziel i zwycie˛z˙aj. Zaczynamy z jednego wierzchołka i staramy
sie˛ rozszerzyc´ go do wie˛kszego spójnego podgrafu. Za kaz˙dym razem gdy nowy wierzchołek
jest analizowany, rozpatrujemy wszystkie jego krawe˛dzie jedna po drugiej i kiedy znajdziemy
4Algorytm do enumerowania idnukowanych spójnych podgrafów i algorytmy dla wartos´ci Myersona i Shapleya
w grach ograniczonych grafem, a takz˙e Lemmaty 2-3 i Twierdzenia 6-7 pochodza˛ z pracy Algorithms for the Myerson
and Shapley values in graph-restricted games [22].
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nowy—jeszcze nie odkryty—wierzchołek dzielimy obliczenia na dwie cze˛s´ci: w pierwszej do-
dajemy ten wierzchołek do podgrafu; w drugiej zaznaczamy wierzchołek jako zakazany i nigdy
wie˛cej do niego nie wchodzimy. Pierwsza cze˛s´c´ enumeruje zatem podgrafy z wierzchołkiem, a
druga – bez niego.
Do tej pory najszybszym istnieja˛cym algorytmem do enumerowania indukowanych spój-
nych podgrafów był EnumerateCSG, zaproponowany przez Moerkotte’a i Neumanna[15]. W
przeciwien´stwie do naszego algorytmu, który przechodzi drzewo w gła˛b, algorytm Moerkotte’a
i Neumanna wykorzystuje wyszukiwanie wszerz (BFS). Oba algorytmy działaja˛ w czasie linio-
wym wzgle˛dem liczby spójnych podgrafów w grafie. Mimo to, nasze dos´wiadczenia pokazuja˛,
z˙e nasz nowy algorytm wyprzedza algorytm oparty na BFS dwa lub nawet trzy razy. Aby wes-
przec´ nasze wyniki dos´wiadczalne, oferujemy dwa lematy, które pokazuja˛, z˙e nasz algorytm dla
kliki wykonuje około dwa razy mniej kroków (badanie krawe˛dzi jest kluczowym elementem
głównych pe˛tli w obu algorytmach).
Lemat 2. EnumerateCSG sprawdza krawe˛dz´ 2n−1(n2−3n+2)+(n−1) razy dla n-kliki.
Lemat 3. DFSEnumerate sprawdza krawe˛dz´ 2n−2(n2−n+4)− (n+1) razy dla n-kliki.
Ponadto pokazujemy takz˙e, z˙e w odróz˙nieniu od enumerowania wszerz, nasz algorytm moz˙e
łatwo zbierac´ dodatkowe informacje o enumerowanych grafach, co jest kluczowa˛ obserwacja˛
dla naszego pierwszego algorytmu.
Bazuja˛c na powyz˙szym algorytmie, proponujemy nowy algorytm do obliczania wartos´ci
Shapleya dla gier ograniczonych grafem. Nasz algorytm jest oparty na naste˛puja˛cym twierdze-
niu.
Twierdzenie 6. Wartos´c´ Shapleya dla gry ν fG spełnia naste˛puja˛ca˛ formułe˛:
SVi(ν fG) = ∑
S∈C
mci(S),
gdzie mci(S) oznacza
mci(S)=

ξS f (S) jez˙eli vi ∈ S i S\{vi} 6∈ C ,
ξS
(
f (S)− f (S\{vi})
)
jez˙eli vi ∈ S i S\{vi} ∈ C ,
−ξS∪{xi} f (S) jez˙eli vi 6∈ S i S∪{vi} 6∈ C ,
0 wpp.
Z powyz˙szego twierdzenia wynika, z˙e kluczowe jest nie tylko znalezienie wszystkich spój-
nych indukowanych podgrafów, ale takz˙e okres´lenie wierzchołków rozspójniaja˛cych (wierz-
chołków, których usunie˛cie rozspójnia podgraf) oraz sa˛siadów kaz˙dego spójnego podgrafu. O
ile sa˛siadów łatwo jest znalez´c´, szukanie wierzchołków rozspójniaja˛cych jest trudniejszych za-
daniem. Na tym tle proponujemy pierwszy dedykowany algorytm, który nie tylko wylicza
wszystkie spójne podgrafy, ale w tym samym czasie identyfikuje wierzchołki rozspójniaja˛ce
w kaz˙dym z nich. Aby było to moz˙liwe, nasz algorytm przechodzi graf zgodnie z kolejnos´cia˛
przeszukiwania w gła˛b (tak jak opisalis´my powyz˙ej) i w tym samym czasie aplikuje algorytm
do szukania wierzchołków rozspójniaja˛cych, którego autorami sa˛ Hopcroft and Tarjan [9]. W
kon´cu pokazujemy, z˙e nasz algorytm jest szybszy niz˙ jedyny istnieja˛cy w literaturze opisany
przez Michalaka et al. [14].
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Zajmijmy sie˛ teraz algorytmem do obliczania wartos´ci Myersona. Zgodnie z nasza˛ wiedza˛,
jest to pierwszy algorytm w literaturze dla dowolnego grafu. Tutaj algorytm jest oparty na
naste˛puja˛cym twierdzeniu.
Twierdzenie 7. Wartos´c´ Myersona dla gry ograniczonej grafem spełnia naste˛puja˛ca˛ formułe˛:
MVi(νG) = ∑
S∈C ,vi∈S
ζ1 ν(S)− ∑
S∈C ,vi 6∈S
S∪{vi}∈C
ζ2 ν(S),
gdzie
ζ1 =
(|S|−1)!|N (S)|!
(|S|+ |N (S)|)! , ζ2 =
|S|!(|N (S)|−1)!
(|S|+ |N (S)|)!
orazN (S) oznacza sa˛siadów koalicji S.
W tym wypadku nasz algorytm przechodzi wszystkie poła˛czone koalicje i dla kaz˙dego
członka i sa˛siada koalicji aktualizuje wartos´c´ Myersona zgodnie z powyz˙szym wzorem.
Testujemy oba algorytmów na ciekawej aplikacji. Obecnie istnieje duz˙e zainteresowanie
moz˙liwos´cia˛ zastosowania technik analizy sieci społecznych w celu badania organizacji terrory-
stycznych [19]. Szczególna˛ uwage˛ zwrócono na problem identyfikacji kluczowych terrorystów
– pomaga to nie tylko zrozumiec´ hierarchie˛ w ramach tych organizacji, ale takz˙e na bardziej
efektywne zarza˛dzaniem ograniczonymi s´rodkami wywiadu [11]. Jednym z moz˙liwych rozwia˛-
zan´ tego problemu jest próba wywnioskowania znaczenie róz˙nych osobników, bazuja˛c na topo-
logii sieci terrorystycznej. W teorii grafów ten cel moz˙e byc´ osia˛gnie˛ty na wiele sposobów, w
zalez˙nos´ci od przyje˛tej miary centralnos´ci, czyli przyje˛tej metody do mierzenia waz˙nos´ci wierz-
chołka w grafie, bazuja˛c na samej topologii. Wielu badaczy zaproponowała wła˛czenie technik
teorii gier do istnieja˛cych miar centralnos´ci [8, 6]. W szczególnos´ci Lindelauf et al. [12] starał
sie˛ zaprojektowac´ miare˛ centralnos´ci, która bierze pod uwage˛ dwie rzeczy: role˛ terrorystów w
ła˛czeniu sieci oraz dodatkowe doste˛pne dane zebrane przez wywiad. W tym celu Lindelauf et
al. proponował uz˙yc´ wartos´ci Shapleya dla gry ograniczonej grafem (według definicji v fG) .
Nasz dedykowany algorytm pozwala na przeprowadzenie analizy wraz˙liwos´ci miary Linde-
lauf et al. Nasze wyniki sugeruja˛, z˙e dla sieci rzadkich, do których zwykle nalez˙a˛ sieci terro-
rystyczne [11], czynnik ła˛czenia sieci jest nadmiernie reprezentowany. W rezultacie moz˙emy
stwierdzic´, z˙e dane wywiadu prawie w ogóle nie wpływaja˛ na ranking. Na tym tle propo-
nujemy, aby uz˙ywac´ wartos´ci Myersona zamiast wartos´ci Shapleya jako miary centralnos´ci i
pokazujemy, z˙e jest ona bardziej odpowiednia dla tego zastosowania.
Na koniec podnosimy temat aproksymacji wartos´ci Shapleya dla gier ograniczonych gra-
fem. W wielu sytuacjach nawet najszybszy dokładny algorytm nie zwróci wyniku w sensow-
nym czasie. W tym celu proponujemy algorytm aproksymacyjny dla wartos´ci Shapleya w grach
ograniczonych grafem oraz dla dwóch bardziej skomplikowanych definicji funkcji charaktery-
stycznych pochodza˛cych z miary straz˙ników (ang. gatekeepers metric).5
5Algorytm aproksymacyjny dla wartos´ci Shapleya w grach ograniczonych grafem pochodzi z pracy Computa-
tional Analysis of Connectivity Games with Applications to the Investigation of Terrorist Networks [14]. Algorytm
aproksymacyjny dla miary straz˙ników pochodzi z pracy A Shapley value-based approach to determine gatekeepers
in social networks with applications [18].
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