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Abstract
We consider expansions of eigenvalues and eigenvectors of models of quantum field
theory. For a class of models known as generalized spin boson model we prove the
existence of asymptotic expansions of the ground state and the ground state energy
to arbitrary order. We need a mild but very natural infrared assumption, which is
weaker than the assumption usually needed for other methods such as operator theoretic
renormalization to be applicable. The result complements previously shown analyticity
properties.
1 Introduction
Perturbation theory is widely used to calculate various quantities in quantum mechanics. As
long as the perturbation is “small” compared to the unperturbed system one expects to ob-
tain good approximations to physical quantities. In particular, in case of isolated eigenvalues
analytic perturbation theory is available allowing the calculation of eigenvalues and eigen-
vectors in terms of convergent power series, which are also known as Rayleigh-Schrödinger
perturbation series [22,23]. However, in many-body quantum systems and models of massless
quantum fields the ground state is typically not isolated from the rest of the spectrum and
analytic perturbation theory is not applicable. Different methods to cope with these problems
have been developed, see for example [2, 5, 6, 13, 16] or references mentioned below.
In this paper we consider models of massless quantum fields. Specifically, we consider a
quantum mechanical system with finitely many degrees of freedom, which is linearly coupled
to a field of relativistic massless bosons. Such models are also known as generalized spin-
boson models. They are used to describe low energy aspects of non-relativistic quantum
mechanical matter interacting with a quantized radiation field such as a field of phonons or
a field of photons. Various spectral properties of the Hamiltonians of such models have been
investigated. In particular, we assume that the quantum field is massless. This implies that the
ground state energy as well as resonance energies are not isolated from the rest of the spectrum.
Existence of ground states and resonance states have been shown to exist for such models
[2, 7–9, 14, 15, 17]. In spite that the ground state energy is embedded in continuous spectrum
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and analytic perturbation theory is not applicable, it has been shown in various situations that
the ground state and the ground state energy are in fact analytic functions of the coupling
constant [1,2,16,21]. To prove these results one uses operator theoretic renormalization [4] and
in some cases on can employ expansion techniques from statistical mechanics. The analyticity
results obtained by renormalization are rather surprising. The calculation of the Rayleigh-
Schrödinger expansion coefficients involve sums of divergent expressions, and it is at first sight
not obvious in which situations these infinities will eventually cancel each other. On the other
hand there exist situations where the ground state energy is not an analytic function of the
coupling constant [11].
In this paper we show that for a large class of generalized spin boson models there exist
asymptotic expansions for the ground state and the ground state energy to arbitrary order.
Whereas the existence of asymptotic expansion is weaker than the existence of an analytic
expansion, our result holds in situations where analytic expansions have not been shown. We
expect that our technique can be used to derive asymptotic expansions in situations where
analytic expansions in fact do not exist. Such a situation may occur when the unperturbed
operator has a degenerate ground state energy, which is lifted once the interaction is turned
on. This will be addressed in a forthcoming paper by the authors.
We want to mention that for models which we consider asymptotic expansions have been
investigated in several papers. In particular expansions of the first few orders have been inves-
tigated in [10–12,18]. More recently in [3] asymptotic expansion formulas have been studied to
arbitrary order, provided the infrared regularization is sufficiently strong, i.e., the higher the
order of expansion the stronger the infrared regularization. In the present paper we relax this
infrared assumption substantially. Our main result of the paper, Theorem 2, stated below,
shows the existence of an asymptotic expansion for a reasonable infrared assumption. The key
idea in the proof is to show that the infinities involved in calculating the Rayleigh-Schrödinger
expansion coefficients cancel out. Showing that these cancellations can be controlled to ar-
bitrary order, without any analyticity assumption, is the main new technical contribution of
the present paper.
The paper is organized as follows. In the next section we introduce the model and state
the main result. In Section 3 we derive for a general class of models formulas for expansion
coefficients of the ground state and the ground state energy in terms of the coupling constant.
Assuming that the expansion coefficients are finite, which will be shown in Sections 4 and 5,
we determine general conditions for which these expansions coefficients yield an asymptotic
expansion.
In Section 4 we show Theorem 1, i.e., the finiteness of the expansion coefficients of the
ground state energy. To this end, we first express the expansion coefficients as a sum of
linked contractions involving renormalized propagators, which we call renormalized Feynman
graphs. The renormalized propagators take into account the cancellations which results in
an improved infrared behaviour. Finally we estimate the renormalized Feynman graphs and
prove the finiteness of each expansion coefficient.
Assuming a certain condition we show in Section 5 the finiteness of the expansion coeffi-
cients for the ground state. Similarly to Section 4 we first express the squared of the norm of
the expansion coefficients as a sum of linked contractions involving renormalized propagators,
except the one in the middle. We then use that formula to show the finiteness of the expansion
coefficients of the ground state.
In Section 6 we collect the results of the previous sections and provide a proof of Theorem 2.
2
2 Model and Statement of Main Results
In this section we introduce the model and state the main result. Let Hat be a separable
Hilbert space and let Hat be a selfadjoint operator in Hat. Assume that Eat = inf σ(Hat) is a
nondegenerate eigenvalue of Hat, which is isolated from the rest of the spectrum, i.e.,
Eat < 1 := inf(σ(Hat) \ {Eat}).
Let ϕat denote the normalized eigenvector and let Pat denote the orthogonal eigenprojection
of Eat. For a separable Hilbert space h we write
L2s((R3)n; h) :=
{
ψ ∈ L2((R3)n; h) : ψ(k1, . . . , kn) = ψ(kpi(1), . . . , kpi(n))
∀ permutations pi of {1, . . . , n}}.
We introduce the symmetric Fock space
F =
∞⊕
n=0
Fn,
where the so called n-photon subspaces are defined by
F0 := C,
Fn := L2s((R3)n;C).
We introduce the so called vacuum vector Ω = (1, 0, 0, · · · ) ∈ F . The free field Hamiltonian
is defined by
Hf : dom(Hf ) ⊂ F → F
(Hfψ)n(k1, . . . , kn) := (|k1|+ |k2|+ · · ·+ |kn|)ψn(k1, . . . , kn),
where dom(Hf ) := {ψ ∈ F : Hfψ ∈ F}. The total Hilbert space is defined by
H := Hat ⊗F '
∞⊕
n=0
L2s((R3)n;Hat).
We shall identify the spaces on the right hand side and occasionaly drop the tensor sign in
the notation. For G : R3 → L(Hat) a strongly measurable function such that∫
‖G(k)‖2dk <∞,
we define the so called annihilation operator
a(G) : dom(a(G)) ⊂ H → H
ψ 7→ (a(G)ψ)n(k1, . . . , kn) :=
√
n+ 1
∫
G∗(k)ψn+1(k, k1, . . . , kn)dk,
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where dom(a(G)) := {ψ ∈ H : a(G)ψ ∈ H}. One readily verifies that a(G) is a densely
defined closed operator. We denote its adjoint by a∗(G) := a(G)∗, and introduce the field
operator by
φ(G) := a(G) + a∗(G),
where the line denotes the closure.
To define the total Hamiltonian we assume in addition that∫
‖G(k)‖2(1 + |k|−1)dk <∞, (2.1)
since then it is well known that φ(G) is infinitesimally small with respect to 1Hat ⊗Hf . This
allows us to define the total Hamiltonian of the interacting system by
H(λ) = Hat ⊗ 1F + 1Hat ⊗Hf + λV, (2.2)
where λ ∈ R is the coupling constant and V = φ(G), as a semibounded selfadjoint operator
on the domain dom(H(0)). Let
E(λ) = inf σ(H(λ)).
Below we shall make the following assumption
Hypothesis 1. There exists a positive constant λ0 such that for all λ ∈ [0, λ0] the number
E(λ) is a simple eigenvalue of H(λ) with eigenvector ψ(λ) ∈ H.
Remark 1. We note that the existence of ground states has been verified in many cases
[9, 14, 15, 17, 24]. In particular, it has been shown in [15] that Hypothesis 1 holds if Hat has
compact resolvent and the coupling function satisfies∫
‖G(k)‖2(1 + |k|−2)dk <∞. (2.3)
We will outline in the next section, that if one formally expands the eigenvalue equation for
the ground state in powers of the coupling constant λ and inductively solves for the expansion
coefficients of the ground state energy one obtains the recursion relation (2.8), below. One
can show that these expansion coefficients are indeed finite, which is the content of the next
theorem. To formulate it we introduce the following notations. We write
H0 = H(0)
and
ψ0 = ϕat ⊗ Ω,
and denote by P0 the projection onto ψ0 and let P¯0 = 1− P0. Let PΩ denote the orthogonal
projection in F onto Ω. Then we can write
P¯0 = Pat ⊗ P¯Ω + P¯at ⊗ 1F , (2.4)
where P¯Ω = 1F − PΩ and P¯at = 1Hat − Pat.
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Theorem 1. Suppose that (2.3) holds. Then there exists a unique sequence (En)n∈N in R
such that
E0 = Eat (2.5)
E1 = 〈ψ0, V ψ0〉 (2.6)
En = lim
η↓0
En(η), n ≥ 2, (2.7)
where
En(η) := (2.8)
n∑
k=2
∑
j1+···+jk=n
js≥1
〈ψ0, (δ1j1V − Ej1)
k∏
s=2
{
(E0 − η −H0)−1P¯0(δ1jsV − Ejs)
}
ψ0〉
In particular the limit on the right hand side of (2.8) exists and is a finite number. The
sequence (En)n∈N can be defined inductively using (2.5)–(2.7).
Remark 2. We note that the positive number η appearing in (2.8) serves as a regularization.
The theorem states that the limit exists as the regularization is removed. We note that this is
not obvious, as some of the individual terms on the right hand side of (2.8) diverge. This can
be illustrated as follows. Consider for n = 2m the summand where js = 1 for all s. Inserting
(2.4) and a∗(G) + a(G) for V , multiplying out the resulting expression, using Wicks theorem
and the so called pull through formula [7, Appendix A] one obtains various terms. One of
them being
(−1)n−1
∫
dk1 · · · dkm〈ϕat, G∗(k1) Pat|k1|+ η G
∗(k2)
Pat
|k1|+ |k2|+ ηG(k2)
Pat
|k1|+ η
· · · G∗(km) Pat|k1|+ |km|+ ηG(km)
Pat
|k1|+ ηG(k1)ϕat〉, (2.9)
which is obtained by contracting the first and the last entry of the interaction and contracting
the remaining nearest neighbor pairs. This can be symbolically pictured as follows
.
If η ↓ 0 the integral over k1 may become divergent for large m. This is the case, for example,
if
∫
dk|k|−m‖PatG(k)Pat‖2 diverges for m sufficiently large. The convergence of (2.8) can
be restored using cancellations originating from the energy subtractions present in the same
formula. To illustrate this, consider the summand where j1 = 1, j2 = 2 and j3 = · · · = jn−1 =
1. As before one obtains various terms with one of them being the same as (2.9) except for
the expression in the box which is replaced by E2Pat. Thus adding these two terms one can
factor out ∫
dk2PatG
∗(k2)
1
|k1|+ |k2|+ ηG(k2)Pat + E2Pat
=
∫
dk2PatG
∗(k2)
(
1
|k1|+ |k2|+ η −
1
|k2|
)
G(k2)Pat
= −(|k1|+ η)
∫
dk2PatG
∗(k2)
1
(|k1|+ |k2|+ η)|k2|G(k2)Pat, (2.10)
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where we used again (2.8) to calculate E2. One sees that replacing the expression in the box
in (2.9) by (2.10) remedies the singularity k1 → 0. To prove Theorem 1 we will show that
similar cancellations can be carried out at every order.
Once one has established the finiteness of the expansion coefficients of the ground state
energy, we will show that this yields an asymptotic expansion of the ground state energy. This
is the content of the following theorem.
Theorem 2. Suppose (2.3) and Hypothesis 1 holds. Then the sequence (En)n∈N defined in
Theorem 1 yields an asymptotic expansion of the ground state energy, i.e.,
lim
λ↓0
λ−n
(
E(λ)−
n∑
k=0
Ekλ
k
)
= 0.
Remark 3. We want to note that if we would have the infrared condition
∫ ‖G(k)‖2(1 +
|k|−2−µ)dk < ∞, for some µ > 0, which is slightly stronger than (2.3), then it would follow
from [16] that one has analyticity. Moreover, there are couplings with (2.3) where additional
symmetries may cancel infrared divergencies such that the ground state energy is analytic
[19,20].
Remark 4. Note that in view of Remark 1 Hypothesis 1 is not a restrictive assumption. And
in many situations follows already from Inequality (2.3).
In the remaining parts of the paper we provide proofs of the above results and furthermore
we also show the finiteness of the expansion coefficients for the ground state.
3 Asymptotic Perturbation Theory
In this section we derive formulas for the expansion coefficients of the ground state and its
energy. Moreover we show that provided these coefficients are finite up to some order, say n,
and a continuity assumption for the ground state holds, then the ground state energy has an
asymptotic expansion up to order n. We shall derive this result with two different methods.
The first method in Subsection 3.1 uses formal expansions and the comparison of coefficients
combined with an analytic estimate. The second method outlined in Subsection 3.2 is based
on a Feshbach type argument together with a resolvent expansion.
We state our results for more general operators than introduced in the previous section.
Nevertheless we will use the same symbols as in the previous section. Let V and H0 be
selfadjoint operators in a Hilbert space H. To prove our results we will use the following
assumption.
Hypothesis 2. The operator H0 is bounded from below and V is H0-bounded. There exists
a positive constant λ0 such that for all λ ∈ [0, λ0] there exists a simple eigenvalue E(λ) of
H(λ) = H0 + λV
with eigenvector ψ(λ). Moreover,
lim
λ→0
ψ(λ) = ψ(0) 6= 0, lim
λ→0
E(λ) = E(0) (H)
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and
〈ψ(0), ψ(λ)〉 = 1 (N)
for all λ ∈ [0, λ0].
We note that (N) can always be achieved using a suitable normalization, possibly making
the positive number λ0 smaller. For notational convenience we shall write
E0 = E(0), ψ0 = ψ(0).
Let P0 denote the projection onto the kernel of H0 − E0 and let P¯0 = 1− P0.
3.1 Expansion Method
The idea behind the expansion method is to expand the eigenvalue equation in a formal
power series and equating coefficients. This will lead to Eq. (3.1). In Lemma 1 we show that
provided one has a solution of (3.1) up to some order n, then the ground state energy has an
asymptotic expansion up to the same order, provided Hypothesis 2 holds. In Lemma 2 we
inductively solve (3.1), and in Lemma 3 we give an explicit formula for the inductive solution.
We note that a similar result has been obtained in [3]. However in contrast to the result in [3]
we have less restrictive assumptions.
Lemma 1. Suppose Hypothesis 2 holds. Let n ∈ N and suppose there exist ψ1, . . . , ψn ∈ P¯0H
and E1, . . . , En ∈ C such that for all m ∈ N with m ≤ n we have
H0ψm + V ψm−1 =
m∑
k=0
Ekψm−k. (3.1)
Then for all m ∈ {1, . . . , n} we have that
lim
λ↓0
λ−m
(
E(λ)−
m∑
k=0
Ekλ
k
)
= 0, (3.2)
lim
λ↓0
λ−m〈ψ0, V (ψ(λ)−
m∑
k=0
ψkλ
k)〉 = 0. (3.3)
First observe that (3.1) implies that for all m ≤ n we have
〈ψ0, V ψm−1〉 = Em.
Proof. Proof by induction in n. We define for λ ∈ (0, λ0) the quantities
en(λ) := λ
−n(E(λ)− (E0 + λE1 + λ2E2 + · · ·+ λnEn))
ρn(λ) := λ
−n(ψ(λ)− (ψ0 + λψ1 + λ2ψ2 + · · ·+ λnψn)).
Equation (3.3) for m = 0 is just Hypothesis 2. Thus it remains to show the induction step.
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The eigenvalue equation gives
P¯0(H(λ)− E(λ))P¯0ψ(λ) = −P¯0V P0ψ(λ). (3.4)
n− 1→ n: Suppose that (3.1) holds for all m ∈ {1, . . . , n}. By induction Hypothesis we know
that λEn + λen(λ)→ 0 and 〈V ψ0, λψn + λρn(λ)〉 → 0. From the eigenvalue equation we find
(H0 + λV )
[
n∑
k=0
λkψk + λ
nρn(λ)
]
=
(
n∑
k=0
λkEk + λ
nen(λ)
)[
n∑
k=0
λkψk + λ
nρn(λ)
]
.
By ordering according to powers of λ we see from (3.1) that many terms vanish and
λV ψn+(H0 + λV )ρn(λ)
= ρn(λ)E(λ) + en(λ)
n∑
k=0
λkψk +
2n∑
k=n+1
λk−n
n∑
j=k−n
Ejψk−j. (3.5)
If one applies P0 to equation (3.5) one obtains
λP0V (ψn + ρn(λ)) = en(λ)ψ0.
By induction Hypothesis the left hand side tends to zero as λ → 0. This shows that (3.2)
holds for all m ∈ {1, . . . , n}. Solving for terms involving ρn(λ) in (3.5) we arrive at
(H(λ)− E(λ))ρn(λ) = en(λ)
n∑
k=0
λkψk +
2n∑
k=n+1
λk−n
n∑
j=k−n
Ejψk−j − λV ψn.
Applying P¯0 to this equation and using that P0ρn(λ) = 0 we find
P¯0(H(λ)−E(λ))P¯0ρn(λ)
= P¯0
(
en(λ)
n∑
k=0
λkψk +
2n∑
k=n+1
λk−n
n∑
j=k−n
Ejψk−j − λV ψn
)
.
Calculating the inner product with ψ(λ) and using (3.4) we find
〈ψ(λ), P0V ρn(λ)〉
= −〈P¯0ψ(λ), en(λ)
n∑
k=1
λk−1ψk +
2n∑
k=n+1
λk−n−1
n∑
j=k−n
Ejψk−j − P¯0V ψn〉.
This and Hypothesis 2 imply that (3.3) holds for all m ∈ {1, . . . , n}.
Next we inductively solve Equation (3.1).
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Lemma 2. (Inductive Formula) Let n ∈ N and suppose there exist ψ1, . . . , ψn ∈ P¯0H and
E1, . . . , En ∈ C such that for all m ∈ N with m ≤ n we have
H0ψm + V ψm−1 =
m∑
k=0
Ekψm−k. (3.6)
Then defining
En+1 := 〈ψ0, V ψn〉 (3.7)
as well as
ψn+1 := (H0 − E0)−1P¯0
(
n+1∑
k=1
Ekψn+1−k − V ψn
)
, (3.8)
provided
P¯0(
n∑
k=0
Ek+1ψn−k − V ψn) ∈ dom
(
(H0 − E0)−1P¯0
)
, (3.9)
we obtain a solution of (3.6) for m = n+ 1.
We note that the assumption in (3.9) is less restrictive than the one in [3], which will turn
out to be crucial to obtain the asymptotic expansion of the ground state to arbitrary order.
Proof. This follows by insertion of (3.8) and (3.7) into (3.6) for m = n+ 1.
If we solve the recursive relation of the previous lemma, we obtain the following formulas.
Lemma 3. (Direct Formula) Let n ∈ N and suppose there exist ψ1, . . . , ψn ∈ P¯0H and
E1, . . . , En ∈ C such that the following holds. We have E1 = 〈ψ0, V ψ0〉, for all m ∈ N
with 2 ≤ m ≤ n we have
Em =
−
m∑
k=2
∑
j1+···+jk=m
js≥1
〈ψ0, (Ej1 − δ1j1V )
k∏
s=2
{
(H0 − E0)−1P¯0(Ejs − δ1jsV )
}
ψ0〉, (3.10)
and for all m ∈ N with m ≤ n we have
ψm =
m∑
k=1
∑
j1+···+jk=m
js≥1
k∏
s=1
{
(H0 − E0)−1P¯0(Ejs − δ1jsV )
}
ψ0, (3.11)
assuming that the expressions on the right hand side of (3.10) and (3.11) exist in the sense
of Lemma 2. Then for all m ∈ N with m ≤ n we have
H0ψm + V ψm−1 =
m∑
k=0
Ekψm−k.
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Proof. We prove this lemma by induction in n. The case n = 1 follows from a straight forward
calculation. Suppose the claim holds for n. Then also the assumption of Lemma 2 holds. Thus
we define En+1 as in (3.7)
En+1 := 〈ψ0, V ψn〉
= −
n+1∑
k=2
∑
j1+···+jk=n+1
js≥1
〈ψ0, (Ej1 − δ1j1V )
k∏
s=2
{
(H0 − E0)−1P¯0(Ejs − δ1jsV )
}
ψ0〉,
where in the second line we used the assumption (3.11) (and note that 〈ψ0, EjP¯0( · )〉 = 0).
We define ψn+1 as in (3.8)
ψn+1 := (H0 − E0)−1P¯0
(
n+1∑
j=1
(Ej − δ1jV )ψn+1−j
)
=
n+1∑
k=1
∑
j1+···+jk=n+1
js≥1
k∏
s=1
{
(H0 − E0)−1P¯0(Ejs − δ1jsV )
}
ψ0,
where we wrote the first line with slightly different notation than in (3.8) and in the second
line we used the assumption (3.11). Now it follows from Lemma 2 that the claim of the lemma
holds also for n+ 1.
3.2 Resolvent Method
Here we use a Feshbach type or Schur complement argument together with a resolvent expan-
sion. The proof of the Lemma in this subsection is inspired by [3].
Lemma 4. Suppose that Hypothesis 2 holds. Assume that starting with K0 := P¯0H0−E0 and
E1 := 〈ψ0, V ψ0〉, we can define recursively for m ∈ {1, . . . , n− 2}
Km :=
m∑
j=1
Kj−1(Em+1−j − δjmV )K0, (3.12)
Em+1 := −〈ψ0, V Km−1V ψ0〉,
such that P¯0V ψ0 ∈ dom(Kl) for l = 0, . . . , n− 2. Then E(λ) has an asymptotic expansion up
to order n, i.e., for all m = 1, . . . , n
lim
λ↓0
λ−m
(
E(λ)−
m∑
k=0
Ekλ
k
)
= 0.
Remark 5. The statement of Lemma 4 is equivalent to the statements of Lemma 3 and
Lemma 1 combined. In particular, we may solve iteratively for Km and obtain the relation
V Km−2V =
m∑
k=2
∑
j1+···+jk=m
js≥1
(Ejs − δ1jsV )
k∏
s=2
{
(H0 − E0)−1P¯0(Ejs − δ1jsV )
}
.
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Moreover, given E(λ), we can recover ψ(λ) by
ψ(λ) = ψ0 − λP¯0[ P¯0(H(λ)− E(λ))P¯0
∣∣
Ran(P¯0)
]−1P¯0V P0ψ0.
Proof. The eigenvalue equation H(λ)ψ(λ) = E(λ)ψ(λ) can be split into the equivalent system
of equations
P0
(
λV + E0 − E(λ)
)
P0ψ(λ) + λP0V P¯0ψ(λ) = 0 (3.13a)
λP¯0V P0ψ(λ) + P¯0
(
H(λ)− E(λ))P¯0ψ(λ) = 0, (3.13b)
by applying the projections P0 and P¯0 respectively. From (3.13a) we learn that
E(λ)− E0
λ
〈ψ0, P0ψ(λ)〉 − 〈ψ0, V P0ψ(λ)〉 = 〈V ψ0, P¯0ψ(λ)〉 = o(1),
i.e.
E(λ)− E0
λ
λ→0−−→ 〈ψ0, V ψ0〉.
This shows the claim for n = 1. We show the lemma by induction. Suppose the claim holds
for n and the assumptions of the lemma hold for n+1. Then the recursively defined functions
E[0](λ) := E(λ)
E[k](λ) :=
E[k−1](λ)− Ek−1
λ
(3.14)
satisfy
lim
λ↓0
E[k](λ) = Ek, k = 0, . . . , n.
We write the part P¯0ψ(λ) as follows
P¯0ψ(λ) =
P¯0
H0 − E0 (H0 − E0)P¯0ψ(λ)
=
P¯0
H0 − E0 [H(λ)− E(λ) + (E(λ)− E0 − λV )]P¯0ψ(λ).
Equation (3.13b) implies
P¯0ψ(λ) = λ
P¯0
H0 − E0
[−V P0ψ(λ) + (E[1](λ)− V )P¯0ψ(λ)] . (3.15)
Iterated insertion of (3.15) into itself, terminating the expansion after we have reached order
λn, this leads to the following claim.
Claim: We have for k = 1, . . . , n
P0V P¯0ψ(λ) = P0V
k∑
j=1
−λjKj−1V P0ψ(λ) + P0V λkRk(λ)P¯0ψ(λ), (3.16)
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where Rk(λ) is defined by
Rk(λ) :=
k∑
j=1
Kj−1(E[k+1−j](λ)− δjkV ). (3.17)
(We note that expressions are well defined by the assumption P¯0V ψ0 ∈ dom(Kl)). Let us now
show the claim. Equation (3.16) for k = 1 is just Equation (3.15) multiplied by P0V . Assume
that (3.16) is true for a specific k ≤ n − 1. In this case, we insert first the Definition (3.17)
and then Definition (3.14)
P0V Rk(λ)P¯0ψ(λ)
= P0V
k∑
j=1
Kj−1(E[k+1−j](λ)− δjkV )P¯0ψ(λ)
= P0V
k∑
j=1
(
Kj−1(Ek+1−j − δjkV )P¯0ψ(λ) + λKj−1E[k+2−j](λ)P¯0ψ(λ)
)
.
We now use (3.15) for the first summand and obtain
P0V Rk(λ)P¯0ψ(λ)
= λP0V
k∑
j=1
(
Kj−1(Ek+1−j − δjkV )K0
(−V P0ψ(λ) + (E[1](λ)− V )P¯0ψ(λ))
+Kj−1E[k+2−j](λ)P¯0ψ(λ)
)
.
Using (3.12) we find
P0V Rk(λ)P¯0ψ(λ) = λP0V
(
Kk
(−V P0ψ(λ) + (E[1](λ)− V )P¯0ψ(λ))
+
k∑
j=1
Kj−1E[k+2−j](λ)P¯0ψ(λ)
)
= −λP0V KkV P0ψ(λ)
+ λP0V
k+1∑
j=1
Kj−1
(
E[k+2−j](λ)− δj,k+1V
)
P¯0ψ(λ).
By (3.17) this expression agrees with (3.16) with k replaced by k+1. Inserting this expression
into (3.16) with k we obtain (3.16) with k replaced by k + 1. This shows the claim.
Next we insert the claim for k = n into (3.13a) to conclude(
P0(E
[1](λ)− V )P0 +
n∑
j=1
λjP0V Kj−1V P0
)
P0ψ(λ) = λ
nP0V Rn(λ)P¯0ψ(λ). (3.18)
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Taking the inner product with ψ0 and using the induction hypothesis (3.12), we obtain
E[1](λ)−E1 −
n∑
j=1
λjEj+1
= λn〈ψ0, P0V Rn(λ)P¯0ψ(λ)〉 = λn〈Rn(λ)V ψ0, P¯0ψ(λ)〉.
Dividing by λn we find using (3.14)
λ−(n+1)
(
E(λ)−
n+1∑
j=0
λjEj
)
= 〈Rn(λ)V ψ0, P¯0ψ(λ)〉 = o(1).
This shows the claim of the lemma for n+ 1.
Remark 6. Note that (3.18) implies(
E(λ)−
n∑
j=0
λjHj
)
P0ψ(λ) = o(λ
n),
for H1 := P0V P0 and Hn := −P0V Kn−2V P0. This can be used for a degenerate perturbation
theory, where each operator Hj has to be diagonalized and the coefficients Ej can be chosen
out of the eigenvalues of Hj.
4 Ground State Energy
The main goal of this section is to show Theorem 1. As a corollary we will obtain a formula
for the energies in terms of so called linked contractions and renormalized propagators (Corol-
lary 1). For notational convenience we introduce the usual bosonic creation operators a∗(k)
and annihilation operators a(k) satisfying canonical commutation relations
[a(k), a(k′)] = 0, [a∗(k), a∗(k′)] = 0, [a(k), a∗(k′)] = δ(k − k′),
for all k, k′ ∈ R3. Using creation and annihilation operators we can write
a∗(G) =
∫
G(k)a∗(k)dk, a(G) =
∫
G∗(k)a(k)dk.
Since we do not yet know the values of the energies En (indeed at this stage we do not even
know their existence), we shall write in their place En. At the end we will inductively construct
the energies En as the value of a limit.
Below we outline the organization of this section and give an overview of the proof. In
Subsection 4.1 we introduce notation which will be used in subsequent subsections. In Sub-
section 4.2 we provide in Lemma 6 an alternative notation for the energy coefficients (2.8) in
terms of expectation values of operator valued functions Tn, n ∈ N, which will be defined in
(4.3) as a sum of operator products. This alternative notation will turn out to be convenient
in keeping track of the energy subtractions. In Subsection 4.3 we use a generalized version of
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Wick’s theorem to express the operator valued functions Tn as a sum of contracted operator
products, see Lemma 9. In Subsection 4.4 we use this result to prove that Tn is equal to an
expression involving so called linked Feynman graphs, Cn, plus a sum of products of so called
renormalized linked Feynman graphs Ĉm := Cm−Em, m < n, with resolvents in between, see
Proposition 1. The energy subtraction in Ĉm will eventually be responsible for the cancella-
tion of the singularity in the resolvent, as was illustrated in an example at the beginning of
the paper in Remark 2. To obtain Proposition 1 itself we start with the expression for Tn,
given in Lemma 9. We separate the sum over contractions into connected and disconnected
contractions, see (4.10). Then we use several involved algebraic reformulations to write the
sum over disconnected contractions as a sum of products of connected contractions. Each of
these connected expressions will come with an energy subtraction, as one may see in Equation
(4.15). After we have proven Proposition 1, it remains to show that indeed the renormalized
linked Feynman graphs Ĉm cancel the singularity of the resolvent. To this end, we first isolate
the singular part of the resolvent, by projection onto the space spanned by the atomic ground
state ϕat, see (4.18). Starting from Proposition 1 we then use elementary algebraic identities
to rewrite the operator valued functions Tn in terms of the singular part of the resolvent. The
resulting identity is stated in Proposition 2. In Subsection 4.5 we finally prove Theorem 1. To
this end we use the identity of Proposition 2 for the operator valued functions Tn and show,
using an induction argument, that the renormalized linked Feynman graphs cancel the singu-
larity of the resolvent at each order. The idea behind this induction argument is explained in
Remark 9 at the beginning of Subsection 4.5.
4.1 Graph functions and Substitutions
In this subsection we introduce notation which will later be needed.
Definition 1. Let G = (V,E) be a graph. Then a graph G1 = (V1, E1) is called a subgraph
of G and we write G1 ⊂ G, if V1 ⊂ V and E1 ⊂ E. For a subset V1 ⊂ V we define the
restricted graph
G|V1 := (V1, {e ∈ E : e ⊂ V1}).
We define the union of two graphs G1 = (V1, E1) and G2 = (V2, E2) by
G1 ∪G2 := (V1 ∪ V2, E1 ∪ E2).
For a subset X ⊂ Z we associated the graph GX = (X,EX) with edges EX consisting of
nearest neighbor pairs of X, that is
EX := {{x, rX(x)} : x ∈ X \maxX},
where rX(x) := min(X \ (−∞, x]) denotes the nearest neighbor vertex of x which lies to the
right. We will also consider graphs with external lines, that is
G¯X := (X, E¯X)
with
E¯X := EX ∪ {{−∞,minX}, {maxX,∞}}.
In this subsection let V and R denote two sets. Later we will refer to elements in V as
interactions and to elements in R as resolvents or propagators.
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Definition 2. Let X ⊂ Z. For E = EX and E = E¯X a function on (X,E) of the form
((Vx)x∈X , (Fe)e∈E),
where Vx ∈ V for every x ∈ X and Fe ∈ R for every e ∈ E is called a (V ,R)-valued
graph function on X and a (V ,R)-valued graph function on X with external lines,
respectively.
Example 1. We can write a graph function on {1, 2, 3, 4, 5} symbolically as
1
V1 F{1,2}
2
V2 F{2,3}
3
V3 F{3,4}
4
V4 F{4,5}
5
V5
Now we introduce a so called substitution operation, which substitutes a piece of a graph
function by a simpler expression. This will later be used to express so called renormalized
Feynmann graphs.
Definition 3. Let X ⊂ Z, and let K ∈ R. Let pi = ((Vx)x∈X , (Fe)e∈E¯X ) be a (V ,R)-valued
graph function with external lines on X. For I ⊂ X with GI ⊂ GX we define
subst
I→K
(pi) := ((Vx)x∈X\I , (F˜e)e∈E¯X\I ), (4.1)
where for e ∈ E¯X\I
F˜e :=
{
F{min e,min I}KF{max e,max I} , e /∈ E¯X ,
Fe , e ∈ E¯X
Note that (4.1) is again a (V ,R)-valued graph function on X \ I with external lines, that
is, for a graph function with external lines we can substitute any subgraph and we obtain
again a graph function with external lines. In Subsection 4.2 we show how Definition 3 can
be naturally extend to graph functions without external lines.
Example 2. Let pi denote the graph function of the previous example. Suppose I = {2, 3}.
Then we write the graph function substI→K(pi) symbolically as
1
V1 F{1,2}KF{3,4}
4
V4 F{4,5}
5
V5
.
The following lemma is a direct consequence of the definition.
Lemma 5. (Commutativity) Let X ⊂ Z and let FI , FJ ∈ R. Let pi be a (V ,R)-valued graph
function on X with external lines. For any disjoint subsets I, J of X with GI , GJ ⊂ GX , we
have
subst
I→FI
(pi) subst
J→FJ
(pi) = subst
J→FJ
(pi) subst
I→FI
(pi).
Lemma 5 justifies the use of the following notation. Let X ⊂ N and let a set I of mutually
disjoint subsets of X be given such that GI ⊂ GX for all I ∈ I, and let for each I ∈ I an
element FI ∈ R be given. Then we write for any (V ,R)-valued graph functions pi on X with
external lines
subst
I→FI
I∈I
(pi) :=
∏
I∈I
{subst
I→FI
}(pi).
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4.2 Operator Products
In this subsection we use the above notation to write the energy coefficients in terms of
expectation values of operator products. To this end we introduce the set of interactions and
the set of propagators suitable for the generalized spin boson model
Vsb = {a∗(G) + a(G) : G ∈ L(Rd;L(Hat), (1 + |k|−2)dk)}
Rsb = {R : [0,∞)→ L(Hat) piecewise continuous}.
If we are given a (Vsb,Rsb)-valued graph function onX with no external lines, we can naturally
extend it to a graph function with external lines by assigning the identity operator in Hat to
each external line. With this extension we can naturally extend every definition for graph
functions with external lines to such without external lines. In particular we can extend
Definition 3 to graph functions without external lines.
For a finite set X ⊂ Z and for φ = ((Vx)x∈X , (Fe)e∈E¯X ) a (Vsb,Rsb)-valued graph function
on X with external lines, we define the formal operator product
Π(φ) = F{−∞,minX}(Hf )
∏
x∈X\maxX
{
VxF{x,rX(x)}(Hf )
}
VmaxXF{maxX,∞}(Hf ).
Moreover, we define an energy shift
Tr(φ) := ((Vx)x∈X , (Fe(·+ r)e∈E¯X ),
for r ≥ 0. Let us now define a special graph function, which we will eventually use to write
the expansion coefficients of the energy. For r ≥ 0 and η ≥ 0 define
R(r, η) :=
1− Pat ⊗ 1r=0
E0 −Hat − r − η . (4.2)
We note that (4.2) is bounded if η > 0 or r > 0. The parameter η serves as a regularization
which we shall later remove. The parameter r will be needed to account for the additional
terms arising from the pull-through formula.
Let us now define the graph functions which we will use for our model. We write
Nn := N ∩ [1, n],
and we define for r, η ≥ 0
pin(η) := ((V )x∈Nn , (R(·, η))e∈ENn )
pin(r, η) := ((V )x∈Nn , (R(·+ r, η))e∈ENn ) = Trpin(η),
where V ∈ Vsb is the interaction of the spin boson model.
For a given sequence (En)n∈N in R we define the expression
Tn(r, η) :=
n∑
k=1
∑
{I1,...,Ik}
Ii∩Ij=∅, Ij 6=∅
GIi(GNn
(1⊗ PΩ)Π( subst
I→−E|I|
I∈{I1,...,Ik}
(pin(r, η)))(1⊗ PΩ), (4.3)
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where the second sum is over all sets with k-elements, with elements being nonzero disjoint
subsets ofNn such that their associated graphs are subgraphs of GNn (this condition is imposed
to ensure that Ik does not contain any holes). We shall adopt the convention that we view
(4.3) as an operator restricted to the atomic Hilbert space. We also introduce the expressions
T̂n(r, η) := Tn(r, η)− En,
which we will refer to as renormalized propagators. Henceforth we shall write PΩ instead
of 1 ⊗ PΩ, In the following lemma we relate the energy formula (2.8) in Theorem 1 to the
expressions defined in (4.3).
Lemma 6. Suppose η > 0. Then for any sequence (En)n∈N of real numbers we have for n ≥ 2
〈ϕat, Tn(0, η)ϕat〉 =
n∑
k=2
∑
j1+···+jk=n
js≥1
〈ψ0, (δ1j1V − Ej1)
k∏
s=2
{
(E0 − η −H0)−1P¯0(δ1jsV − Ejs)
}
ψ0〉.
Proof. To see this, we identify each summand in the sum. Consider the summand in (4.3)
indexed by I = {I1, . . . , Il}. We complement this set by sets consisting of elements of Nn
which are not contained in any of the sets in I. To this end we define
J := {{s} : s ∈ Nn and s /∈ I, ∀I ∈ I}.
Now we order the elements of S := I ∪J in increasing order in the sense that for all s1, s2 ∈ S
we set
s1 < s2 :⇔ every element of s2 is an upper bound of s1.
This defines a bijection ϕ : N|S| → S preserving the order. By construction we see that the
summand in (4.3) indexed by {I1, . . . , Il} is equal to the summand in (2.8), which we obtain
by choosing k = |S|, the indices js = |ϕ(s)| for s = 1, . . . , k, by choosing −E1 in case js = 1
and ϕ(s) ∈ I, and by choosing V if js = 1 and ϕ(s) /∈ I.
Finally we give an alternative formulation for (4.3), to shorten the notation in forthcoming
proofs. For S ⊂ Z we say that a set of the form {s ∈ S : a ≤ s ≤ b} for some a, b ∈ S is
an interval of S. For M ⊂ Z we define the set Q(M) consisting of all collections of disjoint
nonempty intervals of M , i.e.,
Q(M) := {I ⊂ P(M) : ∀I, J ∈ I we have I ∩ J = ∅,
∀I ∈ I the set I is a nonempty interval of M}.
Then we can rewrite (4.3) as
Tn(r, η) =
∑
I∈Q(Nn)
Nn /∈I
PΩΠ( subst
I→−E|I|
I∈I
(pin(r, η)))PΩ, (4.4)
and for the renormalized expression
T̂n(r, η) =
∑
I∈Q(Nn)
PΩΠ( subst
I→−E|I|
I∈I
(pin(r, η)))PΩ. (4.5)
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4.3 Wicks Theorem and Contractions
Now we use a generalized version of Wicks theorem to write (4.3) as a sum of so called
contractions. To this end we introduce the following notation.
Definition 4. Let X be a finite set. A pair of X is a subset of X containing two elements.
A pair partition P of X is a partition of X consisting of pairs of X, i.e., |X| is even and we
have
P = {p1, p2, . . . , p |X|
2
}
where pj is a pair of X, pi ∩ pj = ∅ if i 6= j, and
⋃
p∈P p = X. A pairing of X is a pair
partition of a subset of X.
Definition 5. Let X ⊂ Z be finite, let P be a pairing of X, and let φ = ((a(Gx) +
a∗(Gx))x∈X , (Fe)e∈E¯X ) be a (Vsb,Rsb)-valued graph function with external lines on X. Then
the contraction of φ with respect to P is defined by
CP (φ)(r) :=
∏
j∈X
{∫
dkj
}
δP (k)F{−∞,minX}(r)∏
j∈X\{maxX}
{
G]j,P (kj)F{j,rX(j)}(|K{j,rX(j)}|P + r)
}
×G]maxX,P (kmaxX)F{maxX,∞}(r),
where r ≥ 0 and
G]j,P :=
{
G∗j ,∃p ∈ P, j = min p
Gj ,∃p ∈ P, j = max p
,
δP (k) :=
∏
p∈P
δ(kmin p − kmax p) ,
|Ke|P :=
∑
p∈P
max e≤max p
min p≤min e
|kmax p| .
We define
C0P (φ) := CP (φ)(0).
We shall adopt the following conventions. We write
C(φ) :=
∑
P
CP (φ),
where the sum is over all pair partitions of X. If P is not a pair partition of X we set for
notational compactness
CP (φ) = 0.
We adopt analogous conventions for C0.
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Lemma 7. Suppose the situation is as in Definition 5, and that for all e ∈ E¯X the functions
Fe(r) are uniformly bounded in r ≥ 0 . Then C(φ) ∈ Rsb.
Proof. This follows from the dominated convergence theorem.
Remark 7. Let the situation be as in Definition 5. Then we have
CP (φ)(r) = C0P (Trφ).
We illustrate Definition 5 in the following example.
Example 3. Consider the set N4 and we consider the pair partition P which is indicated by
the lines below.
P :
CP (φ)(r) =
∫
dk1 · · · dk4
{
δ(k1 − k3)δ(k2 − k4)F{−∞,1}(r)G∗(k1)
F{1,2}(|k3|+ r)G∗(k2)F{2,3}(|k3|+ |k4|+ r)
G(k3)F{3,4}(|k4|+ r)G(k4)F{4,∞}(r)
}
.
Lemma 8 (Generalized Wick Theorem). Let X ⊂ N be finite and let φ be a (Vsb,Rsb)-valued
graph function on GX or G¯X . Then
PΩΠ(φ)PΩ = C0(φ)⊗ |Ω〉〈Ω|.
The proof follows from the usual Wick theorem, leaving the operator valued functions G
at their position and using the so called pull through formula. The pull through formula
gives the commutation relation between the free field energy and the creation or annihilation
operators. For a detailed proof we refer the reader to [7]. The following lemma is an immediate
consequence of (4.4) resp. (4.5) and the generalized Wick theorem (Lemma 8).
Lemma 9. We have
Tn(r, η) =
∑
I∈Q(Nn)
Nn /∈I
C0( subst
I→−E|I|
I∈I
(pin(r, η))), (4.6)
T̂n(r, η) =
∑
I∈Q(Nn)
C0( subst
I→−E|I|
I∈I
(pin(r, η))). (4.7)
We shall need the following lemma which collects two algebraic relations of the contraction
operation.
Lemma 10. Let X ⊂ Z be finite, let P be a pairing of X.
(a) For j = 1, 2 let φj = ((Vx)x∈X , (Fj,e)e∈E¯X ) be (Vsb,Rsb)-valued graph functions with
external lines on X and suppose for e ∈ E¯X we are given numbers te,j ∈ C. Then the
following multilinearity relation holds
CP
(
(Vx)x∈X , (
∑
je=1,2
te,jeFje,e)e∈E¯X
)
=
∏
e∈E¯X
{∑
je=1,2
te,je
}
CP ((Vx)x∈X , (Fje,e)e∈E¯X ).
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(b) Suppose we are given disjoint sets Xl, Xr ⊂ X such that their union equals X and
maxXl < minXr.
Furthermore, assume that P = Pl∪Pr where Pl is a pair partition of Xl and Pr is a pair
partition of Xr. Then for any (Vsb,Rsb)-valued graph function, φ = ((Vx)x∈X , (Fe)e∈EX ),
we have the
CP (φ) = CPl(φl)F{maxXl,minXr}CPl(φr),
where we defined
φl := ((Vx)x∈Xl , (Fe)e∈EXl )), φr := ((Vx)x∈Xr , (Fe)e∈EXr )).
(c) Suppose we are given disjoint sets Xl, Xm, Xr ⊂ X such that their union equals X and
maxXl < minXm < maxXm < minXr.
Furthermore, assume that P = Pm ∪ Pb where Pm is a pair partition of Xm and Pb is
a pair partition of Xl ∪ Xr. Then for, φ = ((Vx)x∈X , (Fe)e∈E¯X ), any (Vsb,Rsb)-valued
graph functions with external lines on X we have the following substitution relation
CP (φ) = CPb(subst
Xm→φ˜
(φ)),
where
φ˜ := CPm((Vx)x∈Xm , (Fe)e∈EXm ).
Proof. (a). This follows from the bilinearity of the operator product and the linearity of the
integral. Statements (b) and (c) follow from Fubinis Theorem.
4.4 Feynman Graphs, Renormalization
In this subsection we want to evaluate the sum over all contractions in (4.6). To this end
we will show that we can write (4.6) as a sum of so called linked contractions over so called
renormalized propagators. We shall use the notation, that for a set A of sets we write ⋃A :=⋃
A∈AA.
Definition 6. Let X ⊂ Z. We call two distinct elements p1 and p2 of a pairing of X linked
if one element of p1 lies between the elements of p2 and one of the elements of p2 lies between
the elements of p1, i.e.,
p1 ∩ [min p2,max p2] 6= ∅ and p2 ∩ [min p1,max p1] 6= ∅.
For a pairing P of X, we call the mapping
γ : {0, . . . , l} → P,
with l ∈ N, a linked path in P from γ(0) to γ(l) of length l if γ(i) and γ(i + 1) are linked
for all i = 0, . . . , l − 1. A pairing P of X is called linked if for any two elements p1, p2 ∈ P
there exists a linked path in P from p1 to p2. The property that there exists a linked path
between two pairings is an equivalence relation on P , and we call the equivalence classes
linked components of P . We say that P links two elements x, y of X if P has a linked
component P0 such that x, y ∈
⋃
P0.
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Example 4. Consider N14. Then the pairing P = {{1, 5}, {4, 13}, {12, 14}} is linked
P : ,
and the pairing Q = {{1, 5}, {4, 13}, {6, 8}, {7, 11}, {12, 14}},
Q : ,
can be written as the union of the linked components P and {{6, 8}, {7, 11}}.
Next we consider the set of non-paired elements. Specifically, for any pairing P of Nn we
define IP to be coarsest partition of the the set of all partitions of Nn \
⋃
P into intervals of
Nn. This definition is illustrated in the next example.
Example 5. Consider N14 and P = {{1, 5}, {4, 13}, {12, 14}}.
P :
Then IP = {{2, 3}, {6, 7, 8, 9, 10, 11}}.
Remark 8. Let us characterize IP in different terms. The set IP is the unique partition of
Nn \
⋃
P such that
⋃
I∈IP GI = GNn|Nn\∪P .
We define
Cn(r, η) :=
∑
P pairing of Nn
{1,n}⊂∪P
P linked
CP ( subst
I→T̂|I|(·,η)
I∈IP
(pin(η))(r) (4.8)
=
∑
P pairing of Nn
{1,n}⊂∪P
P linked
C0P ( subst
I→T̂|I|(·+r,η)
I∈IP
(pin(r, η)),
where we refer to the summand on the right hand side as a linked Feynman graph with
renormalized propagators. We define
Ĉn(r, η) := Cn(r, η)− En. (4.9)
Proposition 1. We have
Tn(r, η) = Cn(r, η) +
n∑
k=2
∑
j1+...+jk=n
ji≥1
[
k−1∏
i=1
(
Ĉji(r, η)R(r, η)
)]
Ĉjk(r, η).
For the proof we will introduce the notion of connected pairings, which is similar to the
notation of linked pairings, but not the same.
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Definition 7. Let X ⊂ Z. For a pairing P of X we call the set
S(P ) =
⋃
p∈P
[min p,max p]
the span of P . We call two distinct elements p1 and p2 of a pairing of X connected if one
element of p1 lies between the elements of p2 or one of the elements of p2 lies between the
elements of p1, i.e.,
[min p1,max p1] ∩ [min p2,max p2] 6= ∅.
For a pairing P of X, we call the mapping
γ : {0, . . . , l} → P,
with l ∈ N, a connected path in P from γ(0) to γ(l) if γ(i) and γ(i + 1) are connected for
all i = 0, . . . , l − 1. A pairing P of X is called connected if for any two elements p1, p2 ∈ P
there exists a connected path in P from p1 to p2. The property that there exists a connected
path between two pairings is an equivalence relation on P , and we call the equivalence classes
connected components of P .
Example 6. Let P be a pairing, whose pairs are indicated by the black lines.
P :
The connected components are indicated by the dashed boxes, that is a connected component
consist of all the pairs in a single dashed box.
We note that linked implies connected but not the other way around.
Proof of Proposition 1. By Lemma 9 we can write
Tn(r, η) =
∑
P pairing of Nn
∑
I∈Q(Nn)
Nn /∈I
C0P ( subst
I→−E|I|
I∈I
(pin(r, η)))
= T (C)n (r, η) + T
(D)
n (r, η), (4.10)
where we divided the sum over the partitions into partitions which connect the smallest and
the largest vertex
T (C)n (r, η) :=
∑
P pairing of Nn
P links 1,n
∑
I∈Q(Nn)
Nn /∈I
C0P ( subst
I→−E|I|
I∈I
(pin(r, η)))
(observe that in the above formula we can drop the condition Nn /∈ I because of {1, n} ⊂
⋃
P )
and the remaining partitions
T (D)n (r, η) :=
∑
P pairing of Nn
P does not link 1,n
∑
I∈Q(Nn)
Nn /∈I
C0P ( subst
I→−E|I|
I∈I
(pin(r, η))). (4.11)
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To simplify the connected part T (C)n (r, η) we proceed as follows. We decompose the pairing P
of Nn which links 1 and n, into linked components. We denote the linked component which
contains {1, n} by Pe. Each of the remaining linked components must be a pairing of I for
some I ∈ IPe , since otherwise the pairing would link two elements of Nn, for which there
would lie an element of
⋃
Pe between them, a contradiction. Thus we can write the pairing
P of Nn which links 1 and n in a unique way as
P = Pe ∪
⋃
I∈IPe
PI , (4.12)
where PI is a pairing of I. This decomposition is illustrated in the following example.
Example 7. Consider N14 and let P be the set of the pairs indicated by black lines.
P :
Then Pe is the set of all pairs indicated by the lines which are outside of the dashed boxes.
Moreover, IPe = {I1, I2} with I1 := {2, 3}, that is the set of points in first dashed box, and
I2 := {6, 7, 8, 9, 10, 11}, that is the set of points in the second dashed box. Furthermore PI1 is
the set of all pairs indicated by the lines in the first dashed box, and similarly for PI2 .
Now using the decomposition (4.12) we obtain the first identity of the following equations
T (C)n (r, η)
=
∑
Pe pairing of Nn
{1,n}⊂⋃Pe
Pe linked
∏
I∈IPe
{ ∑
PI pairing of I
}
∑
I∈Q(Nn)
C0(Pe∪⋃I∈IPe PI)( substJ→−E|J|
J∈I
(pin(r, η)))
=
∑
Pe pairing of Nn
{1,n}⊂⋃Pe
Pe linked
∏
I∈IPe
{ ∑
II∈Q(I)
∑
PI pairing of
I\⋃ II
}
C0(Pe∪⋃I∈IPe PI)( substJ→−E|J|
J∈⋃I∈IPe II
(pin(r, η))) (4.13)
=
∑
Pe pairing of Nn
{1,n}⊂⋃Pe
Pe linked
C0Pe( subst
I→T̂|I|(·+r,η)
I∈IPe
(pin(r, η))) (4.14)
= Cn(r, η),
where in (4.13) we interchanged on each of the intervals I ∈ IPe the summation on the one
hand over energy subtractions and on the other hand over pairings of I, and where in (4.14)
we used linearity of the contraction operator CP and the multilinearity property of the product
of graph functions, see Lemma 10.
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To simplify T (D)n (r, η) we rearrange the summation by decomposing it into disconnected
parts. To this end we define a bijection between two index sets. The original index set is
S1 := {(P, I) : I ⊂ Q(Nn), P is a pair partition of Nn \
⋃
I}.
Now suppose (P, I) ∈ S1 is given. The following construction is illustrated in the example
below. First we consider the connected components of P , and we define the sets
K0 := {S(Q) ∩ N : Q connected component of P},
I0 := {K ∈ I : K ⊂ Nn \ S(P )},
K := K0 ∪ I0.
Clearly, K is a partition of Nn into intervals of Nn. Next we want to decompose (P, I) with
respect to the partition K. For this we define for each K ∈ K the set
IK := {I ⊂ K : I ∈ I},
moreover, we define for K ∈ K0 the pairing
PK := Q,
where Q is the unique connected component of P such that K = S(Q) ∩ N, and for K ∈ I0
we define PK = ∅. It is straight forward to verify that this construction yields a well defined
map ψ from the set S1 to the index set
S2 := {(K, (PK)K∈K, (IK)K∈K) : K ∈ Q(Nn),
⋃
K = Nn,
IK ∈ Q(K), PK is a pair partition of K \
⋃
IK ,
(S(PK) = [minK,maxK] or (PK = ∅ and IK = K))}.
In fact ψ is a bijection with inverse
ψ−1(K, (PK)K∈K, (IK)K∈K) = (
⋃
K∈K
PK ,
⋃
K∈K
IK),
as one readily verifies.
Example 8. We consider a pairing P of N28, whose pairs are indicated by the black lines below.
The set I = {I1, I2, I3, I4} with I1 := {7, 8}, I2 := {14, 15}, I3 := {19, 20}, I4 := {21, 22, 23, 24}
is indicated below as well. Likewise the sets K0, I0, and K are indicated.
I1 I2 I3 I4
I :
P :
K0 :
I0 :
K :
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Furthermore, one sees that
ψ({(P, I) ∈S1 : S(P ) 6= [1, n], Nn /∈ I})
= {(K, (PK)K∈K, (IK)K∈K) ∈ S2 : |K| ≥ 2}.
Thus the bijection allows us to rearrange the sum in (4.11) and we obtain the first identity of
the following equations
T (D)n (r, η)
=
∑
K∈Q(Nn)⋃K=Nn
|K|≥2
∏
K∈K
{ ∑
PK pairing of K
S(PK)=
[minK,maxK]
∑
IK∈Q(K)
+ 1(PK=∅,IK={K})
}
× C0(⋃K∈K PK)( substI→−E|I|
I∈⋃K∈K IK
(pin(r, η))))
=
∑
K∈Q(Nn)⋃K=Nn
|K|≥2
∏
K∈K
{ ∑
PK pairing of K
S(PK)=
[minK,maxK]
∑
IK∈Q(K)
+ 1(PK=∅,IK={K})
}
×
∏
K∈K\maxK
{
C0PK ( substI→−E|I|
I∈IK
(pi|K|(r, η)))R(r, η)
}
× C0PmaxK( substI→−E|I|
I∈ImaxK
(pi|maxK|(r, η))) (4.15)
=
n∑
k=2
∑
j1+...+jk=n
ji≥1
[
k−1∏
i=1
(
Ĉji(r, η)R(r, η)
)]
Ĉjk(r, η), (4.16)
where in (4.15) we made use of the fact that the contraction factors for disconnected parts.
Moreover the product over K is taken with respect to the following ordering. An element
{I1, . . . , Il} of Q(M) has an ordering given by
Ii ≤ Ij :⇔ a ≤ b,∀a ∈ Ii,∀b ∈ Ij, (4.17)
which is total and well ordered. Finally we note that Eq. (4.16) follows from multilinearity
and the definitions, where the renormalization terms Eji in Ĉji , see (4.9), come from the terms
1(PK=∅,IK={K}).
In order to estimate the Feynman graphs, we will decompose the resolvent in Proposition
1. We write
R(r, η) = R⊥(r, η) +R‖(r, η), (4.18)
where we have defined
R⊥(r, η) = (1− Pat)R(r, η), R‖(r, η) = PatR(r, η).
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We define
Gn(r, η) := Cn(r, η) +
n∑
k=2
∑
j1+...+jk=n
ji≥1
[
k−1∏
i=1
(
Ĉji(r, η)R
⊥(r, η)
)]
Ĉjk(r, η) (4.19)
and
Ĝn(r, η) := Gn(r, η)− En.
The next theorem is purely algebraic. It will later be used to estimate the energy coeffi-
cients.
Proposition 2. We have
Tn(r, η) = Gn(r, η) +
n∑
k=2
∑
j1+...+jk=n
ji≥1
[
k−1∏
i=1
(
Ĝji(r, η)R
‖(r, η)
)]
Ĝjk(r, η) (4.20)
and
T̂n(r, η) = Ĝn(r, η) +
n∑
k=2
∑
j1+...+jk=n
ji≥1
[
k−1∏
i=1
(
Ĝj1(r, η)R
‖(r, η)
)]
Ĝjk(r, η). (4.21)
Proof. In view of the previous proposition it remains to decompose the resolvent between dis-
connected parts into orthogonal and parallel part. To this end we multiply out the expressions
and collect the terms according to the number, s− 1, of resolvents with R‖. Thus by straight
forward algebraic calculation we obtain
n∑
k=2
∑
j1+...+jk=n
ji≥1
[
k−1∏
i=1
(
Ĉji(r, η)R(r, η)
)]
Ĉjk(r, η)
=
n∑
k=2
∑
σ1,...,σk−1∈{⊥,‖}
∑
j1+...+jk=n
ji≥1
[
k−1∏
i=1
(
Ĉji(r, η)R
σi(r, η)
)]
Ĉjk(r, η)
=
n∑
s=1
∑
n1+...+ns=n
ni≥1
∑
k1,..., ks∈Nn
k1+···+ks≥2
∑
j1,1+...+j1,k1=n1
j1,i≥1
· · ·
∑
js,1+...+js,ks=ns
js,i≥1[
k1−1∏
i1=1
(
Ĉj1,i1 (r, η)R
⊥(r, η)
)]
Ĉj1,k1 (r, η)R
‖(r, η) · · ·[
ks−1∏
is=1
(
Ĉjs,is (r, η)R
⊥(r, η)
)]
Ĉjs,ks (r, η)
=
n∑
k=2
∑
j1+...+jk=n
ji≥1
[
k−1∏
i=1
(
Ĉji(r, η)R
⊥(r, η)
)]
Ĉjk(r, η)
+
n∑
s=2
∑
n1+...+ns=n
ni≥1
[
s−1∏
i=1
(
Ĝni(r, η)R
‖(r, η)
)]
Ĝns(r, η),
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where we use the convention that an empty product is defined as a multiplicative identity. In
particular, in the fourth and fifth line the empty product
∏kν−1
i=1 · · · with kν = 1 is interpreted
as a one. Moreover, on the last right hand side the first term originates from s = 1 and the
second term from summing over all s ≥ 2. Collecting equalities yields the claim.
4.5 Estimating the Renormalized Graphs
In this subsection we will prove Theorem 1. First we recall Lemma 6 which relates Tn to the
expansion coefficients of the ground state energy. To prove Theorem 1 we use the formula for
Tn given in (4.20). In the following lemmas below we give a few abstract inequalities which
will be needed to estimate the expression in (4.20). To show that (4.20) is indeed finite for
r → 0 and η → 0 we use an induction argument, which is sketched in the following remark.
Remark 9. To show Theorem 1 we shall make the induction hypothesis that Cm and Gm,
defined in (4.8) and (4.19), are sufficiently regular and PatĜm(0, 0)Pat = 0 for all m ≤ n. Then
it will follow from (4.20) and (4.21) that also Tm is sufficiently regular and PatT̂m(0, 0)Pat = 0
for all m ≤ n. The singularity of the resolvent at r = 0 is cancelled, since by induction
hypothesis Gm is sufficiently regular and PatĜm(0, 0)Pat = 0 for allm ≤ n. Using the estimates
of the lemmas below we will then see that Cn+1 is sufficiently regular, and thus also Gn+1 in
view of (4.19). Now from (4.20) and (4.21) it will follow that PatĜn+1(0, 0)Pat = 0, where the
singularity is cancelled as before. Hence the induction hypothesis for n+ 1 holds.
Lemma 11. Let X be a finite subset of Z containing at least four elements. Let P be a linked
pair partition of X, and let p ∈ P . Then there exists a pair q ∈ P different from p such that
P \ {q} is again a linked pair partition of X \ q.
Example 9. Consider the set X = {x1, x2, . . . , x10} ⊂ Z, with
x1 < x2 < · · · < x10,
which is indicated by the circles in the diagram below (where the index increases from left to
right). We consider the pair partition P which is indicated by the lines below.
P :
If we remove one of the pairs {x2, x5} or {x4, x8}, then the set of the remaining pairs is not
linked anymore. If we remove one of the three pairs {x1, x3}, {x6, x9}, or {x7, x10}, then the
set of the remaining pairs is linked. Since we can remove any of the aforementioned three
pairs, it follows that for any p ∈ P there exists a q ∈ P different from p such that P \ {q} is
again a linked pair partition of X \ q.
Proof. For any two r, s ∈ P define the distance
dP (r, s) := inf{l ∈ N : there exists a linked path inP of length l from r to s}
Clearly, dP is a metric on P . Define
mP (p) := max{d(p, r) : r ∈ P}.
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Since X is finite we can pick a q ∈ P such that
dP (p, q) = mP (p).
Then P \ {q} is again linked. Otherwise there would exist at least two linked components.
One component must contain p and we could pick an r ∈ P \ {q} in a different component.
But then every linked path in P from p to r would have to pass through q. This would imply
dP (p, q) < dP (p, r) ≤ mP (p). This is a contradiction to the choice of q.
Lemma 12. Let X ⊂ Z be a finite set. Let P be a linked pair partition of X.
(a) Suppose we are given,
φ = ((V )x∈X , (Fe)e∈EX ),
a (Vsb,Rsb)-valued graph function on X. Suppose there exists a constant CF such that
for all e ∈ EX we have
‖Fe(r)‖ ≤ CF (|r|−1 + 1),∀r ≥ 0.
Then
sup
r≥0
‖CP (φ)(r)‖ ≤ C |X|F C |X|−21 C20 ,
where
Cp :=
(∫
dk(|k|−1 + 1)p+1‖G(k)‖2
)1/2
.
(b) Let S ⊂ Rd. Suppose for each s ∈ S we are given
φs = ((V )x∈X , (Fe,s)e∈EX ),
a (Vsb,Rsb)-valued graph function on X. Suppose for each r > 0 and for each e ∈ EX ,
the function s 7→ Fe,s(r) is continuous, and suppose there exists a constant CF such that
‖Fe,s(r)‖ ≤ CF (|r|−1 + 1), ∀r > 0, s ∈ S, e ∈ EX .
Then the function s 7→ CP (φs)(r) is continuous for each r ≥ 0.
Proof. (a) Since P is a pair partition of X the cardinality of X must be even. Thus we have
|X| = 2n for some n ∈ N. Using the notation introduced in Definition 5 we estimate
‖CP (φ)(r)‖ ≤
∫ ∏
x∈X
{dkx}δP (k)∏
j∈X\{maxX}
{‖G]j,P (kj)‖‖F{j,rX(j)}(r + |K{j,rX(j)}|P )‖}
× ‖G]maxX,P (kmaxX)‖
≤ Estn,
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where we define
Estn := sup
P linked pair
partition of X
∫ ∏
x∈X
{dkx}δP (k)
∏
j∈X\{maxX}
{
‖G]j,P (kj)‖CF (|K{j,rX(j)}|−1P + 1)
}
× ‖G]maxX,P (kmaxX)‖. (4.22)
We will show by induction in n that
Estn ≤ C2n−1F C2n−21 C20 .
First we consider the case n = 1.
Est1 =
∫
dkminXdkmaxX
(
δ(kminX − kmaxX)
‖G∗(kminX)‖ CF (|kmaxX |−1 + 1)‖G(kmaxX)‖
)
≤ CFC20 .
Next we show the induction step n − 1 → n. The goal is to integrate out a pair of paired
variables, such that the set of pairings of the remaining variables remains linked. The details,
which are illustrated in the example below, are as follows. Let P be a linked pair partition
of X, such that the supremum in (4.22) is attained at P . By Lemma 11, we can pick a pair
q ∈ P such that Pq := P \ {q} is a linked pair partition of Xq := X \ q. We want to remove
the propagators over the edges, which are adjacent to q and lie in the span of q, i.e. the edges
el := {min q, rX(min q)}, er := {lX(max q),max q},
where we introduced the notation lX(x) := max(X \ [x,∞)) (denoting the nearest neighbor
on the left of x in X). To this end we will use the following lower bounds, which are an
immediate consequence of the definition,
|Kel |P ≥ |kmax q|, |Ker |P ≥ |kmax q|, (4.23)
|Ke|P ≥ |Ke|Pq , ∀e ∈ EX ∩ EXq , (4.24)
and
|K{lX(min q),min q}|P ≥ |K{lX(min q),rX(min q)}|Pq , provided min q 6= minX, (4.25)
|K{q,rX(max q)}|P ≥ |K{lX(max q),rX(max q)}|Pq , provided max q 6= maxX. (4.26)
We use the estimates in (4.23)–(4.26) to obtain an upper bound for (4.22), integrate out the
variables kmax q and kmin q, which are paired by a delta function, and use the inequality∫
dkmax qdkmin q
(
δ(kmax q − kmin q)
(|kmax q|−1 + 1)(1 + |kmax q|−1)‖G(kmin q)‖‖G(kmax q)‖
)
≤ C21 .
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This yields the following estimate
Estn ≤ C2FC21
∫ ∏
x∈Xq
{dkx}δPq(k)∏
j∈Xq\{maxXq}
{
‖G]j,Pq(kj)‖ CF (|K{j,rXq (j)}|−1Pq + 1)
}
× ‖G]maxXq ,Pq(kmaxXq)‖
≤ C21C2FEstn−1.
This shows the induction step.
Example 10. Consider the situation as in Example 9 above. If we choose q = {x6, x9}, then
P \ {q} is a linked pair partition of X \ {q}. In that case we want to remove the propagators
over the edges
el = {x6, x7}, er = {x8, x9}
and we integrate over the pair of variables kminq = kx6 and kmaxq = kx9 .
P :
el er
P \ {q} :
(b) This follows from dominated convergence and part (a). Explicitly we estimate for
s, t ∈ S and all r ≥ 0
‖CP (φs)(r)− CP (φt)(r)‖
≤
∑
l∈X\{maxX}
∫ ∏
x∈X
{dkx}δP (k)
∏
j∈X\{maxX}
{
‖G]j,P (kj)‖‖1j≤lF{j,rX(j)},s(r + |K{j,rX(j)}|P )
− 1j≥lF{j,rX(j)},t(r + |K{j,rX(j)}|P )‖
}
× ‖G]maxX,P (kmaxX)‖.
The factor for l = j converges to zero. The integrand can be estimated by using the triangle
inequality for the factor l = j. This results in an integrand which is an upper bound and
which can be integrated by the proof of (b).
We need an analogous estimate on the derivative.
Lemma 13. Let X ⊂ Z be a finite set and let S ⊂ Rd be open. Suppose for each s ∈ S we
are given
φs = ((V )x∈X , Fe,s)e∈EX ),
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a (Vsb,Rsb)-valued graph function on X. Suppose there exist constants CF such that for all
e ∈ EX we have
‖Fe,s(r)‖ ≤ CF (|r|−1 + 1), r > 0.
Suppose that for each r > 0 and for each e ∈ EX , the function s 7→ Fe,s(r) has continuous
partial derivatives with
‖∂siFe,s(r)‖ ≤ CF (|r|−1 + 1)2, r > 0, i = 1, . . . , d.
Then for any linked pair partition P of X the function s 7→ CP (φs)(r) has for each r ≥ 0
continuous partial derivatives and
‖∂siCP (φs(r))‖ ≤ (|X|+ 1)C |X|−1F C |X|1 .
Proof. As in the proof of the previous lemma we can assume that |X| = 2n for some n ∈ N.
Using the well known arguments ensuring the interchange of differentiation and integration,
we essentially need to show that the norm of the differentiated integrand can be estimated
from above by an integrable function. (Strictly speaking, only the estimates given in the
following proof will justify the existence of the partial derivative ∂siCP (φs(r)). Nevertheless
for notational compactness we shall already write ∂siCP (φs(r)) in (4.27) and (4.28), below.)
We calculate the derivative using Leibniz’s rule. First we show the estimate in case n = 1, in
which case we find
‖∂siCP (φs(r))‖ ≤
∫
dkminXdkmaxXδ(kminX − kmaxX)‖G∗(kminX)‖
× CF ((|kmaxX |+ r)−1 + 1)2‖G(kmaxX)‖
≤CFC21 .
(4.27)
Let us now consider the case n ≥ 2. Calculating the derivative using Leibniz’s rule we find
that for all r > 0 and n ≥ 1 we have
‖∂siCP (φs(r))‖ ≤
∑
l∈X\{maxX}
∫ ∏
x∈X
{dkx}δP (k) (4.28)
∏
j∈X\{maxX}
{
‖G]j,P (kj)‖CF (|K{j,rX(j)}|−1P + 1)1+δjl
}
× ‖G]maxX,P (kmaxX)‖
≤ (|X| − 1)DEstn,
where we defined
DEstn := sup
l∈X\{maxX}
sup
P linked
pair partition of X
∫ ∏
x∈X
{dkx}δP (k) (4.29)
∏
j∈X\{maxX}
{
‖G]j,P (kj)‖ CF (|K{j,rX(j)}|−1P + 1)1+δjl
}
× ‖G]maxX,P (kmaxX)‖.
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We want to show by induction that for all n ∈ N we have
DEstn ≤ C2n−1F C2n1 .
By (4.27) we know that the inequality for DEst1 holds. Next we show that n − 1 → n. Let
us first sketch the idea. As in the proof of Lemma 12, we want to remove two propagators
by integrating out a pair of paired variables, such that the set of pairings of the remaining
variables is again linked, in addition, we want the term which contains a two in the exponent
to remain in the integral. The details are as follows, and illustrated in the examples below.
Suppose the maximum in (4.29) is attained for l ∈ X \ {maxX} and the linked pairing P .
Consider the edge e := {l, rX(l)} (for which we have a two in the exponent). We pick a p ∈ P
such that e lies in the span of p (this can always be achieved, since P is linked and therefore
connected). By Lemma 11 there exists an element q ∈ P \ {p} such that Pq := P \ {q} is a
linked pair partition of Xq = X \ q. If none of the edges
el := {min q, rX(min q)}, er := {lX(max q),max q},
is equal to e, then an estimate as in the proof of Lemma 12 yields
DEstn ≤ C21C2FDEstn−1, (4.30)
since the term involving e is not integrated out. If e = el (the case e = er is analogous) then
we use the estimate
(|Ke|−1P + 1)2 ≤ (|K{lX(min q),rX(min q)}|−1Pq + 1)(|kmax q|−1 + 1).
The second term on the right hand side is again estimated as in the proof of Lemma 12,
whereas the first term remains in the integral. This yields again (4.30). The continuity of the
derivative follows from dominated convergence as in the proof of Lemma 12.
Example 11. Consider the situation as in Example 9 above. Suppose l = x6 and so e =
{x6, x7}. Then for p = {x6, x9} ∈ P the span of p contains e. If we choose q = {x1, x3}, then
P \ {q} is a linked pair partition of X \ {q}. In that case we want to remove the propagators
over the edges
el = {x1, x2}, er = {x2, x3},
which are both different from e.
P :
e
P \ {q} :
el er e
Example 12. Consider the set X = {x1, x2, x3, x4}, where x1 < x2 < · · · < x4. Let P be a
linked pairing with pairs indicated in the diagram below. If l = x2, then e = {x2, x3} and
p = {x1, x3} ∈ P contains e in its span. In that case we can remove q = {x1, x2} and
el = {x1, x2}, er = {x2, x3},
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where e = er.
P :
e
P \ {q} :
el er
Proof of Theorem 1. We prove the theorem by induction in n ∈ N. We make the following
induction hypothesis.
In: There are unique numbers Em for m ∈ Nn such that the following holds for the functions
Cm, Gm : [0,∞)× (0, 1]→ L(Hat) defined in (4.8) and (4.19).
(i) For m ∈ Nn the functions Cm, Gm are continuous on [0,∞) × (0, 1] and bounded and
extend to continuous functions on [0,∞)× [0, 1].
(ii) For m ∈ Nn the functions Cm, Gm are on (0,∞)× (0, 1) continuously differentiable with
respect to r and η with uniformly bounded derivatives.
(iii) For m ∈ Nn we have Em = 〈ϕat, Gm(0, 0)ϕat〉.
First observe that by definition of Cn and Gn vanish for n odd. Moreover, we note that
R⊥(r, η) is continuous on [0,∞)× [0, 1) whereas R‖(r, η) is continuous on (0,∞)× [0, 1), with
a discontinuity at r = 0.
For n = 2, the Hypothesis In can be seen as follows. We have by definition for r ≥ 0 and
η > 0
C2(r, η) =
∫
G∗(k)
1− Pat1|k|+r=0
Hat − Eat + |k|+ η + rG(k)dk
=
∫
G∗(k)
1
Hat − Eat + |k|+ η + rG(k)dk,
where in the second equality we used that {k ∈ R3 : |k| = 0} is a set of measure zero. Note
that we have G2 = C2. (i) follows from dominated convergence (or Lemma 12). (ii) follows
from the usual results about interchanging integration and differentiation (or Lemma 13). (iii)
follows from the definition E2 := 〈ϕat, G2(0, 0)ϕat〉.
Now let us show the induction step. Suppose that In holds. If n is even, the induction
hypothesis trivially holds for n+ 1 since in that case Cn+1, Gn+1 vanish identically as a direct
consequence of the definition. Thus suppose n is odd. By estimating the remainder of a first
order Taylor expansion, it follows from the induction hypothesis that for m ∈ Nn there exists
constants dm such that
|PatĜm(r, η)Pat| ≤ dm|r + η|. (4.31)
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Next we observe that
‖R⊥(r, η)‖ ≤ 1
inf(σ(Hat) \ {E0})− E0 , (4.32a)
‖R‖(r, η)‖ ≤ (r + η)−1. (4.32b)
From the induction hypothesis (i), Eq. (4.21) of Proposition 2 and Eqns. (4.31) and (4.32b),
we see that for all m ∈ Nn there exists a constant cm such that for all r ≥ 0, η > 0 we have
‖PatT̂m(r, η)Pat‖ ≤ cm(r + η), (4.33)
‖P¯atT̂m(r, η)Pat‖ ≤ cm, (4.34)
‖PatT̂m(r, η)P¯at‖ ≤ cm, (4.35)
‖P¯atT̂m(r, η)P¯at‖ ≤ cm(r + η)−1. (4.36)
Now using the decomposition of the resolvent (4.18) and the bounds (4.33)–(4.36) and (4.32a)
we see that for m ∈ Nn there exists a constant cm such that
‖R(r, η)T̂m(r, η)R(r, η)‖ ≤ cm
r + η
.
Moreover, we see from (4.21) and the induction hypothesis (i) that the termR(r, η)T̂m(r, η)R(r, η)
is continuous on (0,∞)× (0, 1] and has a continuous extension to (0,∞)× [0, 1]. Thus it fol-
lows from the definition of Cn, given in (4.8), and Lemma 12 that Cn+1 is bounded and has
a continuous extension to [0,∞) × [0, 1]. Now it follows from (4.19) that the same holds for
Gn+1. Thus we have shown (i) for n+ 1.
From (4.21) of Proposition 2 and the induction hypothesis (ii) we see that T̂n is continuously
differentiable on (0,∞)× (0, 1). Now let ξ = r or ξ = η. Calculating the derivative using the
product rule, we obtain similarly as before, with Eq. (4.31) and
‖∂ξR⊥(r, η)‖ ≤ 1
(inf(σ(Hat) \ {E0})− E0)2 , ‖∂ξR
‖(r, η)‖ ≤ (r + η)−2,
the bounds
‖Pat∂ξT̂n(r, η)Pat‖ ≤ cm, (4.37)
‖P¯at∂ξT̂n(r, η)Pat‖ ≤ cm(r + η)−1, (4.38)
‖Pat∂ξT̂n(r, η)P¯at‖ ≤ cm(r + η)−1, (4.39)
‖P¯at∂ξT̂n(r, η)P¯at‖ ≤ cm(r + η)−2. (4.40)
Now using (4.37)–(4.40) we obtain for r > 0 and η > 0 the bound
‖∂ξR(r, η)T̂n(r, η)R(r, η)‖ ≤ C
(r + η)2
.
Now we see from the definition of Cn, (4.8), and Lemma 13, that Cn+1 is continuously differ-
entiable on (0,∞) × (0, 1) with uniformly bounded derivatives. Hence it follows from (4.19)
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that the same holds for Gn+1. Thus we have shown (ii) for n + 1. Property (iii) now follows
from the definition En+1 := 〈ϕat, Gn+1(0, 0)ϕat〉. Thus we have shown In+1.
Using (4.20) of Proposition 2, it follows from (4.31) and (4.32a) that
lim
η↓0
〈ϕat, Tn(0, η)ϕat〉 = 〈ϕat, Gn(0, 0)ϕat〉 = En,
where the last equality follows from (iii) of the induction hypothesis. Setting En := En, the
claim of the theorem follows from Lemma 6.
As a byproduct of the proof we obtain the following corollary, which tells us that we can
calculate the coefficients En solely in terms of linked pair partitions.
Corollary 1. Let the situation be as in Theorem 1. Then we have
En = lim
η↓0
〈ϕat,
{
Cn(0, η)
+
n∑
k=2
∑
j1+...+jk=n
ji≥1
[
k−1∏
i=1
(
Ĉji(0, η)R
⊥(0, η)
)]
Ĉjk(0, η)
}
ϕat〉.
5 Ground State
In this section we prove the following theorem, which shows the existence of the expansion
coefficients for the ground state. The strategy of the proof is analogous to that of Theorem 1,
with the difference that one has to account for the square of the resolvent which may now
appear in operator products. For an outline of the proof, we therefore refer the reader to the
outline of the proof of Theorem 1, given at the beginning of Section 4.
Theorem 3. Suppose the assumptions of Theorem 1 hold and let (En)n∈N be the unique
sequence given in Theorem 1. Let
ψ0 = ϕat ⊗ Ω.
Then for all m ∈ N the following limit exists
ψm = lim
η↓0
ψm(η),
where
ψm(η) :=
m∑
k=1
∑
j1+···+jk=m
js≥1
k∏
s=1
{
(E0 −H0 − η)−1P¯0(δ1jsV − Ejs)
}
ψ0. (5.1)
To show that the expansion coefficients of the ground state exist, we have to calculate
their norm. For this we introduce the following graph functions. For m,n ∈ Z with m ≤ n
we define the set
Nm,n = [m,n] ∩ Z \ {0},
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and
pim,n(r, η) = ((Vx)x∈Nm,n , (R˜e(·+ r, η))e∈ENm,n ),
where for e ∈ ENn we defined
R˜e(r, η) =
{
R(r, η)2, if e = {−1, 1}
R(r, η), otherwise.
Example 13. We can write pi−3,2(r, η) symbolically as
−3
V
R(·+ r, η)
−2
V
R(·+ r, η)
−1
V
R(·+ r, η)2
1
V
R(·+ r, η)
2
V
Note that for n ∈ N we have pi1,n(r, η) = pin(r, η). For M ⊂ Z we define the set Q0(M)
consisting of all collections of disjoint nonempty intervals of M , such that 0 does not lie
between the endpoints of any of the intervals, i.e.,
Q0(M) := {I ⊂ P(M) : ∀I, J ∈ I we have I ∩ J = ∅,
if I ∈ I, then 0 /∈ [min I,max I],
∀I ∈ I the set I is a nonempty interval of M }.
Note that Q0(M) ⊂ Q(M). We define
Tm,n(r, η) :=PΩΠ(pim,n(r, η))PΩ +
∑
I∈Q0(Nm,n):
|I|≥1
PΩΠ( subst
I→−E|I|
I∈I
(pim,n(r, η)))PΩ
=
∑
I∈Q0(Nm,n)
PΩΠ( subst
I→−E|I|
I∈I
(pim,n(r, η)))PΩ, (5.2)
as an operator on the atomic Hilbert space. As an immediate consequence of the definitions
we obtain the following lemma. To be explicit we give a proof below.
Lemma 14. Suppose the assumptions of Theorem 3 hold. Then with the definition (5.1) we
have for all m ∈ N that
〈ψm(η), ψm(η)〉 = 〈ϕat, T−m,m(0, η)ϕat〉.
Proof. The proof is analogous to the proof of Lemma 6. Inserting (5.1) into the left hand side
and taking the adjoint we find
〈ψm(η), ψm(η)〉 =
m∑
k′=1
m∑
k=1
∑
j′1+···+j′k′=m
j′s≥1
∑
j1+···+jk=m
js≥1
〈ψ0,
k′∏
s′=1
{
(δ1j′
s′
V − Ej′
s′
)(E0 −H0 − η)−1P¯0
}
k∏
s=1
{
(E0 −H0 − η)−1P¯0(δ1jsV − Ejs)
}
ψ0〉. (5.3)
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Consider the summand in (5.2) indexed by I ∈ Q0(N−m,m). We partition the set I into
I1 = {I ∈ I : I ⊂ N−m,−1} and I2 = {I ∈ I : I ⊂ N1,m}. By definition of Q0(N−m,m) this is
indeed a partition of I. As in the proof of Lemma 6 we define
K1 := {{s} : s ∈ N−m,−1 and s /∈ I = ∅, ∀I ∈ I1},
K2 := {{s} : s ∈ N1,m and s /∈ I = ∅, ∀I ∈ I2}.
Now we order the elements of Sj := Ij ∪ Kj in increasing order as in the proof of Lemma 6.
This defines a bijection ϕj : N|Sj | → Sj preserving the order. By construction we see that the
summand in (5.2) indexed by I is equal to the summand in (5.3) which we obtain by choosing
k′ = |S1| and k = |S2|, j′s′ = |ϕ1(s′)| and js = |ϕ2(s)|, by choosing −E1 in case j′s′ = 1 and
ϕ1(s
′) ∈ I1 or js = 1 and ϕ2(s) ∈ I2, and by choosing V in case j′s′ = 1 and ϕ1(s′) /∈ I1 or
js = 1 and ϕ2(s) /∈ I2.
For m,n ∈ Z with m ≤ n we define
Cm,n(r, η) :=
∑
Pe linked pairing of Nm,n
S(Pe)=[m,n]
C0Pe( subst
I→T˜I(·+r,η)
I∈IPe
(pim,n(r, η)))
where
T˜I(r, η) :=
{
Tmin I,max I(r, η)− E|I|+1, if 0 /∈ [min I,max I]
Tmin I,max I(r, η), otherwise.
Observe that if m,n ∈ Z have the same sign and m ≤ n, then
Tm,n = Tn−m+1, Cm,n = Cn−m+1.
Proposition 3. For m,n ∈ Z with m ≤ n we have
Tm,n(r, η) = Cm,n(r, η)
+
n−m∑
k=2
∑
j1+...+jk=n−m
ji≥1
[
k−1∏
i=1
(
C˜li(m,j),ri(m,j)(r, η)R˜{ri(m,j),li+1(m,j)}(r, η)
)]
× C˜lk(m,j),rk(m,j)(r, η), (5.4)
where we defined inductively for j = (j1, . . . , jk) the numbers l1(m, j) := m and li+1(m, j) :=
rjiNm,n(li(m, j)), and we defined ri(m, j) := r
ji−1
Nm,n
(li(m, j)) and
C˜p,q(r, η) :=
{
Cp,q(r, η), if 0 ∈ [p, q]
Cp,q(r, η)− Eq−p+1, otherwise.
The proof is very similar to that of Proposition 1, except we have to consider the factor
involving the square of the resolvent and the fact that we have less energy subtractions.
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Proof. The case, where m,n have the same sign, has already been shown in the last section.
Thus assume m < 0 < n. By the generalized Wick theorem, Lemma 9, we have
Tm,n(r, η) =
∑
P pairing of Nm,n
∑
I∈Q0(Nm,n)
C0P ( subst
I→−E|I|
I∈I
(pim,n(r, η)))
= T (C)m,n(r, η) + T
(D)
m,n(r, η),
where we divided the sum over the partitions into partitions which connect the smallest and
the largest vertex
T (C)m,n(r, η) :=
∑
P pairing of Nm,n
S(P )=[m,n]
∑
I∈Q0(Nn,n)
C0P ( subst
I→−E|I|
I∈I
(pim,n(r, η)))
and partitions which are disconnected
T (D)m,n(r, η) :=
∑
P pairing of Nm,n
S(P )6=[m,n]
∑
I∈Q0(Nm,n)
C0P ( subst
I→−E|I|
I∈I
(pim,n(r, η)))
To simplify the connected part T (C)n (r, η) we use the decomposition (4.12) as in the proof of
Proposition 1 and an analogous argument yields
T (C)m,n(r, η) =
∑
Pe pairing of Nm,n
{1,n}⊂⋃Pe
Pe linked
∏
I∈IPe
{ ∑
PI pairing of I
}
∑
I∈Q0(Nm,n)
C0(Pe∪⋃I∈IPe PI)( substJ→−E|J|
J∈I
(pim,n(r, η)))
=
∑
Pe pairing of Nn
{1,n}⊂⋃Pe
Pe linked
∏
I∈IPe
{ ∑
II∈Q0(I)
∑
PI pairing
of I\⋃ II
}
C0(Pe∪⋃I∈IPe PI)( substJ→−E|J|
J∈⋃I∈IPe II
(pim,n(r, η)))
=
∑
Pe pairing of Nn
{1,n}⊂⋃Pe
Pe linked
C0Pe( subst
I→T˜I(·+r,η)
I∈IPe
(pim,n(r, η)))
= Cm,n(r, η).
To simplify the disconnected part T (D)m,n(r, η) we rearrange the sum as in the proof of
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Proposition 1, which yields the following identities,
T (D)m,n(r, η)
=
∑
K∈Q(Nm,n)⋃K=Nm,n
|K|≥2
∏
K∈K
{ ∑
PK pairing of K
S(PK)=
[minK,maxK]
∑
IK∈Q0(K)
+ 1(PK=∅,IK={K},0/∈[minK,maxK])
}
× C0(⋃K∈K PK)( substI→−E|I|
I∈⋃K∈K IK
(pim,n(r, η)))
=
∑
K∈Q(Nm,n)⋃K=Nm,n
|K|≥2
∏
K∈K
{ ∑
PK pairing of K
S(PK)=
[minK,maxK]
∑
IK∈Q0(K)
+ 1(PK=∅,IK={K},0/∈[minK,maxK])
}
∏
K∈K\maxK
{
C0PK ( substI→−E|I|
I∈IK
(piminK,maxK(r, η)))[R(r, η)]
1+10∈[minK,maxK]
}
× C0PmaxK( substI→−E|I|
I∈ImaxK
(pimin(maxK),max(maxK)(r, η)))
=
n−m∑
k=2
∑
j1+...+jk=n−m
ji≥1
[
k−1∏
i=1
(
C˜li(m,j),ri(m,j)(r, η)R˜{ri(m,j),li+1(m,j)}(r, η)
)]
× C˜lk(m,j),rk(m,j)(r, η),
where we ordered K with respect to the ordering defined in (4.17), and in the last equality we
identified the summation indices as follows: k = |K| and ji = |Ki|, for K = {K1, K2, · · · , Kk}
with K1 < K2 < · · · < Kk.
As in Subsection 4.4, we want to decompose the resolvent occurring in (5.4) according to
(4.18). To this end we define
Gm,n(r, η) :=
Cm,n(r, η) +
n−m∑
k=2
∑
j1+...+jk=n−m
ji≥1[
k−1∏
i=1
(
C˜li(m,j),ri(m,j)(r, η)P
⊥R˜{ri(m,j),li+1(m,j)}(r, η)
)]
× C˜lk(m,j),rk(m,j)(r, η), (5.5)
where
P⊥ := 1− Pat.
Moreover, we define
G˜p,q(r, η) :=
{
Gp,q(r, η), if 0 ∈ [p, q]
Gp,q(r, η)− Eq−p+1, otherwise.
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and
P ‖ := Pat.
Theorem 4. We have
Tm,n(r, η) =
Gm,n(r, η) +
n−m∑
k=2
∑
j1+...+jk=n−m
ji≥1[
k−1∏
i=1
(
G˜li(m,j),ri(m,j)(r, η)P
‖R˜{ri(m,j),li+1(m,j)}(r, η)
)]
× G˜lk(m,j),rk(m,j)(r, η). (5.6)
Proof. We start with the formula in Proposition 3 and write the resolvent as a sum of parallel
and orthogonal part. Then we multiply out the resulting expression and, as in the proof
of Proposition 2, we collect the terms according to the number, s − 1, of times P ‖ occurs.
Starting with the second term of the right hand side of (5.4) we obtain by straight forward
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algebraic calculation
n−m∑
k=2
∑
j1+...+jk=n−m
ji≥1
[
k−1∏
i=1
(
C˜li(m,j),ri(m,j)(r, η)R˜{ri(m,j),li+1(m,j)}(r, η)
)]
× C˜lk(m,j),rk(m,j)(r, η)
=
n−m∑
k=2
∑
σ1,...,σk−1∈{⊥,‖}
∑
j1+...+jk=n−m
ji≥1[
k−1∏
i=1
(
C˜li(m,j),ri(m,j)(r, η)P
σiR˜{ri(m,j),li+1(m,j)}(r, η)
)]
× C˜lk(m,j),rk(m,j)(r, η)
=
n−m∑
s=1
∑
n1+...+ns=n−m
ni≥1
∑
k1,..., ks∈N
k1+···+ks≥2
∑
j1,1+...+j1,k1=n1
j1,i≥1
· · ·
∑
js,1+...+js,ks=ns
js,i≥1[
k1−1∏
i1=1
(
C˜li1 (m,j1),ri1 (m,j1)P
⊥R˜{ri1 (m,j1),li1+1(m,j1)}(r, η)
)]
× C˜lk1 (m,j1),rk1 (m,j1)P
‖R˜rk1 (m,j1),l1(l1(m,n),j2)
· · ·[
ks−1∏
is=1
(
C˜lis (ls−1(m,n),js),ris (ls−1(m,n),js)P
⊥
R˜{ris (ls−1(m,n),js),lis+1(ls−1(m,n),js)}(r, η)
)]
× C˜lks (ls−1(m,n),js),rks (ls−1(m,n),js)
=
n−m∑
k=2
∑
j1+...+jk=n−m
ji≥1[
k−1∏
i=1
(
C˜li(m,j),ri(m,j)(r, η)P
⊥R˜{ri(m,j),li+1(m,j)}(r, η)
)]
× C˜lk(m,j),rk(m,j)(r, η)
+
n−m∑
s=2
∑
n1+...+ns=n−m
ni≥1[
s−1∏
i=1
(
G˜li(m,n),ri(m,n)(r, η)P
‖R˜{ri(m,n),li+1(m,n)}(r, η)
)]
× G˜ls(m,n),rk(m,n)(r, η), (5.7)
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where the first term on the very right hand side, originates from s = 1, and for the second
term we used the definition in (5.5). Adding Cm,n(r, η) to the right hand side of (5.7) and
using again the definition in (5.5), the theorem follows.
Lemma 15. Let X ⊂ Z be a finite set and let S ⊂ Rd. Suppose for each s ∈ S we are given
φs = ((V )x∈X , (Fe,s)e∈EX ),
a (Vsb,Rsb)-valued graph function on X. Suppose there exists a constant CF and an e′ ∈ EX
such that
‖Fe,s(r)‖ ≤ CF (|r|−1 + 1), ∀r > 0, e ∈ EX \ {e′},
‖Fe′,s(r)‖ ≤ CF (|r|−1 + 1)2, ∀r > 0.
Suppose that for every r > 0 and e ∈ EX the function s 7→ Fe,s(r) is continuous. Then for
any linked pair partition P of X the function s 7→ CP (φs)(r) is continuous for each r ≥ 0 and
‖CP (φ)(r)‖ ≤ C |X|F C |X|−11 ,
where C1 is defined in Lemma 12.
Proof. The estimate follows analogous as the estimate in the proof of Lemma 12. The state-
ment about the continuity follows from dominated convergence.
Proof of Theorem 3. From the proof of Theorem 1 we know various properties about Cn, Gn,
and Tn, and respectively Ĉn and Ĝn and T̂n. We make the following hypothesis:
Jn: For m1,m2 ∈ Nn the function C−m1,m2(r, η) is continuous and uniformly bounded on
[0,∞)× (0, 1]. Moreover it extends to a continuous function on [0,∞)× [0, 1].
J1 holds, since C−1,1 = C2.
Next we show the induction step n→ n+1. Thus suppose that Jn holds. For all m1,m2 ∈ Nn
it follows from the definition that the function G−m1,m2 is a continuous uniformly bounded
function on [0,∞) × (0, 1] and extends to a continuous functions on [0,∞) × [0, 1]. Let
m1,m2 ∈ Nn. Eq. (5.6) in Theorem 4 implies that Tm1,m2(r, η) is a continuous function
on (0,∞) × [0, 1] and satisfies the following bounds. (Note that there is either at most one
G˜p,q with a 0 ∈ [min p,max q] or at most one R˜‖{p,q} with 0 ∈ [min p,max q].) There exists a
constant cn such that for all r > 0, η ≥ 0 we have
‖PatT−m1,m2(r, η)Pat‖ ≤ cn, (5.8)
‖P¯atT−m1,m2(r, η)Pat‖ ≤ cn(r + η)−1, (5.9)
‖PatT−m1,m2(r, η)P¯at‖ ≤ cn(r + η)−1, (5.10)
‖P¯atT−m1,m2(r, η)P¯at‖ ≤ cn(r + η)−2, (5.11)
where we made use of the estimates in the proof of Theorem 1. Using the bounds (5.8)–(5.11)
we see that for m1,m2 ∈ Nn there exists a constant C such that
‖R(r, η)T−m1,m2(r, η)R(r, η)‖ ≤
C
(r + η)2
.
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We conclude from Lemma 15 that Jn+1 holds.
Knowing that Jn holds the definition given in (5.5) implies that G−m1,m2 has a continuous
extension to [0,∞)× [0, 1]. By Lemma 14 and (5.6) we see that
〈ψm(η), ψm(η)〉 = 〈ϕat, T−m,m(0, η)ϕat〉 = 〈ϕat, G−m,m(0, η)ϕat〉,
for which the limit η ↓ 0 exists (observe that the second term in (5.6) does not contribute,
since R contains the projection onto the complement of the unperturbed ground state).
Finally, we will show that the convergence of ψm(η), as η ↓ 0, follows from dominated conver-
gence. To this end we normal order the creation and annihilation operators and obtain
ψm(η) =
m∑
l=0
ψm,l(η),
where ψm,l(η) is an element of h⊗sl. Thus the term indexed by l contains l creation operators,
which originate from positions in the set X, whereas the other operators on the vertices are
contracted. Explicitly, we obtain using the pull through formula and algebraic identities as in
the proof of Proposition 1,
ψm,l(η)(p1, p2, . . . , pl)
= cl
∑
X⊂Nm
|X|=l
∑
pi:Nl→X
∑
Y⊂Nm\X
∑
P pairing of Y :
for each p∈P
there exists an x∈X and
a linked path from p to {0,x}
in P∪{{0,x}}∏
y∈Y
{∫
dky
}
δP (k)F˜{0,minZ}(|K{0,minZ}|P∪PX , η)
×
∏
j∈Z\maxZ
{
G]j,P∪PX (kj)F˜{j,j′Z}(|K{j,rZ(j)}|P∪PX , η)
}
×G]maxZ,P∪PX (kmaxZ)F̂maxZ(r, η)ψ0|{kpi(s)=ps:s∈Nl}, (5.12)
where cl is a combinatorial factor, we have set Z := Y ∪X and PX := {{0, x} : x ∈ X}, and
we have used the notations introduced in the definition of the contraction
G]j,P :=
{
G∗j ,∃p ∈ P, j = min p
Gj ,∃p ∈ P, j = max p,
|Ke|P :=
∑
p∈P
max e≤max p
min p≤min e
|kmax p|,
and we have set
F˜{i,j}(r, η) :=
{
R(r, η), if j − i = 1,
R(r, η)T̂j−i(r, η)R(r, η), otherwise,
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F̂maxZ(r) :=
{
1H, if maxZ = m,
R(r)T̂m−maxZ(r), otherwise.
Now observe that the integrand on the right hand side of (5.12) exists for η = 0, this
follows from the pull-through formula and that kj = 0 is a set of measure zero. A singularity
in a possible factor on the very right vanishes because of the projection onto the orthogonal
complement of the unperturbed ground state. From the estimate in the proof of Lemma
12 we see that ψm,l(0) is square integrable. Furthermore, using the continuity of Tm,n(r, η)
on (0,∞) × [0, 1] and again the estimate in the proof of Lemma 12 we see from dominated
convergence that ψm,l(η)→ ψm,l(0) for η ↓ 0.
6 Proof of Theorem 2
In this section we give a proof of Theorem 2. First we show that the ground state and
the ground state energy are continuous functions of the coupling constant, that is we verify
Hypothesis 2. We recall the notation ψ0 = ϕat ⊗ Ω and E0 = Eat.
Proposition 4. Let H(λ) be given as in (2.2) and assume that Hypothesis 1 is satisfied. Then
the following holds.
(a) If (2.1) holds, then the ground state energy E(λ) satisfies E(λ) ≤ E0 and
E(λ)− E0 = O(|λ|2), (λ→ 0).
(b) If (2.3) holds, then the operator H(λ) has an eigenvector ψ(λ) with eigenvalue E(λ)
such that
‖ψ(λ)− ψ0‖ = O(|λ|), (λ→ 0)
and 〈ψ0, ψ(λ)〉 = 1 for λ in a neighborhood of zero.
Proof. (a). First we show the upper bound
E(λ) ≤ 〈ψ0, H(λ)ψ0〉 = 〈ψ0, (Hf +Hat + λφ(G))ψ0〉 = Eat = E0.
To show the lower bound we complete the square
H(λ) = Hat +Hf + λφ(G)
= Hat +
∫
dk|k|
[
a(k) + λ
G(k)
|k|
]∗ [
a(k) + λ
G(k)
|k|
]
− |λ|2
∫
G(k)∗G(k)
|k| dk
≥ Eat − |λ|2
∫ ‖G(k)‖2
|k| dk.
(b) This is a consequence of the following two claims. We write ψ̂(λ) := ψ(λ)‖ψ(λ)‖ .
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Claim 1: We have that ‖P¯Ωψ̂(λ)‖ = O(|λ|).
Calculating a commutator we obtain
H(λ)a(k)ψ(λ) = ([H(λ), a(k)] + a(k)H(λ))ψ(λ)
= (−|k|a(k)− λG(k) + a(k)H(λ))ψ(λ).
Solving for a(k)ψ(λ) we find
(H(λ)− E(λ) + |k|)a(k)ψ(λ) = −λG(k)ψ(λ),
and by inversion we find for k 6= 0 that
a(k)ψ(λ) = −λ |k|
H(λ)− E(λ) + |k|
G(k)
|k| ψ(λ).
Thus we obtain for the number operator N the expectation
〈ψ(λ), Nψ(λ)〉 =
∫
dk‖a(k)ψ(λ)‖2
= |λ|2
∫
dk
∥∥∥∥ |k|H(λ)− E(λ) + |k|G(k)|k| ψ(λ)
∥∥∥∥2
≤ |λ|2
∫
dk
‖G(k)‖2
|k|2 ‖ψ(λ)‖
2.
Inserting this into the inequality
‖P¯Ωψ‖2 ≤ 〈ψ,Nψ〉
we find that
‖P¯Ωψ̂(λ)‖ = O(λ), (λ→ 0).
This shows Claim 1.
Claim 2: Let P¯at = 1− Pat. Then we have ‖P¯atψ̂(λ)‖ = O(|λ|).
We apply P¯at to the eigenvalue equation and obtain
P¯atH(λ)P¯atψ(λ) + P¯atH(λ)Patψ(λ) = E(λ)P¯atψ(λ).
Solving for terms involving P¯atψ(λ) we find
(P¯atH(λ)P¯at − E(λ)P¯at)P¯atψ(λ) = −P¯atH(λ)Patψ(λ). (6.1)
Below we want to show that we can invert the operator on the left and, moreover, we want to
estimate the inverse. To this end we will use a Neumann expansion. Let 1 := inf σ(Hat|RanP¯at).
By (a) we have in the sense of operators on the range of P¯at that
(H(0)− E(λ))P¯at ≥ (H(0)− E0)P¯at = (Hat +Hf − E0)P¯at ≥ (1 − E0)P¯at.
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Thus (H(0)−E(λ))P¯at is invertible as an operator in RanP¯at. We note the standard estimates
‖a(G)ψ‖ ≤
(∫ ‖G(k)‖2
|k| dk
)1/2
‖H1/2f ψ‖
‖a∗(G)ψ‖2 ≤
∫
‖G(k)‖2dk‖ψ‖2 +
∫ ‖G(k)‖2
|k| dk‖H
1/2
f ψ‖2,
which imply that
‖(Hf + 1)−1/2φ(G)‖ = ‖φ(G)(Hf + 1)−1/2‖ <∞.
By (a) we find that
‖(P¯at(H(0)− E(λ))P¯at)−1P¯atφ(G)‖
≤ ‖(P¯at(H(0)− E(λ))P¯at)−1(Hf + 1)1/2‖‖(Hf + 1)−1/2φ(G)‖
≤ sup
r≥0
∣∣∣∣ (r + 1)1/2r + 1 − E0
∣∣∣∣ ‖(Hf + 1)−1/2φ(G)‖ =: CG. (6.2)
By Neumanns Theorem it follows from (6.2) that P¯at(H(λ)−E(λ))P¯at is invertible on RanP¯at,
if |λ| < C−1G , and
(P¯at(H(λ)− E(λ))P¯at)−1
=
∞∑
n=0
[−(P¯at(H(0)− E(λ))P¯at)−1λφ(G)]n (P¯at(H(0)− E(λ))P¯at)−1. (6.3)
Inserting (6.3) into (6.1) and using again (6.2) we find
‖P¯atψ̂(λ)‖ = ‖[P¯at(H(λ)− E(λ))P¯at]−1P¯atH(λ)Patψ̂(λ)‖
≤ |λ|CG
1− |λ|CG‖Patψ̂(λ)‖.
This shows Claim 2.
(b) now follows from Claims 1 and 2 by writing
ψ̂(λ)− ψ0〈ψ0, ψ̂(λ)〉 = ψ̂(λ)− PΩ ⊗ Patψ̂(λ)
= P¯Ωψ̂(λ) + PΩ ⊗ P¯atψ̂(λ)→ 0,
where the first term on the right hand side tends to zero because of Claim 1 and the second
term because of Claim 2. Now ψ(λ) = ψ̂(λ)〈ψ0, ψ̂(λ)〉−1 is well defined for λ sufficiently close
to zero and satisfies (b).
Proof of Theorem 2. First we show using Theorems 1 and 3 that
H0ψn+1(0) + V ψn(0) =
n+1∑
k=0
Ekψn+1−k(0). (6.4)
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From the convergence of ψn(η) as η ↓ 0 we obtain from the definition of En that
En = 〈V ψ0, ψn(0)〉 = lim
η↓0
〈V ψ0, ψn(η)〉. (6.5)
From the definition of ψn(η) (compare (3.8)) we see that
(H0 − E0 + η)ψn+1(η) = P¯0
(
n+1∑
k=1
Ekψn+1−k(η)− V ψn(η)
)
(6.6)
We claim that the limit η ↓ 0 yields
(H0 − E0)ψn+1(0) = P¯0
(
n+1∑
k=1
Ekψn+1−k(0)− V ψn(0)
)
(6.7)
This clearly holds for n = 0. Suppose that it holds for all m ≤ n − 1. Then for n the right
hand side of (6.6) converges to the right hand side of (6.7). Since H0 is a closed operator
it follows that the left hand side of (6.6) converges to the left hand side of (6.7). Now (6.7)
and (6.5) imply (6.4). By Proposition 4 and (6.4) the assumptions of Lemma 1 are satisfied.
Hence Theorem 2 now follows from Lemma 1.
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