On a generalization of absolute neighborhood retracts  by Skiba, Robert & Ślosarski, Mirosław
Topology and its Applications 156 (2009) 697–709Contents lists available at ScienceDirect
Topology and its Applications
www.elsevier.com/locate/topol
On a generalization of absolute neighborhood retracts
Robert Skiba a,∗, Mirosław S´losarski b
a Faculty of Mathematics and Computer Science, Nicolaus Copernicus University, ul. Chopina 12/18, 87-100 Torun´, Poland
b Technical University of Koszalin, S´niadeckich 2, 75-453 Koszalin, Poland
a r t i c l e i n f o a b s t r a c t
Article history:
Received 16 June 2008
Received in revised form 30 August 2008
MSC:
primary 54C55, 55M15
secondary 47H10, 54C60
Keywords:
Absolute neighborhood retract
Cell-like map
Movable space
Lefschetz number
Admissible map
In this paper we generalize the concept of absolute neighborhood retract by introducing
the notion of absolute neighborhood multi-retract. Furthermore, the Lefschetz ﬁxed point
theorem for admissible maps deﬁned on absolute neighborhood multi-retracts is proved.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The main aim of this paper is to generalize the notions of absolute retract (AR) and absolute neighborhood retract
(ANR). We introduce and study two new classes of spaces, called absolute multi-retracts and absolute neighborhood multi-
retracts (written AMR and ANMR, respectively). In addition, we shall prove that several properties of ARs and ANRs are also
valid for our spaces. The class of all absolute neighborhood multi-retracts is quite large; it contains in particular all absolute
neighborhood retracts and some metric spaces which are not movable. Using the theory of shape, we are going to show that
an ANMR need not be an ANR. Moreover, we shall show that an ANMR need not be an approximative absolute neighborhood
retract in the sense of Clapp (see Deﬁnition 2.6 below).
This paper is organized as follows. It consists of ﬁve sections. After this Introduction, Section 2 is devoted to some
preliminaries. In Section 3 we study the so-called cell-like maps. In particular, we shall construct some examples of cell-
like maps from a noncontractible ANR onto a space which is not an ANR. In Section 4 we introduce two new classes of
spaces which we will call absolute multi-retracts and absolute neighborhood multi-retracts, respectively. Next, we shall
present some basic properties of such spaces. In particular, using cell-like maps, we show that the class of absolute
neighborhood multi-retracts is essentially larger than that of the class of absolute neighborhood retracts. In Section 5,
by using the homological techniques developed in [10,11,13,15,16], we prove that the ﬁxed point theory can be extended to
ANMRs.
Finally, we would like to thank Professor L. Górniewicz and Professor W. Kryszewski for some helpful comments during
the preparation of this paper.
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Let us describe brieﬂy our notation and basic terminology. In this paper all topological spaces are assumed to be metric
and all single-valued maps are assumed to be continuous. Given a metric space (X,d), by int A, A and ∂ A we denote the
interior, closure and boundary of a set A in X . If x ∈ X and ε > 0, then we put
B(x, ε) := {y ∈ X ∣∣ d(x, y) < ε}, D(x, ε) := {y ∈ X ∣∣ d(x, y) ε}.
A continuous surjection f : X → Y is called proper provided for every compact set B ⊂ Y the counter image f −1(B) is also
compact.
Deﬁnition 2.1. A map p : (X, X0) → (Y , Y0) of pairs is said to be a Vietoris map provided the following conditions are
satisﬁed:
(i) p : X → Y is proper,
(ii) p−1(Y0) = X0,
(iii) the set p−1(y) is acyclic for every y ∈ Y .1
The importance of the above deﬁnition is expressed in the following theorem.
Theorem 2.1. (See [11].) If f : (X, X0) → (Y , Y0) is a Vietoris map, then the induced map f∗ : H˘∗(X, X0;Q) → H˘∗(Y , Y0;Q) is
a linear isomorphism.
In this paper, by a multivalued map ϕ : X Y we mean a function X → 2Y such that, for each x ∈ X , ϕ(x) is non-empty
and compact. For a multivalued map ϕ : X Y and any subset U ⊂ Y we put:
ϕ−1(U ) = {x ∈ X ∣∣ ϕ(x) ⊂ U}.
A multivalued map ϕ : X Y is said to be upper semicontinuous (u.s.c.) if, for every open subset U of Y , the set ϕ−1(U )
is open in X . A multivalued map ϕ : X  Y is called compact provided the image ϕ(X) of X under ϕ is contained in
a compact subset of Y . Throughout the paper, all multivalued maps will be assumed to be upper semicontinuous. An upper
semicontinuous map with acyclic values (in the sense of the Cˇech homology considered here) will be called an acyclic map.
Given two multivalued maps ϕ1 : X1 Y1 and ϕ2 : X2 Y2, we can deﬁne the product map ϕ1 × ϕ2 : X1 × X2 Y1 × Y2
as follows (ϕ1 × ϕ2)(x1, x2) := ϕ1(x1) × ϕ2(x2), for all (x1, x2) ∈ X1 × X2.
Remark 2.1. Note that the basic terminology concerning multivalued maps used throughout the paper is taken from the
book by L. Górniewicz [13].
Observe that any multivalued map ϕ : X Y admits the standard factorization through the graph Γϕ := {(x, y) ∈ X × Y |
y ∈ ϕ(x)}, i.e. there exists a diagram
X
pϕ←−− Γϕ qϕ−−→ Y
where pϕ :Γϕ → X and qϕ :Γϕ → Y are the projections such that ϕ(x) = qϕ(p−1ϕ (x)) for all x ∈ X . Consequently, this
suggests the following deﬁnition.
Deﬁnition 2.2. (See [11].) A multivalued map ϕ : X Y is called admissible provided that there exists a metric space Γ and
two continuous maps p :Γ → X and q :Γ → Y such that the following conditions are satisﬁed:
(i) p is a Vietoris map,
(ii) ϕ(x) = q(p−1(x)) for any x ∈ X .
In what follows, the pair (p,q) determining an admissible map ϕ will be called a selected pair for ϕ (written (p,q) ⊂ ϕ).
Now we shall list two basic properties of admissible maps.
Theorem 2.2. (See [11].) Let ϕ : X Y and ψ : Y  Z be two admissible maps. Then the composition ψ ◦ϕ : X Z is an admissible
map.
1 In this paper by H˘∗ we shall denote the Cˇech homology functor with compact carriers and coeﬃcients in the ﬁeld of rational numbers Q (see [2]
and [13]). A non-empty space X is called acyclic if H˘∗(X;Q) = H˘∗(pt;Q), where pt stands for a one-point space.
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pair (X0, Y0) is an admissible map.
Lemma 2.2. (See [12].) Let ϕ1 : X1 Y1 and ϕ2 : X2 Y2 be two admissible maps. Then the product map ϕ1 × ϕ2 : X1 × X2
Y1 × Y2 is also admissible.
It is easy to see that if an upper semicontinuous multivalued map ϕ has acyclic values, then ϕ is admissible (see [13]).
Now, following K. Borsuk (see [4]) we recall the notion of absolute retract and the notion of absolute neighborhood
retract. For this purpose it is useful to use the notion of an r-map.
Deﬁnition 2.3. A map r : X → Y of a space X onto a space Y is said to be an r-map if there is a map s : Y → X such that
r ◦ s = idY .
Deﬁnition 2.4. A metric space X is called an absolute neighborhood retract (notation: X ∈ ANR) provided there exists an
open subset U of some normed linear space E and an r-map r :U → X from U onto X .
Deﬁnition 2.5. A metric space X is called an absolute retract (notation: X ∈ AR) provided there exists a normed linear
space E and an r-map r : E → X from E onto X .
Some important properties of ARs and of ANRs are established in the following:
Proposition 2.1. (See [4].) Suppose that the metrizable space X is the union of two closed subsets X1 and X2 and let X0 = X1 ∩ X2 .
Then:
(i) if X0, X1, X2 ∈ AR, then X ∈ AR;
(ii) if X0, X1, X2 ∈ ANR, then X ∈ ANR.
One can prove that if X is an ANR, then any open subset of X is also an ANR (see [4]).
Now we shall recall a generalization of the concept of absolute neighborhood retract, which was introduced by
M.H. Clapp (see [7]).
Deﬁnition 2.6. We shall say that a compact metric space X is approximative absolute neighborhood retract in the sense of
Clapp (notation: X ∈ AANRC ) provided for every ε > 0 there exists an open subset U of some normed linear space E and
two maps rε :U → X , sε : X → U such that d(x, rε(sε(x))) < ε for any x ∈ X (a function rε is called an ε-retraction).
It is easy to see that every compact ANR is an AANRC . This follows from the fact that an r-map is an ε-retraction for
every positive number ε. In addition, Example 5.1, given in Section 5, shows that an AANRC need not be an ANR.
In this paper, we shall use the following result known as Schauder’s approximation theorem (cf. [15]).
Theorem 2.3. Let X be a metric space and let U be an open subset of a normed linear space (E,‖ · ‖). In addition, let i : X → U be
a compact map. Then for each suﬃciently small ε > 0 there exists a ﬁnite polyhedron Kε ⊂ U and a map iε : X → U such that:
(i) ‖x− iε(x)‖ < ε for all x ∈ X,
(ii) iε(X) ⊂ Kε ,
(iii) the maps i, iε : X → U are homotopic.
In what follows, by X unionsqY we shall denote the disjoint union of two metric spaces X and Y (recall that X unionsqY is metrizable
if and only if X and Y are metrizable—see [9]).
Deﬁnition 2.7. Let X and Y be two compact metric spaces and let A be a closed subset of X . Let f : A → Y be a continuous
map. Then we denote by X unionsq f Y the quotient space X unionsq Y /∼, where ∼ is the equivalence relation on X unionsq Y deﬁned as
follows: u ∼ v if one of the following is true:
(1) u = v;
(2) u, v ∈ A and f (u) = f (v);
(3) u ∈ A and v = f (u) ∈ Y .
Remark 2.2. In general, quotient spaces of metrizable spaces are not necessarily metrizable. However, the quotient space
X unionsq f Y deﬁned above is metrizable. For more details about metrization theorems we refer the reader to [9].
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Proposition 2.2. (See [23].) Let X and Y be two compact metric spaces and let A be a closed subset of X . Let f : A → Y be a continuous
map. Then the composite X ↪→ X unionsq Y π−→ X unionsq f Y maps X \ A homeomorphically onto an open subset of X unionsq f Y , where π is the natural
quotient mapping. In addition, the composite Y ↪→ X unionsq Y π−→ X unionsq f Y is a homeomorphism from Y to a subspace of X unionsq f Y .
For the remainder of this section we present some deﬁnitions and results that will be needed to prove the Lefschetz ﬁxed
point theorem (see the last section of this paper). We begin by recalling the notion of the Leray trace and the generalized
Lefschetz number. For this purpose we introduce some terminology to simplify the exposition of basic facts on the Leray
trace. In what follows, all the vector spaces are taken over Q. Let L : E → E be an endomorphism. Let us put
N(L) = {x ∈ E ∣∣ L(n)(x) = 0 for some n},
where L(n) is the nth iterate of L. Since L(N(L)) ⊂ N(L), we have the induced endomorphism L˜ : E˜ → E˜ deﬁned by the
formula L˜([x]) = [L(x)], where E˜ = E/N(L) is the factor space and [x] stands for the equivalence class of x ∈ E . An endomor-
phism L : E → E is called admissible if dim E˜ < ∞. For such an endomorphism L we deﬁne the Leray trace Tr(L) by putting
Tr(L) = tr(L˜), where the symbol tr stands for the ordinary trace. We recall that a graded vector space {Eq} is of ﬁnite type
if (i) dim Eq < ∞ for all q ∈ N and (ii) Eq = 0 for almost all q ∈ N. Now we are ready to introduce the following deﬁnition.
Deﬁnition 2.8. Let L = {Lq} be an endomorphism of a graded vector space E = {Eq}. In addition, let L˜ = {L˜q} be the induced
endomorphism on the graded vector space E˜ = {E˜q}. We say that L is a Leray endomorphism if E˜ is of ﬁnite type. For such
an endomorphism L we deﬁne the generalized Lefschetz number Λ(L) by
Λ(L) :=
∞∑
q=0
(−1)q Tr(Lq).
The following proposition express one of the most important properties of the generalized Lefschetz number.
Proposition 2.3. Let
E ′ L E ′′
E ′
L′
L E
′′
L′′S
be a commutative diagram in the category of graded vector spaces. If one of L′ , L′′ is a Leray endomorphism, then so is the other; and
Λ(L′) = Λ(L′′).
Now, the Lefschetz number will be deﬁned for admissible maps. For this purpose we need the following:
Deﬁnition 2.9. (See [11].) An admissible map ϕ : X X is called a Lefschetz map provided for each selected pair (p,q) ⊂ ϕ
the induced homomorphism
q∗ ◦ (p∗)−1 : H˘∗(X;Q) → H˘∗(X;Q)
is a Leray endomorphism.
Deﬁnition 2.10. Let ϕ : X X be a Lefschetz map. Then the Lefschetz set Λ(ϕ) of ϕ is deﬁned as follows:
Λ(ϕ) = {Λ(q∗ ◦ (p∗)−1) ∣∣ (p,q) ⊂ ϕ}.
The following results were established in [11].
Theorem 2.4. Let X be an ANR and let ϕ : X X be an admissible compact map. Then:
(i) ϕ is a Lefschetz map;
(ii) if Λ(ϕ) = {0}, then ϕ has a ﬁxed point.
Theorem 2.5. Let ϕ : X Y and ψ : Y  Z be two admissible maps. Then the composition ψ ◦ ϕ : X Z is an admissible map, and
for every selected pair (p1,q1) ⊂ ϕ and (p2,q2) ⊂ ψ there exists a selected pair (p,q) of ψ ◦ ϕ such that
q2∗ ◦ (p2∗)−1 ◦ q1∗ ◦ (p1∗)−1 = q∗ ◦ (p∗)−1. (1)
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(p,q) ⊂ ϕ , then q∗ ◦ (p∗)−1 = f∗ .
3. Cell-like maps
The aim of this section is to study the so-called cell-like maps. We recall some properties of cell-like maps that will be
needed in the next sections. First, following [6] we recall the concept of movability.
Deﬁnition 3.1. Let X be an ANR and let X0 ⊂ X be a closed subset. We say that X0 is movable in X provided every
neighborhood U of X0 admits a neighborhood U ′ of X0, U ′ ⊂ U , such that for every neighborhood U ′′ of X0, U ′′ ⊂ U , there
exists a homotopy H :U ′ × [0,1] → U with H(x,0) = x and H(x,1) ∈ U ′′ , for any x ∈ U ′ (in other words, suﬃciently small
neighborhoods of X0 can be deformed arbitrarily close to X0).
Deﬁnition 3.2. Let X be a compact metric space. We say that X is movable provided there exists Z ∈ ANR and an embedding
e : X → Z such that e(X) is movable in Z .
Let us notice that the property of being movable is an absolute property, that is if A is a movable set in some ANR X and
j : A ↪→ X ′ is an embedding into an ANR X ′ , then j(A) is movable in X ′ (see [5] or [3]). We shall make use of the following
result from [3].
Lemma 3.1. Let X be an ANR and let X0 ⊂ X be a compact absolute approximative neighborhood retract in the sense of Clapp. Then
X0 is movable in X.
The following two concepts will play a crucial role in our considerations.
Deﬁnition 3.3. A compact metric space K is called cell-like if there is Z ∈ ANR and an embedding e : K → Z such that e(K )
is contractible in each of its neighborhoods in Z .
Clearly any compact contractible or convex set is cell-like. It is easy to see that cell-likeness is an absolute property, i.e.
given a cell-like space K , an arbitrary ANR Z and an embedding e : K → Z , e(K ) is contractible in each of its neighborhoods
in Z . The Cartesian product of two cell-like sets is cell-like. The famous result due to D.M. Hyman (see [18]) states that
if a compact space K is cell-like, then there exists a decreasing sequence of contractible compacta {Kn} containing K as
a closed subspace such that K =⋂∞n=1 Kn . This fact implies that cell-like sets are acyclic with respect to any continuous
homology theory (e.g. the Cˇech homology).
Deﬁnition 3.4. A proper map f : X → Y is called a cell-like map ( f is a CE-map) provided that f −1(y) is a cell-like set for
every y ∈ Y .
Let us notice that any CE-map is a Vietoris map, but the converse is not true, i.e. a Vietoris map need not be a CE-map.
Now we shall collect some facts concerning the above notions.
Theorem 3.1. (See [4] or [26].) If X ∈ ANR and Y is a ﬁnite-dimensional metric space and if a map f : X → Y satisﬁes the following
condition f −1(y) ∈ AR for every point y ∈ Y , then Y ∈ ANR.
The above theorem does not remain true if we omit the hypothesis that the covering dimension of the space Y is ﬁnite.
Some examples will be presented below.
The following theorem was established by W.E. Haver (see [17]).
Theorem 3.2. A cell-like map f : X → Y between compact ANRs is a homotopy equivalence.
The restrictive assumptions on X and Y cannot be omitted. This was ﬁrst shown by J.L. Taylor (see [27]). He used a metric
continuum X deﬁned by J.F. Adams (see [1]). The space X is constructed as follows.
First, Adams has deﬁned a compact polyhedron Y (of the form Sk unionsqg Bk+1), an integer r  1 and a continuous map
h0 : SrY → Y from the r-fold suspension of Y into Y such that for every n the following composition
h0 ◦ h1 ◦ · · · ◦ hn−1 ◦ hn : S(n+1)r Y → Y
is not homotopic to a constant map, where hi+1 : S(i+2)rY → S(i+1)rY is the r-fold suspension Srhi : Sr(S(i+1)r Y ) → Sr(SirY )
of hi : S(i+1)rY → SirY , for 0 i  n − 1. Next considering the inverse sequence
Y
h0←−− SrY h1←−− S2rY h2←−− · · · hm←−− S(m+1)r Y ←− · · ·
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Having such a space X , Taylor constructed a cell-like map f : X → I∞ onto the Hilbert cube I∞ (the Cartesian product
of countable inﬁnity of copies of the interval [0,1]) which is not a shape equivalence. Next, using the Taylor example,
J.E. Keesling (see [19]) constructed a cell-like map h : I∞ → Y of the Hilbert cube onto a non-movable metric continuum Y
(in particular, Y is not an ANR).
It should be remarked that R.J. Daverman and J.J. Walsh (see [8]) used the Taylor example (see [27]) to produce another
cell-like maps with interesting properties.
In addition, J. van Mill observed that there exists a cell-like map H : (I∞)∞ → Y∞ such that no non-empty open subset
of Y∞ is contractible in Y∞ (see [29]). For this purpose, it is enough to construct a cell-like map H : (I∞)∞ → Y∞ by
H = h × h × h × · · · , where for any space X the symbol X∞ stands for the countable inﬁnite product of copies X (let us
observe that a space Y∞ is not movable since a space Y is not movable) and h is as above.
Moreover, by using the Keesling example, J. van Mill has produced a cell-like map g : I∞ → Z such that Z is not movable
(and therefore a space Z is not an ANR) and each ﬁber g−1(z), z ∈ Z , is an AR (see [28]).
Using the above constructions, one can provide further examples of cell-like maps whose the domain spaces are non-
contractible ANRs and whose range spaces are not ANRs. Now we are going to present two such examples.
Example 3.1. Let Y be a noncontractible compact ANR and let idY : Y → Y be the identity map. Assume further that
F : X → Z is a cell-like map such that X is a contractible compact ANR and Z is not an ANR. Then a map idY × F : Y × X →
Y × Z deﬁned by (idY × F )(y, x) = {y} × {F (x)} is a cell-like map with the required properties.2
The second example is much more interesting and it is a slight modiﬁcation of the example given by J.E. Keesling in [19].
Example 3.2. Let f : X → I∞ be a cell-like map constructed by J.L. Taylor. Let I∞0 := I∞ . Since X is compact, we can
consider X as a subset of I∞0 with I∞0 \ X = ∅ (recall that X is not contractible). Let
π : I∞0 unionsq I∞ → I∞0 unionsq f I∞
be the natural quotient mapping. Let i : I∞0 ↪→ I∞0 unionsq I∞ be the inclusion. Then a function F : I∞0 → I∞0 unionsq f I∞ deﬁned by
F := π ◦ i is a cell-like map. From Proposition 2.2 it follows that
F |(I∞0 \ X) : I∞0 \ X ≈−→ F (I∞0 \ X) (2)
is a homeomorphism and that F (I∞0 \ X) is open in I∞0 unionsq f I∞ . Furthermore, it is easy to see that
F
(
I∞0 \ X
)∩ F (X) = ∅. (3)
Let us take a point x = {xi} ∈ I∞0 \ X . Since I∞0 \ X is open, there exists an r > 0 such that B(x, r) ⊂ I∞0 \ X .3 Consequently,
there exist ε > 0, a positive integer k > 1 and open sets B(xi, ε) ⊂ [0,1], where i = 1, . . . ,k, such that(
k∏
i=1
B(xi, ε)
)
×
( ∞∏
i=k+1
[0,1]
)
⊂ B(x, r).
Now, let [ai,bi] be a closed interval contained in B(xi, ε), for i = 1,2, . . . ,k (we can assume that 0 < ai < bi < 1, for
i = 1,2, . . . ,k). Then,(
k∏
i=1
[ai,bi]
)
×
( ∞∏
i=k+1
[0,1]
)
⊂ B(x, r).
Let us put
B :=
(
k∏
i=1
(ai,bi)
)
×
( ∞∏
i=k+1
[0,1]
)
⊂ I∞0 \ X . (4)
Let us observe that I∞0 \ B is an ANR. Indeed, this follows from the following equality
I∞0 \ B =
(
[0,1]k
∖( k∏
i=1
(ai,bi)
))
×
( ∞∏
i=k+1
[0,1]
)
2 The space Y × Z is not an ANR since the following result is true: the Cartesian product X = X1 × X2 is an ANR if and only if every factor Xi is an ANR,
for i = 1,2—see [4].
3 Recall that a metric d on the Hilbert cube I∞ is deﬁned by d({xi}, {yi}) =∑∞i=1 1i |xi − yi | for all {xi}, {yi} ∈ I∞ .2
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[0,1]. Moreover, it is easy to see that the space I∞0 \ B has the homotopy type of a (k − 1)-sphere Sk−1 in Rk , and hence it
is a noncontractible space. Taking into account (2)–(4), one obtains
F
(
I∞0 \ B
)= F (((I∞0 \ X) \ B)∪ X)
= F ((I∞0 \ X) \ B)∪ F (X)
= (F (I∞0 \ X) \ F (B))∪ F (X)
= (F (I∞0 \ X) \ F (B))∪ (F (X) \ F (B))
= (F (I∞0 \ X)∪ F (X)) \ F (B)
= F (I∞0 ) \ F (B) = (I∞0 unionsq f I∞) \ F (B).
Consequently, we can deﬁne a function
F˜ : I∞0 \ B →
(
I∞0 unionsq f I∞
) \ F (B) (5)
by F˜ (x) = F (x) for all x ∈ I∞0 \ B . Since F is a cell-like map, we deduce that F˜ is also a cell-like map. Now let us observe
that (I∞0 unionsq f I∞) \ F (B) is not an ANR. Indeed, if (I∞0 unionsq f I∞) \ F (B) were an ANR, then
I∞0 unionsq f I∞ =
((
I∞0 unionsq f I∞
) \ F (B))∪ F (B)
would also be an ANR by Proposition 2.1, because F (B) and F (∂B) are ANRs and the following condition holds((
I∞0 unionsq f I∞
) \ F (B))∩ F (B) = ((I∞0 unionsq f I∞) \ F (B))∩ F (B) = ∂ F (B) = F (∂B).
However, a space I∞0 unionsq f I∞ is not an ANR since I∞0 unionsq f I∞ is not movable (the proof of non-movability of I∞0 unionsq f I∞ is
contained in the proof of Theorem 4 in [19]). Thus, we have proved that (I∞0 unionsq f I∞) \ F (B) is not an ANR, as required.
Remark 3.1. For more information on cell-like maps and related results, we refer the reader to [21,29–31].
4. Absolute neighborhood multi-retracts
The main goal of this section is to generalize the notions of absolute retract and absolute neighborhood retract. In the
next section we shall use these notions in order to obtain new ﬁxed point results of Lefschetz type for admissible maps.
We begin by introducing the concept of an mr-map.
Deﬁnition 4.1. A map r : X → Y of a space X onto a space Y is said to be an mr-map if there is an admissible map ϕ : Y  X
such that r ◦ ϕ = idY .
An admissible map ϕ satisfying the following condition r ◦ ϕ = idY will be called an admissible right inverse of r. Now
we establish some properties of mr-maps in the following lemmas.
Lemma 4.1. The composition of two mr-maps is an mr-map.
Proof. Let f1 : X → Y and f2 : Y → Z be two mr-maps and let ϕ1 : Y  X and ϕ2 : Z Y be their admissible right inverses.
Let
f := f2 ◦ f1 : X → Z and ϕ := ϕ1 ◦ ϕ2 : Z X .
Then, by Theorem 2.2, ϕ is an admissible map. In addition,
f ◦ ϕ = f2 ◦ f1 ◦ ϕ1 ◦ ϕ2 = f2 ◦ idY ◦ ϕ2 = f2 ◦ ϕ2 = idZ .
Hence the multivalued map ϕ is an admissible right inverse of f , which completes the proof. 
Lemma 4.2. If r : X → Y is an mr-map, Y0 ⊂ Y and X0 = r−1(Y0), then the restriction r0 : X0 → Y0 of r is an mr-map.
Proof. Let ϕ : Y  X be an admissible right inverse of r. Since r ◦ ϕ = idY and X0 = r−1(Y0), it follows that ϕ−1(X0) = Y0.
Consequently, by Lemma 2.1, the restriction ϕ0 : Y0 X0 of ϕ is an admissible map. It is clear that r0 ◦ ϕ0 = idY0 , which
completes the proof. 
Now we are ready to introduce the following deﬁnitions.
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linear space E and an mr-map r : E → X from E onto X .
Deﬁnition 4.3. A metric space X is called an absolute neighborhood multi-retract (notation: X ∈ ANMR) provided there
exists an open subset U of some normed linear space E and an mr-map r :U → X from U onto X .
In order to illustrate Deﬁnitions 4.2 and 4.3, let us consider the following examples.
Example 4.1. Let f : I∞ → Y be any cell-like map such that Y is not an ANR (some examples of such maps are provided
in the previous section). We will show that Y is an AMR. Since I∞ is an AR, there exists a normed linear space E and an
r-map r˜ : E → I∞ . Hence, there exists a continuous map s˜ : I∞ → E such that r˜ ◦ s˜ = idI∞ . Now we deﬁne r : E → Y and
ϕ : Y  E as follows:
r(x) := f (r˜(x)) for all x ∈ E,
ϕ(y) := s˜( f −1(y)) for all y ∈ Y .
Since ϕ is admissible (see Deﬁnition 2.2) and r(ϕ(y)) = f (r˜(s˜( f −1(y)))) = f ( f −1(y)) = y for all y ∈ Y , we conclude that
r : E → Y is an mr-map, which completes the proof that Y is an AMR.
Example 4.2. Let f : I∞ → Y be as in Example 4.1 and let S1 be the unit circle in R2. We will show that
(a) S1 × Y ∈ ANMR,
(b) S1 × Y /∈ AMR,
(c) S1 × Y /∈ ANR.
Let r : E → Y and ϕ : Y  E be as in Example 4.1. Furthermore, there exists an open subset U of R2 and an r-map
r′ :U → S1. Since r′ is an r-map, there exists a continuous map s′ :S1 → U such that r′ ◦ s′ = idS1 . Consider two product
maps
r′ × r :U × E → S1 × Y and s′ × ϕ :S1 × Y  U × E.
Observe that Lemma 2.2 implies that the product map s′ × ϕ :S1 × Y  U × E is admissible. Moreover, one has
(r′ × r) ◦ (s′ × ϕ) = (r′ ◦ s′) × (r ◦ ϕ) = idS1 × idY = idS1×Y ,
which implies that S1 × Y ∈ ANMR. Now we shall prove that S1 × Y /∈ AMR. For this purpose, let us observe that from
Theorem 2.1 it follows that Y is acyclic (notice that I∞ is contractible!). Consequently, the Künneth theorem4 for the Cˇech
homology functor implies that
H˘1
(
S1 × Y ;Q)= (H˘0(S1;Q)⊗ H˘1(Y ;Q))⊕ (H˘1(S1;Q)⊗ H˘0(Y ;Q))= Q⊗Q = Q. (6)
Consequently, in view of (6) and Proposition 5.1 (see below), one can easily conclude that S1 × Y /∈ AMR. What is left is to
show that S1 × Y /∈ ANR. For this purpose, let us recall that Y /∈ ANR. Consequently, taking into account the fact that a space
S1 × X is an ANR if and only if X is an ANR (see [4]), we deduce that S1 × Y is not an ANR, as required.
Example 4.3. Let F˜ : I∞0 \ B → (I∞0 unionsq f I∞)\ F (B) be as in Example 3.2. It was shown in Example 3.2 that (I∞0 unionsq f I∞)\ F (B) /∈
ANR. By using arguments similar to those used in Examples 4.1 and 4.2, we can show that
(a) (I∞0 unionsq f I∞) \ F (B) ∈ ANMR,
(b) (I∞0 unionsq f I∞) \ F (B) /∈ AMR.
The following diagram illustrates the relationships between the introduced concepts:
AR ⊂ ANR
∩ ∩
AMR ⊂ ANMR.
Taking into account Examples 4.1–4.3, we infer that all the above inclusions are proper (it is clear that the inclusion
AR ⊂ ANR is proper).
Below we collect some simple but important properties of AMRs and of ANMRs. The following proposition allows us to
provide a large variety of examples of AMRs and of ANMRs.
4 The Künneth theorem asserts that for every two compact spaces of ﬁnite type X1 and X2 there is a linear isomorphism L : H˘∗(X1 × X2;Q) ∼−→
H˘∗(X1;Q) ⊗ H˘∗(X2;Q) (see e.g. [13]). Recall that a space Z is of ﬁnite type provided the graded vector space H˘∗(Z;Q) is of ﬁnite type.
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Proof. Assume that X ∈ ANMR. Let p : X → Y be a Vietoris map. Since X ∈ ANMR, there exists an open subset U of some
normed linear space E and an mr-map r :U → X from U onto X . Let s : X U be an admissible right inverse of r. Now
let us deﬁne r′ :U → Y and s′ : Y  U by r′ = p ◦ r and s′ = s ◦ p−1, respectively. From Theorem 2.2 it follows that s′ is an
admissible map. To complete the proof, it suﬃces to observe that
r′ ◦ s′ = (p ◦ r) ◦ (s ◦ p−1)= p ◦ (r ◦ s) ◦ p−1 = p ◦ p−1 = idY .
Consequently, we have proved that Y ∈ ANMR. The proof for the case X ∈ AMR is entirely analogous and therefore we leave
it to the reader. 
Corollary 4.1. Let X ∈ ANR (X ∈ AR) and let p : X → Y be a Vietoris map. Then Y ∈ ANMR (Y ∈ AMR).
In particular, we obtain the following corollary.
Corollary 4.2. Let X ∈ ANR (X ∈ AR) and let p : X → Y be a CE-map. Then Y ∈ ANMR (Y ∈ AMR).
Remark 4.1. It should be noted that a space Y from Corollaries 4.1 and 4.2 need not be an ANR (moreover, a space Y need
not be an AANRC—see Lemma 3.1). This follows from the examples provided in the section devoted to cell-like maps. So, to
sum up, the examples given in the previous section and Corollary 4.2 illustrate the fact that the class of ANMRs (AMRs) is
signiﬁcantly larger than that of the class of ANRs (ARs).
Now we are going to show that AMRs admit the following characterization.
Proposition 4.2. A space X is an AMR if and only if there exists a metric space Z5 and a Vietoris map p : Z → X which factors through
a normed linear space E, i.e. there are two continuous maps α and β such that the following diagram
Z
pα
E β X
is commutative.
Proof. Assume that X ∈ AMR. Then there exists a normed linear space E , a map r : E → X and an admissible map ϕ : X E
such that
r
(
ϕ(x)
)= x, (7)
for any x ∈ X . Since ϕ is admissible, it follows that there exists a selected pair X p˜←− Z q˜−→ E such that
ϕ(x) = q˜(p˜−1(x)), (8)
for all x ∈ X . Consequently, taking into account (7) and (8), we obtain the following commutative diagram:
Z
q˜
p˜
E
r
X
idX
X .
Thus, we can deﬁne α, β and p as follows: α := q˜, β := r and p := p˜. It is clear that p = β ◦ α, as desired.
Now we shall prove the opposite implication. For this purpose, assume that there exists a normed linear space E and
two maps α : Z → E , β : E → X such that β ◦α : Z → X is a Vietoris map. Then deﬁne r : E → X , p : Z → X and q : Z → E as
follows: r := β , p := β ◦ α and q := α. Let ϕ : X E be given by the formula ϕ(x) := q(p−1(x)), for all x ∈ X . Then it is not
hard to see that ϕ is an admissible right inverse of r, which completes the proof. 
We also have a similar characterization of ANMRs.
5 Let us notice that the space Z is not assumed to be an ANR.
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an open subset U of some normed linear space E, i.e. there are two continuous maps α and β making the diagram
Z
pα
U β X
commutative.
Proof. The proof of this proposition is completely parallel to the proof of Proposition 4.2, and therefore we leave it to the
reader. 
Example 5.2, which will be given in the last section of this paper, will show that if a function p : X → Y deﬁned on an
ANR is not a Vietoris map, then the image of the space X under p need not be an ANMR. Further, the following example
shows that there exists an mr-map r :U → X which is not an r-map.
Example 4.4. Let F˜ : X˜ → Y˜ be, for instance, as in Example 3.2 (see (5)). Since X˜ is an ANR, there exists an open subset U
of some normed linear space E and an r-map r′ :U → X˜ from U onto X˜ . Then, there exists a function s′ : X˜ → U such that
r′ ◦ s′ = idX˜ . Let us deﬁne a map r :U → Y˜ by r := F˜ ◦ r′ . Let us observe that the map r is an mr-map. Indeed, let ϕ : Y˜  U
be deﬁned by ϕ(y) := s′( F˜−1(y)) for all y ∈ Y˜ . It is clear that ϕ is an admissible map and that r ◦ ϕ = idY˜ . So, we conclude
that r is an mr-map. However, r :U → Y˜ is not an r-map. This follows directly from Deﬁnition 2.4 and the fact that Y˜ is not
an ANR.
We complete this section with some simple but important propositions on ANMRs.
Proposition 4.4. Let X ∈ ANMR and let U be an open subset of X . Then U ∈ ANMR.
Proof. It follows from Lemma 4.2. 
Proposition 4.5. If X1, X2 ∈ ANMR (X1, X2 ∈ AMR), then (X1 × X2) ∈ ANMR (X1 × X2 ∈ AMR).
Proof. This statement follows directly from Deﬁnitions 4.2, 4.3 and Lemma 2.2. 
5. Fixed point results
In this section we shall prove some ﬁxed point results of Lefschetz type for admissible maps deﬁned on ANMRs. We ﬁrst
show that any compact AMR is acyclic and that any compact ANMR is of ﬁnite type. For this purpose, we need to recall the
following deﬁnition and lemma (see [11]).
Deﬁnition 5.1. Two admissible maps ϕ,ψ : X Y are called homotopic (written ϕ ∼ ψ ) provided there exists an admissible
map χ : X × [0,1] Y such that
χ(x,0) = ϕ(x) and χ(x,1) = ψ(x) for every x ∈ X .
Lemma 5.1. Let ϕ,ψ : X Y be two admissible maps. Then ϕ ∼ ψ implies that there exist selected pairs (p,q) ⊂ ϕ and (p˜, q˜) ⊂ ψ
such that
q∗ ◦ (p∗)−1 = q˜∗ ◦ (p˜∗)−1.
Proposition 5.1. If X ∈ AMR, then X is acyclic with respect to the Cˇech homology functor with compact carriers and rational coeﬃ-
cients.
Proof. Since X ∈ AMR, there exists an mr-map r : E → X and an admissible map ϕ : X E such that r ◦ ϕ = idX , where E
is a normed linear space. Let (p,q) ⊂ ϕ be a selected pair of ϕ . Then (r ◦ q, p) ⊂ idX is a selected pair of idX . Consequently,
Theorem 2.6 implies that (r ◦ q)∗ ◦ (p∗)−1 = idH˘∗(X;Q) . Moreover, one has (r ◦ q)∗ = r∗ ◦ q∗ . Thus, q∗ ◦ (p∗)−1 : H˘∗(X;Q) →
H˘∗(E;Q) is a monomorphism. From this it follows that a space X is acyclic, which completes the proof. 
Proposition 5.2. Let X be a compact metric space. If X ∈ ANMR, then X is of ﬁnite type.
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where U is an open subset of a normed linear space E . Let us observe that ϕ(X) ⊂ U is compact. Let i :ϕ(X) ↪→ U be
the inclusion. Then, it follows from Theorem 2.3 that there exists a compact polyhedron K ′ ⊂ U and a continuous map
i′ :ϕ(X) → U such that the following conditions are satisﬁed:
(i) i′(ϕ(X)) ⊂ K ′ ,
(ii) the maps i, i′ :ϕ(X) → U are homotopic.
Let ϕ′ : X U be deﬁned by ϕ′ := i′ ◦ ϕ . From Theorem 2.2 it follows that ϕ′ is an admissible map. Furthermore, ϕ′ is
easily seen to be homotopic to ϕ = i ◦ ϕ (in the sense of Deﬁnition 5.1). Consequently, Lemma 5.1 implies that there exist
selected pairs (p,q) ⊂ ϕ and (p′,q′) ⊂ ϕ′ such that
q∗ ◦ (p∗)−1 = q′∗ ◦
(
p′∗
)−1
.
Since r ◦ ϕ = idX , we infer that (r ◦ q, p) ⊂ idX . Thus, Theorem 2.6 implies that (r ◦ q)∗ ◦ (p∗)−1 = idH˘∗(X;Q) , and since
(r ◦ q)∗ = r∗ ◦ q∗ , we conclude that q∗ ◦ (p∗)−1 : Hˇ∗(X;Q) → Hˇ∗(U ;Q) is a monomorphism. Hence q′∗ ◦ (p′∗)−1 : Hˇ∗(X;Q) →
Hˇ∗(U ;Q) is a monomorphism.
On the other hand, since ϕ′(X) ⊂ K ′ , where K ′ is of ﬁnite type, it follows that q′ factors through the space K ′ . More
precisely, the following diagram is commutative
X Γ ′
p′ q′
q˜
U
K ′
i
where i : K ′ ↪→ U is the inclusion and q˜ is given by q˜(z) = q′(z), for all z ∈ Γ ′ . Thus, the above considerations imply that X
is of ﬁnite type. This completes the proof. 
The following example of M.H. Clapp in [7] is an AANRC that is not an ANMR.
Example 5.1. Let
An :=
{
(x, y) ∈ R2 ∣∣ (x− 1/n)2 + y2 = 1/n2},
for any integer n 1. Let X :=⋃∞n=1 An . It was shown in [7] that X is an AANRC . On the other hand, since X is not of ﬁnite
type, we infer from Proposition 5.2 that X is not an ANMR.
Consequently, we deduce from Remark 4.1 and Example 5.1 that there is no connection between the class of approxima-
tive absolute neighborhood retracts and the class of absolute neighborhood multi-retracts.
We shall state now a generalization of the Lefschetz ﬁxed point theorem to ANMRs.
Theorem 5.1. Let X ∈ ANMR and let ψ : X X be a compact admissible map. Then:
(i) ψ is a Lefschetz map;
(ii) if Λ(ψ) = {0}, then Fix(ψ) = ∅.
Proof. The proof is based upon ideas found in [11,15]. Since X ∈ ANMR, there exists a continuous map r :U → X and an
admissible map ϕ : X U such that r ◦ ϕ = idX , where U is an open subset of a normed linear space E . Then, we have the
following commutative diagram:
X
ϕ ◦U
X
ψ
◦
ϕ ◦U .
ϕ◦ψ◦r
◦
ψ◦r
◦
By Theorem 2.2, the multivalued map ϕ ◦ ψ ◦ r is admissible and compact. Let (p,q) be a selected pair of ψ . Let (p1,q1)
be a selected pair of ϕ . Now we shall show that q∗ ◦ (p∗)−1 is a Leray endomorphism. From Theorem 2.6 we infer that for
every selected pair (p2,q2) ⊂ r we have q2∗ ◦ (p2∗)−1 = r∗ . Using Theorem 2.5, we conclude that there exists a selected pair
(p,q) ⊂ ϕ ◦ ψ ◦ r such that
q∗ ◦ (p∗)−1 = q1∗ ◦ (p1∗)−1 ◦ q∗ ◦ (p∗)−1 ◦ q2∗ ◦ (p2∗)−1.
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that
q2∗ ◦ (p2∗)−1 ◦ q1∗ ◦ (p1∗)−1 = idH˘∗(X;Q).
Hence, it is not hard to see that the following diagram
Hˇ∗(X;Q) q1∗(p1∗)
−1
Hˇ∗(U ;Q)
Hˇ∗(X;Q)
q∗(p∗)−1
q1∗(p1∗)−1
Hˇ∗(U ;Q)
q∗(p∗)−1q∗(p∗)−1r∗
is commutative. Consequently, taking into account Proposition 2.3 and Theorem 2.4, we deduce that q∗ ◦ (p∗)−1 is a Leray
endomorphism. Thus, we have proved that ψ is a Lefschetz map. In order to prove (ii), assume that Λ(ψ) = {0}. Then, there
exists a selected pair (p,q) ⊂ ψ such that Λ(q∗ ◦ (p∗)−1) = 0. Now, by the same reasoning as before, we conclude that there
exists a selected pair (p,q) ⊂ ϕ ◦ ψ ◦ r such that Λ(q∗ ◦ (p∗)−1) = Λ(q∗ ◦ (p∗)−1) = 0. Consequently, from Theorem 2.4 it
follows that there exists a point x0 ∈ U such that x0 ∈ ϕ(ψ(r(x0))). Since r(ϕ(x)) = x for any x ∈ X , we infer that r(x0) ∈
ψ(r(x0)), which completes the proof. 
As a direct consequence of Theorem 5.1, we obtain the following:
Theorem 5.2. Let X be an acyclic ANMR and let ψ : X X be a compact admissible map. Then Λ(ψ) = {1} and hence Fix(ψ) = ∅.
In particular, we obtain the following corollary.
Corollary 5.1. If X ∈ AMR and ψ : X X is a compact admissible map, then ψ has a ﬁxed point.
Now, using the Knill example (see [20]), we will show that if the hypothesis in Proposition 4.1 that p : X → Y is a Vietoris
map is not satisﬁed, then the assertion of Proposition 4.1 need not be true.
Example 5.2. Let S1 = {x ∈ R2 | ‖x‖ = 1} be the unit circle. Let α : [2,∞) → R2 be a function deﬁned as follows:
α(t) = ((1+ 2−t) cos(t), (1+ 2−t) sin(t))
for any t  2. Let X := α([2,∞)) and let Y := (S1 ∪ X) ⊂ R2. Let CY = (S1 ∪ X) × [0,1]/∼ be the cone over Y with the
vertex [y,1], where [y,1] denotes the equivalence class of (y,1). It is not hard to see that CY is contractible to the point
[y,1].6 Now, let us deﬁne a function
p :
(
S1 ∪ ([2,∞) × {0}))× [0,1] → CY
by p(z, s) = [β(z), s], where β :S1 ∪ ([2,∞) × {0}) → S1 ∪ X is given by the following formula
β(z) =
{
z if z ∈ S1,
α(t) if z = (t,0) ∈ [2,∞) × {0}.
Observe that a set p−1([y, s]) is acyclic for any [y, s] ∈ CY except for the point [y,1] ∈ CY . So, this observation implies
that the function p is not a Vietoris map. In addition, it was shown by R.J. Knill [20] that CY is not a Lefschetz space.7
Consequently, by using this fact and Theorem 5.2, we conclude that CY is not an ANMR, as required.
Now we want to extend the Lefschetz ﬁxed point theorem onto a class of noncompact maps. For this purpose we need
to introduce an additional notion.
Deﬁnition 5.2. (See [10] or [13].) A multivalued map ϕ : X X is called a compact absorbing contraction if there exists an
open subset U ⊂ X such that the following two conditions are satisﬁed:
(i) ϕ(U ) ⊂ U and the map ϕ˜ :U U , ϕ˜(x) = ϕ(x) for every x ∈ U , is compact;
(ii) for every x ∈ X , there exists a natural number nx such that ϕnx (x) ⊂ U .
6 For this purpose, it is enough to deﬁne a homotopy H :CY × [0,1] → CY as follows H([y, s], t) = [y, (1− t)s + t], for all [y, s] ∈ CY and t ∈ [0,1].
7 Recall that a space X is said to be a Lefschetz space if any compact map f : X → X satisﬁes the following conditions: (a) Λ( f ) is well deﬁned and
(b) Λ( f ) = 0 implies that f has a ﬁxed point.
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absorbing contraction map. Note that the class of admissible compact absorbing contraction maps is quite large. In particular,
any compact admissible map is an admissible compact absorbing contraction map. For more information about this class of
maps, we refer the reader to [2,13].
By using an argument similar to the one given in the proof of Theorem 42.3 in [13], it is easy to establish the following:
Theorem 5.3. Let X ∈ ANMR and ϕ ∈ CAC(X). Then ϕ is a Lefschetz map and Λ(ϕ) = {0} implies that Fix(ϕ) = ∅.
Finally, let us notice that the above theorem can be extended to a class of noncompact maps considered in [14]. Further-
more, the results presented in this section remain valid for multivalued weighted maps. For more details about multivalued
weighted maps we recommend: [22,24,25], and the references therein.
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