We consider communication-efficient weighted and unweighted (uniform) random sampling from distributed streams presented as a sequence of mini-batches of items. We present and analyze a fully distributed algorithm for both problems. An experimental evaluation of weighted sampling on up to 256 nodes shows good speedups, while theoretical analysis promises good scaling to much larger machines.
Introduction
Random sampling is a fundamental tool used by many algorithms (see, e.g., Cormen et al. [12] ). In its uniform or unweighted form, each item has the same probability of being picked, while weighted sampling associates a weight with each item, and items are picked with probability proportional to their share of the total weight. Here, we consider a setting where the input is not known in advance, but arrives over time and distributed over many nodes. We ask that the nodes collaboratively maintain a sample without replacement over the union of all items seen so far at any node. This is motivated by the need to work with ever-larger data sets that are far too large to store, even if every node were to store only a part of it. Applications include databases [28] , search engines, data mining, network monitoring, and large-scale web applications in general [10] . More fundamentally, it is an ingredient in many other randomized algorithms, such as maintaining the set of heavy hitters or estimating the number of distinct items in the input (see, e.g., [24] ). Instead of processing each item individually, which raises questions of synchronicity in the absence of exactly synchronous clocks -knowing which items have been "seen so far at any node" is impossible on real-world machines due to physical limitations -we process small batches of items, so-called mini-batches. These might, for example, arrive over the network or be read in blocks from a file system. This model is a generalization of the traditional data stream model and variations of it are widely used in practice, e.g., Apache Spark's Discretized Streams (D-Streams) model [36] .
In designing such algorithms, we strive for communication efficiency, that is, to minimize the amount of communication between the nodes. This is motivated by the design of real-world supercomputers, where communication is an expensive resource and highly underprovisioned. For a more detailed motivation refer to [6, 32, 21] . This paper is structured as follows. First we give a formal problem definition in Section 1.1, an overview of the related literature in Section 2, and introduce our models and concepts in Section 3. We describe our algorithms in Section 4 and give optimizations for implementations in Section 5. Section 6 presents the results of an evaluation on a real-world high-performance compute cluster. Lastly, Section 7 closes with concluding remarks.
Problem Definition
Let the input data set consist of n items, which we shall refer to by their indices from 1..n 1 purely for notational convenience. For weighted sampling, additionally associate with each item i a weight w i ∈ R + , and let W := n i=1 w i denote the total weight. The items are processed in batches of variable size. After processing a batch, output a uniform or weighted random sample without replacement of size min(k, n) of all n items seen up to and including the current batch.
A uniform or weighted random sample without replacement consists of k pairwise unequal items s 1 = . . . = s k such that item i is chosen as the j-th sample s j with probability
Note that a different definition of the weighted problem also exists, where the probability of each item to be included in the sample is proportional to its relative weight. Using that definition, items with relative weight larger than 1/k are infeasible, i.e., would have probability greater than 1 of being included in the sample, and require special handling (see, e.g., Efraimidis [17, Example 2]). We henceforth refer to that definition as weighted sampling with probabilities. The definition we use does not have this problem.
Related Work
For an overview of the broader literature concerning random sampling, we refer the reader to Sanders et al. [31] for the uniform case and our recent paper on weighted sampling [22] for the weighted setting. Here, we limit ourselves to the literature on reservoir sampling.
Uniform Reservoir Sampling
Single Stream. Sampling from a stream of data has been studied since at least the early 1960's [20] and several asymptotically optimal algorithms are known, see e.g., Vitter [35] and Li [26] . The key insight of these algorithms is that it is possible to determine in constant time how many items to skip before a new item enters the reservoir by computing a random deviate from a suitably parameterized geometric distribution [15, 26] .
Multiple Streams. Sampling from the union of multiple data streams was only studied much more recently [11, 14, 34, 13] . These works use a model of distributed streaming algorithms that relies on a centralized coordinator node which maintains the sample, and with which the other nodes exclusively communicate, with the goal being to minimize the number of messages between the coordinator and the other nodes. The scalability of algorithms in this model is inherently limited by the load on the coordinator, which needs to communicate with every other node.
Recently, Tangwongsan and Tirthapura [33] presented a shared-memory parallel uniform reservoir sampling algorithm in the mini-batch model.
Weighted Reservoir Sampling
Sampling from a stream of weighted items has received significantly less attention in the literature. Chao [9] presents a simple and elegant algorithm for weighted reservoir sampling with probabilities (see Section 1.1). Efraimidis and Spirakis give an algorithm based on exponential deviates [19, 17] . Braverman et al. [8] present an approach they call Cascade Sampling that is not affected by the numerical inaccuracies of floating point representation in computers by giving an exact reduction to sampling with replacement.
The first -and, to the best of our knowledge, only -distributed streaming algorithm for weighted reservoir sampling was published only very recently by Jayaram et al. [24] . Their algorithm is given in the same model as the distributed streaming algorithms above and addresses weighted sampling with probabilities (see Section 1.1). 
Sampling by Sorting Random Variates
It is well known that an unweighted sample without replacement of size k out of n items 1..n can be obtained by associating with each item a uniform variate, and selecting the k items with the smallest associated variates (see, e.g., [20] for an early algorithm based on this idea). This method can be generalized to computing a weighted sample without replacement by raising uniform variates to the power of the inverse of the items' weights -v i := rand() 1/wi , where rand() generates a uniformly random deviate from the interval (0, 1] -and selecting the k items with the largest associated values [18, 19, 17] . Equivalently, one can generate exponential random variates v i := − ln(rand())/w i and select the k items with the smallest associated v i [2, 22] ("exponential clocks method"), which is numerically more stable.
Search Trees
A B+ tree is a search tree where the inner nodes only store keys and the leaf nodes store the items (i.e., key-value pairs). The nodes have an arbitrary but fixed maximum degree d; each node except the root is at least half full at any point in time, i.e., inner nodes have at least ⌈d/2⌉ children and leaf nodes store at least ⌈d/2⌉ items. By linking the leaf nodes it is always possible to find the next-larger or next-smaller item in constant time. As with B-trees, it is possible to implement join and split operations in O(log n) time for trees of n items (e.g., [16, Chapter 7.3.2] ). By additionally keeping track of subtree sizes, rank and select queries can be answered in O(log n) time as well (e.g., [16, Chapter 7.5.2] ). A rank query asks how many items in the tree have smaller keys, and a select(k) query asks for the item with the k-th smallest key.
Selection from Sorted Sequences
Let each PE hold a sorted sequence of items, and let N be the total number of items across all p PEs. We wish to select the item with global rank k (i.e., the globally k-th smallest item). In the remainder of the paper, we will use T sel as a placeholder for the running time of an appropriate selection operation as defined for various special cases in the following paragraphs.
Randomly Distributed Items
If the input is randomly distributed (e.g., all input items are independently drawn from a common distribution), we can use the algorithm of [29, Lemma 7] . It is based on sorting a sample of √ p items and choosing two pivots such that the key of the item with rank k is one of a small number of items between the two pivots with sufficiently high probability. Taking the sample of √ p items can be done in a communication-efficient manner using Algorithm P 
Approximate Selection
If the output rank k is allowed to vary in a range k..k, efficient selection is possible even if the input is not randomly distributed. If this variation is large enough, i.e., k − k = Ω k , it is possible to do selection with expected constant recursion depth. In that case, selection is possible in expected time O(log(N/p) + α log p) [21, Theorem 2, Section IV-C]. This algorithm also supports using multiple pivot elements at a time, reducing the gap that is required between k and k to achieve constant expected recursion depth to k − k = Ω k/d when using d pivots. Thus, the expected running time is
General Case
If neither of the above special cases is applicable, we can fall back to an algorithm with expected running time O log(kp) · log(N/p) + α log 2 (kp) [21, Section IV-B]. However, we can improve upon that algorithm in practice by using the approximate selection algorithm of the previous paragraph with k = k = k. In this special case, the algorithm uses the globally smallest item in a Bernoulli sample with success probability 1/k as the pivot element (or the largest item with success probability 1/(N − k + 1) if k is large with regard to N ). This item has expected rank k. Then compute the number k ′ of items less than or equal to the pivot using an all-reduction. If k ′ = k return the pivot's item, if k ′ < k, recursively select the k − k ′ -th smallest from the items larger than the pivot, else recurse on the items whose keys are at most as large the pivot. A variant of this uses multiple pivot elements as described in Section 3.3.2 above, reducing the expected recursion depth significantly.
Fallback
If kp is very large, and O log 2 (kp) latency is undesirable, we can also use the unsorted selection algorithm of [21] with latency O(log N ) but higher communication volume and local work for a total running time of
Reservoir Sampling
The basic idea of our algorithm is to maintain a distributed reservoir using a communicationefficient bulk priority queue [21] . Each PE holds those items of the sample that were seen in its input, and no PE gets a special role (e.g., coordinator). First, we adapt the skip value computation of Efraimidis and Spirakis [19] in Section 4.1, yielding a sequential weighted reservoir sampling algorithm, before introducing our main algorithm in Section 4.2. Section 4.3 gives a straight-forward adaptation to uniform reservoir sampling, and Section 4.4 describes an optimization if the sample size is allowed to vary in a fixed interval. Lastly, Section 4.5 outlines a more centralized approach as a comparison point.
Skip Values ("Exponential Jumps")
Efraimidis and Spirakis [19, Section 4] show how to compute the amount of weight that does not yield a sample, i.e., how much weight to skip before inserting an item into the reservoir. They refer to this technique as exponential jumps. Here, we show how to adapt their method to exponential variates described in Section 3.1. This allows for faster and numerically more efficient generation in practice. The difference between the variates associated with items in the method of Efraimidis and Spirakis [19] and here is a simple x → − ln(x) mapping. Because of the sign inversion, the reservoir R now contains the items with the smallest associated variates. Let v i denote the key of item i, that is, the exponentially distributed variate associated with it, and define T := max i∈R v i as the threshold value, i.e., the largest key of any item in the reservoir. Then the skip value X describing the total amount of weight to be skipped before the next item enters the reservoir can be computed as X := − ln(rand())/T . This is an exponential random deviate with rate parameter T .
The key associated with the item j that is to be inserted into the reservoir is then
The range of this variate has been chosen so that v j is less than T (as at this stage, it has already been determined that item j must be part of the reservoir, we need to compute a suitable variate from the distribution associated with its weight). It then replaces the item with the largest key in the reservoir, and the threshold T is updated to the now-largest key of any item in the reservoir.
Weighted Reservoir Sampling
We now show how to use this sequential algorithm to construct a distributed weighted reservoir sampler.
The algorithm maintains a global threshold that is required for keys to enter the reservoir. This threshold is known to all PEs and does not change while processing a mini-batch. The PEs process their local items using the skip distance method of the previous subsection, inserting all elements with key below the threshold into their local reservoirs. These are maintained as B+ trees that support the split, rank, and select operations in logarithmic time (see Section 3.2). Once all items of the mini-batch are processed, the PEs jointly select the globally k-th smallest key (see Section 3.3). The key of the resulting item is the insertion threshold for the next iteration. Each PE then discards all items with larger keys from its local reservoir using a split operation. The union of the items in all local reservoirs is then a weighted sample without replacement of size k of all items seen so far. Algorithm 1 gives pseudocode and Figure 1 shows a schematic view of the algorithm. The question now is how many items we (unnecessarily) insert into the local reservoirs by using the same threshold for all items of a mini-batch. We first analyze the number of insertions into each PE's local reservoir in Lemma 2, before considering the expected maximum number of insertions into any PE's local reservoir in Theorem 3. Proof. Efraimidis and Spirakis [19, Proposition 7] show that if the w i are independent random variates from a common continuous distribution, their sequential reservoir sampling algorithm inserts O(k log(n/k)) items into the reservoir in expectation. We adapt this to mini-batches of b items per PE. Let X i denote the number of insertions on a PE for batch i.
We obtain a binomially distributed random variable with expectation
where n pre is the number of items seen globally before the batch began. For the initial i 0 = k bp iterations, this probability exceeds one and we account for this with b insertions per PE -overall b · k bp = k/p. For mini-batches i 0 ≤ i < n pb we obtain
where H n is the n-th harmonic number. ◭ ◮ Theorem 3. If the item weights are independently drawn from a common continuous distribution and all batches have the same number of items on every PE, then our algorithm inserts no more than O k p log n k + log p items into any local reservoir in expectation.
Proof. To obtain the maximum load over all PEs, we apply a Normal approximation to the bound on the X i from the proof of Lemma 2, obtaining
. Summing these over the mini-batches as above, we again obtain a Normal distribution whose mean and variance are the sum of its summands' means and variances. We then apply a bound on the maximum of i.i.d Normal random variables obtained using the Cramér-Chernoff method 
Uniform Reservoir Sampling
The above algorithm can be easily adapted to uniform items by using the well-known skip distances for uniform reservoir sampling [15, p. 640 , "Reservoir sampling with geometric jumps"]. We here adapt Duvroye's algorithm to our notation and model. When no threshold is known, the keys of the items are simply uniform random deviates between 0 and 1, generated by rand(). The number of items to be skipped then follows a geometric distribution with success probability T and can be computed as X := ⌊ln(rand())/ ln(1 − T )⌋ for a given threshold T . The key of the X + 1-th item, which is inserted into the local reservoir, is then simply v := rand(0, T ) = rand() · T . The remainder of the algorithm works analogously to the weighted case. Note that skipping X items is a constant-time operation, whereas skipping X ′ amount of weight in the weighted case requires examining every item that is skipped. As a result, the asymptotic local processing time for a batch of uniform items is the number of items inserted into the reservoir times the time to insert them. Observe that the criteria for random distribution of Section 3.3.1 are much easier to satisfy for uniform sampling, resulting in only an α log p contribution for the T sel term in the running time bound in these cases. For example, a uniform arrival rate for all PEs suffices, as the keys associated with the items are uniformly random.
Refer to Lemma 2 and Theorem 3 for an analysis of the number of items below the insertion threshold over all mini-batches.
Reservoir Sampling with Variable Reservoir Size
For any given key threshold T , the items with keys less than or equal to T form a sample without replacement of all items seen so far. The size of this sample -call it s -is not known a priori, and in the previous sections, we used selection from the local reservoirs to determine the threshold so that s = k. If, however, the precise size of the sample is not important to the application, and s is allowed to vary in some range k..k, we can do better than for fixed k. By using the amsSelect approximate selection algorithm [21, Section IV-C] (see also Section 3.3.2), selection converges much faster if k − k is sufficiently large (e.g., a constant factor apart).
Observe that if the items come from a common distribution, once n ≫ k items have been processed, turnover in the sample is very low. Accordingly, only few items have keys below the threshold to enter the reservoir in each batch. As a result, we can simply let the sample grow for several iterations until s > k. Only then does the selection have to find a new threshold. Additionally, the selection is faster because it does not have to find the item with a particular precise rank, but only some item in a given range of ranks. 
A Centralized Approach
To highlight the importance of communication efficiency, we now describe a more centralized approach. The PEs use a threshold to immediately discard any items that cannot be part of the sample (in the first batch, if a PE receives more than k items, only the k items with the smallest keys need to be retained). The remaining candidates are gathered at a designated root PE, which uses a standard sequential selection algorithm (e.g., quickselect) to sequentially select the k smallest items, discards the rest, and broadcasts the new threshold. Figure 2 shows a schematic view of the algorithm.
Observe that the number of items gathered in later batches is small in expectation, as only few new items enter the reservoir if the items follow the same distribution in all minibatches. This algorithm can be seen as an adaptation of Jayaram et al.'s method [24] to a mini-batch model and our definition of weighted random sampling (see Section 1.1).
Implementation Optimizations
We now discuss two optimizations that make implementations of our algorithm more efficient.
To avoid inserting too many items into the reservoir in the first mini-batch if its size b is large compared to the sample size k, we use a local thresholding to process the items in the first batch. If b ≥ max(1.5k, k + 500), we use the key of local rank k as threshold for subsequent items, and refresh this local threshold every time the local reservoir exceeds max(1.1k, k + 250) items, discarding those that are larger. This maintains correctness: at no point is a local reservoir pruned to a size smaller than k, so the union of all local reservoirs is guaranteed to be of size at least k. It also maintains the property that each local reservoir is a sample without replacement of some size k ′ of all items seen so far this PE.
To speed up the innermost loop of Algorithm 1, we compute the sum of weights of 32 items at a time, check whether the amount of weight to be skipped (X) is larger than this sum, and skip all 32 items at once if this is the case. This reduces the number of conditional branches and allows for vectorization using the CPU's Single Instruction Multiple Data (SIMD) units. Both of these factors speeds up processing of the items in a batch significantly -especially as typically, only few items per batch end up contributing to the reservoir (and X is much larger than the average weight) once n ≫ k items have been processed.
Experiments
We implemented our weighted reservoir sampling algorithm of Section 4.2 with both singlepivot and multi-pivot versions of the universally applicable selection algorithm of Section 3.3.3 as well as the centralized gathering algorithm of Section 4.5. Here, we present the results of strong and weak scaling experiments on a supercomputer. Our evaluation is structured as follows. First, we describe the setup in Section 6.1 and implementation details in Section 6.2. The strong and weak scaling evaluations follow in Sections 6.3 and 6.4. Lastly, Section 6.5 looks at the composition of the running time of the algorithms. Throughout this section, our weighted reservoir sampling algorithm with single-pivot selection is referred to as ours, its version with multi-pivot selection with d pivots as ours-d, and the centralized gathering algorithm as gather.
Experimental Setup
We used C++17 for the implementation and MPI for communication between the PEs. The code was compiled with the GNU C++ compiler g++ in version 8.3.0 with optimization flags -O3 -march=native -flto and run with OpenMPI 4.0. It was executed on ForHLR II, a general-purpose high-performance computing cluster located at Karlsruhe Institute of Technology, using up to 256 nodes. Each node is equipped with two deca-core Intel Xeon E5-2660 v3 processors for a total of 20 cores per node, and 64 GiB of DDR4 main memory. We use one MPI process (PE) per core, i.e., 20 PEs per node, for a total of up to Each experiment was run ten times, and each run lasted 30 seconds, completing as many mini-batches as possible in that time. Input generation is not included in the reported times. We use uniformly random floating point weights from the range 0..100 as inputs. Preliminary experiments with skewed weights -normally distributed with the mean increasing based on the iteration and the PE's rank -showed no significant differences in running time. Speedups are reported relative to our algorithm with single-pivot selection ("ours") on 1 node (p = 20 cores). Based on preliminary experiments, we chose d = 8 as the number of pivots used in the multi-pivot selection algorithm of Section 3.3.3.
Implementation Details
We use Intel's Math Kernel Library 2019 [23] for fast random number generation using a Mersenne Twister [27] . The local reservoirs are implemented as B+ trees, based on an implementation of Bingmann [5] augmented with join/split operations (see, e.g., [16] ) from an implementation by Akhremtsev [1] and rank/select support (e.g., [16] ).
Weak Scaling
The results of our weak scaling experiments are shown in Figure 3 , with three plots for batch sizes b -from left to right -10 6 , 10 5 , and 10 4 , each with sample sizes k of 10 3 , 10 4 , and 10 5 items. We can see that smaller sample sizes are slightly more efficient than larger samples, as we would expect from the O log 2 (kp) latency of the selection algorithm and increased local processing time due to larger local reservoirs. Using 8 pivots for selection is especially beneficial for larger sample sizes, where it reduces average recursion depth by a factor of around 2.5 -from 7.3 to 2.7 for k = 10 5 and from 4.3 to 1.8 for k = 10 4compared to a much smaller improvement from 1.9 to 1.1 for k = 10 3 , where the average recursion depth is already very low when using a single pivot. This results in selection running time improvements of up to 25 % for k = 10 5 and 17 % for k = 10 4 , with no significant improvement for k = 10 3 . Because local processing is a significant part of overall processing time (refer to the detailed running time composition analyis of Section 6.5 for details), the actual running time improvement gained by using multiple pivots is only 7.5 % (k = 10 5 and b = 10 6 ).
We also see that the centralized gathering algorithm performs well only when the sample size k is small, otherwise speedups decrease after a certain point. For large sample sizes, gathering the candidate items becomes prohibitively expensive. Meanwhile, our algorithm is very robust, observing only a slight slowdown for larger sample sizes.
Strong Scaling
For the strong scaling experiments, we used the same sample sizes of k 1 = 10 3 , k 2 = 10 4 , and k 3 = 10 5 items, while keeping the sum of the local batch sizes constant at B 1 = 2 10 ·10 4 ≈ 10 7 , B 2 = 2 10 · 10 5 ≈ 10 8 , and B 3 = 2 10 · 10 6 ≈ 10 9 . These sizes are chosen so that the number of PEs p divides them evenly for the power-of-two numbers of 20-core machines used in our experiments. Figure 4 shows the relative speedups for a strong scaling experiment with the above configurations. We again see that using multiple pivots for selection provides significant benefits for large sample sizes (green lines) and does not make much difference for smaller ones (red and blue lines). The centralized algorithm again works well only for small sample sizes and fails to provide any significant speedups for large samples.
We can also see that as long as the local batch size (i.e., input size per PE) is too large to fit into cache -more than around 10 5 items -speedups increase well, before abruptly jumping once local processing happens in the CPUs' caches, in the case of batch size B 1 even far exceeding what would be the ideal speedup. This is a classical superlinear speedup due to larger available cache resources. Once the data fits into cache, local processing represents only a very small part of the overall time, and communication in the selection process becomes the dominating factor in overall running time. Hence, speedups slowly decline as the O log 2 (kp) messages required for the selection become the dominating factor. Figure 5 shows the throughput per PE, i.e., how many items are processed at every PE per second, and confirms this. It clearly shows the momentary advantage of processing inputs that just fit into cache, but are large enough to keep the fraction of running time spent on selection low. Once this advantage passes, the decline in throughput per PE once again follows the predicted curve, dominated by the communication cost of selection. lines, on the right -is normalized to the slower of the two algorithms, which is always the centralized algorithm in this case.
Running Time Composition
Figures 6a and 6b present the results for strong scaling. We can see that the fraction of time spent on processing the local input declines as expected, and selection becomes the dominating factor in our algorithm, even for the faster selection algorithm using multiple pivots. In the centralized algorithm, however, the amount of time spent on gathering the candidate items grows rapidly, especially for the larger batch size (Figure 6b ). For the smaller batch size, sequential selection dominates the centralized algorithm's running time when using many nodes, as only b = B 2 /p = 20 000 items are processed per PE and batch when using 256 nodes (5120 PEs), which is much faster than selecting the k = 10 5 smallest values out of little more than k candidates (the 10 5 previously best items plus fewer than 300 new candidates per round in the later rounds for 128 and 256 nodes in this experiment).
The results for weak scaling are shown in Figures 6c and 6d . For the smaller batch size (Figure 6c ), selection clearly dominates the gathering algorithm's running time from the beginning. Our algorithm is consistently more than twice as fast, and typically up to four times faster. While this gap shrinks for 32 and 64 nodes (640 and 1280 PEs, respectively), it grows again as the centralized algorithm's time spent on gathering the candidates increases. The results for the larger batch size, shown in Figure 6d , are also as expected. While our algorithm requires ever so slightly more time for sequential processing -the candidates have to be inserted into a B+ tree instead of stored in an array -the centralized algorithm's selection and gathering become unsustainably slow for large numbers of nodes.
Conclusions
We have presented a communication-efficient reservoir sampling algorithm for weighted and uniform inputs that performs well in theory and practice. Our experimental results underline the practical importance of communication-efficient algorithms, even for medium-sized numbers of nodes. Future work can consider whether our approach can be transferred to reservoir sampling from a sliding window of the last w items. Improvements to the selection process would directly transfer to increased throughput of our method (see Section 6) . Curiously, while using multiple pivots reduces the average recursion depth in the selection by a factor of around 2.5, the running time benefit is currently much more limited at around 25 % (see Section 6.3). Preliminary measurements suggest that the reduced number of MPI collective operations does not translate into an according reduction in running time. Careful engineering might be able to improve this. Additionally, experiments on larger supercomputers could further underline that centralized algorithms do not scale beyond a certain size.
