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Abstract 
We study the minimal proportion (density) of one letter in nth power-free binary words. 
First, we introduce and analyse a general notion of minimal letter density for any infinite set 
of words which does not contain a specified set of “prohibited” subwords. We then prove that 
for nth power-free binary words the density function is l/n + l/n3 + l/n4 + 0(l/n5). We also 
consider a generalization of nth power-free words for fractional powers (exponents): a word is 
xth power-free for a real x, if it does not contain subwords of exponent x or more. We study the 
minimal proportion of one letter in xth power-free binary words as a function of x and prove, in 
particular, that this function is discontinuous at 3 as well aa at all integer points n > 3. Finally, 
we give an estimate of the size of the jumps. @ 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
One of the classical topics of formal language theory and word combinatorics is the 
construction of infinite words verifying certain restrictions. A typical restriction is the 
requirement that the word does not contain a subword of the form specified by some 
general pattern. Results of this kind find their applications in different areas such as 
algebra, number theory, game theory (see [ 15,211). 
The oldest results of this kind, dating back to the beginning of the century, are 
Thue’s famous constructions of infinite square-free and (strongly) cube-free words over 
alphabets of three and two letters, respectively [22,23] (see also [4]). A word is square- 
free (respectively, cube-free, strongly cube-free) if it does not contain a subword uu 
(respectively, uuu, uua), where u is a non-empty word and a is the first letter of u. 
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During the last two decades, different generalizations of Thue’s results have been 
studied. A natural generalization is to consider, instead of squares or cubes, any nth 
power, or, yet more generally, any pattern (a word over some alphabet of variables). 
References [3, l] introduce a general property of avoidability of a pattern and propose 
an algorithm to test it. A pattern is avoidable iff for some k, there is an infinite word 
over k letters that does not contain a subword which is an instance of the pattern. 
If k is fixed, the pattern is called k-avoidable. ’ In this terminology, Thue’s results 
state that pattern xx is 3-avoidable, and pattern XXX and, more strongly, the pattern 
xynyx are 2-avoidable. We refer the reader to [6,7] for a survey of the area of pattern 
avoidability. 
Many results on avoidability establish some threshold values or some “borderline 
conditions”. As an example, let us mention the result of Roth [ 191 which shows that 
every pattern over two variables of length six is 2-avoidable. Six is the best-possible 
value, as there are patterns of length five that are not 2-avoidable (e.g. ~xx). 
As another example, Dejean [ 1 l] strengthens the Thue construction of a square-free 
word by constructing an infinite word over three letters such that any two occurrences 
of a non-empty word u are separated by at least /211/3 letters, and she shows that this 
bound is optimal. There is another formulation of this result: There exists an infinite 
word over three letters that not only avoids repetitions (subwords uu), but does not 
admit subwords uv, where v is a prefix of u of length more than 3]u1/4. Generalizations 
of this result for bigger alphabets have been obtained (see [4] for more references; see 
also [8] for a related result). 
In this paper, which fits into this general research direction, we address the following 
general problem. Assume that each letter has some weight, and we try to minimize the 
total weight of a word of given length avoiding the pattern. For example, if one letter 
is much “heavier” than the others, this leads to the following problem: Assuming that 
a pattern is k-avoidable but not (k - 1 )-avoidable, what is the minimal proportion of 
the kth letter in an infinite word avoiding the pattern? 
In this paper we solve this problem for the case of binary alphabet (k = 2), and 
patterns x” (nth power) for n > 2. Specifically, we show that the minimal proportion 
p(n) of one letter in an nth power-free binary word is l/n + l/n3 + l/n4 + 0( l/n5). As 
for strongly cube-free words, this proportion is asymptotically i, i.e. it is not possible 
in this case to reduce the number of occurrences of one letter with respect to the 
other. Both these results can be expressed uniformly through the generalized minimal 
frequency function based on the notion of exponent (fractional power) of a word. In 
this way, we consider xth power-free words (words without subwords of exponent x 
or more) for any real x >2 (cf. [ 16,17, lo]). In the second part, we study properties 
of the generalized minimal frequency function p(x) and prove, in particular, that it is 
discontinuous to the right of $ as well as to the right of all integer points n >3. We 
’ The difference between avoidability and /c-avoidability is important. While avoidability was shown to be 
decidable in [3, 11, decidability of k-avoidability is a long-standing open problem (see [9]). 
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then estimate the values ~(n +0) - the right limit of p(x) at integer points n 23 - and 
prove that ~(0 + 0) = l/n - l/n2 + 2/n3 - 2/n4 + O( l/n’). 
To the best of our knowledge, minimal density has been first studied in a related 
paper [14]. However, some work has been done on counting limit densities of subwords 
in words defined by DOL-systems (cf. e.g. [12]). 
The paper is organized as follows. We introduce the notion of minimal density in 
Section 2. In particular, we prove that two natural definitions of this notion lead to 
the same quantity. Section 3 is devoted to the estimate of p(n). In Section 4 we study 
the generalized minimal density function. We conclude Section 5 indicating possible 
directions for future work. 
As usual, A* denotes the free monoid over an alphabet A. u E A* is a subword of 
w E A* if w can be written as ~12.~2 for some ul ~2 E A*. IuJ stands for the length of 
u E A*. AW stands for the set of one-way injnite words, often called o-words, over A, 
that are defined as mappings N -+ A. For n E N, the word w obtained by concatenating 
n copies of a word v is called the nth power of v and is denoted by v”. A word v is 
a period of w iff w is a subword of v” for some n E N. 
2. Miial density: general definition and properties 
In this section we analyse, in a general context, the notion of minimal limit density 
of a letter in words of an infinite set. 
Assume we have specified a set of words P g A*, and consider the set F GA* of 
words that do not contain any word of P as subword. For example, P can be the 
set of instances of a given pattern, and F the set of words avoiding this pattern (cf. 
Introduction). Note for any set P of prohibited subwords, the set F of avoiding words 
is closed under subwords, that is if a word w is in F, then any subword of w belongs 
to F too. Moreover, any set F closed under subwords is the set of avoiding words 
for some P (just take P = A*\F). Therefore, being closed under subwords can be 
considered as a characterization for the sets of words that can be specified by means 
of prohibited subwords. 
Assume we have an infinite set F CA* which is closed under subwords. Then there 
exists an infinite word from AW such that its every finite subword belongs to F. With 
interpretation of pattern avoidance, this allows to speak about infinite words avoiding 
the set of patterns. We denote by FW C AU the set of all infinite words with every 
finite subword belonging to F. 
Let a E A be a distinguished letter, and we are interested in the minimal limit pro- 
portion of a’s in words of F of unbounded length. For w E F, define c,(w) to be the 
numberofoccurrences ofa inw andp,(w)=c(w)/]w]. Denote F(Z)={WEF 1 IwI =I}. 
Definition 1. For every I E N, let p,(F, I) = (l/l)min,Ep(l) c,(w) and p,(F) = 
lim,,, p,(F, I). p&F) is called the minimal (limit) density of a in F. 
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Note that the type of argument of pa will always make it clear if the density of an 
individual word, or the minimal density is meant. 
Obviously, all numbers pa(F, I) belong to [0, l] and therefore pa(F) belongs to [0, I] 
too. The following two lemmas clarify the behaviour of the sequence {pa(F, Z)}zi with 
respect to pa(F). 
Lemma 1. For every I E N, p,(F, I) < p,(F). 
Proof. Take any I E N and assume that {p&F, Zi)}z 1 is a subsequence converging to 
p,(F). Take some Z; > 1. By definition of p&F, Zi), there exists a word wi E F(Zi) such 
that c,(wi) = Zip,(F, Zi). Consider ]Zi/ZJ non-overlapping subwords of wi of length 1. 
Since F is closed under subwords, each of these subwords belongs to F(Z) and 
then contains at least Zp,(F, I) a’s. Therefore, wi contains at least [Zj/Zl Zp,(F, I) a’s, 
that is ca(wi) 2 [Zi/ZJ Zp,(F, I). We obtain that p,(F, Zi) > [Zi/ZJ Zpa(F, Z)/Zi > ((Zi/Z) - 
l)Zp,(F, Z)/Zi = (1 - (Z/Zi))pa(F, I). By taking the limit for i -+ cm, we conclude that 
p,(F) = limi,, p,(F, Zi) 3 lim+& 1 - (Z/Zi>)p,(l;: Z) = p,(F, Z). 0 
Lemma 2. pa(F) = lim,, p,(F, I) = supl,, p,(F, Z). 
- 
Proof. By Lemma 1, p,(F, 1) < p,(F) for every I, and then l~mi-+oo p,(F, I) d p,(F) = 
lim. --cc p,(F, Z). Thus, p,(F, I) converge to pa(F) from below, and then p,(F)= 
SUPI>I pcz(F> Z). 0 
By Lemma 2, the lower limit in Definition 1 can be replaced by the simple limit. 
Thus, the definition p,(F)= limr,, minwEF(l,(ca(w)/Z) is correct and seems to cap- 
ture in the right way the notion of minimal density. However, there is another natural 
way to define the minimal limit density directly in terms of infinite words FW, and not 
as the limit density value for finite words. One may ask if this approach always leads 
to the same density value or may lead to a different one. 
For a word w E F U Fm, let w[ 1 : j] denote the prefix of w of length j. The density of 
letter a in an infinite word u E F” is naturally defined as the limit limj+m p,(u[l :j]). 
Obviously, this limit may not exist. However, below we show that among all words for 
which this limit exists, there is one that realizes the minimum of these limits, which is 
equal to p,(F). This confirms that p,(F) is the right quantity characterizing the limit 
density. 
We define an auxiliary measure a&F, I) = min,EF(Z) maxi gjGZ pa(w[l :j]). The fol- 
lowing lemma gives a key argument. 
Lemma 3. For every Z E N, p&T I) < a&F, Z) <p,(F). 
Proof. It is easily seen that a,(F, I) > p,(F, I). Let us prove that a,(F, Z) G pa(F) 
for all Z E N. Assume that a,(F,L)>p,(F) for some L E N. This means that every 
word u E F of length at least L has a prefix ~$1 :j] with pa(v[l :f)>pa(F). Let 
E = min{p,(u[l :f) - pa(F)} w h ere the minimum is taken over all such prefixes. Take 
any word w E F(N) with N > (2L/s)(p,(F) + E). Find a decomposition w = WI wz . . . w, 
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such that ]wi] < L and p,(wj)>pa(F) for every j, 1 < j < m - 1, and ]wm] <L. Then 
c,(w) > (~G’)+s)(lwJ -L) and pa(w) >, P~(F)+E-L((P~(F)+E)IIwI) 3 p,(F)+s/2. 
Since w was chosen arbitrarily, this contradicts p,(F,N) Q p,(F) (Lemma 1). 0 
Corollary 1. The limit liml,, o,(n,l) exists and is equal to p,(F). 
Lemma 4. There exists a word v E FW such that lim+, p,(v[l :j]) exists and is 
equal to p,(F). 
Proof. From Lemma 3 it follows that for every I E N, there exists a word w E F(Z) 
with p(w) = a&n, 1) < p,(F), that is maxI Gj+ p,(w[l :jl) d p,(F). Moreover, every 
prefix of w verifies the same inequality. Therefore, the set of words w verifying the 
inequality forms an infinite tree with respect to the prefix relation such that the parent 
of a word w in the tree is its immediate prefix, obtained by removing the rightmost 
letter. Since the alphabet A is finite, the tree is finitely branching. By Konig’s lemma, 
there exists an infinite path in this tree which defines the infinite word v with p,(v[l : 
j]) < p,(F) for all j E N. Since p,(F,j) d p(v[l : j]) d p,(F), the result follows from 
Lemma 2. q 
Lemma 5. min,EFO limj,, p,(v[l : j]) = p,(F), where the minimum is taken over 
v E FW for which the limit exists. 
Proof. By Lemma 4, there exists a word v E FW such that limj,, p,(v[l : j]) = p,(F). 
Therefore, inf uEFO limj,, p,(u[l : j]) d pa(F). On the other hand, since a[1 : j] E 
F(j), then p&u[l : jl) 2 p,(F, j), then limp,, p,(u[l :jl) > limj-+, p,(F, j) = p=(F) 
and infDEFW limj,, pa (a[1 : j]) Z p,(F). The lemma follows. 0 
Lemmas 4 and 5 imply that there exists a word v E FW that realizes the minimal 
limit limj,, p,(u[l : j]) among all words of FW for which the limit exists. Moreover, 
this minimum is equal to p,(F). To avoid the problem of existence of the limit, we 
could replace it by the lower limit and define the quanity infDEFW limj,, p,(v[l : j]) 
where the infimum is taken over all words v E Fw. The proof of Lemma 5 shows that 
this value is also equal to p,(F), and the infimum is reached on some word u E FO. 
Finally, note that one might suggest yet another, though less natural definition of 
minimal letter density as the value l&;_, minDEFO p,(v[l : j]). Using Lemma 4 and 
arguments similar to the proof of Lemma 5, it is easily shown that the lower limit 
here can be replaced by the simple limit which is again equal to p,(F). 
The equivalence of different definitions gives a strong evidence that p,(F) is an 
interesting quantity to study. In this paper, we undertake this study for a particular 
family of sets F - the sets of nth power-free binary words. 
3. Minimal letter density in nth power-free binary words 
Consider an alphabet A. For a natural n > 2, a word w E A* is called nth power-free 
iff it does not contain a subword which is the nth power of some non-empty word. 
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We denote PF(n) C: A* as the set of nth power-free finite words. Words from PF(2) 
are called square-free, and words from PF(3) are called cube-free. If w E A* does not 
contain a subword uua, where u is a non-empty word and a is the first letter of U, then 
w is called strongly cube-free. An equivalent property (see [20]) is overlap-freeness -
w is overlap-free if it does not contain two overlapping occurrences of a non-empty 
word U. Well-known Thue’s results [22,23] state that there exist square-free words of 
unbounded length on the 3-letter alphabet, and strongly cube-free words of unbounded 
length on the 2-letter alphabet. An infinite sequence of strongly cube-free words can 
be constructed by iterating the morphism h(O) = 01, h( 1) = 10, known as Thue-Morse 
morphism. Note that the existence of infinite strongly cube-free words on the 2-letter 
alphabet implies that for that alphabet the set PF(n) is infinite for every n 2 3. 
From now on we focus on the binary alphabet A = (0, 1). Our goal is to compute, 
for all n>2, the value pl(PF(n)) - minimal density of 1 in the words PF(n). Note 
that by symmetry, p~(PF(n))=po(PF(n)), and to simplify the notation, we denote 
pl(PF(n)) (respectively, pl(PF(n), 1)) by p(n) (respectively, p(n, 1)) in the sequel. 
Similarly, we will drop the index in c,(w) and PI(W), and will write c(w) and p(w) 
instead. 
In [ 141 it has been proved that p(n) = l/n + 0( l/n*). Here, using a different method, 
we prove the following more precise estimation, that corresponds to the first four terms 
in the asymptotic expansion of p(n). 
Theorem 1. p(n) = I/n + l/n3 + l/n4 + 0( l/n5). 
We first establish the upper bound 
p(n) < 1 + L + 2_ + 5 
12 n3 n4 n5’ (1) 
for all n 2 3 and some positive constant C. The proof is based on the following lemma. 
Denote by Cli the word 0’1. 
Lemma 6. Let k 2 3. For i, j, 0 < i, j < k and i # j, consider a morphism h : (0, I}* 
+{O,l}* de$ned by h(O)=ai, h(l)=orj. For a word w~{O,l}*, ifw~PF(k) then 
h(w) E PF(k + 1). 
Proof. First observe that {h(O), h( 1)) is a prefix code, i.e. the inverse image w of any 
word h(w) is unique. Furthermore, for any u E (0, 1 }*, the occurrences of 1 in h(u) 
delimit the images of individual letters of w. This means that any subword of h(w) 
which ends with 1 and is preceded by 1 (or starts at the beginning of h(w)) is the 
image of some subword of w. 
To prove the lemma, assume by contradiction that for some w E PF(k), h(w) con- 
tains a subword vk+i. Proceed by case analysis on the number of l’s in v. If v con- 
tains no l’s, then ak+’ contains at least k + 1 consecutive O’s which is impossible 
as h(w) is a concatenation of words ai, Olj. If v contains one 1, then v = O’lO”‘, and 
vk+l = O’l(O’+ml)kOm. Since h(w) E {ai, ai}*, we conclude that Z+m E {i, j} and w must 
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contain k consecutive occurrences of the letter h-‘(O’+“l). Finally, if v contains s l’s, 
then v=O’lcri ,... ~li,_,O~, andvk+‘=O[l(ai ,... aiz_,Ol+ml)kOm. Again, Z+m~{i,j} and 
w contains the Zrth power of the inverse image h-’ (CQ, .. . Q_, O*+“’ 1). 0 
Lemma 7. For every n 2 4, 
p(n) f 
1 
n-p(n- 1)’ 
(2) 
Proof. For I E N, take a word w E PF(n- 1) with IwI= 1 and p(w) = p(n- 1, I). Denote 
by h the morphism defined by h(O) = c(,_r, h( 1) = X,-Z. Let u = h(w). By Lemma 6, 
u gPF(n). Since c(u)= Iw(, and 1~1 =(n - l)c(w) + n(lwl - c(w))=n(w( - c(w), we 
have p(n, 1~1) d p(u) = c(u)/lul = l/(n - p(w)) = l/(n - p(n - 1, I)). Taking the limit 
for Z + co, and then IuI + co, we have p(n) < l/(n - p(n - 1)). q 
Upper bound (1) is now proved by simple induction on n > 3. Using the trivial 
inequality p(3) < i, the base case n = 3 can be satisfied by choosing any constant 
C B 1. To prove the inductive step, we apply Lemma 7. This leads to the inequality 
1 1 1 1 c 
n - (l/(n - 1) + l/(n - 1)s + l/(n - 1)4 + C/(n - 1)s) 9 n + n3 + z + 2 
for n > 4, which reduces to the polynomial inequality 
(-3 + C)n6 + (-5C + 8)n5 + (8C - 9)n4 + (2 - 6C)n3 + (-3C + 3)n2 
+(3c - 1)n - (C2 + C) 3 0. 
After substituting C =30, the routine check shows that the inequality holds for all 
n >, 4 (substitute n - 4 for n, expand and notice that all coefficients get positive). This 
proves that upper bound (1) holds for C = 30. 
Note that constant C can be reduced if we take into consideration the next term in 
the asymptotic expansion. Using a similar argument, it can be shown that 
for Cl = 90. 
Now we turn to bounding p(n) from below, and prove the following lower bound: 
p(n) 2 
n-l 
n2-n-1 (3) 
for all n 2 3. 
Consider an arbitrary finite nth power-free word w. First, group its letters into blocks 
cli = 0’1, 0 d i < II - 1. For a technical reason we assume that w does not start with 
r&-i. If it does, we temporarily remove the first symbol 0. w is uniquely decomposed 
into a concatenation of Cli’s and a suffix of at most n-l 0’s. Then, we group occurrences 
of ai’s into larger blocks b(m,k)=(M,_l)“ak, 0 Q m < n-l, 0 <k <n-2. Informally, 
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blocks B are delimited by occurrences of ai with i < n - 2. Again, w is uniquely 
decomposed into blocks /I and the remaining suffix Q of length at most n2 - 1 (n - 1 
occurrences of a.,_i followed by n - 1 O’s). We proceed by grouping blocks B into 
still larger blocks. Let 
Y(Lh,kl,..., k)=P(LkoM(n - Lkl)...P(n - Lks) 
= (ctn__l)&&n-_l )+-lC(k, . . . (an_, )n--1cQ,, 
whereO<I<n-2,s>O,O<ks,ki , . . . , k, < n - 2. Blocks y are delimited by each 
occurrence of /?(I, k) with Z =G n - 2. Note that since w starts with ak, k < n - 2, it 
starts with /?(O, k) and therefore the first block y starts at the beginning of w. Thus, the 
decomposition of w is uniquely defined with a possibly remaining s&ix Q of length 
up to n2 - 1. Taking into account the first possibly removed 0, we have w =Pw’Q, 
where IPI d 1, [Ql < n2 - 1, and w’ is uniquely decomposed into blocks y. 
Let us now compute the minimal possible ratio of l’s in blocks y. Consider a 
y(Z,ko,kl,..., k,). We distinguish two cases: 
Cases>l: We show that kj+kj+ldn-2 for every j, O<j<s-1. Indeed, 
consider the subword ak,(&-i )“-l~lk,+~ of y(Z, ko, kl,. . . , k,). If kj + kj+l 2 n - 1 then 
it has the prefix (OkjlO”-l-k~)” which contradicts the nth power-freeness of w. 
Using this observation, we can bound 
Then ly(Z,ko,kl, . . ..k.)( < (s/2)n+(n-l)+sn(n-l)+Zn=s(n2-n/2)+nZ+n-1. Since 
the number of l’s in y(Z,ko,kl,. . .,k,) is ns+Z+l, we have p(y(Z,h,kl,. ..,k,)) > (ns+ 
I + l)/(s(n2 - n/2) + nZ + n - 1). The right-hand side minimizes when 1 is maximal 
(I = n - 2) and s are minimal (s = 1). We then obtain p(y(Z, ko, kl, . . . , k,)) > (2n - 
1)/(2n2 - 3n/2 - 1). 
Cases=O: Inthiscasey(Z,ko)=B(Z,kc), ly(Z,ko)l=Zn+ko+l, andp(y(Z,ke))=(Z+ 
1 )/(Zn+ko -t 1). The right-hand mininizes when both Z and ko are maximal (I = ko = n - 
2), which gives p(y(Z,b)) > (n - l)/(n2 -n - 1). 
The second case gives a smaller bound for all n B 3 and we conclude that p(y 
(Z,ko,..., kS)) > (n- l)/(n2 -n - 1). Since w’ is a concatenation of blocks y, this implies 
p(w’) 2 (n-l)/(n2-n-1). Returning tow, we have c(w) 2 c(w’) > Iw’l.(n-l)/(n2- 
n-1) 3 (Iwl-n2).(n-1)/(n2-n-l), andthen p(w)=c(w)/lwl > (l-n2/lwl).(n-l)/ 
(n2 - n - 1). As w is an arbitrary nth power-free word, we have p(n, 1) > (1 - n2/Z). 
(n - l)/(n2 - n - 1) for all Z. Taking the limit for Z going to infinity, we obtain 
p(n) > (n - l)/(n2 - n - 1). This implies in particular that 
p(n)ai+-$+-$+-$. 
Lower bound (4) together with upper bound (1) implies Theorem 1. 
(4) 
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4. Generalized minimal density function 
As a function on integer argument n 3 3, p(n) admits an interesting extension to real 
argument. The extension is achieved through the notion of exponent (see [l 1,5,8]) that 
generalizes the notion of nth power. The exponent of a word w is the ratio Iwl/ min 1~1, 
where the minimum is taken over all periods v of w. Instead of nth power-free words, 
we can now consider words which do not contain subwords of exponent x or more, 
where x is a real number (see, e.g., [16, 17, lo]). 
Formally, for a real number x, define PF(x) (resp. PF(x+c)) to be the set of binary 
words that do not contain a subword of exponent greater than or equal to (resp. strictly 
greater than) x. Note that PF(2 + E) is precisely the class of strongly cube-free words. 
For the binary alphabet, the existence of infinite cube-free words implies that PF(x) 
(resp. PF(x + 8)) is infinite for x > 2 (resp. for x 2 2). Using the results of Section 2, 
values p1 (PF(x)) and p1 (PF(x + E)) are well defined for x > 2 and x > 2, respectively. 
Similar to the previous section, we denote them, respectively, by p(x) and p(x + E). 
Notation p(x, Z) and p(x + E, I) is defined accordingly. Note that for natural values of 
x >2, p(x) coincides with p(n) studied in the previous section. 
4.1. Discontinuity of p(x) 
Now we study the generalized function p(x) and prove, in particular, that it has an 
infinite number of discontinuity points. 
Functions p(x), p(x + E) are non-increasing with values from [0, i]. Therefore, at 
every x >2 there exists a right limit, denoted P(X + 0), and p(x + 0) = SUP~,~ p(y). 
The following lemma is useful. 
Lemma 8. For every x > 2, p(x + 0) = p(x + E). 
Proof. Clearly, for every y >x, p(y) d p(x + E), and therefore p(x + 0) = sup,, ,X p(y) 
< p(x + E). Assume that p(x + 0) < p(x + E). Then by Lemma 2, for some I, p(x + 
E, 1) >p(x + 0). The exponents of subwords of words of length Z can take finitely 
many possible values. Let PI be the smallest such value strictly greater than x. Then 
p(x+~,Z)=~(&,Z)>~(n+0). By Lemma 1, p(zr) 3 p&Z) and then p($)>p(x+O). 
This contradicts the fact that p(x + 0) = supY,, p(y). 0 
Let us now compute the value ~(2 + E). The class PF(2 + F) of strongly cube- 
free (overlap-free) binary words has been extensively studied (see [ 18,131) and the 
structure of these words has been thoroughly characterized. In particular, it is known 
that every strongly cube-free word can be written as ~1 UVZ, where 1~11 < 2, (~2 I < 2 
and v E (01, lo}* (see Lemma 2.2 of [13]). This implies immediately that p(2+.5) = 4. 
However, a stronger result can be stated. 
Lemma 9. For all x E (2,5], p(x) = 4. 
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Proof. To prove that a word w can be decomposed as above, it is sufficient to assume 
that w does not contain subwords uva where /u( < 3 and a is the first letter of v. We 
refer the reader to the proof of Lemma 2.1 in [13] to check this out. 0 
We now show that p(x) is discontinuous at x = 3. Specifically, we prove: 
Theorem 2. 
Together with p(i) = i (Lemma 9), this proves a jump of p(x) to the right of x = 5. 
Consider the morphism h defined by 
h(O)=011010011001001101001, 
h(l)= 100101100100110010110. 
We call h(O), h( 1) coding words. Note that a coding word is uniquely determined by 
its first (or last) letter. Consider a word w E (0, l}* and its image h(w). An occurrence 
of h(o), a E (0, 11, in h(w), corresponding to the image of a in w, is called a coding 
occurrence. Consider an occurrence in h(w) of some subword U, that is h(w) = utuu2 
for some ut,u2 E {O,l} * . Consider the minimal subword w’ of w such that u is covered 
by h(w’), that is h(w) = h(wt )h(w’)h(w~), h(w’) = 61~82, h(wt)6t = ~1, &h(wz) = 242, 
and 61 (resp. 82) is a proper prefix (resp. stix) of a coding occurrence. We call 61 
the precursor of this occurrence of u. 
We show that h preserves the property of absence of subwords of exponent greater 
than 5. 
Lemma 10. For every w E (0, l}*, ifw does not contain subwords of exponent greater 
than i, then neither does h(w). 
Proof. Assume that w does not contain subwords of exponent greater than i. First 
show that h(w) does not contain a subword of exponent greater than 5 and with a 
period less than or equal to 15. If such a subword exists, there exists another one, say 
v, of length at most 36, with the same period and of exponent greater than i. Since 
Ih( = P(l)1 =21, v is covered by three contiguous coding occurrences. Since w does 
not contain 000 or 111, v occurs in one of h(OOl), h(OlO), h(O1 l), h(lOO), h(lOl), 
h( 110). A direct exhaustive check shows that none of these words contains a subword 
of exponent greater than g and with a period at most 15. 
Now assume that h(w) contains a subword v = at VI ~2, where 1~1 1 2 16, v2 is a prefix 
of vt, and IuzI> Jut l/3. Let w’ be the shortest subword of w such that h(w’) contains v, 
that is h(w’)=Sl&, where 61,& E (0, I}*, and 61 is the precursor of the considered 
occurrence of v. 
We now observe that if u is a subword of h(w) of length 16 or more, then the 
precursor of u is uniquely defined for all occurrences of u. Since every subword of 
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length 16 is located within two coding occurrences, this can be shown by checking this 
property for all subwords of length 16 occurring in words h(OO),h(Ol),h(lO),h(1l). 2 
By applying this argument to the two occurrences of at in v and by using properties 
of h, we can rewrite h(w’)=h(a)u’,h(a)v~h(a)v~~~, a E (0, 1). Now observe that 
(1) ui is non-empty (otherwise w would contain auu), 
(2) Ih(a)n:l= 101 I? l~(~)n~l > IVZI, 
(3) t&S2 is a prefix of v~h(u), 
(4) vi =h(wi) and ~$5, =h(w~) for some wi, w2 E (0, 1). 
By taking the inverse image of h(w’), we get w’ = uw~uwtuw~, where w2 is a prefix 
of wlu, and 
luw2, = IhW4 + IS21 > ‘“‘I,‘. ly= Ilaw 1 
21 ’ 21 3 21 3 I. 
We conclude that w’ is a word of exponent greater than i, which is a contradiction. 
q 
Theorem 2 now follows from Lemma 10. Consider words h(O), h2(0), . . . , hk(0), .. . . 
By Lemma 10, these words do not contain subwords of exponent greater than i. On 
the other hand, since both h(O), h( 1) are of length 21 and contain ten 1 ‘s, p(@(O)) = $ 
I/#(O)l. By Lemma 2, we conclude that p( i + E) d 2. 
By Lemma 8, p( i + 0) < g which proves that p(x) has a jump at x = i. 
Now we show that, besides x = g, the generalized function p(x) is discontinuous to 
the right at all integer points x > 3. We use the following lemma which is somewhat 
similar to Lemma 6. Recall that CQ = 0’1. 
Lemma 11. Let A={ul,...,uk} and n 2 3. Let h:A--{O,l} be a morphism such 
that h(ai) = CI,,,~, where mi < n for all 1 < i < k, and mi # mj for all i # j. Then for 
every (n - l)th power-free word w E A*, h(w) is (n + e)th power-free. 
Proof. Similar to Lemma 6, morphism h is injective, and every subword of h(w) 
ending with 1 and preceded by 1 is the image of a subword of w. 
Assume that h(w) is not (n + e)th power-free. Then it contains a subword u”u for 
a non-empty word u E (0, 1)” and a the first letter of U. If u contains no 1 ‘s, then 
u”u contains at least n + 1 consecutive O’s, which is impossible as h(w) is a concate- 
nation of dl,, ‘s, and mi < n. Assume that u contains at least one 1, that is u = OP lu’, 
p>O, u’~{O,l}*. Then u”=(OPlu’)“=OJ’ltP-lu’ for u=u’OPl. By properties of 
morphism h, each occurrence of v is the image of some subword of w under mor- 
phism h. Since this subword is the same for all occurrences of u, then w contains a 
subword (h-‘(v))“-’ which contradicts to n-th power-freeness of w. 0 
2 This does not hold for subwords of length 15. For example, 010011001011001 occurs in h(01) as well 
as in h(lO), and these occurrences have different precursors. 
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Lemma 12. For every n > 4, 
P(n + E) < 
1 
n+l-p(n-1)’ (5) 
Proof. Denote h, : (0, l}* -+{O, l}* the morphism defined by ~,(O)=C(~, h,(l)=a,_i. 
Let WI be an (n - 1)th power-free word of length I with minimal number of l’s 
(p(wr) = ~(n - 1, I)). Clearly, lh,(wl)l = (n + I)(1 - C(WI)) +nc(wr) = (n + l>Z - C(WI), 
and c(&(wl)) = I. By Lemma 11, h,(wl) is (n + E)th power-free, and we have 
P(n + 6 IMW)l) G /#n(W)) = 
1 1 
(n + 1)Z - C(WI) = n + 1 - /?(n - 1, I)’ 
By taking the limit for I + co (see Lemma 2), inequality (5) follows. 0 
Inequality (5) together with the trivial inequality ~(n - 1) < $ gives ~(n + E) d 
l/(n - l/2)< l/n for 12 > 4. On the other hand, from lower bound (3) it follows that 
p(n) > (n - l)/(n2 - n - I)> l/n. This implies that ~(n + 0) =~(n + &)<p(n), that is 
p(x) has a jump to the right of all integer points n > 4. 
For n = 3, inequality (5) does not make sense (p(2) is not defined). Therefore, the 
case n = 3 should be analysed separately. 
Lemma 13. ~(3 + E) ,< i. 
Proof. Take a 3-letter alphabet A = { 1,2,3}. For w E A*, let Ci(W) (i = 1,2,3) denote 
the number of occurrences of i in w. For any I E N, choose a square-free word WI E 
A* of length I such that cl(w) < c*(w) < Q(W). Note that for all 1 E N, WI is well 
defined, which follows from the existence of infinite square-free words on the 3-letter 
alphabet. Consider the morphism h :A* + {O,l}* defined by h(l)=Ol, h(2)=001, 
h(3) = 0001. Then Ih(wl)) = 2ci(wr) + 3cz(wZ) +4cs(wZ) = 3Z + (c~(w[) - ci(w~)) 2 31, 
and p(h(w,)) < Z/31 = i. By Lemma 11, word WI is (3 + a)th power-free, and then 
~(3 + E, Ih(w d i. Taking the limit for I -+ 00 and using Lemma 2, we get ~(3 + 
&)<f. 0 
On the other hand, from lower bound (3) it follows that p(3) > i. Therefore, p(x) 
has a jump to the right of x = 3. 
Putting all together, we obtain: 
Theorem 3. p(x) is discontinuous to the right of x = i as well as to the right of all 
natural points n > 3. 
4.2. Estimating p(n + E) 
In Section 3 we obtained an estimate of p(n), for natural iz 2 3 (Theorem 1). 
Theorem 3 says that p(x), considered as a function on real argument, has a jump on 
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the right of all these points. In this final part of the paper, we estimate the size of these 
jumps by estimating the values p(n+&) for natural n > 3. Recall that p(n+a) = p(n+O) 
by Lemma 8. 
We start with proving the lower bound 
p(n + E) 2 s (6) 
for all n 3 3. The proof follows closely the proof of lower bound (3) from Section 3. 
Therefore, we only give a sketch of it, underlining the differences with the proof of 
Section 3. 
Consider a finite (n + .s)th power-free word w. As in Section 3, we group its letters 
into blocks ai = 0’1, where 0 < i < n (w may contain nth powers). Again, we assume 
that w does not start with CI,, otherwise we move the first 0 into a separate prefix. We 
now note that under this assumption, w cannot contain a subword (a,)“. Indeed, since 
w does not start with a,, the occurrence of (a,)” is preceded by at least one letter. 
This letter cannot be 0, as w would then have a subword On+’ which contradicts the 
fact that w does not contain subwords of exponent greater than n. This letter cannot 
be 1 either, as this would give the subword ( 10n)n 1 which again contradicts the fact 
that w is (n + c)th power-free. Thus, no occurrence (a,y exists. 
We then group ai’s into blocks P(m,k) =(cI,)~ ak,Obm<n-l,O<kdn-1, 
and then further into blocks 
y(Lko,h,..., k,)=P(Lko)B(n - Lh)...Kn- Lk) 
= (~n)&&n)n-‘~kl . . . (&)“-bk,, 
whereOdl<n-2,s>,O,Ofko,kl,..., k,<n-2. 
We now compute the minimal value of p(y(Z, ko, kl,. . . , k,)). Consider a block 
y(Z,ko,ki,... , ks). As in Section 3, we distingish two cases: 
Case s > 1: Here we show that kj + kj+l d n for everyj, O<j<s- 1. By con- 
tradiction, assume that kj + kj+l > n. If kj = 0 then kj+l > n which is a contradiction. 
Assume kj > 0, and consider the subword ak,(&_i )n-‘cQ,,, . If kj + kj+l > n, then it has 
the prefix (Ok, 10nPk~ )” followed by at least one 0. This gives a subword of exponent 
greater than n which is a contradiction. 
Now we can bound c;=. (&,I 9 (s/2 + l)n+s, and then (y(Z,ko,k~,. . .,k,)l < Z(n+ 
l)+s(n2+n/2)+n. Then p(y(Z,ko,kl ,...,k,)) > (Z+ns+1)/(Z(n+1)+s(n2+n/2)+n). 
Again, the right-hand side minimizes when Z is maximal (1 = n - 2) and s is minimal 
(s = 1). Finally for this case, p(y( I, ko, kl ,...,k,))>(2n-1)/(2n2+n/2-2). 
Cases=O:Inthiscasey(Z,ko)=fi(Z,ko), Iy(Z,ka)l=Z(n+l)+ko+l,andp(y(Z,ko))= 
(Z+l)/(Z(n+l)+ko+l). The right-hand side mininizes when both Z and ko are maximal 
(Z-n-2, ko=n- l), which gives p(y(Z,ko)) > (n- l)/(n2 -2). 
The second case gives a smaller or equal bound for all n > 3 and we conclude that 
p(y(Z, ko, . . . , k)> 2 (n - 1 l/b2 - 2). Since w is a concatenation of blocks y (with 
possibly the remaining prefix and sulhx of bounded length), this implies inequation 
(6). 
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Turning to asymptotic expansion of (6), we have 
To obtain the lower bound of ~(n + a) that matches upper bound (7), it suffices to 
substitute into inequality (5) the upper bound of ~(n - 1) implied by (1) (instead of 
trivial upper bound ~(n - 1) < i ). 
We then get 
1 
P(n+E)~n+1-(l/(n-I)+l/(n-1)“+l/(n-1)4+c/(n-1)s) 
1 1 2 2 
= 
Together with (7), this gives: 
Theorem4. p(n+~)=$--$+$-$++($). 
5. Concluding remarks 
In this paper we initiated the study of minimal density function for the words avoid- 
ing a set of patterns. In particular, we analysed the minimal density p(x) of a letter in 
binary words that do not contain an exponent greater than or equal to x. We proved 
p(x) to be discontinuous to the right of point i as well as of all integer points starting 
from 3, and we gave an estimate of values p(n) and ~(n + e). 
Many questions about minimal density function p(x) remain open. Does it have 
other discontinuities? What are they? Is this function piece-wise constant? All these 
questions are still to be answered. 
Another direction of generalizing the results of this paper is to consider the general 
notion of k-avoidability of a pattern (see Introduction). The general question is: If a 
pattern p is not k-avoidable but is (k + 1 )-avoidable, what is the minimal frequency of 
a letter in an infinite word over (k + I) letters avoiding p? For example, what is the 
minimal frequency of a letter in an infinite ternary square-free word? A pattern which 
is 4-avoidable but not 3-avoidable is given in [2]. What is the minimal proportion of 
the fourth letter needed to avoid that pattern? 
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