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Abstract
This paper considers some classes of graphs which are easily seen to have many perfect matchings. Such graphs can be considered
robust with respect to the property of having a perfect matching if under vertex deletions (with some mild restrictions), the resulting
subgraph continues to have a perfect matching. It is clear that you can destroy the property of having a perfect matching by deleting
an odd number of vertices, by upsetting a bipartition or by deleting enough vertices to create an odd component. One class of graphs
we consider is the m × m lattice graph (or grid graph) for m even. Matchings in such grid graphs correspond to coverings of an
m×m checkerboard by dominoes. If in addition to the easy conditions above, we require that the deleted vertices be(√m) apart,
the resulting graph has a perfect matching. The second class of graphs we consider is a k-fold product graph consisting of k copies
of a given graph G with the ith copy joined to the i + 1st copy by a perfect matching joining copies of the same vertex. We show
that, apart from some easy restrictions, we can delete any vertices from the kth copy of G and ﬁnd a perfect matching in the product
graph with k suitably large.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The study of matching theory is a huge area e.g. [5]. Necessary and sufﬁcient conditions for a graph to have a perfect
matching are provided for bipartite graphs by Hall’s theorem [3] and for general graphs by Tutte’s theorem [8]. One
area of matching theory has considered whether you can ﬁnd a matching containing (or avoiding) a speciﬁed edge or
set of edges in a graph as well as variations on this theme. This explores the extent to which a graph, subject to various
alterations, is robust with respect to the property of having a perfect matching. An immediate observation is that edges
to be included must not be incident and there are results which specify that the edges are at a certain distance from one
another. Extendability in graphs (see [6]) is the determination of when certain sets of edges can be extended to a perfect
matching. A variety of questions have been explored e.g. [7,1,2]. The edges extend to a perfect matching if the graph
obtained from G by deleting the end vertices of the chosen edges contains a perfect matching. Thus extendability looks
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at deleting pairs of adjacent vertices from a graph and asks whether the resulting graph has a perfect matching. We are
going to generalize this notion by considering a set of vertices to delete without requiring that they come in adjacent
pairs.
Our focus in this paper is to consider some classes of graphs which are readily seen to have many perfect matchings
and consider whether if we delete vertices the resulting graphs continue to have perfect matchings. In order to avoid
local problems (e.g. deleting all neighbours of a given vertex will result in a graph that has no perfect matching), we
consider some constraints on the deleted vertices. One possibility is a restriction that the deleted vertices be far apart
(cf. the edge proximity conditions in [2]).Another would be to restrict the deleted vertices to a certain area of the graph.
Our results indicate that the graphs studied do have robustness with respect to the property of having a perfect matching
under the operation of vertex deletion. This paper was motivated by a result of Jamison and Lockner [4].
Let m, n be integers. We call the following graph the grid graph Gm,n of size m × n.
V (Gm,n) = {(i, j) : 1 im, 1jn},
E(Gm,n) = {((i, j), (i + 1, j)) : 1 im − 1, 1jn}
∪ {((i, j), (i, j + 1)) : 1 im, 1jn − 1}.
When one of m, n is even, perfect matchings in this graph are plentiful and in natural correspondence with coverings
of an m × n checkerboard by dominoes. Such a grid graph is bipartite with bipartition V (Gm,n) = W ∪ B where
W = {(i, j) : i + j ≡ 0 (mod 2)} and B = {(i, j) : i + j ≡ 1(mod 2)}. Thus, for m even, in the square grid graph,
Gm,m, we have (1, 1), (m,m) ∈ W and (1,m), (m, 1) ∈ B. With the usual deﬁnition of distance, namely dGm,m(x, y)
is the length of a shortest path in Gm,m joining x to y, our robustness result for Gm,m is as follows.
Theorem 1.1. Let m be even and letGm,m be them×m grid graph with bipartition V (Gm,m)=W ∪B. LetW ′ ⊆ W ,
B ′ ⊆ B. Then the graph Gm,m − (W ′ ∪ B ′) has a perfect matching if
(i) |W ′| = |B ′|,
(ii) For x, y ∈ W ′, dGm,m(x, y)> 4
√
m	 + 8,
(iii) For x, y ∈ B ′, dGm,m(x, y)> 4
√
m	 + 8.
The proof is in Section 2. The two constants 4 and 8 are probably not strictly best possible but are convenient
for the proof. This result is best possible in an asymptotic growth sense because of examples (with one given at the
end of Section 2) where if we relax (ii), (iii) to dG(x, y)> 
√
2
√
m	 there are examples where the resulting graph
Gm,m − (W ′ ∪ B ′) does not have a perfect matching.
Given a graph G, use the notation H = H(G, k) for the k-fold product
V (H) = V (G) × {1, 2, . . . , k},
E(H) = {((v, i), (w, i)) : (v,w) ∈ E(G), i = 1, 2, . . . , k}
∪ {((v, i), (v, i + 1)) : v ∈ V (G), i = 1, 2, . . . , k − 1}
Such a graph is easily seen to havemany perfectmatchings, for k even at least, by using the cross edges ((v, i), (v, i+1))
for i odd. Then for (v,w) ∈ E(G), we can remove the two edges ((v, i), (v, i + 1)), ((w, i), (w, i + 1)) from the
matching and add the two edges ((v, i), (w, i)), ((v, i + 1), (w, i + 1)). For a set S ⊆ V (G), use the notation S × {k}
to denote the vertices {(s, k) : s ∈ S} ⊆ V (H). Our robustness result for H(G, k) is as follows.
Theorem 1.2. Let G be a connected graph and let S ⊆ V (G). We require
(i) If G is bipartite with bipartition (X, Y ) then we have |S ∩X| = |S ∩ Y | or |(V (G)− S)∩X| = |(V (G)− S)∩ Y |.
(ii) If |S| is odd, then |V (G)| is odd. Then for some positive integer k, the graph H(G, k) − (S × {k}) has a perfect
matching.
The proof is in Section 3. Note that conditions (i), (ii) are necessary in order that H(G, k) − (S × {k}) has a perfect
matching for some k1.Youmightwish to note that ifG is bipartite with bipartition (X, Y ) andwe have |S∩X|=|S∩Y |
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then, for k even, there are the same number of vertices in each part of the natural bipartition for H(G, k) − (S × {k}).
If |(V (G) − S) ∩ X| = |(V (G) − S) ∩ Y | then for k odd there are the same number of vertices in each part of the
bipartition. The precise minimum value for k is unknown, unlike the exact bound in [4] for a special case, but the proof
yields a bound k1 + 2 · min{|V (G) − S|, |S|}.
2. 2D grid graphs
In this section G = Gm,m. We begin with a preliminary lemma used in our proof of Theorem 1.1. We deﬁne an
analogue of a ball of radius t centred at x:
B(x, t) = {y ∈ V (G) : dG(x, y) t}.
We have that
|B(x, t)|1 + 2t (t + 1) = 2t2 + 2t + 1. (1)
Lemma 2.1. Let d be a given positive integer. Consider the a1 × a2 grid Ga1,a2 with bipartition V (Ga1,a2)=B ∪W .
Let B ′ ⊆ B be a set of vertices with the property that for x, y ∈ B ′, we have d(x, y)> d. Then
|B ′| 2a1a2
d2
+ 2(a1 + a2)
d
+ 1. (2)
Proof. We consider any x ∈ V (G) and let k = d/2. The idea is that x, y ∈ B ′ implies that B(x, k) ∩ B(y, k) = ∅.
Extend the a1 × a2 grid by adding k rows above and below and also k columns to the right and the left. The result is a
(a1 + 2k) × (a2 + 2k) grid. For each x in the a1 × a2 grid, then B(x, k) in the extended grid is of size 2k2 + 2k + 1
using (1).
We realize that we only need vertices at distance k from the smaller a1 × a2 grid and so need not count the corners
consisting of 412k(k + 1) = 2k2 + 2k vertices.Thus there are at most a1a2 + (a1 + a2)2k + 2k2 − 2k vertices which
can be included in ∪x∈B ′B(x, k). So we have
|B ′| a1a2 + (a1 + a2)2k + (2k
2 − 2k)
(2k2 + 2k + 1)
= a1a2
(2k2 + 2k + 1) +
(a1 + a2)2k
(2k2 + 2k + 1) +
(2k2 − 2k)
(2k2 + 2k + 1)
 2a1a2
(4k2 + 4k + 1) +
2(a1 + a2)(2k + 1)
(4k2 + 4k + 1) +
(2k2 + 2k + 1)
(2k2 + 2k + 1)
 2a1a2
d2
+ 2(a1 + a2)
d
+ 1.
as required. 
Proof of Theorem 1.1. Recall that m is even. We use Hall’s matching theorem on G− (W ′ ∪B ′). Let A ⊆ W −W ′.
We need to show that
|NG(A) − B ′| |A|. (3)
We may assume that the subgraph of Gm,m induced by A ∪ NG(A) is connected (otherwise we simply treat each
component separately) and obtain (3). Let |NG(A)| − |A| be denoted the surplus of A. We will show (3) by showing
|B ′ ∩ NG(A)| |NG(A)| − |A|. (4)
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Deﬁne
height(A) = 1 + max{y : (x, y) ∈ A ∪ N(A) for some x}
− min{y : (x, y) ∈ A ∪ N(A) for some x},
width(A) = 1 + max{x : (x, y) ∈ A ∪ N(A) for some y}
− min{x : (x, y) ∈ A ∪ N(A) for some y}
Assume, without loss of generality, that
height(A)width(A)(2).
Deﬁne row i of the grid graph as
Ri = {(i, x) : 1xm}
and similarly column j as
Cj = {(x, j) : 1xm}.
We say a row (or a column) is complete if |Ri ∩ A| = m/2 (or if |Cj ∩ A| = m/2).
Case 1: No complete row.We estimate the surplus by examining one row at a time.We have |Ri ∩NG(A)| |Ri ∩A|
with equality occurring only if either (i, 1) ∈ W (row Ri starts with an element of W) and (A ∪ NG(A)) ∩ Ri =
{(i, 1), (i, 2), . . . , (i, 2k)} (for some k) or (i,m) ∈ W and Ri is (A ∪ NG(A)) ∩ Ri = {(i,m − 2k + 1), (i,m −
2k), . . . , (i, m)} (for some k). Note that either (i, 1) ∈ W or (i,m) ∈ W but not both.
We wish to show that
|NG(A)| − |A|height(A)/2 |B ′ ∩ NG(A)|. (5)
Use the notation that the surplus of rowRi is |Ri ∩NG(A)|− |Ri ∩A|. The surplus of row Ri is at least 0 and moreover
if the surplus is zero then either Ri ∩ A = {(i, 1), (i, 3), (i, 5), . . . , (i, 2t + 1)} for some 1 t <m/2 in which case we
say Ri is left justiﬁed or Ri ∩ A = {(i, 2s), (i, 2s + 2), , . . . , (i, m − 4), (i,m − 2), (i,m)} for some 1sm/2 in
which case we say Ri is right justiﬁed.
Suppose Ri is a row of surplus 0 with (i, 1) ∈ W . Then Ri is left justiﬁed. Moreover, if Ri−1 or Ri+1 has surplus
0, then it must be right justiﬁed. Consequently, (i,m) ∈ NG(A) so that if Ri is left justiﬁed with surplus 0, then Ri
is complete. Since Ri is not a complete row, we can conclude that Ri−1 (respectively, Ri+1) has a surplus of at least
1 assuming that 1 i − 1 (resp. i + 1m). This yields the inequality (5) assuming we can pair each row with a zero
surplus with a row with a surplus of at least 1. Recall that we have (1, 1), (m,m) ∈ W . We pair a left justiﬁed row of
surplus 0, Ri , (which has (i, 1) ∈ A) to Ri+1 (which has surplus at least 1) and we pair a right justiﬁed row of surplus
0, Ri , (which has (i,m) ∈ A) to Ri−1 (which has surplus at least 1). We can verify that if Rk is left justiﬁed with
(k, 1) ∈ W , then k + 1m and Rk+1 is not right justiﬁed. By parity arguments, Rk+2 is not right justiﬁed. Hence the
pairing will work.
To complete the argument we need a bound on the number of deleted blacks |B ′ ∩ NG(A)| for (4). We note that
B ′ ∩ NG(A) is a subset of the black vertices in a subgrid of size height(A) × width(A) which must also satisfy (iii).
Now apply Lemma 2.1 to obtain:
|B ′ ∩ NG(A)| 2 · height(A) · width(A)
d2
+ 2(height(A) + width(A))
d
+ 1,
which with d = 4√m 	 + 8 and width(A)height(A)m becomes
|B ′ ∩ NG(A)| height(A)8 +
height(A)
√m	 + 2 + 1.
With √m	2 and for (m) height(A)8 we deduce
|B ′ ∩ NG(A)| height(A)2 ,
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which gives us (4).We are left with the case height(A)7 and sowidth(A)7. Now |B ′|1 unless the opposite corners
of the box of dimensions height(A)×width(A) are far enough apart. Thus |B ′|1 if d2height(A)+1height(A)+
width(A)+1. But d =4√m	+816, since m2. Consequently, with height(A)7, |B ′|1 and so (4) holds using
(5). In all cases we have veriﬁed (4) and hence (3).
Case 2: No complete column. Assume there is a complete row (and so width(A) = m). Since we have assumed
width(A)height(A) then height(A) = m = width(A). Now if we ‘transpose’ the graph by interchanging rows and
columns so that the result has no complete rows, then it is still the case that height(A)width(A) and so we can use
Case 1 to verify (4) and hence (3).
Case 3: Complete row and a complete column. We now need to take complements. Let A′ = B − NG(A) and we
note that NG(A′) ⊆ (W −A). We consider the components C1, C2, . . . , Ch of A′ ∪NG(A′) in G where A′k =B ∩Ck .
Interchanging the roles of W and B, we let the surplus of a component be the difference |NG(A′k)| − |A′k|. Now there
are no complete rows in this complementary world given that we had a complete column in A ∪ NG(A). Hence for
each component, by the argument in Case 1, we have
|W ′ ∩ N(A′i )| |N(A′i )| − |A′i |
and so
|W ′ ∩ N(A′)| =
h∑
i=1
|W ′ ∩ N(A′i )|
h∑
i=1
(|N(A′i )| − |A′i |) = |N(A′)| − |A′|. (6)
Let W ′′ = W ′ − (W ′ ∩ N(A′)) so that |W ′| = |W ′′| + |W ′ ∩ N(A′)|. Since |B ′| = |W ′|, we have
|B ′ ∩ N(A)| |W ′| = |W ′′| + |W ′ ∩ N(A′)|. (7)
We combine (6) and (7) to obtain
|B ′ ∩ N(A)| |W ′′| + |W ′ ∩ N(A′)| |W ′′| + |N(A′)| − |A′|. (8)
We now use the fact that |W | = |B|, |N(A)| + |A′| = |B| and |A| + |N(A′)| |W | − |W ′′| from which we obtain
|W ′′| + |N(A′)| − |A′| |N(A)| − |A|. Thus we have shown (4) and hence (3). 
It is instructive to consider the following example where we relax the distance condition of Theorem 1.1 to
dG(x, y)
√
2
√
m. Let m be even such that  = √2√m	/2 is an integer and let  = (m − 1)/2. We can choose
B ′ to be the vertices we can pack into a triangular half of the grid:
B ′ = {(m, 1), (m, 1 + 2), (m, 1 + 4), . . . , (m, 1 + 2),
(m − , 1 + ), (m − , 1 + 3), (m − , 1 + 5), . . . , (m − , 1 + (2− 1)),
(m − 2, 1), (m − 2, 1 + 2), (m − 2, 1 + 4), . . . , (m − 2, 1 + (2− 2)),
(m − 3, 1 + ), (m − 3, 1 + 3), (m − 3, 1 + 5), . . . , (m − 3, 1 + (2− 3))
...
(m − 2, 1)}.
Thus |B ′|= (+1)+++ (−1)+ (−1)+· · ·+1+1= (+1)2.We chooseA={(i, j) : i−jm−2} and
deduce, in the manner of Case 1 above, that |N(A)| − |A|(1 + 2)/2<m/2. Hence (3) does not hold in this case.
Of course one must have locations for W ′ with |W ′| = |B ′| but this is easy enough to do by placing W ′ symmetrically
in the other triangular half of the grid. Thus G − (B ′ ∪ W ′) has no perfect matching.
An analysis of our proof in Case 1 suggests one could obtain a result for dG(x, y)> (2+ )√m but that the technique
fails for = 0. The gap between 2 and √2 comes from the fact that the estimate for |N(A)| − |A|height(A)/2 would
apply to the triangular region used above whereas the estimate on |B ′ ∩ N(A)| comes from a square region.
While we have concerned ourselves with ﬁnite graphs in this paper one might ask whether there is an inﬁnite
analogue of Theorem 1.1. In this situation the conditions on the set of deleted vertices might well not require that
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|B ′| = |W ′| and the distance separating vertices in B ′ (respectively, W ′) could be a function of |B ′| (respectively,
|W ′|)or perhaps even a (small) constant. As mentioned, our concern is with ﬁnite graphs but these seem reasonable
questions.
3. Product graphs
Proof of Theorem 1.2. Consider the case |S| is odd. Then a perfect matching inH(G, k−1)−((V (G)−S)×{k−1})
can be extended to perfect matching in H(G, k) − (S × {k}) by adding the edges ((x, k − 1), (x, k)) for each x ∈
V (G) − S. Now |V (G) − S| is even by condition (ii). We have reduced the problem of ﬁnding a perfect matching in
H(G, k)− (S×{k}) to ﬁnding a perfect matching in H(G, k−1)− ((V (G)−S)×{k−1}) where |V (G)−S| is even.
We can henceforth assume that |S| is even. A similar argument is employed if G is bipartite with bipartition (X, Y ) and
|S ∩X| = |S ∩Y | so that |(V (G)− S)∩X| = |(V (G)− S)∩Y | by (i). We can reduce the problem of ﬁnding a perfect
matching in H(G, k) − (S × {k}) to ﬁnding a perfect matching in H(G, k − 1) − ((V (G) − S) × {k − 1}) as above
where now |(V (G) − S) ∩ X| = |(V (G) − S) ∩ Y | and so (i) is satisﬁed with S replaced by V (G) − S. Henceforth, if
G is bipartite, we assume |S ∩ X| = |S ∩ Y |.
We ﬁx a graph G and suppose that, subject to the above assumptions about S, |S| is as small as possible so that there
is no integer k such that H(G, k)−S×k has a perfect matching. Note that, for |S|=0, S=∅ and H(G, 0) is the empty
graph. Thus the theorem is satisﬁed vacuously in this case. So we may assume |S|2. Let P be the shortest path of odd
length (even number of vertices) among all such paths going between two vertices of S. Suppose that P goes from x to y
and letP =v1, v2, . . . , v2m with x=v1, y=v2m and x, y ∈ S.We can deduce that v2, v3, . . . , v2m−1 /∈ S since otherwise
we would ﬁnd a shorter odd length path contained within P. Let S′ = S −{x, y}. A perfect matching of H(G, k − 2)−
(S′ × {k − 2}) extends to a perfect matching of H(G, k) − (S × {k}) by adding the edges ((v1, k − 1), (v2, k − 1)),
((v2, k), (v3, k)), ((v3, k − 1), (v4, k − 1)),. . ., ((v2m−1, k − 1), (v2m, k − 1)), and the edges ((v, k − 1), (v, k − 2))
for v ∈ S′ and the edges ((v, k), (v, k − 1)) for v ∈ V (G) − (V (P ) ∪ S′). Note that if G is bipartite with bipartition
(X, Y ), one of x and y must be in X and the other in Y. Thus, in that case S′ = S − {x, y} satisﬁes condition (i)
with|S′ ∩ X| = |S′ ∩ Y |. Call this reduction (x, P, y), which reduces S to S′ = S − {x, y}.
We now assume that |S|2 is even and that for any two vertices x, y ∈ S, all paths from x to y are of even length.
But if G is bipartite, we may assume |S ∩X| = |S ∩ Y | and so there is an x ∈ S ∩X and y ∈ S ∩ Y which can only be
joined by an odd length path, a contradiction. So G must have an odd cycle, C.
If there are two or more vertices of S in V (C), then there will be two vertices of S joined by a path P in C of odd
length where all but the endpoints are not in S. This contradicts our assumption that no such path exists. Thus we can
assume that |V (C) ∩ S|1.
It is useful to consider the following. Let P be a path from x to z of even length, say P = v1, v2, . . . , v2m+1 with
v1 = x and v2m+1 = z. Assume V (P ) ∩ S = {x}. Let S′′ = S ∪ {z} − {x}. Then a perfect matching of H(G, k − 2) −
(S′′ × {k − 2}) extends to a perfect matching of H(G, k) − (S × {k}) by adding the edges ((v1, k − 1), (v2, k − 1)),
((v2, k), (v3, k)), ((v3, k − 1), (v4, k − 1)),. . ., ((v2m, k), (v2m+1, k)), the edge ((v2m+1, k − 1), (v2m+1, k − 2)) and
the edges ((v, k − 1), (v, k − 2)) for v ∈ S′′ and the edges ((v, k), (v, k − 1)) for v ∈ V (G) − (V (P ) ∪ S). Call this
operation (x, P, z), which changes S to S′′ = S ∪ {z} − {x}. The operation (x, P, z) enables us to move a vertex of
S to a more favourable vertex.
Assume |V (C) ∩ S| = 1. Let x = V (C) ∩ S. Let y ∈ S be chosen with y /∈V (C) and so that there is a path P from
y to a vertex z ∈ V (C) with V (P ) ∩ V (C) = z. If z = x, then we can extend P around C to x in the appropriate
direction so that the resulting path P ′ has odd length, contradicting our assumption that no such path exists. If z = x,
then choose a path Q of two edges in C from x to some vertex t = z and then apply (x,Q, t). We can then use the
previous argument and (y, P ∪Q, t) (where P ∪Q is the path from y to t obtained as the concatenation of P and Q)
to eliminate two vertices y, t from S. Thus (x,Q, t) in combination with (y, P ∪ Q, t) replaces S by S − {x, y}.
Assume V (C)∩S=∅. First ﬁnd a vertex x ∈ S and a path P from x to a vertex z ∈ V (C) with V (P )∩V (C)= z and
V (P ) ∩ S = {x}. Having chosen x, we can choose some other vertex y ∈ S and a path P ′ from y to a vertex t ∈ V (C)
with V (P ′)∩ V (C)= t and V (P ′)∩ S ⊆ {x, y}. Assume z = t , Either P is of odd length and we can extend P by one
edge of C to a vertex v = t to get a path P ′′ or P is already of even length in which case let P ′′ = P and v = z. We
perform (x, P ′′, v). Then we can extend P ′ around C appropriately to get an odd length path P ′′′ from y to v with
V (P ′′′) ∩ S = {y, v} (x is no longer in S). Now apply (y, P ′′′, v) which in combination with (x, P ′′, v) replaces S
by S − {x, y}.
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Assume z= t . Depending on the parity of the length of P, extend P by either one or two edges to an even length path
P ′′ around C to a vertex u = t , u ∈ V (C). Then apply (x, P ′′, u). Then we can extend P ′ around C appropriately to
get an odd length path P ′′′ from y to u with V (P ′′′) ∩ S = {y, u} (x is no longer in S). Now apply (y, P ′′′, u) which
in combination with (x, P ′′, u) replaces S by S − {x, y}.
We have shown that in all cases we can reduce S by 2 and so eventually reduce S to ∅. 
By keeping track of the operations of types  and  applied, the proof shows that for |S|0 even, H(G, 2|S|) −
(S ×{2|S|}) has a perfect matching, and for |S| odd, H(G, 1+ 2|V (G)− S|)− (S ×{1+ 2|V (G)− S|}) has a perfect
matching. In the case G is bipartite, the proof shows that if |S ∩ X| = |S ∩ Y |, then H(G, |S|) − (S × {|S|}) has a
perfect matching. In many cases, we might be able to reduce the required number of steps if we could perform some of
the operations  and  in parallel. The exact bound in [4] can be thought to result from carefully showing that certain
operations akin to these cannot be performed in parallel.
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