Abstract-The existential k-pebble game characterizes the expressive power of the existential-positive k-variable fragment of first-order logic on finite structures. The winner of the existential k-pebble game on two given finite structures can easily be determined in polynomial time, where the degree of the polynomial is linear in k. We show that this linear dependence on the parameter k is necessary by proving an unconditional polynomial lower bound for determining the winner in the existential k-pebble game on finite structures.
I. INTRODUCTION
For two finite relational structures A and B the homomorphism problem asks if there is a mapping from the domain of A to the domain of B that preserves all relations. As pointed out by Feder and Vardi [6] this problem is equivalent to the constraint satisfaction problem (CSP) where the variables correspond to the domain of A, the values correspond to the domain of B and the constraints are encoded in the relations of A and B. Thus, every homomorphism from A to B corresponds to a solution of the CSP. Since the homomorphism problem and the CSP are NP-complete in general, there is need to look for heuristics. One well-known method introduced in the context of constraint satisfaction is the procedure of establishing strong -consistency, which can be implemented by an ( 2 ) time algorithm (see e.g. [2] , [3] , [13] ). We will explain this concept below in the setting of the homomorphism problem.
From a logical point of view, there is a homomorphism between two finite structures A and B if and only if every existential-positive first-order sentence that is true on A is also true on B. Instead of considering the full existential-positive fragment of first-order logic one can relax that question and ask whether every -variable existential-positive first-order sentence true on A is also true on B. Such questions can be analyzed using combinatorial games. For the -variable existential-positive fragment of first-order logic the corresponding game is the existential -pebble game [11] , which is defined in Section II.
Kolaitis and Vardi [13] showed that this logical relaxation of the homomorphism problem is equivalent to the -consistency heuristic. That is, strong -consistency can be established if and only if Duplicator wins the existential -pebble game on A and B. To sum up, the following three statements are equivalent on finite relational structures A and B:
• Strong -consistency can be established.
• For every existential-positive -variable first-order sentence : A |= =⇒ B |= .
• Duplicator has a winning strategy in the existentialpebble game. Now we state our main result that provides a lower bound on the computational complexity of the statements above. −3 12 ).
Theorem 1. Given two finite relational structures A and B and an integer ≥ 15, deciding if Duplicator has a winning strategy on A and B in the existential -pebble game requires time ((∥A∥ + ∥B∥)

From this theorem we directly get an (
−3
12 ) lower bound for deciding if strong -consistency can be established, where is the size of the CSP-instance. As an upper bound, the query "Does Spoiler win the existential -pebble game on A and B?" is LFP 2 -definable for two given structures A and B [12] and is decidable by an (| | | | ) time algorithm.
We prove Theorem 1 by a reduction from the -pebble game of Kasai, Adachi and Iwata [9] , called KAI-game, to the existential ( +1)-pebble game. Our result then follows from the ( −2 4 ) lower bound for this game [1] , which in turn follows from the deterministic time hierarchy theorem.
A. Related Work
Kolaitis and Panttaja [10] proved that for every fixed ≥ 2 the problem of determining the winner of the existential -pebble game is complete for PTIME under LOGSPACE reductions. Furthermore, they established that the problem is complete for EXPTIME when is part of the input. It follows that there is no algorithm for this problem whose running time is polynomial in the size of the structures as well as in the number of pebbles. Parameterized by the number of pebbles , the problem is known to be W[1]-hard. This follows directly from the fact that a graph contains a -clique if and only if Duplicator has a winning strategy for the existential -pebble game on the complete graph on vertices and . Thus, the existence of an algorithm of running time ( ) for some computable function and constant would imply W[1] = FPT, an unlikely event in parameterized complexity theory.
However, since we do not know whether W[1] = FPT it is consistent with our previous knowledge that there exists an (2 2 ) algorithm determining the winner of the existential -pebble game on two relational structures. Thus, for every fixed , it was possible that there exists a quadratic time algorithm deciding if strong -consistency can be established.
To prove the EXPTIME-completeness Kolaitis and Panttaja reduced the KAI-game to the existential pebble game. In this reduction the number of pebbles used in the existential pebble game depends on the size of the KAI-game instance and is not bounded by any function on the number of pebbles used in the KAI-game. Thus, their reduction fails to prove a lower bound for fixed and it was left as an open question if such a lower bound can be proven. In this paper we reduce thepebble KAI-game to the existential ( +1)-pebble game, and thus, keep the parameter small. Some constructions are quite similar to those used by Kolaitis and Panttaja. However, the proof differs significantly at crucial points.
Finally, it should be noticed that there has recently been interest in the parameterized complexity of -consistency. Gaspers and Szeider [7] showed that the problem "given two finite relational structures, are they strongly -consistent?" is complete for co-W [2] when is the parameter. By contrast, we prove that the problem "given two finite relational structures, can they be made strongly -consistent?" is complete for XP when is the parameter.
B. Further Applications in Finite Model Theory
We can improve Theorem 1 in two ways. First, all partial homomorphisms in Duplicator's winning strategy (defined below) are in fact partial isomorphisms. Thus, Duplicator has a winning strategy in the -pebble game that corresponds to the existential -variable fragment of first-order logic, where negation is allowed in front of atomic formulas. This implies that it requires ((∥A∥ + ∥B∥) −3 12 ) time to decide if every existential -variable first-order sentence true on A is also true on B. Second, the structures our reduction constructs are directed graphs. Therefore, Theorem 1 holds even when we restrict ourselves to -structures, where is a relational signature containing at least one binary relation.
C. Establishing Strong -Consistency
To fix the terminology, we briefly introduce the concept of establishing strong -consistency as it is defined in [13] . Let A and B be two finite relational structures with universes and . A -partial homomorphism is a partial homomorphism with domain size . A and B are -consistent if for every ( -1)-partial homomorphism ℎ from A to B and every ∈ there is a partial homomorphism that extends ℎ and is defined on . Two structures are strongly -consistent if they areconsistent for every ≤ .
Strong -consistency can be established for A and B if there are two strongly -consistent structures A' and B' over the same universes and such that the following two statements hold.
• Every -partial homomorphism from A' to B' is apartial homomorphism from A to B.
• Every function from A to B is a homomorphism from A' to B' if and only if it is a homomorphism from A to B. Loosely speaking, strong -consistency can be established for two structures if they can be made strongly -consistent by adding new relations and without changing the solution space with respect to the homomorphism problem. It is easy to see that if there is a homomorphism from A to B, then strongconsistency can be established. Although the converse is not true in general, it holds for some classes of structures [2] , [4] .
II. DEFINITIONS AND PROOF OF THEOREM 1 An instance of the -pebble KAI-game (introduced in [9] as pebble game of fixed rank) is a tuple ( , , , ), where is the universe,
the start position and ∈ the goal. We let [ ] be the set of pebbles in the game. A rule is of the form ( , , , , ), with ∕ = , ∕ = ∕ = and has the intended meaning that if pebble is on and pebble is on and there is no pebble on then one player can move pebble from to . This is a slightly more wasteful notion as the original one used in [9] , where the relation
) ) is given as input. However, this technical modification does not affect the purpose of the game and increases the size of an instance only by a constant factor, if is fixed, and by a polynomial factor, if is part of the input. The -pebble KAI-game is played by two players and proceeds in rounds. In the first round Player 1 starts with position and chooses a rule ∈ appl( ). The new position is = ( ). In the next round Player 2 chooses a rule ∈ appl( ) and applies it to . Then it is Player 1's turn and so on. Player 1 wins the game if he reaches a position , where ( ) = for one ∈ [ ] or where Player 2 is unable to move. Player 2 wins if she has a strategy ensuring that Player 1 cannot reach such a position. The following definition makes that formal.
Definition 2.
A winning strategy for Player 2 in the -pebble KAI-game is a set ⊆ {( ,
Kasai, Adachi and Iwata [9] showed that the problem of determining the winner of the -pebble KAI-game is PTIME-complete (for every fixed ≥ 3) under LOGSPACEreductions and complete for EXPTIME when is part of the input. Furthermore, they showed that the problem to requires Ω(
4 − ) time on multi-tape Turing machines for every fixed ≥ 6 and any > 0, where is the size of the input [1] . This proof also leads to XP-completeness of the -pebble KAI-game with parameter [5] .
The existential ( +1)-pebble game [11] is played by two players Spoiler and Duplicator on two relational structures A and B with domains A and B, respectively. First, Spoiler puts pebbles 1 , . . . , +1 on elements of A and Duplicator answers by putting pebbles 1 , . . . , +1 on elements of B. In each further round Spoiler picks up a pebble from A and places it on another element in A and Duplicator moves the corresponding pebble in B. Spoiler wins the game if he can reach a position where the mapping defined by → is not a partial homomorphism from A to B. Duplicator wins the game if she has a winning strategy that tells her for every move of Spoiler how to place her pebbles such that the positions of the pebbles define a partial homomorphism. A winning strategy for Duplicator can be stated formally as a set of partial homomorphisms:
Definition 3. A winning strategy for Duplicator in the existential ( +1)-pebble game on structures A and B is a nonempty family ℋ of partial homomorphisms from A to B satisfying the following properties:
• (extension) For every ∈ ℋ, | Dom( )| ≤ , and every ∈ there is an ℎ ∈ ℋ with ⊆ ℎ and ∈ Dom(ℎ).
For a set of partial homomorphisms from A to B we let cl( ) := { | ⊆ ℎ, ℎ ∈ , | Dom( )| ≤ + 1} and write cl(ℎ) instead of cl({ℎ}). It is easy to see that if ℎ is a total homomorphism from A to B, then cl(ℎ) is a winning strategy in the existential ( +1)-pebble game on A and B. Now we state our main lemma and prove Theorem 1.
Lemma 4 (Main Lemma). There is a reduction from thepebble KAI-game to the existential ( +1)-pebble game that computes for every instance
= ( , , , ) two directed graphs and such that the following constraints hold:
has a winning strategy in the -pebble KAIgame on if and only if Spoiler has a winning strategy in the existential ( +1)-pebble game on
and .
•
• The reduction is computable in DTIME( (∥ ∥ 3 )) and in LOGSPACE.
Proof of Theorem 1:
Let ≥ 15 be a fixed integer. Assume that is an algorithm that determines the winner of the existential -pebble game on structures A and B in time ((∥A∥+∥B∥) ). This contradicts the Ω(
In addition, Lemma 4 also implies EXPTIME-completeness when is part of the input, PTIME-completeness for every fixed ≥ 4 and XP-completeness when is the parameter.
In our reduction we first construct two colored graphs out of smaller graphs, called gadgets. In order to prove the existence of a winning strategy for one player, we combine strategies for the gadgets to a strategy for the whole graph. The easier part is to do that for Spoiler. As in [8] and [10] , we say that Spoiler can reach position from position if he has a strategy in the game such that starting from position he either wins the game, or position occurs in the game after some finite number of rounds. Since this relation is transitive, we can combine such strategies to show that Spoiler can reach some position from ∅; if does not define a partial homomorphism, this will give us a winning strategy for Spoiler.
For Duplicator this is more difficult. A critical strategy in the existential ( +1)-pebble game is a nonempty family ℋ of partial homomorphisms satisfying the closure property (Definition 3) together with a set of critical positions crit(ℋ) ⊂ ℋ such that ℎ ∈ crit(ℋ) =⇒ | Dom(ℎ)| = and all ∈ ℋ ∖ crit(ℋ) satisfy the extension property. A critical strategy is nearly a winning strategy in the sense that Duplicator wins unless the game reaches a critical position. Note that a critical strategy with crit(ℋ) = ∅ is a winning strategy and every critical strategy in the ( +1)-pebble game is a winning strategy in the -pebble game. LetĤ := ℋ ∖ crit(ℋ). As for winning strategies, the union of critical strategies is also a critical strategy. The following lemma enables us to construct a winning strategy out of critical strategies. 
. A boundary of a strategy ℋ on a gadget is a mapping : bd( ) → bd( ) such that ℎ( ) = ( ) for all ℎ ∈ ℋ and all ∈ bd( ) ∩ Dom(ℎ). We say that two strategies and ℋ on gadgets and ℋ are connectable, if they have boundaries and ℋ and it holds that ( ) = ℋ ( ) for all ∈ bd( ) ∩ bd( ℋ ). If and ℋ are two connectable strategies, we define
Lemma 6. Let and ℋ be two connectable critical strategies on gadgets = ( , ) and
We use the operator ⊎ to construct global critical strategies for the whole graph out of critical strategies on the gadgets. Then we show that the union of those global critical strategies is by Lemma 
We give a brief description of the construction. Duplicator's graph is illustrated in Figure 1 . The gagdets are glued together at their boundary vertices and the vertex blocks that are glued together inherit their colors. In order to make sure that the colors partition the graphs we define a new color for every combination of colors occurring at one vertex in the graph. In Spoiler's graph we do this analog with Spoiler's side of the gadgets.
To The boundary of the other gadgets has a similar form and can be divided in input vertices (with certain indices) and output vertices that are colored in the same way as the xvertices. The direction of the gadgets is indicated in Figure 1 by arrows. Thus, the players are intended to move clockwise in the graph.
For each rule we define different rule gadgets ( ) and ( ) in which Spoiler can reach the positions ( , ( )( ) ) from ( , ) if is applicable to . The choice gadget enables Duplicator to choose one of the rules she wants to apply. Such a choice gadget is not necessary for Spoiler, because he can force Duplicator to play on the chosen rule gadget by the coloring of the vertices. The most complex gadget is the Multiple Input One-way Switch , , which is a generalization of the Multiple Input One-way Switch defined in [10] . In our construction we put one copy of , at the output vertices of every Rule Gadget. On the one hand, this gadget ensures that Spoiler needs to pick up all +1 pebbles to make progress through the switch. This is necessary because position (x , x ′ ( ( ))( ) ) occurs after two rounds in the KAIgame and Spoiler would win if he leaves a pebble pair on (x , x ( ) ). On the other hand only valid positions (where no vertex is pebbled) can be pebbled through the switch. Thus, pebbling on vertices is a method for Duplicator to penalize Spoiler for playing incorrectly.
A. Rule Gadgets
The 
Lemma 8. For every rule = ( , , , , ) and position : [ ] → [ ] the following holds in the existential ( +1)-pebble game on
( ):
then Duplicator has a winning strategy
ℛ ( , ) with boundary {( , ( , )( ) ) | ∈ [ ]} ∪ {( , ( ( ), )( ) ) | ∈ [ ]}, for all ⊆ [ ]. (iii) If / ∈ appl( ), then Spoiler wins from {( , ( ) ) | ∈ [ ]}.
B. The Multiple Input One-Way Switch
As {( , ( , )( ) 
For Spoiler the switch ensures that he can reach on the output from on the input. For Duplicator there are several strategies. Duplicator has a winning strategy called output strategy, where any position is on the output and 0 is on the input. This ensures that Spoiler cannot move backwards and reach on the input from on the output. Next, for every nonempty ⊆ [ ] Duplicator has a winning strategy where ( , ) is on the input and 0 is on the output. Thus, she has a strategy such that Spoiler can reach only the 0 position on the output from invalid positions on the input. These strategies are called restart strategies. We will see later that Spoiler has to restart the game, that is, he has to pick up all pebbles and start playing on the Initialization Gadget, if he reaches a position that is contained in a restart strategy. To ensure that Spoiler picks up all pebbles when reaching on the output from on the input, Duplicator has a critical input strategy with on the input and 0 on the output, whose critical positions are either contained in an output strategy (where is on the output) or in a restart strategy. Thus, if Spoiler wants to make progress on the switch, he has to pebble a critical position in that input strategy using pebbles and picking up the ( +1)st pebble. If he is clever, then he pebbles a critical position that is contained in the output strategy.
In order to define the Multiple Input One-Way Switch , we construct the two graphs , for Spoiler's graph and , for Duplicator's graph. Let
That is, , simply consists of input vertices and output-vertices , which are each connected to one vertex of a 2 -clique. For Duplicator's side of the graph, we define for
The set of vertices of , is
The graph consists of blocks, where the -th block contains the vertices ∪ ∪ ∪ . For every ∈ [ ] we color { }∪ as well as { }∪ , { }∪ and { }∪ with a unique color. We first define the inner-block edges , which are also shown in Figure 4 , and then the inter-block edges , (for notational convenience we always assume , ∈ [ ] and , ∈ [ ]):
Note that the Multiple Input One-way Switch +1 used by Kolaitis and Panttaja [10] is isomorphic to ,2 . Hence, , generalizes their construction. The next lemma states the main properties of the switch.
Lemma 9. For every position : [ ] → [ ], the following statements hold in the existential ( +1)-pebble game on
, : 
Spoiler's strategy is quite simple. First he pebbles . Duplicator has to answer with either 1 or 2 . Then Spoiler can reach {( , ( ) ) | ∈ [ ]} by pebbling through either 1 or 2 . To construct the strategies for Duplicator, we can combine the strategies of the switches 1 and 2 such that she plays an input-strategy on one switch and a restartor output-strategy on the other switch. Assume that Spoiler reaches a critical position on the switch where Duplicator plays the input-strategy, say
1 . Duplicator can now flip the strategies such that she plays a restart-or output-strategy on 1 , depending on which kind of critical position Spoiler has reached, and an input-strategy on 2 . A detailed proof of Lemma 11 is given in the full version of the paper. This choice will later coincide with the rule ∈ Player 2 chooses in the KAI-game when position is pebbled. The Choice Gadget is defined as follows: 
Duplicator has a winning strategy ( , ) with boundary cl(ℎ ( , ) ), where ℎ ( , ) is the following total homomorphism on : Assume that is a winning strategy for Player 2 in the -pebble KAI-game and let := { | ( , ) ∈ )}. For every position ∈ 2 let choice( ) ∈ [ ] be the index of the rule Player 2 chooses according to her winning strategy. Furthermore, let 0 := 1 0 = ⋅ ⋅ ⋅ = 0 . Now we construct critical strategies for the whole graph out of smaller critical strategies ℱ defined on gadgets (denoted ℱ⟨ ⟩) using the ⊎-operator and Lemma 6:
We define the global critical strategies and restart ( , ) for all ∈ 1 and ∕ = ∅:
applicable to ′ . Thus, combining all these critical strategies allows Duplicator to play forever. Now we define the winning strategy for Duplicator:
) .
Since ℋ is a union of critical strategies, it suffices by Lemma 5 to show that for each critical strategy and each partial homomorphism ℎ ∈ crit( ) there is a critical strategy ℱ such that ℎ ∈F. From the definition of the global critical strategies and the properties of the partial critical strategies they contain, it follows
From the definition of ℋ and the properties of the KAI-game winning strategy , it follows, that if a global critical strategy mentioned in the left hand side of the above inclusions is a strategy in ℋ, then so are all strategies on the right hand side. This concludes the proof of Lemma 4 for colored simple graphs and .
F. Getting Rid of the Colors
As in [10] our construction involves | ( )| unary predicates. To settle the complexity of deciding whether Spoiler has a winning strategy in the existential -pebble game onstructures for fixed finite signatures , we use the following construction to switch from colored simple graphs to directed graphs. Let 1 , . . . , be the colors used in the graphs and , and an additional color. We introduce +1 vertices 0 , . . . , that are colored in both graphs and . For every 1 ≤ < and each vertex colored , there are directed edges ( , ) and ( , +1 ). Furthermore, there are directed edges from vertices colored to and one from 1 to 0 . Now we can delete the colors 1 , . . . , without giving Duplicator more freedom. That is, we replace the requirement " ∈ " by the statement "there exists an alternating directed path (where every second element is colored ) of length 2 −1 to a vertex colored and having an out-neighbor colored ". This can easily be checked by Spoiler using two pebbles. To get rid of the remaining color we add a loop ( , ) for every vertex ∈ .
IV. CONCLUSION
We proved an (
12 ) lower bound for deciding which player can win the existential -pebble game on two given 12 ) lower bound for the -consistency test as a consequence. Furthermore, the lower bound also applies to the -pebble game that characterizes the expressive power of the existential -variable fragment (where negation is allowed in front of atomic formulas).
The parameterized complexity of the whole -variable firstorder logic L and the counting logic C is wide open. It is even not known if it is W[1]-hard to decide if two given finite relational structures can be distinguished by an L (C ) sentence. Regarding the classical complexity, L -equivalence as well as C -equivalence is complete for polynomial time [8] , but it is an open problem whether EXPTIME-completeness holds when is part of the input.
