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In this paper we study some perturbation problems in scalar field cosmologies in vacuum and
with matter, with minimal and non-minimal couplings. We investigate scalar field cosmologies
in Friedmann-Lemaitre Robertson-Walker metrics and in Bianchi I metric. We use qualitative
techniques, asymptotic methods, and averaging theory, to obtain relevant information about the
solution’s space of the aforementioned cosmologies.
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I. INTRODUCTION
Scalar fields have played important roles in physical theories, in particular they have been used to
describe the gravitational field. Interesting proposals of this kind are Scalar-tensor theories like Jor-
dan theory [1]; the Brans-Dicke theory [2]; Horndeski theories [4]; inflationary models [3]; extended
quintessence; modified gravity; Horava-Lifschitz and the Galileons, phantom fields, etc., [5–69].
There are several studies in the literature that provides global and local dynamical systems analysis
for scalar field cosmologies with arbitrary potentials and with arbitrary couplings [69–85].
It is well-known that one can obtain relevant information about the properties of the flow associated
with an autonomous system of ordinary differential equations, particularly with applications in the cosmo-
logical context, by using qualitative techniques of dynamical systems (see textbooks related to qualitative
theory of differential equations [86–95], and some applications in cosmology [96–102]).
One can use local and global variables, and smooth transformations of the scalar field, for a qualitative
description of scalar field cosmologies. In addition, it is possible to provide precise schemes to find
analytical approximations of the solutions, as well as exact solutions or solutions in quadrature by choosing
various approaches.
Perturbations methods and averaging methods were used for example in [103] in investigations of the
oscillating behavior in scalar field cosmologies with harmonic potential using amplitude-phase variables.
In [104] these techniques were used to prove statements about how the relationship between the equation
of state of the fluid and the monomial exponent of the scalar field affects asymptotic source dominance
and asymptotic late time behavior. Slow-fast methods were used for example in GUP theories, say in
[105]. In [106] we have used averaging over an angle ϑ by using an amplitude-angle transformation of
the form φ˙(t) = r(t) sinϑ(t), φ(t) = r(t) cosϑ(t), to study oscillations of the scalar field driven by
generalized harmonic potentials. In the reference [118] was applied the averaging theory of first order to
study the periodic orbits of Hamiltonian systems describing a universe filled with an scalar field. Were
provided sufficient conditions on the parameters of these cosmological model, which guarantee that at any
positive or negative Hamiltonian level, the Hamiltonian system has periodic orbits. Additionally, it was
shown the non-integrability of these cosmological systems in the sense of Liouville–Arnold, proving that
there cannot exist any second first integral of class C1. These techniques can be applied to Hamiltonian
systems with an arbitrary number of degrees of freedom.
In this paper we study some perturbation problems in scalar field cosmologies in a vacuum and with
matter, with minimal and non-minimal couplings. We use qualitative techniques, asymptotic methods,
and averaging theory, to obtain relevant information about the solution’s space for scalar field cosmologies
in Friedmann-Lemaitre Robertson-Walker metrics and in Bianchi I metrics. This paper is a continuation
of [106], where we have reviewed some well-known results and we have proved new theorems in the
context of scalar field cosmologies with arbitrary potential (and with an arbitrary coupling to matter).
In particular, we have incorporated cosine-like corrections with small phase to the harmonic potential for
3FLRW metric and Bianchi I metrics inspired in [107]. We have used use both local and global phase-space
descriptions to find qualitative features and provide good approximations for solutions.
In this research we pursued the following aims:
• Use qualitative techniques, asymptotic methods, and averaging theory, to obtain relevant informa-
tion about the solution’s space for cosmologies with an scalar field in the vacuum.
• Use qualitative techniques, asymptotic methods, and averaging theory, to obtain relevant informa-
tion about the solution’s space for cosmologies with an scalar field in the presence of matter.
• Use qualitative techniques, asymptotic methods, and averaging theory, to obtain relevant informa-
tion about the solution’s space for cosmologies with an scalar field with non-minimal coupling to
matter.
The paper is organized as follows. In section II we discuss some basic examples of perturbation problems,
with emphasis on the two-timing technique to derive asymptotic approximations. In section III we discuss
some basics on Average techniques, that we consider latter, looking for applications in the cosmological
context. The core of the present research are sections IV, V, VIII and IX. In particular, in Sections
IV and V we apply the Perturbation Theory Methods to analyze the periodic solutions of an scalar
field minimally coupled to matter with self-interacting potentials V1(φ) = f cos
(
φ
f
)
+ φ
2
2 , and V2(φ) =
−f cos
(
φ
f
)
+ f + φ
2
2 , respectively. In the sections VIII and IX we take the previous potentials V1(φ),
and V2(φ), but assuming an interaction with the matter of the type Q = λρm, or which is the same,
considering the coupling function χ(φ) = χ0e
λφ
4−3γ . Using averaging methods for periodic functions of
a determined period T , we want to study the imprint of the coupling function on the dynamics of the
averaged problem, as well as the influence of the metric FLRW vs. Bianchi I.
II. SOME EXAMPLES OF PERTURBATION PROBLEMS
We consider the perturbation problem of the study of the phase portrait of a differential system
x˙ = X(x; ε), x ∈ R3, ε ∼ 0 (1)
near the zero of X(x; 0) [108–114]. In general perturbation problems are expressed in Fenichel normal
form. That is, given (x, y) ∈ Rn+m, and f, g smooth functions, we deal with equations that can be
written as
x˙ = f(x, y; ε), y˙ = εg(x, y; ε), x = x(t), y = y(t). (2)
The system (2) is called fast system, as a difference with
εx′ = f(x, y; ε), y′ = g(x, y; ε), x = x(τ), y = y(τ). (3)
obtained after the rescaling τ = εt, that it is called the slow system. Notice that for ε > 0, the phase
portraits of (2) and (3) coincides. For ε > 0, let S denote the singular points of (2). We call S the critical
set of the singular perturbation problem, and (3) defines a dynamical system on S, called the reduced
problem. Combining results of these two limiting problems, one obtains information of the dynamics for
small values of ε. This technique is used to construct uniformly valid approximations to the solutions of
perturbation problems in which the solutions depend simultaneously on quite different scales by using
seed solutions which satisfies some version of the original equations in the limit of ε→ 0. The approach
used to construct that expansion is to introduce the two time scales t1 = t and t2 = εt. For this reason,
the method is sometimes called two-timing, and t1 is said to be the fast time scale and t2 the slow scale.
The time scales that should be used depend on the problem and the interval over which one wants an
approximation of the solution. The list of possible scales is endless, but some possibilities include the
following Multiple Scales [112]:
1. Several time scales: for example, one may need to use the four time scales t1 = t/ε, t2 = t, t3 =
εt, t4 = ε
2t . . ..
42. More complex dependence on ε: for example, t1 =
(
1 + ω1ε+ ω2ε
2 + . . .
)
t and t2 = εt, where the
ωn are determined while solving the problem (this is called the method of strained coordinates or
Lindstedt’s method).
3. The correct scaling may not be immediately apparent, and one starts off with something like t1 = εαt
and t2 = εβt, where α < β.
4. Nonlinear time dependence: for example, one may have to assume t1 = f(t, ε) and t2 = εt1, where
the function f(t, ε) is determined from the problem.
Multiple scales are introduced to keep the expansion well ordered. Whenever is possible we remove
unbounded or secular terms, and we use whatever freedom there is in the dependence on t2 to minimize
the error in the approximation.
Now we discuss some examples to illustrate the use of perturbation methods.
Example 1: We consider the initial value problem with τ > 0.
d2y
dτ2
= − 1
(1 + εy)2
, y(0) = 0, y′(0) = 0. (4)
We can see that the equation is non-linear and that the unperturbed P (0) is linear. Thus, in order to
construct an approximation of the solution, we must propose an adequate asymptotic expansion. Assume
that the solution has an asymptotic expansion of the form:
y(τ) ∼ y0(τ) + εαy1(τ) + . . . , (5)
where α > 0. On the other hand considering a very small z, (1 + z)−2 ∼ 1 − 2z. So, replacing in the
original problem, we get
y′′0 (τ) + ε
αy′′1 (τ) + . . . = −
1
[1 + ε(y0(τ) + . . .)]2
∼ −1 + 2εy0(τ) + . . . , (6)
with initial conditions
y0(0) + ε
αy1(0) + . . . = 0, and y′0(0) + εαy′1(0) + . . . = 1.
Taking α = 1, we obtain the following systems:
To order O(1): y0′′(τ) = −1, y′0(0) = 0, y0(0) = 1 has solution y0(τ) = − 12τ2 + τ .
To order O(ε): y′′1 (τ) = 2y0(τ), y′1(0) = 0, y1(0) = 1 has solution y1(τ) = 13τ3 − 112τ4. Finally, the
solution is given by y(τ) ∼ τ (1− 12τ)+ 13ετ3 (1− 14τ).
Example 2: Let us consider a classical example [112], given by the ordinary differential equation
y′′ + εy′ + y = 0, t > 0, y(0) = 0, y′(0) = 1. (7)
This equation admits an exact solution,
y(t) =
2e−
tε
2 sin
(
1
2 t
√
4− ε2)√
4− ε2 . (8)
This solution has an oscillatory component running on the scale of order O(1), as well as an slow variation
of order O(ε−1). To incorporate the two scales in the model we introduce the time variables t, τ = εt,
and treat them as independent variables. Using the chain rule we have
df
dt
=
∂f
∂t
+ ε
∂f
∂τ
,
d2f
dt2
=
∂2f
∂t2
+ 2ε
∂2f
∂t∂τ
+ ε2
∂2f
∂τ2
(9)
such that we acquire the equation
ytt + 2εytyτ + ε
2yττ + ε(yt + εytτ ) + y = 0, (10)
y = 0, yt + εyτ = 1 for t = 0 = τ, (11)
5where we have used the subscripts yt, yτ , . . ., to denote the partial derivatives. Now, using series
expansion of the form
y ∼ y0(t, τ) + εy1(t, τ) + . . . (12)
we obtain
y0tt + y0 + ε (y1tt + y1 + 2y0tτ + y0t) +O(ε2) + . . . (13)
Now, collecting the terms of ε order as follows:
O(1):
y0tt + y0 = 0 (14)
with general solution
y0(t, τ) = A(τ) sin(t) +B(τ) cos(t) (15)
O(ε):
y1tt + y1 = − (2y0tτ + y0t) (16)
= sin(t) (2B′(τ) +B(τ))− cos(t) (2A′(τ) +A(τ)) . (17)
Then, the secular terms are
(2B′(τ) +B(τ)) = 0, (2A′(τ) +A(τ)) = 0. (18)
After imposing the initial conditions we obtain B(τ) = 0 and A(τ) = e−
τ
2 and we end up with the
solution
y ∼ e− τ2 sin(t), (19)
valid up to the first order of ε, which gives a good approximation for the problem. Indeed, the previous
approximation holds up to εt = O(1), that is, it holds for 0 ≤ εt ≤ T , where T is fixed.
Example 3: The so-called induced gravity model has the action [115, 116]:
SIG =
∫ √−g( σ2
8ω0
R− 1
2
gµν∂µσ∂νσ − γ
2U0σ
2
4− 6γ2
)
(20)
ω0 > 0, γ ≥ 0. We add a massless scalar field and consider the action in [117]:
SIGφ = SIG +
∫ √−g(−1
2
gµν∂µφ∂νφ
)
(21)
The equation of motion for a massless scalar field is given by
φ¨+ 3
a˙
a
φ˙ = 0, (22)
and admits the solution φ˙ = εa−3, where ε is an integration constant. Using the parametrization [115]
a = σ−1 exp(u+ v), (23a)
σ = exp(A(u− v)), (23b)
6with A =
√
3
2γ, the Raychaudhuri equation and the equation of motion for σ lead to
3
(√
6γ + 2
) (
3γ2 − 2) ε2 exp (2√6γ(u− v)− 6u− 6v)
γ2
+ 12
(√
6γ − 6
)
u˙2 +
(√
6γ + 6
)
U0 − 24u¨ = 0 (24a)
− 3
(√
6γ − 2) (3γ2 − 2) ε2 exp (2√6γ(u− v)− 6u− 6v)
γ2
− 12
(√
6γ + 6
)
v˙2 +
(
6−
√
6γ
)
U0 − 24v¨ = 0. (24b)
where we have used the Friedmann equation
u˙v˙ =
1
12
((
2− 3γ2) ε2 exp (2√6γ(u− v)− 6u− 6v)
γ2
+ U0
)
(25)
to eliminate the mixed terms ∝ u˙v˙.
Now we introduce the time variables t, τ = εt, and treat them as independent variables. Using series
expansion of the form
u ∼ u0(t, τ) + εu1(t, τ) +O(ε2) + . . . , v ∼ v0(t, τ) + εv1(t, τ) +O(ε2) + . . . (26)
and collect the terms of order ε (see reference [117]):
O(1): 
12
(√
6γ − 6)u0t(t, τ)2 − 24u0tt(t, τ) + (√6γ + 6)U0 = 0,
−12 (√6γ + 6) v0t(t, τ)2 − 24v0tt(t, τ) + (6−√6γ)U0 = 0
u0t(t, τ)v0t(t, τ)− U012 = 0
(see, e.g., similar equations (28) in [115], (2.24) in [116])
, (27)
O(ε): 
−2u0tτ (t, τ) +
(√
6γ − 6)u0t(t, τ) (u0τ (t, τ) + u1t(t, τ))− u1tt(t, τ) = 0,
(2v0tτ (t, τ) +
(√
6γ + 6
)
v0t(t, τ) (v0τ (t, τ) + v1t(t, τ)) + v1tt(t, τ) = 0,
v0t(t, τ) (u0τ (t, τ) + u1t(t, τ)) + u0t(t, τ) (v0τ (t, τ) + v1t(t, τ)) = 0.
(28)
Solving up to order O(1), we obtain:
u0(t, τ) =
{
c2(τ)− 2 ln(cosh(∆))√6γ−6 , γ2 < 6
c2(τ)− 2 ln(cos(∆))√6γ−6 , γ2 ≥ 6
, (29a)
and
v0(t, τ) =
{
c3(τ) +
2 ln(sinh(∆))√
6γ+6
, γ2 < 6
c3(τ) +
2 ln(sin(∆))√
6γ+6
, γ2 ≥ 6 , (29b)
respectively, where c1(τ), c2(τ) and c3(τ) are integration functions, and
∆ := ∆(t, τ) =
√|γ2 − 6|√U0 (24c1(τ) + t)
2
√
2
. (30)
7Substituting (29) into the equations at order O(ε), we obtain
u1tt =
 −
√
U0
(
12
√
U0(γ2−6)c′1(τ)+(
√
3γ−3√2)
√
6−γ2 tanh(∆)(c′2(τ)+u1t)
)
√
6γ−6 , γ
2 < 6
√
U0
(
(
√
3γ−3√2)
√
γ2−6 tan(∆)(c′2(τ)+u1t)−12
√
U0(γ2−6)c′1(τ)
)
√
6γ−6 , γ
2 ≥ 6
, (31)
v1tt =

−
√
U0csch3(∆)
(
4(
√
6γ−6)
√
6−γ2 cosh3(∆)(u1t+c′2(τ))+12
√
2(γ2−6)
√
U0(5 sinh(∆)+sinh(3∆))c
′
1(τ)
)
8(
√
3γ+3
√
2)
, γ2 < 6
√
U0 csc
3(∆)
(
4(
√
6γ−6)
√
γ2−6 cos3(∆)(u1t+c′2(τ))+12
√
2(γ2−6)
√
U0(5 sin(∆)+sin(3∆))c
′
1(τ)
)
8(
√
3γ+3
√
2)
, γ2 ≥ 6
, (32)
v1t =

(
√
6γ−6)c′2(τ) coth2(∆)+
√
6γu1t coth
2(∆)−6u1t coth2(∆)−24
√
2
√
U0
√
6−γ2c′1(τ) coth(∆)−
√
6γc′3(τ)−6c′3(τ)√
6γ+6
, γ2 < 6
− (
√
6γ−6)c′2(τ) cot2(∆)+
√
6γu1t cot
2(∆)−6u1t cot2(∆)+24
√
2
√
U0
√
γ2−6c′1(τ) cot(∆)+
√
6γc′3(τ)+6c
′
3(τ)√
6γ+6
, γ2 ≥ 6
,
(33)
Integrating (31), we obtain
u1 = c4(τ)+

(−t− 24c1(τ)) c′2(τ) + 2 tanh(∆)((2
√
3γ−6√2)c2(τ)−6
√
2U0(γ2−6)(t+24c1(τ))c′1(τ)+(
√
3γ−3√2)c′2(τ))√
U0(
√
6γ−6)
√
6−γ2
, γ2 < 6
(−t− 24c1(τ)) c′2(τ) + 2 tan(∆)((2
√
3γ−6√2)c2(τ)−6
√
2U0(γ2−6)(t+24c1(τ))c′1(τ)+(
√
3γ−3√2)c′2(τ))√
U0(
√
6γ−6)
√
γ2−6
, γ2 ≥ 6
(34)
To avoid the two secular terms ∝ t we impose c′1(τ) = c′2(τ) = 0, i.e., c1 and c2 are constants. Hence,
u1 = c4(τ) +

2
√
2c2 tanh(∆)√
U0(6−γ2)
, γ2 < 6
2
√
2c2 tan(∆)√
U0(γ2−6)
, γ2 ≥ 6
, (35)
where ∆ := ∆(t) = (24c1+t)
√
U0
√
|γ2−6|
4
√
3
. Then, we have
v1tt =

(6−
√
6γ)
√
U0(6−γ2)c2 coth(∆)csch2(∆)√
2(
√
6γ+6)
, γ2 < 6
(
√
6γ−6)
√
U0(γ2−6)c2 cot(∆) csc2(∆)√
2(
√
6γ+6)
, γ2 ≥ 6
, (36)
v1t =

(
√
6γ−6)c2csch2(∆)√
6γ+6
− c′3(τ), γ2 < 6
− (
√
6γ−6)c2 csc2(∆)√
6γ+6
− c′3(τ), γ2 ≥ 6
. (37)
Solving the second equation we obtain
v1 =

− 4(
√
3γ−3√2)c2 coth(∆)
(
√
6γ+6)
√
U0(6−γ2)
− tc′3(τ) + c5(τ), γ2 < 6
4(
√
3γ−3√2)c2 cot(∆)
(
√
6γ+6)
√
U0(γ2−6)
− tc′3(τ) + c5(τ), γ2 ≥ 6
, (38)
such that both differential equations for v1 are identically satisfied. To avoid the two secular term ∝ t
8we impose c′3(τ) = 0, i.e., c3 is a constant. For simplicity, we set c4 = c5 = 0. Therefore, we obtain:
u(t; ε) = c2 −
{
2 ln(cosh(∆))√
6γ−6 , γ
2 < 6
2 ln(cos(∆))√
6γ−6 , γ
2 ≥ 6. + ε

2
√
2c2 tanh(∆)√
U0(6−γ2)
, γ2 < 6
2
√
2c2 tan(∆)√
U0(γ2−6)
, γ2 ≥ 6
+O(ε2), (39a)
v(t; ε) = c3 +
{
2 ln(sinh(∆))√
6γ+6
, γ2 < 6
2 ln(sin(∆))√
6γ+6
, γ2 ≥ 6 + ε

− 4(
√
3γ−3√2)c2 coth(∆)
(
√
6γ+6)
√
U0(6−γ2)
, γ2 < 6
4(
√
3γ−3√2)c2 cot(∆)
(
√
6γ+6)
√
U0(γ2−6)
, γ2 ≥ 6
+O(ε2). (39b)
The relative errors in the approximation of (39) by u = u(t; 0), v = v(t; 0) are:
Er(u) :=
u(t; ε)− u(t; 0)
u(t; ε)
=
ε

2
√
2c2 tanh(∆)√
U0(6−γ2)
, γ2 < 6
2
√
2c2 tan(∆)√
U0(γ2−6)
, γ2 ≥ 6
c2 −
{
2 ln(cosh(∆))√
6γ−6 , γ
2 < 6
2 ln(cos(∆))√
6γ−6 , γ
2 ≥ 6.
+O
(
ε2
)
, (40a)
Er(v) :=
v(t; ε)− v(t; 0)
v(t; ε)
=
ε

− 4(
√
3γ−3√2)c2 coth(∆)
(
√
6γ+6)
√
U0(6−γ2)
, γ2 < 6
4(
√
3γ−3√2)c2 cot(∆)
(
√
6γ+6)
√
U0(γ2−6)
, γ2 ≥ 6
c3 +
{
2 ln(sinh(∆))√
6γ+6
, γ2 < 6
2 ln(sin(∆))√
6γ+6
, γ2 ≥ 6
+O
(
ε2
)
. (40b)
Taking the limit t→ +∞ it follows that the above relative errors tend to zero. Thus, the linear terms in
ε in the equation (39) can be made a small percent of the contribution of the zeroth-solutions by taking
τ large enough. Henceforth, this shows that the behavior of the solutions for the induced gravity model
does not change abruptly when a massless scalar field, φ, with small kinetic term is added to the setup.
III. BASICS ON AVERAGE TECHNIQUES
In this section we follow the formulation in chapter 11 of [114]. We start by motivating the discussion
about initial values problems in ordinary differential equations which involves perturbations. In the
previous section we discussed about approximation by series expansions which are valid on a certain time
scales. By this we meant that, if we approximate a vector function xε(t) for t ≥ 0, by another function
yε(t); we say that yε(t) is an O(εm)-approximation of xε(t) in the time scale 1/εn, if we have for t ≥ 0
the estimate
xε(t)− yε(t) = O(εm), 0 ≤ εnt ≤ C, (41)
with m, n, and C, constants, independent of ε.
1. Basic periodic approximation
Given a differential equation x˙ = f(x, t, ε), with f periodic in t. One approximation scheme can be
to solve the problem for ε = 0 (unperturbed problem), and then, use this approximated unperturbed
solution to formulate variational equations, so-called, in standard form which can be averaged.
Take the simple equation
φ¨+ φ = ε(−2φ˙), φ(0) = 1, φ˙(0) = 0. (42)
9The unperturbed problem
φ¨+ φ = 0, (43)
have the solution
φ(t) = r0 cos(t− ϕ0), φ˙(t) = r0 sin(t− ϕ0), (44)
where r0 and ϕ0 are constants depending on the initial conditions. Then, Using the amplitude-phase
transformation (variation of constants, [114], chapter 11) and which it is defined
φ˙ = r(t) cos(t− ϕ(t)), φ = r(t) sin(t− ϕ(t)), (45)
such that
r =
√
φ˙(t)2 + φ(t)2, ϕ = t− tan−1
(
φ(t)
φ˙(t)
)
(46)
Then, under the coordinate transformation (φ˙, φ)→ (r, ϕ),
φ¨+ φ = ε(−2φ˙), (47)
becomes,
r˙ = −2rε cos2(t− ϕ), ε˙ = −ε sin(2(t− ϕ)). (48)
This equations means that r and ϕ are varying slowly with time, and the system is in the form y˙ = εf(y).
This slowly varying system is called the standard form. The idea is now consider only the nonzero average
of the right-hand-sides, keeping r and ϕ fixed, and leave out the terms with average zero, ignoring the
slow-varying dependence of r and ϕ on t in the averaging process. Now, we average, replacing r, ϕ by
their averaged approximations r¯, ϕ¯:
˙¯r = −ε 1
2pi
∫ 2pi
0
2r cos2(t− ϕ)dt = −εr¯, (49)
˙¯ϕ = −ε 1
2pi
∫ 2pi
0
sin(2(t− ϕ))dt = 0. (50)
Solving this with r¯(0) = r0, ϕ¯(0) = ϕ0, the approximation takes the form
φ¯ = r0e
−εt sin(t− ϕ0), (51)
where the secular terms are absent.
2. The asymptotic character of average
It is important to known the nature of the averaged transformations.
Theorem III.1 (Theorem 11.1 of [114]). Consider the n- dimensional system,
x˙ = εf(t, x) + ε2g(t, x, ε), x(0) = x0, t ≥ 0. (52)
Suppose that f(t, x) is T -periodic in t, with T > 0 a constant independent of ε. Perform the averaging
process
f (0)(y) =
1
T
∫ T
0
f(t, y)dt, (53)
where y is considered as a parameter that is kept constant during integration.
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Consider the associated initial value problem
y˙ = εf (0)(y), y(0) = x0. (54)
The we have y(t) = x(t) +O(ε) on the time scale 1/ε, under fairly general conditions:
1. The vector functions f and g are continuously differentiable in a bounded n-dimensional domain
D, x0 an interior point, on the time scale 1/ε;
2. y(t) remains interior to the domain D on the time scale 1/ε to avoid boundary effects.
3. Quasi-periodic averaging
Theorem III.2 (Theorem 11.2 of [114]). Consider the n-dimensional value problem in standard form
x˙ = ε
N∑
n=1
fn(t, x), x(0) = x0, (55)
where the vector functions fn(t, x) have N independent periods Tn, n = 1, . . . , N , averaging over the
respective periods, we obtain the associated system
y˙ = ε
N∑
n=1
1
Tn
∫ Tn
0
fn(t, y)dt, y(0) = x0. (56)
As before, we have y(t) = x(t) +O(ε) on the time scale 1/ε.
There are two important restrictions: N must be finite and it should be possible to write the right-
hand-side of the equation as a sum of vector functions where each of them is periodic with one period.
4. Non-periodic Averaging
Suppose that the slowly varying system x˙ = εf(t, x) is such that f(t, x) is not periodic, nor a finite
sum of periodic vector fields as before.
Theorem III.3 (Theorem 11.3 of [114]). Consider the n- dimensional system
x˙ = εf(t, x) + ε2g(t, x, ε), x(0) = x0, t ≥ 0. (57)
Suppose that f(t, x) can be averaged over t in the sense that the limit
f (0)(y) = lim
T→∞
1
T
∫ T
0
f(t, y)dt (58)
exists, where y is again considered a parameter that is kept constant during integration. Consider the
associated initial value problem
y˙ = εf (0)(y), y(0) = x0. (59)
Then we have
y(t) = x(t) +O(δ(ε)) (60)
on the timescale 1/ε under fairly general conditions:
1. The vector functions f and g are continuously differentiable in a bounded n-dimensional domain D
with x0 an interior point on the timescale 1/ε.
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2. y(t) remains interior to the domain D on the timescale 1/ε to avoid boundary effects.
For the error δ(ε), we have the explicit estimate
δ(ε) = sup
x∈D
sup
0≤εt≤C
ε
∥∥∥∥∥
∫ t
0
(f(s, x)− f (0)(x))ds
∥∥∥∥∥ (61)
with C a constant independent of ε.
5. Periodic solutions
Theorem III.4 (Theorem 11.4 of [114] (Bogoliubov and Mitropolsky)). x˙ = εf(t, x) is such that f(t, x)
is T -periodic and the averaged system
y˙ = εf (0)(y), (62)
with
f (0)(y) = lim
T→∞
1
T
∫ T
0
f(t, y)dt (63)
; y0 is a stationary solution (equilibrium point) of the averaged equation (f (0)(y0)) = 0. If
1. f(t, x) is a smooth vector field;
2. for the Jacobian in y0 we have ∣∣∣∣∣∂f (0)∂y ∣∣∣y=y0
∣∣∣∣∣ 6= 0, (64)
then a T -periodic solution of the equation x˙ = εf(t, x) exists in an ε- neighbourhood of x = y0.
We can even establish the stability of the periodic solution, as it matches exactly the stability of the
stationary solution of the averaged equation. This reduces the stability problem of the periodic solution to
determining the eigenvalues of a matrix.
IV. APPLICATIONS OF PERTURBATION METHODS OF AN SCALAR FIELD IN
VACUUM WITH GENERALIZED HARMONIC POTENTIAL V (φ) = f cos
(
φ
f
)
+ φ
2
2
.
In this section we apply perturbation methods for analyzing the dynamic of an scalar field in vacuum
with generalized harmonic potential
V (φ) = f cos
(
φ
f
)
+
φ2
2
= f +
(f − 1)φ2
2f
+O (φ3) . (65)
In Fig. 1 it is represented the generalized harmonic potential V (φ) = f cos
(
φ
f
)
+ φ
2
2 and its derivative
for b = 0.1, b = 0.33 and b = 1. In the first example the potential admits four local minimums and three
local maximums. In the second case the potential admits a local maximum and two local minimums, and
in the last example, the potential have a degenerated minimum at the origin.
Defining the quantities
u = φ˙, v = φ, (66)
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FIG. 1: (a) Generalized harmonic potential V (φ) = f cos
(
φ
f
)
+ φ
2
2 and (b) its derivative.
we have the equations
du
dτ
= −v + sin
(
v
f
)
−
√
3
2
u
√
2f cos
(
v
f
)
+ u2 + v2, (67a)
dv
dτ
= u, (67b)
where we have solved for the positive branch of H the restriction
3H2 =
u2
2
+
v2
2
+ f cos
(
v
f
)
. (68)
The origin is an equilibrium point with eigenvalues{
− 12
√
3
√
f −
√
f(3f−4)+4
2
√
f
,−
√
3
√
f
2 +
√
f(3f−4)+4
2
√
f
}
. It is a sink for f > 1. The origin is a saddle for
0 < f < 1. Furthermore, the system admits the equilibrium points (u, v) = (0, vc), vc 6= 0, such that
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FIG. 2: Phase portrait of the system (67) for the generalized harmonic potential
V (φ) = f cos
(
φ
f
)
+ φ
2
2 .
sin
(
vc
f
)
− vc = 0. The eigenvalues are
λ1 = −1
2
√
3
2
√
2f cos
(
vc
f
)
+ v2c +
√
f
(
(6f2 + 8) cos
(
vc
f
)
+ 3fv2c − 8f
)
2
√
2f
, (69a)
λ2 = −1
2
√
3
2
√
2f cos
(
vc
f
)
+ v2c −
√
f
(
(6f2 + 8) cos
(
vc
f
)
+ 3fv2c − 8f
)
2
√
2f
. (69b)
In the Fig. 2 is is represented the phase portrait of the system (67) for the generalized harmonic potential
V (φ) = f cos
(
φ
f
)
+ φ
2
2 for f = 0.1, f = 0.33 and f = 1. In Fig. 2(a) the equilibrium points A,C,E and G
associated the local minimums of the potential are local attractors, whereas the equilibrium points B,D
and F associated to the local maximums of the potential are saddle points. In Fig. 2(b) the local sinks
are the local minimum of the potential A and C, whereas, the equilibrium point B associated to the local
maximum of the potential is a saddle point. Finally, in Fig. 2(c), the origin is the unique (degenerated)
equilibrium point of the dynamical system, it corresponds to the global minimum of the potential, and
it is a sink.
Using the amplitude-phase transformation (variation of constants, [114], chapter 11)
φ˙ = r cos
(
t− 1
2f
t− ϕ
)
, φ = r sin
(
t− 1
2f
t− ϕ
)
, (70)
ϕ = t− 1
2f
t− tan−1
(
φ
φ˙
)
. (71)
and denoting ε = H, we obtain
r˙ = cos
(
t− t
2f
− ϕ
)sin
r sin
(
t− t2f − ϕ
)
f
− 3rε cos(t− t
2f
− ϕ
) , (72a)
ϕ˙ =
sin
(
t− t2f − ϕ
)
sin
(
r sin(− t2f−ϕ+t)
f
)
r
+
3
2
ε sin
((
1
f
− 2
)
t+ 2ϕ
)
− 1
2f
, (72b)
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with restriction
2f cos
r sin
(
t− t2f − ϕ
)
f
+ r2 = 6ε2. (72c)
Defining the new variable r → Ω = r26H2 , we obtain
P (ε) :

ε˙ = −3Ωε2 cos2
(
t− t2f − ϕ
)
Ω˙ = 3(Ω− 1)Ωε
(
cos
((
1
f − 2
)
t+ 2ϕ
)
+ 1
)
+
√
2
3
√
Ω cos(t− t2f−ϕ) sin
(√
6
√
Ωε sin(t− t2f −ϕ)
f
)
ε
ϕ˙ =
3fε sin(( 1f−2)t+2ϕ)−1
2f +
sin(t− t2f−ϕ) sin
(√
6
√
Ωε sin(t− t2f −ϕ)
f
)
√
6
√
Ωε
,
,
(73)
where
f cos
√6√Ωε sin
(
t− t2f − ϕ
)
f
+ 3(Ω− 1)ε2 = 0. (74)
Expanding in Taylor’s series around ε = 0 we have
ε˙ = −3Ω cos2
(
t− t
2f
− ϕ
)
ε2 +O
(
ε3
)
, (75a)
Ω˙ =
Ω sin
((
2− 1f
)
t− 2ϕ
)
f
− 3(1− Ω)Ω
(
cos
((
2− 1
f
)
t− 2ϕ
)
+ 1
)
ε
−
2
(
Ω2 cos
(
t− t2f − ϕ
)
sin3
(
t− t2f − ϕ
))
ε2
f3
+O
(
ε3
)
, (75b)
ϕ˙ = −
cos
((
2− 1f
)
t− 2ϕ
)
2f
− 3
2
sin
((
2− 1
f
)
t− 2ϕ
)
ε−
Ω sin4
(
t− t2f − ϕ
)
ε2
f3
+O
(
ε3
)
. (75c)
The 3- dimensional system (73), is not, however, in the standard form:
x˙ = εf(t, x) + ε2g(t, x, ε), x(0) = x0, t ≥ 0, (76)
but, it is of the form
x˙ = x0(t, x) + εf(t, x) + ε
2g(t, x, ε), x(0) = x0, t ≥ 0, (77)
where x0(t, x) is T -periodic in t, with T = 2pif|1−2f | with zero average. That is, with Ω and ϕ, viewed as
constants with respect to t, we have
1
T
∫ T
0
Ω sin
((
2− 1f
)
t− 2ϕ
)
f
dt = 0,
1
T
∫ T
0
2 sin2
(
t− t2f − ϕ
)
− 1
2f
dt = 0. (78)
One naively can take the average in a period T , to have an averaged system
˙¯ε = −3ε¯
2Ω¯
2
, ˙¯Ω = −3ε¯(1− Ω¯)Ω¯, ˙¯ϕ = −3ε¯
2Ω¯
8f3
, (79)
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with solution
Ω¯(t) = csc2
(
1
2
√
c1 (3t− 2c2)
)
, (80a)
ε¯(t) = −√c1 tan
(
1
2
√
c1 (3t− 2c2)
)
, (80b)
ϕ¯(t) = c3 −
√
c1 tan
(
1
2
√
c1 (3t− 2c2)
)
4f3
. (80c)
But this solution does not satisfies ε¯→ 0 when t→∞ as expected. Therefore, we first solve the problem
for ε = 0, and use the unperturbed solution to formulate variational equations, which can be averaged.
As ε→ 0 we have the unperturbed system:
P (0) :

ε˙ = 0,
Ω˙0 =
Ω0 sin((2− 1f )t−2ϕ0)
f ,
ϕ˙0 = − cos((2−
1
f )t−2ϕ0)
2f .
(81)
that admits the general solution
Ω0(t) =
 c2
(
cosh
(
2
√
1−f
f (t− 2c1)
)
− 2f + 1
)
, 0 < f < 1
c2
(
cos
(
2
√
f−1
f (t− c1)
)
− 2f + 1
)
, f > 1
, (82a)
ϕ0(t) =

t− t2f − tan−1
(
tanh
(√
1−f
f (t−2c1)
)
√
1−f
f
)
, 0 < f < 1
t− t2f − tan−1
(
tan
(√
f−1
f (t−2c1)
)
√
f−1
f
)
, f > 1
. (82b)
and
f cos
√6√Ω0H sin
(
t− t2f − ϕ0
)
f
+ 3(Ω0 − 1)H2 = 0. (83)
Let us assume for a while that f > 1. Therefore, we can we use the variation of constants and propose
Ω(t) = c2(t)
(
cos
(
2
√
f − 1
f
(t− 2c1(t))
)
− 2f + 1
)
, (84a)
ϕ(t) = t− t
2f
− tan−1
 tan
(√
f−1
f (t− 2c1(t))
)
√
f−1
f
 , (84b)
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Therefore, we obtain the system in the standard form
c′1(t) =
3ε
(
cos
(
2
√
f−1
f (t− c1(t))
)
− 2f + 1
)
sin
(
2 tan−1
(
tan
(√
f−1
f (t−c1(t))
)
√
f−1
f
))
4(f − 1)
+
2ε2c2(t) sin
4
(√
f−1
f (t− c1(t))
)
(f − 1)f +O(ε
3), (85a)
c′2(t) = −6εc2(t) (2(f − 1)c2(t) + 1) cos2
(√
f − 1
f
(t− c1(t))
)
4ε2c2(t)
2 sin3
(√
f−1
f (t− c1(t))
)
cos
(√
f−1
f (t− c1(t))
)
√
f − 1f3/2 +O(ε
3). (85b)
The right-hand-side of the previous equations is T -periodic with T = 2pi√
f−1
f
.
Performing the averaging process
f (0)(y) =
1
T
∫ T
0
f(t, y)dt, (86)
where y is considered as a parameter (as well as ε) that is kept constant during integration, we obtain
c′1(t) =
3c2ε
2
4(f − 1)f , c
′
2(t) = −3c2ε (2c2(f − 1) + 1) (87)
Hence
c1(t) =
ε
(
ln
(
e3tε − 2ec3(f − 1))− 3tε)
8(f − 1)2f + c4, c2(t) =
1
e3tε−c3 − 2f + 2 . (88)
Now we considering the slow variation of Ω, ϕ, ε on t we have
Ω(t) =
cos
(
2
√
f−1
f
(
− ε(t)(ln(e
3tε(t)−2ec3 (f−1))−3tε(t))
8(f−1)2f − c4 + t
))
− 2f + 1
e3tε(t)−c3 − 2f + 2 , (89)
ϕ(t) = − tan−1
 tan
(√
f−1
f
(
− ε(t)(ln(e
3tε(t)−2ec3 (f−1))−3tε(t))
8(f−1)2f − c4 + t
))
√
f−1
f
− t2f + t. (90)
Hence,
ε′(t) = −
6ec3(f − 1)ε(t)2 cos2
(√
f−1
f
(
− ε(t)(ln(e
3tε(t)−2ec3 (f−1))−3tε(t))
8(f−1)2f − c4 + t
))
2ec3(f − 1)− e3tε(t)
= −
6ε(t)2
(
ec3(f − 1) cos2
(√
f−1
f (t− c4)
))
2ec3(f − 1)− 1 +O
(
ε(t)3
)
. (91)
Finally, we have
ε(t) ∼
2
√
f−1
f (2e
c3(f − 1)− 1)
2
√
f−1
f (e
c3(f − 1) (−3c4 − 2c5 + 3t) + c5) + 3ec3(f − 1) sin
(
2
√
f−1
f (t− c4)
) . (92)
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That satisfies ε(t)→ 0 as t→∞.
Now we continue with the use of perturbation theory tools. Given the nature of the problem and given
that ε is not properly a parameter, but a function of time we propose an expansion of the type
Ω ≡ Ω(t) = Ω0(t) + ε(t)Ω1(t) +O(ε2) (93a)
ϕ ≡ ϕ(t) = ϕ0(t) + ε(t)ϕ1(t) +O(ε2), (93b)
where Ω0(t), and ϕ0(t) are te solutions of the unperturbed system P (0) given by (82a). Applying the
chain rule and using the fact that Ω1 dεdt = O(ε2) according to (75a) we obtain
dΩ
dt
=
dΩ0
dt
+ ε
dΩ1
dt
+ Ω1
dε
dt
+O(ε2) = dΩ0
dt
+ ε
dΩ1
dt
+O(ε2), (94a)
dϕ
dt
=
dϕ0
dt
+ ε
dϕ1
dt
+ ϕ1
dε
dt
+O(ε2) = dϕ0
dt
+ ε
dϕ1
dt
+O(ε2). (94b)
It follows that
ε
dΩ1
dt
=
dΩ
dt
− dΩ0
dt
(Ω0 + εΩ1) sin
((
2− 1f
)
t− 2ϕ0 − 2εϕ1
)
f
−
Ω0 sin
((
2− 1f
)
t− 2ϕ0
)
f
− 3ε(1− Ω0 − εΩ1) (Ω0 + εΩ1)
(
cos
((
2− 1
f
)
t− 2ϕ0 − 2εϕ1
)
+ 1
)
+O(ε2)
= ε
Ω1 sin
((
2− 1f
)
t− 2ϕ0
)
f
+
Ω0(3f(Ω0 − 1)− 2ϕ1) cos
((
2− 1f
)
t− 2ϕ0
)
f
+ 3(Ω0 − 1)Ω0
+O (ε2)
⇒ dΩ1
dt
=
Ω1 sin
((
2− 1f
)
t− 2ϕ0
)
f
+
Ω0(3f(Ω0 − 1)− 2ϕ1) cos
((
2− 1f
)
t− 2ϕ0
)
f
− 3(1− Ω0)Ω0.
(95a)
ε
dϕ1
dt
=
dϕ
dt
− dϕ0
dt
= −
cos
((
2− 1f
)
t− 2ϕ0 − 2εϕ1
)
2f
+
cos
((
2− 1f
)
t− 2ϕ0
)
2f
− 3
2
ε sin
((
2− 1
f
)
t− 2ϕ0 − 2εϕ1
)
+O(ε2)
= ε
 (3f − 2ϕ1) sin
((
2− 1f
)
t− 2ϕ0
)
2f
+O (ε2)
⇒ dϕ1
dt
=
(3f − 2ϕ1) sin
((
2− 1f
)
t− 2ϕ0
)
2f
. (95b)
Therefore, to determine analytically the expressions for Ω1 y ϕ1 we have to solve the equations
f
dΩ1
dt
= Ω1 sin
((
2− 1
f
)
t− 2ϕ0
)
+ Ω0(3f(Ω0 − 1)− 2ϕ1) cos
((
2− 1
f
)
t− 2ϕ0
)
− 3(1− Ω0)Ω0f,
(96a)
f
dϕ1
dt
=
(3f − 2ϕ1) sin
((
2− 1f
)
t− 2ϕ0
)
2
, (96b)
with the substitution of (82a). Additionally,
ε˙ = −3ε2Ω0 cos2
(
− t
2f
+ t− 2ϕ0
)
+O
(
ε3
)
. (97)
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On the other hand, substituting the previous expansions in the constraint (74), we deduce the compati-
bility condition
0 = f cos
√6ε√Ω0 + Ω1ε sin
(
t− t2f − εϕ1 − ϕ0
)
f
+ 3ε2(Ω0 + Ω1ε) +O(ε2) = f +O(ε2). (98)
We see that for f  1 the system have to time scales, the fast-time (or slow time for f  1) τ = t/f and
the slow time (or fast time for f  1) t = fτ . We obtain the following systems:
To order O(1):
dΩ0
dτ
= Ω0 sin(2(fτ − ϕ0)− τ), (99a)
dϕ0
dτ
= −1
2
cos(2(fτ − ϕ0)− τ), (99b)
with solution
ϕ0(τ) =

fτ − 1
2
τ − tan−1
(
tanh(
√
1−f√f(τ−c1))√
1−f
f
)
, 0 < f < 1
fτ − 1
2
τ − tan−1
(
tan(
√
f−1√f(τ−c1))√
f−1
f
)
, f > 1
, (100a)
Ω0(τ) =
{
c2
(
cosh
(
2
√
1− f√f (τ − c1)
)− 2f + 1) , 0 < f < 1
c2
(
cos
(
2
√
f − 1√f (τ − c1)
)− 2f + 1) , f > 1 . (100b)
(100c)
To order O(ε):
dΩ1
dτ
= Ω1 sin (2fτ − τ − 2ϕ0) + Ω0(3f(Ω0 − 1)− 2ϕ1) cos (2fτ − τ − 2ϕ0)− 3(1− Ω0)Ω0f, (101a)
dϕ1
dτ
=
(3f − 2ϕ1) sin (2fτ − τ − 2ϕ0)
2
, (101b)
Integrating for ϕ1 we obtain
ϕ1(τ) =

f(4c2(f−1)+3f)
cosh(2
√
1−f√f(τ−c1))−2f+1
+ 3f
2
, 0 < f < 1
f(4c2(f−1)+3f)
cos(2
√
f−1√f(τ−c1))−2f+1
+ 3f
2
, f > 1
. (102)
Finally, solving the equation for Ω1, after the substitution of Ω0, ϕ0, ϕ1 we obtain
Ω1(τ) =

c3
(
cosh
(
2
√
1− f√f (τ − c1)
)− 2f + 1)
+ 1
2
c2f
{
cosh
(
2
√
1− f√f (τ − c1)
)− 2f + 1}×{− 6 (2 (c2 − 2) f − 2c2 + 3) (τ − c1)
−6c2
√
f−1
f
sinh
(
2
√
1− f√f (τ − c1)
)− 24 tan−1( tanh(√1−f√f(τ−c1))√
1−f
f
)
− 2((4c2+3)f−4c2) sinh(2
√
1−f√f(τ−c1))√
1−f√f(cosh(2
√
1−f√f(τ−c1))−2f+1)
}
, 0 < f < 1
c3
(
cos
(
2
√
f − 1√f (τ − c1)
)− 2f + 1)
+ 1
2
c2f
{
cos
(
2
√
f − 1√f (τ − c1)
)− 2f + 1}×{− 6 (2 (c2 − 2) f − 2c2 + 3) (τ − c1)
−6c2
√
f−1
f
sin
(
2
√
f − 1√f (τ − c1)
)− 24 tan−1( tan(√f−1√f(τ−c1))√
f−1
f
)
− 2((4c2+3)f−4c2) sin(2
√
f−1√f(τ−c1))√
f−1√f(cos(2
√
f−1√f(τ−c1))−2f+1)
}
, f > 1
.
(103)
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The system (73) can be expressed as
dY
dη
= εG(Y, t, ε),
dt
dη
= ε, (104)
where
G(Y, t, ε) =

−3Ωε2 cos2
(
t− t2f − ϕ
)
3(Ω− 1)Ωε
(
cos
((
1
f − 2
)
t+ 2ϕ
)
+ 1
)
+
√
2
3
√
Ω cos(t− t2f−ϕ) sin
(√
6
√
Ωε sin(t− t2f −ϕ)
f
)
ε
3fε sin(( 1f−2)t+2ϕ)−1
2f +
sin(t− t2f−ϕ) sin
(√
6
√
Ωε sin(t− t2f −ϕ)
f
)
√
6
√
Ωε

,
(105)
where Y denotes the vector of states (Ω, ϕ)T . Given that the right-hand-side of the system (104), is
T -periodic with T = 2pif|2f−1| , we can use the expression (80) in an appropriate way, and we proposed the
averaged system (where we have neglected the terms ε2):〈
P (ε)
〉
:
{
˙¯Ω = −3(1− Ω¯)Ω¯ε,
˙¯ϕ = 0.
(106)
Defining the time variable τ = ln a, we obtain the guiding equation (where the equations for ε and ϕ¯ are
decoupled):
∂τ Ω¯ = −3(1− Ω¯)Ω¯. (107)
This system is integrable, and from the local stability analysis of the equilibrium points of the system
(107) we have that Ω¯ = 0 has −3 eigenvalue and is a source; and Ω¯ = 1 has 3 eigenvalue and is a source.
A general idea of averaging is to express
t = t0 + εω1(ε, t0,Ω0, ϕ0, η), (108a)
Ω = Ω0 + εω2(ε, t0,Ω0, ϕ0, η), (108b)
ϕ = ϕ0 + εω3(ε, t0,Ω0, ϕ0, η). (108c)
and then prove that the equations for t0,Ω0, ϕ0 have the same asymptotic of the averaged equations for
t¯, Ω¯, ϕ¯.
Then,
dt
dη
=
(
1 + ε
∂ω1
∂t0
)
dt0
dη
+
dε
dη
ω1 + ε
[
∂ω1
∂ε
dε
dη
+
∂ω1
∂Ω0
dΩ0
dη
+
∂ω1
∂ϕ0
dϕ0
dη
+
∂ω1
∂η
]
, (109a)
dΩ
dη
=
(
1 + ε
∂ω2
∂Ω0
)
dΩ0
dη
+
dε
dη
ω2 + ε
[
∂ω2
∂ε
dε
dη
+
∂ω2
∂t0
dt0
dη
+
∂ω2
∂ϕ0
dϕ0
dη
+
∂ω2
∂η
]
, (109b)
dϕ
dη
=
(
1 + ε
∂ω3
∂ϕ0
)
dϕ0
dη
+
dε
dη
ω3 + ε
[
∂ω3
∂ε
dε
dη
+
∂ω3
∂t0
dt0
dη
+
∂ω3
∂Ω0
dΩ0
dη
+
∂ω3
∂η
]
. (109c)
The left-hand-side of the above equations can be expressed as
dt
dη
= ε, (110a)
dΩ
dη
=
2Ωε sin
(
− t
2f
− ϕ+ t
)
cos
(
− t
2f
− ϕ+ t
)
f
+ 3ε2
(
Ω2 cos
((
1
f
− 2
)
t+ 2ϕ
)
− Ω cos
((
1
f
− 2
)
t+ 2ϕ
)
+ Ω2 − Ω
)
+O(ε3), (110b)
dϕ
dη
=
ε
(
2 sin2
(
− t
2f
− ϕ+ t
)
− 1
)
2f
+
3
2
ε2 sin
((
1
f
− 2
)
t+ 2ϕ
)
+O(ε3). (110c)
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Combining the expressions (109) with (110), and (108), we obtain
dt0
dη
= ε (1− ω1η) + ε
2
2f
{
ω1ϕ0
(
2fω3η + cos
((
2− 1
f
)
t0 − 2ϕ0
))
− 2
[
ω1Ω0
(
Ω0 sin
((
2− 1
f
)
t0 − 2ϕ0
)
− fω2η
)
+ f ((1− ω1η)ω1t0 + ω1εη)
]}
+O(ε3), (111a)
dΩ0
dη
= ε
Ω0 sin
((
2− 1f
)
t0 − 2ϕ0
)
f
− ω2η

+
ε2
2f2
{
f
[
2fω1ηω2t0 + 2fω2ηω2Ω0 − 2fω2t0 − 2fω2ε − 2Ω0 sin
((
2− 1
f
)
t0 − 2ϕ0
)
ω2Ω0
+ cos
((
2− 1
f
)
t0 − 2ϕ0
)
ω2ϕ0 + 2 sin
((
2− 1
f
)
t0 − 2ϕ0
)
ω2 + 2fω2ϕ0ω3η
− 4Ω0 cos
((
2− 1
f
)
t0 − 2ϕ0
)
ω3 + 6fΩ
2
0 cos
((
2− 1
f
)
t0 − 2ϕ0
)
− 6fΩ0 cos
((
2− 1
f
)
t0 − 2ϕ0
)
+ 6fΩ20 − 6fΩ0
]
+ 2(2f − 1)Ω0 cos
((
2− 1
f
)
t0 − 2ϕ0
)
ω1
}
+O(ε3), (111b)
dϕ0
dη
= −
ε
(
2fω3η + cos
((
2− 1f
)
t0 − 2ϕ0
))
2f
+
ε2
2f2
{
f
[
2fω1ηω3t0 + 2fω2ηω3Ω0 − 2fω3t0 − 2fω3εη
− 2Ω0 sin
((
2− 1
f
)
t0 − 2ϕ0
)
ω3Ω0 + ω3ϕ0
(
2fω3η + cos
((
2− 1
f
)
t0 − 2ϕ0
))
− 2 sin
((
2− 1
f
)
t0 − 2ϕ0
)
ω3 − 3f sin
((
2− 1
f
)
t0 − 2ϕ0
)]
+ (2f − 1) sin
((
2− 1
f
)
t0 − 2ϕ0
)
ω1
}
+O(ε3). (111c)
Now we compare with the averaged equations (106).
That is, we start by the averaged equations (106), and prove that t0,Ω0, ϕ0 evolves at first order exactly
as for the averaged quantities t¯, Ω¯, ϕ¯. Indeed, by choosing
ω1η = 0, ω2η =
Ω0 sin
(
2t0 − t0f − 2ϕ0
)
f
, ω3η = −
cos
(
2t0 − t0f − 2ϕ0
)
2f
, (112)
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we obtain by integration:
ω1(ε, t0,Ω0, ϕ0, η) = c1(ε, t0,Ω0, ϕ0), (113a)
ω2(ε, t0,Ω0, ϕ0, η) = c2(ε, t0,Ω0, ϕ0) +
ηΩ0 sin
(
2t0 − t0f − 2ϕ0
)
f
, (113b)
ωϕ(ε, t0,Ω0, ϕ0, η) = c3(ε, t0,Ω0, ϕ0)−
η cos
(
2t0 − t0f − 2ϕ0
)
2f
, (113c)
and the equations for (106) are recovered at the order O(ε). Indeed, we have
dt0
dη
= ε− ε2c1t0 +O
(
ε3
)
, (114a)
dΩ0
dη
= ε2
{
sin
((
2− 1f
)
t0 − 2ϕ0
)
c2
f
− c2t0
+ Ω0
[
c1(2f − 1) cos
((
2− 1f
)
t0 − 2ϕ0
)
f2
−
2c3 cos
((
2− 1f
)
t0 − 2ϕ0
)
f
+
(−3f2 − 2fη + η) cos(( 1f − 2) t0 + 2ϕ0)− 3f2 + η
f2
]
+ 3Ω20
(
cos
((
2− 1
f
)
t0 − 2ϕ0
)
+ 1
)}
, (114b)
dϕ0
dη
= ε2
{
− c3t0 +
c1(2f − 1) sin
((
2− 1f
)
t0 − 2ϕ0
)
2f2
−
c3 sin
((
2− 1f
)
t0 − 2ϕ0
)
f
+
sin
((
2− 1f
)
t0 − 2ϕ0
)(
−3f2 − 2fη + η cos
((
2− 1f
)
t0 − 2ϕ0
)
+ η
)
2f2
}
+O (ε3) . (114c)
Now choosing c1, c2, and c3, in such a way that they are only functions of t0 and ϕ0, that satisfy
c1t0 = 0,
sin
((
2− 1f
)
t0 − 2ϕ0
)
c2
f
− c2t0 = 0, c3t0 +
c3 sin
((
2− 1f
)
t0 − 2ϕ0
)
f
= 0. (115)
That is,
c1(t0, ϕ0) = c˜1(ϕ0), c2(t0, ϕ0) = c˜2(ϕ0)e
− cos((2−
1
f )t0−2ϕ0)
2f−1 , c3(t0, ϕ0) = c˜3(ϕ0)e
cos((2− 1f )t0−2ϕ0)
2f−1 , (116)
where, the c˜i’s can be chosen by convenience.
Then, we have
ω1(ε, t0,Ω0, ϕ0, η) = c˜1(ϕ0), (117a)
ω2(ε, t0,Ω0, ϕ0, η) = c˜2(ϕ0)e
− cos((2−
1
f )t0−2ϕ0)
2f−1 +
ηΩ0 sin
(
2t0 − t0f − 2ϕ0
)
f
, (117b)
ωϕ(ε, t0,Ω0, ϕ0, η) = c˜3(ϕ0)e
cos((2− 1f )t0−2ϕ0)
2f−1 −
η cos
(
2t0 − t0f − 2ϕ0
)
2f
, (117c)
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From which
t = t0 + εc˜1(ϕ0), (118a)
Ω = Ω0 + ε
c˜2(ϕ0)e− cos((2− 1f )t0−2ϕ0)2f−1 + ηΩ0 sin
(
2t0 − t0f − 2ϕ0
)
f
 , (118b)
ϕ = ϕ0 + ε
c˜3(ϕ0)e cos((2− 1f )t0−2ϕ0)2f−1 − η cos
(
2t0 − t0f − 2ϕ0
)
2f
 , (118c)
where the functions t0,Ω0, ϕ0 and ε satisfy
dt0
dη
= ε+O (ε3) , (119a)
dΩ0
dη
=
Ω0ε
2
(
(2f − 1)c˜1(ϕ0) cos (ξ) + 6f2(Ω0 − 1) cos2 (ξ)
)
f2
+
ηΩ0ε
2 ((1− 2f) cos (ξ) + 1)
f2
− 2Ω0ε
2c˜3(ϕ0)e
cos((2− 1f )t0−2ϕ0)
2f−1 cos (ξ)
f
+O (ε3) , (119b)
dϕ0
dη
= ε2 sin (ξ)
[
3
2
+
η (1− 2f + cos (ξ))
2f2
+
(1− 2f)
2f2
c˜1(ϕ0)
]
+O (ε3) , (119c)
where c1 = c1(ϕ0) and c3 = c3(ϕ0) will be chosen conveniently, and we have denoted ξ =
(
1
f − 2
)
t0+2ϕ0.
The averaged system is given by
dt0
dη
= ε,
dΩ¯
dη
= −3(1− Ω¯)Ω¯ε2, dz¯
dη
= 0. (120)
Since,
dε
dη
= −3ε3Ω0 cos2(ξ) +O
(
ε4
)
, (121)
it follows that ε is a monotonic decreasing function due to 0 ≤ Ω ≤ 1. Then we define the sequences η0 = 0ε0 = ε(η0) ,
 ηn+1
2 = ηn
2 + 1εn
εn+1 = ε(ηn+1)
. (122)
such that limn→∞ ηn =∞ and limn→∞ εn = 0. Defining ∆ϕ(η) = ϕ0(η)− ϕ¯(η), and choosing the same
initial conditions at η = ηn: ϕ0(ηn) = ϕ¯(ηn), we have
|∆ϕ(η)| =
∣∣∣ ∫ η
ηn
[ϕ′0(s)− ϕ¯′(s)]ds
∣∣∣
=
∣∣∣ ∫ η
ηn
ε2 sin(ξ)
[
3
2
+
s (1− 2f + cos (ξ))
2f2
+
(1− 2f)
2f2
c˜1(ϕ0)
]
+O (ε3) ds∣∣∣,
≤
∫ η
ηn
∣∣∣ ε2 sin(ξ)︸ ︷︷ ︸
|·|≤ε2n
[ 3
2︸︷︷︸
|·|=M1
+2s
(1− 2f + cos(ξ))
4f2︸ ︷︷ ︸
|·|≤M2
+
(1− 2f)
2f2︸ ︷︷ ︸
|·|≤M3
c˜1(ϕ0)
]
+O (ε3) ∣∣∣ds
≤ ε2nM1|η − ηn|+ ε2nM2|η + ηn||η − ηn|+ ε2nM3
∫ η
ηn
|c˜1(ϕ0)|ds, η ≥ ηn, (123)
where M1 = 32 , M2 =
|1−f |
2f2 , M3 =
|1−2f |
2f2 , and ξ =
(
1
f − 2
)
t0 + 2ϕ0. Then, choosing c˜1(ϕ0) = ϕ0(η)− ϕ¯,
23
we obtain
|∆ϕ(η)| ≤ ε2n(M1 +M2|η + ηn|)|η − ηn|+ ε2nM3
∫ η
ηn
|∆ϕ(s)|ds. (124a)
Applying Gronwall’s Lemma A.1, we have
|∆z(η)| ≤ (M1 +M2|η + ηn|)ε2n|η − ηn|
[
1 + ε2nM3ηe
ε2nM3η
]
+O(ε3n)
≤ ε2n|η − ηn| [M1 +M2|η + ηn|]
[
1 + ε2nM3η
]
+O(ε3n),
= ε2n|η − ηn| [M1 +M2|η + ηn|] +O(ε3n). (125)
Then, for η ∈ [ηn, ηn+1], with n large enough such that |η + ηn| ≥ 1, it is verified the inequality
M1|η − ηn|+M2|η2 − η2n| ≤ (M1 +M2)|η2 − η2n| ≤ (M1 +M2)|η2n+1 − η2n| ≤ (M1 +M2)ε−1n .
Hence,
|∆ϕ(η)| ≤ Kεn,
for a positive constant K ≥ M1 + M2. Finally, taking the limit as n → ∞, we obtain εn → 0, ηn → ∞,
then we have limη→∞ |∆ϕ(η)| = 0. This means that ϕ0 and ϕ¯ have the same asymptotic behavior as
η →∞.
On the other hand, defining ∆Ω = Ω0 − Ω¯, and choosing c˜3(ϕ0) = c˜1(ϕ0) = ∆ϕ := ϕ0(η)− ϕ¯, we have
∆Ω′ (η) = −3ε2∆Ω(1− Ω0 − Ω¯) + 3(Ω0 − 1)Ω0ε2(cos(ξ) + 1)
+
ηΩ0ε
2(−2f cos(ξ) + cos(ξ) + 1)
f2
−
Ω0ε
2∆ϕ cos(ξ)
(
2f
(
e
cos(ξ)
2f−1 − 1
)
+ 1
)
f2
(126)
Then, for all η ∈ [ηn, ηn+1], with n large enough such that |η+ ηn| ≥ 1, where exists K ≥M1 +M2 such
that |∆z(η)| ≤ Kεn, we obtain
|∆Ω′0 (s) | ≤
∣∣∣∣∣− 3ε2∆Ω(1− Ω0 − Ω¯) + 3(Ω0 − 1)Ω0ε2(cos(ξ) + 1)
+ 2sε2Ω0
(−2f cos(ξ) + cos(ξ) + 1)
2f2
+O (εn3)
∣∣∣∣∣. (127)
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Then, choosing the same initial conditions at η = ηn, i.e., Ω0(ηn) = Ω¯(ηn), we obtain:
|∆Ω0(η)| =
∣∣∣ ∫ η
ηn
[Ω′0(s)− Ω¯′(s)]ds
∣∣∣
=
∣∣∣
∫
η
ηn
−3∆Ωε2 (1− Ω0 − Ω¯)︸ ︷︷ ︸
|·|≤1
+3Ω0ε
2 (1− Ω0)(cos(ξ) + 1)︸ ︷︷ ︸
|·|≤2
+2sε2Ω0
(−2f cos(ξ) + cos(ξ) + 1)
2f2︸ ︷︷ ︸
|·|≤M4
+O(ε3n)
 ds∣∣∣ (128)
≤ 3ε2n
∫ η
ηn
∣∣∣∆Ω(s)∣∣∣ds+ 6ε2n ∫ η
ηn
∣∣∣Ω0(s)∣∣∣ds+ ε2nM4 ∫ η
ηn
2sΩ0(s)ds
≤ 3ε2n
∫ η
ηn
∣∣∣∆Ω(s)∣∣∣ds+ 6Mε2n|η − ηn|+M4Mε2n|η − ηn||η + ηn|, η ≥ ηn, (129)
where the bound M have been chosen as M = maxs∈[ηn,η]
{∣∣∣Ω0(s)∣∣∣}, which exists due to the continuity
of Ω0 on the compact set [ηn, η], and M4 = f+1f2 .
Appplying Gronwall’s lemma A.1, we have
|∆Ω0(η)|
≤Mε2n [6 +M4|η + ηn|] |η − ηn|
[
1 + 3ε2nηe
3ε2nη
]
+O(ε3n)
= Mε2n [6 +M4|η + ηn|] |η − ηn|
[
1 + 3ε2nη
]
+O(ε3n)
= Mε2n [6 +M4|η + ηn|] |η − ηn|+O(ε3n). (130)
Hence, for η ∈ [ηn, ηn+1], and for n large enough such that |η + ηn| ≥ 1, we have
M [6 +M4|η + ηn|] |η − ηn| ≤M (6 +M4) |η2 − η2n| ≤M [6 +M4] ε−1n .
Then, the inequality |∆Ω0(η)| ≤ Kεn, holds for a positive constant K ≥M (6 +M4). Finally, taking the
limit as n → ∞, we have εn → 0, ηn → ∞, therefore, we get limη→∞ |∆Ω(η)| = 0. This means that Ω0
and Ω¯ have the same limit as η →∞.
V. APPLICATIONS OF PERTURBATION METHODS OF AN SCALAR FIELD IN
VACUUM WITH GENERALIZED HARMONIC POTENTIAL V (φ) = −f cos
(
φ
f
)
+ f + φ
2
2
, f > 0.
In this section we apply perturbation methods for analyzing the dynamic of an scalar field in vacuum
with generalized harmonic potential
V (φ) = −f cos
(
φ
f
)
+ f +
φ2
2
=
(f + 1)φ2
2f
+O (φ3) . (131)
This potential belongs to the class of potentials studied by [103]. In the Fig. 3 it is presented the
generalized harmonic potential V (φ) = −f cos
(
φ
f
)
+ f + φ
2
2 and its derivative for f = 0.1, f = 0.33 and
f = 1. In first case the potential have three local minimums and two local maximums. In other two cases
the origin is the unique stationary point and the global minimum of the potential.
Defining the quantities
u = φ˙, v = φ, (132)
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FIG. 3: (a) Generalized harmonic potential V (φ) = −f cos
(
φ
f
)
+ f + φ
2
2 and (b) its derivative.
we have the equations
du
dτ
= −v − sin
(
v
f
)
−
√
3
2
u
√
−2f cos
(
v
f
)
+ 2f + u2 + v2, (133a)
dv
dτ
= u. (133b)
where we have solved for the positive branch of H the restriction
3H2 = f − f cos
(
v
f
)
+
u2
2
+
v2
2
. (134)
The origin is an equilibrium point with eigenvalues
{
−
√−f−1√
f
,
√−f−1√
f
}
. It is an spiral point for f > 0.
The system admits the equilibrium points (u, v) = (0, vc), such that − sin(vc)f − vc = 0, with eigenvalues
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FIG. 4: Phase portrait of the system (133) for the generalized harmonic potential
V (φ) = −f cos
(
φ
f
)
+ f + φ
2
2 .
λ1 = −1
2
√
3
2
√
v2c − 2f
(
cos
(
vc
f
)
− 1
)
−
√
f
(
f (3v2c + 6f − 8)− 2 (3f2 + 4) cos
(
vc
f
))
2
√
2f
, (135a)
λ2 = −1
2
√
3
2
√
v2c − 2f
(
cos
(
vc
f
)
− 1
)
+
√
f
(
f (3v2c + 6f − 8)− 2 (3f2 + 4) cos
(
vc
f
))
2
√
2f
. (135b)
In Fig. 4 it is represented the phase portrait of the equations (133) for the generalized harmonic
potential V (φ) = −f cos
(
φ
f
)
+ f + φ
2
2 for f = 0.1, f = 0.33 and f = 1. In Fig. 4(a) the equilibrium
points A,C and E associated the local minimums of the potential are local attractors, whereas the
equilibrium points B and D associated to the local maximums of the potential are saddle points. In Figs.
4(b) and 4(c), the origin is the unique equilibrium point of the dynamical system, it corresponds to the
global minimum of the potential, and it is a sink.
An amplitude-phase transformation (variation of constants, [114], chapter 11) 1:
φ˙ = r cos(t− ϑ), φ = r sin(t− ϑ), (136)
ϑ = t− tan−1
(
φ
φ˙
)
(137)
with ε = H, produces the system
r˙ = − cos(t− ϑ) sin
(
r sin(t− ϑ)
f
)
− 3rε cos2(t− ϑ), (138a)
ϑ˙ = −
sin(t− ϑ) sin
(
r sin(t−ϑ)
f
)
r
− 3ε sin(t− ϑ) cos(t− ϑ), (138b)
1 Notice the difference with the choice (70) and (71) used in section IV. We work here with functions 2pi-periodic.
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with restriction
f cos
(
r sin(t− ϑ)
f
)
− f − r
2
2
+ 3ε2 = 0. (138c)
Definig the transformation r → Ω = r26H2 , we have
P (ε) :

ε˙ = −3Ωε2 cos2(t− ϑ),
Ω˙ = 6(Ω− 1)Ωε cos2(t− ϑ)−
√
2
3
√
Ω cos(t−ϑ) sin
(√
6
√
Ωε sin(t−ϑ)
f
)
ε
ϑ˙ = − sin(t−ϑ) sin
(√
6
√
Ωε sin(t−ϑ)
f
)
√
6
√
Ωε
− 32ε sin(2(t− ϑ)
, (139)
where
f cos
(√
6
√
Ωε sin(t− ϑ)
f
)
− f − 3(Ω− 1)ε2 = 0. (140)
Using Taylor series in a neighborhood of ε = 0 we obtain
ε˙ = −3Ωε2 cos2(t− ϑ) +O(ε)3, (141a)
Ω˙ = −Ω sin(2(t− ϑ))
f
+ 6(Ω− 1)Ωε cos2(t− ϑ) +O(ε)2, (141b)
ϑ˙ = − sin
2(t− ϑ)
f
− 3
2
ε sin(2(t− ϑ)) +O(ε)2. (141c)
Then, as ε→ 0 we obtain the unperturbed problem
P (0) :

ε˙ = 0,
Ω˙ = −Ω sin(2(t−ϑ))f ,
ϑ˙ = − sin2(t−ϑ)f .
(142)
whose solution is given by
Ω0(t) = c2
cos
2 (2c1 + t)√
f
f+1
+ 2f + 1
 , (143a)
ϑ0(t) = t− tan−1
√ f
f + 1
tan
2c1 + t√
f
f+1
 . (143b)
and
f cos
(√
6
√
Ω0ε sin(t− ϑ0)
f
)
− f − 3(Ω0 − 1)ε2 = 0. (144)
Using Taylor series in a neighborhood of ε = 0 in Eq. (140) we obtain
f +O (ε2)− f = 0, (145)
which is verified identically up to order O (ε2).
Now we continuing with the applications of the perturbation theory tools, we propose an expansion of
kind
Ω ≡ Ω(t) = Ω0(t) + ε(t)Ω1(t) +O(ε2) (146a)
ϑ ≡ ϑ(t) = ϑ0(t) + ε(t)ϑ1(t) +O(ε2), (146b)
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where Ω0(t), y ϑ0(t) are the solutions of the unperturbed problem P (0). Applying the chain rule, and
using the fact that Ω1 dεdt = O(ε2), according (75a), we obtain
dΩ
dt
=
dΩ0
dt
+ ε
dΩ1
dt
+ Ω1
dε
dt
+O(ε2) = dΩ0
dt
+ ε
dΩ1
dt
+O(ε2), (147a)
dϑ
dt
=
dϑ0
dt
+ ε
dϑ1
dt
+ ϑ1
dε
dt
+O(ε2) = dϑ0
dt
+ ε
dϑ1
dt
+O(ε2). (147b)
It follows
ε
dΩ1
dt
=
dΩ
dt
− dΩ0
dt
= 6((Ω0 + εΩ1)− 1)(Ω0 + εΩ1)ε cos2(t− (ϑ0 + εϑ1))
− (Ω0 + εΩ1) sin(2(t− (ϑ0 + εϑ1)))
f
+
Ω0 sin
2((t− ϑ0))
f
+O(ε2)
=
ε
(
6f(Ω0 − 1)Ω0 cos2(t− ϑ0) + 2ϑ1Ω0 cos(2(t− ϑ0))− Ω1 sin(2(t− ϑ0))
)
f
+O (ε2) , (148a)
ε
dϑ1
dt
=
dϑ
dt
− dϑ0
dt
= −3
2
ε sin(2(t− (ϑ0 + εϑ1)))− sin
2(t− (ϑ0 + εϑ1))
f
+
sin2(t− ϑ0)
f
+O(ε2)
=
ε(2ϑ1 − 3f) sin(2(t− ϑ0))
2f
+O(ε2). (148b)
Therefore, to find analytically the functions Ω1 y ϑ1, we have to solve the equations
dΩ1
dt
=
(
6f(Ω0 − 1)Ω0 cos2(t− ϑ0) + 2ϑ1Ω0 cos(2(t− ϑ0))− Ω1 sin(2(t− ϑ0))
)
f
, (149a)
dϑ1
dt
=
(2ϑ1 − 3f) sin(2(t− ϑ0))
2f
, (149b)
with the substitution of Ω0 and ϑ0 in (149).
Integrating for ϑ1, we obtain
ϑ1(t) =
1
2
 2c3 − 3f(2f + 1)
cos
(
2
√
1
f + 1 (2c1 + t)
)
+ 2f + 1
+ 3f
 . (150a)
For Ω1 we find the quadrature
Ω1(t) = exp
(
−
∫ t
1
sin(2(s− ϑ0(s)))
f
ds
)∫ t
1
g(s1) exp
(∫ s1
1
sin(2(s−ϑ0(s1)))
f ds
)
f
ds1 + c1
 , (151)
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where
g(t) = c3
cos
2 (2c1 + t)√
f
f+1
+ 2f + 1
×

(
3f cos
(
2(2c1+t)√
f
f+1
)
+ 2c2
)
cos
(
2 tan−1
(√
f
f+1 tan
(
2c1+t√
f
f+1
)))
cos
(
2(2c1+t)√
f
f+1
)
+ 2f + 1
+
f(f + 1)
(
c3 cos
(
2(2c1+t)√
f
f+1
)
+ 2c3f + c3 − 1
)
f tan2
(
2c1+t√
f
f+1
)
+ f + 1
 . (152)
Using the restriction (140), we obtain
ε˙ = −3Ωε2 cos2(t− ϑ), (153a)
Ω˙ = 6(Ω− 1)Ωε cos2(t− ϑ)−
√
2
3
√
Ω cos(t− ϑ) sin
(
± cos−1
(
f+3Ωε2−3ε2
f
))
ε
, (153b)
ϑ˙ = −3
2
ε sin(2(t− ϑ))−
sin(t− ϑ) sin
(
± cos−1
(
f+3Ωε2−3ε2
f
))
√
6
√
Ωε
. (153c)
The previous system can be expressed as
dY
dη
= εG(Y, t, ε),
dt
dη
= ε, (154)
where
G(Y, t, ε) =

−3Ωε2 cos2(t− ϑ)
6(Ω− 1)Ωε cos2(t− ϑ)−
√
2
3
√
Ω cos(t−ϑ) sin
(
± cos−1
(
f+3Ωε2−3ε2
f
))
ε
− 32ε sin(2(t− ϑ))−
sin(t−ϑ) sin
(
± cos−1
(
f+3Ωε2−3ε2
f
))
√
6
√
Ωε
 , (155)
where Y denotes the phase vector (Ω, ϑ)T .
For the problem (153) we obtain the averaged system:
〈
P (ε)
〉
:

ε˙ = − 3Ω¯ε22 ,
˙¯Ω = −3(1− Ω¯)Ω¯ε,
˙¯ϑ = 0.
(156)
Introducing the new variable τ = ln a, we obtain the guiding equation:
∂τ Ω¯ = −3(1− Ω¯)Ω¯, (157)
for which Ω¯ = 0 is a sink and Ω¯ = 1 is a source.
Starting with the averaged equations (156), we will prove that Ω, ϑ evolves at first order according to
30
the averaged equations for Ω¯, ϑ¯. It is easy to see that the system (141) can be conveniently written as
dt
dη
= ε, (158a)
dΩ
dη
= −εΩ sin(2(t− ϑ))
f
+ 6(Ω− 1)Ωε2 cos2(t− ϑ) +O(ε)3, (158b)
dϑ
dη
= −ε sin
2(t− ϑ)
f
− 3
2
ε2 sin(2(t− ϑ)) +O(ε)3. (158c)
and the averaged problem is
dt
dη
= ε,
dΩ¯
dη
= −3(1− Ω¯)Ω¯ε2, dϑ¯
dη
= 0. (159)
Now we propose the expansion
t = t0 + εα1(t0, ϑ0), (160a)
Ω = Ω0 + ε
[
α2(t0, ϑ0)− η
f
sin(2(t0 − ϑ0))Ω0
]
, (160b)
ϑ = ϑ0 + ε
[
α3(t0, ϑ0)− η
f
sin2(t0 − ϑ0)
]
. (160c)
and we want to prove that the equations for t0,Ω0, ϑ0 have the same asymptotic than the averaged
equations for t¯, Ω¯, ϑ¯. After some algebraic manipulations and recalling that
dε
dη
= −3Ωε3 cos2(t− ϑ) = O(ε)3, (161)
we obtain
dt0
dη
= ε− ε2α1t0 +O
(
ε3
)
, (162a)
dΩ0
dη
= ε2
{
− α2t0 − sin(2(t0 − ϑ0))α2
+ Ω0
[
2 cos(2(t0 − ϑ0))(α3 − α1) + 2(η − 3) cos2(t0 − ϑ0)
]
+ 6Ω20 cos
2(t0 − ϑ0)
}
+O (ε3) , (162b)
dϑ0
dη
= ε2
{
− 1
2
sin(2(t0 − ϑ0))(2α1 − 2α3 + 3)− α3t0 + 2η sin(t0 − ϑ0) cos3(t0 − ϑ0)
}
+O (ε3) . (162c)
Imposing the conditions
α1t0 = 0, α2t0 = − sin(2(t0 − ϑ0))α2, α3t0 = −
1
2
sin(2(t0 − ϑ0))(2α1 − 2α3 + 3). (163)
we obtain
α1(t0, ϑ0) = c1(ϑ0), (164a)
α3(t0, ϑ0) = c1(ϑ0) + c2(ϑ0)e
− 12 cos(2(t0−ϑ0)) +
3
2
, (164b)
α2(t0, ϑ0) = c3(ϑ0)e
1
2 cos(2(t0−ϑ0)). (164c)
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Hence, the following equations are deduced
dt0
dη
= ε+O (ε3) , (165a)
dΩ0
dη
= ε2
{
− 3Ω0(1− Ω0) + 2Ω0
[
c2(ϑ0)e
− 12 cos(2(t0−ϑ0)) cos(2(t0 − ϑ0)) + η cos2(t0 − ϑ0)
]
− 2c3(ϑ0) sin(t0 − ϑ0)e 12 cos(2(ϑ0−t0)) cos(2(ϑ0 − t0)) + 3Ω20(2 cos2(t0 − ϑ0)− 1)
}
+O (ε3) , (165b)
dϑ0
dη
= 2ηε2 sin(t0 − ϑ0) cos3(t0 − ϑ0) +O
(
ε3
)
. (165c)
From the equation
ε˙ = −3Ωε2 cos2(t− ϑ) +O(ε)3, (166)
or its averaged version, it follows ε is a monotonic decreasing function of t, due to 0 ≤ Ω, Ω¯ ≤ 1. This
allow to define recursively the sequences η0 = 0ε0 = ε(η0) ,
 ηn+1
2 = ηn
2 + 1εn
εn+1 = ε(ηn+1)
, (167)
such that limn→∞ εn = 0 y limn→∞ ηn =∞.
Defining ∆ϑ(η) = ϑ(η) − ϑ¯(η), ant taking the same initial conditions at η = ηn, ϑ(ηn) = ϑ¯(ηn), we
obtain:
|∆ϑ(η)| =
∣∣∣ ∫ η
ηn
[ϑ′(s)− ϑ¯′(s)]ds
∣∣∣
=
∣∣∣ ∫ η
ηn
2s
[
ε2 sin(t0 − ϑ0) cos3(t0 − ϑ0)︸ ︷︷ ︸
|·|≤ε2n
+O (ε3) ]ds∣∣∣,
≤ ε2n
∣∣∣ ∫ η
ηn
2sds
∣∣∣+O (ε3)
≤ ε2n|η + ηn||η − ηn|+O
(
ε3
)
, (168)
for all η ≥ ηn. Then, for η ∈ [ηn, ηn+1], we have the inequality
|∆ϑ(η)| ≤ εn.
Finally, taking the limit as n→∞, we have εn → 0, ηn →∞, then, we deduce limη→∞ |∆z(η)| = 0. This
means that z and z¯ have the same limit as η → ∞. Without losing generality, we chose c2(ϑ0) ≡ 0 and
c3(ϑ0) ≡ 0. Therefore, we have
dΩ0
dη
= ε2
{
− 3Ω0(1− Ω0) + 2Ω0
[
η cos2(t0 − ϑ0)
]
+ 3Ω20(2 cos
2(t0 − ϑ0)− 1)
}
+O (ε3) . (169)
Defining ∆Ω0 = Ω0 − Ω¯, we get
∆Ω′0 (s) = −3∆Ω0ε2(1− Ω¯− Ω0) + 2ε2Ω0
[
η cos2(t0 − ϑ0)
]
+ 3ε2Ω20(2 cos
2(t0 − ϑ0)− 1). (170)
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Choosing the same initial conditions at η = ηn, Ω0(ηn) = Ω¯(ηn), we have:
|∆Ω0(η)| =
∣∣∣ ∫ η
ηn
[Ω′0(s)− Ω¯′(s)]ds
∣∣∣
=
∣∣∣
∫
η
ηn
−3∆Ω0ε2 (1− Ω¯− Ω0)︸ ︷︷ ︸
|·|≤1
+2ε2sΩ0 cos
2(t0 − ϑ0)︸ ︷︷ ︸
|·|≤1
(171)
+3ε2Ω20 (2 cos
2(t0 − ϑ0)− 1)︸ ︷︷ ︸
|·|≤3
+O (ε3)
 ds∣∣∣,
≤ 3ε2n
∫ η
ηn
∣∣∣∆Ω0(s)∣∣∣ds+Mε2n|η + ηn||η − ηn|+ 9M2ε2n|η − ηn|, η ≥ ηn, (172)
where the bound M have been chosen as
M = max
s∈[ηn,η]
{∣∣∣Ω0(s)∣∣∣} ,
which exists due to the continuity of Ω0 on the compact set [ηn, η].
Applying Gronwall’s Lemma A.1, it follows
|∆Ω0(η)| ≤
[
Mε2n|η + ηn||η − ηn|+ 9M2ε2n|η − ηn|
] [
1 + ε2nηe
ε2nη
]
+O(ε3n)
=
[
Mε2n|η + ηn||η − ηn|+ 9M2ε2n|η − ηn|
] [
1 + ε2nη
]
+O(ε3n)
= Mε2n|η + ηn||η − ηn|+ 9M2ε2n|η − ηn|+O(ε3n). (173)
Then, for η ∈ [ηn, ηn+1], and for n large enough such that |η + ηn| ≥ 1, we ontain
M |η + ηn||η − ηn|+ 9M2|η − ηn| ≤
(
M + 9M2
) |η2 − η2n|
≤ (M + 9M2) |η2n+1 − η2n| = (M + 9M2) ε−1n .
Therefore, it follows the inequality
|∆Ω0(η)| ≤ Kεn,
for a positive constant K ≥M + 9M2.
Finally, taking the limit as n → ∞, we obtain εn → 0, ηn → ∞, then, we have limη→∞ |∆Ω0(η)| = 0.
This means that Ω0 and Ω¯ have the same limit as η →∞.
VI. AVERAGING METHODS FOR THE SCALAR FIELD WITH GENERALIZED
HARMONIC POTENTIAL V (φ) = φ
2
2
+ f cos
(
φ
f
)
, f > 0, IN PRESENCE OF MATTER.
In this section the averaging methods are applied to an scalar field cosmology with generalized harmonic
potential of the type V (φ) = φ
2
2 + f cos(
φ
f ), with f > 0 in the presence of matter for FLRW metrics and
for Bianchi I metrics. In each case the stability criteria of their equilibrium points are obtained.
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A. FLRW models
The field equations are
φ¨+ 3Hφ˙+ φ− sin
(
φ
f
)
= 0, (174a)
ρ˙m + 3γHρm = 0, (174b)
a˙ = aH, (174c)
H˙ = −1
2
(
γρm + φ˙
2
)
+
k
a2
, (174d)
3H2 =
1
2
φ˙2 +
φ2
2
+ f cos
(
φ
f
)
+ ρm − 3k
a2
. (174e)
Inspired in the reference [70] we introduce the variables
w = φ, u =
1
H
, v =
φ˙√
6H
, Ωk = − k
a2H2
, (175)
and the time variable dfdτ ≡ f ′ = H−1f˙ , to obtain the dynamical system
dw
dτ
=
√
6v, (176a)
du
dτ
= u
[
3v2 +
3
2
γΩm + Ωk
]
(176b)
dv
dτ
= −3v + v
[
3v2 +
3
2
γΩm + Ωk
]
−
√
6
6
wu2 +
√
6
6
u2 sin
(
w
f
)
, (176c)
dΩk
dτ
= −2Ωk + 2Ωk
[
3v2 +
3
2
γΩm + Ωk
]
, (176d)
where
Ωm = 1− Ωk − v2 − 1
6
w2u2 − f
3
u2 cos
(
w
f
)
. (177)
Label (w, u, v,Ωk) Existence Eigenvalues Stability
P1 (wc, 0, 0, 0) wc ∈ R {0, 32γ,−2 + 3γ, 32 (γ − 2)} saddle
P2 (wc, 0, 0, 1) wc ∈ R {−2, 1, 0, 2− 3γ} saddle
P3 (wc, 0, 0,Ωkc) wc ∈ R, ∀Ωkc, γ = 2/3 {0, 0, 1,−2} saddle
P4 (w
∗,
√
6√
2f cos
(
w∗
f
)
+w∗2
, 0, 0) sin(w∗/f)− w∗ = 0 {−2,−3γ, λ1, λ2} see text
TABLE I: Stability criteria for the equilibrium points of the system (176).
The equilibrium points of (176) and their stability conditions are summarized in Table I. Concerning
the equilibrium point P4 of the system (176), the eigenvalues λ1 y λ2 are given by:
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λ1 = −3
2
+
√
3
√
f
(
2f cos
(
w∗
f
)
+ w∗2
)(
(6f2 + 8) cos
(
w∗
f
)
+ 3fw∗2 − 8f
)
4f2 cos
(
w∗
f
)
+ 2fw∗2
, (178a)
λ2 = −3
2
−
√
3
√
f
(
2f cos
(
w∗
f
)
+ w∗2
)(
(6f2 + 8) cos
(
w∗
f
)
+ 3fw∗2 − 8f
)
4f2 cos
(
w∗
f
)
+ 2fw∗2
, (178b)
where sin(w∗/f)− w∗ = 0. Eliminating f from the last equation and substituting in the expressions for
λ1,2 (w∗ is fixed), we have for all possible w∗, 0 < |w∗| ≤ 1, the diagram displayed in Fig. 5. On the
other hand, at these values we have V ′′(w∗) =
√
1−w∗2 sin−1(w∗)
w∗ + 1 ≥ 1. This implies that all the points
with w∗ a local minimum of the potential are sinks.
-1.0 -0.5 0.0 0.5 1.0
-3.0
-2.5
-2.0
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0.0
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R
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1,
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FIG. 5: Real parts of the eigenvalues λ1 and λ2 associated to the equilibrium point P4 of system (176).
Denoting ε = H, and defined the phase-amplitude transformation
φ˙ = r cos(t− ϑ), φ = r sin(t− ϑ), (179)
ϑ = t− tan−1
(
φ
φ˙
)
, (180)
and defining
Ω =
r2
6H2
, Ωm =
ρm
3H2
, Ωk = − k
a2H2
, (181)
satisfying
f cos
(√
6
√
Ωε sin(t− ϑ)
f
)
+ 3ε2(Ω + Ωk + Ωm − 1) = 0, (182)
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we obtain the dynamical system
P (ε) :

ε˙ = − 12ε2
(
3γΩm + 6Ω cos
2(t− ϑ) + 2Ωk
)
Ω˙ = Ωε(3γΩm + 3(Ω− 1) cos(2(t− ϑ)) + 3Ω + 2Ωk − 3) +
√
2
3
√
Ω cos(t−ϑ) sin
(√
6
√
Ωε sin(t−ϑ)
f
)
ε
Ω˙m = Ωmε
(
3γ(Ωm − 1) + 6Ω cos2(t− ϑ) + 2Ωk
)
Ω˙k = Ωkε
(
3γΩm + 6Ω cos
2(t− ϑ) + 2Ωk − 2
)
ϑ˙ = − 32ε sin(2(t− ϑ)) +
sin(t−ϑ) sin
(√
6
√
Ωε sin(t−ϑ)
f
)
√
6
√
Ωε
(183)
Substituting
√
6
√
Ωε sin(t− ϑ)
f
= ± cos−1
(
−3ε
2(Ω + Ωk + Ωm − 1)
f
)
, (184)
we obtain:
ε˙ = −1
2
ε2
(
3γΩm + 6Ω cos
2(t− ϑ) + 2Ωk
)
, (185a)
Ω˙ = Ωε(3γΩm + 3(Ω− 1) cos(2(t− ϑ)) + 3Ω + 2Ωk − 3)
+
√
2
3
√
Ω cos(t− ϑ) sin
(
± cos−1
(
− 3ε2(Ω+Ωk+Ωm−1)f
))
ε
, (185b)
Ω˙m = Ωmε
(
3γ(Ωm − 1) + 6Ω cos2(t− ϑ) + 2Ωk
)
, (185c)
Ω˙k = Ωkε
(
3γΩm + 6Ω cos
2(t− ϑ) + 2Ωk − 2
)
, (185d)
ϑ˙ = −3
2
ε sin(2(t− ϑ)) +
sin(t− ϑ) sin
(
± cos−1
(
− 3ε2(Ω+Ωk+Ωm−1)f
))
√
6
√
Ωε
. (185e)
Considering only the leading terms of the system (185) when ε→ 0, the system is obtained
dt
dη
= ε,
dΩ
dη
= ±
√
2
3
√
Ω cos(t− ϑ), dϑ
dη
= ± sin(t− ϑ)√
6
√
Ω
. (186)
Assuming ε approximately constant ε0  1, we obtain the closed system
dΩ
dη
= ±
√
2
3
√
Ω cos(ηε0 − ϑ), dϑ
dη
= ± sin(ηε0 − ϑ)√
6
√
Ω
. (187)
Integrating the first equation, we obtain
Ω(η) =
1
4
(
2Ω(0)
1
2 ±
∫ η
0
√
2
3
cos(ε0s− ϑ(s)) ds
)2
. (188)
For ϑ we have the integro-differential equation
dϑ
dη
= ±
√
2
3 sin(ηε0 − ϑ(η))
2Ω(0)
1
2 ± ∫ η
0
√
2
3 cos(ε0s− ϑ(s)) ds
, (189)
that can be rewritten as the higher order differential equation
ϑ′′(η) = ϑ′(η) (ε0 − 2ϑ′(η)) cot(ηε0 − ϑ(η)). (190)
Now we introduce the time variables η, ω = ε0η, and treat them as independent variables. Using series
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expansion of the form
ϑ ∼ ϑ0(η, ω) + ε0ϑ1(η, ω) +O(ε20) + . . . , (191)
we obtain
− ϑ0ηη + 2ϑ20η cot(ϑ0)
+ ε0
{
− 2ϑ0ηω − ϑ1ηη + 2ϑ0η csc2(ϑ0)
[
sin(2ϑ0) (ϑ0ω + ϑ1η)− ϑ0ηϑ1
]}
+O(ε20) = 0. (192)
At order O(1): we have the zeroth order equation
ϑ0ηη = 2ϑ
2
0η cot(ϑ0), (193)
with solution
ϑ0(η, ω) = − cot−1 (c1(ω) (η + c2(ω))) . (194)
Substituting back at the equation at order O(ε20):
− 2ϑ0ηω − ϑ1ηη + 2ϑ0η csc2(ϑ0) [sin(2ϑ0) (ϑ0ω + ϑ1η)− ϑ0ηϑ1] = 0, (195)
we obtain
c1(ω)
2 ((c2(ω) + η) ((c2(ω) + η)ϑ1ηη + 4ϑ1η) + 2ϑ1) + ϑ1ηη + 2c
′
1(ω) = 0. (196)
The last equation is integrable, with general solution
ϑ1(η, ω) =
ηc4(ω) + c3(ω)
c1(ω)2 (c2(ω) + η) 2 + 1
− c
′
1(ω)
c1(ω)2
. (197)
Hence, we have
ϑ(η) = − cot−1 (c1(ηε0) (c2(ηε0) + η)) + ε0
(
c3(ηε0) + ηc4(ηε0)
c1(ηε0)2 (c2(ηε0) + η) 2 + 1
− c
′
1(ηε0)
c1(ηε0)2
)
. (198)
Finally, Ω(η) is given by the quadrature (188).
For the problem (185) we obtain the averaged system:
〈
P (ε)
〉
:

ε˙ = − 12ε2(3γΩ¯m + 3Ω¯ + 2Ω¯k)
˙¯Ω = Ω¯ε(3γΩ¯m + 3Ω¯ + 2Ω¯k − 3)
˙¯Ωm = Ω¯mε(3γ(Ω¯m − 1) + 3Ω¯ + 2Ω¯k)
˙¯Ωk = Ω¯kε(3γΩ¯m + 3Ω¯ + 2Ω¯k − 2)
˙¯ϑ = 0
. (199)
Introducing the time variable τ = ln a, we obtain the guiding system:
∂τ Ω¯ = Ω¯(3γΩ¯m + 3Ω¯ + 2Ω¯k − 3), (200a)
∂τ Ω¯m = Ω¯m(3γ(Ω¯m − 1) + 3Ω¯ + 2Ω¯k), (200b)
∂τ Ω¯k = Ω¯k(3γΩ¯m + 3Ω¯ + 2Ω¯k − 2). (200c)
The equilibrium points of the system (200) are P1 = (0, 1, 0), P2(0, 0, 1), P3 = (0, 0, 0) and P4 = (1, 0, 0).
Their the stability criteria are summarized in Table II.
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Punto (Ω¯, Ω¯m, Ω¯k) Eigenvalues Stability
P1 (0, 1, 0) {3γ, 3γ − 3, 3γ − 2} nonhyperbolic for γ = 1, 0, 2/3
Saddle for 0 < γ < 1 or 1 < γ < 2/3
Sink for γ > 2/3
P2 (0, 0, 1) {2,−1, 2− 3γ} Saddle for γ < 2/3 or γ > 2/3
nonhyperbolic for γ = 2/3
P3 (0, 0, 0) {−3,−2,−3γ} Sink for γ > 0
nonhyperbolic for γ = 0
P4 (1, 0, 0) {3, 1,−3(γ − 1)} Source for γ < 1
Saddle for γ > 1
nonhyperbolic for γ = 1
TABLE II: Stability criteria for the equilibrium point of (200).
FIG. 6: Phase portrait of system (200) for γ = 1.
Furthermore, in Fig. 6 is is shown that the origin is a sink as indicated in Table II.
B. Bianchi I metric
In this metric the field equations are given by
φ¨+ 3Hφ˙+ φ− sin
(
φ
f
)
= 0, (201a)
ρ˙m + 3γHρm = 0, (201b)
a˙ = aH, (201c)
H˙ = −1
2
(
γρm + φ˙
2
)
− σ
2
0
a6
, (201d)
3H2 =
1
2
φ˙2 +
φ2
2
+ f cos
(
φ
f
)
+ ρm +
σ20
a6
, (201e)
38
Using variables closely related those used in the reference [70], given by
w = φ, u =
1
H
, v =
φ˙√
6H
, Σ =
σ0
a3H
, (202)
and the time variable dfdτ ≡ f ′ = H−1f˙ , to obtain the dynamical system
dw
dτ
=
√
6v, (203a)
du
dτ
= u
[
3v2 +
3
2
γΩm + Σ
2
]
(203b)
dv
dτ
= −3v +
√
6
6
u2 sin
(
w
f
)
+ v
[
3v2 +
3
2
γΩm + Σ
2
]
−
√
6
6
wu2, (203c)
dΣ
dτ
= −3Σ + Σ
[
3v2 +
3
2
γΩm + Σ
2
]
, (203d)
where
Ωm = 1− 1
3
Σ2 − v2 − 1
6
w2u2 − f
3
u2 cos
(
w
f
)
. (204)
Label (w, u, v,Σ) Existence Eigenvalues Stability
P1 (wc, 0, 0, 0) wc ∈ R {0, 3γ2 , 3(γ−2)2 , 3(γ−2)2 } saddle
P2 (wc, 0, 0,−
√
3) wc ∈ R {3, 0, 0, 3(2− γ)} 2D unstable manifold
P3 (wc, 0, 0,
√
3) wc ∈ R {3, 0, 0, 3(2− γ)} 2D unstable manifold
P4 (w
∗,
√
6√
2f cos
(
w∗
f
)
+w∗2
, 0, 0) sin(w∗/f)− w∗ = 0 {−3,−3γ, λ1, λ2} see text.
TABLE III: Stability criteria for the equilibrium points of the system (203).
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FIG. 7: Real parts of the eigenvalues λ1 and λ2 associated to the equilibrium point P4 of system (203).
The equilibrium points of the system (203) and their stability criteria are summarized in Table VIII.
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For the equilibrium point P4 the eigenvalues λ1 and λ2 are given by:
λ1 = −3
2
−
√
3
√
f
(
2f cos
(
w∗
f
)
+ w∗2
)(
(6f2 + 8) cos
(
w∗
f
)
+ f
(
3w∗2 − 8))
2f
(
2f cos
(
w∗
f
)
+ w∗2
) , (205a)
λ2 = −3
2
+
√
3
√
f
(
2f cos
(
w∗
f
)
+ w∗2
)(
(6f2 + 8) cos
(
w∗
f
)
+ f
(
3w∗2 − 8))
2f
(
2f cos
(
w∗
f
)
+ w∗2
) . (205b)
where sin(w∗/f)− w∗ = 0. Eliminating f from the last equation and substituting in the expressions for
λ1,2 (w∗ is fixed), we have for all possible w∗, 0 < |w∗| ≤ 1, the diagram displayed in Fig. 7. On the
other hand, at these values we have V ′′(w∗) =
√
1−w∗2 sin−1(w∗)
w∗ + 1 ≥ 1. This implies that all the points
with w∗ a local minimum of the potential are sinks. Outside this interval the equilibrium point P4 does
not exists (the transcendental equation sin(w∗/f)− w∗ = 0 has not roots satisfying |w∗| > 1).
Denoting ε = H, and using the phase-amplitude transformation
φ˙ = r cos(t− ϑ), φ = r sin(t− ϑ), (206)
ϑ = t− tan−1
(
φ
φ˙
)
, (207)
and
Ω =
r2
6H2
, Ωm =
ρm
3H2
, Σ =
σ0
a3H
. (208)
which satisfy
f cos
(√
6
√
Ωε sin(t− ϑ)
f
)
+ ε2
(
Σ2 + 3(Ω + Ωm − 1)
)
= 0, (209)
we obtain the dynamical system
P (ε) :

ε˙ = − 12ε2
(
3γΩm + 2Σ
2 + 6Ω cos2(t− ϑ))
Ω˙ = Ωε
(
3(γΩm + Ω− 1) + 2Σ2 + 3(Ω− 1) cos(2(t− ϑ))
)
+
√
2
3
√
Ω cos(t−ϑ) sin
(√
6
√
Ωε sin(t−ϑ)
f
)
ε
Ω˙m = Ωmε
(
3γ(Ωm − 1) + 2Σ2 + 6Ω cos2(t− ϑ)
)
Σ˙ = 12Σε
(
3γΩm + 2Σ
2 + 6Ω cos2(t− ϑ)− 6)
ϑ˙ = − 32ε sin(2(t− ϑ)) +
sin(t−ϑ) sin
(√
6
√
Ωε sin(t−ϑ)
f
)
√
6
√
Ωε
.
(210)
Using the substitution
√
6
√
Ωε sin(t− ϑ)
f
= ± cos−1
(
−ε
2
(
Σ2 + 3Ω + 3Ωm − 3
)
f
)
(211)
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Label (Ω¯, Ω¯m,Σ) Eigenvalues Stability
P1 (0, 1, 0) { 3(γ−2)2 , 3(γ − 1), 3γ} saddle for 0 < γ < 1 or 1 < γ < 2
nonhyperbolic for γ = 0, 1, 2
P2 (1, 0, 0) {3,− 32 ,−3(γ − 1)} saddle for γ > 1 or γ < 1
nonhyperbolic for γ = 1
P3 (0, 0,−
√
3) {6, 3,−3(γ − 2)} source for γ < 2
nonhyperbolic for γ = 2
P4 (0, 0,
√
3) {6, 3,−3(γ − 2)} saddle for γ < 2
nonhyperbolic for γ = 2
P5 (0, 0, 0) {−3,−3,−3γ} sink for γ > 0
nonhyperbolic for γ = 0
TABLE IV: Stability criteria for the equilibrium points of the system (214).
we obtain
ε˙ = −1
2
ε2
(
3γΩm + 2Σ
2 + 6Ω cos2(t− ϑ)) , (212a)
Ω˙ = Ωε
(
3(γΩm + Ω− 1) + 2Σ2 + 3(Ω− 1) cos(2(t− ϑ))
)√
2
3
√
Ω cos(t− ϑ) sin
(
± cos−1
(
− ε
2(Σ2+3(Ω+Ωm−1))
f
))
ε
, (212b)
Ω˙m = Ωmε
(
3γ(Ωm − 1) + 2Σ2 + 6Ω cos2(t− ϑ)
)
, (212c)
Σ˙ =
1
2
Σε
(
3γΩm + 2Σ
2 + 6Ω cos2(t− ϑ)− 6) , (212d)
ϑ˙ = −3
2
ε sin(2(t− ϑ)) +
sin(t− ϑ) sin
(
± cos−1
(
− ε
2(Σ2+3(Ω+Ωm−1))
f
))
√
6
√
Ωε
. (212e)
For the problem (212), we obtain the averaged system:
〈
P (ε)
〉
:

ε˙ = − 12ε2
(
3(γΩ¯m + Ω) + 2Σ¯
2
)
˙¯Ω = Ω¯ε
(
3(γΩ¯m + Ω− 1) + 2Σ¯2
)
˙¯Ωm = Ω¯mε
(
3γ(Ω¯m − 1) + 2Σ¯2 + 3Ω¯
)
˙¯Σ = 12 Σ¯ε
(
3(γΩ¯m + Ω¯− 2) + 2Σ¯2
)
˙¯ϑ = 0
. (213)
Introducing the time variable τ = ln a, we obtain the guiding system:
∂τ Ω¯ = Ω¯
(
3(γΩ¯m + Ω− 1) + 2Σ¯2
)
, (214a)
∂τ Ω¯m = Ω¯m
(
3γ(Ω¯m − 1) + 2Σ¯2 + 3Ω¯
)
, (214b)
∂τ Σ¯ =
1
2
Σ¯
(
3(γΩ¯m + Ω¯− 2) + 2Σ¯2
)
. (214c)
Observe that the system (214) is invariant under the change of coordinates Σ → −Σ, therefore we can
investigate only one part of the phase portrait.
The equilibrium points of the system (214) are P1 = (0, 1, 0), P2 = (1, 0, 0), P3 = (0, 0,−
√
3), P4 =
(0, 0,
√
3) y P5 = (0, 0, 0). The stability criteria of them is summarized in Table IV. In figure 8 it can be
corroborated that the origin is a sink as indicated in table IV.
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FIG. 8: Phase portrait of the system (214) for γ = 1.
VII. AVERAGING METHODS FOR THE SCALAR FIELD WITH GENERALIZED
HARMONIC POTENTIAL V (φ) = φ
2
2
+ f
[
1− cos
(
φ
f
)]
, f > 0, IN PRESENCE OF MATTER.
In this section, an scalar field cosmology is investigated in the presence of matter for FLRW metrics
and for Bianchi I metrics. The averaging methods are applied for a generalized harmonic potential of the
type V (φ) = φ
2
2 + f
(
1− cos
(
φ
f
))
, with f > 0. In each case the stability criteria of their equilibrium
points are obtained.
A. FLRW metric
For the FLRW metrics, the equations of motion are given by
φ¨+ 3Hφ˙+ φ+ sin
(
φ
f
)
= 0, (215a)
ρ˙m + 3γHρm = 0, (215b)
a˙ = aH, (215c)
H˙ = −1
2
(
γρm + φ˙
2
)
+
k
a2
, (215d)
3H2 =
1
2
φ˙2 +
φ2
2
+ f
[
1− cos
(
φ
f
)]
+ ρm − 3k
a2
, (215e)
Defining the following set of variables inspired in [70]
w = φ, u =
1
H
, v =
φ˙√
6H
, Ωk = − k
a2H2
, (216)
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and introducing the time variable dfdτ ≡ f ′ = H−1f˙ , we obtain the dynamical system
dw
dτ
=
√
6v, (217a)
du
dτ
= u
[
3v2 +
3
2
γΩm + Ωk
]
, (217b)
dv
dτ
= −3v + v
[
3v2 +
3
2
γΩm + Ωk
]
−
√
6
6
wu2 −
√
6
6
u2 sin
(
w
f
)
, (217c)
dΩk
dτ
= −2Ωk + 2Ωk
[
3v2 +
3
2
γΩm + Ωk
]
. (217d)
where
Ωm = 1− Ωk − v2 − 1
6
w2u2 − f
3
u2
[
1− cos
(
w
f
)]
. (218)
The stability criteria for the equilibrium points of the system (217) are summarized in Table V.
Label (w, u, v,Ωk) Existence Eigenvalues Stability
P1 (wc, 0, 0, 0) wc ∈ R {0, 3γ2 , 3γ2 − 3, 3γ − 2} saddle
P2 (wc, 0, 0, 1) wc ∈ R {−2, 1, 0, 2− 3γ} saddle
P3 (wc, 0, 0,Ωkc) wc ∈ R, ∀Ωkc,γ = 2/3 {−2, 1, 0, 0} saddle
P4 (w
∗,
√
6√
−2f cos
(
w∗
f
)
+2f+w∗2
, 0, 0) sin(w∗/f) + w∗ = 0 {−2,−3γ, λ1, λ2} see text
TABLE V: Stability criteria of the equilibrium points of the system (217).
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FIG. 9: Real parts of the eigenvalues λ1 and λ2 corresponding to the equilibrium point P4 of the system
(217).
Regarding the point P4, the eigenvalues λ1 and λ2 are given by
λ1 = −3
2
−
√
3
√
f
(
2f cos
(
w∗
f
)
− 2f − w∗2
)(
(6f2 + 8) cos
(
w∗
f
)
+ f
(−6f − 3w∗2 + 8))
−4f2 cos
(
w∗
f
)
+ 4f2 + 2fw∗2
, (219a)
λ2 = −3
2
−
√
3
√
f
(
2f cos
(
w∗
f
)
− 2f − w∗2
)(
(6f2 + 8) cos
(
w∗
f
)
+ f
(−6f − 3w∗2 + 8))
−4f2 cos
(
w∗
f
)
+ 4f2 + 2fw∗2
. (219b)
Substituting in the expressions for λ1,2 (w∗ is fixed) the value f = − w∗sin−1(w∗) , we have for all possible
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w∗, 0 < |w∗| ≤ 1, the diagram displayed in Fig. 9 for the equilibrium point P4 of the system (217). Recall
the transcendental equation − sin(w∗/f)−w∗ = 0 has not real roots for |w∗| > 1. On the other hand, at
these values we have 0 ≤ V ′′(w∗) = 1−
√
1−w∗2 sin−1(w∗)
w∗ ≤ 1. This implies that all the points with w∗ a
local minimum of the potential are saddles, due to the eigenvalues have real parts of different signs.
Using the notation ε = H, introducing the phase-amplitude variables
φ˙ = r cos(t− ϑ), φ = r sin(t− ϑ), (220)
ϑ = t− tan−1
(
φ
φ˙
)
, (221)
and defining
Ω =
r2
6H2
, Ωm =
ρm
3H2
, Ωk = − k
a2H2
, (222)
such that
f cos
(√
6
√
Ωε sin(t− ϑ)
f
)
= f + 3ε2(Ω + Ωk + Ωm − 1), (223)
we obtain the dynamical system
P (ε) :

ε˙ = − 12ε2
(
3γΩm + 6Ω cos
2(t− ϑ) + 2Ωk
)
Ω˙ = Ωε(3γΩm + 3(Ω− 1) cos(2(t− ϑ)) + 3Ω + 2Ωk − 3)
−
√
2
3
√
Ω cos(t−ϑ) sin
(√
6
√
Ωε sin(t−ϑ)
f
)
ε
Ω˙m = Ωmε
(
3γ(Ωm − 1) + 6Ω cos2(t− ϑ) + 2Ωk
)
Ω˙k = Ωkε
(
3γΩm + 6Ω cos
2(t− ϑ) + 2Ωk − 2
)
ϑ˙ = − 32ε sin(2(t− ϑ))−
sin(t−ϑ) sin
(√
6
√
Ωε sin(t−ϑ)
f
)
√
6
√
Ωε
. (224)
Using the substitution
√
6
√
Ωε sin(t− ϑ)
f
= ± cos−1
(
f + 3ε2(Ω + Ωk + Ωm − 1)
f
)
, (225)
we obtain
ε˙ = −1
2
ε2
(
3γΩm + 6Ω cos
2(t− ϑ) + 2Ωk
)
, (226a)
Ω˙ = Ωε(3γΩm + 3(Ω− 1) cos(2(t− ϑ)) + 3Ω + 2Ωk − 3)
−
√
2
3
√
Ω cos(t− ϑ) sin
(
± cos−1
(
f+3ε2(Ω+Ωk+Ωm−1)
f
))
ε
, (226b)
Ω˙m = Ωmε
(
3γ(Ωm − 1) + 6Ω cos2(t− ϑ) + 2Ωk
)
, (226c)
Ω˙k = Ωkε
(
3γΩm + 6Ω cos
2(t− ϑ) + 2Ωk − 2
)
, (226d)
ϑ˙ = −3
2
ε sin(2(t− ϑ))−
sin(t− ϑ) sin
(
± cos−1
(
f+3ε2(Ω+Ωk+Ωm−1)
f
))
√
6
√
Ωε
. (226e)
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For the problem (226) we obtain the averaged system:
〈
P (ε)
〉
:

ε˙ = − 12ε2(3γΩ¯m + 3Ω¯ + 2Ω¯k)
˙¯Ω = Ω¯ε(3γΩ¯m + 3Ω¯ + 2Ω¯k − 3)
˙¯Ωm = Ω¯mε(3γ(Ω¯m − 1) + 3Ω¯ + 2Ω¯k)
˙¯Ωk = Ω¯kε(3γΩ¯m + 3Ω¯ + 2Ω¯k − 2)
˙¯ϑ = 0
. (227)
Introducing the time variable τ = ln a, it is obtained the guiding system:
∂τ Ω¯ = Ω¯(3γΩ¯m + 3Ω¯ + 2Ω¯k − 3), (228a)
∂τ Ω¯m = Ω¯m(3γ(Ω¯m − 1) + 3Ω¯ + 2Ω¯k), (228b)
∂τ Ω¯k = Ω¯k(3γΩ¯m + 3Ω¯ + 2Ω¯k − 2). (228c)
Observe that the unperturbed system is the same system as (200), therefore, we obtain the same equi-
librium points P1 = (0, 1, 0), P2(0, 0, 1), P3 = (0, 0, 0) y P4 = (1, 0, 0). Their stability conditions are
summarized in Table II.
B. Bianchi I metric
For the Bianchi I metric the field equations becomes
φ¨+ 3Hφ˙+ φ+ sin
(
φ
f
)
= 0, (229a)
ρ˙m + 3γHρm = 0, (229b)
a˙ = aH, (229c)
H˙ = −1
2
(
γρm + φ˙
2
)
+
σ20
a6
, (229d)
3H2 =
1
2
φ˙2 +
φ2
2
+ f
[
1− cos
(
φ
f
)]
+ ρm +
σ20
a6
, (229e)
Introducing the following variables inspired in [70]:
w = φ, u =
1
H
, v =
φ˙√
6H
, Σ =
σ0
Ha3
, (230)
and the time variable dfdτ ≡ f ′ = H−1f˙ , we obtain the dynamical system
dw
dτ
=
√
6v, (231a)
du
dτ
= u
[
3v2 +
3
2
γΩm + Σ
2
]
, (231b)
dv
dτ
= −3v + v
[
3v2 +
3
2
γΩm + Σ
2
]
−
√
6
6
u2 sin
(
w
f
)
−
√
6
6
wu2, (231c)
dΣ
dτ
= −3Σ + Σ
[
3v2 +
3
2
γΩm + Σ
2
]
, (231d)
where
Ωm = 1− 1
3
Σ2 − v2 − 1
6
w2u2 − f
3
u2
[
1− cos
(
w
f
)]
. (232)
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The equilibrium points of the system (231), as well as their stability conditions are summarized in table
VI.
Label (w, u, v,Σ) Existence Eigenvalues Stability
P1 (wc, 0, 0, 0) wc ∈ R {0, 3γ2 , 3(γ−2)2 , 3(γ−2)2 } saddle
P2 (wc, 0, 0,−
√
3) wc ∈ R {0, 0, 3, 3(2− γ)} 2D unstable manifold
P3 (wc, 0, 0,
√
3) wc ∈ R {0, 0, 3, 3(2− γ)} 2D unstable manifold
P4
w∗, √6√
−2f cos
(
w∗
f
)
+2f+w∗2
, 0, 0
 − sin(w∗/f)− w∗ = 0 {−3,−3γ, λ1, λ2} see text
TABLE VI: Stability criteria of the equilibrium points of the system (231).
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FIG. 10: Real parts of the eigenvalues λ1 and λ2 for the equilibrium point P4 of the system (231).
Regarding the point P4, the eigenvalues λ1 and λ2 are given by
λ1 = −3
2
+
√
3
√
f
(
2f cos
(
w∗
f
)
− 2f − w∗2
)(
(6f2 + 8) cos
(
w∗
f
)
+ f
(−6f − 3w∗2 + 8))
−4f2 cos
(
w∗
f
)
+ 4f2 + 2fw∗2
, (233a)
λ2 = −3
2
−
√
3
√
f
(
2f cos
(
w∗
f
)
− 2f − w∗2
)(
(6f2 + 8) cos
(
w∗
f
)
+ f
(−6f − 3w∗2 + 8))
−4f2 cos
(
w∗
f
)
+ 4f2 + 2fw∗2
. (233b)
Substituting in the expressions for λ1,2 (w∗ is fixed) the value f = − w∗sin−1(w∗) , we have for all possible
w∗, 0 < |w∗| ≤ 1, the diagram displayed in Fig. 10 for the equilibrium point P4 of the system (231).
Recall the transcendental equation − sin(w∗/f) − w∗ = 0 has not real roots for |w∗| > 1. On the other
hand, at these values we have 0 ≤ V ′′(w∗) = 1 −
√
1−w∗2 sin−1(w∗)
w∗ ≤ 1. This implies that all the points
with w∗ a local minimum of the potential are saddles, due to the eigenvalues have real parts of different
signs.
Now we proceed to a first order perturbation.
Denoting ε = H, using the amplitude-phase transformations (variation of constants, [114], chapter 11)
φ˙ = r cos(t− ϑ), φ = r sin(t− ϑ), (234)
ϑ = t− tan−1
(
φ
φ˙
)
, (235)
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and defining
Ω =
r2
6H2
, Ωm =
ρm
3H2
, Σ =
σ0
a3H
, (236)
such that
f cos
(√
6
√
Ωε sin(t− ϑ)
f
)
= f + ε2
(
Σ2 + 3(Ω + Ωm − 1)
)
, (237)
it is derived the dynamical system
P (ε) :

ε˙ = − 12ε2
(
3γΩm + 2Σ
2 + 6Ω cos2(t− ϑ))
Ω˙ = Ωε
(
3(γΩm + Ω− 1) + 2Σ2 + 3(Ω− 1) cos(2(t− ϑ))
)
−
√
2
3
√
Ω cos(t−ϑ) sin
(√
6
√
Ωε sin(t−ϑ)
f
)
ε
Ω˙m = Ωmε
(
3γ(Ωm − 1) + 2Σ2 + 6Ω cos2(t− ϑ)
)
Σ˙ = 12Σε
(
3γΩm + 2Σ
2 + 6Ω cos2(t− ϑ)− 6)
ϑ˙ = − 32ε sin(2(t− ϑ))−
sin(t−ϑ) sin
(√
6
√
Ωε sin(t−ϑ)
f
)
√
6
√
Ωε
. (238)
Substituting
√
6
√
Ωε sin(t− ϑ)
f
= ± cos−1
(
f + ε2
(
Σ2 + 3(Ω + Ωm − 1)
)
f
)
, (239)
we obtain
ε˙ = −1
2
ε2
(
3γΩm + 2Σ
2 + 6Ω cos2(t− ϑ)) , (240a)
Ω˙ = Ωε
(
3(γΩm + Ω− 1) + 2Σ2 + 3(Ω− 1) cos(2(t− ϑ))
)
,
−
√
2
3
√
Ω cos(t− ϑ) sin
(
± cos−1
(
f+ε2(Σ2+3(Ω+Ωm−1))
f
))
ε
, (240b)
Ω˙m = Ωmε
(
3γ(Ωm − 1) + 2Σ2 + 6Ω cos2(t− ϑ)
)
, (240c)
Σ˙ =
1
2
Σε
(
3γΩm + 2Σ
2 + 6Ω cos2(t− ϑ)− 6) , (240d)
ϑ˙ = −3
2
ε sin(2(t− ϑ))−
sin(t− ϑ) sin
(
± cos−1
(
f+ε2(Σ2+3(Ω+Ωm−1))
f
))
√
6
√
Ωε
. (240e)
For the problem (240) it is obtained the averaged system:
〈
P (ε)
〉
:

ε˙ = − 12ε2
(
3(γΩ¯m + Ω¯) + 2Σ¯
2
)
˙¯Ω = Ω¯ε
(
3(γΩ¯m + Ω¯− 1) + 2Σ¯2
)
Ω˙m = Ω¯mε
(
3γ(Ω¯m − 1) + 2Σ¯2 + 3Ω¯
)
˙¯Σ = 12 Σ¯ε
(
3(γΩ¯m + Ω¯− 2) + 2Σ¯2
)
˙¯ϑ = 0
. (241)
Introducing the time variable τ = ln a, it is obtained the guiding system:
∂τ Ω¯ = Ω¯
(
3(γΩ¯m + Ω¯− 1) + 2Σ¯2
)
(242a)
∂τΩm = Ω¯m
(
3γ(Ω¯m − 1) + 2Σ¯2 + 3Ω¯
)
(242b)
∂τ Σ¯ =
1
2
Σ¯
(
3(γΩ¯m + Ω¯− 2) + 2Σ¯2
)
. (242c)
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The previous system is exactly the system (214). Therefore, the equilibrium points are the same: P1 =
(0, 1, 0), P2 = (1, 0, 0), P3 = (0, 0,−
√
3), P4 = (0, 0,
√
3) y P5 = (0, 0, 0). The stability criteria of the
equlibrium points of the system (242) are summarized in table IV.
VIII. AVERAGING METHODS FOR THE SCALAR FIELD WITH GENERALIZED
HARMONIC POTENTIAL V (φ) = φ
2
2
+ f cos
(
φ
f
)
, f > 0 NONMINIMALLY COUPLED TO
MATTER WITH COUPLING χ(φ) = χ0e
λφ
4−3γ .
In this section the averaging methods are applied for FLRW metrics and Bianchi I metrics for the
generalized harmonic potential V (φ) = φ
2
2 + f cos
(
φ
f
)
, f > 0, coupled to matter with coupling function
χ = χ0e
λφ
4−3γ , where λ is a constant and γ 6= 43 . In the following sections we will study the FLRW and
Bianchi I models separately.
A. FLRW metric
In this case the system (D1) becomes
φ¨+ 3Hφ˙+ φ− sin
(
φ
f
)
=
λ
2
ρm, (243a)
˙ρm + 3γHρm = −λ
2
ρmφ˙, (243b)
a˙ = aH, (243c)
H˙ = −1
2
(
γρm + φ˙
2
)
+
k
a2
, (243d)
3H2 = ρm +
1
2
φ˙2 +
φ2
2
+ f cos
(
φ
f
)
− 3k
a2
, (243e)
Defining the variables
w = φ, u =
1
H
, v =
φ˙√
6H
, Ωk = − k
a2H2
, (244)
and the time variable dfdτ ≡ f ′ = H−1f˙ , we obtain the dynamical system
dw
dτ
=
√
6v, (245a)
du
dτ
= u
(
3γΩm
2
+ 3v2 + Ωk
)
, (245b)
dv
dτ
=
u2 sin
(
w
f
)
√
6
+
1
2
√
3
2
λΩm − u
2w√
6
+ 3v3 + v
(
3γΩm
2
+ Ωk − 3
)
, (245c)
dΩk
dτ
= Ωk
(
3γΩm + 6v
2 + 2Ωk − 2
)
, (245d)
were
Ωm = 1− Ωk − v2 − 1
6
w2u2 − f
3
u2 cos
(
w
f
)
. (246)
Analyzing the stability of the equilibrium points of the system (245) we obtain the results displayed in
Table VII.
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Label (w, u, v,Ωk) Existence Eigenvalues Stability
P1 (wc, 0, 0, 0) wc ∈ R, λ = 0 {0, 3γ2 , 3(γ−2)2 , 3γ − 2} saddle
P2 (wc, 0, 0, 1) wc ∈ R {−2, 1, 0, 2− 3γ} saddle
P3 (wc, 0, 0,Ωkc) wc ∈ R, ∀Ωkc,γ = 2/3, λ = 0 {−2, 1, 0, 0} saddle
P4
w∗, √6√
2f cos
(
w∗
f
)
+w∗2
, 0, 0
 sin(w∗/f)− w∗ = 0 −2,−3γ, λ1, λ2 see text
TABLE VII: Stability criteria of the equilibrium points of system (245).
Concerning the equilibrium point P4 of the system (245), the eigenvalues λ1 y λ2 are given by:
λ1 = −3
2
−
√
3
√
f
(
2f cos
(
w∗
f
)
+ w∗2
)(
(6f2 + 8) cos
(
w∗
f
)
+ f
(
3w∗2 − 8))
2f
(
2f cos
(
w∗
f
)
+ w∗2
) , (247a)
λ2 = −3
2
+
√
3
√
f
(
2f cos
(
w∗
f
)
+ w∗2
)(
(6f2 + 8) cos
(
w∗
f
)
+ f
(
3w∗2 − 8))
2f
(
2f cos
(
w∗
f
)
+ w∗2
) . (247b)
where sin(w∗/f)− w∗ = 0. Eliminating f from the last equation and substituting in the expressions for
λ1,2 (w∗ is fixed), we have for all possible w∗, 0 < |w∗| ≤ 1, the diagram displayed in Fig. 7. On the
other hand, at these values we have V ′′(w∗) =
√
1−w∗2 sin−1(w∗)
w∗ + 1 ≥ 1. This implies that all the points
with w∗ a local minimum of the potential are sinks. Outside this interval the equilibrium point P4 does
not exists (the transcendental equation sin(w∗/f)− w∗ = 0 has not roots satisfying |w∗| > 1).
Now we proceed to a first order perturbation.
Denoting ε = H, and using the amplitude- phase transformation
φ˙ = r cos(t− ϑ), φ = r sin(t− ϑ), (248)
ϑ = t− tan−1
(
φ
φ˙
)
, (249)
we obtain
r˙ =
φ˙
r
[
φ¨+ φ
]
=
φ˙
r
[
−3Hφ˙+ sin
(
φ
f
)
+
λ
2
ρm
]
= −3Hr cos2(t− ϑ) + cos(t− ϑ) sin
(
r sin(t− ϑ)
f
)
+
λ
2
ρm cos(t− ϑ), (250)
and
ϑ˙ =
φ
r2
[
φ¨+ φ
]
=
φ
r2
[
−3Hφ˙+ sin
(
φ
f
)
+
λ
2
ρm
]
+
sin(t− ϑ) sin
(
r sin(t−ϑ)
f
)
r
− 3ε sin(t− ϑ) cos(t− ϑ) + λ
2
ρm
sin(t− ϑ)
r
. (251)
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Finally, we have
r˙ = −3εr cos2(t− ϑ) + cos(t− ϑ) sin
(
r sin(t− ϑ)
f
)
+
λ
2
ρm cos(t− ϑ), (252a)
ϑ˙ =
sin(t− ϑ) sin
(
r sin(t−ϑ)
f
)
r
− 3ε sin(t− ϑ) cos(t− ϑ) + λ
2
ρm
sin(t− ϑ)
r
, (252b)
ρ˙m = −3γερm, (252c)
a˙ = aε, (252d)
− ρm − r
2
2
− f cos
(
r sin(t− ϑ)
f
)
+
3k
a2
+ 3ε2 = 0. (252e)
Defining
Ω =
r2
6H2
, Ωm =
ρm
3H2
, Ωk = − k
a2H2
, (253)
which satisfy
f cos
(√
6
√
Ωε sin(t− ϑ)
f
)
+ 3ε2(Ω + Ωk + Ωm − 1) = 0, (254)
it is deduced the dynamical system
P (ε) :

ε˙ = − 1
2
ε2
(
3γΩm + 6Ω cos
2(t− ϑ) + 2Ωk
)
Ω˙ =
√
2
3
√
Ω cos(t−ϑ) sin
(√
6
√
Ωε sin(t−ϑ)
f
)
ε
+
1
2
ε
(
2Ω(3γΩm + 3(Ω− 1) cos(2(t− ϑ)) + 3Ω + 2Ωk − 3) +
√
6λ
√
ΩΩm cos(t− ϑ)
)
Ω˙m =
1
2
Ωmε
(
6γ(Ωm − 1)−
√
6λ
√
Ω cos(t− ϑ) + 6Ω cos(2(t− ϑ)) + 6Ω + 4Ωk
)
Ω˙k = Ωkε
(
3γΩm + 6Ω cos
2(t− ϑ) + 2Ωk − 2
)
)
ϑ˙ =
sin(t−ϑ) sin
(√
6
√
Ωε sin(t−ϑ)
f
)
√
6
√
Ωε
+ 1
4
ε
(√
6λΩm sin(t−ϑ)√
Ω
− 6 sin(2(t− ϑ))
)
.
(255)
Substituting
√
6
√
Ωε sin(t− ϑ)
f
= ± cos−1
(
−3ε
2(Ω + Ωk + Ωm − 1)
f
)
, (256)
we obtain:
ε˙ = −1
2
ε2
(
3γΩm + 6Ω cos
2(t− ϑ) + 2Ωk
)
, (257a)
Ω˙ =
√
2
3
√
Ω cos(t− ϑ) sin
(
± cos−1
(
− 3ε2(Ω+Ωk+Ωm−1)
f
))
ε
+
1
2
ε
(
2Ω(3γΩm + 3(Ω− 1) cos(2(t− ϑ)) + 3Ω + 2Ωk − 3) +
√
6λ
√
ΩΩm cos(t− ϑ)
)
, (257b)
Ω˙m =
1
2
Ωmε
(
6γ(Ωm − 1)−
√
6λ
√
Ω cos(t− ϑ) + 6Ω cos(2(t− ϑ)) + 6Ω + 4Ωk
)
, (257c)
Ω˙k = Ωkε
(
3γΩm + 6Ω cos
2(t− ϑ) + 2Ωk − 2
)
, (257d)
ϑ˙ =
sin(t− ϑ) sin
(
± cos−1
(
− 3ε2(Ω+Ωk+Ωm−1)
f
))
√
6
√
Ωε
+
1
4
ε
(√
6λΩm sin(t− ϑ)√
Ω
− 6 sin(2(t− ϑ))
)
. (257e)
50
Considering only the dominant terms of the system (257) as ε→ 0, we obtain
dt
dη
= ε,
dΩ
dη
= ±
√
2
3
√
Ω cos(t− ϑ), dϑ
dη
= ± sin(t− ϑ)√
6
√
Ω
. (258)
Assuming ε approximately constant, ε0, we obtain the system
dΩ
dη
= ±
√
2
3
√
Ω cos(ηε0 − ϑ), dϑ
dη
= ± sin(ηε0 − ϑ)√
6
√
Ω
. (259)
That is, the system (186) is recovered. The quadrature (188) is obtained, i.e.,
Ω(η) =
1
4
(
2Ω(0)
1
2 ±
∫ η
0
√
2
3
cos(ε0s− ϑ(s)) ds
)2
. (260)
Furthermore, for ϑ it is deduced the higher order differential equation
ϑ′′(η) = ϑ′(η) (ε0 − 2ϑ′(η)) cot(ηε0 − ϑ(η)). (261)
As before, assuming ε0  1, introducing the time variables η, ω = ε0η, treated as independent variables,
and using series expansion of the form
ϑ ∼ ϑ0(η, ω) + ε0ϑ1(η, ω) +O(ε20) + . . . , (262)
we obtain at order O(1): we have the zeroth order equation
ϑ0ηη = 2ϑ
2
0η cot(ϑ0), (263)
with solution
ϑ0(η, ω) = − cot−1 (c1(ω) (η + c2(ω))) . (264)
Substituting back at the equation at order O(ε20):
− 2ϑ0ηω − ϑ1ηη + 2ϑ0η csc2(ϑ0) [sin(2ϑ0) (ϑ0ω + ϑ1η)− ϑ0ηϑ1] = 0, (265)
we obtain
c1(ω)
2 ((c2(ω) + η) ((c2(ω) + η)ϑ1ηη + 4ϑ1η) + 2ϑ1) + ϑ1ηη + 2c
′
1(ω) = 0. (266)
The last equation is integrable, with general solution
ϑ1(η, ω) =
ηc4(ω) + c3(ω)
c1(ω)2 (c2(ω) + η) 2 + 1
− c
′
1(ω)
c1(ω)2
. (267)
Hence, we have
ϑ(η) = − cot−1 (c1(ηε0) (c2(ηε0) + η)) + ε0
(
c3(ηε0) + ηc4(ηε0)
c1(ηε0)2 (c2(ηε0) + η) 2 + 1
− c
′
1(ηε0)
c1(ηε0)2
)
. (268)
Finally, Ω(η) is given by the quadrature (260). This results are the same as discussed in section VIA.
Now we implement the averaging methods for an scalar field cosmology with generalized harmonic
potential of the type V (φ) = φ
2
2 + f cos(
φ
f ), with f > 0 minimally coupled to matter with coupling
function χ = χ0e
λφ
4−3γ , where λ is a constant and γ 6= 43 , for the FLRW metrics.
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For the problem (257) we obtain the averaged system:
〈
P (ε)
〉
:

ε˙ = − 12ε2(3γΩ¯m + 3Ω¯ + 2Ω¯k)
˙¯Ω = Ω¯ε(3γΩ¯m + 3Ω¯ + 2Ω¯k − 3)
˙¯Ωm = Ω¯mε(3γ(Ω¯m − 1) + 3Ω¯ + 2Ω¯k)
˙¯Ωk = Ω¯kε(3γΩ¯m + 3Ω¯ + 2Ω¯k − 2)
˙¯ϑ = 0
. (269)
By using the new temporary variable τ = ln a, the guide system is obtained:
∂τ Ω¯ = Ω¯(3γΩ¯m + 3Ω¯ + 2Ω¯k − 3), (270a)
∂τ Ω¯m = Ω¯m(3γ(Ω¯m − 1) + 3Ω¯ + 2Ω¯k), (270b)
∂τ Ω¯k = Ω¯k(3γΩ¯m + 3Ω¯ + 2Ω¯k − 2). (270c)
Analyzing the equilibrium points of the system (270) we obtain the points P1 = (0, 1, 0), P2(0, 0, 1),
P3 = (0, 0, 0) and P4 = (1, 0, 0). By evaluating the linearization of the system (270), and calculating the
eigenvalues, we obtain the results that are summarized in the table II. Let us note that the system (270)
is exactly (200), which means that on average the qualitative behavior is the same and the results are
independent of the coupling function.
B. Bianchi I metric
In this example the system (D1) becomes
φ¨+ 3Hφ˙+ φ− sin
(
φ
f
)
=
λ
2
ρm, (271a)
˙ρm + 3γHρm = −λ
2
ρmφ˙, (271b)
a˙ = aH, (271c)
H˙ = −1
2
(
γρm + φ˙
2
)
− σ
2
0
a6
, (271d)
3H2 =
1
2
φ˙2 +
φ2
2
+ f cos
(
φ
f
)
+ ρm +
σ20
a6
(271e)
Defining the variables
w = φ, u =
1
H
, v =
φ˙√
6H
, Σ =
σ0
a3H
, (272)
and the time variable dfdτ ≡ f ′ = H−1f˙ , we obtain the dynamical system
dw
dτ
=
√
6v, (273a)
du
dτ
= u
(
3γΩm
2
+ Σ2 + 3v2
)
(273b)
dv
dτ
=
u2 sin
(
w
f
)
√
6
+
1
2
√
3
2
λΩm − u
2w√
6
+ 3v3 + v
(
3γΩm
2
+ Σ2 − 3
)
, (273c)
dΣ
dτ
= Σ3 +
3
2
Σ
(
γΩm + 2v
2 − 2) , (273d)
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where
Ωm = 1− 1
3
Σ2 − v2 − 1
6
w2u2 − f
3
u2 cos
(
w
f
)
. (274)
Label (w, u, v,Σ) Existence Eigenvalues Stability
P1 (wc, 0, 0, 0) wc ∈ R {0, 3γ2 , 3γ2 − 3, 3γ2 − 3} saddle
P2 (wc, 0, 0,−
√
3) wc ∈ R {0, 0, 3, 3(2− γ)} 2D unstable manifold
P3 (wc, 0, 0,
√
3) wc ∈ R {0, 0, 3, 3(2− γ)} 2D unstable manifold
P4 (w
∗,
√
6√
2f cos
(
w∗
f
)
+w∗2
, 0, 0) sin(w∗/f)− w∗ = 0 {−3,−3γ, λ1, λ2} see text.
TABLE VIII: Stability criteria for the equilibrium points of the system (273).
For the equilibrium point P4 of the system (273) the eigenvalues λ1 and λ2 are given by:
λ1 = −3
2
−
√
3
√
f
(
2f cos
(
w∗
f
)
+ w∗2
)(
(6f2 + 8) cos
(
w∗
f
)
+ f
(
3w∗2 − 8))
2f
(
2f cos
(
w∗
f
)
+ w∗2
) , (275a)
λ2 = −3
2
+
√
3
√
f
(
2f cos
(
w∗
f
)
+ w∗2
)(
(6f2 + 8) cos
(
w∗
f
)
+ f
(
3w∗2 − 8))
2f
(
2f cos
(
w∗
f
)
+ w∗2
) . (275b)
where sin(w∗/f)− w∗ = 0. Eliminating f from the last equation and substituting in the expressions for
λ1,2 (w∗ is fixed), we have for all possible w∗, 0 < |w∗| ≤ 1, the diagram displayed in Fig. 7. On the
other hand, at these values we have V ′′(w∗) =
√
1−w∗2 sin−1(w∗)
w∗ + 1 ≥ 1. This implies that all the points
with w∗ a local minimum of the potential are sinks. Outside this interval the equilibrium point P4 does
not exists (the transcendental equation sin(w∗/f)− w∗ = 0 has not roots satisfying |w∗| > 1).
Now we proceed to a first order perturbation.
Denoting ε = H, using the amplitude- phase transformation [114]:
φ˙ = r cos(t− ϑ), φ = r sin(t− ϑ), (276)
ϑ = t− tan−1
(
φ
φ˙
)
, (277)
and defining
Ω =
r2
6H2
, Ωm =
ρm
3H2
, Σ =
σ0
a3H
. (278)
which satisfy
f cos
(√
6
√
Ωε sin(t− ϑ)
f
)
+ ε2
(
Σ2 + 3(Ω + Ωm − 1)
)
= 0, (279)
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we obtain the dynamical system
P (ε) :

ε˙ = − 1
2
ε2
(
3γΩm + 2Σ
2 + 6Ω cos2(t− ϑ))
Ω˙ =
√
2
3
√
Ω cos(t−ϑ) sin
(√
6
√
Ωε sin(t−ϑ)
f
)
ε
+ 1
2
ε
(
2Ω
(
3γΩm + 2Σ
2 + 3(Ω− 1) cos(2(t− ϑ)) + 3Ω− 3)+√6λ√ΩΩm cos(t− ϑ))
Ω˙m =
1
2
Ωmε
(
6γ(Ωm − 1) + 4Σ2 −
√
6λ
√
Ω cos(t− ϑ) + 6Ω cos(2(t− ϑ)) + 6Ω
)
Σ˙ = 1
2
Σε
(
3γΩm + 2Σ
2 + 6Ω cos2(t− ϑ)− 6)
ϑ˙ =
sin(t−ϑ) sin
(√
6
√
Ωε sin(t−ϑ)
f
)
√
6
√
Ωε
+ 1
4
ε
(√
6λΩm sin(t−ϑ)√
Ω
− 6 sin(2(t− ϑ))
)
. (280)
Using the relation
√
6
√
Ωε sin(t− ϑ)
f
= ± cos−1
(
−ε
2
(
Σ2 + 3Ω + 3Ωm − 3
)
f
)
(281)
we obtain
ε˙ = −1
2
ε2
(
3γΩm + 2Σ
2 + 6Ω cos2(t− ϑ)) , (282a)
Ω˙ =
√
2
3
√
Ω cos(t− ϑ) sin
(
± cos−1
(
− ε
2(Σ2+3Ω+3Ωm−3)
f
))
ε
+
1
2
ε
(
2Ω
(
3γΩm + 2Σ
2 + 3(Ω− 1) cos(2(t− ϑ)) + 3Ω− 3)+√6λ√ΩΩm cos(t− ϑ)) , (282b)
Ω˙m =
1
2
Ωmε
(
6γ(Ωm − 1) + 4Σ2 −
√
6λ
√
Ω cos(t− ϑ) + 6Ω cos(2(t− ϑ)) + 6Ω
)
, (282c)
Σ˙ =
1
2
Σε
(
3γΩm + 2Σ
2 + 6Ω cos2(t− ϑ)− 6) , (282d)
ϑ˙ =
sin(t− ϑ) sin
(
± cos−1
(
− ε
2(Σ2+3Ω+3Ωm−3)
f
))
√
6
√
Ωε
+
1
4
ε
(√
6λΩm sin(t− ϑ)√
Ω
− 6 sin(2(t− ϑ))
)
. (282e)
For the problem (282) we obtain the averaged system:
〈
P (ε)
〉
:

ε˙ = − 12ε2
(
3(γΩ¯m + Ω) + 2Σ¯
2
)
˙¯Ω = Ω¯ε
(
3(γΩ¯m + Ω− 1) + 2Σ¯2
)
˙¯Ωm = Ω¯mε
(
3γ(Ω¯m − 1) + 2Σ¯2 + 3Ω¯
)
˙¯Σ = 12 Σ¯ε
(
3(γΩ¯m + Ω¯− 2) + 2Σ¯2
)
˙¯ϑ = 0
. (283)
Introducing the new variable τ = ln a, we obtain the guiding system:
∂τ Ω¯ = Ω¯
(
3(γΩ¯m + Ω− 1) + 2Σ¯2
)
, (284a)
∂τ Ω¯m = Ω¯m
(
3γ(Ω¯m − 1) + 2Σ¯2 + 3Ω¯
)
, (284b)
∂τ Σ¯ =
1
2
Σ¯
(
3(γΩ¯m + Ω¯− 2) + 2Σ¯2
)
. (284c)
Analyzing the equilibrium points of the system (284), which is the same as (214), we obtain points of
the form P1 = (0, 1, 0), P2 = (1, 0, 0), P3 = (0, 0,−
√
3), P4 = (0, 0,
√
3) and P5 = (0, 0, 0). By evaluating
the points in the linearization of (284) and calculating their respective eigenvalues, we obtain the results
shown in the table IV. This means that on average the dynamics of the models (284) and (214) is the
same which indicates that the asymptotic behavior of the model on average is independent of the coupling
function, of the geometry of model (FLRW, Bianchi I). Although, obviously, non-averaged systems have
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different dynamics.
IX. AVERAGING METHODS FOR THE SCALAR FIELD WITH GENERALIZED
HARMONIC POTENTIAL V (φ) = φ
2
2
+ f
[
1− cos
(
φ
f
)]
, f > 0 NONMINIMALLY COUPLED TO
MATTER WITH COUPLING χ(φ) = χ0e
λφ
4−3γ .
In this section the averaging methods are applied for FLRW metrics and Bianchi I metrics for the
generalized harmonic potential V (φ) = φ
2
2 + f
[
1− cos
(
φ
f
)]
, f > 0, coupled to matter with coupling
function χ = χ0e
λφ
4−3γ , where λ is a constant and γ 6= 43 . In the following sections we will study the
FLRW and Bianchi I models separately.
A. FLRW metric
In this case the field equations are
φ¨+ 3Hφ˙+ φ+ sin
(
φ
f
)
=
λ
2
ρm, (285a)
˙ρm + 3γHρm = −λ
2
ρmφ˙, (285b)
a˙ = aH, (285c)
H˙ = −1
2
(
γρm + φ˙
2
)
+
k
a2
, (285d)
3H2 = ρm +
1
2
φ˙2 +
φ2
2
+ f
[
1− cos
(
φ
f
)]
− 3k
a2
, (285e)
Defining the variables
w = φ, u =
1
H
, v =
φ˙√
6H
, Ωk = − k
a2H2
, (286)
and the time variable dfdτ ≡ f ′ = H−1f˙ , we obtain the dynamical system
dw
dτ
=
√
6v, (287a)
du
dτ
= u
(
3γΩm
2
+ 3v2 + Ωk
)
, (287b)
dv
dτ
= −
u2 sin
(
w
f
)
√
6
+
1
2
√
3
2
λΩm − u
2w√
6
+ 3v3 + v
(
3γΩm
2
+ Ωk − 3
)
, (287c)
dΩk
dτ
= Ωk
(
3γΩm + 6v
2 + 2Ωk − 2
)
, (287d)
where
Ωm = 1− Ωk − v2 − 1
6
w2u2 − f
3
u2
[
1− cos
(
w
f
)]
. (288)
The stability criteria of the equilibrium points of system (287) are summarized in Table IX.
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Label (w, u, v,Ωk) Existence Eigenvalues Stability
P1 (wc, 0, 0, 0) wc ∈ R {0, 3γ2 , 3γ2 − 3, 3γ − 2} saddle
P2 (wc, 0, 0, 1) wc ∈ R {−2, 1, 0, 2− 3γ} saddle
P3 (wc, 0, 0,Ωkc) wc ∈ R, ∀Ωkc, γ = 2/3, λ = 0 {−2, 1, 0, 0} saddle
P4 (w
∗,
√
6√
−2f cos
(
w∗
f
)
+2f+w∗2
, 0, 0) sin(w∗/f) + w∗ = 0 {−2,−3γ, λ1, λ2} see text
TABLE IX: Stability criteria of the equilibrium points of the system (287).
Regarding the point P4, the eigenvalues λ1 and λ2 are given by
λ1 = −3
2
+
√
3
√
f
(
2f cos
(
w∗
f
)
− 2f − w∗2
)(
(6f2 + 8) cos
(
w∗
f
)
+ f
(−6f − 3w∗2 + 8))
−4f2 cos
(
w∗
f
)
+ 4f2 + 2fw∗2
, (289a)
λ2 = −3
2
−
√
3
√
f
(
2f cos
(
w∗
f
)
− 2f − w∗2
)(
(6f2 + 8) cos
(
w∗
f
)
+ f
(−6f − 3w∗2 + 8))
−4f2 cos
(
w∗
f
)
+ 4f2 + 2fw∗2
. (289b)
Substituting in the expressions for λ1,2 (w∗ is fixed) the value f = − w∗sin−1(w∗) , we have for all possible
w∗, 0 < |w∗| ≤ 1, the diagram displayed in Fig. 9 for the equilibrium point P4 of the system (287). Recall
the transcendental equation − sin(w∗/f)−w∗ = 0 has not real roots for |w∗| > 1. On the other hand, at
these values we have 0 ≤ V ′′(w∗) = 1−
√
1−w∗2 sin−1(w∗)
w∗ ≤ 1. This implies that all the points with w∗ a
local minimum of the potential are saddles, due to the eigenvalues have real parts of different signs.
Now we proceed to a first order perturbation.
Denoting ε = H, using the amplitude-phase transformation [114]
φ˙ = r cos(t− ϑ), φ = r sin(t− ϑ), (290)
ϑ = t− tan−1
(
φ
φ˙
)
, (291)
and defining
Ω =
r2
6H2
, Ωm =
ρm
3H2
, Ωk = − k
a2H2
, (292)
such that
f cos
(√
6
√
Ωε sin(t− ϑ)
f
)
= f + 3ε2(Ω + Ωk + Ωm − 1), (293)
we obtain the dynamical system
P (ε) :

ε˙ = − 1
2
ε2
(
3γΩm + 6Ω cos
2(t− ϑ) + 2Ωk
)
Ω˙ = 1
2
ε
(
2Ω(3γΩm + 3(Ω− 1) cos(2(t− ϑ)) + 3Ω + 2Ωk − 3)
+
√
6λ
√
ΩΩm cos(t− ϑ)
)
−
√
2
3
√
Ω cos(t−ϑ) sin
(√
6
√
Ωε sin(t−ϑ)
f
)
ε
Ω˙m =
1
2
Ωmε
(
6γ(Ωm − 1)−
√
6λ
√
Ω cos(t− ϑ) + 6Ω cos(2(t− ϑ)) + 6Ω + 4Ωk
)
Ω˙k = Ωkε
(
3γΩm + 6Ω cos
2(t− ϑ) + 2Ωk − 2
)
ϑ˙ = 1
4
ε
(√
6λΩm sin(t−ϑ)√
Ω
− 6 sin(2(t− ϑ))
)
−
sin(t−ϑ) sin
(√
6
√
Ωε sin(t−ϑ)
f
)
√
6
√
Ωε
. (294)
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Using the restriction
√
6
√
Ωε sin(t− ϑ)
f
= ± cos−1
(
f + 3ε2(Ω + Ωk + Ωm − 1)
f
)
, (295)
we obtain
ε˙ = −1
2
ε2
(
3γΩm + 6Ω cos
2(t− ϑ) + 2Ωk
)
, (296a)
Ω˙ =
1
2
ε
(
2Ω(3γΩm + 3(Ω− 1) cos(2(t− ϑ)) + 3Ω + 2Ωk − 3) +
√
6λ
√
ΩΩm cos(t− ϑ)
)
−
√
2
3
√
Ω cos(t− ϑ) sin
(
± cos−1
(
f+3ε2(Ω+Ωk+Ωm−1)
f
))
ε
, (296b)
Ω˙m =
1
2
Ωmε
(
6γ(Ωm − 1)−
√
6λ
√
Ω cos(t− ϑ) + 6Ω cos(2(t− ϑ)) + 6Ω + 4Ωk
)
, (296c)
Ω˙k = Ωkε
(
3γΩm + 6Ω cos
2(t− ϑ) + 2Ωk − 2
)
, (296d)
ϑ˙ =
1
4
ε
(√
6λΩm sin(t− ϑ)√
Ω
− 6 sin(2(t− ϑ))
)
−
sin(t− ϑ) sin
(
± cos−1
(
f+3ε2(Ω+Ωk+Ωm−1)
f
))
√
6
√
Ωε
. (296e)
For the problem (296) we obtain the averaged system:
〈
P (ε)
〉
:

ε˙ = − 12ε2(3γΩ¯m + 3Ω¯ + 2Ω¯k)
˙¯Ω = Ω¯ε(3γΩ¯m + 3Ω¯ + 2Ω¯k − 3)
˙¯Ωm = Ω¯mε(3γ(Ω¯m − 1) + 3Ω¯ + 2Ω¯k)
˙¯Ωk = Ω¯kε(3γΩ¯m + 3Ω¯ + 2Ω¯k − 2)
˙¯ϑ = 0
. (297)
Introducing the time variable τ = ln a, we obtain the guiding system:
∂τ Ω¯ = Ω¯(3γΩ¯m + 3Ω¯ + 2Ω¯k − 3), (298a)
∂τ Ω¯m = Ω¯m(3γ(Ω¯m − 1) + 3Ω¯ + 2Ω¯k), (298b)
∂τ Ω¯k = Ω¯k(3γΩ¯m + 3Ω¯ + 2Ω¯k − 2). (298c)
Analyzing the equilibrium points of the system (298) we obtain the points of the form P1 = (0, 1, 0),
P2 = (0, 0, 1), P3 = (0, 0, 0) and P4 = (1, 0, 0). By evaluating the linearization of the system (298) and
calculating the eigenvalues, we obtain the results that are summarized in the table II. Let us observe that
the system (298) is exactly (200) which means that on average the qualitative behavior is the same and
the results are independent of the coupling function.
B. Bianchi I metric
In this case the field equations are
φ¨+ 3Hφ˙+ φ+ sin
(
φ
f
)
=
λ
2
ρm, (299a)
˙ρm + 3γHρm = −λ
2
ρmφ˙, (299b)
a˙ = aH, (299c)
H˙ = −1
2
(
γρm + φ˙
2
)
− σ
2
0
a6
, (299d)
3H2 = ρm +
1
2
φ˙2 +
φ2
2
+ f
[
1− cos
(
φ
f
)]
+
σ20
a6
, (299e)
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Defining the variables
w = φ, u =
1
H
, v =
φ˙√
6H
, Σ =
σ0
H2a3
, (300)
and the time variable dfdτ ≡ f ′ = H−1f˙ , we obtain the dynamical system
dw
dτ
=
√
6v, (301a)
du
dτ
= u
(
3γΩm
2
+ Σ2 + 3v2
)
, (301b)
dv
dτ
= −
u2 sin
(
w
f
)
√
6
+
1
2
√
3
2
λΩm − u
2w√
6
+ 3v3 + v
(
3γΩm
2
+ Σ2 − 3
)
, (301c)
dΣ
dτ
= Σ3 +
3
2
Σ
(
γΩm + 2v
2 − 2) , (301d)
where
Ωm = 1− 1
3
Σ2 − v2 − 1
6
w2u2 − f
3
u2
[
1− cos
(
w
f
)]
. (302)
The equilibrium points of the system (301), as well as their stability conditions are summarized in table
X.
Label (w, u, v,Σ) Existence Eigenvalues Stability
P1 (wc, 0, 0, 0) wc ∈ R {0, 3γ2 , 3(γ−2)2 , 3(γ−2)2 } saddle
P2 (wc, 0, 0,−
√
3) wc ∈ R {0, 0, 3, 3(2− γ)} 2D unstable manifold
P3 (wc, 0, 0,
√
3) wc ∈ R {0, 0, 3, 3(2− γ)} 2D unstable manifold
P4 (w
∗,
√
6√
−2f cos
(
w∗
f
)
+2f+w∗2
, 0, 0) − sin(w∗/f)− w∗ = 0 {−3,−3γ, λ1, λ2} see text
TABLE X: Stability criteria of the equilibrium points of the system (301).
Regarding the equilibrium point P4 of the system (301), the eigenvalues λ1 and λ2 are given by
λ1 = −3
2
+
√
3
√
f
(
2f cos
(
w∗
f
)
− 2f − w∗2
)(
(6f2 + 8) cos
(
w∗
f
)
+ f
(−6f − 3w∗2 + 8))
−4f2 cos
(
w∗
f
)
+ 4f2 + 2fw∗2
, (303a)
λ2 = −3
2
−
√
3
√
f
(
2f cos
(
w∗
f
)
− 2f − w∗2
)(
(6f2 + 8) cos
(
w∗
f
)
+ f
(−6f − 3w∗2 + 8))
−4f2 cos
(
w∗
f
)
+ 4f2 + 2fw∗2
. (303b)
Substituting in the expressions for λ1,2 (w∗ is fixed) the value f = − w∗sin−1(w∗) , we have for all possible
w∗, 0 < |w∗| ≤ 1, the diagram displayed in Fig. 10 for the equilibrium point P4 of the system (301).
Recall the transcendental equation − sin(w∗/f) − w∗ = 0 has not real roots for |w∗| > 1. On the other
hand, at these values we have 0 ≤ V ′′(w∗) = 1 −
√
1−w∗2 sin−1(w∗)
w∗ ≤ 1. This implies that all the points
with w∗ a local minimum of the potential are saddles, due to the eigenvalues have real parts of different
signs.
Denoting ε = H, and using the amplitude-phase transformation [114]
φ˙ = r cos(t− ϑ), φ = r sin(t− ϑ), (304)
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ϑ = t− tan−1
(
φ
φ˙
)
, (305)
and defining
Ω =
r2
6H2
, Ωm =
ρm
3H2
, Σ =
σ0
a3H
. (306)
such that
f cos
(√
6
√
Ωε sin(t− ϑ)
f
)
= f + ε2
(
Σ2 + 3(Ω + Ωm − 1)
)
, (307)
we obtain the dynamical system
P (ε) :

ε˙ = − 12ε2
(
3γΩm + 2Σ
2 + 6Ω cos2(t− ϑ))
Ω˙ = 12ε
(
2Ω
(
3γΩm + 2Σ
2 + 3(Ω− 1) cos(2(t− ϑ)) + 3Ω− 3)
+
√
6λ
√
ΩΩm cos(t− ϑ)
)
−
√
2
3
√
Ω cos(t−ϑ) sin
(√
6
√
Ωε sin(t−ϑ)
f
)
ε
Ω˙m =
1
2Ωmε
(
6γ(Ωm − 1) + 4Σ2 −
√
6λ
√
Ω cos(t− ϑ) + 6Ω cos(2(t− ϑ)) + 6Ω
)
Σ˙ = 12Σε
(
3γΩm + 2Σ
2 + 6Ω cos2(t− ϑ)− 6)
1
4ε
(√
6λΩm sin(t−ϑ)√
Ω
− 6 sin(2(t− ϑ))
)
− sin(t−ϑ) sin
(√
6
√
Ωε sin(t−ϑ)
f
)
√
6
√
Ωε
. (308)
Using the substitution
√
6
√
Ωε sin(t− ϑ)
f
= ± cos−1
(
−ε
2
(
Σ2 + 3Ω + 3Ωm − 3
)
f
)
(309)
we obtain
ε˙ = −1
2
ε2
(
3γΩm + 2Σ
2 + 6Ω cos2(t− ϑ)) , (310a)
Ω˙ =
1
2
ε
(
2Ω
(
3γΩm + 2Σ
2 + 3(Ω− 1) cos(2(t− ϑ)) + 3Ω− 3)+√6λ√ΩΩm cos(t− ϑ))
−
√
2
3
√
Ω cos(t− ϑ) sin
(
± cos−1
(
f+ε2(Σ2+3(Ω+Ωm−1))
f
))
ε
, (310b)
Ω˙m =
1
2
Ωmε
(
6γ(Ωm − 1) + 4Σ2 −
√
6λ
√
Ω cos(t− ϑ) + 6Ω cos(2(t− ϑ)) + 6Ω
)
, (310c)
Σ˙ =
1
2
Σε
(
3γΩm + 2Σ
2 + 6Ω cos2(t− ϑ)− 6) , (310d)
ϑ˙ =
1
4
ε
(√
6λΩm sin(t− ϑ)√
Ω
− 6 sin(2(t− ϑ))
)
−
sin(t− ϑ) sin
(
± cos−1
(
f+ε2(Σ2+3(Ω+Ωm−1))
f
))
√
6
√
Ωε
(310e)
For the problem (310) we obtain the averaged system:
〈
P (ε)
〉
:

ε˙ = − 12ε2
(
3(γΩ¯m + Ω) + 2Σ¯
2
)
˙¯Ω = Ω¯ε
(
3(γΩ¯m + Ω− 1) + 2Σ¯2
)
˙¯Ωm = Ω¯mε
(
3γ(Ω¯m − 1) + 2Σ¯2 + 3Ω¯
)
˙¯Σ = 12 Σ¯ε
(
3(γΩ¯m + Ω¯− 2) + 2Σ¯2
)
˙¯ϑ = 0
. (311)
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Introducing the time variable τ = ln a, we obtain the guiding system:
∂τ Ω¯ = Ω¯
(
3(γΩ¯m + Ω− 1) + 2Σ¯2
)
, (312a)
∂τ Ω¯m = Ω¯m
(
3γ(Ω¯m − 1) + 2Σ¯2 + 3Ω¯
)
, (312b)
∂τ Σ¯ =
1
2
Σ¯
(
3(γΩ¯m + Ω¯− 2) + 2Σ¯2
)
. (312c)
Analyzing the equilibrium points of the system (312), which is the same as (214), we obtain points of
the form P1 = (0, 1, 0), P2 = (1, 0, 0), P3 = (0, 0,−
√
3), P4 = (0, 0,
√
3) and P5 = (0, 0, 0). By evaluating
the points in the linearization of (312) and calculating their respective eigenvalues, we obtain the results
shown in the table (IV). This means that on average the dynamics of the models (312), (284) and (214)
is the same which indicates that the asymptotic behavior of the model on average is independent of the
coupling function, of the model geometry (FLRW, Bianchi I). Although, obviously, non-averaged systems
have different dynamics.
X. RESULTS AND CONCLUSIONS
This paper was devoted to the study of perturbation problems in scalar field cosmologies in vacuum
and with matter, with minimal and non-minimal couplings. We have investigated scalar field cosmologies
in Friedmann-Lemaitre Robertson-Walker metrics and in Bianchi I metric. We have used qualitative
techniques, asymptotic methods, and averaging theory, to obtain relevant information about the solution’s
space of the aforementioned cosmologies.
In section II we have discussed some basic examples of applications of perturbation techniques. We
have commented on the concepts of fast and slow systems with respect to an small parameter. Combining
results of these two limiting problems, one obtains information of the dynamics for small values of ε. This
technique is used to construct uniformly valid approximations to the solutions of perturbation problems in
which the solutions depend simultaneously on quite different scales by using seed solutions which satisfies
some version of the original equations in the limit of ε→ 0.
We have illustrated the the expansion in ε technique to solve approximately the initial value problem
with τ > 0:
d2y
dτ2
= − 1
(1 + εy)2
, y(0) = 0, y′(0) = 0. (313)
The approximated solution is given by y(τ) ∼ τ (1− 12τ) + 13ετ3 (1− 14τ), and it is uniformly valid as
ε→ 0.
Next we have illustrated the two-timing technique to a classical textbook example [112], given by the
ordinary differential equation
y′′ + εy′ + y = 0, t > 0, y(0) = 0, y′(0) = 1. (314)
In this method one incorporates the two scales in the model by introducing the time variables t, τ = εt,
and treat them as independent variables. Next one uses Taylor expansions in the parameter ε. Then
one solves the equations order by order eliminating secular terms. In this classical example a good
approximated solution of the problem is
y ∼ e− τ2 sin(t), (315)
valid up to the first order of ε.
In this paper the two-timing procedure was also applied to a model coming from the cosmological
set-up. We have studied the so-called induced gravity model with the action [115, 116]:
SIG =
∫ √−g( σ2
8ω0
R− 1
2
gµν∂µσ∂νσ − γ
2U0σ
2
4− 6γ2
)
, (316)
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ω0 > 0, γ ≥ 0. We add a massless scalar field and consider the action in [117]:
SIGφ = SIG +
∫ √−g(−1
2
gµν∂µφ∂νφ
)
. (317)
To define the order parameter ε we have started by the equation of motion for a massless scalar field is
given by
φ¨+ 3
a˙
a
φ˙ = 0, (318)
and admits the solution φ˙ = εa−3, where ε is an integration constant, that we have set ε → 0 for an
slow-varying scalar field.
Using the parametrization [115]
a = σ−1 exp(u+ v), (319a)
σ = exp(A(u− v)), (319b)
with A =
√
3
2γ, and applying the two-timing method, we have obtained the first order approximations
u(t; ε) = c2 −
{
2 ln(cosh(∆))√
6γ−6 , γ
2 < 6
2 ln(cos(∆))√
6γ−6 , γ
2 ≥ 6. + ε

2
√
2c2 tanh(∆)√
U0(6−γ2)
, γ2 < 6
2
√
2c2 tan(∆)√
U0(γ2−6)
, γ2 ≥ 6
+O(ε2), (320a)
v(t; ε) = c3 +
{
2 ln(sinh(∆))√
6γ+6
, γ2 < 6
2 ln(sin(∆))√
6γ+6
, γ2 ≥ 6 + ε

− 4(
√
3γ−3√2)c2 coth(∆)
(
√
6γ+6)
√
U0(6−γ2)
, γ2 < 6
4(
√
3γ−3√2)c2 cot(∆)
(
√
6γ+6)
√
U0(γ2−6)
, γ2 ≥ 6
+O(ε2), (320b)
where ∆ := ∆(t) = (24c1+t)
√
U0
√
|γ2−6|
4
√
3
.
These solutions are valid on the time scale εt = O(1). However, if one wants an approximation that
holds over a longer time interval, say up to ε2t = O(1), the appropriate time scales in this case are
t1 = t, t2 = εt, t3 = ε
2t. The time derivative now transforms as ddt → ∂∂t1 + ε ∂∂t2 + ε2 ∂∂t3 , and it is
proposed a solution y = y0+εy1+ε2y2+ . . .. A principle that can help filter out unwanted multiple-scale
expansions involves minimizing the error. To explain, in determining y0 we want to minimize the value of
the error E0 = max0≤t≤Tε−2 ‖y(t)−y0(t, εt, ε2t)‖, where T is fixed. Once this result is established, then
in determining y1 we want to minimize the error E1 = max0≤t≤Tε−2 ‖y(t)−y0(t, εt, ε2t)−y1(t, εt, ε2t)‖,
where T is fixed; and so on.
In section III we have summarized some Averaging techniques that motivates the rest of the approach
in the present paper.
Regarding the cosmological applications of these techniques we have obtained the following results.
In Sections IV and V the Perturbation Theory Methods were applied to analyze the periodic solutions
for potentials V1(φ) = f cos
(
φ
f
)
+ φ
2
2 , and V2(φ) = −f cos
(
φ
f
)
+ f + φ
2
2 , respectively, for models with
minimal coupling to the matter field.
In the sections VIII and IX we have taken the potentials V1(φ), and V2(φ), as defined above, respectively,
but considering an interaction with the matter of the type Q = λρm, or which is the same, considered
the coupling function χ(φ) = χ0e
λφ
4−3γ . Using averaging methods for periodic functions of a determined
period T , we have concluded that, regardless of whether the scalar field is minimally or not minimally
coupled to the matter field (at least for interactions of the type Q = λρm), there is not a difference
in dynamics when performing the averaging process. This indicates that the asymptotic results when
H → 0 are independent of the coupling function. In addition, when comparing the averaged systems
for the FLRW metrics and the Bianchi I metric, the stability results are qualitatively the same as for
the averaged systems, indicating that the asymptotic behavior when H → 0 of the averaged model is
independent of the coupling function, and in addition of the geometry (FLRW, Bianchi I). Although,
obviously, non averaged systems have quite different dynamics.
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Appendix A: Gronwall’s Lemma
Lemma A.1 (Gronwall’s Lemma). 1. Differential form.
(a) Let be η(t) a nonnegative function, absolutely continuous over [0, T ], which satisfies almost
everywhere the differential inequality
η′(t) ≤ φ(t)η(t) + ψ(t), (A1)
where φ(t) and ψ(t) are nonnegative summable functions over [0, T ]. Then,
η(t) ≤ e
∫ t
0
φ(s)ds
[
η(0) +
∫ t
0
ψ(s)ds
]
, (A2)
is satisfied for all 0 ≤ t ≤ T .
(b) In particular, if
η′(t) ≤ φ(t)η(t), t ∈ [0, T ], η(0) = 0, (A3)
then
η ≡ 0, t ∈ [0, T ]. (A4)
2. Integral form
(a) Let be ξ(t) a nonnegative function, summable over [0, T ] which satisfies almost everywhere the
integral inequality
ξ(t) ≤ C1
∫ t
0
ξ(s)ds+ C2, C1, C2 ≥ 0. (A5)
Then
ξ(t) ≤ C2(1 + C1teC1t), (A6)
almost everywhere for t in 0 ≤ t ≤ T .
(b) In particular, if
ξ(t) ≤ C1
∫ t
0
ξ(s)ds, C1 ≥ 0, (A7)
almost everywhere for t in 0 ≤ t ≤ T , then
η ≡ 0, (A8)
almost everywhere for t in 0 ≤ t ≤ T .
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Appendix B: Scalar field in vacuum
The field equations of an scalar field with self-interacting potential V (φ) in vacuum are given by
φ¨+ 3Hφ˙+
dV (φ)
dφ
= 0, (B1a)
H˙ = −1
2
φ˙2, (B1b)
3H2 =
1
2
φ˙2 + V (φ), (B1c)
where a(t) denotes the scale factor of the universe, H = a˙a denotes de Hubble scalar, φ is the scalar field
and V (φ) the scalar field self-interacting potential, which is assume to be of class C2.
Appendix C: Scalar field in presence of matter for FLRW metrics and Bianchi I metrics
The equations for an scalar field cosmology in the presence of matter for FLRW metrics and for Bianchi
I metrics are [99, 119]:
φ¨+ 3Hφ˙+
dV (φ)
dφ
= 0, (C1a)
ρ˙m + 3γHρm = 0, (C1b)
a˙ = aH, (C1c)
H˙ = −1
2
(
γρm + φ˙
2
)
+
1
6
aG′0(a), (C1d)
3H2 =
1
2
φ˙2 + V (φ) + ρm +G0(a), (C1e)
where the dot denotes the derivative with respect to t, H = a˙/a denotes is Hubble expansion scalar,
φ = φ(t) is the scalar field and V (φ) the self-interaction potential of class C2. ρm corresponds to the
energy density of matter, with EoS wm = pmρm := γ− 1, where γ ∈ [0, 2] denotes the barotropic index. An
auxiliary function is used to include FLRW and Bianchi I geometry defined by:
G0(a) =
{
−3 ka2 , k = 0,±1, FLRW,
σ20
a6 , Bianchi I
(C2)
Integrating equation (C1b) we obtain ρm =
ρm,0
a3γ .
Appendix D: Scalar field nonminimally coupled to matter for FLRW metrics and Bianchi I metric
The equations for an scalar field cosmology nonminimally coupled to matter for FLRW metrics and
for Bianchi I metrics are [68, 75]:
φ¨+ 3Hφ˙+
dV (φ)
dφ
=
1
2
(4− 3γ)ρm d lnχ
dφ
, (D1a)
˙ρm + 3γHρm = −1
2
(4− 3γ)ρmφ˙d lnχ
dφ
, (D1b)
a˙ = aH, (D1c)
H˙ = −1
2
(
γρm + φ˙
2
)
+
1
6
aG′0(a), (D1d)
3H2 = ρm +
1
2
φ˙2 + V (φ) +G0(a), (D1e)
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where it is defined
G0(a) =
{
−3 ka2 , k = 0,±1, FLRW,
σ20
a6 , Bianchi I
(D2)
Integrating (D1b) we obtain
ρm =
ρm,0
a3γ
χ(a)−2+
3γ
2 . (D3)
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