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THE MULTICOMPONENT KP HIERARCHY: DIFFERENTIAL FAY
IDENTITIES AND LAX EQUATIONS
LEE PENG TEO
Abstract. In this article, we show that four sets of differential Fay identities of an N-component
KP hierarchy derived from the bilinear relation satisfied by the tau function of the hierarchy are
sufficient to derive the auxiliary linear equations for the wave functions. From this, we derive the
Lax representation for the N-component KP hierarchy, which are equations satisfied by some pseu-
dodifferential operators with matrix coefficients. Besides the Lax equations with respect to the time
variables proposed in [2], we also obtain a set of equations relating different charge sectors, which
can be considered as a generalization of the modified KP hierarchy proposed in [10].
1. Introduction
The KP hierarchy [1] is one of the most extensively studied integrable hierarchies. It arises in many
different fields of mathematics and physics such as enumerative algebraic geometry, hydrodynamics
and string theory. It is an infinite set of coupled partial differential equations of infinitely many
functions u1, u2, . . . of infinitely many variables t1, t2, . . .. In terms of the pseudo-differential operator
L = ∂ + u1∂
−1 + u2∂
−2 + . . ., where ∂ = ∂t1 , the partial differential equations can be expressed as
∂L
∂tn
= [Bn, L], Bn := (L
n)+, n = 1, 2, . . . ,
where (Ln)+ means the differential part of the operator L
n. One of the biggest breakthroughs in the
study of the KP hierarchy is the group theoretical description of the solutions of the KP hierarchy
[1], which is closely related to the infinite dimensional Grassmann manifolds [5, 6]. To every solution
of the KP hierarchy, there exists a tau function τ(t) which satisfies the bilinear relation∮
τ(t− [z−1])e
∑
∞
n=1(tn−t
′
n)znτ(t′ + [z−1])dz = 0. (1.1)
Here t = (t1, t2, . . .) and [z
−1] = (z−1, z−2/2, z−3/3, . . .). Such a tau function can be represented
using the charge zero sector of a free fermion system.
In [2], Date, Jimbo, Kashiwara and Miwa extended their work [1] to the multicomponent KP
hierarchy proposed by Sato in a lecture. For an N -component KP hierarchy, there are N infinite
families of time variables tαn, α = 1, . . . , N, n = 1, 2, . . .. The coefficients u1, u2, . . . of the Lax
operator L = ∂ + u1∂
−1 + u2∂
−2 + . . . are N × N matrices. The operator ∂ now is equal to
∂t11 + . . .+ ∂tN1 . There are another N pseudodifferential operators R1, . . . , RN of the form
Rα = Eα + uα1∂
−1 + uα2∂
−2 + . . . ,
where Eα is the N ×N matrix with 1 on the (α,α)-component and zero elsewhere, and uα1, uα2, . . .
are also N ×N matrices. The operators L,R1, . . . , RN satisfy the following conditions:
LRα = RαL, RαRβ = δαβRα,
N∑
α=1
Rα = 1.
The Lax equations are:
∂L
∂tαn
= [Bαn, L],
∂Rβ
∂tαn
= [Bβn, L], Bαn := (L
nRα)+.
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The tau function of an N -component KP hierarchy can also be expressed in terms of fermions, but
N components of free fermions are required. Moreover, one has to go beyond the charge zero sector.
More precisely, let s1, . . . , sN be the charge of each component of the free fermions. Then for a fixed
s = (s1, . . . , sN )
T with s1 + . . . + sN = 0, the tau function of an N -component KP hierarchy can
be written as τ(s, t), where t is the collective notation for all the time variables. τ(s, t) satisfies the
following bilinear relations:
N∑
γ=1
ǫαγ(s)ǫβγ(s
′)
∮
dzzsγ−s
′
γ+δαγ+δβγ−2eξ(tγ−t
′
γ ,z)
× τ
(
s+ eα − eγ , t − [z
−1]γ
)
τ
(
s
′ − eβ + eγ , t
′ + [z−1]γ
)
= 0
(1.2)
for any 1 ≤ α, β ≤ N . Here eα is the column vector with 1 on the α-position and zero elsewhere,
and ǫαγ(s) is a sign function. One problem that has not been explored in connection with he mul-
ticomponent KP hierarchy is the dependence of the operators L,R1, . . . , RN on the charge variables
s. This will be considered in this article.
In the seminal paper [8], Takasaki and Takebe derived the differential Fay identity for the KP
hierarchy from the bilinear relation (1.1). It was shown that the differential Fay identity is equivalent
to the KP hierarchy, by first showing that the differential Fay identity implies linear equations of the
form
∂tnΨ = Bn(∂)Ψ,
where Ψ is the wave function of the KP hierarchy, and Bn is a differential operator in ∂ = ∂t1 of order
n. In [9], Takasaki derived the differential Fay identities of BKP and DKP hierarchies and obtained
the auxiliary linear equations of these hierarchies from their respective differential Fay identities.
This further illustrates the importance of differential Fay identities as a set of identities that encode
all the information of the integrable hierarchies. Differential Fay identities also play important roles
in studying the dispersionless limits of integrable hierarchies. In [7], Takasaki and Takebe derived
four set of differential Fay identities for the multicomponent KP hierarchy from the bilinear relation
(1.2) and showed that their dispersionless limits give rise to the universal Whitham hierarchy. In
fact, they considered (N +1)-component KP hierarchy, where one of the components is more special
than the other components and is denoted by the 0th-component. Some auxiliary linear equations
for (N +1) components of the matrix wave function were derived from the differential Fay identities
but they do not directly lead to the Lax representation of the multicomponent KP hierarchy. In fact,
for an (N + 1)-component KP hierarchy, the wave function is an (N + 1) × (N + 1)-matrix valued
function, but only one row of this matrix, the 0th-row, was considered in [7]. The auxiliary linear
equations derived in [7] only leads to linear evolution equations of the form
∂tαnΨ0 = Bαn(∂α1)Ψ0,
where Ψ0 is the 0
th-row of the matrix wave function, and Bαn(∂α1) is a differential operator of order
n in ∂tα1 . One would expect that for a multicomponent KP hierarchy, the Bαn is a differential
operator of ∂ = ∂t11 + . . . + ∂tN1 rather than of ∂tα1 . In this article, we show that without singling
out a special component, one can derive the auxiliary linear equations for the matrix wave function
of the multicomponent KP hierarchy from the differential Fay identities which have the expected
form
∂tαnΨ = Bαn(∂)Ψ.
Besides these linear differential equations with respect to the time variables tαn, we also obtain linear
equations with respect to the charge variables. The latter is what we need for exploring the variations
of the operators L,R1, . . . , RN with respect to the charge variables s1, . . . , sN .
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2. N-component KP hierarchy
Let N be a positive integer. The time variables of the N -component KP hierarchy are N -sequences
of continuous variables {t1j}
∞
j=1,. . . , {tNj}
∞
j=1 collectively denoted by
t = (t1, t2, . . . , tN )
T
tα = (tα1, tα2, . . .), α = 1, 2, . . . , N.
There are N additional discrete charge variables s1, s2, . . . , sN ∈ Z, collectively written as
s = (s1, . . . , sN )
T ,
and subjected to the condition
N∑
α=1
sα = 0.
An N -component KP hierarchy can be defined by the bilinear identities satisfied by its tau function
τ(s, t) [2, 4, 7, 3]:
N∑
γ=1
ǫαγ(s)ǫβγ(s
′)
∮
dzzsγ−s
′
γ+δαγ+δβγ−2eξ(tγ−t
′
γ ,z)
× τ
(
s+ eα − eγ , t − [z
−1]γ
)
τ
(
s
′ − eβ + eγ , t
′ + [z−1]γ
)
= 0
(2.1)
for any 1 ≤ α, β ≤ N . Here eα is the N×1 column vector with 1 on the α
th place and zero elsewhere,
ǫαγ(s) =


(−1)sα+1+...+sγ , if α < β
1, if α = β
−(−1)sγ+1+...+sα, if α > β
,
ξ(tγ , z) =
∞∑
j=1
tγjz
j ,
and (
t− [z−1]γ
)
αj
= tαj − δαγ
z−j
j
.
As pointed out in [7], it is sufficient to consider the case where α = β, which gives∮
dzzsα−s
′
αeξ(tα−t
′
α,z)τ
(
s, t− [z−1]α
)
τ
(
s
′, t′ + [z−1]α
)
+
∑
1≤γ≤N
γ 6=α
ǫαγ(s)ǫαγ(s
′)
×
∮
dzzsγ−s
′
γ−2eξ(tγ−t
′
γ ,z)τ
(
s+ eα − eγ , t− [z
−1]γ
)
τ
(
s
′ − eα + eγ , t
′ + [z−1]γ
)
= 0.
(2.2)
The general case (2.1) where α 6= β can be recovered from (2.2) by replacing s′ with s′ + eα − eβ,
using the fact that
Lemma 2.1. Let 1 ≤ α, β, γ ≤ N be three distinct integers. For any s, we have
(i) ǫαβ(s+ eα − eβ) = ǫβα(s),
(ii) ǫαγ(s+ eα − eβ) = ǫβγ(s)ǫβα(s).
The wave function Ψ(s, t, z) and the adjoint wave function Ψ∗(s, t, z) of the N -component KP
hierarchy are N ×N matrix-valued functions with the (α, β)-components defined respectively by
Ψαβ(s, t, z) =ǫαβ(s)
τ(s+ eα − eβ, t − [z
−1]β)
τ(s, t)
zsβ+δαβ−1eξ(tβ ,z),
Ψ∗αβ(s, t, z) =ǫαβ(s)
τ(s− eα + eβ, t + [z
−1]β)
τ(s, t)
z−sβ+δαβ−1e−ξ(tβ ,z).
(2.3)
4 LEE PENG TEO
The bilinear identity (2.1) is then equivalent to∮
dzΨ(s, t, z)Ψ∗(s′, t′, z)T = 0. (2.4)
3. Differential and Difference Fay Identities
In this section, four sets of differential Fay identities satisfied by the tau function of a multicompo-
nent KP hierarchy are derived from the bilinear identity. This has in fact been considered in [7]. The
main difference is that we do not specify a particular component which was called the 0th-component
in [7]. Two sets of difference Fay identities are also derived from the bilinear relation. It is shown
that the difference Fay identities can in fact be deduced from the differential Fay identities. Therefore
they do not contain any new information other than those encoded in the differential Fay identities.
3.1. Differential Fay Identities. The differential Fay identities of a multicomponent KP hierarchy
can be divided into four sets:
DFI: For any α,
∂tα1 log τ
(
s, t − [µ−1]α
)
− ∂tα1 log τ
(
s, t− [ν−1]α
)
µ− ν
=
τ (s, t) τ
(
s, t − [µ−1]α − [ν
−1]α
)
τ (s, t− [µ−1]α) τ (s, t− [ν−1]α)
− 1. (3.1)
DFII: For any distinct α and β,
∂tβ1 log τ
(
s, t− [µ−1]α
)
− ∂tβ1 log τ
(
s, t− [ν−1]α
)
µ−1 − ν−1
=−
τ (s+ eα − eβ, t) τ
(
s− eα + eβ, t− [µ
−1]α − [ν
−1]α
)
τ (s, t− [µ−1]α) τ (s, t− [ν−1]α)
.
(3.2)
DFIII: For any distinct α and β,
∂tα1 log τ
(
s+ eα − eβ, t− [ν
−1]β
)
− ∂tα1 log τ
(
s, t− [µ−1]α
)
=µ− µ
τ (s, t) τ
(
s+ eα − eβ , t− [µ
−1]α − [ν
−1]β
)
τ (s, t− [µ−1]α) τ (s+ eα − eβ, t− [ν−1]β)
.
(3.3)
DFIV: For any distinct α, β and κ,
∂tκ1 log τ
(
s, t− [µ−1]α
)
− ∂tκ1 log τ
(
s+ eα − eβ, t− [ν
−1]β
)
=−
ǫακ(s)ǫβκ(s)
ǫβα(s)
τ (s+ eα − eκ, t) τ
(
s− eβ + eκ, t− [µ
−1]α − [ν
−1]β
)
τ (s+ eα − eβ, t− [ν−1]β) τ (s, t− [µ−1]α)
.
(3.4)
They are generalizations of the identities (61), (63), (62) and (64) in [7]. For completeness, we give
their derivations here.
Proof. For DFI, differentiate (2.2) with respect to tα1 and set s
′ = s, t′ = t − [µ−1]α − [ν
−1]α, we
have∮
dz
1
1− z
µ
1
1− z
ν
{
zτ
(
s, t− [z−1]α
)
+ ∂tα1τ
(
s, t − [z−1]α
)}
τ
(
s, t− [µ−1]α − [ν
−1]α + [z
−1]α
)
= 0.
Computing the residue, we find that{
µτ
(
s, t− [µ−1]α
)
+ ∂tα1τ
(
s, t − [µ−1]α
)}
τ
(
s, t− [ν−1]α
)
− µτ (s, t) τ
(
s, t− [µ−1]α − [ν
−1]α
)
−
{
ντ
(
s, t− [ν−1]α
)
+ ∂tα1τ
(
s, t − [ν−1]α
)}
τ
(
s, t− [µ−1]α
)
+ ντ (s, t) τ
(
s, t − [µ−1]α − [ν
−1]α
)
= 0,
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which gives (3.1) after some rearrangement.
For DFII, differentiate (2.2) with respect to tβ1 and set s
′ = s, t′ = t− [µ−1]α − [ν
−1]α, we have∮
dz
1
1− z
µ
1
1− z
ν
∂tβ1τ
(
s, t− [z−1]α
)
τ
(
s, t− [µ−1]α − [ν
−1]α + [z
−1]α
)
+
∮
dzz−2
(
zτ
(
s+ eα − eβ, t− [z
−1]β
)
+ ∂tβ1τ
(
s+ eα − eβ , t− [z
−1]β
))
× τ
(
s− eα + eβ, t− [µ
−1]α − [ν
−1]α + [z
−1]β
)
= 0.
This gives
νµ
ν − µ
∂tβ1τ
(
s, t − [µ−1]α
)
τ
(
s, t− [ν−1]α
)
−
µν
ν − µ
∂tβ1τ
(
s, t− [ν−1]α
)
τ
(
s, t − [µ−1]α
)
+ τ (s+ eα − eβ, t) τ
(
s− eα + eβ , t− [µ
−1]α − [ν
−1]α
)
= 0,
which is equivalent to (3.2).
For DFIII, differentiate (2.1) with respect to tα1 and set s
′ = s, t′ = t− [µ−1]α − [ν
−1]β, we have
ǫβα(s)
∮
dzz−1
1
1− z
µ
{
zτ
(
s, t− [z−1]α
)
+ ∂tα1τ
(
s, t− [z−1]α
)}
× τ
(
s+ eα − eβ, t− [µ
−1]α − [ν
−1]β + [z
−1]α
)
+ ǫαβ(s)
∮
dzz−1
1
1− z
ν
∂tα1τ
(
s+ eα − eβ, t − [z
−1]β
)
τ
(
s, t− [µ−1]α − [ν
−1]β + [z
−1]β
)
= 0.
Since
ǫβα(s) = −ǫαβ(s),
this gives{
µτ
(
s, t − [µ−1]α
)
+ ∂tα1τ
(
s, t− [µ−1]α
)}
τ
(
s+ eα − eβ, t − [ν
−1]β
)
− µτ (s, t) τ
(
s+ eα − eβ, t− [µ
−1]α − [ν
−1]β
)
= ∂tα1τ
(
s+ eα − eβ, t− [ν
−1]β
)
τ
(
s, t− [µ−1]α
)
,
which is equivalent to (3.3).
For DFIV, differentiate (2.1) with respect to tκ1 and set s
′ = s, t′ = t− [µ−1]α − [ν
−1]β, we have
ǫβα(s)
∮
dzz−1
1
1− z
µ
∂tκ1τ
(
s, t − [z−1]α
)
τ
(
s+ eα − eβ , t− [µ
−1]α − [ν
−1]β + [z
−1]α
)
+ ǫαβ(s)
∮
dzz−1
1
1− z
ν
∂tκ1τ
(
s+ eα − eβ, t − [z
−1]β
)
τ
(
s, t− [µ−1]α − [ν
−1]β + [z
−1]β
)
+ ǫακ(s)ǫβκ(s)
∮
dzz−2
{
zτ
(
s+ eα − eκ, t − [z
−1]κ
)
+ ∂tκ1τ
(
s+ eα − eκ, t − [z
−1]κ
)}
× τ
(
s− eβ + eκ, t− [µ
−1]α − [ν
−1]β + [z
−1]κ
)
= 0.
This gives
∂tκ1τ
(
s, t− [µ−1]α
)
τ
(
s+ eα − eβ, t− [ν
−1]β
)
− ∂tκ1τ
(
s+ eα − eβ, t− [ν
−1]β
)
τ
(
s, t− [µ−1]α
)
+
ǫακ(s)ǫβκ(s)
ǫβα(s)
τ (s+ eα − eκ, t) τ
(
s− eβ + eκ, t− [µ
−1]α − [ν
−1]β
)
= 0,
which is equivalent to (3.4). 
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3.2. Difference Fay Identities. The difference Fay identities of a multicomponent KP hierarchy
can be divided into two sets:
CFI: For any distinct α, β, λ and κ,
ǫβα(s+ eλ − eκ)τ (s, t) τ
(
s+ eλ − eκ − eβ + eα, t − [µ
−1]κ
)
+ ǫαβ(s)τ (s+ eα − eβ, t) τ
(
s+ eλ − eκ, t − [µ
−1]κ
)
+ ǫακ(s)ǫβκ(s+ eλ − eκ)τ
(
s+ eα − eκ, t− [µ
−1]κ
)
τ (s+ eλ − eβ, t) = 0.
(3.5)
CFII: For distinct α, β and λ,
ǫβα(s)τ (s, t) τ
(
s− eβ + eα, t − [µ
−1]λ
)
+ ǫαβ(s)τ (s+ eα − eβ, t) τ
(
s, t− [µ−1]λ
)
+ ǫαλ(s)ǫβλ(s)µ
−1τ
(
s+ eα − eλ, t − [µ
−1]λ
)
τ (s− eβ + eλ, t) = 0.
(3.6)
Proof. For CFI, set s′ = s+ eλ − eκ and t
′ = t− [µ−1]κ in the bilinear identity (2.1). We have
ǫβα(s+ eλ − eκ)
∮
dzz−1τ
(
s, t− [z−1]α
)
τ
(
s+ eλ − eκ − eβ + eα, t − [µ
−1]κ + [z
−1]α
)
+ ǫαβ(s)
∮
dzz−1τ
(
s+ eα − eβ , t− [z
−1]β
)
τ
(
s+ eλ − eκ, t− [µ
−1]κ + [z
−1]β
)
+ ǫακ(s)ǫβκ(s+ eλ − eκ)
∮
dzz−1
1
1− z
µ
τ
(
s+ eα − eκ, t − [z
−1]κ
)
τ
(
s+ eλ − eβ, t− [µ
−1]κ + [z
−1]κ
)
= 0,
which gives (3.5). CFII is proved in the same way but by taking λ = κ. 
3.3. Difference Fay Identities From Differential Fay Identities. In this section, we show that
the Difference Fay identities CFI and CFII can in fact be derived from the differential Fay identities
DFII, DFIII and DFIV.
Proof. Taking ν →∞ in (3.2), (3.3) and (3.4), we find that
µ
(
∂tβ1 log τ
(
s, t − [µ−1]α
)
− ∂tβ1 log τ (s, t)
)
= −
τ (s+ eα − eβ, t) τ
(
s− eα + eβ , t− [µ
−1]α
)
τ (s, t− [µ−1]α) τ (s, t)
,
(3.7)
∂tα1 log τ (s+ eα − eβ, t)− ∂tα1 log τ
(
s, t− [µ−1]α
)
= µ− µ
τ (s, t) τ
(
s+ eα − eβ, t− [µ
−1]α
)
τ (s, t− [µ−1]α) τ (s+ eα − eβ, t)
,
(3.8)
∂tκ1 log τ
(
s, t− [µ−1]α
)
− ∂tκ1 log τ (s+ eα − eβ, t)
=−
ǫακ(s)ǫβκ(s)
ǫβα(s)
τ (s+ eα − eκ, t) τ
(
s− eβ + eκ, t − [µ
−1]α
)
τ (s+ eα − eβ, t) τ (s, t − [µ−1]α)
.
(3.9)
Taking µ→∞ in (3.4) and (3.9), we have
∂tκ1 log τ (s, t)− ∂tκ1 log τ
(
s+ eα − eβ, t− [ν
−1]β
)
=−
ǫακ(s)ǫβκ(s)
ǫβα(s)
τ (s+ eα − eκ, t) τ
(
s− eβ + eκ, t− [ν
−1]β
)
τ (s+ eα − eβ, t− [ν−1]β) τ (s, t)
,
(3.10)
∂tκ1 log τ (s, t)− ∂tκ1 log τ (s+ eα − eβ, t) = −
ǫακ(s)ǫβκ(s)
ǫβα(s)
τ (s+ eα − eκ, t) τ (s− eβ + eκ, t)
τ (s+ eα − eβ, t) τ (s, t)
.
(3.11)
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Now we can prove CFII (3.6). First, the left hand side of (3.6) can be rewritten as
ǫβα(s)τ (s+ eα − eβ, t) τ
(
s, t− [µ−1]λ
)(τ (s, t) τ (s− eβ + eα, t− [µ−1]λ)
τ (s+ eα − eβ, t) τ (s, t− [µ−1]λ)
− 1
+
ǫαλ(s)ǫβλ(s)
ǫβα(s)
µ−1
τ
(
s+ eα − eλ, t− [µ
−1]λ
)
τ (s− eβ + eλ, t)
τ (s+ eα − eβ, t) τ (s, t− [µ−1]λ)
)
.
From (3.9) with α→ λ, κ→ α and (3.7) with α→ λ, β → α, we have
τ (s, t) τ
(
s− eβ + eα, t− [µ
−1]λ
)
τ (s+ eα − eβ , t) τ (s, t− [µ−1]λ)
− 1
+
ǫαλ(s)ǫβλ(s)
ǫβα(s)
µ−1
τ
(
s+ eα − eλ, t− [µ
−1]λ
)
τ (s− eβ + eλ, t)
τ (s+ eα − eβ, t) τ (s, t− [µ−1]λ)
=−
ǫλα(s)ǫβα(s)
ǫβλ(s)
τ (s, t) τ (s+ eλ − eβ , t)
τ (s+ eα − eβ, t) τ (s+ eλ − eα, t)
×
(
∂tα1 log τ
(
s, t − [µ−1]λ
)
− ∂tα1 log τ (s+ eλ − eβ, t)
)
− 1
−
ǫαλ(s)ǫβλ(s)
ǫβα(s)
τ (s, t) τ (s− eβ + eλ, t)
τ (s+ eα − eβ, t) τ (s+ eλ − eα, t)
(
∂tα1 log τ
(
s, t− [µ−1]λ
)
− ∂tα1 log τ (s, t)
)
.
Using (3.11) with α→ λ, κ→ α, we find that this is equal to
∂tα1 log τ
(
s, t− [µ−1]λ
)
− ∂tα1 log τ (s+ eλ − eβ, t)
∂tα1 log τ (s, t)− ∂tα1 log τ (s+ eλ − eβ, t)
− 1
−
∂tα1 log τ
(
s, t − [µ−1]λ
)
− ∂tα1 log τ (s, t)
∂tα1 log τ (s, t)− ∂tα1 log τ (s+ eλ − eβ, t)
= 0.
This proves CFII (3.6). For CFI (3.5), the left hand side can be rewritten as
ǫβα(s)τ (s+ eα − eβ, t) τ
(
s+ eλ − eκ, t − [µ
−1]κ
)
×
{
ǫβα(s+ eλ − eκ)
ǫβα(s)
τ (s, t) τ
(
s+ eλ − eκ − eβ + eα, t − [µ
−1]κ
)
τ (s+ eα − eβ, t) τ (s+ eλ − eκ, t − [µ−1]κ)
− 1
+
ǫακ(s)ǫβκ(s+ eλ − eκ)
ǫβα(s)
τ
(
s+ eα − eκ, t− [µ
−1]κ
)
τ (s+ eλ − eβ, t)
τ (s+ eα − eβ, t) τ (s+ eλ − eκ, t− [µ−1]κ)
}
.
(3.12)
Using (3.9) with α→ κ, κ→ α, s→ s+ eλ − eκ, we find that
ǫβα(s+ eλ − eκ)
ǫβα(s)
τ (s, t) τ
(
s+ eλ − eκ − eβ + eα, t− [µ
−1]κ
)
τ (s+ eα − eβ, t) τ (s+ eλ − eκ, t− [µ−1]κ)
=−
ǫκα(s+ eλ − eκ)ǫβκ(s+ eλ − eκ)
ǫβα(s)
τ (s, t) τ (s+ eλ − eβ, t)
τ (s+ eα − eβ , t) τ (s+ eλ − eα, t)
×
(
∂tα1 log τ
(
s+ eλ − eκ, t− [µ
−1]κ
)
− ∂tα1 log τ (s+ eλ − eβ , t)
)
.
(3.13)
Applying (3.11) with α→ λ, κ→ α, and using the fact that
ǫκα(s+ eλ − eκ)ǫβκ(s+ eλ − eκ)
ǫβλ(s)ǫλα(s)
= 1,
we find that (3.13) is equal to
ǫκα(s+ eλ − eκ)ǫβκ(s+ eλ − eκ)
ǫβλ(s)ǫλα(s)
∂tα1 log τ
(
s+ eλ − eκ, t − [µ
−1]κ
)
− ∂tα1 log τ (s+ eλ − eβ, t)
∂tα1 log τ (s, t)− ∂tα1 log τ (s+ eλ − eβ , t)
.
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On the other hand, using (3.9) with α→ κ, κ→ α, β → λ, s→ s+ eλ − eκ, and the fact that
ǫακ(s)ǫλα(s+ eλ − eκ)
ǫλκ(s+ eλ − eκ)
= −1,
we find that
ǫακ(s)ǫβκ(s+ eλ − eκ)
ǫβα(s)
τ
(
s+ eα − eκ, t− [µ
−1]κ
)
τ (s+ eλ − eβ, t)
τ (s+ eα − eβ, t) τ (s+ eλ − eκ, t− [µ−1]κ)
=
ǫκα(s+ eλ − eκ)ǫβκ(s+ eλ − eκ)
ǫβα(s)
τ (s, t) τ (s+ eλ − eβ, t)
τ (s+ eα − eβ, t) τ (s+ eλ − eα, t)
×
(
∂tα1 log τ
(
s+ eλ − eκ, t − [µ
−1]κ
)
− ∂tα1 log τ (s, t)
)
=−
∂tα1 log τ
(
s+ eλ − eκ, t− [µ
−1]κ
)
− ∂tα1 log τ (s, t)
∂tα1 log τ (s, t)− ∂tα1 log τ (s+ eλ − eβ, t)
.
Therefore, (3.12) is equal to
∂tα1 log τ
(
s+ eλ − eκ, t− [µ
−1]κ
)
− ∂tα1 log τ (s+ eλ − eβ, t)
∂tα1 log τ (s, t)− ∂tα1 log τ (s+ eλ − eβ, t)
− 1
−
∂tα1 log τ
(
s+ eλ − eκ, t− [µ
−1]κ
)
− ∂tα1 log τ (s, t)
∂tα1 log τ (s, t)− ∂tα1 log τ (s+ eλ − eβ , t)
= 0.
This proves CFI (3.5). 
4. Auxiliary Linear Equations and Lax Equations
In this section, we derive the auxiliary linear equations for the wave function Ψ(s, t, z) (2.3).
Define the differential operator
Dα(z) =
∞∑
j=1
z−j
j
∂
∂tαj
.
First we have
Proposition 4.1. For 1 ≤ α ≤ N , the wave function Ψ(s, t, z) satisfies the following linear equa-
tions:(
1− e−Dα(λ)
)
Ψ(s, t, z) = D(s, t, ∂, λ)Ψ(s, t, z) =
(
B(s, t, ∂, λ)Eα +EαC(s, t, λ)
)
Ψ(s, t, z), (4.1)
where
Bβκ(s, t, ∂, λ) =


−λ−1 (∂tκ1 logΨκκ(s, t, λ)− λ− ∂) , if β = κ
−ǫβκ(s)
τ (s, t)
τ (s+ eκ − eβ, t)
∂tβ1 logΨκκ(s, t, λ), if β 6= κ
;
Cβκ(s, t, λ) =


0, if β = κ
−λ−1ǫβκ(s)
τ (s+ eβ − eκ, t)
τ (s, t)
, if β 6= κ
.
Here Eα is the N × N matrix with (α,α)-element equal to one and zero elsewhere, and ∂ is the
operator
∂ =
N∑
κ=1
∂
∂tκ1
.
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Proof. Writing out the components of the equation (4.1), we need to show that(
1− e−Dα(λ)
)
Ψαα(s, t, z) =− λ
−1 (∂tα1 logΨαα(s, t, λ)− λ− ∂)Ψαα(s, t, z)
− λ−1
∑
1≤β≤N
β 6=α
ǫαβ(s)
τ (s+ eα − eβ, t)
τ (s, t)
Ψβα(s, t, z),
(4.2)
and if β, κ 6= α,(
1− e−Dα(λ)
)
Ψβα(s, t, z) =− ǫβα(s)
τ (s, t)
τ (s+ eα − eβ, t)
∂tβ1 logΨαα(s, t, λ)Ψαα(s, t, z), (4.3)
(
1− e−Dα(λ)
)
Ψαβ(s, t, z) =− λ
−1 (∂tα1 log Ψαα(s, t, λ)− λ− ∂)Ψαβ(s, t, z)
− λ−1
∑
1≤κ≤N
κ 6=α
ǫακ(s)
τ (s+ eα − eκ, t)
τ (s, t)
Ψκβ(s, t, z),
(4.4)
(
1− e−Dα(λ)
)
Ψβκ(s, t, z) = −ǫβα(s)
τ (s, t)
τ (s+ eα − eβ, t)
∂tβ1 log Ψαα(s, t, λ)Ψακ(s, t, z). (4.5)
First, we notice that for any α, β, κ, if α = κ,
e−Dα(λ)Ψβα(s, t, z) = e
−Dα(λ)
{
ǫβα(s)
τ(s+ eβ − eα, t − [z
−1]α)
τ(s, t)
zsα+δβα−1eξ(tα,z)
}
=ǫβα(s)
τ(s+ eβ − eα, t − [λ
−1]α − [z
−1]α)
τ(s, t− [λ−1]α)
zsα+δβα−1
(
1−
z
λ
)
eξ(tα,z),
and if α 6= κ,
e−Dα(λ)Ψβκ(s, t, z) = e
−Dα(λ)
{
ǫβκ(s)
τ(s+ eβ − eκ, t − [z
−1]κ)
τ(s, t)
zsκ+δβκ−1eξ(tκ,z)
}
=ǫβκ(s)
τ(s+ eβ − eκ, t − [λ
−1]α − [z
−1]κ)
τ(s, t − [λ−1]α)
zsκ+δβκ−1eξ(tκ,z).
On the other hand, for any α, β, κ, we have
∂tκ1 log Ψαβ(s, t, z) = ∂tκ1 log τ(s+ eα − eβ, t− [z
−1]β)− ∂tκ1 log τ(s, t) + δβκz.
Therefore with µ = z, ν = λ, DFI (3.1) implies that
∂tα1 logΨαα(s, t, z)− ∂tα1 log Ψαα(s, t, λ) =(z − λ)
τ (s, t) τ
(
s, t− [λ−1]α − [z
−1]α
)
τ (s, t − [λ−1]α) τ (s, t − [z−1]α)
.
Therefore, (
∂tα1 log Ψαα(s, t, z) − ∂tα1 log Ψαα(s, t, λ)
)
Ψαα(s, t, z)
=
(
∂tα1 log Ψαα(s, t, z) − ∂tα1 log Ψαα(s, t, λ)
)τ (s, t − [z−1]α)
τ (s, t)
zsαeξ(tα,z)
=− λ
(
1−
z
λ
) τ (s, t− [λ−1]α − [z−1]α)
τ (s, t− [λ−1]α)
zsαeξ(tα,z)
=− λe−Dα(λ)Ψαα(s, t, z).
(4.6)
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This is in fact eq. (75) in [7]. Now (3.7) with µ = z implies that
∂tβ1Ψαα(s, t, z) =
[
∂tβ1 log Ψαα(s, t, z)
]
Ψαα(s, t, z)
=
(
∂tβ1 log τ
(
s, t− [z−1]α
)
− ∂tβ1 log τ (s, t)
)τ (s, t− [z−1]α)
τ (s, t)
zsαeξ(tα,z)
=ǫαβ(s)
τ (s+ eα − eβ, t)
τ (s, t)
ǫβα(s)
τ
(
s− eα + eβ, t − [z
−1]α
)
τ (s, t)
zsα−1eξ(tα,z)
=ǫαβ(s)
τ (s+ eα − eβ, t)
τ (s, t)
Ψβα(s, t, z).
(4.7)
Using the fact that
∂Ψαα(s, t, z) = ∂tα1Ψαα(s, t, z) +
∑
1≤β≤N
β 6=α
∂tβ1Ψαα(s, t, z),
we find that (4.6) and (4.7) together give (4.2).
To prove (4.3), notice that with µ = z, ν = λ, DFII (3.2) implies that for β 6= α,
∂tβ1 logΨαα(s, t, z)− ∂tβ1 logΨαα(s, t, λ)
=− z−1
(
1−
z
λ
) τ (s+ eα − eβ, t) τ (s− eα + eβ , t− [λ−1]α − [z−1]α)
τ (s, t− [λ−1]α) τ (s, t− [z−1]α)
.
Therefore,(
∂tβ1 log Ψαα(s, t, z)− ∂tβ1 log Ψαα(s, t, λ)
)
Ψαα(s, t, z)
=
(
∂tβ1 log Ψαα(s, t, z)− ∂tβ1 log Ψαα(s, t, λ)
)τ (s, t− [z−1]α)
τ (s, t)
zsαeξ(tα,z)
=ǫαβ(s)
τ (s+ eα − eβ, t)
τ (s, t)
ǫβα(s)
τ
(
s− eα + eβ, t− [λ
−1]α − [z
−1]α
)
τ (s, t− [λ−1]α)
zsα−1
(
1−
z
λ
)
eξ(tα,z)
=ǫαβ(s)
τ (s+ eα − eβ, t)
τ (s, t)
e−Dα(λ)Ψβα(s, t, z).
Together with (4.7), we find that
ǫαβ(s)
τ (s+ eα − eβ , t)
τ (s, t)
Ψβα(s, t, z)−
[
∂tβ1 log Ψαα(s, t, λ)
]
Ψαα(s, t, z)
=ǫαβ(s)
τ (s+ eα − eβ , t)
τ (s, t)
e−Dα(λ)Ψβα(s, t, z),
which is equivalent to (4.3).
Now to prove (4.4), DFIII (3.3) with ν = z and µ = λ shows that for α 6= β,
(∂tα1 logΨαβ(s, t, z) − ∂tα1 log Ψαα(s, t, λ))
τ
(
s+ eα − eβ, t− [z
−1]β
)
τ (s, t)
zsβ−1eξ(tβ ,z)
=− λ
τ
(
s+ eα − eβ, t − [λ
−1]α − [z
−1]β
)
τ (s, t − [λ−1]α)
zsβ−1eξ(tβ ,z).
This gives (
∂tα1 − ∂tα1 log Ψαα(s, t, λ)
)
Ψαβ(s, t, z) = −λe
−Dα(λ)Ψαβ(s, t, z). (4.8)
Interchanging α and β, replacing s by s+ eα − eβ , and setting µ = z in (3.8), we find that
∂tβ1 log τ(s+ eα − eβ, t − [z
−1]β)− ∂tβ1 log τ(s, t) + z = z
τ(s+ eα − eβ, t)τ(s, t − [z
−1]β)
τ(s+ eα − eβ, t− [z−1]β)τ(s, t)
.
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This gives
∂tβ1Ψαβ(s, t, z) = ǫαβ(s)
τ(s+ eα − eβ, t)
τ(s, t)
Ψββ(s, t, z). (4.9)
Now set ν = z and let µ→∞ in DFIV (3.4), we find that for κ 6= α, β,
∂tκ1 log τ
(
s+ eα − eβ, t− [z
−1]β
)
− ∂tκ1 log τ (s, t)
=
ǫακ(s)ǫβκ(s)
ǫβα(s)
τ (s+ eα − eκ, t) τ
(
s− eβ + eκ, t − [z
−1]β
)
τ (s+ eα − eβ , t− [z−1]β) τ (s, t)
.
(4.10)
This gives
∂tκ1Ψαβ(s, t, z) = ǫακ(s)
τ (s+ eα − eκ, t)
τ (s, t)
Ψκβ(s, t, z). (4.11)
Combining together (4.8), (4.9) and (4.11) prove (4.4).
For (4.5), consider first the case β = κ. Setting µ = z and ν = λ, interchanging α and β, and
replacing s by s+ eα − eβ in DFIII (3.3), we find that
∂tβ1 log τ
(
s, t − [λ−1]α
)
− ∂tβ1 log τ
(
s+ eα − eβ, t− [z
−1]β
)
=z − z
τ (s+ eα − eβ , t) τ
(
s, t − [z−1]β − [λ
−1]α
)
τ (s+ eα − eβ, t− [z−1]β) τ (s, t− [λ−1]α)
.
(4.12)
This gives(
∂tβ1 log Ψαα(s, t, λ)−∂tβ1 logΨαβ(s, t, z)
)
Ψαβ(s, t, z) = −ǫαβ(s)
τ(s+ eα − eβ, t)
τ(s, t)
e−Dα(λ)Ψββ(s, t, z).
Together with (4.9), (4.5) is proved when β = κ. Finally if β 6= κ, let µ = λ, ν = z and interchange
the role of β and κ in DFIV (3.4) give
∂tβ1 log τ
(
s, t− [λ−1]α
)
− ∂tβ1 log τ
(
s+ eα − eκ, t− [z
−1]κ
)
=−
ǫαβ(s)ǫκβ(s)
ǫκα(s)
τ (s+ eα − eβ , t) τ
(
s− eκ + eβ, t − [λ
−1]α − [z
−1]κ
)
τ (s+ eα − eκ, t− [z−1]κ) τ (s, t− [λ−1]α)
.
This shows that (
∂tβ1 log Ψαα(s, t, λ)− ∂tβ1 log Ψακ(s, t, z)
)
Ψακ(s, t, z)
=− ǫαβ(s)
τ (s+ eα − eβ , t)
τ(s, t)
e−Dα(λ)Ψβκ(s, t, z).
(4.13)
Interchanging β and κ in (4.11), we have
∂tβ1Ψακ(s, t, z) = ǫαβ(s)
τ (s+ eα − eβ, t)
τ (s, t)
Ψβκ(s, t, z). (4.14)
(4.13) and (4.14) together give (4.5) when β 6= κ. 
By the definition of Ψαβ(s, t, z), we see that it can be written as
Ψαβ(s, t, z) =

δαβ + ∞∑
j=1
(wj)α,β(s, t)z
−j

 zsβeξ(tβ ,z)
=Wα,β(s, t, ∂)e
ξ(tβ ,z)
=Wˆα,β(s, t, ∂)∂
sβeξ(tβ ,z),
(4.15)
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where
Wα,β(s, t, ∂) =

δαβ + ∞∑
j=1
(wj)α,β(s, t)∂
−j

 ∂sβ = Wˆα,β(s, t, ∂)∂sβ .
Now since
exp
(
N∑
α=1
Eαξ(tα, z)
)
=
N∏
α=1
exp (Eαξ(tα, z)) =
N∏
α=1
{
I+ Eα
(
ξ(tα, z)
1!
+
ξ(tα, z)
2
2!
+ . . .
)}
=I+
N∑
α=1
Eα
(
ξ(tα, z)
1!
+
ξ(tα, z)
2
2!
+ . . .
)
=
N∑
α=1
Eαe
ξ(tα,z).
Therefore, (4.15) can be written in the matrix form
Ψ(s, t, z) =W (s, t, ∂) exp
(
N∑
α=1
Eαξ(tα, z)
)
=Wˆ (s, t, ∂)


∂s1 0 . . . 0
0 ∂s2 . . . 0
...
...
...
0 0 . . . ∂sN

 exp
(
N∑
α=1
Eαξ(tα, z)
)
.
(4.16)
Using Proposition 4.1, we can find the evolution of the wave function Ψ(s, t, z) with respect to the
time variable.
Proposition 4.2. [Linear equations in the t-sector] The wave function Ψ(s, t, z) satisfies the fol-
lowing linear equations:
∂Ψ(s, t, z)
∂tαj
= Bαj(s, t, ∂)Ψ(s, t, z), 1 ≤ α ≤ N, j ∈ N,
where
Bαj(s, t, ∂) =
(
W (s, t, ∂)Eα∂
jW (s, t, ∂)−1
)
+
=
(
Wˆ (s, t, ∂)Eα∂
jWˆ (s, t, ∂)−1
)
+
. (4.17)
Proof. Notice that
∞∑
k=1
(
1− e−Dα(λ)
)k
k
= − log
(
1−
[
1− e−Dα(λ)
])
= Dα(λ) =
∞∑
j=1
λ−j
j
∂
∂tαj
. (4.18)
By Proposition 4.1,(
1− e−Dα(λ)
)
Ψ(s, t, z) = D(s, t, ∂, λ)Ψ(s, t, z) =
{(
λ−1∂
)
Eα +D1,0(s, t, λ)
}
Ψ(s, t, z),
where D1,0(s, t, λ) can be expanded as
D1,0(s, t, λ) =
∞∑
j=1
D1,0;j(s, t)λ
−j .
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Applying again the operator
(
1− e−Dα(λ)
)
, we find that(
1− e−Dα(λ)
)2
Ψ(s, t, z)
=
{(
λ−1∂
)
Eα +D1,0(s, t− [λ
−1]α, λ)
}(
1− e−Dα(λ)
)
Ψ(s, t, z)
+
{
D1,0(s, t, λ)−D1,0(s, t− [λ
−1]α, λ)
}
Ψ(s, t, z)
=
{[(
λ−1∂
)
Eα +D1,0(s, t − [λ
−1]α, λ)
][(
λ−1∂
)
Eα +D1,0(s, t, λ)
]
+
[
D1,0(s, t, λ)−D1,0(s, t− [λ
−1]α, λ)
]}
Ψ(s, t, z)
=
{(
λ−1∂
)2
Eα +D2,1(s, t, λ)∂ +D2,0(s, t, λ)
}
Ψ(s, t, z),
where for i = 0, 1,
D2,i(s, t, λ) =
∞∑
j=2
D2,i;j(s, t)λ
−j .
By induction, one can show that
(
1− e−Dα(λ)
)k
Ψ(s, t, z) =
(
k∑
i=0
Dk,i(s, t, λ)∂
i
)
Ψ(s, t, z),
where
Dk,k(s, t, λ) =λ
−kEα and Dk,i(s, t, λ) =
∞∑
j=k
Dk,i;j(s, t)λ
−j , 0 ≤ i ≤ k − 1.
Therefore, (4.18) gives
∞∑
j=1
λ−j
j
∂Ψ(s, t, z)
∂tαj
=
∞∑
k=1
1
k

 ∞∑
j=k
k∑
i=0
Dk,i;j(s, t)λ
−j∂i

Ψ(s, t, z)
=
∞∑
j=1
λ−j
(
j∑
k=1
1
k
k∑
i=0
Dk,i;j(s, t)∂
i
)
Ψ(s, t, z).
Comparing coefficients of λj, we find that
∂Ψ(s, t, z)
∂tαj
=j
(
j∑
k=1
1
k
k∑
i=0
Dk,i;j(s, t)∂
i
)
Ψ(s, t, z)
=j
(
j∑
k=1
1
k
Dk,0;j(s, t) +
j∑
i=1
[
j∑
k=i
Dk,i;j(s, t)
k
∂i
])
Ψ(s, t, z).
Notice that
Bαj(s, t, ∂) = j
(
j∑
k=1
1
k
Dk,0;j(s, t) +
j∑
i=1
[
j∑
k=i
Dk,i;j(s, t)
k
∂i
])
is a differential operator in ∂ with leading term
Dj,j;j(s, t)∂
j = Eα∂
j .
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On the other hand, (4.16) implies that
∂Ψ(s, t, z)
∂tαj
=
(
∂Wˆ (s, t, ∂)
∂tαj
Wˆ (s, t, ∂)−1
)
Ψ(s, t, z)
+ Wˆ (s, t, ∂)


∂s1 0 . . . 0
0 ∂s2 . . . 0
...
...
...
0 0 . . . ∂sN

Eαzj exp
(
N∑
α=1
Eαξ(tα, z)
)
=
(
∂Wˆ (s, t, ∂)
∂tαj
Wˆ (s, t, ∂)−1
)
Ψ(s, t, z) +
(
Wˆ (s, t, ∂)Eα∂
jWˆ (s, t, ∂)−1
)
Ψ(s, t, z).
Therefore,
Bαj(s, t, ∂) =
(
∂Wˆ (s, t, ∂)
∂tαj
Wˆ (s, t, ∂)−1
)
+
(
Wˆ (s, t, ∂)Eα∂
jWˆ (s, t, ∂)−1
)
. (4.19)
Since (
∂Wˆ (s, t, ∂)
∂tαj
Wˆ (s, t, ∂)−1
)
is a pseudodifferential operator in ∂ that only contains negative powers of ∂, but Bαj(s, t, ∂) is a
differential operator, comparing both sides of (4.19) proves (4.17).
As a side remark, we also deduce from (4.19) that(
∂Wˆ (s, t, ∂)
∂tαj
Wˆ (s, t, ∂)−1
)
= −
(
Wˆ (s, t, ∂)Eα∂
jWˆ (s, t, ∂)−1
)
−
. (4.20)

Next we consider the evolution of the wave function Ψ(s, t, z) with respect to the s variable.
Proposition 4.3. [Linear equations in the s-sector] The wave function Ψ(s, t, z) satisfies the fol-
lowing linear equations: For any distinct α and β,
Ψ(s+ eα − eβ, t, z) = Pα,β(s, t, ∂)Ψ(s, t, z) = (Eα∂ +G(s, t))Ψ(s, t, z), (4.21)
where
G(s, t) =H(s+ eα − eβ, t)Eα − EαH(s, t) +
∑
1≤γ≤N
γ 6=α,β
Eγ ,
Hλκ(s, t) =


−∂tκ1 log τ(s, t), if λ = κ
ǫλκ(s)
τ(s+ eλ − eκ, t)
τ(s, t)
, if λ 6= κ
.
Proof. Writing out the components of (4.21), we need to show that
Ψαγ(s+ eα − eβ, t, z) =
(
∂ − ∂tα1 log τ(s+ eα − eβ, t) + ∂tα1 log τ(s, t)
)
Ψαγ(s, t, z)
−
∑
1≤κ≤N
κ 6=α
ǫακ(s)
τ(s+ eα − eκ, t)
τ(s, t)
Ψκγ(s, t, z);
(4.22)
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and if λ 6= α,
Ψλγ(s+ eα − eβ, t, z) =ǫλα(s+ eα − eβ)
τ(s+ eλ − eβ , t)
τ(s+ eα − eβ, t)
Ψαγ(s, t, z) + (1− δλβ)Ψλγ(s, t, z).
(4.23)
If γ = α, (4.22) is equivalent to
z
τ(s+ eα − eβ, t− [z
−1]α)τ(s, t)
τ(s, t − [z−1]α)τ(s+ eα − eβ , t)
=∂tα1 log τ(s, t − [z
−1]α) + z +
∑
1≤κ≤N
κ 6=α
∂tκ1 logΨαα(s, t, z)
− ∂tα1 log τ(s+ eα − eβ, t)−
∑
1≤κ≤N
κ 6=α
ǫακ(s)
τ(s+ eα − eκ, t)
τ(s, t)
Ψκα(s, t, z)
Ψαα(s, t, z)
.
(4.24)
Setting µ = z in (3.8), we have
∂tα1 log τ (s+ eα − eβ, t)− ∂tα1 log τ
(
s, t− [z−1]α
)
= z − z
τ (s, t) τ
(
s+ eα − eβ, t − [z
−1]α
)
τ (s, t − [z−1]α) τ (s+ eα − eβ, t)
.
(4.25)
On the other hand, (4.7) shows that∑
1≤κ≤N
κ 6=α
∂tκ1 logΨαα(s, t, z) =
∑
1≤κ≤N
κ 6=α
ǫακ(s)
τ(s+ eα − eκ, t)
τ(s, t)
Ψκα(s, t, z)
Ψαα(s, t, z)
.
(4.26)
Eqs. (4.25) and (4.26) together prove (4.24).
If γ = β, (4.22) is equivalent to
− z−1
τ(s+ 2eα − 2eβ, t− [z
−1]β)τ(s, t)
τ(s+ eα − eβ , t− [z−1]β)τ(s+ eα − eβ, t)
= ∂tα1 log τ(s+ eα − eβ, t − [z
−1]β) +
∑
1≤κ≤N
κ 6=α
∂tκ1 log Ψαβ(s, t, z)− ∂tα1 log τ(s+ eα − eβ, t)
−
∑
1≤κ≤N
κ 6=α
ǫακ(s)
τ(s+ eα − eκ, t)
τ(s, t)
Ψκβ(s, t, z)
Ψαβ(s, t, z)
.
(4.27)
Interchanging α and β, replacing s with s+ eα − eβ, and setting µ = z in (3.7) give
z
(
∂tα1 log τ(s+ eα − eβ, t− [z
−1]β)− ∂tα1 log τ(s+ eα − eβ, t)
)
=−
τ(s+ 2eα − 2eβ, t − [z
−1]β)τ(s, t)
τ(s+ eα − eβ, t− [z−1]β)τ(s + eα − eβ, t)
.
(4.28)
On the other hand, (4.9) and (4.11) give∑
1≤κ≤N
κ 6=α
∂tκ1 logΨαβ(s, t, z) =
∑
1≤κ≤N
κ 6=α
ǫακ(s)
τ(s+ eα − eκ, t)
τ(s, t)
Ψκβ(s, t, z)
Ψαβ(s, t, z)
. (4.29)
Eqs. (4.28) and (4.29) together prove (4.27).
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If γ 6= α, β, (4.22) is equivalent to
ǫαγ(s+ eα − eβ)
ǫαγ(s)
τ(s+ 2eα − eβ − eγ , t − [z
−1]γ)τ(s, t)
τ(s+ eα − eγ , t − [z−1]γ)τ(s+ eα − eβ, t)
=∂tα1 log τ(s+ eα − eγ , t− [z
−1]γ) +
∑
1≤κ≤N
κ 6=α
∂tκ1 logΨαγ(s, t, z)
− ∂tα1 log τ(s+ eα − eβ, t)−
∑
1≤κ≤N
κ 6=α
ǫακ(s)
τ(s+ eα − eκ, t)
τ(s, t)
Ψκγ(s, t, z)
Ψαγ(s, t, z)
.
(4.30)
Replacing α with γ, κ with α, s with s+ eα − eγ and setting µ = z in (3.9) gives
∂tα1 log τ
(
s+ eα − eγ , t − [z
−1]γ
)
− ∂tα1 log τ (s+ eα − eβ, t)
=−
ǫβα(s+ eα − eγ)ǫγα(s+ eα − eγ)
ǫβγ(s+ eα − eγ)
τ (s, t) τ
(
s+ 2eα − eβ − eγ , t − [z
−1]γ
)
τ (s+ eα − eγ , t− [z−1]γ) τ (s+ eα − eβ , t)
.
(4.31)
Now one can prove directly that
−
ǫβα(s+ eα − eγ)ǫγα(s+ eα − eγ)
ǫβγ(s+ eα − eγ)
=
ǫαγ(s+ eα − eβ)
ǫαγ(s)
.
Therefore (4.31) together with (4.29) (with β replaced by γ) imply (4.30). This completes the proof
of (4.22).
If λ = β, (4.23) is equivalent to
ǫβγ(s+ eα − eβ)
τ(s+ eα − eγ , t− [z
−1]γ)
τ(s+ eα − eβ, t)
=ǫβα(s+ eα − eβ)ǫαγ(s)
τ(s, t)
τ(s+ eα − eβ, t)
τ(s+ eα − eγ , t− [z
−1]γ)
τ(s, t)
.
(4.32)
This is a tautology since
ǫβγ(s+ eα − eβ) = ǫβα(s+ eα − eβ)ǫαγ(s).
If λ 6= α or β, γ = α, (4.23) is equivalent to
z
τ(s+ eλ − eβ, t− [z
−1]α)
τ(s+ eα − eβ, t)
=z
τ(s+ eλ − eβ, t)
τ(s+ eα − eβ, t)
τ(s, t− [z−1]α)
τ(s, t)
+
ǫλα(s)
ǫλα(s+ eα − eβ)
τ(s+ eλ − eα, t− [z
−1]α)
τ(s, t)
.
(4.33)
To prove this, interchange α and λ in CFII (3.6) and set µ = z. This gives
ǫβλ(s)τ (s, t) τ
(
s− eβ + eλ, t− [z
−1]α
)
+ ǫλβ(s)τ (s+ eλ − eβ, t) τ
(
s, t− [z−1]α
)
+ ǫλα(s)ǫβα(s)z
−1τ
(
s+ eλ − eα, t− [z
−1]α
)
τ (s− eβ + eα, t) = 0.
(4.34)
Since
ǫβα(s)
ǫλβ(s)
=
1
ǫλα(s+ eα − eβ)
,
one finds that (4.34) is equivalent to (4.33).
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If λ 6= α or β, γ = β, (4.23) is equivalent to
ǫλβ(s+ eα − eβ)z
−1 τ(s+ eα + eλ − 2eβ, t− [z
−1]β)
τ(s+ eα − eβ , t)
=ǫλα(s+ eα − eβ)ǫαβ(s)
τ(s + eλ − eβ, t)
τ(s + eα − eβ, t)
τ(s+ eα − eβ , t− [z
−1]β)
τ(s, t)
+ ǫλβ(s)
τ(s+ eλ − eβ , t− [z
−1]β)
τ(s, t)
.
(4.35)
To prove this, interchange β and λ, replacing s with s+ eλ − eβ in CFII (3.6) and set µ = z. This
gives
τ (s+ eλ − eβ, t) τ
(
s− eβ + eα, t− [z
−1]β
)
− τ (s+ eα − eβ, t) τ
(
s+ eλ − eβ, t− [z
−1]β
)
+
ǫαβ(s+ eλ − eβ)ǫλβ(s+ eλ − eβ)
ǫλα(s+ eλ − eβ)
z−1τ
(
s+ eα + eλ − 2eβ, t − [z
−1]β
)
τ (s, t) = 0.
(4.36)
On can show that
ǫλα(s+ eα − eβ)ǫαβ(s) = −ǫλβ(s),
ǫλβ(s+ eα − eβ)
ǫλβ(s)
=
ǫαβ(s+ eλ − eβ)ǫλβ(s+ eλ − eβ)
ǫλα(s+ eλ − eβ)
.
(4.37)
Therefore (4.36) is equivalent to (4.35).
If λ 6= α or β, γ = λ, (4.23) is equivalent to
z
τ(s+ eα − eβ, t− [z
−1]λ)
τ(s+ eα − eβ, t)
=ǫλα(s+ eα − eβ)ǫαλ(s)
τ(s+ eλ − eβ, t)
τ(s+ eα − eβ, t)
τ(s+ eα − eλ, t− [z
−1]λ)
τ(s, t)
+ z
τ(s, t− [z−1]λ)
τ(s, t)
.
(4.38)
The first identity in (4.37) implies that CFII (3.6) with µ = z is equivalent to (4.38).
If λ 6= α or β, γ 6= α, β or λ, (4.23) is equivalent to
ǫλγ(s+ eα − eβ)
τ(s+ eα + eλ − eβ − eγ , t− [z
−1]γ)
τ(s+ eα − eβ, t)
=ǫλα(s+ eα − eβ)ǫαγ(s)
τ(s + eλ − eβ, t)
τ(s+ eα − eβ, t)
τ(s+ eα − eγ , t− [z
−1]γ)
τ(s, t)
+ ǫλγ(s)
τ(s+ eλ − eγ , t− [z
−1]γ)
τ(s, t)
.
(4.39)
One can show directly that
ǫλα(s+ eα − eβ)
ǫλγ(s+ eα − eβ)
= −
ǫβγ(s+ eλ − eγ)
ǫβα(s+ eλ − eγ)
,
ǫλγ(s)
ǫλγ(s+ eα − eβ)
= −
ǫαβ(s)
ǫβα(s+ eλ − eγ)
.
Therefore (4.39) is implied immediately by CFI (3.5) (with κ replaced by γ.). This completes the
proof of (4.23) and also the proof of the proposition.

In Proposition 4.2 and Proposition 4.3, we have proved the following auxiliary linear equations
∂Ψ(s, t, z)
∂tαj
=Bαj(s, t, ∂)Ψ(s, t, z), 1 ≤ α ≤ N, j ∈ N,
Ψ(s+ eα − eβ, t, z) =Pα,β(s, t, ∂)Ψ(s, t, z), 1 ≤ α, β ≤ N,α 6= β,
(4.40)
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where Bαj(s, t, ∂) given by (4.16) is a differential operator in ∂ of order j, and Pα,β(s, t, ∂) is a first
order differential operator in ∂. Define the N ×N matrix operators L and Rα, α = 1, . . . , N , by
L(s, t, ∂) =Wˆ (s, t, ∂)∂Wˆ (s, t, ∂)−1 =W (s, t, ∂)∂W (s, t, ∂)−1 = ∂ +
∞∑
n=1
un(s, t)∂
−n,
Rα(s, t, ∂) =Wˆ (s, t, ∂)EαWˆ (s, t, ∂)
−1 =W (s, t, ∂)EαW (s, t, ∂)
−1 = Eα +
∞∑
n=1
uαn(s, t)∂
−n.
Then it is straightforward to verify that
LRα = RαL, RαRβ = δαβRα,
N∑
α=1
Rα = 1,
Bαj(s, t, ∂) =
(
Wˆ (s, t, ∂)Eα∂
jWˆ (s, t, ∂)−1
)
+
= (LjRα)+,
and (4.16), (4.20) and (4.40) imply that
∂W (s, t, ∂)
∂tαj
W (s, t, ∂)−1 =−
(
W (s, t, ∂)∂jEαW (s, t, ∂)
−1
)
−
,
W (s+ eα − eβ, t, ∂) =Pα,β(s, t, ∂)W (s, t, ∂).
Therefore,
∂L(s, t, ∂)
∂tγj
= [Bγj(s, t, ∂), L(s, t, ∂)],
∂Rβ(s, t, ∂)
∂tγj
= [Bγj(s, t, ∂), Rβ(s, t, ∂)],
L(s+ eα − eβ , t, ∂)Pα,β (s, t, ∂) = Pα,β (s, t, ∂)L(s, t, ∂),
Rγ(s+ eα − eβ, t, ∂)Pα,β (s, t, ∂) = Pα,β (s, t, ∂)Rγ(s, t, ∂),
∂Pα,β (s, t, ∂)
∂tγj
= Bγj(s+ eα − eβ , t, ∂)Pα,β (s, t, ∂) − Pα,β (s, t, ∂)Bγj(s, t, ∂).
(4.41)
These are the Lax equations of the multicomponent KP hierarchy.
For a fixed s, the first two equations of (4.41) are the Lax equations of the multicomponent KP
hierarchy proposed in [2]. The other three equations in (4.41) which determine the variations of
L,R1, . . . , RN with respect to the charge variable s are analogous to those proposed in the work on
modified KP hierarchy [10]. Therefore, the bilinear relation formulation of the multicomponent KP
hierarchy (2.1) contains more information than the Lax formulation proposed in [2]. It is essentially
a multicomponent modified KP hierarchy.
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