When searching real-world scenes, human attention is guided by knowledge of the plausible size of target object (if an object is six feet tall, it isn't your cat). Computer algorithms typically do not do this, but perhaps they should.
Do you see any white, roughly cubic rocks in the image of the Temple of Hercules the Victor in Rome shown in Figure 1 ? Presumably, you found one with relative ease. Knowing the shape and color of the target object allowed you to guide your attention to white, roughly square stuff in the image and that rapidly narrowed the set of possible target locations [1, 2] . Next look for garbage cans. This search was also quite easy even though garbage cans can come in many colors and a variety of shapes. In this case, it is likely that your search was guided less by your knowledge of features of the target and more by your understanding of the scene. You know where garbage cans should be. Even if you were not told the color or shape of this target, one property of this target will have helped you in your trashcan search: you know roughly how big trashcans should be in the Temple scene. Because of this, you may have overlooked the tiny trash can beneath the railing at the front, right of this image. In the image, the pixels of the little trashcan are identical to those of the true trashcan, just in front of the temple. Nevertheless, even if you found it, you probably found it after you found the first example.
In a paper in this issue of Current Biology, Eckstein et al. [3] demonstrate that humans do, in fact, make use of known relative size in guiding their attention, and as a result, they may miss objects of the wrong size, given the surroundings. The authors further show that, in contrast, state-of-the-art convolutional neural networks can find such targets, but they argue that, far from this being an advantage for convolutional neural networks, there is a good reason for visual search to be guided by known relative size and that future generations of convolutional neural network's might want to incorporate learned size into their computations -as some are starting to do.
Visual search is an important part of our repertoire of visual behaviors because we cannot process everything in the visual scene at one time [4] . Even when something (like a bizarrely small garbage can) is right in front of your eyes, you will not be aware of it until it is selected by visual attention. We are continuously searching, deploying our attention as we look for mustard in the kitchen cabinet or a bird in the trees. The stakes are somewhat higher for radiologists searching for lung cancer in a computer tomography scan of the chest or airport security officers searching for threats in luggage. It is not the case, as is sometimes suggested, that we cannot see outside of the focus of attention: when we first encounter a scene, we see something everywhere. That something includes basic feature information. We see colors, shapes, motion and so forth; but we do not know how those features are bound together into a recognizable object. That act of binding requires attention [5] . You can appreciate the need to bind if you look for an upright blue and yellow T in Figure 2 . As soon as you glance at Figure 2 , you will know that there are vertical and horizontal regions colored blue, yellow, and orange; however, you will not know the location of the upright blue and yellow T until you search.
The first glimpse of a scene yields more than just a soup of basic features. Some semantic information about the 'gist' of Figure 1 . Look for white, cubic rocks, garbage cans, and ask which red box could hide a human.
the scene can be obtained without the need to attend to objects and bind their features. The raw image statistics are adequate to determine the category of scene (street, forest, kitchen, and so on) [6] and some properties like whether or not the scene is navigable [7] . That gist can be used to guide search by biasing attention to plausible locations of targets [8, 9] . Thus, when looking for garbage cans in Figure 1 , search is biased toward the ground plain because that is where garbage cans would normally be found. They do not float in mid-air nor do they perch on the roofline.
The initial gist also gives you a feeling for the three-dimensional volume of the space in a picture or in the real world. That sense of space will improve as you view the image for a longer period of time. Your knowledge of the layout of the space, combined with your knowledge of the plausible size of objects, will strongly limit where you need to search. Returning to the Temple (Figure 1) , a person could stand between the pillars of the temple. That person could not stand under the railing at the front though the height of the space in the image is about the same. Consequently, if you were told that there was a person behind one of the red boxes, you would have no doubt which box to examine.
In an effort to have more control over their stimuli, Eckstein et al. [1] had observers search for targets in artificial scenes. Observers might be looking for a toothbrush in a bathroom scene. It would be present half the time. When it was present, it might be a sensible size or it might be three or four times larger than normal. Unlike the weird garbage can in the Temple scene, targets in the study by Eckstein et al. [1] were always in a sensible location. They just were not of a sensible size. The observers were given a one second look at the scene and then had to give a forced-choice, 'present' or 'absent' response. They missed more targets when the targets were the wrong size. One of the appealing aspects of this experiment is that no one can complain that the missed items are less visible: they were bigger than the targets of correct size. Nor could one object that the missed targets were in implausible locations: the toothbrush was on the sink whether it was the right size or not.
How would a computer do at this task? The last few years have seen spectacular progress in the ability of computers to find and identify objects [10] . Inspired by advances in neuroscience, convolutional neural network algorithms keep getting better; approaching or beating human behavior on some tasks [11] . In a sense, convolutional neural networks beat humans on the Eckstein et al. [1] task. When the authors tried three state-of-theart algorithms, the computer did not miss the large items any more often than it missed the objects of correct size. However, this might not be a win for the computer. After all, outside of the world of the laboratory, an object of the wrong size is probably not your target. You would not be confused by a toy truck in front of your home. Your convolutional neural network might be. The Eckstein et al. [1] experiment is strong evidence that rapid calculation of size is a powerful source of guidance in visual search, limiting many visual searches to a very small subset of all of the objects in view. Perhaps convolutional neural networks can borrow one more trick from the human search engine.
