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Introduction
The hospitality sector plays an important role in the Italian economy as a revenue generator. Federalberghi and Mercury (2010) emphases that the Italian hospitality sector, expressed in terms of number of hotel rooms, ranks fourth after the United States, Japan and China. Besides, amongst the European countries, Italy is a leader in terms of hotel dimension and quality (number of stars). This motivates the interests of the this paper to examine the economic efficiency of the Italian hospitality sector. This question is particularly important in the light of an increasing awareness of sustainability issues that challenge the need for a further expansion of tourism infrastructure that may exploit finite and no-renewable natural resources (e.g. Bruni et al., 2011) . As a matter of fact, within the time span between 2000 and 2004, supply capacity has grown by 7.9%, reaching two million bedsplace in 2004 (ISTAT, 2011) . Since the seminal work on Data Envelopment Analysis (DEA) by Charnes et al. (1978) , empirical research papers have focused on efficiency in the manufacturing sector, health services, educational institutions, the services sector and private organizations such as banks. The analysis of efficiency in the tourism and hospitality sector has been growing during the last two decades (see Barros, 2005; Pulina, Detotto and Paba, 2010, or Fuentes 2011 for a literature account).
In this paper the dynamic evolution of the efficiency of the hospitality sector in the Italian regions is explored. The dynamic of the efficiency is explored in two steps. In the first step, following the work by Baker et al. (1984) a Data Envelopment Analysis (DEA) is applied to all the regions in the temporal window 2000-2004. Assuming a variable return to scale frontier of efficiency, the pure technical efficiency (PTE) is obtained for each region and period. This information allows one to quantify the efficiency level of the regions with respect to its own performance over time, as well as the performance of the relatively most efficient regions and periods. In the second step, the regions are clustered according to the temporal evolution of their efficiency. Two measures of distance between the time series of the hospitality sector in each Italian region are employed: the correlation and the supremum distance. These two measures are complementary to understand the dynamic evolution of the relative efficiency of the regions. Dynamics of two regions are close with respect to the correlation distance (Gower, 1966) if they have similar trend behavior across the time period. The supremum distance, on the other hand, groups regions in corridors along the whole period of study. If the supremum distance among the efficiency of a group of regions is equal to 10, it means that across the different periods, no one of the regions were separated more than 10 points of efficiency. Whereas the correlation distance gives information about the trends of the efficiency, the supremum distance informs on how different the dynamics of regional efficiency was during the period of study. Then, both distances give complementary information about the dynamics of the regions. On the one hand, if a group of regions have small correlation distance among them, this can be interpreted as economies having similar responses to external shocks affecting their efficiency. On the other hand, if a group of regions are "close" with respect to the supremum distance, this means that they have followed almost the same trajectory during the period under study, although they could have had different trends.
Even though there is an increasing concern with efficiency in the literature of tourism and hospitality (See Barros, 2005; Pulina, Detotto and Paba, 2010 , and Fuentes 2011 for a literature account), so far a few studies have expored the dynamic evolution of efficiency. Tsaur and Shen-Hshiung (2001) study the efficiency of the 53 international tourist hotels in Taiwan from 1996 to 1998 and the time effect is introduced computing the average of the inputs and outputs during the three years. Hwang and Chang (2002) compute the efficiency change in year 1994 to 1998 for 45 Taiwan hotels using the Malmquist productivity decomposition. The authors use this temporal information to organize the 45 hotels into 6 clusters according to the efficiency change during the period 1994-1998 and the final relative efficiency in 1998. Thus, they identify in the two extremes; hotels with high competitiveness and a fast pace of progress as hotels in the "right track" and hotels with low competitiveness and worse pace of progress as firms with managerial deficiencies. Barros (2005b) explores the evolution of the efficiency of a hotel chain through two alternatives: on the one hand he uses a Malmquist productivity index to decompose the total productivity change in technical efficiency change and technological change and, on the other hand, the author analyzes the changes of the total productivity measures across the time with a Tobit model. Assaf and Agbola (2011) study the efficiency of a sample of 31 Australian hotels during the period 2004-2007. They employed the 31x4=124 observations in one DEA analysis, comparing the efficiency of the same hotels across the temporal window of 4 years. The authors use a truncated regression for showing that large hotels located in Australian cities are the conditions for being more efficient. This finding is consistent with the study by Barros (2006) and suggests that big hotels located in cities tend to be more efficient than those small in remote areas. Barros used information from Portuguese hotels between 1998 and 2002 to estimate a translog frontier model. Stochastic frontier analysis has provided an instrument for exploration of the dynamic, through the data panel study of different specification of cost and production functions. Perez-Rodriguez y Acosta-Gonzalez (2007) explored the cost efficiency and economic scales of the lodging industry on the island of Gran Canaria during the period 1991-2002 using a stochastic cost frontier model. The authors show statistically that efficiencies vary in time and that the mean cost inefficiency decreased over time.
The paper is organized as follows. Section 2 introduces the DEA methodology and applies it to the hospitality sector of the 21 Italian regions. Starting from these results, section 3 analyses the dynamics of the economic efficiency for these economies by introducing two different metric distances and hierarchical clustering techniques. The final section includes concluding remarks, policy and management implications of the results and future research.
Static methodology: DEA
DEA is a flexible technique that, in a multiple input-output framework, is reduced to a virtual uni-input-output structure, (for a more detailed discussion, see Charnes et al. 1978; Banker et al., 1984; Cooper et al., 2000) . Within a given sample of decision making units (DMUs), a subgroup will achieve a relative efficiency equal to 1 (or 100%) and the residual DMU will be considered as inefficient if it has reached a score of less than 1 (or less than 100%). The efficiency (Y) of the DMU i is given by the following expression:
where pni is the quantity of output n produced by the DMU i; uni is the weight of output n for the DMU i; xki is the quantity of input k employed by the DMU i; vki is the weight of input k for the DMU i. A high value of the input weight (vki) relates to an underperformance of that specific DMU with respect to all the other inputs employed by the DMU. Equivalently, a high value of the output weight (uni) denotes a strength in the production process.
The vectors of weights v . and u . for each DMU i are obtained through the solution of the following linear program: The vectors of weights v . and u . for each DMU i are obtained through the solution of the following linear program:
where D is the number of DMUs in the sample under study. In the presence of a multivariate input-output framework, the problem can be solved with either an output-oriented method, by maximizing the numerator while keeping the denominator constant, or an input-oriented method, by minimizing the denominator while keeping the numerator constant.
In this study, an input-orientated firm level model is used as a more appropriate setting when operational and management objectives are involved; for example, when DMUs are more interested in how to reduce their production costs (Cullinane et al., 2004) . By adopting a Constant Return to Scale (CRS) framework, it is possible to obtain a DMU technical efficiency (TE), while by employing Variable Return to Scale (VRS) pure technical efficiency (PTE) is obtained. A ratio of these two economic measures gives scale efficiency scores (SE). In this study, the Baker, Charnes and Cooper (BCC) model is adopted, since most of the regions show VRS. Specifically, under VRS, the productive frontier is characterized by a piecewise linear and concave shape. Hence, the calculated efficiency scores are defined as pure technical efficiency (PTE). The pure scale inefficiency is given by deviation from the efficiency frontier since resources are not used in an efficient manner. The TE is also calculated, under CRS, that measures the maximum level of output produced from a given set of inputs with the prevailing technology. The TE is composed by the PTE (under VRS) and the efficiency scores SE. Algebraically, TE is given by:
=
(2)
Hence, the DEA analysis has been further implemented by calculating the ratio between CRS and VRS technical efficiency scores, that gives SE. The scale inefficiency indicates that a DMU is not operating at optimal scale (i.e. at CRS). Specifically, SE can be either CRS, Decreasing Returns to Scale (DRS) or Increasing Returns to Scale (IRS) (see Charnes et al., 1978; Banker et al., 1984; Cullinane et al., 2004) . In this study, the efficiency of 21 DMUs at regional level is compared. Given the availability of official statistic data (ISTAT, 2011) on hotels and restaurants, a time span of five years (2000) (2001) (2002) (2003) (2004) is considered. In this case, the choice of inputs and outputs is important in the application of DEA. In the present study, sales revenue and value added are employed as outputs. Sales revenue is defined as the product between the price at which goods and services are sold and the number of units, or amount sold. Value added is defined as the market value of firms' product, or service, minus the cost of inputs purchased from other firms. These measures are recognized to be good indicators of financial efficiency (e.g. Wang et al., 2006; Min et al., 2008) . Given the highly labour-intensive nature of the hospitality sector, labour costs are used as an input together with gross fix investment as physical capital production factor (Barros, 2005) . Specifically, labour costs are defined as the total expenditure borne by employers in order to employ workers; this indicator includes direct remuneration, bonuses, payments for days not worked, severance pay, benefits in kind. They also include indirect costs linked to employees, such as contractual and voluntary social security contributions, direct social benefits, vocational training costs, other social expenditure (e.g medical services), and taxes relating to employment regarded as labour costs, less any subsidies received. Gross fix investment are defined as the acquisition of fix capital that also comprises the value of capital goods produced by the firm. Table 1 provides a description on the statistical characteristics of the economic indicators employed in this study (for a full detail by region, see Table A .1, in Appendix). To run the analysis, the software package Frontier Analyst 3.1.5 is used. Table 2 provides results on the PTE of all the Italian regions. As one can notice, only two regions, namely Lombardy and Molise, have 100% of efficiency for the whole period. Piedmont shows the second best performance. However, the majority of the regions are well below of the production frontier for most of the years. 
Dynamic analysis: distances and clustering techniques
In the previous section an indicator of efficiency for the hospitality sector of each of the Italian regions and for each year of the period under analysis was obtained. The time series vector = ( , , , , ), where each entry is the value of the efficiency of DMU labeled by i (i = 1,…,20) represents the dynamic trajectory of region i. In this section we compare the evolution of the efficiency of the DMUs by using hierarchical clustering methodologies to obtain groups of regions with similar dynamics. In order to decide where a cluster should be split, a measure of dissimilarity between sets of observations is required. This is achieved by use of an appropriate metric that measures distances between pairs of observations and a linkage criterion which specifies the dissimilarity of sets as a function of the pair wise distances of observations in the sets. In this paper we introduce two different metric distances to compare dynamics of the regions: the correlation distance and the average distance. Table 2 shows that Molise and Lombardia are the unique regions with 100% of efficiency in all periods of our study. For this reason, we will consider only the rest of the regions.
Correlation distance
The correlation coefficient is defined as
where and are two time seriesand is the time horizon. The empirical statistical average, indicated in this paper with the symbol . , . , is here a temporal average always performed over the investigated time period.
By definition, ( )can vary from 1 (completely anticorrelated pair of series) to 1 (completely correlated pair of series). When ( )= 0 the two stocks are uncorrelated. Then, following (Gower, 1966) a metric distance between a pair of time series can be rigorously determined by defining , = 2 1 ( )
Let call these metric the correlation distance. Note that the correlation distance between two DMUs i and j measures how close is the trend behavior of both variables. The distance varies in the range [0,2] with 0 meaning that the two DMUs had the same behavior and 2 means that the two DMUs had completely different behavior, therefore they are far between them. Note that fulfils the three axioms of a metric: (i) = 0
if and only if = ; (ii) , = , and (iii) , , + , . We call the correlation distance between two time series. The correlation distance among all the DMUs is captured in the distance matrix .
Average Distance
Given two time series X = (xt)1 t T and Y = (yt)1 t T, the average distance between them is computed according to:
where || represent the absolute value of a real number. The average distance between time series in our contextcaptures how far two DMUs were during their trajectories. This distance might vary between 0 and 100 points. A distance of size 0, means that both variables are the same whereas a distance of size 100 means that during their trajectory one of the DMUs had 0 efficiency whereas the other was on the frontier of efficiency. The average distance among all the DMUs is captured in the distance matrix .
Minimal spanning and hierarchical trees
The metric distances introduced in the previous section allow us to obtain the minimum spanning tree (MST) and a hierarchical tree (HT) by using the nearest neighbor single linkage cluster analysis (Ramal et al. (1986) ; Brida et al. (2009) ). In other words, geometrical (throughout the MST) and taxonomic (throughout the HT) aspects of the performances present between the reggion pairs of our sample can be sorted out using the information contained in the table of distances between countries. The MST is a graph which selects the most relevant connections of each element (region in our case) of the set. The MST allows us to obtain the ultrametric distance matrix and the hierarchical organization of the elements of the investigated data set. The MST is progressively constructed by linking all the countries together in a graph characterized by a minimal distance between time series, starting with the shortest distance. The method relies upon Kruskal's algorithm of single linkage (Kruskal, 1956) and in our case the tree is a graph with 19 vertices corresponding to each region and 18 links which selects the most relevant connections of each element of the set. In the first step we choose a pair of time series with the shortest distance and we connect them. In the second step we connect a pair with the 2nd shortest distance with a line proportional to the previous link. In the third step we connect the nearest pair that is not connected by the same tree. We repeat this until all the given countries are connected in a unique tree. A pedagogical exposition of the determination of the MST in the contest of financial time series is provided in Mantegna (1999) . The MST allows us to obtain, in a direct and essentially unique way, the ultrametric distance and the hierarchical organization of the elements (countries in our case) of the investigated data set. (see Risso, 2008 and .
Empirical Results
In Figure 1 we show the Minimum Spanning Tree obtained by using the correlation distance . In this MST, some regions like Campania are linked with regions geographically neighbors (like Sicily and Calabria) whereas others are linked to not neighbor regions (the most notable case is Apulia, a region of the South of Italy that is linked with three regions of the North of the country). As a matter of fact, Apulia has a similar rate of tourism propensity (number of tourism municipalities over the total municipalities in the region, 87.2%), as the Northern regions of Veneto (89.3%), Friuli Venezia Giulia (93.6%) and Trentino (94.4%) (see Federalberghi & Mercury, 2010) . The HT obtained starting from the MST described in Figure 1 is shown in Figure 2 . In the figure, each vertical line indicates a region. Each of the investigated economies is indicated with its tick symbol in the figure caption. The stopping rule from the test introduced in Tibshirani et al. (2001) , indicate that the optimal number of clusters is three. This optimal number is also confirmed by the Pseudo-F test (Calinski 1974) and Pseudo-t test (Duda and Hart 1973) . Cluster A is composed by Abruzzo, Piedmont,Aosta Valley, Lazio, Sicily , Campania and Emilia Romagna; cluster B by Liguria, Marche, Sardinia and Toscany; cluster C by Apulia, Trento, Veneto, Bolzano and Calabria. Campania forms a link between the other regions belonging to cluster A and cluster C.
The regions Basilicata, Friuli Venezia Giulia and Umbria are not grouped and can be considered as outliers. Note that all the clusters are integrated by regions of the north, center and south of Italy. Thus, no geographical groping exists with respect to the correlation metric. Moreover, if we look inside each cluster at the hierarchical tree, we cannot find subclusters corresponding to neighbor regions. For instance, cluster C can be decomposed into two subclusters whose members are one region of the north and one of the south (Apulia and Trento; Bolzano and Calabria) plus the region of Veneto. Each cluster represents an homogeneous behavior with respect to correlations. The three distinguished behaviors are captured by the average trends of each group in Figure 3 . The figure represents the trajectory of an average region of each of the three clusters. Note that cluster C is characterized by an irregular W trajectory, where efficiency first decrease, then increase, decrease again to increase at the end of the period. The trend in this case is almost constant. Cluster A is characterized by increasing efficiency in 2000-2001 and 2003-2004 and decreasing efficiency in 2001-2003 , but the trend of efficiency in this cluster is decreasing. Finally, cluster B first decreases and then increases efficiency, arriving at the end of the period to an efficiency level of almost 100. The outliers present irregular patterns.
These trend patterns can be interpreted in terms of exogenous factors that influence the economic efficiency of the group of regions, causing shocks picked up by the high volatility as well as structural breaks. Of particular importance, the introduction of low cost carriers in several Italian airports. This event has been considered as an opportunity and yet a competition challenge for many European destinations (e.g. O'Connell and Williams, 2005; Pulina and Cortés Jiménez, 2010) . Interestingly, if in Italy the average growth of nights of stay in hotels during the period 1997-2000 was 4.0% (with a minimum of 2.4% in between 1998/1999 and a maximum of 6.9% for 1999/2000), during the period 2000-2004 was 0.05% (with a minimum of -2.3% in between 2000/2001 and a maximum of 2.8% for 2003/2004), denoting a high degree of volatility of tourism flows. As a matter of fact, the average number of overnight stays between 2000 and 2001 show an increase of 2.3% (Federalberghi & Mercury, 2008) . However, only regions belonging to cluster A show an increase in their efficiency, whereas both regions belonging to cluster B and C show a decrease in the level of their efficiency. Actually, the evolution of the growth of overnight stays during the period of observation is characterized by a strong decrease (-3.2%) between 2001 and 2002.
The evolution of efficiency for clusters B and C matches the evolution of overnight stays during the period of interest, but to a less extent with respect to cluster A. Particularly, cluster C is characterized by an increase in the efficiency between 2001 and 2003, the time span when, overall, the hotel infrastructures were characterized by a decrease in the overnight of stays. One may explain this fact by considering that the terroristic attack on September the 11 th may have influenced tourists' perception, moving tourism flows towards peripheral regions, thus diminishing the number of arrivals in central regions, especially in large cities such as Florence (Tuscany) and Rome (Lazio). In this respect, tourists' perception of unsafe regarding regions belonging to clusters A and B may have moved tourism flows towards more peripheral regions. This explanation can be complementary to the high tourism vocation -and therefore capacity to attract tourism flowsof the regions belonging to cluster C. According to Federalberghi & Mercury (2004) , the province of Trento, Bolzano and Venezia (Veneto) indeed rank among the first five provinces in Italy with the highest number of overnight of stays, thus confirming their high tourism potential. Moreover, Puglia and Calabria rank 1 st and 4 th respectively as far as the evolution of the number of hotel infrastructure is concerned (Federalberghi & Mercury, 2006) . Furthermore, Calabria ranks 2 nd for the number of rooms and beds (Puglia ranks 5 th and 4 th , respectively). In Figure 4 we show the Minimum Spanning Tree obtained by using the average distance . In this MST, the central positions are occupied by Veneto, Piedmont and Abruzzo. As in the case of the correlation distance, some are linked with regions geographically neighbors and others are linked to not neighborhood regions. Thus, one does not find any geographical criteria shared neither by regions belonging to the same cluster, nor by regions which are close to each other. The hierarchical tree obtained starting from the MST described in Figure 4 is shown in Figure 5 . The stopping rule Tibshirani et al. (2001) indicate that the optimal number of clusters is two and there is a region outside the clusters (Sardinia). These clusters are composed by: Sicily and Aosta Valley (Cluster 1) and Lazio, Veneto, Piedmont, Abruzzo, Emilia Romagna, Umbria, Campania, Friuli Venezia Giulia, Basilicata, Liguria, Marche, Toscany, Bozen, Calabria, Trento and Apulia (Cluster 2). In this case we have a cluster containing most of the regions under study, indicating that the dynamic behavior is almost homogeneous. Just three regions (Sardinia, Sicily and Aosta Valley) follow trajectories that are in average far from the cluster. Note: The two clusters are painted in different colors. The cut-off is to distance of 7.5 according to the gap test.
Note that Cluster 1, the most numerous one, contains sub clusters that can help the interpretation of the results. For example, in the group composed by Veneto, Abruzzo, Piedmont, and Lazio, the ultrametric distance between two members is less than 2.5, indicating that the members of this group are the most compact between Cluster 1. Note that this group has also a central position in the MST and then it is well connected with all other regions.
This subcluster has no geographical connotation, since it is composed by two regions in the Centre (Abruzzo and Lazio) and two regions in the North of Italy (Piedmont and Veneto).
However, these regions share some common features that may explain the similar evolution of the efficiency. Federalberghi & Mercury (2006) point out that these regions, in the period between 1995 and 2005 present a similar variation in terms of number of beds and rooms. Moreover, as far as the variation of the number of infrastructure is concerned, the subcluster can be further divided into two groups, according to a geographical criteria. In particular, regions in the North of Italy show a negative variation in the number of hotels, whereas central regions (i.e. Abruzzo and Lazio) are characterized by a positive variation.
Marche and Tuscany form a subluster of Cluster 1. These regions are geographically neighbors and stay at an average distance of less than 2% during the period under study. This is an indicator of a close evolution of efficiency. Moreover, given that these regions also belong to the same Cluster B with respect to the correlation distance, they have also followed a similar variation of efficiency. Figure 6 represents the trajectory of an average region of each of the five clusters. Note that Cluster 1 is characterized by high efficiency, all the values of efficiency of the average region in this cluster are almost constant and between 90 and 95. Moreover, the pattern of the regions belonging to Cluster 1 is smoothed during the period under analysis. This may be due to the fact that Cluster 1 comprises almost all Italian regions. The high heterogeneity between them may smooth differences in the efficiency, giving rise to a relatively flat pattern.
The average region of the Cluster 2 present similar dynamics to the average region of Cluster B with respect to the correlation distance. In fact, Sicily and Aosta Valley are regions belonging to Cluster B. The pattern of regions belonging to Clusters 2 and 3 may be explained taking into consideration that all the regions belonging to these clusters are regions with a high tourism propensity.
In particular, Cluster 2 comprises Sicily and Aosta Valley and denotes the sharpest decline of efficiency during the period under study. This pattern for the regions belonging to Cluster 2 may be due to inefficiencies in the rate of utilization. As far as regions in Cluster 2 are concerned, they denote similar characteristics as far as seasonality is concerned. The percentage of seasonal hotels is medium-high for the regions belonging to such a cluster that is according to in 2004 it was 19.8% for Aosta Valley and 19.0% for Sicily (Federalberghi & Mercury, 2006) . Table 3 summarizes the composition of the clusters obtained by means of the two distances. For example, the group of regions composed by Liguria, Marche and Tuscany is contained in Cluster B with respect to the correlation distance and in Cluster 1 with respect to the average distance. One can note that the graphs of the average region in these cluster have a similar form. This is also the case of Sicily and Aosta Valley, a group contained in Cluster A with respect to the correlation distance and in Cluster 2 with respect to the average distance. If one uses both the segmentations of the set of regions obtains twelve different groups. Six of these groups are empty and one has only one element. Reading Table 3 in columns, one infers the regions that have similar pattern responds to exogenous shocks. In this case, one has three distinct types of responses to exogenous shocks, denoting indeed three different clusters. Reading Table 3 in rows, one infers information on the cluster that has had similar efficiency values over the period under analysis. This efficiency can be also interpreted in terms of a particular type of hospitality management as well as the firm structure.
Tuscany, Liguria and Marche belong to Cluster B with respect to the correlation distance and to Cluster 1 with respect to the average distance. These regions present similar variation of consistency (expressed in terms of infrastructure) and capacity (expressed in terms of beds and rooms) and quality of firms (stars) during the period under study (see Federalberghi & Mercury, 2006) . This can be an explanation of the very similar dynamical behavior of efficiency of the members of this group.
Sicily and Aosta Valley are the only regions belonging to Cluster A and Cluster 2. These regions present a decline in efficiency from a starting value of 95 in 2000 to 75 in 2006. This is the largest decline of efficiency during the period under study. One may attribute this pattern to similarities in the rate of utilization, that shows a negative variation in the last years of investigation, hence possibly denoting a lack of adequate management.
Specifically, Abruzzo, Piedmont, Lazio, Campania and Emilia Romagna belong to Cluster 1 as far as correlation distance is concerned, and to Cluster A for the average distance. Actually, this means that not only they have showed a similar response to external shocks, but they have also followed a similar path during all the period taken into consideration. Among those regions, Abruzzo, Campania and Emilia Romagna are characterized by a medium-high seasonality (Federalberghi & Mercury, 2010) . Particularly, as Federalberghi & Mercury (2006) highlights, Emilia Romagna has the highest percentage of hotels which open only during the summer months (53%). Affecting hotels' rate of utilization, the seasonality is not neutral for the efficiency of the hotel sector. Decreasing seasonality would indeed lead to a better exploitation of inputs, and therefore to a higher efficiency.
Furthermore, the regions belonging to Cluster 1 and Cluster A share similar characteristics as far as the distribution of rooms for each hotel category. These regions have the highest percentage of hotels belonging to the three-stars category. The highest percentage is the one of Abruzzo (61.2%), whereas the highest is the one of Campania (41.6%) (Federalberghi & Mercury, 2004) . In this respect, regions belonging to the cell identified by Cluster 1 and Cluster A share a common entrepreneurial structure.
Conclusions
In this paper, a methodology has been introduced to explore the dynamical behavior of the economic efficiency of the hospitality sector in the Italian regions, during the period 2000-2004. This tool allows one to construct clusters according to two measures of distance between the trajectory efficiency of the regions: the correlation and the average distance. The correlation distance clusters together regions where the time series of the measure of efficiency are correlated. The average distance clusters together regions having a similar level of efficiency during the whole period. All regions, except three outliers have been clustered in three groups according to the correlation distance. Then, the evolution of the average efficiency has been taken into consideration, in order to identify some common features which may have determined regions belonging to the same cluster to respond to shock in a similar way. Considering the evolution of the overnight of stays during the period of interest, as an indicator for external shocks, it has been noticed that regions belonging to Cluster C (i.e. Apulia, Trento, Veneto and Bozen) show an opposite pattern with respect to the evolution of such an economic indicator. It may be possible that the terroristic attack in 2001 have moved tourism flows away from central regions with large cities such as Florence and Rome, thus causing an opposite movement of the efficiency in the peripheral regions. On the one hand, when considering the average distance, regions are grouped into two clusters, with the majority of regions belonging to the first cluster. When looking at the evolution of the average efficiency over the period under consideration, the path of the efficiency of all the regions, but those belonging to Cluster 2, is rather smooth. On the other hand, Sicily and Aosta Valley, which belong to the second cluster, are characterized by a large decrease of the efficiency in the period taken into consideration. This may be due to the high seasonality of these regions, which may cause inefficiencies in the utilization of resources.
Finally, all regions are segmented according to the fact that their belonging to the clusters identified with the correlation distance rather than the average distance. Regions which show a similar trend and dynamics share common features in terms of entrepreneurial structure (i.e. number of stars, beds, rooms) as well as for the seasonality. Structural factors rather than the mere geographical location of hotels indeed affects the evolution of hotel efficiency over time.
The results obtained in this paper suggests future research into two lines. On the one hand, the exploration of the data in the Italian hospitality sector has indicated the possibility to explore new relationships between investments, labor, revenues and value added among the regions. On the other hand, new distances can be employed to extract different information from this empirical data and another data sources. In particular, if longer time series were available, the evolution of the clusters could be further investigated. (see . Limitation of the present research includes the relatively short time span of the data set and the use of aggregate data that may not be entirely represent tourism demand and supply.
