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We derive several identities that feature irreducible characters of the general
linear, the symplectic, the orthogonal, and the special orthogonal groups. All of the
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lar, by which we mean that the shapes are rectangles except for one row or column
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1. INTRODUCTION
We prove identities that set into relation irreducible characters of
classical Lie groups. All of them feature a classical group character
indexed by a ``nearly'' rectangular shape. What is remarkable about these
Židentities is that they have simple explicit forms as opposed to many,
.however more general, identities in the literature , and that many of them
exhibit multiplicity-free expansions, typically featuring sums of characters
indexed by shapes that have a fixed number of rows or columns of odd
length.
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There are three types of identities that we consider.
Ž .First, in Theorem 1, we express irreducible characters of the general
Ž . Ž .linear group GL N these characters are also known as Schur functions
Ž .of ``nearly'' rectangular shape in terms of irreducible characters of the
Ž . Ž .symplectic group Sp N , and in terms of irreducible characters of the
Ž .orthogonal group O N . As may be expected, for the proofs of these
w xidentities we utilize Littlewood's 25 branching rules for restricting repre-
sentations of the general linear groups to representations of the symplectic
or orthogonal groups.
Ž .Second, in Theorem 2, we express irreducible characters of the sym-
Ž . Ž . Ž .plectic group Sp N where N s 2n and irreducible characters of the
Ž . Ž .special orthogonal group SO N and its spin covering group of ``nearly''
Ž .rectangular shape in terms of irreducible characters of the general linear
Ž .group GL N . For the proofs of these identities we use the tableaux
descriptions for symplectic characters developed by DeConcini and Procesi
w x3, 4 , and for special orthogonal characters as developed by Lakshmibai,
w xMusili, and Seshadri 22, 23, 21 .
Ž .Finally, in Theorem 3, we express the product of two irreducible
Ž .characters of the symplectic group Sp 2n , respectively, of the special
Ž . Ž .orthogonal group SO N and its spin covering group , of ``nearly'' rectan-
Ž .gular shape in terms of irreducible characters of the same type. For the
w xproofs of these identities, we rely on Littelmann's extension 24 of the
Littlewood]Richardson rule for all classical group characters, which also
uses the tableaux by DeConcini, Procesi, Lakshmibai, Musili, and Seshadri.
In fact, as a first ``approximation,'' we convert Littelmann's rule in the
Ž .special case of the product of an irreducible symplectic or special
Ž .orthogonal character of rectangular shape by an arbitrary irreducible
character of the same type to a simpler and more explicit form, the
coefficients in the expansion being expressed in terms of modified Little-
wood]Richardson coefficients. The resulting formulas are given in Propo-
sition 1 in Section 6.
We want to emphasize that it is particularly the tableaux descriptions by
DeConcini, Procesi, Lakshmibai, Musili, and Seshadri that turn out to be
Ž w x.very useful and effective here. The more classical rules cf. 12, 13, 16
involving Littlewood]Richardson coefficients, which would also apply to
the second and third problem types that we consider, are nice in theory but
useless in practice, since it seems to be impossible to keep track of the
cancellations that are caused by the application of modification rules.
As will become apparent, the reason that classical group characters
indexed by ``nearly'' rectangular shapes allow particularly nice identities is
because Littlewood]Richardson fillings and the above-mentioned tableaux
behave in a special way for ``nearly'' rectangular shapes. This fact was
w xpreviously observed by Proctor and Stanley 28, 29, 31 for rectangular
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shapes. Aside from these three papers, the inspiration for the current
w xpaper comes from 20 . There it was discovered that symplectic characters
of ``nearly'' rectangular shape have a nice explicit expansion in terms of
general linear characters. This gave us the idea of exploring the other
identities there may be for classical group characters of ``nearly'' rectangu-
lar shapes.
w xFinally, we remark that Okada's paper 27 may be considered as a
precursor to this paper, as it contains the specializations to rectangular
shapes of all of our identities. Okada, however, uses a completely different
Žapproach namely, he uses the minor summation formula of Ishikawa and
w x.Wakayama 9 . It must be pointed out, on the other hand, that there is
one type of identity that Okada addresses, but I am not able to address.
Ž . Ž .This is restrictions of representations of G N G can be GL, Sp, or SO
Ž . Ž .to a representation of G l = G N y l . Although computational evidence
exists that the respective identities of Okada can be extended from
rectangular shapes to ``nearly'' rectangular shapes as well, so far I have not
been able to prove anything because of the lack of an efficient combinato-
Ž w x .rial rule. Again, the rules in 12, 16 are apparently useless.
Our paper is organized as follows. In Section 2 we recall the definitions
of irreducible general linear, symplectic, orthogonal, and special orthogo-
nal characters. Then, in Section 3, we state our results. These are subse-
quently proved in Sections 4, 5, and 6. Section 7 contains applications of
our identities to plane partition theory, including new refinements of the
Ž .Bender]Knuth and MacMahon ex- conjectures. Finally, in the Appendix
we provide the necessary background information; in particular, we de-
scribe all of the different types of tableaux that we use, Littlewood]
Richardson fillings, the Littlewood]Richardson rule, Littelmann's exten-
sion of it to other classical groups, and Littlewood's branching rules for
restricting representations of the general linear groups to representations
of the symplectic or orthogonal groups.
Ž .2. GENERAL LINEAR CHARACTERS SCHUR FUNCTIONS ,
AND SYMPLECTIC, ORTHOGONAL, AND SPECIAL
ORTHOGONAL CHARACTERS
Here we recall the classical character formulas. We refer the reader to
w x5; 6, Chap. 24; 13; 15; 33, Appendix; 39 for surveys and more detailed
background information concerning classical group characters.
Ž .In what follows, x s x , x , . . . will always be an infinite sequence of1 2
Ž .indeterminates. We call a sequence l s l , l , . . . , l with l G l G1 2 r 1 2
??? G l G 0 a partition if all of the l 's are integers, and a half-partition ifr i
all of the l 's are half-integers, by which we mean numbers of the formi
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Ž .k q 1r2, where k is an integer. For ordinary partitions we adopt the
convention that partitions that differ only by trailing zeros are considered
to be the same. The components l , l , . . . of l are also called the parts1 2
Ž .of l. We call a sequence l s l , l , . . . , l with l G l G ??? G l1 2 r 1 2 ry1
< <G l an r-orthogonal partition if all of the l 's are integers, and anr i
r-orthogonal half-partition if all of the l 's are half-integers.i
Ž . Ž .Given a partition l s l , l , . . . , l , we define the formal general1 2 r
Ž . Ž w Ž .x.linear character, also called a Schur function, s l; x by see 26, I, 3.4
s l; x s det h x , 2.1Ž . Ž . Ž .Ž .l yiqji1Fi , jFr
Ž .where h x s Ý x ??? x denotes the complete homogeneousm 1F i F ? ? ?F i i i1 m 1 m
symmetric function of degree m. If r F n,
s l; x , x , . . . , x , 0, 0, . . .Ž .1 2 n
Ž . Ž wis the irreducible character for GL n, C indexed by l see, e,g., 6,
Ž .x. w x24.10 . Following King 13 , we write
s l; x [ s l; x , x , . . . , x , 0, 0, . . . . 2.2Ž . Ž . Ž .n 1 2 n
Two further similar notations for Schur functions that we use are
s l; x "1 [ s l; x , xy1 , x , xy1 , . . . , x , xy1 , 0, 0, . . . 2.3Ž . Ž .Ž .2 n 1 1 2 2 n n
and
s l; x "1 [ s l; x , xy1 , x , xy1 , . . . , x , xy1 , 1, 0, 0, . . . . 2.4Ž . Ž .Ž .2 nq1 1 1 2 2 n n
Ž .Again, let l s l , l , . . . , l be a partition. Following Koike and1 2 r
w x Ž . Ž .Terada 15, Def. 2.1.1 , we define the formal symplectic character sp l; x
by
.sp l; x s det h x . h x q h x . 2.5Ž . Ž . Ž . Ž . Ž .Ž .l yiq1 l yiqj l yiyjq2i i i.1Fi , jFr
Here, the notation of the determinant means that the first expression gives
the entries of the first column and the second the entries for the remaining
columns, j G 2. If r F n,
sp l; x , xy1 , x , xy1 , . . . , x , xy1 , 0, 0, . . .Ž .1 1 2 2 n n
Ž . Ž wis the irreducible character for Sp 2n, C indexed by l see 6, Prop.
x.24.22 . We write
sp l; x "1 [ sp l; x , xy1 , x , xy1 , . . . , x , xy1 , 0, 0, . . . . 2.6Ž . Ž .Ž .2 n 1 1 2 2 n n
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If r F n q 1,
sp l; x , xy1 , x , xy1 , . . . , x , xy1 , 1, 0, . . .Ž .1 1 2 2 n n
Ž . Ž wis a character for Proctor's odd symplectic group SSp 2n q 1, C see 30,
x.Prop.3.1, with x s 1 . We writeN
sp l; x "1 [ sp l; x , xy1 , x , xy1 , . . . , x , xy1 , 1, 0, 0, . . . . 2.7Ž . Ž .Ž .2 nq1 1 1 2 2 n n
w x Ž .Following Koike and Terada 15, Def. 2.1.1 , we define the formal
Ž .orthogonal character o l; x by
o l; x s det h x y h x . 2.8Ž . Ž . Ž . Ž .Ž .l yiqj l yiyji i1Fi , jFr
If r F n,
o l; x , xy1 , x , xy1 , . . . , x , xy1 , 0, 0, . . .Ž .1 1 2 2 n n
Ž . Ž w x.is the irreducible character for O 2n, C indexed by l see 6, Ex. 24.46 ,
for which we write
o l; x "1 [ o l; x , xy1 , x , xy1 , . . . , x , xy1 , 0, 0, . . . . 2.9Ž . Ž .Ž .2 n 1 1 2 2 n n
Similarly, if r F n,
o l; x , xy1 , x , xy1 , . . . , x , xy1 , 1, 0, 0, . . .Ž .1 1 2 2 n n
Ž . Ž wis the irreducible character for O 2n q 1, C indexed by l see 6, Ex.
x.24.46 , for which we write
o l; x "1 [ o l; x , xy1 , x , xy1 , . . . , x , xy1 , 1, 0, 0, . . . . 2.10Ž . Ž .Ž .2 nq1 1 1 2 2 n n
Ž "1. ŽThe character o l; x is also the irreducible character for SO 2n2 nq1
. Ž "1.q 1, C indexed by l. Therefore we shall sometimes write so l; x2 nq1
Ž "1. Ž .for o l; x . However, for the spin covering group of SO 2n q 1, C2 nq1
there are also irreducible characters indexed by half-partitions. Let l s
Ž .l , . . . , l be a half-partition; then the irreducible character1 n
Ž "1. Ž w Ž .x.so l; x is given by the Weyl formula see 6, 24.28 ,2 nq1
det x liqnyiq1r2 y xyŽ l iqnyiq1r2.Ž .j j
1Fi , jFn"1so l; x s . 2.11Ž . Ž .2 nq1 nyiq1r2 yŽnyiq1r2.det x y xŽ .j j
1Fi , jFn
Ž w Ž .x.In fact see again 6, 24.28 , if l is an ordinary partition, then
Ž "1.so l; x is given by the same formula.2 nq1
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Ž .The situation is even more delicate for SO 2n, C . The irreducible
Ž .characters for SO 2n, C and its spin covering group are indexed by
Ž .n-orthogonal partitions or half-partitions. Let l s l , l , . . . , l be an1 2 n
< <n-orthogonal partition or half-partition, i.e., l G l G ??? G l G l ,1 2 ny1 n
where the l 's are integers, respectively half-integers. Then the irreduciblei
Ž "1.special orthogonal character so l; x is given by the Weyl formula2 n
Ž w Ž .x.see 6, 24.40 ,
so l; x "1Ž .2 n
det x liqnyi q xyŽ l iqnyi. q det x liqnyi y xyŽ l iqnyi.Ž . Ž .j j j j
1Fi , jFn 1Fi , jFns .
ny i yŽnyi.det x q xŽ .j j
1Fi , jFn
2.12Ž .
Ž .The irreducible character for O 2n, C indexed by the partition l,
Ž "1. Ž .o l, x equals the irreducible character for SO 2n, C indexed by l,2 n
Ž "1.so l; x , if l s 0, but splits into two irreducible characters for2 n n
Ž . Ž .SO 2n, C , if l / 0, one indexed by l s l , l , . . . , l , the other in-n 1 2 n
y Ž . Ž wdexed by l , which by definition is l , l , . . . , l , yl see 6, first1 2 ny1 n
x.paragraph on p. 411 .
Ž . Ž . Ž .The characters s l; x , sp l; x , o l; x are also called uni¤ersal charac-
Žters, meaning that by specializing one obtains the actual general linear,
.symplectic, orthogonal, respectively characters for any dimension of the
corresponding group. There is no such thing in the even special orthogonal
case and for odd special orthogonal characters indexed by half-partitions.
Of course, it has to be mentioned that there is not only a Weyl formula for
Ž "1. Ž . Ž w Ž . Ž .x.so l; x , but also for s l; x see 6, p. 403, A.4 ; 26, I, 3.1 andN n
Ž . Ž w Ž .x.sp l; x see 6, 24.18 ; the latter reads2 n
det x liqnyiq1 y xyŽ l iqnyiq1.Ž .j j
1Fi , jFn"1sp l; x s . 2.13Ž . Ž .2 n nyiq1 yŽnyiq1.det x y xŽ .j j
1Fi , jFn
Actually, the Weyl formulas for all of these characters allow a uniform
Ž w x.statement see 6, Theorem 24.2; 39, Theorem 4.1 .
3. CHARACTER IDENTITIES
In this section we collect our identities for classical group characters of
``nearly'' rectangular shapes. By ``nearly'' rectangular shapes we mean
Ž . Ž .partitions of the form c, c, . . . , c, c y p or c, . . . , c, c y 1, . . . , c y 1 , i.e.,
Ž .partitions whose Ferrers diagram see Section A1 of the Appendix is a
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rectangle, except that one row or column might be shorter. We write
Ž ry1 . Žc ,c y p for the first partition given that the partition has r compo-
. Ž ryp Ž . p. Žnents and c , c y 1 for the second given that the partition has r
.components, p of which are equal to c y 1 .
ŽThe first five identities express general linear characters Schur func-
.tions in terms of symplectic, respectively, orthogonal characters. Most of
the ``partition terminology'' that we use here and henceforth is explained
in Section A1 of the Appendix. Other terminology concerns the parity of
Ž .rows or columns: When we say ``an odd even row'' we mean ``a row of
Ž .odd even length.'' We use the same convention with columns. For
Žconvenience, we denote the number of odd rows of some ordinary or
. Ž .skew shape s by oddrows s and the number of odd columns of s by
Ž .oddcols s , and the same with ``even'' instead of ``odd.''
THEOREM 1. Let r, c, p be nonnegati¤e integers. For c G p there holds
s c ry1 , c y p ; x s sp n ; x , 3.1Ž . Ž .Ž .Ž . Ý
rŽ .n: c
rŽŽ . .oddcols c rn sp
and for r G p there holds
pryps c , c y 1 ; x s o n ; x . 3.2Ž . Ž . Ž .Ž .Ž . Ý
rŽ .n: c
rŽŽ . .oddrows c rn sp
In particular, for r F N and c G p there hold
s c ry1 , c y p ; x "1Ž .Ž .N
¡ "1sp n ; x r F Nr2Ž . u vÝ N
rŽ .n: c
rŽŽ . .oddcols c rn sp~s 3.3Ž ."1sp n ; x r ) Nr2 ,Ž . u vÝ N
Nyrq1Ž .n: c¢ Nyrq1ŽŽ . .oddcols c rn scyp
and
¡ "1sp n ; x r F nŽ .Ý 2 n
rŽ .n: c
r "1 ~s c ; x s 3.4Ž . Ž .Ž .2 nq1 "1sp n ; x r ) n.Ž .Ý 2 n¢ 2nq1yrŽ .n: c
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? @For p F r F Nr2 there holds
pryp "1 "1s c , c y 1 ; x s o n ; x . 3.5Ž . Ž . Ž .Ž .Ž . ÝN N
rŽ .n: c
rŽŽ . .oddrows c rn sp
Ž . Ž .Remark 1. The identities 3.3 ] 3.5 have obvious interpretations as
Ž .branching rules for the restriction of representation modules of GL N, C
Ž . Ž . Ž .to Sp N, C , Sp N y 1, C , respectively, O N, C .
Ž . wThe case N s 2n, r F n of 3.3 is implicit in Proctor's paper 28, Proof
xof Lemma 4, Claim on p. 558 . In the same paper, there appear, explicitly,
Ž . wthe case N s 2n, r F n, p s 0 of 3.3 28, Lemma 4, equation for
Ž .x Ž . wA mv and the case r F n of 3.4 28, Lemma 4, equation for2 ny1 r
Ž .x Ž . Ž . wA mv . The cases N s 2n, r F n, p s 0 of 3.3 ] 3.5 appear in 27,2 n r
xTheorem 2.6 .
The next four identities express symplectic and special orthogonal char-
Ž .acters in terms of general linear characters Schur functions .
THEOREM 2. Let n, c, p be nonnegati¤e integers. For n G p there holds
p ycnyp "1sp c , c y 1 ; x s x x ??? x ? s n ; x .Ž . Ž . Ž .Ž .Ž . Ý2 n 1 2 n n
nŽŽ . .n: 2 c
Ž .oddrows n sp
3.6Ž .
If c is a nonnegati¤e integer or half-integer and p is a nonnegati¤e integer,
2c G p, then there holds
ycny1 "1so c , c y p ; x s x x ??? x ? s n ; x .Ž . Ž .Ž .Ž . Ý2 n 1 2 n n
nŽŽ . .n: 2 c
nŽŽŽ . . .oddcols 2 c rn sp
3.7Ž .
Next, if c is a nonnegati¤e integer or half-integer and p is a nonnegati¤e
integer, n G p, then there holds
pnyp "1so c , c y 1 ; xŽ .Ž .Ž .2 nq1
ycs x x ??? x ? a n ? s n ; x , 3.8Ž . Ž . Ž . Ž .Ý1 2 n n , p n
nŽŽ . .n: 2 c
where
number of ¤ertical strips of length p on the rim of nsa nŽ .n , p 3.9Ž .a¤oiding the 2c th column.Ž .
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Finally, if c is a nonnegati¤e integer or half-integer and p is a nonnegati¤e
integer, c G p, then there holds
ycny1 "1so c , c y p ; x s x x ??? x ? b n ? s n ; x ,Ž . Ž . Ž .Ž .Ž . Ý2 nq1 1 2 n n , p n
nŽŽ . .n: 2 c
3.10Ž .
where
number of horizontal strips of length p on the rim of nsb nŽ .n , p such that the ith cell of the strip counted from left toŽ 3.11Ž .
right comes before the 2c y 2 p q 2 i th column.. Ž .
Ž . Ž . Ž .Remark 2. The identities 3.6 ] 3.8 and 3.10 have obvious interpreta-
Ž .tions as decomposition formulas for representation modules of Sp 2n, C ,
Ž . Ž . Ž .SO 2n, C , or SO 2n q 1, C as representations of the subgroup GL n, C .
For the interested reader we add that, without much additional effort, it is
ŽŽ ny1 . "1.also possible to derive decomposition formulas for sp c , c y p ; x2 n
ŽŽ nyp Ž . p. "1. Ž .and so c , c y 1 ; x that are in the spirit of 3.10 , respectively,2 n
Ž . Ž . Ž .3.8 , by slightly modifying the arguments in the proofs of 3.10 and 3.8 .
Ž . w xFormula 3.6 appeared for the first time in 20 , although it is implicit
w Ž .x Ž .already in 7, Theorem 2.6; 18, 2.2 . The case p s 0 of 3.6 has already
wappeared in a number of papers 31, Theorem 3; 37, Theorem 4.1; 38, Cor.
Ž . Ž .x7.4. b ; 27, Theorem 2.3. 2 .
Ž . Ž .The case p s 0 of 3.8 and 3.10 , which is
ycn "1so c ; x s x x ??? x ? s n ; x , 3.12Ž . Ž . Ž . Ž .Ž . Ý2 nq1 1 2 n n
nŽŽ . .n: 2 c
w Ž .appeared also in a number of papers 31, Theorem 3; 38, Cor. 7.4. a ; 27,
Ž .xTheorem 2.3. 1 .
Ž .Finally, the cases p s 0 and p s c of 3.7 have previously appeared in
w Ž .x1; 27, Theorem 2.3. 3 .
Our final identities of this section display the decomposition of the
product of a rectangularly shaped and a ``nearly'' rectangularly shaped
Ž .general linear, symplectic, respectively special orthogonal character. As
will become apparent from the proofs, these identities follow rather easily
from decomposition formulas for the product of a rectangularly shaped
symplectic, respectively, special orthogonal, character and an arbitrarily
shaped symplectic, respectively, special orthogonal, character, which we
obtain in Proposition 1 in Section 6 from Littelmann's decomposition
w xformula 24 .
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THEOREM 3. Let n, c, d, p be nonnegati¤e integers.
First let n G p. If c F d, then there holds
pn "1 nyp "1sp c ; x ? sp d q 1 , d ; xŽ . Ž .Ž . Ž .Ž .2 n 2 n
s sp n ; x "1 , 3.13Ž . Ž .Ý 2 n
n nŽŽ . . ŽŽ . .dyc :n: cqdq1
nŽ ŽŽ . ..oddrows nr dyc sp
and if c G d,
pn "1 nyp "1sp c ; x ? sp d , d y 1 ; xŽ . Ž .Ž . Ž .Ž .2 n 2 n
s sp n ; x "1 . 3.14Ž . Ž .Ý 2 n
n nŽŽ . . ŽŽ . .cyd :n: cqd
nŽ ŽŽ . ..oddrows nr cyd sp
Next, if c, d are nonnegati¤e integers or half-integers and p is an integer with
p F 2 d, then there hold
so cn ; x "1 ? so dny1 , d y p ; x "1Ž . Ž .Ž . Ž .2 n 2 n
s so n ; x "1 , 3.15Ž . Ž .Ý 2 n
ny1 nŽ < < . ŽŽ . .cyd , cyd :n: cqd
nŽŽŽ . . .oddcols cqd rn sp
with the understanding that n ranges o¤er n-orthogonal partitions if c q d is
an integer and o¤er n-orthogonal half-partitions if c q d is a half-integer, and
so cny1 , yc ; x "1 ? so dny1 , d y p ; x "1Ž . Ž .Ž . Ž .2 n 2 n
s so n , . . . , n , yn ; x "1 3.16Ž . Ž .Ž .Ý 2 n 1 ny1 n
ny1 nŽ < < . ŽŽ . .cyd , cyd :n: cqd
nŽŽŽ . . .evencols cqd rn sp
with the same understanding.
For c, d nonnegati¤e integers or half-integers and for n ) p there holds
pn "1 nyp "1so c ; x ? so d , d y 1 ; xŽ . Ž .Ž . Ž .Ž .2 nq1 2 nq1
s c n ? so n ; x "1 ,Ž . Ž .Ý n , p 2 nq1
nyp p nŽ < < Ž  4. . ŽŽ . .cyd , max cyd , dycy1 :n: cqd
3.17Ž .
Ž .where, with m n denoting the multiplicity of l in n ,l
number of ¤ertical strips of length p y m n thatŽ .dycy1sc nŽ .n , p
can be added to n to obtain another half- partition,Ž . 3.18Ž .a¤oiding the d y c th , the c y d q 1 th , and theŽ . Ž .
c q d q 1 th columns of n .Ž .
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Ž .Again, the sum in 3.17 is understood to range o¤er partitions if c q d is an
integer and o¤er half-partitions if c q d is a half-integer.
Finally, for c, d nonnegati¤e integers or half-integers and for d G p there
holds
so cn ; x "1 ? so dny1 , d y p ; x "1Ž . Ž .Ž . Ž .2 nq1 2 nq1
s d n ? so n ; x "1 ,Ž . Ž .Ý n , p 2 nq1
ny1 nŽ < <  4. ŽŽ . .cyd , max cyd , dycyp :n: cqd
3.19Ž .
Ž .where d n is the number of all horizontal strips s that can be added to nn, p
Ž . Ž .to obtain another half- partition, a¤oiding the c q d q 1 th column and
the nth row of n , and which satisfy the following inequalities: If s denotes thei
< <number of cells of the strip s in the ith row, i s 1, 2, . . . , n y 1, and if s
denotes the total number of cells in s , then
< < < < < <s y c q d y p F n , n q p y n F s F p , andn n ny1
2s q ??? q2s q s q n G c y d q 2 p1 iy1 i i
for i s 1, 2, . . . , n y 1. 3.20Ž .
Ž .Again, the sum in 3.19 is understood to range o¤er partitions if c q d is an
integer and o¤er half-partitions if c q d is a half-integer.
Ž . Ž . Ž . Ž .Remark 3. All of these formulas, that is, 3.13 ] 3.20 and 6.1 ] 6.5 ,
have obvious interpretations as decomposition formulas for the tensor
Ž . Ž . Žproduct of two representation modules of Sp 2n, C , SO 2n, C , or SO 2n
.q 1, C . For the interested reader we add that, without much additional
effort, it is also possible to derive decomposition formulas for
ŽŽ n . " 1 . ŽŽ ny 1 . " 1 . ŽŽ n . " 1 .sp c ; x ? sp d , d y p ; x and so c ; x ?2 n 2 n 2 n
ŽŽ nyp Ž . p. "1. Ž .so d , d y 1 ; x , which are in the spirit of 3.19 , respectively,2 n
Ž . Ž .3.17 , by slightly modifying the arguments in the proofs of 3.19 and
Ž .3.17 .
Ž . Ž .Formulas 3.13 ] 3.20 generalize the symplectic and special orthogonal
w xdecompositions of Okada 27, Theorem 2.5 , who proved the p s 0 special
cases. Okada also proves a decomposition formula for the product of two
Ž .rectangularly shaped general linear characters Schur functions , thus
w x wgeneralizing Stanley's results 36, Lemma 3.3 . More generally, Carini 2,
xSect. 3.3, p. 105ff derived decomposition formulas for the product of two
``nearly'' rectangularly shaped general linear characters.
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4. PROOF OF THEOREM 1
w x ŽHere we use decomposition rules of Littlewood 25 see Section A7 of
.the Appendix . All of the notions that appear in this section, like Little-
Ž .wood]Richardson filling LR-filling , Littlewood]Richardson condition
Ž .LR-condition , content, etc., are also explained in the Appendix, mainly in
Section A6.
Ž . wProof of 3.1 . Implicitly, this was already proved in 28, Proof of
xLemma 4, Claim on p. 558 . However, since there is no explicit statement
w xin 28 and since one would have to translate things appropriately, we
Ž .include a detailed proof of 3.1 here.
Ž .According to A.13 we have
s c ry1 , c y p ; x s sp n ; x LRŽc ry 1 , cyp. .Ž .Ž .Ž . Ý Ý m , n
X
n m , m even
Hence we have to show that
ry 1 1 oddcols cr rn s pŽ .Ž .Žc , cyp.LR s 4.1Ž .Ý m , n ½
X 0 otherwise.m , m even
To see this, suppose that m is a fixed partition whose Ferrers diagram
Ž ry1 .has only even columns. Consider a LR-filling of shape c , c y p rm. By
the LR-condition, there is no choice for the entries in the first r y 1 rows;
i.e., all of the rows except for the r th row are uniquely determined in a way
that is exemplified in Fig. 1. There is only freedom in the r th row.
It should be observed that the content of the uniquely determined part
Ž .of the LR-filling equals m [ c y m , c y m , . . . , c y m . In particu-Ä ry1 ry2 1
Ž r .lar, this implies that all of the columns in c rm have odd length, exceptÄ
Žfor columns c y m q 1, c y m q 2, . . . , c which would have lengthry1 ry1
.r , in the case where r is even.
FIGURE 1
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Suppose that n is the content of the complete LR-filling. Then the
ŽLR-condition is equivalent to saying that nrm is a horizontal strip seeÄ
.Appendix A1 for the definition of a horizontal strip . Moreover, this
horizontal strip is of length c y p y m , the length of the r th row of ther
Ž .LR-filling. Hence, there are c y c y p y m s p q m odd columns inr r
Ž r . Ž .c rn if c is odd, and there are c y m y c y p y m s p q m yry1 r r
Ž r .m odd columns in c rn if r is even. The latter is due to the fact that 1ry1
cannot be an entry in the r th row of the LR-filling if r is even; hence the
horizontal strip has to avoid the first row. Actually, the number of odd
columns is p in both cases, since in case r odd we must have m s 0r
because the Ferrers diagram of m has only even columns, and in case r
even we have m s m for the same reason. Thus we have shown that,ry1 r
given a fixed m whose Ferrers diagram has only even columns, then
LRŽc
ry 1, cyp. / 0 only if n is a partition such that the number of oddm, n
Ž r .columns in c rn equals p. In particular, this establishes the ``otherwise''
Ž .part of 4.1 .
Ž r .Conversely, given a partition n : c such that the number of odd
Ž r .columns in c rn equals p, we claim that there is exactly one partition m
whose Ferrers diagram has only even columns and such that LRŽc
ry 1, cyp. /m, n
0. And, more precisely, we have LRŽc
ry 1, cyp. s 1, which means that there ism, n
Ž ry1 .exactly one LR-filling of shape c , c y p rm and content n . Altogether,
Ž .this would establish 4.1 .
The claim is established by going through the preceding paragraphs,
Ž r . Žc ry 1, cyp.backwards. Suppose that n : c is a partition with LR / 0, form, n
some m whose Ferrers diagram has only even columns. Then m, defined asÄ
Ž . Ž .above as c y m , c y m , . . . , c y m , is a partition in which 1 allry1 ry2 1
Ž .the columns have length ’ r mod 2, and 2 which is contained in n and
differs from n by a horizontal strip of length c y p y m . It is straight-r
Ž . Ž .forward to see that 1 and 2 determine m uniquely. Hence,Ä
m , m , . . . , m are uniquely determined, thus also m , since the Ferrers1 2 ry1 r
diagram of m has to contain only even columns. To be precise, the latter
condition implies that m equals m if r is even, and 0 if r is odd.r ry1
Let m be this uniquely determined partition. To show that LRŽc
ry 1, cyp.
m , n
s 1 it remains to see that there is exactly one LR-filling of shape
Ž ry1 .c , c y p rm with content n . In fact, as we already observed, the entries
Ž ry1 .of the first r y 1 rows of a LR-filling of shape c , c y p rm are
uniquely determined. The content of this partial filling of these first r y 1
rows is m. Since n , which should be the content of the complete LR-filling,Ä
differs from m by a horizontal strip, also the entries of the r-th row areÄ
uniquely determined. To be precise, the length of the i-th row of nrmÄ
gives the multiplicity of i in the r-th row of the LR-filling.
Ž . Ž .All together, this establishes 4.1 , and hence 3.1 , as desired.
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Ž . Ž .Proof of 3.2 . According to A.14 we have
p ry p pryp Žc , Žcy1. .s c , c y 1 ; x s o n ; x LR .Ž . Ž .Ž .Ž . Ý Ý m , n
n m , m even
Hence we have to show that
ry p p 1 oddrows cr rn s pŽ .Ž .Žc , Žcy1. .LR s 4.2Ž .Ý m , n ½ 0 otherwise.m , m even
We could prove this again directly, in a style similar to that of the proof of
Ž . Ž . Ž .4.1 . However, once 4.1 is already known, the companion 4.2 follows
Ž w x. l lXX Xstraightforwardly from the well-known identity see 8 LR s LR .m, n m , n
Ž . Ž .For the proofs of 3.3 and 3.4 we utilize the following auxiliary result.
LEMMA 1. Let N be a positi¤e integer. Then, for any partition l s
Ž .l , l , . . . , l we ha¤e1 2 N
s l , l , . . . , l ; x "1Ž .Ž .N 1 2 N
s s l y l , l y l , . . . , l y l , 0 ; x "1 . 4.3Ž . Ž .Ž .N 1 N 1 Ny1 1 2
Proof. This identity follows upon little manipulation from the dual
Ž w Ž .x.Jacobi]Trudi identity the Nagelsbach]Kostka identity, see 26, I, 3.5È
for Schur functions,
s l; x s det e X x , 4.4Ž . Ž . Ž .Ž .l yiqji1Fi , jFl1
Ž .where e x s Ý x ??? x denotes the elementary symmetricm 1F i - ? ? ?- i i i1 m 1 m
Ž .function of degree m. For, by 4.4 , and because of
e x , xy1 , . . . , x , xy1 s e x , xy1 , . . . , x , xy1Ž . Ž .m 1 1 n n 2 nym 1 1 n n
Ž y1 y1 . Žand a similar identity for e x , x , . . . , x , x , 1 , we have in them 1 1 n n
Ž "1. Ž y1 y1.following calculation e x is short for e x , x , . . . , x , x , respec-m m 1 1 n n
Ž y1 y1 .tively, for e x , x , . . . , x , x , 1 , depending on whether N is even orm 1 1 n n
.odd
s l , l , . . . , l ; x "1Ž .Ž .N 1 2 N
s det e X x "1Ž .Ž .l yiqji1Fi , jFl1
s det e X x "1Ž .Ž .Nyl qiyji1Fi , jFl1
s det e X x "1Ž .ž /Nyl qŽl q1yi.yŽl q1yj.l q1y i 1 111Fi , jFl1
s s l y l , l y l , . . . , l y l , 0 ; x "1 .Ž .Ž .N 1 N 1 Ny1 1 2
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Ž . Ž . Ž y1 y1 .Proof of 3.3 . In 3.1 we specialize x to x , x , . . . , x , x , 0, 0, . . .1 1 n n
Ž y1 y1 .if N s 2n, and to x , x , . . . , x , x , 1, 0, 0, . . . if N s 2n q 1, which1 1 n n
leads to
s c ry1 , c y p ; x "1 s sp n ; x "1 . 4.5Ž . Ž .Ž .Ž . ÝN N
rŽ .n: c
rŽŽ . .oddcols c rn sp
Ž . u v u vThis gives 3.3 for r F Nr2 immediately. In the case where r ) Nr2 ,
Ž . u von the right-hand side of 4.5 the partition n could have more than Nr2
parts, in which case one would have to apply modification rules for the
Ž . Ž wcorresponding symplectic characters sp n ; x see, e.g., 10; 39, TheoremN
x.5.4 . However, we circumvent this difficulty by appealing to Lemma 1. In
Ž . Ž . u vfact, by 4.3 and 4.5 we have for r ) Nr2 ,
s c ry1 , c y p ; x "1 s s c Ny r , p ; x "1Ž . Ž .Ž . Ž .N N
s sp n ; x "1 ,Ž .Ý N
Nyrq1Ž .n: c
Nyrq1ŽŽ . .oddcols c rn scyp
Ž . u vwhich is 3.3 for r ) Nr2 .
Ž . Ž .Proof of 3.4 . In 3.1 we set N s 2n q 1, p s 0, and substitute
Ž y1 y1 .x , x , . . . , x , x , 1, 0, 0, . . . for x to obtain1 1 n n
s c r ; x "1 s sp r ; x "1 . 4.6Ž . Ž .Ž .Ž . Ý2 nq1 2 nq1
rŽ .r: c
rŽŽ . .oddcols c rr s0
Now first let r F n. The odd symplectic characters on the right-hand
Ž .side of 4.6 are known to decompose in terms of even symplectic charac-
Ž w x.ters as see 30, Cor. 8.1; 32, Lemma 9.1, with z s 1 and b s 0
sp r ; x "1 s sp n ; x "1 . 4.7Ž . Ž .Ž . Ý2 nq1 2 n
n:r
rrn a horizontal strip
Ž . Ž .Combining this with 4.6 yields 3.4 for r F n, as for any subpartition n of
Ž r .the rectangle c there is exactly one way of adding a horizontal strip to n
ŽŽ r . .such that a partition r with oddcols c rr s 0 is obtained.
Ž . Ž .The case r ) n of 3.4 then follows from the r F n case by use of 4.3
with N s 2n q 1.
Ž . Ž . Ž y1Proof of 3.5 . Here, in 3.2 we specialize x to x , x ,1 1
y1 . Ž y1 y1 .. . . , x , x , 0, 0, . . . if N s 2n, and to x , x , . . . , x , x , 1, 0, 0, . . . ifn n 1 1 n n
N s 2n q 1.
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5. PROOF OF THEOREM 2
In this section we combine the tableaux description of symplectic char-
w x Žacters due to DeConcini and Procesi 3, 4 see Section A3 of the
.Appendix and tableaux descriptions of special orthogonal characters due
w x Žto Lakshmibai, Musili, and Seshadri 22, 23, 21 see Sections A4 and A5 of
.the Appendix with Robinson]Schensted]Knuth-type algorithms. We re-
Žmark that while there are restriction rules that would apply here they
w Ž . Ž .involve ordinary Littlewood]Richardson coefficients; see 12, 4.20 ] 4.22 ;
x.16, Theorem 2.1 with k s n, Theorem A1 , these do not appear to be very
helpful for our purposes. This is because they involve modification rules
for characters, these cause alternating signs, and these in turn cause a lot
of cancellations, and all of this is simply not tractable for the applications
that we have in mind.
Ž . Ž . Ž .Proof of 3.6 . By A.4 we know that the left-hand side of 3.6 equals
S"1x . 5.1Ž . Ž .Ý
Ž .S a 2 n -symplectic tableau
nyp pŽ Ž . .of shape c , cy1
Ž . Ž .On the other hand, by A.2 we have that the right-hand side of 3.6
equals
yc Tx x ??? x ? x . 5.2Ž . Ž .Ý1 2 n
T an n-tableau
nŽŽ . .of shape n: 2 c
Ž .with oddrows n sp
Ž . Ž . Ž .Comparing 5.1 and 5.2 , we see that 3.6 will be proved if we can find a
Ž . Ž nyp Žbijection, F say, between 2n -symplectic tableaux S of shape c , c y
. p.1 and n-tableaux T with at most 2c columns and exactly p odd rows
such that
S yc"1 Tx s x x ??? x ? x , if T s F S . 5.3Ž . Ž . Ž . Ž .1 2 n
The bijection that we are going to construct proceeds in two steps. In
Ž . Ž nyp Ž . p.the first step we map 2n -symplectic tableaux of shape c , c y 1 to
Ž Ž ..certain pairs see the paragraph including 5.4 by analyzing how these
symplectic tableaux look. In the second step we map these pairs to the
above-described n-tableaux by a Robinson]Schensted]Knuth-type corre-
spondence.
Ž . Ž nyp Ž . p.First step. Let S be a 2n -symplectic tableaux of shape c , c y 1 .
Ž .By the definition of 2n -symplectic tableaux in Section A3 of the Ap-
Ž . ŽŽ .nyp Ž . p.pendix, S is a 2n -tableau of shape 2c , 2c y 2 such that columns
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FIGURE 2
Ž .2c y 1, 2c, columns 2c y 3, 2c y 2, etc., form 2n -symplectic admissible
pairs. An example with n s 6, c s 4, p s 2 is displayed in Fig. 2.
Ž . Ž nyp Ž . p.We claim that 2n -symplectic tableaux S of shape c , c y 1 are
Ž  4.in bijection with pairs T , e , e , . . . , e , by a bijection F say, where T is1 2 p 1
an n-tableau whose shape has only even rows and is contained in
ŽŽ .nyp Ž . p.  42c , 2c y 2 , and where e , e , . . . , e is a set of numbers satisfy-1 2 p
ing
1 F e - e - ??? - e F n ,1 2 p
and e f i m , j m for 1 F l F p , 1 F m F s, 5.4Ž . Ž . Ž .l
given that
i 1 j 1Ž . Ž .
. .. .. .
i s j sŽ . Ž .
Ž . Ž .are the 2c y 1 th and 2c th columns of T , such that
S yc"1 Tx s x x ??? x ? x ??? x ? x ,Ž . Ž .1 2 n e e1 p
 4if T , e , e , . . . , e s F S . 5.5Ž . Ž .ž /1 2 p 1
The construction of the bijection F is based on an analysis of the1
symplectic tableaux under consideration. By Observation 2 in Section A3
Ž .of the Appendix, both columns in a 2n -symplectic admissible pair have
the same number of entries F n. Hence, the entries F n in S form an
n-tableau, T say, with only even rows. Of course, the shape of T is
ŽŽ .nyp Ž . p.contained in 2c , 2c y 2 . In Fig. 2 we have marked the area that
is covered by entries F n by a bold line. The resulting tableau is displayed
in the left half of Fig. 3.
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The next observation is that, given T , we can recover S almost com-
Ž . Ž .pletely; only the 2c y 1 th and 2c th columns cannot be necessarily
recovered. For, all of the columns of S except columns 2c y 1 and 2c have
length n. Thus, by Observation 3 in Section A3 of the Appendix, if the
 Ž . Ž . Ž .4entries F n in a column of length n are i 1 , i 2 , . . . , i s , then the
 4  Ž .entries ) n are n q 1, n q 2, . . . , 2n _ 2n q 1 y i 1 , 2n q 1 y
Ž . Ž .4i 2 , . . . , 2n q 1 y i s . Only for recovering columns 2c y 1 and 2c of S
Ž . Ž .from T do we need more information than just the 2c y 1 th and 2c th
columns of T.
Ž . Ž .Let the 2c y 1 th and 2c th column of S be
ƒi 1 j 1Ž . Ž .
. . ¥. . entries F n. . §i s j sŽ . Ž .
5.6Ž .ƒi s q 1 j s q 1Ž . Ž .
. . ¥. . entries ) n. . §i n y p j n y pŽ . Ž .
Ž . ŽObserve that by definition of a 2n -symplectic admissible pair see Defini-
.tion 1 in the Appendix we have
i 1 , . . . , i s , 2n q 1 y i s q 1 , . . . , 2n q 1 y i n y p 4Ž . Ž . Ž . Ž .
s j 1 , . . . , j s , 2n q 1 y j s q 1 , . . . , 2n q 1 y j n y p . 4Ž . Ž . Ž . Ž .
5.7Ž .
 4  4Let e , e , . . . , e be the complement of this set in 1, 2, . . . , n . In other1 2 p
words, e , e , . . . , e are the numbers e between 1 and n with the property1 2 p
Ž .that neither e nor its ``conjugate'' 2n q 1 y e occurs in the 2c y 1 th or
Ž .2c th columns of S. Without loss of generality we may assume e - e -1 2
Ž .  4  4??? - e . In our running example recall p s 2 we have e , e s 2, 6 .p 1 2
Ž .  4Obviously, because of 5.7 and the definition of T and e , e , . . . , e ,1 2 p
Ž . Ž .all of the information about the 2c y 1 th and the 2c th columns
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ÄŽ Ž .. Ž . Ž .displayed in 5.6 is contained in the 2c y 1 th and 2c th columns of T
Ž Ž ..  4the entries F n in 5.6 and e , e , . . . , e . Moreover, because of the1 2 p
Ž . w Ž . Ž .xdefinition of a 2n -symplectic admissible pair, we have e f i m , j ml
for all l and m. And conversely, if we have
i 1 j 1Ž . Ž .
. .. .  4, e , e , . . . , e1 2 p. .
i s j sŽ . Ž .
Ž . Ž .such that 5.4 is satisfied, then 5.6 with
i s q 1 , . . . , i n y p 4Ž . Ž .
 4[ n q 1, . . . , 2n _ 2n q 1 y i 1 , . . . , 2n q 1 y i s ,Ž . Ž .
2n q 1 y e , . . . , 2n q 1 y e 41 p
j s q 1 , . . . , j n y p 4Ž . Ž .
 4[ n q 1, . . . , 2n _ 2n q 1 y j 1 , . . . , 2n q 1 y j s ,Ž . Ž .
2n q 1 y e , . . . , 2n q 1 y e 41 p
Ž .will be a 2n -symplectic admissible pair.
Hence, we have defined the desired bijection F . It is easy to check that1
Ž .the weight property 5.5 holds under this correspondence.
Our running example in Fig. 2 is mapped under F to the pair in Fig. 3.1
Second step. In the second step we construct a bijection F between2
Ž  4. Ž .pairs T , e , e , . . . , e satisfying the above conditions including 5.4 , and1 2 p
n-tableaux T with at most 2c columns and exactly p odd rows, such that
T Tx s x ??? x ? x . 5.8Ž .e e1 p
Ž  4.Let T , e , e , . . . , e be such a pair. We insert e , e , . . . , e , in this1 2 p p py1 1
order, into T , according to the following procedure. Let T [ T. Suppose0
that, by inserting e , e , . . . , e we already formed T . Next we insertp py1 pylq1 l
Že into T in the following way. Choose the first row from top topy l l
. Ž .bottom of T such that e is less than the entry in the 2c y 1 thl pyl
column in that row of T . If there is no such row, choose the first row thatl
Ž .does not have an entry in the 2c y 1 th column of that row. Then,
Ž wstarting with that row of T , ROW-INSERT e into T , i.e. cf. 14, p.l pyl l
x.712; 19, pp. 87]88 , find the leftmost entry in that row that is larger than
e , bump it, and replace it by e ; if there is none, then place e atpy l pyl pyl
the end of that row. If an entry was bumped, then repeat this same
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procedure with the bumped entry and the next row, etc. Thus one obtains
ŽŽ  4..T . Finally, set T s F T , e , e , . . . , e [ T . Our running examplelq1 2 1 2 p p
from Fig. 3 is mapped under F to the tableau in Fig. 4.2
Since T was an n-tableau with only even rows, and since later ``insertion
Ž .paths'' are weakly to the left of previous ones, T is an n-tableau with
Ž .exactly p odd rows. Trivially, 5.8 is satisfied.
To show that F is a bijection, we have to construct the inverse2
mapping. Take an n-tableau T with at most 2c columns and exactly p odd
Ž .rows. Choose the last row from top to bottom of T that has odd length.
Now, starting with that row, perform a slightly modified ROW-DELETE
Ž w x.cf. 14, p. 713; 19, pp. 88 . Namely, remove the last entry, x say, from that
row and find the rightmost entry, y say, in the previous row that is less
than x, replace y by x, and repeat this same procedure with y and the row
before the row that contained y, etc., until no row is left to be considered
Ž .or until an entry in the 2c th column would be replaced. In the latter case
Ž . Ž .this is the modification , do not replace the entry in the 2c th column,
but stop the procedure. Thus we obtain an n-tableau T with p y 1 odd1
rows and an entry, e say, that was replaced in the last step of the1
procedure. This procedure is repeated with T , thus obtaining T and e ,1 2 2
etc. In the end we obtain T , which is an n-tableau with only even rows,p
and in the course of our algorithm we obtained the elements e , e , . . . , e .1 2 p
Ž w x.By standard properties of ROW-INSERT and ROW-DELETE cf. 34 , it
is not difficult to see that this algorithm exactly reverses F , step by step.2
In particular, the start of ROW-INSERT in a row that is possibly different
from the first and the modified ending of ROW-DELETE complement
each other exactly.
The composition F (F is by definition the desired bijection between2 1
Ž . Ž nyp Ž . p.2n -symplectic tableaux S of shape c , c y 1 and n-tableaux T
Ž . Ž .with at most 2c columns and exactly p odd rows. From 5.5 and 5.8
Ž .the weight property 5.3 follows immediately. This completes the proof
Ž .of 3.6 .
Ž . Ž . Ž . Ž . Ž .Proof of 3.7 . Using A.6 and A.2 in 3.7 , we see that 3.7 will be
Ž .proved if we can find a bijection, C say, between 2n -orthogonal tableaux
FIGURE 4
IDENTITIES FOR CLASSICAL GROUP CHARACTERS 21
Ž ny1 .S of shape c , c y p and n-tableaux T with at most 2c columns and
Žexactly p columns with parity different from n by which we mean that the
.lengths of the columns have parity different from n such that
S yc"1 Tx s x x ??? x ? x , if T s C S . 5.9Ž . Ž . Ž . Ž .1 2 n
Again, the bijection that we are going to construct proceeds in two steps.
Ž . Ž ny1 .In the first step we map 2n -orthogonal tableaux of shape c , c y p to
Ž Ž ..certain pairs see the paragraph including 5.10 by analyzing how these
orthogonal tableaux look. In the second step we map these pairs to the
above-described n-tableaux by Robinson]Schensted]Knuth insertion.
Ž . Ž ny1 .First step. Let S be a 2n -orthogonal tableaux of shape c , c y p .
By Observation 1 in Section A5 of the Appendix, S consists of a pair
Ž . Ž . ŽŽ .n.S , S of 2n -tableaux, S being of shape 2c y p and each column3 2 3
of which containing an even number of entries ) n, S being of shape2
Ž n.p , each column of which containing an odd number of entries ) n, and
all of the entries in the first row of S being at most n, such that the2
X Ž . Xconcatenation S j S is a 2n -tableau, where S is the tableau arising3 2 2
from S by replacing the topmost element, e say, in column i of S by its2 i 2
``conjugate'' 2n q 1 y e , for all i s 1, 2, . . . , p, and by rearranging thei
columns in increasing order. An example with n s 6, c s 7r2, p s 2 is
displayed in the left half of Fig. 5. The right half shows the concatenation
X Ž .S j S note that e s 1, e s 2 .3 2 1 2
Ž . Ž ny1 .We claim that 2n -orthogonal tableaux S of shape c , c y p are in
Ž  4.bijection with pairs T , e , e , . . . , e , by a bijection C say, where T is an1 2 p 1
n-tableau whose shape has only columns with the same parity as n and is
ŽŽ .ny1 .  4contained in 2c , 2c y p , and where e , e , . . . , e is a set of num-1 2 p
bers satisfying
1 F e F e F ??? F e F n , 5.10Ž .1 2 p
Ž .e has less than the topmost element of the 2c y p q i th column of T ,i
such that
S yc"1 Tx s x x ??? x ? x ??? x ? x ,Ž . Ž .1 2 n e e1 p
 4if T , e , e , . . . , e s C S . 5.11Ž . Ž .ž /1 2 p 1
The construction of the bijection C is based on an analysis of the1
orthogonal tableaux under consideration. By definition, all of the columns
in S j SX contain an even number of entries ) n. Hence, the entries3 2
XF n in S j S form an n-tableau, T say, with all columns having the3 2
ny1ŽŽ .same parity as n. Of course, the shape of T is contained in 2c , 2c y
.p . In the right half of Fig. 5 we have marked the area that is covered by
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entries F n by a bold line. The resulting tableau is displayed in the left
half of Fig. 6.
Ž . Ž  4.Now, let C S be defined by T , e , e , . . . , e , where, as before, e is1 1 2 p i
the topmost element of the ith column of S . Our running example in Fig.2
Ž .5 is mapped under C to the pair in Fig. 6. It is obvious that 5.10 and1
Ž .5.11 hold under this mapping. Besides, it is trivial to recover S from
Ž  4.T , e , e , . . . , e . Hence, C is a bijection, as desired.1 2 p 1
Second step. In the second step we construct a bijection C between2
Ž  4. Ž .pairs T , e , e , . . . , e satisfying the above conditions including 5.10 ,1 2 p
and n-tableaux T with at most 2c columns and exactly p columns of parity
different from n, such that
T Tx s x ??? x ? x . 5.12Ž .e e1 p
Ž  4.Let T , e , e , . . . , e be such a pair. We ROW-INSERT e , e , . . . , e ,1 2 p 1 2 p
Žin this order, into T. The reader should observe the differences in the
Ž .algorithm in the second step of the proof of 3.6 : here we use genuine
Ž .ROW-INSERT, without any modification, as opposed to the proof of 3.6 .
Furthermore, the order in which the elements e , e , . . . , e are inserted is1 2 p
Ž . . Ž wexactly the reversed order in the proof of 3.6 . I.e. cf. 14, p. 712; 19, pp.
x.87]88 , let T [ T. Suppose that, by inserting e , e , . . . , e we have0 1 2 l
already formed T . Next we insert e into T . Namely, we find thel lq1 l
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leftmost entry in the first row of T that is larger than e , bump it, andl lq1
replace it by e ; if there is none, we place e at the end of that row. Iflq1 lq1
an entry was bumped, then we repeat this same procedure with the
bumped entry and the next row, etc. Thus one obtains the tableau T .lq1
ŽŽ  4..Finally, we set T s C T , e , e , . . . , e [ T . Our running example2 1 2 p p
from Fig. 6 is mapped under C to the tableau in Fig. 7.2
Since T was an n-tableau with all columns having the same parity as n,
and since later ``insertion paths'' are strictly to the right of previous ones,
T is an n-tableau with exactly p columns of parity different from n.
Ž .Moreover, since e is less than the topmost element of the 2c y p q i thi
column of T , the insertion process will at no stage produce more than 2c
Ž .columns. Hence, T has at most 2c columns. Trivially, 5.12 is satisfied.
To show that C is a bijection, we have to construct the inverse2
mapping. Take an n-tableau T with at most 2c columns and exactly p
columns of parity different from n. Choose the rightmost column of T that
has parity different from n. Suppose that the bottommost entry in this
column is in row I. Now, starting with that row, perform ROW-DELETE,
Ž w x.i.e. cf. 14, p. 713; 19, pp. 88 , remove the last entry, x say, from the IthI
Ž .row and find the rightmost entry, x say, in the I y 1 th row that is lessIy1
than x , replace x by x , and repeat this same procedure with x andI Iy1 I Iy1
Ž .the I y 2 th row, etc., until no row is left to be considered. Thus we
obtain an n-tableau T with p y 1 columns of parity different from n and1
an entry, e say, that was replaced in the last step of the procedure. Thisp
procedure is repeated with T , thus obtaining T and e , etc. In the end1 2 py1
we obtain T , which is an n-tableau with all columns having the samep
parity as n, and in the course of our algorithm we obtained the elements
e , e , . . . , e . Again, by standard properties of ROW-INSERT andp py1 1
Ž w x.ROW-DELETE cf. 34 , it is not difficult to see that this algorithm
exactly reverses C , step by step.2
The composition C (C is by definition the desired bijection between2 1
Ž . Ž ny1 .2n -orthogonal tableaux S of shape c , c y p and n-tableaux T with
at most 2c columns and exactly p columns of parity different from n.
Ž . Ž . Ž .From 5.11 and 5.12 the weight property 5.9 follows immediately. This
Ž .completes the proof of 3.7 .
FIGURE 7
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Ž . Ž .Proof of 3.8 . Here we have to deal with 2n q 1 -orthogonal tableaux.
Ž .Since these are not too far from 2n -symplectic tableaux, the arguments
Ž .here are very similar to those in the proof of 3.6 . In fact, the basic steps
are the same; only the details differ. So sometimes we shall be sketchy and
provide details only if necessary.
Ž . Ž . Ž . Ž .Using A.5 and A.2 in 3.8 , we see that 3.8 will be proved if we can
Ž .find a bijection, Q say, between 2n q 1 -orthogonal tableaux S of shape
Ž nyp Ž . p. Ž .c , c y 1 and pairs T , s , where T is an n-tableau whose shape is
ŽŽ .n.contained in 2c , and where s is a vertical strip of length p on the rim
Ž .of n that avoids the 2c th column, such that
S yc"1 Tx s x x ??? x ? x , if T , s s Q S for some s . 5.13Ž . Ž . Ž . Ž . Ž .1 2 n
Again, we proceed in two steps.
Ž . Ž nyp ŽFirst step. Let S be a 2n q 1 -orthogonal tableau of shape c , c y
. p. Ž .1 . By the definition of 2n q 1 -orthogonal tableaux in Section A4 of
Ž . ŽŽ .nyp Ž . p.the Appendix, S is a 2n -tableau of shape 2c , 2c y 2 such that
Ž .columns 2c y 1, 2c, columns 2c y 3, 2c y 2, etc., form 2n q 1 -
orthogonal admissible pairs. An example with n s 6, c s 4, p s 3 is
displayed in Fig. 8.
Ž . Ž nyp Ž . p.We claim that 2n q 1 -orthogonal tableaux S of shape c , c y 1
Ž  4.are in bijection with pairs T , e , e , . . . , e , by a bijection Q say, where1 2 p 1
nyp pŽŽ . Ž . .T is an n-tableau contained in 2c , 2c y 2 , and where
 4e , e , . . . , e is a set of numbers satisfying1 2 p
1 F e - e - ??? - e F n ,1 2 p
e f i m , j m for 1 F l F p , 1 F m F s, 5.14Ž . Ž . Ž .l
and e f i s q 1 , n for 1 F l F p ,Ž .l
FIGURE 8
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given that
i 1 j 1Ž . Ž .
. .. .. .
i s j sŽ . Ž .
i s q 1Ž .
...
i tŽ .
Ž . Ž .are the 2c y 1 th and 2c th columns of T , such that
S yc"1 Tx s x x ??? x ? x ??? x ? x ,Ž . Ž .1 2 n e e1 p
 4if T , e , e , . . . , e s Q S . 5.15Ž . Ž .ž /1 2 p 1
The construction of the bijection Q is based on an analysis of the1
orthogonal tableaux under consideration. Clearly, the entries F n in S
nyp pŽŽ . Ž . .form an n-tableau, T say, whose shape is contained in 2c , 2c y 2 .
Note that in contrast to the symplectic case, here T is not necessarily a
tableau with only even rows. In Fig. 8 we have marked the area that is
covered by entries F n by a bold line. The resulting tableau is displayed in
the left half of Fig. 9.
Ž . Ž .Now, let the 2c y 1 th and 2c th columns of S be
Ž . Ž .i 1 j 1¡ ƒ. .. . F n¥. .~




 4As in the symplectic case, we define e , e , . . . , e to be the set of1 2 p
numbers e between 1 and n with the property that neither e nor its
Ž . Ž .``conjugate'' 2n q 1 y e occurs in the 2c y 1 th or 2c th columns of S.
Again, without loss of generality we may assume e - e - ??? - e . In1 2 p
Ž .  4  4our running example recall p s 3 we have e , e , e s 2, 3, 6 . From1 2 3
Ž . Žthe definition of a 2n q 1 -orthogonal admissible pair see Definition 2 in
. Ž .the Appendix it follows that the numbers e , e , . . . , e satisfy 5.14 . Note1 2 p
Ž . Ž .that 5.14 differs from the ``symplectic analogue'' 5.4 by the additional
condition in the third line.
Ž . Ž  4.We define Q S to be T , e , e , . . . , e . Our running example in Fig.1 1 2 p
8 is mapped under Q to the pair in Fig. 9.1
As in the symplectic case, it can be shown that S can be uniquely
Ž  4.recovered from T , e , e , . . . , e . Furthermore, it is easy to check that1 2 p
Ž .the weight property 5.15 holds under this correspondence.
Second step. In the second step we construct a bijection Q between2
Ž  4. Ž . Ž .pairs T , e , e , . . . , e satisfying 5.14 as before, and pairs T , s , where1 2 p
ŽŽ .n.T is an n-tableau whose shape is contained in 2c , and where s is a
Ž .vertical strip of length p on the rim of n that avoids the 2c th column,
such that
T Tx s x ??? x ? x . 5.17Ž .e e1 p
Ž  4.To obtain T from such a pair T , e , e , . . . , e we use the mapping F1 2 p 2
Ž .from the second step of the proof of 3.6 . On the other hand, s is defined
to be the vertical strip by which the shapes of T and T differ. Thus, our
running example from Fig. 9 is mapped under Q to the pair in Fig. 10.2
There, the vertical strip s is visualized by bold lines embedded in the
shape of T.
ŽBy definition of Q recall that an element is never inserted into the2
Ž . .2c th column of some T , s is a vertical strip on the rim of the shape ofi
Ž . Ž .T that avoids the 2c th column. It is obvious that 5.17 holds.
The composition Q (Q is by definition the desired bijection between2 1
Ž . Ž nyp Ž . p. Ž .2n q 1 -orthogonal tableaux S of shape c , c y 1 and pairs T , s ,
FIGURE 10
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ŽŽ .n.where T is an n-tableau whose shape is contained in 2c , and where s
Ž .is a vertical strip of length p on the rim of n that avoids the 2c th
Ž . Ž . Ž .column. From 5.15 and 5.17 the weight property 5.13 follows immedi-
Ž .ately. This completes the proof of 3.8 .
Ž .Proof of 3.10 . Here we proceed very similarly to the preceding proof
Ž .of 3.8 .
Ž . Ž . Ž . Ž .Using A.5 and A.2 in 3.10 , we see that 3.10 will be proved if we
Ž .can find a bijection, V say, between 2n q 1 -orthogonal tableaux S of
Ž ny1 . Ž .shape c , c y p and pairs T , s , where T is an n-tableau whose shape
ŽŽ .n.is contained in 2c , and where s is a horizontal strip of length p on
the rim of n such that the ith cell of the strip comes before the
Ž .2c y 2 p q 2 i th column, such that
S yc"1 Tx s x x ??? x ? x , if T , s s V S for some s . 5.18Ž . Ž . Ž . Ž . Ž .1 2 n
Again, we proceed in two steps.
Ž . Ž ny1 .First step. Let S be a 2n q 1 -orthogonal tableau of shape c , c y p .
Ž .By the definition of 2n q 1 -orthogonal tableaux in Section A4 of the
Ž . ŽŽ .ny1 .Appendix, S is a 2n -tableau of shape 2c , 2c y 2 p such that
Ž .columns 2c y 1, 2c, columns 2c y 3, 2c y 2, etc., form 2n q 1 -
orthogonal admissible pairs. An example with n s 6, c s 7r2, p s 3 is
displayed in Fig. 11.
Ž . Ž ny1 .We claim that 2n q 1 -orthogonal tableaux S of shape c , c y p
Ž Ž ..are in bijection with pairs T , e , e , . . . , e , by a bijection V say, where1 2 p 1
ny1ŽŽ . .T is an n-tableau contained in 2 c , 2 c y 2 p , and where
Ž . Že , e , . . . , e is a vector of numbers we definitely mean ¤ector here, i.e.,1 2 p
.the order of the numbers is important satisfying
1 F e , e , . . . , e F n ,1 2 p
e f i m , j m for 1 F l F p , 1 F m F s , 5.19Ž . Ž . Ž .l l l l
e f i s q 1 , n for 1 F l F p ,Ž .l l l
FIGURE 11
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and for all m,
 41, 2, . . . , m _ e , j 1 , . . . , j s 4Ž . Ž .l l l l
 4F 1, 2, . . . , m _ e , i 1 , . . . , i t , 5.20 4Ž . Ž . Ž .lq1 lq1 lq1 lq1
given that
i 1 j 1Ž . Ž .l l
. .. .. .
i s j sŽ . Ž .l l l l
i s q 1Ž .l l
...
i tŽ .l l
Ž . Ž .are the 2c y 2 p q 2 l y 1 th and 2c y 2 p q 2 l th columns of T , such
that
S yc"1 Tx s x x ??? x ? x ??? x ? x ,Ž . Ž .1 2 n e e1 p
 4if T , e , e , . . . , e s V S . 5.21Ž . Ž .ž /1 2 p 1
Again, the construction of the bijection V is based on an analysis of1
the orthogonal tableaux under consideration. Clearly, the entries F n in S
ny1ŽŽ . .form an n-tableau, T say, whose shape is contained in 2c , 2c y 2 p .
In Fig. 11 we have marked the area that is covered by entries F n by a
bold line. The resulting tableau is displayed in the left half of Fig. 12.
Ž .If we apply the paragraph containing 5.16 with p s 1, then we see
that, with e being the number that together with its conjugate 2n q 1 y el l
Ž . Ž .does not appear in the 2c y 2 p q 2 l y 1 th or 2c y 2 p q 2 l th columns
of S, l s 1, 2, . . . , p, the map V defined by1
S “ T , e , e , . . . , eŽ .ž /1 2 p
FIGURE 12
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defines the desired bijection. In particular, the fact that the entries ) n in
Ž . Ž .S also form a skew tableau is reflected by condition 5.20 . For, the
Ž .entries ) n from the 2c y 2 p q 2 l th column of S are
 4n q 1, n q 2, . . . , 2n _
2n q 1 y e , 2n q 1 y j 1 , . . . , 2n q 1 y j s , 4Ž . Ž .l l l l
Ž .and the entries ) n from the 2c y 2 p q 2 l q 1 th column of S are
 4n q 1, n q 2, . . . , 2n _
2n q 1 y e , 2n q 1 y i 1 , . . . , 2n q 1 y i t . 4Ž . Ž .lq1 lq1 lq1 lq1
Ž .That all entries ) n from the 2c y 2 p q 2 l th column of S are less than
Ž .or equal to their right neighbors from the 2c y 2 p q 2 l q 1 th column of
S, is exactly equivalent to requiring
 42n , 2n y 1, . . . , 2n y m _
2n q 1 y e , 2n q 1 y j 1 , . . . , 2n q 1 y j s 4Ž . Ž .l l l l
 4F 2n , 2n y 1, . . . , 2n y m
_ 2n q 1 y e , 2n q 1 y i 1 , . . . , 2n q 1 y i t 4Ž . Ž .lq1 lq1 lq1 lq1
Ž .for all m, which is clearly equivalent to 5.20 .
Ž .Again, it is easy to check that the weight property 5.21 holds under this
correspondence. Our running example in Fig. 11 is mapped under V to1
the pair in Fig. 12.
Second step. In the second step we construct a bijection V between2
Ž Ž .. Ž . Ž .pairs T , e , e , . . . , e satisfying 5.19 as before, and pairs T , s , where1 2 p
ŽŽ .n.T is an n-tableau whose shape is contained in 2c , and where s is a
horizontal strip of length p on the rim of n such that the ith cell of the
Ž .strip comes before the 2c y 2 p q 2 i th column, such that
T Tx s x ??? x ? x . 5.22Ž .e e1 p
Ž Ž ..Let T , e , e , . . . , e be such a pair. We insert e , e , . . . , e , in this1 2 p 1 2 p
order, into T , according to a procedure that is very similar to F , or Q ,2 2
Ž . Ž .which were used in the proofs of 3.6 , respectively, 3.8 . That we have to
modify these procedures is due to the fact that e satisfies a condition,l
Ž . Ž . Žnamely 5.19 , that depends on the 2c y 2 p q 2 l y 1 th and 2c y 2 p q
. Ž . Ž .2 l th columns of T , and not just on the 2c y 1 th and 2c th columns, as
Ž . Ž .was the case in 5.4 or 5.14 . Let T [ T. Suppose that, by inserting0
e , e , . . . , e we have already formed T . Next we insert e into T in the1 2 l l lq1 l
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Ž .following way. Choose the first row from top to bottom of T such that
Ž .e is less than the entry in the 2c y 2 p q 2 l y 1 th column in that rowlq1
of T . If there is no such row, choose the first row that does not have anl
Ž .entry in the 2c y 2 p q 2 l y 1 th column of that row. Then, starting with
that row of T , ROW-INSERT e into T ; see the definition of F in thelq1 2
Ž .second step of the proof of 3.6 . Thus one obtains the tableau T .lq1
ŽŽ Ž ...Finally, set T s V T , e , e , . . . , e [ T . On the other hand, s is2 1 2 p p
Ždefined to be the vertical strip it is indeed a vertical strip, as will be shown
.in a moment by which the shapes of T and T differ. Thus, our running
example from Fig. 12 is mapped under V to the pair in Fig. 13. There, the2
vertical strip s is visualized by bold lines embedded in the shape of T.
Ž .It is obvious that 5.22 holds under this correspondence. Moreover, it is
immediate from the definition of s as a result of the above insertion
Ž .procedure that the ith cell of s comes before the 2c y 2 p q 2 i th
column. However, it is not so immediate that s is indeed a vertical strip.
This will be established next. We will be done if we are able to show that
later ``insertion paths'' are strictly to the right of previous ones. It suffices
to consider two successive insertion paths.
Let the columns 2c y 2 p q 2 l y 1, 2c y 2 p q 2 l, 2c y 2 p q 2 l q 1,
Ž2c y 2 p q 2 l q 2 be given by the four columns in Fig. 14 ignore for the
.moment ``e “ '' and ``e “ '' .l lq1
Suppose that the insertion of e would start in row u, as is symbolized byl
Ž .e “ i u in Fig. 14, and that the subsequent insertion of e would startl l lq1
Ž .in row ¤ , as symbolized by e “ i ¤ in Fig. 14. This would mean thatl lq1
we have
j u y 1 - e - i u 5.23Ž . Ž . Ž .l l l
and
j ¤ y 1 - e - i ¤ . 5.24Ž . Ž . Ž .lq1 lq1 lq1
Ž . ŽDuring the insertion of e , first the element e bumps i ¤ which islq1 lq1 lq1
Ž . .an element of the 2c y 2 p q 2 l q 1 th column of T or an element to
Ž .the left of i ¤ in the same row. Let us further suppose that until rowlq1
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i 1 j 1 i 1 j 1Ž . Ž . Ž . Ž .l l lq1 lq1
. . . .. . . .. . . .
. .. . e “ i ¤ j ¤Ž . Ž .lq1 lq1 lq1. .
. . . .. . . .. . . .
e “ i u j u i s j sŽ . Ž . Ž . Ž .l l l lq1 lq1 lq1 lq1
. . .. . .. . .
. .. . i tŽ .lq1 lq1. .
i s j sŽ . Ž .l l l l
i s q 1Ž .l l
...
i tŽ .l l
FIGURE 14
Ž .w y 1, w G ¤ , elements of the 2c y 2 p q 2 l q 1 th column are bumped,
Ž . Ž . Ž . Ž .i.e., i ¤ bumps i ¤ q 1 , . . . ; finally, i w y 2 bumps i w y 1 .lq1 lq1 lq1 lq1
This would mean
j ¤ q 1 F i ¤ , . . . , j w y 1 F i w y 2 . 5.25Ž . Ž . Ž . Ž . Ž .l lq1 l lq1
We suppose that then in row w the insertion path jumps to the left of the
Ž . Ž2c y 2 p q 2 l q 1 th column note that the case w s ¤ covers the case
Ž ..that e bumps an element to the left of i ¤ , which means thatlq1 lq1
i w y 1 - j w , or e - j ¤ in case w s ¤ . 5.26Ž . Ž . Ž . Ž .lq1 l lq1 l
We do not care what happens afterward.
Ž .We claim that u F w and that e F i w y 1 , respectively, e F el lq1 l lq1
in case w s ¤ . This would imply that in the uth row the insertion path
caused by e is strictly to the right of the insertion path caused by e andlq1 l
therefore has to stay strictly to the right from there on, by an elementary
property of ROW-INSERT. And this is what we want to show.
Ž . Ž .To prove the claim we consider 5.20 with m s i w y 1 , respec-lq1
tively, m s e in case w s ¤ . For this choice of m, the right-hand side oflq1
Ž . Ž .5.20 equals i w y 1 y w, since we havelq1
i 1 - i 2 - ??? - i w y 1 ,Ž . Ž . Ž .lq1 lq1 lq1
Ž .and by 5.24 ,
e - i ¤ - ??? - i w y 1 ,Ž . Ž .lq1 lq1 lq1
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Ž .respectively, equals e y ¤ in case w s ¤ , since by 5.24 we havelq1
i 1 - ??? - i ¤ y 1 F j ¤ y 1 - e - i ¤ .Ž . Ž . Ž . Ž .lq1 lq1 lq1 lq1 lq1
Ž . Ž .Hence, the left-hand side of 5.20 is bounded above by i w y 1 y w,lq1
respectively, e y ¤ in case w s ¤ .lq1
Ž . Ž .On the other hand, the left-hand side of 5.20 is at least i w y 1 y w,lq1
respectively, e y ¤ in case w s ¤ , and equal to the lower bound only iflq1
Ž . Ž .e F i w y 1 , respectively, e F e in case w s ¤ . For, by 5.25 andl lq1 l lq1
Ž .5.26 we have
j 1 - ??? - j w y 1 F i w y 2 - i w y 1 - j w ,Ž . Ž . Ž . Ž . Ž .l l lq1 lq1 l
Ž . Ž .and in case w s ¤ we have, by 5.24 and 5.26 ,
j 1 - ??? - j ¤ y 1 F j ¤ y 1 - e - j ¤ .Ž . Ž . Ž . Ž .l l lq1 lq1 l
Ž .So the lower bound can only be reached if e F i w y 1 , respectively,l lq1
e F e in case w s ¤ , which is what we wanted to show.l lq1
Ž .Summarizing, we have shown that indeed e F i w y 1 , respectively,l lq1
Ž . Ž .e F e in case w s ¤ . Combining this with 5.23 and 5.26 , we obtainl lq1
the inequality chain
j u y 1 - e F i w y 1 respectively, e - j w ;Ž . Ž . Ž . Ž .l l lq1 lq1 l
Ž . Ž .hence j u y 1 - j w . Since columns are strictly increasing, this immedi-l l
ately implies u F w, as desired.
To show that C is a bijection, we have to construct the inverse2
mapping. Experienced with three other similar proofs, this is rather
Ž .straightforward. Let T , s be a pair, where T is an n-tableau whose shape
ŽŽ .n.is contained in 2c , and where s is a horizontal strip of length p on
the rim of n such that the ith cell of the strip comes before the
Ž .2c y 2 p q 2 i th column. For l s 1, 2, . . . , p start a ROW-DELETE with
the entry of T that is located in the cell corresponding to the lth cell of s
Ž . Ž .counted from the right , but stop before an entry in the 2c y 2 l q 2 th
column would be bumped. This procedure reverses the algorithm V , step2
by step.
The composition V (V is by definition the desired bijection between2 1
Ž . Ž ny1 . Ž .2n q 1 -orthogonal tableaux S of shape c , c y p and pairs T , s ,
ŽŽ .n.where T is an n-tableau whose shape is contained in 2c , and where s
is a horizontal strip of length p on the rim of n such that the ith cell of
Ž . Ž . Ž .the strip comes before the 2c y 2 i q 2 th column. From 5.21 and 5.22
Ž .the weight property 5.18 follows immediately. This completes the proof
Ž .of 3.10 .
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6. PROOF OF THEOREM 3
w xIn this section we use Littelmann's extension 24 of the Littlewood]
Richardson rule to symplectic and special orthogonal characters. This
extension is described in Section A6 of the Appendix. We remark that
while there are other rules for the decomposition of the product of two
symplectic or orthogonal characters involving ordinary Littlewood]
Ž wRichardson coefficients the Newell]Littlewood rules; see 13, Theorem 4.1;
x.15, Cor. 2.5.3rProp. 2.5.2; 39, Theorem 5.3 , these do not appear to be
very helpful for our purposes. Again, this is because they involve modifica-
tion rules for characters, these cause alternating signs, and these in turn
cause a lot of cancellations, and all of this is simply not tractable for the
applications that we have in mind.
Ž . Ž .Before we move on to the proofs of 3.13 ] 3.20 , in Proposition 1 we
supply decomposition formulas for the product of a rectangularly shaped
symplectic, respectively, special orthogonal, character and an arbitrarily
shaped character of the same type. All of these expansions involve slightly
modified Littlewood]Richardson coefficients, which even reduce to ordi-
nary Littlewood]Richardson coefficients in a number of cases; see Re-
mark 4. But there are no alternating signs here, and hence there is no
Ž . Ž .cancellation. The formulas 3.13 ] 3.20 then follow rather easily from
Ž . Ž .6.1 ] 6.5 .
PROPOSITION 1. For any nonnegati¤e integer c and any partition l with at
most n parts, there holds
nŽ .nq cn "1 "1 "1sp c ; x ? sp l; x s sp n ; x LR cŽ . Ž . Ž . Ž .Ž . Ý Ý l, m2 n 2 n 2 n
n nŽ . ŽŽ . .n:lq c m: 2 c
m even
6.1Ž .
nnqŽc .Ž . Ž .``m e¤en'' means that all of the rows of m are e¤en , where LRl, m c is the
Ž Ž n..number of LR-fillings F of shape n q c rl with content m and with the
additional property that
If there is an entry e in the nth row of F, in column j
Žsay see Section A1 in the Appendix for how columns 6.2Ž .
.are counted , then F must contain at least 2c y 2 j q 1
other entries e to the right of column j.
Next, for any nonnegati¤e integer or half-integer c and any partition or
half-partition l with at most n parts, there holds
so cn ; x "1 ? so l; x "1Ž . Ž .Ž .2 nq1 2 nq1
nŽ .nq c"1s so n ; x LR c , 6.3Ž . Ž . Ž .Ý Ý l, m2 nq1
n nŽ . ŽŽ . .n:lq c m: 2 c
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Ž n.with the understanding that n ranges o¤er partitions if l q c is a partition
nnqŽc .nŽ . Ž .and o¤er half-partitions if l q c is a half-partition, and where LRl, m c
Žis defined as before. Again, see Section A1 in the Appendix for how columns
Ž .are counted; in particular, in condition 6.2 the column index j ranges o¤er
.the integers if l is a partition and o¤er half-integers if l is a half-partition.
Ž .Finally, for any nonnegati¤e integer or half-integer c and any 2n -orthogo-
nal partition or half-partition l with at most n parts, there holds
so cn ; x "1 ? so l; x "1Ž . Ž .Ž .2 n 2 n
& nŽ .nq c
"1s so n ; x LR c , 6.4Ž . Ž . Ž .l, mÝ Ý2 n  0n nŽ . ŽŽ . .n:lq c m: 2 c
nŽŽŽ . . .oddcols 2 c rm s0
& nnqŽc . nŽ . Ž Ž ..where LRl, m c is the number of LR-fillings F of shape n q c rl with
content m and with the additional property that for l s 1, 2, . . . , 2c there holds
If the subfilling that arises from F by deleting the
rightmost 2c y l entries 1, the rightmost 2c y l entries
6.5Ž .Ž2, . . . , the rightmost 2c y l entries n if there are fewer
than 2c y l entries of some size, then delete all of
. Ž . Ž . Ž .these has shape n l rl, then n l q n l G l.ny1 n
Ž .Again, the sum in 6.4 is understood to range o¤er n-orthogonal partitions if
Ž n.l q c is an n-orthogonal partition and o¤er n-orthogonal half-partitions if
Ž n.l q c is an n-orthogonal half-partition.
Ž .Remark 4. It should be noted that in case l G c the condition 6.2 isnnnqŽc .Ž . Ž . Ž .void, so that the coefficients LRl, m c that appear in 6.1 and 6.3
reduce to the ordinary Littlewood]Richardson coefficients LRnqŽc
n.. Like-l, m
Ž .wise, if l q l G 2c the condition 6.5 is void, so that the coefficientsny1 n& nnqŽc .Ž . Ž .LRl, m c that appear in 6.4 reduce to the ordinary Littlewood]
Richardson coefficients LRnqŽc
n..l, m
Ž .Proof of Proposition 1. For convenience, we start with the proof of 6.3 .
Ž . Ž . Ž . Ž "1.Proof of 6.3 . By A.10 with x ? s so ? ; x we know thatn 2 nq1
so cn ; x "1 ? so l; x "1 s so l q con T ; x "1 ,Ž . Ž . Ž .Ž . Ž .Ý2 nq1 2 nq1 2 nq1
T
6.6Ž .
Ž . Ž n.where the sum is over all 2n q 1 -orthogonal tableaux T of shape c
Ž . Ž Ž ..such that for all l s 1, 2, . . . , 2c the vector n l [ l q con T l is in the
Ž .Weyl chamber A.8 of type B, i.e., it satisfies
n l G n l G ??? G n l G 0. 6.7Ž . Ž . Ž . Ž .1 2 n
Ž . Ž .The content con T of T is defined after A.3 .
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Ž . Ž . Ž .By comparing 6.6 with 6.3 we see that 6.3 will be proved once we
Ž .construct a bijection, F say, between 2n q 1 -orthogonal tableaux T of
Ž n. Ž .shape c and content r that satisfy 6.7 for l s 1, 2, . . . , 2c and LR-
Ž Ž n.. Ž .fillings F of shape l q r q c rl that satisfy property 6.2 .
The bijection F is defined as follows. Let l be fixed and let T be a
Ž . Ž n.2n q 1 -orthogonal tableau of shape c with content r. By Observation
Ž .2 in Section A4 of the Appendix, 2n q 1 -orthogonal tableaux of shape
Ž n. Ž . ŽŽ .n.c are nothing but 2n -tableaux of shape 2c , where each column
contains one of e or 2n q 1 y e for all e s 1, 2, . . . , n. An example with
n s 5 and c s 5r2 is displayed in the left half of Fig. 15. It satisfies the
Ž Ž ..required property that l q con T l is in the Weyl chamber of type B,
Ž .l s 1, 2, . . . , 2c for l s 4, 4, 3, 1, 1 , as is easily checked.
To obtain the image of T under F, we construct a sequence
F , F , . . . , F of fillings by reading T columnwise, from right to left. The0 1 2 c
desired filling F will then be defined to be the last filling, F . Define F2 c 0
Žto be the only filling of the shape lrl which is, of course, the empty
.filling . Suppose that we already constructed F . To obtain F , we add forl lq1
Ž .i s 1, 2, . . . , n an entry e to row i of F if i is an entry in the 2c y l thl
column and the eth row of T. As already announced, we define F to be
Ž .F . Thus, with l s 4, 4, 3, 1, 1 , our tableau in the left half of Fig. 15 is2 c
mapped by F to the filling in the right half of Fig. 15.
It is straightforward from this construction that the mapping F can be
reversed, step by step. So we shall be done if we show that, given that T is
Ž . Ž n.mapped to F by F, T is a 2n q 1 -orthogonal tableau of shape c with
Ž Ž n..content r if and only if F is a LR-filling of shape l q r q c rl
Ž .satisfying 6.2 . We provide the details only for the forward implication.
Since the arguments for the backward implication are similar, the reader
will have no difficulty filling in the respective details.
Ž . Ž n.Let T be a 2n q 1 -orthogonal tableau of shape c with content r
that is mapped by F to the filling F. What we have to show is that F is an
n-tableau, i.e., that entries are weakly increasing along rows and strictly
increasing along columns, that the LR-condition holds, that the shape of F
Ž Ž . Ž n.. Ž .is l q con T q c rl, and that F satisfies 6.2 . The reader is advised
FIGURE 15
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to keep the example of Fig. 15 in mind. It will help to follow the
subsequent arguments.
For the first statement, let e and f be entries in the ith row of F, e
being the left neighbor of f. Then, by construction of F, e was caused by
some entry i in the eth row and c th column, say, of T , while f was causede
by some entry i in the f th row and c th column, say, of T. Since f is tof
the right of e, f was added ``later''; hence c - c . Now, since T is af e
tableau, the entry i in column c cannot be higher than the entry i inf
column c . Therefore we have e F f. This holds for any left-right neigh-e
bors in F, so rows are weakly increasing, as desired. To see that columns
of F are strictly increasing, we consider entries e and f in the same
column of F, e being the top neighbor of f. Let e be located in the ith
Ž Ž . .row of F and, thus, f be located in the i q 1 th row of F . Then, by
construction of F, e was caused by some entry i in the eth row and c the
Ž .column, say, of T , while f was caused by some entry i q 1 in the f th row
and c th column, say, of T. It is easily seen by induction that for all l thef
Ž Ž Ž .. ŽŽ .n..shape of the partial filling F is given by l q con T l q lr2 rl. Inl
Ž .particular, because of 6.7 , this implies that the ``outer shape'' of F isl
always ``well behaved'' in the sense that lower rows always terminate
earlier than higher rows. Therefore the entry f of F was added ``later''
than the entry e, which means that the column c of T must be weakly tof
the left of column c . We already know that there is an entry i in columne
Ž .c and an entry i q 1 in column c . Since column c is located weakly toe f f
Ž .the left of column c , the entry i q 1 must be in a lower row than thee
Ž .entry i. As the entry i q 1 is located in the f th row and the entry i is
located in the eth row, this means nothing more than e - f. This holds for
any top-bottom neighbors in F, so columns are strictly increasing, as
desired.
Now we turn to the LR-condition. We have to show that, while reading
the entries of F row-wise from top to bottom, and in each row from right
to left, at any stage we have
number of 1's G number of 2's G number of 3's G ??? .
Now, by construction of F, each entry in F corresponds to some entry in
T. Thus, to the above described reading of the entries of F there
corresponds the following reading of the entries of T : First read the
entries 1 in T , from left to right, then the entries 2, from left to right, then
the entries 3, etc. The LR-condition is equivalent to saying that at any
stage during this reading of T the number of entries read from the first
row is greater than or equal to the number of entries read from the second
row, which in turn is greater than or equal to the number of entries read
from the third row, etc. But this is obviously true because T is a tableau.
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With regard to the shape, we have already noticed that for all l the
Ž Ž Ž .. ŽŽ .n..shape of F is given by l q con T l q lr2 rl. Hence F s F hasl 2 c
Ž Ž . Ž n..shape l q con T q c rl.
Ž .Finally, we want to show that F satisfies 6.2 . Let e be a fixed entry in
Ž . Ž Ž ..the nth row and jth column of F. Write again n l s l q con T l . By
Ž . Ž .assumption, n l lies in the Weyl chamber of type B; see 6.7 . In
Ž .particular, we have n l G 0. Now we have already observed thatn
n n
l q con T l q lr2 rl s n l q lr2 rlŽ . Ž . Ž . Ž .Ž . Ž . Ž .Ž . Ž .
Ž .is the shape of F . Hence, the condition n l G 0 is equivalent to sayingl n
Ž .that F contains an entry in the nth row that is located in the lr2 thl
Ž Ž . . Žrespectively, l q 1 r2th column depending on whether l is a partition
. Žor half-partition . In passing, we note that the l s 2c case of this fact
Ž Ž . .implies that F s F contains an entry in the cth respectively, c q 1r2 th2 c
Žcolumn. Hence the shape of F can indeed by written in the form n q
Ž n.. .c rl, where n is a partition or half-partition. On the other hand, F isl
the subfilling of F that arises by deleting the rightmost 2c y l entries 1,
the rightmost 2c y l entries 2, . . . , 2c y l entries e, etc., from F. Now,
suppose that the fixed entry e in the nth row and jth column is also
Ž .contained in F , i.e., j F l q 1 r2. Then there must be at least 2c y ll
entries e in F to the right of the jth column. This last property holds for
Ž . Ž .all l with j F l q 1 r2. Hence there must be at least 2c y 2 j q 1
entries e in F to the right of the jth column. This is exactly what we
wanted to show.
Ž .Thus, the proof of 6.3 is complete.
Ž . Ž . Ž . Ž "1.Proof of 6.1 . By A.10 with x ? s sp ? ; x we know thatn 2 n
sp cn ; x "1 ? sp l; x "1 s sp l q con T ; x "1 , 6.8Ž . Ž . Ž . Ž .Ž . Ž .Ý2 n 2 n 2 n
T
Ž . Ž n.where the sum is over all 2n -symplectic tableaux T of shape c such
Ž . Ž Ž ..that for all l s 1, 2, . . . , 2c the vector n l [ l q con T l is in the Weyl
Ž . Ž . Žchamber A.8 of type C, i.e., it satisfies 6.7 . Recall that the Weyl
. Ž . Ž .chambers of types B and C are the same. By comparing 6.8 with 6.1 we
Ž .see that 6.1 will be proved once we construct a bijection between
Ž . Ž n.2n -symplectic tableaux T of shape c with content r and LR-fillings F
Ž Ž n.. Ž .of shape l q r q c rl with even content that satisfy property 6.2 .
As bijection we can take the mapping F from the preceding proof of
Ž . Ž6.3 . We only have to observe see Observation 3 in Section A3 of the
. Ž . Ž n.Appendix that 2n -symplectic tableaux T of shape c are the same as
Ž . Ž n.2n q 1 -orthogonal tableaux of shape c , with the additional property
that the entries F n form a subtableau with only even rows. Suppose that
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T is mapped by F to F. Then the length of the ith row of this subtableau
of T is the same as the number of occurrences of i in the filling F. In
other words, the shape of the subtableau equals the content of the
corresponding filling F. Since the shape of the subtableau is even, the
filling must have even content, as desired. The final observation is that
Ž . Ž .since 6.7 holds here, too, the filling must again satisfy 6.2 .
Ž . Ž . Ž . Ž "1.Proof of 6.4 . By A.10 with x ? s so ? ; x we know thatn 2 n
so cn ; x "1 ? so l; x "1 s so l q con T ; x "1 , 6.9Ž . Ž . Ž . Ž .Ž . Ž .Ý2 n 2 n 2 n
T
Ž . Ž n.where the sum is over all 2n -orthogonal tableaux T of shape c such
Ž . Ž Ž ..that for all l s 1, 2, . . . , 2c the vector n l [ l q con T l is in the Weyl
Ž . Ž . Ž . Ž .chamber A.9 of type D. By comparing 6.9 with 6.4 we see that 6.4
Ž .will be proved once we construct a bijection between 2n -orthogonal
Ž n.tableaux T of shape c with content r and LR-fillings F of shape
Ž Ž n..l q r q c rl and content m, where all of the columns of m have the
Ž .same parity as n and where property 6.5 is satisfied.
Ž .Again, we can take the mapping F from the proof of 6.3 as the
Žbijection. Here, this is because of the observation see Observation 1 in
. Ž .Section A5 of the Appendix, with l s l s c that 2n -orthogonalny1 n
Ž n. Ž .tableaux T of shape c are the same as 2n q 1 -orthogonal tableaux of
Ž n.shape c , with the additional property that the entries F n form a
subtableau whose shape has only columns of the same parity as n. Again,
since the shape of the subtableau equals the content of the corresponding
filling, the content m of the filling must have columns of the same parity as
Ž . Žn throughout, as desired. This time we have to impose 6.5 instead of
Ž .. Ž . Ž Ž ..6.2 , since n l s l q con T 6 has to be in the Weyl chamber of type D
Ž .and not of type B or C .
This completes the proof of Proposition 1.
Ž . Ž .Now we are in a position to prove 3.13 ] 3.20 .
Ž . Ž . ŽŽ . p nyp.Proof of 3.13 . We apply 6.1 with l s d q 1 , d . Because of
the assumption c F d, Remark 4 applies, which says that the coefficients
nnqŽc .Ž .LRl, m c reduce to ordinary Littlewood]Richardson coefficients
nqŽc n. Ž .LR . Then, obviously, 3.13 is equivalent to the claiml, m
n n¡1 d y c : n : c q d q 1Ž . Ž .Ž . Ž .
nnqŽc . n~
p nypLR sÝ ŽŽdq1. , d . , m and oddrows nr d y c s pŽ .Ž .Ž .
nŽŽ . .m: 2 c ¢
m even 0 otherwise.
6.10Ž .
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Ž Ž n.. ŽŽ . p nyp.Let F be a LR-filling of shape n q c r d q 1 , d with even
content. Because of the LR-condition, almost all of the entries of F are
uniquely determined. To be precise, except for the entries in column
d q 1, all of the entries in the ith row have to equal i throughout,
i s 1, 2, . . . , n, as exemplified in Fig. 16.
Ž .However, the entries in the d q 1 th column of F are also uniquely
determined because the content of F should be even. Namely, i occurs in
Ž .the d q 1 th column if and only if the number of the other entries i,
Ž .which is n q c y d q 1 , is odd. In our example in Fig. 16, the entries ini
Ž .the d q 1 th column would have to be 1, 2, 5. Now, suppose that F
Ž .contains exactly q entries in the d q 1 th column, q F n y p, of course.
Ž .Equivalently, n s n , . . . , n , d y c, . . . , d y c . Then there are exactly1 pqq
Ž .q quantities n q c y d q 1 , i F p q q, that are odd, plus n y p y qi
Ž .quantities n q c y d q 1 s y1 for i s p q q q 1, p q q q 2, . . . , n.i
ŽŽ .n.Therefore, the number of odd rows in nr d q 1 y c is exactly q q
Ž . ŽŽ .n.nypyq snyp, or equivalently, the number of odd rows in nr dyc
is exactly p.
Ž .Summarizing, we have shown that the left-hand side in 6.10 is different
ŽŽ .n. ŽŽ .n. Ž ŽŽfrom zero only if d y c : n : d q c q 1 and oddrows nr d y
.n..c s p, the inclusions being trivial constraints. In addition, we have also
seen that there is exactly one LR-filling under those conditions. Thus,
Ž . Ž .6.10 and thus also 3.13 are established.
Ž . Ž . Ž nyp Ž . p.Proof of 3.14 . Here we apply 6.1 with l s d , d y 1 . Now
the assumption is c G d, so Remark 4 does not apply. We have to show
n n¡1 c y d : n : c q dŽ . Ž .Ž . Ž .
nŽ .nq c n~ny p pLR c sŽ .Ž Ž . .Ý d , dy1 , m and oddrows nr c y d s pŽ .Ž .Ž .
nŽŽ . .m: 2 c ¢




Ž . Ž .From 6.10 it follows directly that the left-hand side in 6.11 can only be
ŽŽ .n. ŽŽ .n. Ž ŽŽnonzero if d y c y 1 : n : c q d and if oddrows nr d y 1 y
.n..c s n y p. Note that the latter condition is equivalent to
Ž ŽŽ .n.. Ž ŽŽ .n. .oddrows nr c y d s p if this makes sense, i.e., if c y d : n . It
Ž . Ž .also follows from 6.10 that if the left-hand side of 6.11 is nonzero, then
it can only be 1. So what remains to be seen is that it is nonzero if and only
ŽŽ .n.if in addition c y d : n , or equivalently, c y d F n .n
We begin with the forward implication. Suppose that there is a LR-
Ž Ž n.. Ž nyp Ž . p.filling F of shape n q c r d , d y 1 with even content satisfying
Ž .6.2 . If c s d there is nothing to show. So let c ) d. Then, by considering
the shape of F, we see that there must be an entry in the nth row and
Ž . Ž Ž .d q 1 th column of F. If there is no entry in the d q 1 th column of F,
then n q c F d. So, n F d y c - 0, which is impossible, since n has to ben n
.a partition. Clearly, this entry equals n, since it is located in the last row
Ž .of a column of length n. Now, condition 6.2 applied to this entry says that
Ž .there must be 2c y 2 d q 1 q 1 s 2c y 2 d y 1 more entries n to the
right of this column. All of them necessarily have to be in the nth row of
Ž . Ž .F; hence n q c G d q 1 q 2c y 2 d y 1 , or equivalently, n G c y d,n n
as desired.
For the backward implication, assume n G c y d. We have to establishn
Ž Ž n.. Ž nyp Ž . p.the existence of a LR-filling of shape n q c r d , d y 1 with
Ž .even content satisfying 6.2 . This LR-filling can only be the uniquely
Ž .determined filling that was described in the proof of 3.13 . In fact, the
arguments of the first paragraph of this proof and those in the proof of
Ž .3.13 actually show that this uniquely determined LR-filling satisfies all of
Ž .the required properties, except for, possibly, 6.2 for the entry in the dth
column.
Ž .We now verify 6.2 for this entry, e say, by distinguishing between two
Ž .cases. First let e / n. Condition 6.2 would require that there are 2c y
2 d q 1 more entries e to the right. All of these entries necessarily have to
Ž .be located in the eth row. Hence, condition 6.2 would require n q c y de
G 2c y 2 d q 1. Now, because of n G c y d, we have n q c y d G n qn e n
c y d G 2c y 2 d. So the total number of e's, which is n q c y d q 1, ise
at least 2c y 2 d q 1. Since the content of the filling is even, this number
must be even. So it is actually at least 2c y 2 d q 2. Hence, n q c y d qe
1 G 2c y 2 d q 2, or equivalently, n q c y d G 2c y 2 d q 1, as required.e
Ž .Now let e s n. Condition 6.2 would require that there are 2c y 2 d q 1
Žmore entries n to the right. Now, the total number of n's all of them are
.located in the nth row equals n q c y d q 1. Because of n G c y d thisn n
number is at least 2c y 2 d q 1. Again, since the content of the filling is
even, this number must be even. So it is actually at least 2c y 2 d q 2.
Hence, there are at least 2c y 2 d q 1 more n's to the right of the n in the
dth column, as required.
Ž .This completes the proof of 3.14 .
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Ž . Ž . Ž ny1 .Proof of 3.15 . We apply 6.4 with l s d , d y p . Thus, we have
to show that
& nŽ .nq c
ny 1LR cŽ . Ž .d , dyp , mÝ
nŽŽ . .m: 2 c
nŽŽŽ . . .oddcols 2 c rm s0
nny1¡ < <1 c y d , c y d : n : c q dŽ .Ž . Ž .
n~s 6.12Ž .and oddcols c q d rn s pŽ .Ž .Ž .¢
0 otherwise.
Ž Ž n.. Ž ny1 .Let F be a LR-filling of shape n q c r d , d y p with content m,
ŽŽŽ .n. .where oddcols 2c rm s 0. For later use we note right here that the
Ž .left-hand side of 6.12 can only be nonzero if
n
n : c q d . 6.13Ž . Ž .Ž .
Similarly here, because of the LR-condition, the entries in the first
n y 1 rows are uniquely determined. To be precise, all of the entries in the
ith row have to equal i, i s 1, 2, . . . , n y 1, as is exemplified in Fig. 17.
However, the entries in the nth row of F are also uniquely determined
ŽŽŽ .n. .because the content m of F should satisfy oddcols 2c rm s 0. For
Äconvenience, let F denote the subfilling of F consisting of the first n y 1
rows of F. Namely, there have to be as many entries i in the nth row of F
Äas there are columns in F of length i y 1 with parity different from n,
Ži s 1, 2, . . . , n. In passing, we note that therefore all of the entries in the
.nth row have the same parity as n. In our examples in Fig. 17, the entries
in the nth row would have to be 2, 2, 4, 6 and 2, 2, 4, 6, 6, 6, respectively.
Now, suppose that F contains exactly q entries in the nth row. Then there
Äare exactly q columns in F with parity different from n. If q F p, then the
number of columns of F whose parity is different from n equals the
aforementioned q columns plus the p y q empty columns d y p q q q
1, d y p q q q 2, . . . , d; see the left filling in Fig. 17. If q G p, then the
number of columns of F whose parity is different from n equals the
FIGURE 17
C. KRATTENTHALER42
aforementioned q columns minus the q y p columns d q 1, d q 2, . . . ,
d q q y p of length n; see the right filling in Fig. 17. Hence, in both cases
the number of columns of F whose parity is different from n equals p, or
ŽŽŽ .n. . Ž Ž .equivalently, oddcols c q d rn s p. Recall that by 6.13 the shape n
ŽŽ .n. .is indeed contained in c q d .
Ž .Summarizing, we have shown that the left-hand side of 6.12 is different
ŽŽ .n. ŽŽŽ .n. .from zero only if n : c q d and oddcols c q d rn s p. We have
also shown that if the left-hand side is nonzero, it can only be 1 since there
is at most one LR-filling. So, what remains is to show that it is nonzero if
Ž < < ny1 .and only if in addition c y d , c y d : n .
Again, we begin with the forward implication. Suppose that there is a
Ž Ž n.. Ž ny1 . ŽŽŽ .n. .LR-filling F of shape n q c r d , d y p with oddcols 2c rm s
Ž . Ž ny1 .0, where m is the content of F, satisfying 6.5 . Because of d , d y p :
Ž n. ŽŽ .ny1 .n q c , we have d y c , d y c y p : n . Hence, we will be done if
we can show c y d F n .n
We have already noted that the first n y 1 rows of F are uniquely
Ž .determined; in particular, the n y 1 th row of F contains only entries
Ž . Žn y 1. Now we apply condition 6.5 with l s c q d y n . Note that inny1
Ž .6.5 this choice of l has the effect of removing 2c y l s n q c y dny1
Ž .entries of each size. In particular, all of the entries from the n y 1 th row
. ŽŽŽ .n. .are removed. Since the content m of F satisfies oddcols 2c rm s 0,
Ž .the number of n's must equal the number of n y 1 's in F. Therefore the
number of n's, all of which have to be in the nth row, is at least as large as
Ž . Ž .the number of n y 1 's in the n y 1 th row of F, the latter being
Ž .n q c y d. Therefore condition 6.5 with l s c q d y n readsny1 ny1
c q n y n q c y d q c q n y n q c y dŽ . Ž .Ž . Ž .ny1 ny1 n ny1
G c q d y n .ny1
Simplifying, we obtain n G c y d, which is what we wanted.n
For the backward implication, assume n G c y d. Recall that there is an
Ž Ž n.. Ž ny1 .uniquely determined LR-filling of shape n q c r d , d y p with
ŽŽŽ .n. .content m, where oddcols 2c rm s 0. What has to be shown is that it
Ž .also satisfies 6.5 . A careful reading of the previous paragraph reveals that
Ž .n G c y d is actually equi¤alent to condition 6.5 with l s c q d y n .n ny1
Now, a moment's thought will convince the reader that in our particular
Ž Ž . Ž .situation the n y 1 th row consists of n y 1 's throughout; l s c q d y
Ž . Ž . .n in 6.5 therefore empties the complete n y 1 th row , conditionny1
Ž .6.5 holds for all l if and only if it holds for the particular choice
Ž .l s c q d y n . Thus, 6.5 is established.ny1
Ž .This completes the proof of 3.15 .
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Ž . Ž . Ž .Proof of 3.16 . Equation 3.16 is an easy corollary of Eq. 3.15 with p
replaced by 2 d y p. This is due to the observation that the substitution
Ž "1.x “ 1rx in a character so l; x has the effectn n 2 n
"1 "1so l , . . . , l , l ; x s so l , . . . , l , yl ; x ,Ž . Ž .Ž . Ž .x “1rx2 n 1 ny1 n 2 n 1 ny1 nn n
Ž .which follows easily from the definition 2.12 .
Ž . Ž . Ž nyp Ž . p.Proof of 3.17 . We apply 6.3 with l s d , d y 1 . Note that
Ž . Ž . Ž .the only difference between 6.3 and 6.1 is that in 6.1 the partition m is
required to be even. Hence, we can use those arguments from the proofs
Ž . Ž . Ž .of 3.13 here one has to replace d by d y 1 and p by n y p and 3.14
that do not rely on this requirement.
Ž Ž n.. Ž nypAgain, we have to consider LR-fillings F of shape n q c r d ,
Ž . p. Ž .d y 1 that satisfy 6.2 , but with arbitrary content. So, again all entries
to the right of the dth column are uniquely determined, and in the same
way, see Fig. 16. But the entries in the dth column are not unique now. In
fact, there is almost complete freedom; the constraints are that the entries
along the columns have to be strictly increasing, i.e., each entry of a
particular size can occur only once, that the total content m of F has to be
Ž .a partition of course, and that 6.2 must be satisfied. It is easy to see that
Ž Ž n.. Ž Ž n..the first and second constraints are equivalent to m q d r n q c
Ž .being a vertical strip of length p y m n avoiding the dth columndycy1
ŽŽ .n. Ž .and, because of m : 2c , the d q 2c q 1 th column. Note that the
latter ``avoidance'' conditions give the first and third ``avoidance'' condition
Ž .in 3.18 when columns are counted with respect to n , i.e., when everything
is shifted back by c.
Ž < < nyp Ž  4. p.The inclusion c y d , max d y c y 1, c y d : n follows from
ŽŽ .nyp Ž . p.the trivial inclusion d y c , d y c y 1 : n , and from the fact that
c y d F n if c G d, which is shown in the same way as in the proof ofn
Ž .3.14 .
Ž Ž n.. Ž Ž n..Finally, we claim that if c G d the vertical strip m q d r n q c
Ž .has to avoid the 2c y d q 1 th column. Note that this ``avoidance''
Ž .condition gives the second ``avoidance'' condition in 3.18 when columns
are counted with respect to n , i.e., when everything is shifted back by c.
Ž .The former ``avoidance'' condition comes from considering condition 6.2
for the entry in the nth row and dth column of the filling F. See the
Ž .analogous considerations at the end of the proof of 3.14 . The difference
here is that the content m can be arbitrary. Hence the argument in the
Ž .proof of 3.14 that the number of e's or n's is even does not apply here.
We leave the details to the reader.
Ž .This finishes the proof of 3.17 .
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Ž . Ž .Sketch of Proof of 3.19 . As in the preceding proof of 3.17 we apply
Ž . Ž ny1 .6.3 , this time with l s d , d y p . The arguments are very similar
Ž Ž n.. Ž ny1 .here. We have to consider LR-fillings F of shape n q c r d , d y p
Ž .with arbitrary content. As in the proof of 3.15 , all of the entries in the
first n y 1 rows of such a filling are uniquely determined, and in the same
way, see Fig. 17. But the entries in the nth row are not. They can be
Ž .chosen arbitrarily as long as the LR-condition and 6.2 are satisfied. The
LR-condition implies that, with m denoting the content of the filling,
Ž . Ž .m q d, . . . , m q d r n q c, . . . , n q c is a horizontal strip, s say.1 ny1 1 ny1
Of course, the length of s , which equals the number of entries F n y 1
in the nth row of the LR-filling, is at most n q c y d q p, the length ofn
the nth row of the filling. Note that this is one part of the first inequality
Ž .in 3.20 . At the same time, the length of s is at most p. For there cannot
be more than p entries F n y 1 in the nth row, since the entry in the
Ž . Ž .d q 1 th column which is a column of length n and the nth row has to
be n. Note that this proves the second part of the second inequality in
Ž .3.20 . Moreover, the LR-condition applied to entries n y 1 and n implies
Ž . Ž .the first part of the second inequality in 3.20 . Finally, condition 6.2
Ž .implies the third inequality in 3.20 and, when applied to the first entry n
in the nth row, that the length of s is at least c y d q p y n , the lattern
Ž .being the missing part of the first inequality in 3.20 . We leave it to the
reader to check this in detail.
Ž < < ny1  4.The inclusion c y d , max c y d, d y c y p : n follows on the
ŽŽ .ny1 .one hand from the trivial inclusion d y c , d y c y p : n , and on
the other hand from c y d F n , which is derived from the first andn
Ž . < <second inequalities in 3.20 as follows: n G y s q c y d q p G c y d.n
7. APPLICATIONS TO PLANE PARTITIONS AND
TABLEAUX ENUMERATION
We now apply results from Section 3 to derive some enumeration results
w xfor plane partitions of trapezoidal shape and for tableaux. Recall 28 that
Ž .the trapezoidal shape N, N y 2, . . . , N y 2 r q 2 is an array of cells with r
rows, each row indented by one cell to the right with respect to the
previous row, and N y 2 i q 2 cells in row i. A plane partition of shape
Ž . ŽN, N y 2, . . . , N y 2 r q 2 is a filling of the trapezoidal shape N, N y
. Ž2, . . . , N y 2 r q 2 with nonnegati¤e integers note that we allow 0 as an
.entry such that entries along rows and columns are weakly decreasing.
Ž .We begin with an application of 3.3 . The second statement in the
Ž . w xtheorem below, 7.2 , is a result of Proctor 28, Corollary on p. 554 .
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ŽTHEOREM 4. The number of plane partitions of trapezoidal shape N,
.N y 2, . . . , N y 2 r q 2 with entries between 0 and c and where the entries
on the main diagonal form a partition with exactly p columns of parity different
Ž r Ž . ry iq1from r equi¤alently, Ý y1 a s p if r is e¤en, respecti¤elyis1 i i
r Ž . ry iq1 .Ý y1 a s p if r is odd, with a denoting the first entry in row i ,is2 i i i i
equals
p q r y 1ž / N y i q jpc . 7.1Ž .Łpž / i q j y 1N y r q c 1FiFr
1FjFcpž /
ŽIn particular, the number of plane partitions of trapezoidal shape N, N y
.2, . . . , N y 2 r q 2 with entries between 0 and c equals
N q 1 y i q j
. 7.2Ž .Ł i q j y 11FiFr
1FjFc
Ž . ? @Proof. We use 3.3 with x s 1, i s 1, 2, . . . , Nr2 . For this choice ofi
Žx 's, the Schur functions reduce to a number which is the dimension of thei
Ž ..corresponding irreducible representation of GL N, C that has a nice
Ž w Ž . x.closed form see 6, Ex. A.30. ii ; 26, I, Ex. 4 on p. 45; 39, Theorem 4.4 ,
Ž .and is therefore easily computed. Thus, the left-hand side of 3.3 turns
Ž . Ž .into 7.1 . On the right-hand side of 3.3 , we have a certain sum of
? @symplectic characters evaluated at x s 1, i s 1, 2, . . . , Nr2 . Now, be-i
Ž .sides the 2n -symplectic tableaux of DeConcini and Procesi in Section A3
Ž .of the Appendix, there are other symplectic tableaux. Namely, the even
Ž "1. w xsymplectic characters sp l; x can also be described by King's 112 n
Ž wsymplectic tableaux of shape l see also 33, Theorem 4.2; 39, Theorem
x. Ž . Ž "1.2.3 , and the odd symplectic characters sp l; x can also be2 nq1
w x Ždescribed by Proctor's 30 odd symplectic tableaux of shape l see also
w x.33, Theorem 4.2 with z s 1 . There is a uniform definition. Let N s 2n
or N s 2n q 1. Then a KingrProctor symplectic tableau of shape l is an
N-tableau of shape l such that the entries in the ith row are at least
Ž .2 i y 1 for all i. Thus, the right-hand side of 3.3 can be interpreted as the
number of KingrProctor symplectic tableaux with entries F N and of
Ž r . ŽŽ r . .some shape n , where n is contained in c and oddcols c rn s p.
These tableaux are now translated into plane partitions of trapezoidal
w xshape as described in 31, bottom of p. 295 . Namely, given such a
KingrProctor symplectic tableau, replace each entry e by 2n q 1 y e,
then interpret each row of the resulting array as a partition and replace it
Ž .by its conjugate partition. Next, shift the ith row by i y 1 cells to the
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right, i s 1, 2, . . . , to obtain a plane partition of ``shifted'' shape that is
Ž .contained in the trapezoidal shape N, N y 2, . . . , N y 2 r q 2 . Finally,
place a zero in each cell of the trapezoidal shape that is not yet filled. It is
easy to see that during this transformation the lengths of the rows of a
KingrProctor symplectic tableau become the entries on the main diagonal
of the resulting plane partition of trapezoidal shape. This establishes the
first assertion of Theorem 4.
Ž . Ž .The number in 7.2 is obtained by summing the numbers in 7.1 over
Ž w Ž .x.all p, by means of the Vandermonde sum cf. 35, 1.7.7 . This completes
the proof of Theorem 4.
The next two theorems give applications of Theorem 2. For the proof of
these theorems we need a few determinant evaluations that are listed in
Ž . Ž . Ž .Lemma 2. We remark that the evaluations 7.3 , 7.4 , 7.5 are basically
Ž wthe Weyl denominator factorizations of types C, B, D, respectively cf. 6,
x.Lemma 24.3, Ex. A.52, Ex. A.62, Ex. A.66 .
LEMMA 2. The following identities hold true:
det x j y xyjŽ .i i
1Fi , jFn
n
yn 2s x ??? x x y x 1 y x x x y 1 , 7.3Ž . Ž . Ž .Ž . Ž .Ž .Ł Ł1 n i j i j i
1Fi-jFn is1
det x jy1r2 y xyŽ jy1r2.Ž .i i
1Fi , jFn
n
ynq1r2s x ??? x x y x 1 y x x x y 1 ,Ž . Ž . Ž .Ž .Ž .Ł Ł1 n i j i j i
1Fi-jFn is1
7.4Ž .
det x jy1 q xyŽ jy1.Ž .i i
1Fi , jFn
ynq1s 2 ? x ??? x x y x 1 y x x , 7.5Ž . Ž . Ž .Ž .Ž .Ł1 n i j i j
1Fi-jFn
det x j q xyjŽ .i i
1Fi , jFn
n
yn 2s x ??? x x y x 1 y x x e x , . . . , x ,Ž . Ž . Ž .Ž .Ž .Ł Ý1 n i j i j k 1 n
1Fi-jFn ks0
7.6Ž .
IDENTITIES FOR CLASSICAL GROUP CHARACTERS 47
det x jy1r2 q xyŽ jy1r2.Ž .i i
1Fi , jFn
n
ynq1r2s x ??? x x y x 1 y x x x q 1 .Ž . Ž . Ž .Ž .Ž .Ł Ł1 n i j i j i
1Fi-jFn is1
7.7Ž .
Ž . Ž . Ž .Proof. Identities 7.3 ] 7.5 and 7.7 are readily proved by the stan-
dard argument that proves Vandermonde-type determinant evaluations.
Ž .For 7.6 there is a little work to do. First, by reversing the order of
Ž .columns, and adding some factors, we rewrite the determinant in 7.6 as
det x nq1yj q xyŽ nq1yj.Ž .n i iŽ .2 1Fi , jFn ny j yŽnyj.y1 det x q x . 7.8Ž . Ž .Ž .i inyj yŽnyj.det x q x 1Fi , jFnŽ .i i
1Fi , jFn
Ž .Next we observe that because of 2.12 the quotient of determinants is
ŽŽ . "1. Žone-half of the orthogonal character o 1, 1, . . . , 1 ; x recall that2 n
Ž "1. Ž "1. Ž y "1. .o l; x is the sum of so l; x and so l ; x if l / 0 . In2 n 2 n 2 n n
Ž .addition, we reverse the order of columns in the single determinant in 7.8
Ž .to obtain for 7.8 ,
1 "1 jy1 yŽ jy1.o 1, 1, . . . , 1 ; x det x q x . 7.9Ž . Ž .Ž . Ž .2 n i i2
1Fi , jFn
wBy the ``orthogonal Jacobi]Trudi identity'' 6, Cor. 24.45; 15, Theorem
Ž .x Ž .2.3.3, 6 , the orthogonal character in 7.9 is nothing but the elementary
Ž y1 y1.symmetric function e x , x , . . . , x , x . Moreover, the determinant inn 1 1 n n
Ž . Ž . Ž .7.9 can be evaluated by 7.5 . Thus, the expression 7.9 becomes
ynq1y1 y1e x , x , . . . , x , x ? x ??? x x y x 1 y x x .Ž . Ž . Ž .Ž . Ž .Łn 1 1 n n 1 n i j i j
1Fi-jFn
7.10Ž .
Ž .The elementary symmetric function in 7.10 can be transformed as fol-
lows:
n
y1 y1 y1 y1e x , x , . . . , x , x s e x , . . . , x ? e x , . . . , xŽ .Ž . Ž .Ýn 1 1 n n k 1 n nyk 1 n
ks0
n
y1 2s x ??? x e x , . . . , x .Ž . Ž .Ý1 n k 1 n
ks0
Ž . Ž .Plugging this into 7.10 completes the proof of 7.6 .
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As a first application of Theorem 2 we give new proofs of two theorems
w x Ž .of the author 19, Theorems 21 and 11 by means of 3.6 . These are
Ž .refinements of the Bender]Knuth and MacMahon ex- conjectures; see
w x19, Sections 3.3, 4.3 for more information and references. To be able to
formulate the Theorem, we have to introduce a few q-notations. We write
w x a w x w x w x w x w xa [ 1 y q , n ![ 1 2 ??? n , 0 ![ 1, andq q q q q q
w x w x w x¡ n ? n y 1 ??? n y k q 1q q q
k G 0n ~s w xk !qk q ¢
0 k - 0.
nw x w xThe base q in a , n !, and will in most cases be omitted. Only ifq q k q
the base is different from q will it be stated explicitly.
Ž .THEOREM 5. Let n T denote the sum of all of the entries of a tableau T.
The generating function Ýq nŽT . for tableaux T with p odd rows, with at most c
columns, and with entries between 1 and n, is gi¤en by




pq1 w x2 r q i q jŽ .2 nq if c s 2 r q 1. 7.12Ž .Łp w xi q j1FiFjFn
The generating function Ýq nŽT . for tableaux T with p odd rows, with at most
c columns, and with only odd entries that lie between 1 and 2n y 1, is gi¤en
by
n q 2 r
2 2w x w x 22 r q 2 p r nq q2 qnpq p 22 2 n q 2 r q pw x w x2 r q p r q p qq q
2n q
n 2 2w x w xr q i 2 r q i q jq q
= if c s 2 r 7.13Ž .Ł Ł
2 2w x w xi i q jq qis1 1Fi-jFn
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and
n 2 2w x w xr q i 2 r q i q jq q2 npq if c s 2 r q 1. 7.14Ž .Ł Łp 2 2 2w x w xi i q jq q qis1 1Fi-jFn
Ž . i Ž .Proof. To prove 7.11 , replace x by q , i s 1, 2, . . . , n, in 3.6 . Byi
Ž . Ž .2.13 , the left-hand side of 3.6 can be written as a quotient of two
Ž .determinants, which for this choice of x 's factor by means of 7.3 . On thei
Ž . Ž . iother hand, by A.2 the right-hand side of 3.6 with x s q , i s 1, 2, . . . , n,i
clearly equals the generating function for the tableaux in the first assertion
of Theorem 5.
Ž .The expression 7.12 is obtained without much effort from the p s 0
Ž . w Ž .xcase of 7.11 as described in 19, Proof of 4.3.2b .
Ž . Ž .The proof of 7.13 proceeds in the same way as the proof of 7.11 . To
point out the differences, instead of substituting qi now substitute q2 iy1
Ž . Ž . Ž .for x , i s 1, 2, . . . , n, and use 7.4 instead of 7.3 . The expression 7.14 isi
Ž .obtained without much effort from the p s 0 case of 7.13 as described in
w Ž .x19, Proof of 3.3.3b .
Our second application of Theorem 2 leads to different refinements of
Ž .the Bender]Knuth and MacMahon ex- conjectures that are new. What
Ž .we do is use 3.7 to obtain a ``column-analogue'' of Theorem 5. Now, the
tableaux generating functions in question do not factor completely in
terms of cyclotomic polynomials, but it is still possible to write the results
in a reasonably compact form.
Ž .THEOREM 6. Let n T denote the sum of all of the entries of a tableau T.
The generating function Ýq nŽT . for tableaux T with at most c columns, p of
which are odd, and with entries between 1 and n, is gi¤en by
p q n y 1 c y p q n y 1
p c y p w xc q i q j y 2
pq Łc q n y 1 w xi q j1Fi-jFn2 c
2n
n y 1 n y 1kŽkqcy1. k yp= q q q qÝ ž /ž k k y 1
ks0
ny1
cy2 p cq2 iq 1 y q 1 y q . 7.15Ž .Ž . Ž .Ł /is1
The generating function Ýq nŽT . for tableaux T with at most c columns, p of
which are odd, and with only odd entries that lie between 1 and 2n y 1, is
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gi¤en by
p q n y 1 c y p q n y 1
p c y p2 2q qpq
c q n y 1
2c q
n 2w x1 c q i q j y 2 q
=Ł Ł2Ž iy1. 2w xi q j y 21 q q qis1 1Fi-jFn
ny1 ny1
cy2 p cq2 i cy2 p cq2 i= 1 q q 1 q q q 1 y q 1 y q .Ž . Ž . Ž . Ž .Ł Łž /is1 is1
7.16Ž .
Ž .Proof. Since it is simpler, we start with the proof of 7.16 . Replace c
2 iy1 Ž . Ž .by cr2 and substitute q for x in 3.7 , i s 1, 2, . . . , n. By 2.12 , thei
Ž .left-hand side of 3.7 can be written as a quotient of a sum of two
determinants by another determinant. The determinants, with this choice
Ž . Ž .of x 's, factor by means of 7.4 and 7.7 , respectively. After simplificationi
we arrive at the expression
p q n y 1 c y p q n y 1
p c y p2 2q qpq
c q n y 1
2c q
n 2w x1 c q i q j y 2 q
=Ł Ł2Ž iy1. 2w xi q j y 21 q q qis1 1Fi-jFn
ny1 ny1
ncy2 p cq2 i cy2 p cq2 i= 1qq 1qq q y1 1y q 1yq .Ž .Ž . Ž . Ž . Ž .Ł Łž /is1 is1
7.17Ž .
Ž . Ž .nNote that the only difference from 7.16 is the term y1 in the last line
Ž .of 7.17 .
Ž . Ž .On the other hand, by A.2 the right-hand side of 3.7 with c replaced
by cr2 and with x s q2 iy1, i s 1, 2, . . . , n, equals the generating functioni
for tableaux with at most c columns, p of which have parity different from
n, and with only odd entries that lie between 1 and 2n y 1. Now we
distinguish between n even or odd. If n is even, then the right-hand side of
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Ž .3.7 with these replacements equals the generating function for the
Ž .tableaux in the second assertion of Theorem 6, and the expressions 7.17
Ž . Ž .and 7.16 agree. If n is odd, then the right-hand side of 3.7 , with the
above replacements and with p replaced by c y p, equals the generating
function for the tableaux in the second assertion of Theorem 6, and, as a
Ž .few manipulations show, the expressions 7.17 , with p replaced by c y p,
Ž .and 7.16 agree.
Ž .For the proof of 7.15 we proceed in the same manner, but things are
more complicated here. Now we replace c by cr2 and substitute qi for x ,i
Ž . Ž . Ž .i s 1, 2, . . . , n, in 3.7 . Again, by 2.12 , the left-hand side of 3.7 can be
written as a quotient of a sum of two determinants by another determi-
nant. The determinant in the denominator, with this choice of x 's, can bei
Ž .evaluated by means of 7.5 . The second determinant in the numerator,
Ž .with this choice of x 's, can be evaluated by means of 7.3 . The firsti
Ž .determinant in the numerator is evaluated by means of 7.6 . After
simplification we arrive at the expression
p q n y 1 c y p q n y 1
p c y p w xc q i q j y 2
pq Łc q n y 1 w xi q j1Fi-jFn2 c
2n
n y 1 n y 1kŽkqcy1. k yp= q q q qÝ ž /ž k k y 1
ks0
ny1
n cy2 p cq2 iq y1 1 y q 1 y q . 7.18Ž . Ž .Ž . Ž .Ł /is1
Ž . Ž .nAgain, note that the only difference from 7.15 is the term y1 in the
Ž .last line of 7.18 .
Ž . Ž .On the other hand, by A.2 the right-hand side of 3.7 with c replaced
by cr2 and with x s qi, i s 1, 2, . . . , n, equals the generating function fori
tableaux with at most c columns, p of which have parity different from n,
and with entries between 1 and n. Again, we distinguish between n even or
Ž .odd. If n is even, then the right-hand side of 3.7 with these replacements
equals the generating function for the tableaux in the first assertion of
Ž . Ž .Theorem 6, and the expressions 7.18 and 7.15 agree. If n is odd, then
Ž .the right-hand side of 3.7 , with the above replacements and with p
replaced by c y p, equals the generating function for the tableaux in the
first assertion of Theorem 6, and, as a few manipulations show, the
Ž . Ž .expressions 7.18 , with p replaced by c y p, and 7.15 agree. In particu-
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lar, in the last step we use the fact that
2n
n y 1 n y 1kŽkqcy1. k ycqpq q q qÝ ž /k k y 1
ks0
2n
n y 1 n y 1ycq2 p kŽkqcy1. k yps q q q q q ,Ý ž /k k y 1
ks0
which is verified by expanding the squares.
This finishes the proof of Theorem 6.
Since the results in Theorem 6 are completely combinatorial in nature,
it would of course be desirable to find a combinatorial proof of Theorem 6.
w x Ž w x.The papers 19, 20 see also 18 contain combinatorial proofs for the
assertions in Theorem 5, in particular avoiding representation theory. But
Ž .these are already quite difficult. The fact that the expressions in 7.15 and
Ž . Ž . Ž .7.16 are more complicated than those in 7.11 ] 7.14 supports the
suspicion that it will be even much harder to find combinatorial proofs for
the assertions of Theorem 6.
Ž . Ž .We conclude by providing an application of Theorem 3, 3.13 , 3.14 .
ŽTHEOREM 7. The number of plane partitions of trapezoidal shape 2n,
.2n y 2, . . . , 2 with entries between 0 and N, where the entries on the main
diagonal are at least M and exactly p of them ha¤e parity different from N, is
N y M q n
N q M q i q j N y M q i q jž / Ž . Ž .n q 1n Ł 2pž / N y M q n q p i q j1FiFjFn Ž .ž /n q 1
if N q M is e¤en 7.19Ž .
and
N q M q n q 1ž /n q 1n
pž / N q M q 1 q n q pž /n q 1
=
N q M q 1 q i q j N y M y 1 q i q jŽ . Ž .
Ł 2i q j1FiFjFn Ž .
if N q M is odd. 7.20Ž .
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ŽIn particular, the number of plane partitions of trapezoidal shape 2n, 2n y
.2, . . . , 2 with entries between 0 and N, where the entries on the main diagonal
are at least M, equals
N q M q i q j N y M y 1 q i q jŽ . Ž .
n2 . 7.21Ž .Ł 2i q j1FiFjFn Ž .
Ž . Ž .Proof. We set c s N q M r2, d s N y M r2, x s 1, i si
Ž . Ž . Ž .1, 2, . . . , n, in 3.14 , and we set c s N y M y 1 r2, d s N q M y 1 r2,
Ž .x s 1, i s 1, 2, . . . , n, and replace p by n y p in 3.13 . For this choice ofi
Žx 's, a symplectic character reduces to a number which is the dimension ofi
Ž ..the corresponding irreducible representation of Sp 2n, C that has a nice
Ž w Ž .x.closed form see 6, Ex. 24.20; 39, Theorem 4.5. 1 and is therefore easily
Ž . Ž . Ž .computed. Thus, the left-hand sides of 3.14 and 3.13 turn into 7.19
Ž . Ž . Ž .and 7.20 , respectively. On the right-hand sides of 3.14 and 3.13 , we
have certain sums of symplectic characters evaluated at x s 1, i si
1, 2, . . . , n. In the same way as in the proof of Theorem 4, these sums can
be interpreted as the cardinalities of certain sets of plane partitions of
trapezoidal shape. These are exactly the plane partitions in the first
assertion of Theorem 7; they are counted by the specialized right-hand
Ž .side of 3.14 if N q M is even, and by the specialized right-hand side of
Ž .3.13 if N q M is odd. This proves the first assertion of Theorem 7.
Ž . Ž . Ž .To obtain 7.21 , we sum the respective expressions in 7.19 and 7.20
w x Ž wby means of Kummer's very well-poised F y1 summation cf. 35,2 1
Ž . Ž .x.2.3.2.9 , Appendix III.5 . Thus, Theorem 7 is proved.
It would be easy to generalize the above theorem to trace generating
w xfunctions of the type appearing in 31, Theorem 1; 17, Sect. 5 by replacing
i 2 iy1 Ž . Ž .x by q or q in 3.13 and 3.14 . We omit the details here.i
APPENDIX
A1. Partitions and their Diagrams
In Section 2 we already defined a partition to be a sequence l s
Ž .l , l , . . . , l of integers such that l G l G ??? G l G 0. A partition1 2 r 1 2 r
can be viewed geometrically, in terms of its Ferrers diagram. The Ferrers
Ž .diagram of a partition l s l , l , . . . , l is an array of cells with r1 2 r
left-justified rows and l cells in row i. Figure A.a shows the Ferrersi
Ž .diagram corresponding to 4, 3, 3, 1 . We identify partitions with their
Ferrers diagram. For example, if we say ``the first row of the partition l,''
then we mean ``the first row of the Ferrers diagram of the partition l.''
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Ž . Ž . Ž .FIG. A. a. Ferrers diagram b. Skew Ferrers diagrams c. 4, 3, 3, 1 r 2, 1 . d. 5, 4, 4, 2 r
Ž .3, 2, 1, 1 .
X Ž X X X .The conjugate of a partition l is the partition l s l , l , . . . , l , where1 2 l1
lX is the length of the jth column in the Ferrers diagram of l.j
Ž .Given two partitions, half-partitions, or orthogonal half- partitions l s
Ž . Ž .l , l , . . . and m s m , m , . . . , we write l q m for the vector sum1 2 1 2
Ž .l q m , l q m , . . . . We write m : l if m F l for all i. Given two1 1 2 2 i i
partitions l, m with m : l, the skew Ferrers diagram lrm consists of all
Ž . Žcells that are contained in the Ferrers diagram of l but not in the
.Ferrers diagram of m. Figure A.b shows the skew Ferrers diagram
Ž . Ž .4, 3, 3, 1 r 2, 1 . Of course, it also shows the skew Ferrers diagram
Ž . Ž .5, 4, 4, 2 r 3, 2, 1, 1 . So, the notation for skew Ferrers diagrams is not
unique. We might even allow vectors containing negative coordinates for
Ž . Ž .denoting skew Ferrers diagrams, e.g., 3, 2, 2, 0 r 1, 0, y1, y1 for the
same skew Ferrers diagram in Fig. A.b, or vectors with half-integer
Ž . Ž .coordinates, e.g., 9r2, 7r2, 7r2, 3r2 r 5r2, 3r2, 1r2, 1r2 for the same
skew Ferrers diagram. We do all this freely in the text, without further
notice. However, when we count columns of skew Ferrers diagrams lrm,
we do distinguish between the different notations for the same skew
Ferrers diagram. Each column gets the number that it has as a column of
l. Thus, the first cell in the second row of the skew Ferrers diagram in Fig.
Ž . Ž . Ž .A.b is located in the second column of 4, 3, 3, 1 r 2, 1 see Fig. A.c , in
Ž . Ž . Ž .the third column of 5, 4, 4, 2 r 3, 2, 1, 1 see Fig. A.d , in the first column
Ž . Ž .of 3, 2 , 2 , 0 r 1, 0 , y 1, y 1 , in the 5r 2th colum n of
Ž . Ž .9r2, 7r2, 7r2, 3r2 r 5r2, 3r2, 1r2, 1r2 , etc. A horizontal strip is a skew
Ferrers diagram with no more than one cell in each of its columns. A
¤ertical strip is a skew Ferrers diagram with no more than one cell in each
of its rows.
Ž .A2. n-Tableaux Ordinary Tableaux
ŽLet l, m be partitions with m : l. An n-tableau of shape l respectively,
. Ž .of shape lrm is a filling of the cells of l respectively, lrm with integers
between 1 and n such that entries along rows are weakly increasing and
entries along columns are strictly increasing. If we just say tableau instead
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of n-tableau, then we mean the same but without requiring that the entries
Ž .are bounded above by n. Figure 4 shows a 6-tableau 7-tableau, . . . of
Ž .shape 8, 8, 5, 3, 2 .
The weight xT for an n-tableau T is defined by
xT [ xaŽ1 's in T .xaŽ2 's in T . ??? xaŽn 's in T . . A.1Ž .1 2 n
Ž Ž . Ž . Ž .. Ž .The vector a 1's in T , a 2's in T , . . . , a n's in T of exponents in A.1
Ž .is called the content of T and is denoted by con T . For example, the
weight and content of the tableau in Fig. 4 are x 4 x 4 x 5 x6 x 5 x 2 and1 2 3 4 5 6
Ž .4, 4, 5, 6, 5, 2 , respectively.
Ž w Ž . x.As is well known see 26, 5.12 with m s 0; 34, Def. 4.4.1 , the
Ž . Ž .irreducible general linear character Schur function s l; x equals then
generating function for all n-tableaux of shape l,
s l; x s xT , A.2Ž . Ž .Ýn
T an n-tableau
of shape l
T Ž .with x as defined in A.1 .
Ž .A3. 2n -Symplectic Tableaux
Ž . Ž .Let l s l , l , . . . , l be a partition. A 2n -symplectic tableau of1 2 n
Ž . Ž .shape l is a 2n -tableau of shape 2l s 2l , 2l , . . . , 2l such that1 2 n
Ž .columns 1, 2, columns 3, 4, . . . , columns 2l y 1, 2l form 2n -symplectic1 1
admissible pairs.
Ž .DEFINITION 1. A pair C, D of two columns of the length k F n is
Ž .called a 2n -symplectic admissible pair if the following conditions are
satisfied:
Ž .a Entries in C and D are between 1 and 2n and in strictly
increasing order.
Ž .b If e is in D then 2n q 1 y e is not in D. The same holds for C.
Ž . Ž .c C arises from D by a possibly empty sequence of operations O
of the following type: The operation O to be described applies only to
columns E and integers e , e with e - e F n, where e g E, 2n q 1 y1 2 2 1 1
e g E, and for all t between e and e either t or 2n q 1 y t belongs to2 2 1
Ž .E. The operation O itself consists of forming the new column O E out of
E by replacing e by e and 2n q 1 y e by 2n q 1 y e and rearranging1 2 2 1
the new set of entries in strictly increasing order.
For example, Fig. 2 displays a 12-symplectic tableau of shape
Ž .4, 4, 4, 4, 3, 3 . There, the next-to-last column arises from the last by one
Ž .operation, as described in item c of Definition 1, with e s 4, e s 3.1 2
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Ž .Remark 5. Our description of 2n -symplectic admissible pairs follows
w x w xLakshmibai 21 . The description in 24, Appendix A.2 is equivalent. Note
that Littelmann's rows are our columns.
There are a few observations that are immediate from Definition 1.
OBSERVATION 1. C F D, meaning that if the entries of C are
Ž . Žc , c , . . . , c from top to bottom and those of D are d , d , . . . , d from1 2 k 1 2 k
.top to bottom , then c F d for all i.i i
Ž . Ž .OBSERVATION 2. If C, D is a 2n -symplectic admissible pair, then the
number of entries F n in C is the same as that in D.
Ž .OBSERVATION 3. If C and D are columns of length n that satisfy a ,
Ž .b in Definition 1, C F D, and have the same number of entries F n,
Ž . Ž . Ž .then C, D is a 2n -symplectic admissible pair, i.e., condition c is
satisfied automatically in this situation. This is due to the fact that a
column of length n must contain either t or 2n q 1 y t, for all t s
1, 2, . . . , n. Hence, the most obvious way to transform D into C is a legal
Ž .sequence of operations according to c : namely, apply the operation O
Ž .described in c first with e the topmost entry of C and e the topmost1 2
Ž .entry of D unless e s e , then apply O with e the next-to-the top entry1 2 1
of C and e the next-to-the-top entry of D, etc.2
Ž "1.S Ž .The weight x for a 2n -symplectic tableau S is defined by
S"1 Ž1r2.ŽaŽ1 's in S .yaŽŽ2 n. 's in S .. Ž1r2.ŽaŽ2 's in S .yaŽŽ2 ny1. 's in S ..x [ x xŽ . 1 2 A.3Ž .
= ??? x Ž1r2.ŽaŽn 's in S .yaŽŽnq1. 's in S .. .n
Again, the vector
1 a 1's in S y a 2n 's in S , a 2's in S y a 2n y 1 's in S ,Ž . Ž . Ž . Ž .Ž . Ž .Ž2
. . . , a n's in S y a n q 1 's in SŽ . Ž .Ž . .
Ž . Ž .of exponents in A.3 is called the content of S and is denoted by con S .
For example, the weight and content of the tableau in Fig. 2 are x x 2 x xy23 4 5 6
Ž .and 0, 0, 1, 2, 1, y2 , respectively.
Ž w x.It is a theorem see 3, 4, 23 that the irreducible symplectic character
Ž "1. Ž .sp l; x equals the generating function for all 2n -symplectic tableaux2 n
of shape l,
S"1 "1sp l; x s x , A.4Ž . Ž . Ž .Ý2 n
Ž .S a 2 n -symplectic tableau
of shape l
Ž "1.S Ž .with x as defined in A.3 .
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Ž .A4. 2n q 1 -Orthogonal Tableaux
Ž . Ž .Let l s l , l , . . . , l be a partition or half-partition. A 2n q 1 -1 2 n
Ž .orthogonal tableau of shape l is a 2n -tableau of shape 2l s
Ž .2l , 2l , . . . , 2l such that columns 2l y 1, 2l , columns 2l y 3,1 2 n 1 1 1
Ž .2l y 2, . . . , form 2n q 1 -orthogonal admissible pairs.1
Ž .DEFINITION 2. A pair C, D of two columns of the length k F n is
Ž .called a 2n q 1 -orthogonal admissible pair if the following conditions are
satisfied:
Ž .a Entries in C and D are between 1 and 2n and in strictly
increasing order.
Ž .b If e is in D then 2n q 1 y e is not in D. The same holds for C.
Ž . Ž .c C arises from D by a possibly empty sequence of operations
that can be either operations of the type that are described in Definition 1
Ž .c or operations O of the following type: The operation O to be described
applies only to columns E and an entry e of E, e ) n, where for all t
between n q 1 and e, n q 1 included, either t or 2n q 1 y t belongs to
Ž .E. The operation O itself consists of forming the new column O E out of
E by replacing e by 2n q 1 y e and rearranging the new set of entries in
strictly increasing order.
For example, Fig. 11 displays a 13-orthogonal tableau of shape
Ž .7r2, 7r2, 7r2, 7r2, 7r2, 1r2 . There, the 4th column arises from the 5th
Ž .by one operation as in item c of Definition 2, with e s 7, and by one
Ž .operation as in Definition 1 c , with e s 2, e s 1.1 2
Ž .Remark 6. Again, our description of 2n q 1 -orthogonal admissible
w x wpairs follows Lakshmibai 21 . The description in 24, Appendix, Spin -2 mq1
xstandard Young tableaux is equivalent. Again, note that Littelmann's rows
are our columns.
We make similar observations here, also immediate from Definition 2.
OBSERVATION 1. C F D, meaning that if the entries of C are
Ž . Žc , c , . . . , c from top to bottom and those of D are d , d , . . . , d from1 2 k 1 2 k
.top to bottom , then c F d for all i.i i
Ž .OBSERVATION 2. If C and D are columns of length n that satisfy a ,
Ž . Ž . Ž .b in Definition 2, and C F D, then C, D is a 2n q 1 -orthogonal
Ž .admissible pair, i.e., condition c is satisfied automatically in this situation.
Ž "1.S Ž .The weight x for a 2n q 1 -orthogonal tableau S is again defined
Ž . Ž .by A.3 . Also here, the vector of exponents in A.3 is called the content of
Ž .S and is denoted by con S .
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Ž w x.It is a theorem see 23 that the irreducible orthogonal character
Ž "1. Ž .so l; x equals the generating function for all 2n q 1 -orthogonal2 nq1
tableaux of shape l,
S"1 "1so l; x s x , A.5Ž . Ž . Ž .Ý2 nq1
Ž .S a 2 nq1 -orthogonal tableau
of shape l
Ž "1.S Ž .with x as defined in A.3 .
Ž .A5. 2n -Orthogonal Tableaux
Ž .The definition of 2n -orthogonal tableaux is the most intricate one. We
provide the full definition for the sake of completeness. However, in the
current paper we actually need only a special case, the one that is
discussed in Observation 1 below. The reader who is only interested in this
Ž .paper's applications of 2n -orthogonal tableaux can safely skip the full
definition and move on directly to Observation 1.
w xWe basically reproduce Littelmann's description 24, Appendix, A.3 ,
Ž .with a little modification in the description of 2n -orthogonal admissible
w xpairs, where we follow 21 . Note again that Littelmann's rows are our
columns.
Ž .Let l s l , l , . . . , l be an n-orthogonal partition or half-partition.1 2 n
Ž . Ž . Ž .A 2n -orthogonal tableau of shape l is a triple S , S , S of 2n -tableaux3 2 1
ŽŽ .n. ŽŽ .n. Žof respective shapes l q l , l y l , and 2 l yny1 n ny1 n 1
. Ž . Ž .2l , 2l y 2l , . . . , 2l y 2l , subject to conditions 0 ] 4 be-ny1 2 ny1 ny2 ny1
low. Note that when S , S , and S are glued together, in that order, an3 2 1
Ž .array of shape 2l , 2l , . . . , 2l , 2l , 2l is obtained.1 2 ny2 ny1 ny1
Ž .0 If e is an element of a column of S , S , or S , then 2n q 1 y e3 2 1
is not an element of the column.
Ž .1 Columns 1, 2, columns 3, 4, . . . , columns 2l y 2l y 1, 2l1 ny1 1
Ž . Ž .y 2l of S form 2n -orthogonal admissible pairs see Definition 3 . Inny1 1
Ž .addition, for i s 1, 2, . . . , l y l y 1, let the entries of the 2 i th1 ny1
Ž .column of S be from top to bottom k , k , . . . , k , and let the entries of1 1 2 s
Ž . Ž .the 2 i q 1 th column be again, from top to bottom l , l , . . . , l , s F t.1 2 t
Then for all sequences 1 F j - ??? - j F s with1 q
n q 1 y q F k - ??? - k F n q qj j1 q
and
n q 1 y q F l - ??? - l F n q q ,j j1 q
Žone has k q ??? qk ’ l q ??? ql mod 2. Note that this condition isj j j j1 q 1 q
.empty if neither n nor n q 1 is an entry in one of the columns.
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Ž .2 The number of entries ) n in each column of S is odd. In2
Ž .addition, denote by R the column of length n that arises from the
leftmost column of S by adding all integers e, n q 1 F e F 2n, that1
together with their ``conjugate'' 2n q 1 y e do not already appear in the
leftmost column of S , arranging everything in strictly increasing order,1
and replacing the smallest added element, f say, by 2n q 1 y f in the case
where the number of entries ) n would be odd otherwise. Denote by x
the element of R that is closest to n q 1r2. To be precise, let k , k , . . . , k1 2 s
Ž .be the entries from top to bottom of the leftmost column of S . Then R1
consists of the entries k , . . . , k , l , . . . , l , x with the following prop-1 s 1 nysy1
erties:
2n G l ) ??? ) l ) n, l ) x, l ) 2n q 1 y x, l1 nysy1 nysy1 nysy1 i
/ k and x / k for all 1 F i F n y s y 1, 1 F j F s, and ifj j
e g R, then 2n q 1 y e f R. Furthermore, if the number of
 4integers strictly greater than n in R _ x is odd, then x ) n; else
xF n.
X Ž  4.  4Let R be the column with entries R _ x j 2n q 1 y x in increas-
X Ž .ing order. Then the concatenation S j R forms a 2n -tableau. By the2
concatenation S j RX we mean that RX is glued from the right to S such2 2
that the topmost entries in each column are aligned in one row.
Ž .3 The number of entries ) n in each column of S is even.3
X ŽŽ .n.Denote by S the tableau of shape l y l q 1 obtained from S2 ny1 n 2
as follows. The rightmost column of SX is R. Now assume that 1 F i F2
Ž . Xl y l and the l y l q 2 y i th column of S has already beenny1 n ny1 n 2
Ž . Xdefined. The l y l q 1 y i th column of S consists of the entries ofny1 n 2
Ž .the l y l q 1 y i th column of S with one entry e replaced byny1 n 2
2n q 1 y e, arranged in strictly increasing order. The entry e to be chosen
Ž Xis the smallest possible such that rows will be weakly increasing so that S2
. X Ž .indeed becomes a tableau . Then the concatenation S j S is a 2n -3 2
tableau. By the concatenation S j SX we mean that S is glued to the left3 2 3
to SX such that the topmost entries in each column are aligned in one row.2
Ž .DEFINITION 3. A pair C, D of two columns of length k F n is called a
Ž .2n -orthogonal admissible pair if the following conditions are satisfied:
Ž .a Entries in C and D are between 1 and 2n and in strictly
increasing order.
Ž .b If e is in D then 2n q 1 y e is not in D. The same holds for C.
Ž . Ž .c C arises from D by a possibly empty sequence of operations
that can be either operations of the type that are described in Definition 1
Ž .c or operations O of the following type: The operation O to be described
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applies only to columns E and entries e , e of E, n - e - e , where for1 2 1 2
all t between n q 1 and e , n q 1 included, either t or 2n q 1 y t2
belongs to E. The operation O itself consists of forming the new column
Ž .O E out of E by replacing e by 2n q 1 y e and e by 2n q 1 y e , and1 1 2 2
rearranging the new set of entries in strictly increasing order.
Ž . ŽOBSERVATION 1. 2n -orthogonal tableaux of shape l , . . . ,ny1
. Ž . Ž .l , l are just pairs S , S of 2n -tableaux of respective shapesny1 n 3 2
ŽŽ .n. ŽŽ .n.l q l and l y l such that each column of S or S doesny1 n ny1 n 3 2
not contain 2n q 1 y e if it contains e, such that the number of entries
) n in S is odd and each entry in the first row of S is F n, such that the2 2
number of entries ) n in S is even, and where the concatenation S j SX3 3 2
Ž . Xis a 2n -tableau, with S the tableau that arises from S by replacing the2 2
topmost element, e say, in column i of S by its ``conjugate'' 2n q 1 y e ,i 2 i
for all i s 1, 2, . . . , l y l , and by rearranging the columns in increas-ny1 n
ing order. For in the case of the above particular shape, the tableau S is1
 4  4empty; hence R equals n q 1, n q 2, . . . , 2n or n, n q 2, . . . , 2n , de-
pending on whether n is even or odd. Thus, R does not restrict S in item2
Ž .2 above, except that for odd n it forces all of the entries in the first row
to be at most n. If n is even, then all of the entries in the first row have to
be F n as well. For in each column the number of entries ) n is odd,
with n being even. This implies that the number of entries F n has to be
Ž .odd as well; in particular, it has to be at least 1. Finally, in item 3 above,
when forming SX out of S , the smallest element in each column can2 2
always be replaced by its ``conjugate.''
Ž "1.S Ž .The weight x for a 2n -orthogonal tableau S is again defined by
Ž . Ž .A.3 . Also here, the vector of exponents in A.3 is called the content of S
Ž .and is denoted by con S .
Ž w x.It is a theorem see 23 that the irreducible orthogonal character
Ž "1. Ž .so l; x equals the generating function for all 2n -orthogonal tableaux2 n
of shape l,
S"1 "1so l; x s x , A.6Ž . Ž . Ž .Ý2 n
Ž .S a 2 n -orthogonal tableau
of shape l
Ž "1.S Ž .with x as defined in A.3 .
A6. Littelmann's Decomposition Rule and the Littlewood]Richardson Rule
w xLittelmann's rule 24 for the decomposition of the product of two
general linear, two symplectic, or two special orthogonal characters can be
Žstated uniformly. In fact, it is also valid for the simple, simply connected
.algebraic groups of type G and E . What is needed in the formulation of2 6
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Ž .Littelmann's theorem is the notion of a dominant Weyl chamber associ-
ated with each of the characters.
Ž . Ž .The dominant Weyl chamber of type A, which is associated with s ? ; x ,n
Ž w x.is the set of points cf. 6, p. 215
x , x , . . . , x : x G x G ??? G x . A.7 4Ž . Ž .1 2 n 1 2 n
Ž .The dominant Weyl chamber of type C, which is associated with
Ž "1. Ž w Ž .x.sp ? ; x , is the set of points cf. 6, p. 243, 16.52 n
x , x , . . . , x : x G x G ??? G x G 0 . A.8 4Ž . Ž .1 2 n 1 2 n
Ž .The dominant Weyl chamber of type B, which is associated with
Ž "1. Ž . Ž w x.so ? ; x , is the same set A.8 of points cf. 6, p. 272 .2 nq1
Ž .Finally, the dominant Weyl chamber of type D, which is associated with
Ž "1. Ž w x.so ? ; x , is the set of points cf. 6, p. 2722 n
< <x , x , . . . , x : x G x G ??? G x . A.9 4Ž . Ž .1 2 n 1 2 n
Ž .Furthermore, if T is a tableau, then by T l we denote the tableau that
consists of the last l columns of T.
Now we are in a position to state Littelmann's theorem.
Ž w Ž . x. Ž .THEOREM Littelmann 24, Theorem a , p. 346 . Let x ? be any ofn
Ž . Ž "1. Ž "1. Ž "1.the characters s ? ; x , sp ? ; x , so ? ; x , or so ? ; x . Thenn 2 n 2 nq1 2 n
x l ? x m s x l q con T , A.10Ž . Ž . Ž . Ž .Ž .Ýn n n
T
Žwhere the sum is o¤er all corresponding tableaux that is, n-tableaux in case
Ž . Ž . Ž . Ž . Ž "1. .x ? s s ? ; x , 2n -symplectic tableaux in case x ? s sp ? ; x , etc.n n n 2 n
Ž Ž ..of shape m such that l q con T l is in the Weyl chamber of the correspond-
ing type for all l.
Ž . Ž .In case x ? s s ? ; x this rule translates to the classical Littlewood]n n
Ž w Ž . x.Richardson rule cf. 26, I, Sect. 9; 34, 4.26 q Theorem 4.9.4 , which we
want to describe next.
( )DEFINITION 4. A Littlewood]Richardson filling LR-filling of shape nrl
Ž .and content m is an ordinary tableau F of shape nrl and content m
( )where the Littlewood]Richardson condition LR-condition is satisfied. The
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latter condition is the following:
Read the entries of F row-wise from top to bottom and in each
row from right to left. Then at any stage during the reading the
number of 1's is greater than or equal to the number of 2's, which
in turn is greater than or equal to the number of 3's, etc.
Furthermore, define the Littlewood]Richardson coefficient LRn byl, m
LRn s number of LR-fillings of shape nrl and content m. A.11Ž .l, m
Then the Littlewood]Richardson rule reads as follows:
s l; x ? s m ; x s LRn s n ; x . A.12Ž . Ž . Ž . Ž .Ýn n l , m n
n
Ž . Ž . Ž . Ž .The translation from A.10 with x ? s s ? ; x to A.12 proceeds asn n
follows. It is basically the same idea as the one we use in the proof of
Proposition 1. What we do is construct, for any fixed l, m, n , a bijection
Ž .between n-tableaux T of shape m, with n s l q con T , and where
Ž Ž .. Ž .l q con T l is in the Weyl chamber A.7 of type A for all l, and
LR-fillings F of shape nrl and content m. Clearly, this would establish the
Ž . Ž . Ž . Ž .equivalence of A.10 with x ? s s ? ; x and A.12 .n n
Given T as above, we construct a sequence F , F , . . . , F of fillings by0 1 m1
reading T column-wise, from right to left. The desired filling F will then
be defined to be the last filling F . Define F to be the only filling of them 01
Ž .shape lrl which is, of course, the empty filling . Suppose that we have
already constructed F . To obtain F , we add for i s 1, 2, . . . , n an entryl lq1
e to row i of F if i is an entry occurring in the lth last column and the ethl
row of T. As already announced, we define F to be F .m1
A7. Littlewood's branching rules
Here we quote the branching rules for the restriction of Schur functions
to symplectic or orthogonal characters, which we use in Section 4.
Ž . Ž wTHEOREM Littlewood . There holds see 25, Appendix, p. 295; 13,
Ž . x3.8b ; 39, Theorem 3.13
s l; x s sp n ; x LRl A.13Ž . Ž . Ž .Ý Ý m , n
X
n m , m even
Ž X . Ž w``m e¤en'' means that all of the columns of m are e¤en , and see 25, p. 240,
Ž . Ž . x.II ; 13, 3.8a ; 39, Theorem 3.16
s l; x s o n ; x LRl A.14Ž . Ž . Ž .Ý Ý m , n
n m , m even
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Ž . l``m e¤en'' means that all of the rows of m are e¤en , with LR them, n
Ž .Littlewood]Richardson coefficients as defined in A.11 .
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