Introduction
The problem of dense-sparse registration has received less attention from the scientific community in the past [1] . The majority of research has been focused on dense registration [2, 3] , or sparse registration [4, 5, 6, 7] . Recently, the need for sparse to dense registration has come to the limelight, and this is due to the emergence of sensors that produce sparse data like Velodyne 1 LiDAR (Light Detection And Ranging), which is widely used in autonomous vehicles (Google car [8] , DARPA Grand Challenge [9] ), because of its ability to provide 3D data at a high refresh rate and at a long range [7] . Accurate sensors producing dense clouds also achieved a technological leap with the appearance of 3D laser sensors like Leica P20 2 , Riegl VZ400i 3 or Trimble TX8 4 , etc. Furthermore, multiple sensors that allow the change of scanning resolution have recently appeared on the market. These sensors can produce point clouds of different densities depending on the chosen resolution. Nevertheless, the difference in cloud density is generally due to the change of the sensor. For example, two different sensors generate two clouds with different point densities, which requires a calibration step between the two sensors in order to exploit the resulting clouds. Calibration is necessary whenever the two sensors are moved, which is a hard and tedious task. On the other hand, the main shortcomings of available point cloud registration methods are their lack of speed due to the increase of input data or their lack of precision due to the decrease in density [7] whereas, for most robotic applications such as localization, these two attributes are highly desired. A recent trend is to use both kinds of sensors [10, 11, 12 ] to achieve these two sought-after concepts simultaneously, highlighting the importance of dense to sparse registration techniques.
As with all registration methods, an overlapping between the two clouds, usually called source cloud and target cloud, is necessary to determine the rigid transformation between these two clouds perceived from different viewpoints. With the conventional methods that use coherent data from the same sensor, what changes are the representation of points pertaining to the two views. For sensors that also provide intensity or color, these two attributes can be changed if the two clouds are acquired at two different times. Otherwise, except for the noise, nothing else can be changed, neither the number of points nor the spacing between the points. Regarding dense-sparse data, the degree of sampling changes, affecting the number of points and the distance separating these points. In other words, for the same part of the scanning environment, taken from two different viewpoints, the dense cloud will exhibit a larger number of points with a smaller distance separating them, as opposed to the sparser cloud. This change affects all the local characteristics of the points (normals, curvatures), making the conventional methods unsuitable for this type of registration [13, 6] .
Recently, Agamennoni et al. [1] addressed the sparsedense registration issue and proposed a method that improves the standard point-to-point ICP [14, 15] by introducing a probabilistic model for data association. The main idea of this work is to align each point from the sparser cloud with a set of points from the denser cloud. The association with each point is weighted taking into account the uncertainty of the transformation estimate. The problem is formulated as an Expectation-Maximization procedure, during which, weights are calculated throughout the E-step, whilst during the M-step, the rigid transformation is updated from current associations. However, the weakness of this method is that the associations do not change at each iteration. The iterations serve only to optimize the weights. That is why the method should be executed several times, using as input the solution of the previous run, which consumes a lot of time. Moreover, the fact that the point associations do not change at every iteration, makes this method very sensitive to the initial data association.
In this work, we propose a method to align dense and sparse clouds to achieve accuracy and convergence speed. This method surpasses the notion of density by replacing the points sharing the same local surface of the two clouds by a single representative point for the matching step. It is not about sampling, but only for the matching process, the points most likely to match each other are selected. Then, the resulting transformation is used to transform all the source points. The process evolves iteratively in an ICPlike framework, starting with a selection process followed by a pose estimation process. The main contribution of this paper lies in the selection points for the matching process. First, a voxelization is performed on both clouds to maintain the topological details of the scene. Then for each voxel, a normal-based classification of its points is done. Thereafter, only one point of each local surface is maintained for the associating step. As a result, fewer points are used for the matching process, but they are most likely to be associated. Thereby, improving convergence and accuracy simultaneously.
Related Work
Registration is a crucial step in several applications, ranging from inspection in the medical domain [16] , passing through the detection of objects in computer vision [17] , to mapping and localization in mobile robotics [3] , which is our main research interest. Registration is located in the front-end of the mapping pipeline [18] . In recent years, the interest and demand for 3D mapping has been greatly increased. This is mainly due to the improvement of acquisition systems on the one hand and the growth of the range of potential applications on the other. Currently, 3D data can be obtained using two technologies: photogrammetry and laser scanning [19] . The laser technology provides direct 3D data, while photogrammetry reconstructs 3D information by techniques such as triangulation from several images of the area under exploration. The advantage of direct 3D data acquisition makes the laser scanner popular for mapping the environment either indoors or outdoors [11] . Moreover, localization can be done at a different timescale compared to the mapping, which requires that the process of localization should be robust to the environment change (such as the lighting change) [11] . In this study, we only focus on laser technology.
Registration algorithms assemble two representations of an environment in a single reference frame. The problem of registration has been dealt with extensively in several studies over the last 25 years. This started with geometric approaches leading to the appearance of the Iterative Closest Point (ICP) algorithm [15, 14] . ICP is used to calculate the optimal transformation fitting two point clouds by a two-step process: matching of points and minimizing a metric describing the misalignment [20] . These two-steps iterate to minimize the matching error and thus improve alignment. In the literature, three groups of registration methods are identified:
• sparse methods (approaches based on features extraction);
• dense methods (approaches exploit all the points in the cloud);
• approaches based on objects.
Sparse Approaches
Sparse methods are generally used in outdoor environments [12] . They are based on the use of features, which may be points that are easily identified by their apparent character (position, local information contents, mathematical definition, etc.) with respect to the other points. A good feature requires stability and distinctiveness [21] . In other words, detected features should be consistent in all the frames. They should be robust to noise and invariant to rotation, perspective distortion and changes of scale [21, 22, 23] . There are numerous sparse methods in the literature, each one is adapted to specific needs, but all of them share the same workflow. They begin by the identification of the feature estimation model, then the extraction of the set of relevant points (keypoints [24] ) corresponding to the feature model. Afterwards, for every point, a local descriptor is computed collecting the shape and appearance of the neighborhood around each point. Finally, keypoints found in different frames are used to determine correspondences and align the different point clouds.
Among the well-known algorithms is the 3D Scale Invariant Feature Transform (3DSIFT), which is an extension of the 2D version proposed by Lowe in 1999 [25] . The 3D version was adapted by the PCL [26] community using the curvature of points instead of the intensity of pixels [27] . The method uses a pyramidal approach to reach the scale invariance characteristic of features. To achieve invariance against rotation, it assigns orientations to keypoints.
A multitude of methods exploiting 2D information obtained from 3D points have emerged since. Ranging from FAST (Features from Accelerated Segment Test) [28] , and going through SURF (Speeded Up Robust Features) [29] , until ORB (Oriented FAST and Rotated BRIEF) [30] . These methods, unfortunately, are less robust [23] and are affected by parasitic phenomena such as illumination and weather conditions [21] .
Normal Aligned Radial Feature (NARF) [31] is a rotation invariant 3D feature that also operates in range image and has two goals: extract points from stable local surfaces that are near significant changes and from borders. The authors argue that working on range image makes borders explicitly identified by transitions from foreground to background. Indeed, borders usually appear as noncontinuous traversals from foreground to background. Still according to the authors, points from stable surface that represent a significant change in a local neighborhood represent robust points that can be detected and observed from different perspectives.
However, all those methods cited above, operate on 2D representation of 3D point cloud. Recently, a method developed by [23] highlights the use of these two strategies together (2D representation and 3D information). It uses a 2D range image, as well as information calculated from 3D points such as normals and curvatures to extract 3D feature point from LiDAR data.
The last category of sparse methods exploits the 3D points directly. Most well-known approaches include the Point Feature Histograms (PFH) which was used in [32] to describe the local geometry around each point, in order to classify them, by means of a multi-dimensional histogram, according to its local nature (flat surface, corner, edge). PFH is a global feature descriptor as it computes a single descriptor for the entire cloud. Fast Point Feature Histograms (FPFH) [33] modifies the mathematical model of FPH in order to reduce its computational complexity. Similar approaches are formed elsewhere, such as VFH (Viewpoint Feature Histogram) [34] , CVFH (Clustered Viewpoint Feature Histogram) [35] , where features are determined based on the geometric information of 3D points. In the same vein, PCA (Principal Component Analysis) [36] are used in [37] and [38] to establish 3D features for use in recognition and pose estimation.
In any case, sparse methods exploit information about some key points of the scene [21] . They are based on local characteristics of these points, often only geometric characteristics are taken into account [39] although there are other descriptors such as color, intensity, etc. Methods which fall into this category do not require any prior knowledge [40] . Despite this advantage of sparse methods, many of them are not completely adapted to real-time applications [22] . Indeed, features are generally cumbersome to determine, and it is unwise to compute them at each point [22] . Some methods identify a few numbers of locations where their computing may be more efficient [41] , but the way these points are determined is time-consuming and hence are often not suitable for the applications that require efficiency. When using sparse methods, another problem occurs which is the necessity of very dense clouds in order to obtain good features, which compromises the use of sparse clouds [1, 21, 42, 4] . More importantly, these methods are environment specific [43] , which may result in the rejection of good data [44] .
Dense Approaches
Dense approaches make use of all the points from both clouds, and require an initial guess (transformation) between the two clouds, which makes them sensitive to wrong initialization [41, 40, 22] . Despite the use of all the points, these methods are generally faster than sparse approaches [40] .
ICP algorithm belongs to this class of methods. Its strategy consists of supposing an optimistic assumption that there are a number of points in common between the two clouds taken from two different viewpoints. In this way, the algorithm will have an adequate initial estimate of the translation and the rotation, which moves the points of the source cloud to correspond with the points of the target cloud. Applying this assumption, the correspondence of a point will be the closest point to it. In this way, the algorithm will find the closest points of the source cloud in the target cloud. After each iteration, better matches are found, which gradually produce better registration. This is repeated until the convergence of the algorithm is reached. At this stage, the final translation and rotation between the two sets of points are obtained. As pointed out by Pomerleau [3] , its easy implementation and simplicity, are both its strength and its weakness. This has led to the emergence of many variants of the original solution, adapted in many ways, throughout the years. Most well-known examples, Chen et al. [14] improved the standard ICP by using point-to-plane metric instead of the Euclidean distance error. This approach takes advantage of surface normal information to reject wrong pairing. However, this approach fails when dealing with clouds of different densities, since normals computation are affected by the change in resolution, presence of noise and distortion [45, 13] .
The Normal Distributions Transform (3D-NDT) [46] discretizes the environment in cells, where each one is modelled by matrix representing the probability of occupation of its points (linear, planar and spherical). Then, a nonlinear optimization is performed to calculate the transformation between the two clouds. Nonetheless, according to [45] , the NDT is not suitable for systems with low computing power capability.
An efficient approach for dense 3D data registration was presented in [47] . This probabilistic version of ICP called Generalized ICP (GICP) is based on a Maximum Likelihood Estimation (MLE) probabilistic model. It exploits local planar patches in both point clouds which leads to plane-to-plane concept. The authors in that paper show that this algorithm is a generalization of point-to-point and point-to-plane metrics, and the only difference lies in their choice of covariance matrices. Since this algorithm is point-to-plane variant of ICP, it has similar drawbacks, especially those related to normals computation. For instance in [13] , it is shown that the non-uniform point densities cause inaccurate estimates, which degrade the performance of the algorithm. Moreover, in [48, 1] the authors affirm that the GICP does not work well in outdoor and unstructured environment.
Serafin et al. [40] extended the GICP algorithm by using the normals in the error function and in the selection of correspondences, which according to the authors, increases the robustness of the registration. NICP [40] works on the projection of the two clouds on range images. For the reference cloud, this range image is recomputed at each iteration, which consumes time. These range images serve primarily for the selection of matched points. The Matched points are selected from the range image, so that they are points that share the same pixel and have compatible normals and curvatures.
Our approach, called CICP for Cluster Iterative Closest Point, uses an (NDT and NICP)-like representation, however, it is different from the NDT in the way it uses the points of each voxel to determine local surfaces and get one representative point from each local surface to the matching process. In contrast, NDT computes a Gaussian distribution in points of each voxel using the vicinity of each point. Whereas, NICP uses an image projection of the voxel grid representation to compute statistics, and considers each point with the local features of the surrounding surface. These features, namely normal and curvature, are calculated for each point from its neighboring points, with a computational complexity of O(K × N ), where K is the number of the neighboring points used to compute each normal and N the total number of points. Additionally, these features are used later in the process of point matching between the two clouds, as opposed to our method, that does not use normals in the matching process. Because of the difference in density, pattern scanning, and presence of noise, will lead to noisy normals and, hence, inaccurate results.
Approaches based on Objects
Object-based methods have chosen to take advantage of higher-level representations, including 3D objects (solid shapes), 2D forms (plans), or 1D (segments). This concept allows them to benefit from a massive compression of information [49] .
In [50] , the authors propose a SLAM algorithm that combines recognition and 3D reconstruction of maps at the level of the object. During the navigation process, the algorithm uses prior knowledge of specific objects that are supposed to be in the environment, to perform a recognition task. These objects are used as top-level features to optimize the ICP-based pose refinement. However, this work is limited to the indoor environment and the specific known objects.
Fernandez-Moral et al. [51] propose a registration method based on planar surface. This paper represents an extension of the work published in [52] which deals with the recognition places in indoor environments by extraction of planes. The extension is mainly focused on adding a probabilistic framework to account for the uncertainty model of the sensor. Whereas for [49] , this approach is applicable only to small and indoor environments. The method uses the region growing technique [53] to obtain the planar patches from the scene and represents them using a graph. Other techniques may also be used such as RANSAC [54] and Hough transform [55] as in [26] and [7] . However, for our proposal (dense-sparse registration), sparsity poses a real problem to get accurate segmentation [7] .
The segments are also used in the process of matching. In [4] , the authors introduce a Velodyne point cloud registration method based on line clouds. The algorithm starts by sampling the two clouds into sets of random segments, then the correspondence is made by a strategy similar to the ICP between the two sets of lines. Dubé et al. [49] use a segment-based method for a loop-closure purpose. This method has the advantage of compressing the point cloud into a group of distinct elements, which reduces false matches and optimizes the time required for correspondence.
Object based methods suffer from imperfect segmentation [49] . Their matching tends to reject a lot of potentially useful data, since they exploit information belonging to some simplistic geometric models [44] .
CICP differs from these three sub-categories in the nature of its data and how these data are used. As input, it takes point clouds of different resolution, gathered by different sensors, or with the same sensor. It is based only on the geometric information of points, which makes it independent of weather and illumination conditions. The proposed approach aims to cluster points of the same surface as one topological pattern, and replace all the points held by this model by one representing point for the matching step. The main algorithm is based on point-to-point matching alignment. Table 1 summarizes the main differences between the proposed method and the three sub-categories identified in the prior related work. 
Our Contributions
In this paper, a novel approach for sparse to dense (or dense to sparse) registration is introduced, exploiting normals differently. The desired contributions are as follows:
1. A new selection strategy is proposed by keeping only points which are most likely to be associated in the matching phase, thereby improving on convergence and accuracy simultaneously. 2. The proposed method is totally independent of the density (amount of points, scanning resolution) of the two clouds, scanning patterns (nature of sensors). It takes as input point clouds of different resolution, gathered by different sensors, or with the same sensor. 3. A novel mathematical definition of sparse and dense concept is proposed to accomplish these objectives.
All the considerations outlined in this section will be demonstrated in the results section and these claims are further consolidated in the Discussion section (cf. Section 7).
General Formulation

Mathematical Definition
Dense and sparse are terms used to describe the state of points within a cloud. This includes their quantity, distribution and resolution. The distinction between these two terms is rather vague, and depends on the context. Suppose we have two clouds of the same environment, with the same dimensions and taken from the same viewpoint, they will probably have been taken by different sensors or by the same sensor with varied resolutions. Let us assume that there is a large degree of variation between their densities. The dense cloud will exhibit a larger number of points with a smaller distance separating them, as opposite to the sparser cloud. The concept of density in 3D is always linked to a given volume. To get the same volumes, the two clouds are divided into voxels (subdivisions) of the same size. At this stage, the main clouds integral characteristics are the set of voxels V and the set of points P . The relation between these two sets determines whether the cloud is sparse or dense.
Below, we give some basic definitions, and we introduce the "voxelic density" definition in theoretical and practical cases:
. A voxel v with center ω = (x 0 , y 0 , z 0 ) and rayon r, is a set of points P (x, y, z) if:
Definition 2 ( Set of all voxels in P ). Let v a voxel of V P , we say that V P is a set of all voxels in P if:
Theoretically, a dense cloud is:
According to this last definition, a point cloud is called dense, if and only if, there is always at least one point belonging to a voxel, whatever the voxel size.
Unfortunately, for practical reasons, this definition is not always verified. Because of this, we propose definitions 4 and 5:
Definition 5 (Dense Cloud).
A dense cloud is a cloud C = (V, P ) in which:
O: proportionality operator. Definitions 4 and 5 are proposed to frame the notions of sparsity and density of point clouds. The voxel size is set according to the number of points in the sparse cloud, so that each voxel contains at least one point. This choice ensures a significant difference in density between the two clouds. A dense cloud, in our case, contains at least twice as many points as the sparse cloud. Otherwise, they are considered as equivalent.
Iterative Closest Point: The Algorithm
Our proposed algorithm, named CICP in short for cluster iterative closest point, adopts the general scheme of the ICP algorithm. For this reason, we will discuss here the most important items of that algorithm. As it is wellknown, the ICP algorithm is an iterative registration method, which consists in putting the points of the source cloud into the frame of the target cloud in order to generate a unique and consistent point cloud. To do this, a translation and a rotation, which make the points of the source cloud move to correspond with the points of the target cloud must be found by the algorithm. Moreover, this algorithm must identify the points of the two clouds that correspond to each other. The strategy of the ICP algorithm consists in taking an optimistic assumption that there are a number of points in common between the two clouds taken from two different points of view. In this way, the algorithm will have a good initial estimate of the rotation R and the translation t. Applying this assumption, the correspondence of a point will be the closest point to it. In this way, the algorithm will find the closest points of all source points corresponding to the points of the target cloud. Once it has these correspondences, it can improve the estimate of R and t, by solving this optimization:
where p and q denote the pairs of corresponding points in the two clouds and d represents the distance separating the points of each pair. After each iteration, better matches are found producing progressively better registration. This is repeated until the algorithm converges. It converges when the distance d is less than a certain threshold. Once this convergence is reached, the final rotation and the translation between the two sets of points are obtained. Rusinkiewicz [63] identify six distinct stages in this algorithm:
1. Selection: selection of a set of points from one or both clouds of input points. This first stage seeks to reduce the number of points of the input clouds by applying one or more filters [64] . The way in which these points are selected has a direct impact on the convergence of the algorithm, and especially on the computation time necessary for convergence, in particular, when handling very dense datasets. In this stage, we can find strategies like uniform [65] or random sampling [66] , sampling according to the orientation of normals [63] , statistical sampling [67] and outliers filtering [22] . However, as we deal with sparse and dense clouds, classical selection strategies can bring improvements for dense point clouds, but for sparse point clouds, they might cause further degradation to the characteristics and information carried by these points. For this reason, we chose to use all the points in the two clouds without making any modification on points of both clouds. 2. Matching: this step represents the key operation in the ICP algorithm. It consists in coupling corresponding points from both clouds. These correspondences are obtained by seeking, for each point of the source cloud, the nearest point in the target cloud. The definition of the "nearest point" determines the matching technique used [68] . Several techniques of nearest-neighbor-search (NNS) are used to optimize the time of this step, as it used to be the most demanding step in terms of computation time [68] . The authors of [69] and [68] assert that "k-d trees" is the best technique to find the nearest neighbor. For this reason, we use it in our implementation. 3. Weighting: assignment of weights to matched pairs of points. It aims to strengthen the contribution of correspondences believed to be correct and mitigate the effect of false matches [13] . 4. Rejection: reject the pairs of points that do not contribute positively to the convergence of the algorithm, such as outliers, occluded points (points that are not visible in one of the acquisitions) or unpaired points (points of one cloud that do not find correspondents in the second cloud). 5. Error metrics: it defines the objective function which is minimized at each iteration of the algorithm. Three metrics are commonly used: point-topoint [15] , point-to-plane [14] and plane-to-plane [47] . 6. Minimization: minimize the error metric to bring the points of the source cloud and align them with the points of the target cloud.
The algorithm terminates when a maximum number of iterations is reached or a variation relative to the error metric is reached. In many cases, the algorithm converges quickly but not necessarily towards the optimal solution. Several problems may arise, namely:
• noises and outliers that can cause biased results,
• partial overlap.
Proposed Method
This work proposes a novel approach that deals with dense-sparse registration. We adopt the Rusinkiewicz decomposition and propose a new selection strategy, which aims to improve the pairing process and make it reliable for the purpose of this paper. Figure 1 illustrates the workflow of the proposed method.
CICP starts with the estimation of normals of the two clouds. Then, it takes the target cloud first and subdivides it into small voxels. The points of each voxel are subjected to a classification process based on their normals, giving rise to different groups of points, according to the geometric variation of each voxel. Each group of points represents a local surface since they share the same normal vector. Next, from the points of each small local surface, a single point is chosen to represent this surface during the matching process. In our case, we take the closest point to centroid of each local surface. Regarding the source point cloud, its points are transformed with their normals by the initial guess of the relative transformation. Then, this cloud undergoes the same steps as the target cloud: voxelization, normals-based classification, designation of points representatives. At the end of these steps, the method comes up with two sets of points from the two clouds. Each set contains the most probable points to match with the points of the second set (this is specifically in the overlapping area of the two clouds, as it reflects the same geometry seen from two different viewpoints).
Selection
The main contribution of this paper is the proposal of a new selection strategy. As mentioned above, instead of matching point-to-point as the classical ICP variants, points pass through an election process, which gives rise to one representative point for each small region. These representatives appear as the most likely points to be matched between each other. These good matches ultimately result in an accurate motion between the two clouds. This election process is based on 3D position of points and their normals. It consists of three sub-tasks: (1) voxelization, (2) clustering and (3) Representative election. The first task performs a spatial grouping which attempts to preserve the topological information based on the 3D position of the points. A set of 3D cubic regions (voxels) is generated where all points within the voxel have very close spatial positions. The second task bundles all points of each voxel based on their normals. Once this grouping is done, we perform the last task, which selects one point for each cluster (local surface) in the voxel for the matching process. But before that, normals need to be calculated.
Normal Estimation
Normal segmentation of geometric range data has been a common practice integrated in the building blocks of point cloud registration. Most well-known point to plane and plane to plane state-of-the-art registration techniques make use of normal features to ensure a better alignment. However, the latter is influenced by noise, pattern scanning and difference in densities. Consequently, the resulting normals in both a source point cloud and a target point cloud will not be perfectly adapted, thereby influencing the alignment process, due to weak inter-surface correspondences. In order to support these claims, an illustration of sparse to dense registration is given in Figure 2 . A dense point cloud is obtained from a 3D LiDAR Leica P20 scanner whilst the sparser one is extracted from an HDL-32E Velodyne. Figures 2 (c), (d) , (e), (f) are samples of various places in a scene. The 3D points of the source and target clouds are represented in blue and green respectively, whilst their normals are in white and red. These figures depict the dissimilarity between normals pertaining to the same surface, which theoretically should have the same orientations. This change is due to the different disturbances mentioned above. This is the major problem of the methods that use geometric features according to [21, 13] . Additionally, according to the authors of [70] , the calculation of normals on a large dataset is computationally expensive.
To overcome this problem, we use normals only to distinguish the different local surfaces (group each surface alone). For the rest of the algorithm, we use x, y and z coordinates of each point without having recourse to their normals. In other words, we use normals only to distinguish the different surfaces, but we do not use them in the alignment process.
Normals are computed once for each cloud at the beginning of the algorithm. Source normals are transformed at each iteration by the transformation found. We use Principal Component Analysis (PCA) [36] to determine normals vectors of point cloud, as it is the most performant method used to compute normals according to [68] and [71] . PCA-based algorithm is usually used to analyze the variation of points in the three directions. Normal vector corresponds to the direction with minimum variation. We can also imagine the use of the dominant directions of the points as a characteristic of designation of the cluster within each voxel, instead of normals. We have chosen to use normals, as they are classical and common features.
From the eigen decomposition of the covariance matrix of considered nearest neighbors, the eigenvector corresponding to the minimum eigenvalue represents the normal vector. The covariance matrix can be calculated from the following equation:
where k is the number of considered nearest neighbors; p i , i = 1 : k are kNN points andp is the mean of all k neighbors. Algorithm 1 shows how to calculate the normals with the PCA method.
Voxelization
The voxelization is applied in order to maintain the topological details of the scrutinized surface. As normal computation depends on the number of neighbouring points and as the resolution of points of the two clouds is different, voxelization with the same voxel size aims to generate equivalent local regions in the two clouds. A common criterion of comparison now becomes feasible. Therefore, the voxel size parameter is of paramount importance for our technique and it should be chosen carefully in order to keep Representative election: once this grouping step is completed, the last task consists in selecting one point from each cluster (local surface) in each voxel. Representative points serve as candidates for correspondence process. As a result, few points are used in the matching process, but which are most likely to be associated, thereby, improving on convergence and accuracy simultaneously. the fundamental characteristics of both point clouds; be it dense or sparse with topological details. In our case, the set of rules mentioned previously in the Section 4.1 must be verified. At the beginning, the procedure applies a bounding box to the entire sparse cloud by finding the minimum and maximum positions of points along the three axes X, Y and Z. The number of voxels for this bounding box is determined by the number of points and the voxel size is deduced. The same procedure is applied to the dense cloud. For more details, see voxelized point clouds in Algorithm 2.
1. Voxel assignment: each voxel is identified by a unique idx = i+j ×numDivX +k ×numDivX ×numDivY (3) According to (3), we assign an index idx to each point. This relationship allows direct access to the desired voxel, thereby avoiding a linear search [73] . 2. Voxels suppression: as the shape of the point cloud is arbitrary, the step of delimiting points by a bounding box creates many empty voxels which are later pruned out. Eventually, voxelization helps to filter noise from voxels where there is insufficient occupational evidence.
Clustering
The process of electing one point from each local surface makes them good candidates for point correspondence searching, thereby rejecting wrong matches impacting alignment accuracy. At first, all the "voxelized" points are taken and a classification method is applied to identify points belonging to the same surface. In our work, k-means clustering [74] is used as the classification technique based on the normal of each point. The appropriate number of clusters (local surfaces) within each voxel is determined using the Elbow method [72, 75] . An illustration of the described approach is given in Figure 3 .
Grouping the point clouds using their normal aims at:
• improving the robustness of the matching step by only allowing the pairing of compatible points,
• reducing the amount of data to be processed during the matching stage.
Matching
The clustering process generates a reduced, but different number of points in both clouds. These two sets of points are used for matching. Based on our bibliographic research, the best technique identified is the k-d trees (Section 4.2). We use the k-d trees implemented in PCL [26] directly, which is based on the FLANN library [13] . The correspondence is obtained by finding, for each point of the source cloud, the nearest point in the target cloud. This is accomplished using L 2 norm. Since the number of points used for matching is different in the two pairing sets, there will be some wrong correspondences. This is handled in the rejection step, which aims to reduce these false matches.
Weighting
The aim of weighting is to reduce the influence of outliers on the alignment process. We tested two weighting strategies: Huber weighting [76] and Tukey weighting [77] . However, the tests showed a minimal influence of these strategies on our data. Consequently, on our implementation, we do not use any weighting strategy. This is the same conclusion as found in [68] , which affirms that the weighting stage might be removed from the ICP algorithm.
Rejection
We opted for the distance-based rejection [39, 22] , as it is the most basic way to eliminate the wrong pairings. This simple and powerful strategy consists in eliminating the correspondences which have distances greater than a given threshold [65, 22] . This aims to reject the pairs of points that do not contribute positively to the convergence of the algorithm, such as unpaired points (as the number of points used for matching is different in the two pairing sets) and outliers.
Error metrics
After the matching step, which results in a selection of an equivalent number of representative points in both clouds, the three metrics commonly exploited in the literature, namely point-to-point, point to plane and plane to plane, can be used. However, for the sake of simplicity, we use the point-to-point metric:
Optimization
The optimization is used to determine the transformation from the set of finding pairs. Given a set of correspondences, rotation and translation between the two frames are calculated using Gauss-Newton iterative least square algorithm [78] (Algorithm 3).
In the case of the point-to-point metric, the error function to be minimized is given by:
where T(x) defines the displacement between the points of the source cloud p i and the points of the target cloud q i , and x a vector which belongs to R 6 , representing linear velocities ϑ = [ϑ x ϑ y ϑ z ] and angular velocities ω = [ω x ω y ω z ].
Suppose now that only an approximationT of T (x) is known. In this case, the registration problem consists in finding the incremental transformation T(x):
Such that the differences between the positions of the source points registered by the transformationTT(x) and those of the target cloud, are zero.
E(x) is the vector of dimensions (m × n) × 1 containing the errors associated to each point.
Since an approximation of the displacement T(x) is known, the increment T(x) is assumed to be small. In this case, it is possible to linearize the vector E(x) by performing a Taylor series approximation around x = 0:
where J is the Jacobian matrix of the error vector E, with dimensions (m×n)×6 and represents the variation of e(x) as a function of each component of x:
and the matrix H(x 1 , x 2 ) of dimensions (m × n) × 6, is defined ∀(x 1 , x 2 ) ∈ R 6 × R 6 by:
where each Hessian matrix
∂x1 2 x 2 represents the second derivative of E with respect to x.
The system of equations (2) can be solved with a leastsquares method. This is equivalent to minimizing the following cost function:
A necessary condition for the vector x to be a minimum of the cost function is that the derivative of O(x) is zero at the solution, i.e. x =x:
In this case, the derivative of the cost function can be written:
The standard method for solving (12) is Newton's method. It consists of incrementally determining a solution x by:
where the matrix Q is written:
However, Newton's method requires the calculation of the Hessian matrices, which is expensive in computation time. Nevertheless, it is possible to approximate the matrix Q with a first order approximation by the GaussNewton method:
For this genre of non-linear optimization problem, the Gauss-Newton method is preferred, because, on the one hand, it makes it possible to ensure a definite positive matrix Q and, on the other hand, to avoid the rather expensive calculation of the Hessian matrices.
Under these conditions, at each iteration, a new error E and a new Jacobian matrix J(0) are computed in order to obtain the new value of x by:
and to update the rigid transformation by:
In general, the minimization is stopped when the error: e 2 < α occurs, or when the calculated increment becomes too small: x 2 < ε, where α and ε are predefined stop criteria. 
Analysis of the cost function
In this section, a more in-depth analysis of the cost function is carried out. The cost function is based on a sum of squared error (SSE) term as shown by equation (5) . This is an undeniable problem considering the fact that for a non-linear optimization problem (as is our case), whose domain is non-convex, it may contain several local minima. The local convexity of the SSE estimator around the solution is impacted by several factors; sensor observability, sensor noise, uncertainties induced whilst taking measurements. Therefore, a mathematical condition for convergence is generally difficult to establish.
However, the optimization domain can be sampled to provide a qualitative analysis of the convexity of the estimator. This is illustrated in Figure 4 where the rootmean-square error (RM SE) (in meters) is shown versus two groups; translational and rotational couples. It is observed that for a typically chosen subsampled point cloud set (dense: 926 725 points, sparse: 71 584 points), the estimator is convex for the translation as inferred from its formulation and hence, the result is not directly concerned by the initialization of the algorithm. However, the minimiser, though it exhibits a globally convex profile, contains one or several local minima along the way. This implies that initial values for the relative rotation must be carefully given locally around the solution.
Results
We implement our CICP approach in C++ without code optimization, and we conduct multiple experiments to evaluate it. Two different data sets are used: (1) point clouds acquired by different sensors; (2) point clouds generated by a single sensor by varying the scan resolution. These two datasets are carried out on indoor and outdoor environments. The indoor scene is represented by a typical office environment, which is symbolized with walls, desks and chairs. And the outdoor environment (PAVIN 5 ) is an experimental site for the development of automated vehicles in realistic urban environment. These different datasets provide a good platform to investigate the performance of the proposed method. We first show its results for the registration of two sparse and dense clouds, acquired with two different sensors, and enumerating different indoor and outdoor environments (Section 6.1). Then, we compare our results with the existing sparse and dense methods (Section 6.2). Thereafter, we perform registrations between multiple clouds from the same sensor, but with different resolutions (Section 6.3). Finally, registrations between clouds from different sensors are carried out (Section 6.5).
The computational efficiency of the algorithm is beyond the scope of this paper. We would rather focus on the methodology.
The experimental is set up as shown in Figure 5 . The center of the two sensors; Velodyne HDL32 and that of the Leica P20 are perfectly superimposed with the help of the STANLEY Cubix cross line laser. The velodyne is then physically displaced and rotated by known translations and rotations from the graduated set up in order to perturb the 6 degrees of freedom transformation. Data acquisition is then performed under different scenarios in order to test our CICP algorithm. Table 3 
Dense-Sparse Registration with CICP
The purpose of this first experiment is to evaluate our CICP method. For that, we choose two clouds acquired with different sensors; the denser cloud produced by a 3D LiDAR Leica P20 laser scanner and the sparser cloud with an HDL-32E Velodyne LiDAR sensor. A Leica P20 generates very detailed and dense point clouds as shown in Figures 6(a), 6(c) . Depending on the resolution chosen during the scanning process, these clouds can exceed 100 millions of points for a single scan. For reasons of compatibility with the available computational equipment, which provided an Intel Core i74800MQ processor, 2.7 GHz, and 32 GB of RAM, we perform a sampling process using method described in [72] in order to reduce the number of points to the order of few millions without losing useful information. By compressing data, we provide a more compact 3D representation of point clouds whilst maintaining the notion of density and without affecting the initial structure of the scanned subject. Figures 6(b), 6(d) illustrate the output of the sampling process with 986 344 and 2 732 783 points for the office and PAVIN scenes, respectively. As for the Velodyne HDL-32E, this sensor generates sparse point clouds that do not exceed 70 000 points. This represents a ratio of 14 times between the two clouds from the first environment and a ratio of 40 times, for clouds of the second environment. Figure 7 shows the registration process of such point clouds using the CICP method. On the left, the green cloud is from the LiDAR Leica P20 and the blue cloud is from the Velodyne HDL32-E. The corresponding results are shown on the right. Table 2 includes the various parameters that manage the registration. The voxel size is set according to the number of points in the sparse cloud in order to verify the definition proposed in Section 4.1. In order to optimize the computing time, it is better to choose the sparse cloud as the source cloud, since the latter is transformed and clustered at each iteration. In order to verify the convergence of the optimization, a comparison between the two clouds at the start and at the end of the registration process is recorded together with the convergence profile obtained. It is summarized in the Table 3 : CICP registration applied to mainly two compiled datasets; OFFICE and PAVIN. The resolutions of corresponding dense and sparse cloud are given along with the initial physical measured transformation from our set up given by the first row of each experiment, whilst the second row depicts the results output by our algorithm. Convergence is evaluated from the RM SE and the number of iterations required for full registration. evolution of the RM SE as a function of the number of iterations (see Figure 8 ). As expected, the convergence error draws to a minimum until the imposed stopping condition is reached. It is normally a tolerance on the translation and rotation rates. In our case, this tolerance is 10 −3 and 10 −4 for the translation and rotation, respectively. We run the algorithm for several indoor and outdoor scenes, with different viewpoints, as depicted in Table 3 and shown in Figure 8 . Each experiment is performed more than 20 times. For instance, for the experiment 1 (Expt 1), the displacement between the two clouds is [150, 170, 35, 5, 0, 0] , where the first three values correspond to the translation in millimeters and the last three to the rotation in degrees. As for the fourth experiment, the displacement is [65, 45, 200, 0, 7, 5] , which took 34 iterations for the algorithm to converge. A more complete analysis is summarized in Table 3 , along with the RM SE recorded and the number of iterations achieved at convergence. The analysis of this table allows us to identify three elements that influence the registration results. Namely, the inter-frame displacement and the difference in density between the two clouds, as well as the nature of the environment (indoor or outdoor). For the displacement, we can observe that the larger the initial displacement, the more difficult the registration is. We would like to draw the reader's attention to the fact that the displacements experimented here are quite large, keeping in mind that dense techniques generally require an inter-frame displacement since the cost function is linearized around x = 0.
Continuing with our discussion on the influence of ini- tial displacement, let us take the example of experiments Expt 3 and Expt 6, which represent a pure translation and a pure rotation, respectively. These two experiments, as a sample of several experiments that we carry out, show that generally, the pure rotation requires more energy to reach the convergence with respect to the case of pure translation. Tables 10 to 15 should be noted that, although the actual values are subjected to systematic errors of ±2
• in rotation and ±1 cm in translation, they do not affect, one way or the other, the correct functioning in the various steps of our method. The true discrepancy between the two corresponding point clouds at convergence is measured using the RM SE. Regarding the influence of density, a quick look shows that the denser the clouds becomes, the more RM SE decreases, leading to better registration. We will examine this parameter in detail in the Section 6.3. Finally, we observe that CICP performance depends on the scene. In fact, the impact of scene affects the performance of registration as observed by the difference of the number of iterations required to reach the convergence between PAVIN's and that of the office. It is clear that the indoor environment achieves better registration than the outdoor scene. This is possibly caused by the richness in planar regions of the former. It should not be overlooked that the outdoor environment contains a large amount of noise and outliers. This can be seen on Expt 8 and Expt 9, in which the initial displacement is the same in both experiments. However, the alignment for the office dataset requires 34 iterations to converge instead of 56 for the PAVIN dataset.
For the sake of illustration, we take four experiments arbitrarily (Expt 3, Expt 4, Expt 7, Expt 8), and show their state before and after the registration with their convergence profile in Figure 8 . A closer look to the RM SE curves in the third column of this figure shows that the residues which are far away are successfully minimized. However, the convergence begins very quickly and then stabilizes for a while before it reaches its minimum. This is mainly due to the fact that there is not a perfect pointto-point equivalence in the two pairing sets. This is quite logical and it can be explained by the large difference in density between the two clouds, the noise, and the clustering defects on the two clouds.
Comparison with Existing Methods
In order to compare our method with the existing stateof-the-art methods, we use implemented routines of PCL [26] library for the NDT algorithm, GICP, point-to-plane ICP and simple ICP for dense methods. For the case of sparse methods (methods based on features extraction) we also use PCL implementations of SIFT3D and FPFH to extract characteristic points from the two clouds, and use simple ICP to perform matching. The performance of each method is evaluated using three metrics: the accuracy, the relative translational error and the relative rotational error. The former describes the evolution of the root-mean-square point-to-point distance; this can be expressed mathematically as:
where n is the number of points and E i is the distance error between the source points and its correspondent in
Expt 3
(a) before alignment (b) after alignment (c) RM SE vs Iteration Expt 7 the target cloud in each iteration. This can be expressed as follows:
where m is the total number of points in the sparse cloud. p i and q i which represent two points of the source and target cloud, respectively, whereby p i is transformed in the reference frame of q i . The second metric is the Relative Translational Error (RT E), which measures the translation gap between the ground truth (t GT ) and the estimated (t E ) translation vec-
For the Relative Rotational Error (RRE), we use the metric defined on the tangent space of SO (3):
where logm(.) is the matrix logarithm, R E is the estimated rotation matrix, R GT is the ground truth rotation matrix and . F is the Frobenious norm. Table 4 presents the results gathered in processing two indoor and outdoor scenes with the state-of-the-art meth- ods. Bold values show the best result. Quantitatively, the RM SE value of the indoor scene reaches 6 cm in the case of point-to-point, 6.2 cm point-to-plane ICP, 6.3 cm for the NDT and the GICP, more than 5 cm for SIFT3D and less than 3 cm for the proposed method. The maximum number of iterations for each test is fixed at 500 beyond which the algorithm is considered as not having converged if it reaches that ceiling, as is the case of the FPFH method. Figure 9 shows the comparison of convergences between different registration methods. CICP outperforms the state-of-the-art methods on both datasets. In addition, it is shown that CICP is robust against scene variation.
Experiment on semi structured environment
The objective of this experimental set is to compare the performance of CICP with state-of-the-art algorithms (ICP, P2Pl, NDT and GICP) using a newly acquired dataset for a semi structured scenario type of environment where planar surfaces are far less pronounced. The results are given in Table 5 , which presents the ground truth displacement versus the final results found by each algorithm. The tuning parameters using for each one of them is laid out in Table 6 . Figure 10 gives the RM SE error against the number of iterations to convergence. Again, the performance of CICP is very apparent and surpasses state-of-the-art, as shown in Figure 11 . 
Changes in Density
To investigate the role of density on CICP performance, we conduct two experiments. The first is on two clouds collected with two different sensors, while for the second, the clouds are acquired with the same sensor but by varying the scanning resolution.
Data from two different sensors
Our first fold of experiments in this section is performed on clouds from two different sensors. The original dense cloud for the first dataset "office" is acquired with the LiDAR Leica P20. It is of size of 19 615 433 points. We perform different sampling using the method described in [72] , which result in seven clouds having a size of between 4 million points and 100 000 points. These clouds are registered with a sparse cloud obtained from the Velodyne HDL-32E sensor of size 69 952 points. The results of this experiment are presented in Figure 12 .
This experiment shows that despite the substantial difference in density between the two clouds in each test, there is only a slight change in the RM SE (in the order of few millimeters) and in the iterations required to reach the convergence. This is mainly due to the fact that the density does not directly affect the error which is calculated from the pairing set of points. Density acts mainly on the correctness of the clustering. Indeed, the high density gives rise to properly grouped regions, which lead to points exhibiting the surface characteristics that it represents as much as possible, implying good matching and thus high accuracy. This represents the strength of our method. Clustering always ensures the availability of representative points from which the matching is performed, even in the case of low density. The only difference is in the minimal change present in RM SE, as illustrated by the graphs in Figures 12a and 12c . This can be expressed as: high density implies a superior accuracy.
Data from the same sensor
The second batch of experimentation in this section consists in aligning different clouds acquired by the same sensor. Figure 13 shows seven clouds with different densities. All these clouds are taken with the same sensor by changing the scanning resolution each time. Indeed, the LiDAR Leica P20 allows the change of resolution, by increasing or decreasing the sampling distance (distance that separates two points of the cloud at a given distance from the scanner). In the case of the Leica P20, this distance varies from 0.8 mm per 10 m to 50 mm/ 10 m, giving rise to different density variation as illustrated in Figure 13 . In this experiment, the dimensions of clouds are fixed within the sensor. This latter is placed in one fixed position, and the only difference between these 7 clouds is the scanning resolution (neither the dimensions, nor the viewpoint). The outcome of this experiment is shown in Table 7 .
The conclusion that can be drawn from the findings of this evaluation is that the difference of density between the two clouds only affects the convergence of the algorithm. As in this experiment, nothing changes between the two clouds except the density. The final RM SE values are all equal and are close to the accuracy of the sensor (3 mm). The only difference is in the number of iterations needed to reach the convergence. This can be formulated by: a small difference in density between the two clouds extends the convergence process. In fact, this is due to several reasons. First, choosing the sparse cloud as the source cloud (in order to optimize the computing time as mentioned above). This means that the search for nearest neighbors is done in the dense cloud for the points of sparse cloud. Secondly, according to the mathematical definition proposed in this article (Section 4.1), the voxel size for clustering is fixed according to the number of points in the sparse cloud, in order to ensure points for matching. These two reasons impact the search of the nearest neighbor, which is easier and more accurate in a dense cloud and less precise and longer in a less dense cloud. Table 8 shows the results of the alignment of different clouds acquired by the same sensor and with viewpoint change, which was [50, 50, 50, 5, 0, 0] . Our main motivation to conduct this experiment, which differs from the previous one by the addition of the view change, is to confirm the influence of the density change as the scanned pattern is the same. Findings from this second experiment provide further evidence about the conclusions drawn earlier and the role of density. Indeed, as we explained previously, high density gives rise to superior accuracy and improves the convergence speed (this can be seen on the sixth and seventh rows of the Table 8 ).
Changes in density and viewpoint
Comparison with Various Sensors
To investigate the potential of our approach to align point clouds from different sensors, we test it with three kinds of sensors, the Leica P20 LiDAR, Velodyne HDL32-E LiDAR and SR4000 Time-of-Flight camera. Figure 14 shows these different sensors and Table 9 exhibits their hardware specifications.
6.5.1. Leica P20 Many varieties of 3D LiDAR sensors are available on the market, but they all work with the same basic principle [79] . They emit pulses and detect their reflection in order to explore the object or the environment. Leica P20 is a Time-of-Flight scanner which offers greater range and precision.
Velodyne HDL32-E
The Velodyne HDL-32 produces 3D scans by rotating a 32-beam array around its vertical axis at 10 Hz. It produces approximately 700 000 points per second or 2200 points per laser beam at a range of 1 through 70 meters. This sensor provides an angular resolution of approximately 0.16
• with a field of view (FOV) of 360
• . Its vertical field of view is from −30.67
• to +10.67
• with an angular resolution of 1.33
• . Its measurement accuracy is generally less than 2 cm.
SR4000 Time of Flight camera
The Time of Flight (ToF) camera is a two-dimensional scanner which captures full depth per frame and with a single light pulse.
The rest of this section discusses the registration of different clouds acquired by these sensors.
Leica P20 vs Velodyne
In this experiment, the point cloud produced by the Velodyne sensor is the sparse cloud and the second cloud, which represents the dense one, is produced by the LiDAR Leica P20 (Figure 15 ). The algorithm converges after 64 iterations, with 0.0199 mm as the RM SE value. 
Leica P20 vs SR4000
Here, the sparse cloud is produced by the SR4000 Timeof-Flight camera, while the dense cloud is produced by the Leica P20 sensor (Figure 16 ). The latter is less affected by noise than the former.
The results of this convergence are 100 and 0.0203 for the number of iterations and the RM SE, respectively. The reader can observe that the RM SE of P20 vs SR4000 experiment is higher than the RM SE of the test performed between P20 and Velodyne sensors. This is justified by the large presence of noise in the cloud delivered by the ToF camera. 
SR4000 vs Velodyne
Here the two sensors are affected by noise. This explains why the registration takes more than 124 iterations to converge. The final RM SE is about 0.0231. In contrast to the previous experiment, the dense cloud is produced by the ToF camera, while the Velodyne cloud represents the sparse one. Even though the total number of points in the Velodyne cloud is almost 3 times higher than the cloud ToF, in the part that interests us (representing approximately (2 × 1 × 1) m 3 , which enclose the table and objects exposed on it and the table behind), the ToF cloud is denser than the cloud of the Velodyne (Figure 17 ). 
Demonstration with Dense-to-Dense Data
At the end of this experimental section, we wish to highlight that the CICP method can be used with clouds of the same nature (dense to dense or sparse to sparse). Figure 18 shows the state of the two dense clouds before and after the registration. Despite the large number of points, the final result is correctly aligned. Here is another benefit of our approach, the fact of not considering the entire set of points for matching, but only a collected set of points from each local surface, which improves the convergence speed.
Impact of the voxel size
The voxel size plays a very important role in the convergence of the algorithm. Figure 19 illustrates how the convergence is impacted by the change of this parameter. When increasing the voxel size, the number of points included in this voxel is increased, which reduces the number of points used for matching. As clustering generates a few representative points relative to the input points, thereby increasing the convergence speed, but decreasing the accuracy. Setting a small voxel size decreases the convergence speed, but increases accuracy, due to the availability of sufficient points for matching. Therefore, a reliable trade off needs to be determined in order to find the optimal discretization of the point cloud. 7. Discussion 1. Two or more point clouds are acquired from the same scene but with different sensors (e.g. vision based system producing sparse cloud and 3D LiDAR producing dense cloud), leading to different clouds with their own local coordinate system, resolution and number of points. Registration methods based on the classical point-to-point ICP metrics fail to provide an accurate pose estimate because of the large discrepancies in density between the two point clouds. The difficulty lies in the fact that there are no direct correspondences between the source and the target point clouds. What is more, methods based on the geometric characteristics are also unsuitable as these (mainly normal and curvature [70] ), which are essentially based on their estimations on the neighboring points, are affected by the change in resolution and scanning patterns [45, 13] . 2. The information carried by a 3D point can contain color, reflectance (intensity), positions, normals and curvatures. Whilst color or reflectance differs from one sensor to another, for the case of a static environment, the global geometric aspect of the scene remains unchanged. This is obviously, why CICP capitalizes on geometric primitives. In addition, this makes it independent of weather and illumination conditions.
3. It complements outperforms the famous the stateof-the-art methods (ICP, NDT, GICP) for this kind of multi sensors applications. These classical algorithms find their limits with dense-sparse registration, because they are all based on point-to-point matching. Whereas our method is based on the concept of surface-to-surface matching, this concept can be generalized to any type of common clustering between the two point clouds. We can imagine the use of segments or dominant direction of variation of the points which corresponds to the highest eigenvalue in the PCA. The matched surfaces are chosen to be very small local surfaces. To do that, a common voxelization between the two clouds with a very small voxel size is performed. The choice of matching small surfaces was made in order to preserve the topological details of the scanned environment and to guarantee a considerable number of matched points between the two clouds. 4. Normals are computed once before starting the process and are used only to distinguish the different local surfaces. They are not used in the alignment process. The use of surface normals in point to plane ICP and its variants is motivated by the fact that the former are robustly estimated in the presence of noisy surfaces. Otherwise, they will cause ICP to diverge. In the case of CICP, we make use of normals to perform surface segmentation. Such an approach improves the surface estimate for noisy measurements. Figure 2 shows normal vectors extracted from the same surface scanned by two distinct sensors. It can be clearly observed that though the surfaces are piecewise planar, their estimated normals do not correspond. Therefore, this reinforces the idea of not retaining the normals for the optimization phase. 5. Whether in the case of dense or sparse cloud, there is a certain number of points that are redundant. Redundancy, though useful to make robust the overdetermined system of the normal equation comes at the cost of increased computation. Therefore, the use of representative subsets of points give the same if not better accuracy with less computational time. 6. As shown in this paper, the use of normals is a double-edged sword and it can guarantee good quality results if accurately exploited. In the same way, normals can amplify noise leading to divergence of the ICP method. The proposed approach makes use of normals for clustering points from the same surface, and we avoid using them to establish correspondences due to various disturbances coming from the sensor. This strategy enables us to overcome the main weakness of dense to sparse/sparse to dense registration. It allows us to surpass the problem of density in search of correspondences. The cascaded effects of an improved surface match correspondence lead to better accuracy in the registration pipeline at reduced computational cost.
Conclusion
In this paper, a novel approach for sparse to dense point cloud registration has been presented. The traditional ICP pipeline is modified to accommodate a smarter way of surface patch correspondence consisting of three main blocks; voxelization, clustering, representative election. The motivation behind this strategy is to match identical surfaces in the 3D world but scanned using different type of depth sensors. With various sensors come different resolutions and hence different point cloud representations. Throughout our experimental phase, we demonstrate the efficiency of our algorithm in terms of alignment accuracy where other state-of-the-art techniques perform poorly since they do not cater for these above-mentioned differences. Furthermore, we show that the alignment technique works perfectly even by changing the density of the points of the two clouds.
To summarize, our proposed methodology provides the following improvements:
• patch surface segmentation contributing to noise reduction,
• improved selection by a novel surface point representative approach,
• reduced amount of processed data during matching phase,
• dense to sparse registration applicable to the various depth sensors on the market,
• a novel mathematical definition of sparse and dense clouds.
Our algorithm has been successfully tested on various indoor an outdoor datasets. Our future work will be concentrated on the notion of uncertainty in the model to probabilistically incorporate a fusion stage in our pipeline. Furthermore, on top of normal feature extraction, other primitives might also be considered such as surface patch curvatures or their relative intensity (if available) to be able to perform a robust check on the matching and correspondence phase. Finally, the scope of this paper lies within the generic problem of localization for either handheld applications for augmented or virtual reality or robotic platforms navigating inside an a priori mapped environment. The latter is among potential applications of our approach, since CICP is suitable to localize a vehicle equipped with a sensor that provides sparse data (e.g. Velodyne) in a dense and accurate map. In this perspective, an effort towards code optimization will therefore be considered.
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