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REPRESENTATIONS OF GAN-GINZBURG ALGEBRAS
SILVIA MONTARANI
Abstract. Given a quiver, a fixed dimension vector, and a positive integer n, we construct
a functor from the category of D-modules on the space of representations of the quiver to the
category of modules over a corresponding Gan-Ginzburg algebra of rank n. When the quiver
is affine Dynkin we obtain an explicit construction of representations of the corresponding
wreath-product symplectic reflection algebra of rank n. When the quiver is star-shaped, but
not finite Dynkin, we use this functor to obtain a Lie theoretic construction of representations
of a “spherical” subalgebra of the Gan-Ginzburg algebra isomorphic to a rational generalized
double affine Hecke algebra of rank n. Our functors are a generalization of the type A and type
BC functors from [CEE] and [EFM] respectively.
1. Introduction
The present paper is a step in a program, proposed by Etingof, Loktev, Oblomkov, and Ryb-
nikov, that aims to connect the representation theory of Gan-Ginzburg algebras and symplectic
reflection algebras with Lie theory (see [ELOR]).
In [CEE] Calaque, Etingof, and Enriquez give a Lie theoretic construction of some represen-
tations of the Cherednik algebra of type An−1 (see [CEE], Section 9.6). Specifically, for any
pair of positive integers N and n, and any D-module M over slN , they define an action of the
Cherednik algebra of type An−1 with parameter N/n on the space
Fn(M) := (M ⊗ (C
N )⊗n)slN ,
where the action of slN on M is by adjoint vector fields.
In the same paper, the authors extend their results to the case of the trigonometric degenerate
double affine Hecke algebra (dDAHA) of type An−1, of which the Cherednik algebra is a further
degeneration (see [CEE], Section 9.14). For this purpose, D-modules on the Lie algebra slN are
substituted with D-modules on the group SLN . The construction for Cherednik algebras can be
obtained from the one for dDAHA by rational degeneration.
In [EFM] Etingof, Freund, and Ma generalize the construction of [CEE] from type A to type
BC. Namely, the authors define a functor from the category of twisted D-modules on the
symmetric space GLN/GLp × GLq (where p + q = N) to the category of representation of a
corresponding dDAHA of type BCn (see [EFM], Section 5).
The main result of this paper is a generalization of the construction of [CEE] for Cherednik
algebras to the case of arbitrary symplectic reflection algebras of wreath product type of any
given rank n. These are symplectic reflection algebras attached to a reflection group of the form
Γn ⋊ Sn, where Γ is a finite subgroup of SL2, and to its natural representation on the space
C2n. In particular, when Γ is the trivial group, the corresponding wreath product symplectic
reflection algebra of rank n is the Cherednik algebra of type An−1, while when Γ is the cyclic
group of order two, Z/2Z, it is the Cherednik algebra of type BCn. The generalization of the
functor Fn that we propose was first suggested by Victor Ginzburg (see [CEE], Section 9.16)
and it passes through the representation theory of Gan-Ginzburg algebras, which can be seen
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as the link between the representation theory of symplectic reflection algebras and the theory
of quiver representations.
Gan-Ginzburg algebras are one-parameter deformations of the wreath product of a symmetric
group with the deformed preprojective algebra of a quiver. The deformed preprojective algebra
Πλ(Q) of a quiver Q, introduced by Crawley-Boevey and Holland in [CBH], is a deformation
of the path algebra of the double quiver Q (the quiver obtained by adding for each arrow in Q
an arrow in the opposite direction) with parameter λ ∈ CI , where I is the set of vertices of Q.
The representation theory of deformed preprojective algebras was studied in [CBH]. The rank n
Gan-Ginzburg algebra An,λ,ν(Q) is a deformation of the semi-direct product Πλ(Q)
⊗n ⋊C[Sn],
depending on a single complex parameter ν. In many important cases this deformation has the
PBW (flatness) property.
The original motivation for the introduction of Gan-Ginzburg algebras comes from the rep-
resentation theory of symplectic reflection algebras of wreath product type. Specifically (see
[GG]) when Q is an affine Dynkin quiver the algebra An,λ,ν(Q) is Morita equivalent to a sym-
plectic reflection algebra attached to the wreath product Γn ⋊ Sn, where Γ is associated to Q
via the classical McKay correspondence (in the rank 1 case this Morita equivalence was proved
in [CBH]).
In this paper, for a fixed dimension vector α = {αi}i∈I of the quiver Q, we consider the
representation space Repα(Q). The cotangent bundle of this space is identified with the sym-
plectic vector space Repα(Q), and it is endowed with a symplectic action of the Lie group of
basis changes G(α) =
∏
i∈I GLαi , and the corresponding infinitesimal action of its Lie algebra
g(α) =
∏
i∈I glαi . This gives a map (Weil representation) from the Lie algebra g(α) to the
algebra Wα = D(Repα(Q)) of differential operators with polynomial coefficients on the space
Repα(Q). For a fixed n, consider the vector space U
⊗n, where U = ⊕i∈IC
αi . This space carries
natural actions of the Lie algebra g(α) and of the group Sn. Let M be any Wα-module, and let
χ be a character of g(α) that agrees on the scalars with the action of g(α) on U⊗n. We define
an An,λ,−1-module structure on the χ-equivariant space
Fn,χ(M) = (M ⊗ U
⊗n)g(α)χ ,
that is the vector subspace ofM⊗U⊗n on which g(α) acts by the character χ. In this construction
the parameter λ is a certain explicit function of α and χ. We thus get a functor Fn,χ from the
category ofWα-modules to the category of representations of An,λ,−1(Q). When Q is the Jordan
quiver A˜0 (the quiver with one vertex and one loop) our construction reduces to the one of [CEE],
while when Q is the cyclic quiver of length two (that is the quiver with two vertices and two
arrows pointing in opposite directions) it reduces to the rational limit of the functor from [EFM].
Another interesting aspect of Gan-Ginzburg algebras is their relation with rational generalized
double affine Hecke algebras (rational GDAHA). Rank one GDAHA attached to star-shaped
affine Dynkin diagrams were introduced by Etingof, Oblomkov and Rains in [EOR] (except
in the D4 case for which they were already known thanks to the work of Sahi and Stockman
[Sa, St]). In [ER] Etingof and Rains extended the definition of GDAHA to any star-shaped graph
that is not a finite Dynkin diagram. Rank one GDAHA are deformations of group algebras of
appropriate Coxeter groups and have the PBW property. Later, in [EGO], Etingof, Gan, and
Oblomkov introduced GDAHA of higher rank attached to any star-shaped graph that is not a
finite Dynkin diagram. GDAHA of rank n are deformations of the wreath product of a rank
one GDAHA with the symmetric group Sn, and are quotients of group algebras of appropriate
braid groups. It is shown in [EOR] that rank one GDAHA attached to affine Dynkin star shaped
diagrams provide quantizations of del Pezzo surfaces (with a singular genus one curve removed).
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Higher rank GDAHA are expected to give quantizations of spaces of Calogero-Moser type, which
are some deformations of Hilbert Schemes of such surfaces. In [EGO] the authors introduced a
degenerate version of GDAHA called rational GDAHA (see [EGO], Section 2.2). In the affine
case, and for values of the deformation parameters lying on a special hyperplane but otherwise
generic, the rational GDAHA is finite over its center that can be identified with the algebra of
regular functions on a corresponding Calogero-Moser space.
In [EGO] the authors prove that, when Q is a star-shaped quiver that is not finite Dynkin, the
algebra An,λ,ν(Q) contains a subalgebra isomorphic to a corresponding rational GDAHA. This
is the “spherical” subalgebra e⊗n0 An,λ,ν(Q)e
⊗n
0 , where e0 is the idempotent in the path algebra
of Q that corresponds to the nodal vertex of the star-shaped quiver Q (the nodal vertex is the
vertex from which the legs of the star originate). Thus, in particular, by composing our functor
Fn,χ with the projector e
⊗n
0 we get a functor e
⊗n
0 Fn,χ from the category of Wα-modules to the
category of modules over the rational GDAHA.
In the second part of our paper we give an explicit Lie theoretic construction of some finite
dimensional representations of rational GDAHA of higher rank. Specifically, suppose D is a
star-shaped graph (but not finite Dynkin) with m legs whose lengths (including the node)
are ℓ1, . . . , ℓm respectively. Fix a positive integer N and a character χ
′ of glN . For every
index i = 1, . . . ,m, let Vi be a ℓi-stepped irreducible finite dimensional glN -module, that is an
irreducible representation such that the tensor product Vi ⊗ C
N with the vector representation
has at most ℓi distinct irreducible components. For every n > 1, we define a representation of
the rational GDAHA of rank n attached to the graph D on the χ′-equivariant subspace
En,χ′(V1, . . . , Vm) := (V1 ⊗ · · · ⊗ Vm ⊗ (C
N )⊗n)
glN
χ′ .
We prove that we can obtain some of these representations by restriction from the representa-
tions we constructed for Gan-Ginzburg algebras. In other words, we show that some of these
representations are in the image of the functor e⊗n0 Fn,χ. Our main tool is a result from [ELOR]
establishing an isomorphism between the algebra of twisted differential operators on a space of
representations for the quiver of type A (where all arrows are oriented in the same direction
and the coordinates of the dimension vector are nonzero and strictly increasing in the direction
of the arrows) and the algebra of twisted differential operators on a corresponding partial flag
variety. Namely, let D be a star shaped diagram that is not finite Dynkin, and let Q be the
quiver obtained from D by assigning to all edges the orientation toward the node. Let α be
a dimension vector such that α0 = N and the other components are all nonzero and strictly
increasing along each leg moving toward the node. We apply the functor Fn,χ to theWα-module
M = C[Repα(Q)] of polynomial functions on Repα(Q). Projecting via the idempotent e
⊗n
0 we
get a representation of the corresponding rational GDAHA on the space
e⊗n0 Fn,χ(M) = (M ⊗ e
⊗n
0 U
⊗n)g(α)χ = (M ⊗ (C
N )⊗n)g(α)χ .
This equivariant space can be obtained in two steps: we can first take the equivariant space with
respect to the action of the Lie algebras of the groups of basis changes at the non-nodal vertices,
and then the equivariant subspace with respect to the Lie algebra glN of the group GLN of basis
changes at the nodal vertex. By the above mentioned result from [ELOR] applied to the legs
of Q (that are quivers of type A), and for an appropriate choice of character χ, after the first
step we get a space of the form V1 ⊗ · · · ⊗ Vm ⊗ (C
N )⊗n, where each vector space Vi is a finite
dimensional irreducible ℓi-stepped glN -module whose highest weight is an explicit function of χ
and α.
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We expect our construction for rational GDAHA to have a generalization to the case of non-
degenerate GDAHA, involving quantum D-modules and quantum groups. Such a generalization
was already obtained by Jordan in the type A case (see [J]), and by Jordan and Ma in the type
BC case (see [JM]).
The paper is organized as follows. In Section 2 we recall the definition and main properties of
Gan-Ginzburg algebras, as well as their relation to wreath-product symplectic reflection algebras.
In Section 3 we construct the functor Fn,χ and compare it with the functors from [CEE] and
[EFM] in the special case of the Cherednik algebra of type An−1 and BCn respectively. In Section
4 we recall the definition of the rational GDAHA and its relation to Gan-Ginzburg algebras.
In Section 5 we give a Lie theoretic construction of representations for rational GDAHA. In
Section 6 we apply the results of [ELOR] to obtain a Borel-Weil type construction of some
finite dimensional irreducible glN -modules starting from modules over algebras of differential
operators on spaces of representations of quivers of type A. In Section 7 we use the results of
Section 6 to compare the representations of Gan-Ginzburg algebras and rational GDAHA we
constructed in Section 3 and in Section 5 respectively.
1.1. Acknowledgments. I am very grateful to Pavel Etingof, Sergey Loktev, Alexey Oblomkov,
and Leonid Rybnikov for involving me in their project and for useful discussions. This paper
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thank my sponsors Sergey Arkhipov, James Arthur, Valentin Blomer, and Eckhard Meinrenken
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2. Gan-Ginzburg algebras
2.1. Definition of the Gan-Ginzburg algebra. We recall some definitions from [GG]. As
in the previous section, let Q be a connected quiver, and let I be the set of vertices of Q. The
double quiver Q of Q is the quiver obtained from Q by adding for each arrow i
a
−→ j in Q a
reverse arrow j
a∗
−→ i. In general, for an arrow i
a
−→ j we denote by t(a) = i its tail (or source),
and by h(a) = j its head (or target).
Let B :=
⊕
i∈I C ei be the finite dimensional semisimple algebra over C with basis formed
by orthogonal idempotents {ei}i∈I corresponding to the vertices of Q (or equivalently of Q).
Let E be the C-vector space with basis formed by the set of arrows
{
a ∈ Q
}
. Then E is
naturally a B-bimodule, and as such it decomposes as E =
⊕
i,j∈I Eij , where Eij = eiEej is
the submodule spanned by the arrows a ∈ Q with h(a) = i and t(a) = j. The path algebra of
Q is CQ := TBE =
⊕
n≥0 T
n
BE, where T
n
BE = E ⊗B · · · ⊗B E is the n-fold tensor product. The
algebra CQ can be equivalently described as the algebra of paths on the oriented graph Q, where
each idempotent ei is identified with the trivial path starting and ending at the corresponding
vertex i, and the composition of paths that are not compatible is zero.
Let n be a positive integer and set B := B⊗n. Let ℓ ∈ [1, n] be an index. We define the
B-bimodules Eℓ and E as follows:
Eℓ := B
⊗(ℓ−1) ⊗ E ⊗B⊗(n−ℓ) E :=
⊕
1≤ℓ≤n
Eℓ.
We can thus form the tensor algebra TBE . If we denote by i = (i1, . . . , in) ∈ I
n a multi-index,
the unity in TBE is given by the sum of idempotents
∑
i∈I ei1 ⊗ ei2 ⊗ · · · ⊗ ein . The symmetric
group Sn acts naturally on E . This action extends to TBE , and we can form the smash product
algebra TBE ⋊C[Sn].
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For any path p ∈ CQ and ℓ ∈ [1, n], consider the element (p)ℓ ∈ TBE ⋊ C[Sn] defined by the
following formula
(p)ℓ := 1⊗ · · · ⊗ 1⊗ p⊗ 1⊗ · · · ⊗ 1
where p is placed in the ℓ-th position.
Let ν be a complex number, and let λ =
∑
i∈I λiei be an element of B. For any pair of
distinct indices ℓ,m ∈ [1, n], let sℓm ∈ Sn be the transposition ℓ ←→ m. Define the projector
Pℓ,m ∈ TBE ⋊C[Sn] as
Pℓ,m =
∑
i∈I
(ei)l(ei)m ∈ B.
The following definition is equivalent to [GG], Definition 1.2.3
Definition 2.1. The Gan-Ginzburg algebra An,λ,ν(Q) is the quotient of TBE ⋊ C[Sn] by the
following relations.
(I) For any ℓ ∈ [1, n] ∑
a∈Q
[(a)ℓ, (a
∗)ℓ] = (λ)ℓ + ν
∑
m6=ℓ
Pℓ,msℓ,m.
(II) For any a, b ∈ Q, and any ℓ,m ∈ [1, n] with ℓ 6= m
[(a)ℓ, (b)m] =


ν(eh(a))ℓ(et(a))msℓm if a = b
∗ and b ∈ Q
−ν(eh(a))ℓ(et(a))msℓm if b = a
∗ and a ∈ Q
0 else
The proof of the equivalence of the two definitions is trivial. Indeed relations (I) and (II) in
Definition 2.1 can be obtained from relations (i) and (ii) in Definition 1.2.3 of [GG] respectively,
by summing over the indices i1, . . . , in. Conversely, the above mentioned relations (i) and (ii)
can be obtained by multiplying (I) and (II) on both sides by the idempotents ei1 ⊗ · · · ⊗ ein and
ei1 ⊗ · · · ⊗ eh(a)︸︷︷︸
ℓ
⊗ · · · ⊗ et(a)︸︷︷︸
m
⊗ · · · ⊗ ein respectively. Thus the two sets of relations generate the
same ideal in TBE ⋊C[Sn].
We recall that the algebra An,λ,ν(Q) does not depend on the orientation of Q. Moreover a
simultaneous rescaling of the parameters by a nonzero complex number does not change the
algebra An,λ,ν(Q) up to isomorphism.
2.2. Relation to deformed preprojective algebras and PBW property. It is straight-
forward to check that:
(i) The algebra A1,λ,ν(Q) = A1,λ(Q) is independent of ν and is the deformed preprojective
algebra Πλ(Q) of [CBH] which is, by definition, the quotient of the path algebra CQ by
the following relation ∑
a∈Q
[a, a∗]−
∑
i∈I
λiei = 0.
(ii) An,λ,0(Q) =
∏
λ(Q)
⊗n
⋊C[Sn].
It follows that An,λ,ν(Q) is a one-parameter deformation of Πλ(Q)
⊗n⋊C[Sn] with parameter
ν. This deformation is not always flat. However one has the following theorem due to Gan and
Ginzburg (see [GG], Theorem 2.2.1 and Remark 2.2.6).
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Consider the filtration on An,λ,ν(Q) obtained by assigning degree zero to the elements of Sn
and of B, and degree one to each arrow a ∈ Q. It is easy to see that there is a surjective
homomorphism φ : An,0,0(Q)→ gr(An,λ,ν).
Theorem 2.2 ([GG]). If Q is a connected quiver that is not of finite Dynkin type and has no
edge-loop then φ is an isomorphism.
✷
In this case we say that An,λ,ν(Q) is a PBW deformation of An,0,0 =
∏⊗n
0 (Q)⋊C[Sn].
2.3. Symplectic reflection algebras for wreath products. The original motivation to
study Gan-Ginzburg algebras comes from the theory of symplectic reflection algebras intro-
duced by Etingof and Ginzburg in [EG]. In fact, in the case when Q is an extended Dynkin
quiver, Gan-Ginzburg algebras have been a fundamental tool in the study of the representation
theory of the wreath-product symplectic reflection algebras (see [G], [EM], [M]), of which we
are going to recall the definition below.
Let L be a 2-dimensional complex vector space with a symplectic form ωL, and consider the
space V = L⊕n, endowed with the induced symplectic form ωV = ωL
⊕n. Let Γ be a finite
subgroup of Sp(L). Let Sn act on V by permuting the factors. The wreath product group
Γn := Γ
n ⋊ Sn ⊂ Sp(V ) acts naturally on V . In what follows we write γi ∈ Γn for any element
γ ∈ Γ seen as an element in the i-th factor Γ of Γn. It is clear that choosing a symplectic basis
x, y for L we can identify Γ with a subgroup of SL2. We denote by xi, yi the corresponding
vectors in the i-th summand L of V . Similarly, given any v ∈ V and i ∈ [1, n], we write vi for v
placed in the i-th summand L of V . Let t, k ∈ C, and let c be a complex valued class function
on Γr {1}. Write cγ = c(γ) for the value that c assumes on an element γ ∈ Γ. Denote by TV
the tensor algebra of V . The following presentation of the wreath product symplectic reflection
algebra is due to Gan and Ginzburg (see [GG], Lemma 3.1.1).
Definition 2.3. The symplectic reflection algebra Ht,k,c(Γn) is the quotient of the smash product
TV ⋊C[Γn] by the following relations:
(R1) For any i ∈ [1, n]:
[xi, yi] = t−
k
2
∑
j 6=i
∑
γ∈Γ
sijγiγ
−1
j +
∑
γ∈Γ\{1}
cγγi.
(R2) For any u, v ∈ L and i 6= j:
[ui, vj ] =
k
2
∑
γ∈Γ
ωL(γu, v)sijγiγ
−1
j .
We recall that the algebra Ht,k,c(Γn) does not change up to isomorphism if the parameters
t, k, c are simultaneously rescaled by a nonzero constant; in particular if t 6= 0 we have that
Ht,k,c(Γn) ≃ H1,k/t,c/t(Γn). Note that our parameter k differs from the one in [GG] by a sign.
As we will see in Section 2.5, we make this choice so that, in the special case of the rational
Cherednik algebra, our notation is consistent with the notation of [EG] and [E], Example 7.5.
2.4. Morita equivalence. We will now recall the classical McKay correspondence. For a finite
subgroup Γ ⊂ SL2, we denote by {Ni}i∈I a complete set of pairwise non-isomorphic represen-
tations. We consider the quiver with vertex set I, and such that the number of arrows from i
to j is the multiplicity of Ni in L ⊗ Nj, where L is the defining representation of Γ. In other
words we have that dimEij = dimHomΓ(Ni, Nj⊗L), and since L is a self-dual representation it
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follows that dimEij = dimEji. The quiver so obtained is the double of an affine Dynkin quiver
of type ADE. Forgetting the orientation, this construction establishes a bijection between the
conjugacy classes of finite subgroups of SL2 and the affine Dynkin diagrams of type ADE. The
following result, due to Gan and Ginzburg (see [GG], Theorem 3.5.2), is the original motivation
for the introduction of Gan-Ginzburg algebras.
Theorem 2.4. The algebra Ht,k,c(Γn) is Morita equivalent to the algebra An,λ,ν(Q), where Q
is the McKay quiver for Γ, λi is the trace of t · 1 +
∑
γ 6=1 cγγ on Ni, and ν = −
k|Γ|
2 .
For n = 1 the above result is due to Crawley-Boevey and Holland (see [CBH], Corollary 3.5).
2.5. The special case of the rational Cherednik algebra. When Γ is trivial or a cyclic
group the algebra in Definition 2.3 is a rational Cherednik algebra, and the Morita equivalence
of Theorem 2.4 is actually an isomorphism.
In particular, when Γ is trivial there is no parameter c and the algebra in Definition 2.3 is
isomorphic to the Cherednik algebra of type An−1, that is the Cherednik algebra Ht,k(Sn,C
n)
attached to the reflection group Sn and to its natural permutation representation on C
n (where
the parameters are the same as the ones in [EG], and in [E], Example 7.5). It is also easy to
check that in this case the vectors xi−xi+1, yi− yi+1 where i = 1, . . . , n− 1 and the elements of
Sn generate a subalgebra isomorphic to the rational Cherednik algebra H2t,k(Sn,C
n−1) attached
to Sn and to its reflection representation. In this case the McKay quiver of Γ is the Jordan quiver
A˜0 (that is the quiver with only one vertex and one loop) and we have an isomorphism
An,λ,ν(A˜0) ≃ Hλ,−2ν(Sn,C
n).
It follows that An,λ,ν(A˜0) contains a subalgebra isomorphic to the rational Cherednik algebra
H2λ,−2ν(Sn,C
n−1) ≃ H1,−ν/λ(Sn,C
n−1).
Similarly, it is easy to see that when Γ is a cyclic group Z/mZ of order m ≥ 2 the algebra of
Definition 2.3 is isomorphic to the rational Cherednik algebra Ht,k,c((Z/mZ)
n⋊Sn,C
n) attached
to the complex reflection group G(m, 1, n) = (Z/mZ)n ⋊ Sn and to its reflection representation
on Cn. In particular when m = 2 we get the rational Cherednik algebra of type BCn. In this
case the McKay quiver of Γ is the cyclic quiver of length two (that is the quiver with two vertices
and two arrows pointing in different directions). In this case the parameter c is just a complex
number, the parameter λ is a pair of complex numbers (λ1, λ2), and there is an isomorphism
An,λ,ν(Q) ≃ Ht,k,c((Z/2Z)
n
⋊ Sn,C
n)
where it is easy to calculate that, according to Theorem 2.4, the parameters (t, k, c) and (λ, ν)
are related by the following formulas
(1) t =
λ1 + λ2
2
, c =
λ1 − λ2
2
, k = −ν
Remark 2.5. It is not hard to check that the algebra Ht,k,c((Z/mZ)
n
⋊ Sn,C
n) can be ob-
tained by rational degeneration from the (trigonometric) degenerate double affine Hecke algebra
(dDAHA) HH(t, k1, k2, k3) described in [EFM], Section 3.1. Roughly speaking, the rational de-
generation is obtained by setting Xi = e
~x˜i and y˜i = ~yi where Xi and yi are the generators of
HH(t, k1, k2, k3) in [EFM], and by taking the limit ~ → 0. The generators x˜i, y˜i of the rational
degeneration are related to the generators xi, yi in Definition 2.3 by the formulas xi = y˜i and
yi = x˜i. The relations between the parameters (k, c) and (k1, k2, k3) are as follows
(2) k = 2k1, c = −(2k2 + k3).
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3. Construction of the functors Fn,χ
3.1. The main theorem. Let Q be a connected quiver, and let α = {αi}i∈I be a dimension
vector for Q. We denote by Repα(Q) the space of matrix representations of dimension vector α
of the double quiver Q . We have
Repα(Q) =
⊕
i,j
HomC (Eij ,HomC (C
αj ,Cαi)) .
We denote a representation in Repα(Q) by ρ = {ρ(a)}a∈Q.
Observe that if we denote by Qop the opposite quiver, that is the quiver obtained from Q by
reversing the orientation of the arrows, we have the following decomposition
Repα(Q) = Repα(Q)⊕ Repα(Q
op) =
⊕
a∈Q
HomC
(
C
t(a),Ch(a)
)
⊕HomC
(
C
h(a),Ct(a)
)
.
Using the trace pairing, we obtain canonical isomorphisms
Repα(Q
op) ≃ Repα(Q)
∗
and
Repα(Q) ≃ Repα(Q)× Repα(Q)
∗ ≃ T ∗Repα(Q).
It follows that Repα(Q) is equipped with a natural symplectic form that, using again the trace
pairing, is identified with the form η on Repα(Q) defined by the following formula
η(ρ, τ) =
∑
a∈Q
Tr (ρ(a)τ(a∗)− τ(a)ρ(a∗)) ∀ ρ, τ ∈ Repα(Q).
Let Wα be the Weyl algebra of the symplectic vector space (Repα(Q), η), that is the algebra
generated by the vectors in Repα(Q) with defining relations
(3) [ρ, τ ] = η(ρ, τ) ∀ ρ, τ ∈ Repα(Q).
In other words Wα = D(Repα(Q)), where D(Repα(Q)) denotes the algebra of differential op-
erators with polynomial coefficients on the vector space Repα(Q). Let U = ⊕i∈IC
αi be the
B-module in which, for any i, the idempotent ei acts as the projector on the subspace C
αi .
For every m ∈ N we denote by GLm the general linear group of degree m over C, and by
glm its Lie algebra. We set G(α) =
∏
i∈I GLαi . Thus G(α) is reductive, with Lie algebra
g(α) =
∏
i∈I glαi , and it can be identified with the space of automorphisms of U as a B-module.
The natural action of G(α) on the space Repα(Q) by basis change automorphisms induces an
action on the cotangent bundle Repα(Q) that preserves the symplectic form η. It is a standard
fact that, in this case, we have a natural homomorphism ξ : g(α) −→ Wα, known as the Weil
representation. If for x ∈ g(α) and ρ ∈ Repα(Q) we denote by xρ the infinitesimal action, then
the homomorphism ξ is given by the formula
(4) ξ(x) =
1
2
∑
p
(xρp)ρp
where {ρp}, {ρ
p} are dual bases of Repα(Q) with respect to η, that is η(ρp, ρ
q) = δpq. Note that
for any b ∈ g(α) and ρ ∈ Repα(Q) we have
(5) [ξ(x), ρ] = xρ
where [ , ] denotes the commutator in the associative algebra Wα.
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It follows that every Wα-module M is a g(α)-module via the Weil representation. For every
n ∈ N and every Wα-module M we can thus consider the g(α)-module M ⊗ U
⊗n where the
g(α)-module structure on U is given by the infinitesimal action induced by the natural action
of G(α).
Let χ be a character of g(α) that agrees on the scalars with the central character of the
g(α)-module U⊗n. We define the χ-equivariant subspace of M ⊗ U⊗n as
(M ⊗ U⊗n)g(α)χ :=
{
w ∈M ⊗ U⊗n|xw = χ(x)w, ∀x ∈ g(α)
}
.
Observe that, since scalars in G(α) act trivially on Repα(Q), the map ξ is zero on the scalars
in g(α) and thus scalars act trivially on M . It follows that the condition we imposed on the
character χ is a necessary condition for the corresponding equivariant space to be nonzero.
For every choice of χ and n as above we define a functor Fn,χ : Wα −mod −→ Vect by the
formula
(6) Fn,χ(M) = (M ⊗ U
⊗n)g(α)χ ∀M in Wα −mod.
For each generator (a)ℓ of the Gan-Ginzburg algebra An,λ,ν(Q), where ℓ = 1, . . . n, and a ∈ Q,
we define a linear operator on Fn,χ(M) that, for simplicity, we denote by the same symbol
(7) (a)ℓ :=
∑
p
ρp|M(ρ
p(a))ℓ.
Here {ρp} and {ρ
p} are dual bases with respect to η, and the subscript ℓ in (ρp(a))ℓ indicates
that the operator ρp(a) acts on the ℓ-th factor of U⊗n. We also have an action of the algebra
B ⋊ C[Sn] = B
⊗n ⋊ C[Sn] on Fn,χ(M), induced by the natural action of B ⋊ C[Sn] on U
⊗n.
Indeed, since g(α) = EndB(U), the B action commutes with the g(α) action on U
⊗n, and thus
it preserves the χ-equivariant subspace (6). Moreover the Sn action on U
⊗n commutes with the
G(α) action, thus with the g(α) action, and so it also preserves the above mentioned subspace.
The smash product relations of B ⋊C[Sn] are obviously satisfied.
We recall now that the symmetrized Ringel form attached to Q is the bilinear form on Z|I|
given by the formula
(8) (α,α′) = 2
∑
i∈I
αiα
′
i −
∑
a∈Q
αt(a)α
′
h(a) + αh(a)α
′
t(a) ∀α,α
′ ∈ Z|I|.
Let {ǫi}i∈I be the Z-basis of Z
|I|, where ǫi = (0, . . . , 1j , . . . , 0), and let C = (cij) be the matrix
of the above form in this basis. Then cij = 2δij − aij, where A = (aij) is the adjacency matrix
of the quiver Q, that is aij = dimEij
1.
Observe that any character χ of g(α) can be written as a sum of the form
χ =
∑
i∈I
χiTrglαi
where χi is in C. The condition that χ agrees on the scalars with the central character of U
⊗n
corresponds to the condition
(9)
∑
i∈I
χiαi − n = 0
1 Note that here we adopt the definition of adjacency matrix for a directed graph in which the i-th diagonal
entry is the number of loops at the corresponding vertex i, and not twice such number. Thus, in our case, the
i-th diagonal entry of the matrix A is the number of loops of Q at the vertex i, which is twice the number of loops
of Q at the same vertex.
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on the complex numbers χi for i ∈ I.
The following theorem is the first main result of this paper.
Theorem 3.1. The operators (a)ℓ and the action of B ⋊ C[Sn] on Fn,χ(M) combine into an
action of the Gan-Ginzburg algebra An,λ,ν where
λi = χi −
1
2
∑
j
cjiαj
and
ν = −1.
3.2. Proof of Theorem 3.1. In preparation for the proof of Theorem 3.1 we will now prove two
auxiliary lemmas. The first lemma describes some properties of dual basis for the symplectic
form η on Repα(Q). These properties are straightforward but for the sake of clarity in our
computations we prefer to present them here separately, and use them freely in the rest of the
paper.
Lemma 3.2. Let {ρp} and {ρ
p} be dual basis with respect to η, and let x be an element of g(α).
Then
i)
ρq =
∑
p
η(ρp, ρq)ρ
p = −
∑
p
η(ρq, ρp)ρ
p;
ii) ∑
p
(xρp)ρp =
∑
p
ρp(xρ
p).
Proof. Part i) is trivial. Let us prove part ii). We have∑
p
(xρp)ρp =
∑
p
ρp(xρ
p) +
∑
p
η(xρp, ρp)
=
∑
p
ρp(xρ
p)−
∑
p
η(ρp, xρp)
=
∑
p
ρp(xρ
p) +
∑
p
η(−ρp, xρp)
=
∑
p
ρp(xρ
p) +
∑
p
(−ρp)(xρp)−
∑
p
(xρp)(−ρ
p)
where we used the fact that η is invariant with respect to the g(α)-action. From the above
calculations it follow that
(10)
∑
p
(xρp)ρp +
∑
p
(xρp)(−ρ
p) =
∑
p
ρp(xρ
p) +
∑
p
−ρp(xρp).
We observe now that the right hand side and the left hand side of the identity in ii) do not
depend on the choice of the pair of dual basis, and that if {ρp} is dual to {ρ
p} with respect to
η then {−ρp} is dual to {ρp}. Thus formula (10) can be rewritten as
2
∑
p
(xρp)ρp = 2
∑
p
ρp(xρ
p)
which is the desired identity.
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✷Let a, b be arrows in Q, and consider the following operator:
(11) F :=
∑
q
ρq(a)⊗ ρ
q(b) : U ⊗ U −→ U ⊗ U.
Our second lemma describes the action of F on U ⊗ U .
Lemma 3.3. We have that
F =


−flip ◦
(
et(a) ⊗ eh(a)
)
if a = b∗ and b ∈ Q
flip ◦
(
eh(a) ⊗ et(a)
)
if b = a∗ and a ∈ Q
0 else
.
where by flip we denote the linear map that exchanges the factors in U ⊗ U .
Proof. Observe that if Eij denotes the vector space spanned by the arrows in the double
quiver Q with tail j and head i then we can write Eij = Eij(Q)⊕ Eij(Q
op), where Eij(Q) and
Eij(Q
op) denote the vector spaces spanned by the arrows with tail j and head i in the quiver Q
and Qop respectively. Thus we have
Repα(Q) =
⊕
i,j
HomC (Eij,HomC (C
αj ,Cαi))(12)
=
⊕
i,j
HomC (Eij(Q),HomC (C
αj ,Cαi))⊕HomC (Eij(Q
op),HomC (C
αj ,Cαi)) .
For any pair i, j ∈ I take
{
uijrs
}
⊂ HomC(C
αi ,Cαj ), and
{
ujisr
}
⊂ HomC(C
αj ,Cαi), where
s = 1, . . . , αi and r = 1, . . . , αj , to be dual bases with respect to the trace pairing, that is
TrCαi (u
ij
rsu
ji
lp) = δslδrp. Let us choose the following bases of Repα(Q) compatible with the
decomposition in formula (12).
(13)
{ρa,rs} , where a ∈ Q, and ρa,rs(b) =
{
u
t(a)h(a)
rs if b = a
0 else
{ρa,rs} , where a ∈ Q, and ρa,rs(b) =


−u
t(a)h(a)
rs if b = a and a ∈ Q
u
t(a)h(a)
rs if b = a and a ∈ Qop
0 else
It is easy to calculate that
η
(
ρa,rs, ρ
b,lp
)
= δslδrp(δ(b=a∗,a∈Q) + δ(a=b∗,b∈Q))
so that the above bases, taken in the appropriate order, are dual to each other with respect to
the symplectic form η.
Using these bases, we can immediately see that the operator F in (11), which is clearly
independent on the choice of dual bases, is zero unless a = b∗ and b ∈ Q or b = a∗ and a ∈ Q.
Suppose now that a = b∗ and b ∈ Q. Then we have
F =
∑
q
ρq(b
∗)⊗ ρq(b) =
∑
s=1,...,h(b)
r=1,...,t(b)
ρb∗,rs(b
∗)⊗ ρb,sr(b).
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This map is zero on Ui ⊗ Uj if i 6= t(b
∗) = t(a) and j 6= t(b) = h(a). For i = t(a), j = h(a) we
have
F = −
∑
s=1,...,h(a)
r=1,...,t(a)
ut(a)h(a)rs ⊗ u
h(a)t(a)
sr : Ut(a) ⊗ Uh(a) −→ Uh(a) ⊗ Ut(a).
By the fact that
{
u
t(a)h(a)
rs
}
and
{
u
h(a)t(a)
sr
}
are dual with respect to the trace pairing, the above
map is −1 times the flip switching the two factors. Similarly, if b = a∗ and a ∈ Q we get the
flip, this time with positive sign.
✷
We are now ready to prove Theorem 3.1.
Proof (of Theorem 3.1). The commutation relations between the operators (a)ℓ and the
elements of Sn are easily verified. It remains to check that the commutation relations (I) and
(II) of Definition 2.1 hold.
For relation (I) we have
∑
a∈Q
[(a)ℓ, (a
∗)ℓ] =
∑
p,q
∑
a∈Q
ρp|Mρq|M (ρ
p(a)ρq(a∗))ℓ − ρq|Mρp|M (ρ
q(a∗)ρp(a))ℓ .
By adding and subtracting the terms
1
2
∑
p,q
∑
a∈Q
ρq|Mρp|M (ρ
p(a)ρq(a∗))ℓ and
1
2
∑
p,q
∑
a∈Q
ρp|Mρq|M (ρ
q(a∗)ρp(a))ℓ
we can rewrite the above expression as
∑
a∈Q
[(a)ℓ, (a
∗)ℓ] =
1
2
∑
p,q
∑
a∈Q
[ρp|M , ρq|M ] (ρ
p(a)ρq(a∗))ℓ + [ρp|M , ρq|M ] (ρ
q(a∗)ρp(a))ℓ
+
1
2
∑
a∈Q
∑
p,q
(ρp|Mρq|M + ρq|Mρp|M) ([ρ
p(a), ρq(a∗)])ℓ .
Using the defining relation of Wα the first summand can be rewritten as
1
2
∑
p,q
∑
a∈Q
η(ρp, ρq) (ρ
p(a)ρq(a∗))ℓ + η(ρp, ρq) (ρ
q(a∗)ρp(a))ℓ
=
1
2
∑
a∈Q
∑
q
((∑
p
η(ρp, ρq)ρ
p(a)
)
ρq(a∗)
)
ℓ
+
∑
p
((∑
q
η(ρp, ρq)ρ
q(a∗)
)
ρp(a)
)
ℓ
=
1
2
∑
a∈Q
∑
q
(ρq(a)ρ
q(a∗)− ρq(a
∗)ρq(a))ℓ .
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Thus we have
∑
a∈Q
[(a)ℓ, (a
∗)ℓ] =
1
2
∑
a∈Q
∑
q
(ρq(a)ρ
q(a∗)− ρq(a
∗)ρq(a))ℓ︸ ︷︷ ︸
A1
(14)
+
1
2
∑
a∈Q
∑
p,q
(ρp|Mρq|M + ρq|Mρp|M) ([ρ
p(a), ρq(a∗)])ℓ︸ ︷︷ ︸
A2
.
The term A1 is an operator on U and it commutes with the B-action. This is because A1 is a
sum of cyclic paths, that is paths starting and ending at the same vertex, and thus commutes
with each idempotent ei. Moreover, A1 commutes with all the elements of G(α). To prove this
it is enough to observe that conjugating A1 by an element of g ∈ G(α) is the same as changing
the dual bases {ρq},{ρ
q} into their conjugate bases
{
gρqg
−1
}
,
{
gρqg−1
}
. These still form a pair
of dual bases, since the G(α)-action on Repα(Q) preserves the form η. Thus this change does
not affect A1, which is clearly independent on the choice of basis. It follows that A1 acts as a
scalar on each irreducible component of the B-module U , and such scalar depends only on the
isomorphism class of the component. Each irreducible B-module is of the formNi for some i ∈ I,
where Ni is the unique irreducible of dimension vector ǫi = (0, . . . , 1i, . . . , 0). Let us denote by
µi the scalar by which A1 acts on each irreducible component of type Ni. To determine µi we
can use a trace computation. Let Ui be the isotypic component of U of type Ni. We know
dimUi = dimC
αi = αi. We have
µi =
1
αi
Tr|Ui

∑
a∈Q
∑
q
ρq(a)ρ
q(a∗)− ρq(a
∗)ρq(a)


=
1
αi
∑
q
Tr|Ui

∑
a∈Q
ρq(a)ρ
q(a∗)− ρq(a
∗)ρq(a)

 .(15)
It is easy to see that we can choose dual bases {ρq}, {ρ
q} compatible with the decomposition
Repα(Q) =
⊕
j,iHomC (Eji,HomC (C
αi ,Cαj )). Let Di be the set of indices q such that ρ
q
belongs to the subspace
⊕
j HomC (Eji,HomC (C
αi ,Cαj )). It is clear that the only terms that
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contribute to the sum (15) are the ones with q ∈ Di . Thus
µi =
1
αi
∑
q
Tr|Ui

∑
a∈Q
ρq(a)ρ
q(a∗)− ρq(a
∗)ρq(a)


=
1
αi
∑
q∈Di
Tr|Ui

∑
a∈Q
ρq(a)ρ
q(a∗)− ρq(a
∗)ρq(a)


=
1
αi
∑
q∈Di
∑
a∈Q
Tr (ρq(a)ρ
q(a∗)− ρq(a)ρq(a
∗))
=
1
αi
∑
q∈Di
η(ρq, ρ
q)
=
1
αi
dim

⊕
j
HomC (Eji,HomC (C
αi ,Cαj ))


=
1
αi
∑
j
ajiαiαj
=
∑
j
ajiαj.
Thus for the first summand on the right hand side of (14) we have
(16)
1
2
A1 =
1
2
(∑
i∈I
µiei
)
ℓ
.
Let us now look at the second summand. We have
1
2
A2 =
1
2
∑
p,q
(ρp|Mρq|M + ρq|Mρp|M)

∑
a∈Q
[ρp(a), ρq(a∗)]


ℓ
=
1
4
∑
p,q
(ρp|Mρq|M + ρq|Mρp|M)

∑
a∈Q
[ρp(a), ρq(a∗)]− [ρp(a∗), ρq(a)]


ℓ
The operator
∑
a∈Q [ρ
p(a), ρq(a∗)] − [ρp(a∗), ρq(a)] on U is a sum of cyclic paths and it is thus
in g(α). It follows that it can be written in the form
∑
k
Tr|U



∑
a∈Q
[ρp(a), ρq(a∗)]− [ρp(a∗), ρq(a)]

xk

xk
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where {xk},
{
xk
}
are a pair of dual bases of g(α) with respect to the trace form. We can
calculate
Tr|U

∑
a∈Q
[ρp(a), ρq(a∗)] xk − [ρ
p(a∗), ρq(a)] xk

=Tr|U

∑
a∈Q
[ρq(a∗), xk] ρ
p(a)− [ρq(a), xk] ρ
p(a∗)


=−
∑
a∈Q
Tr (ρp(a)(xkρ
q)(a∗)− (xkρ
q)(a)ρp(a∗))
=−η (ρp, xkρ
q) .
Thus we have
1
2
A2 =−
1
4
∑
k
∑
p,q
(ρp|Mρq|M + ρq|Mρp|M)
(
η (ρp, xkρ
q)xk
)
ℓ
=−
1
4
∑
k
∑
p,q
(ρp|Mρq|Mη (ρ
p, xkρ
q) + ρq|Mρp|Mη (ρ
p, xkρ
q)) (xk)ℓ
=
1
4
∑
k
∑
q
((xkρ
q)ρq + ρq(xkρ
q)) |M (x
k)ℓ
=
∑
k
ξ(xk)|M (x
k)ℓ
=
∑
k
χ(xk)(x
k)ℓ −
∑
k
∑
m
(xk)m(x
k)ℓ
=
∑
k
χ(xk)(x
k)ℓ −
∑
k
(xk)ℓ(x
k)ℓ −
∑
k
∑
m6=l
(xk)m(x
k)ℓ.(17)
We will now analyze separately the three summands in (17). Observe now that, as we already
mentioned, if for an element x ∈ g(α) we write x = {x[i]}i∈I where x[i] ∈ glαi , then we have
(18) χ(x) =
∑
i∈I
χiTr(x[i])
The first summand
∑
k χ(xk)(x
k)ℓ commutes with all the elements of G(α). Indeed, since χ is
a character, conjugating
∑
k χ(xk)(x
k)ℓ by an element of G(α) is the same as changing the dual
bases {xk},
{
xk
}
into their conjugate bases, and this does not affect the operator. Thus, for
every i ∈ I, the element
∑
k χ(xk)(x
k)ℓ acts by a scalar si on the summand Ui of the ℓ-th factor
U in the tensor product U⊗n. Using (18) and a trace computation, it is easy to see that si = χi.
Similarly one can calculate that the second summand
∑
k(xk)ℓ(x
k)ℓ acts as the scalar αi on Ui.
As for the last summand
∑
k(xk)m(x
k)ℓ it is enough to observe that the operator
∑
k xk ⊗ x
k
acts on Ui⊗Uj by zero if i 6= j, and by the flip switching the two factors if i = j. Thus we have
that
∑
k(xk)m(x
k)ℓ = Pℓ,msℓm. Adding the three summands together we get:
(19)
1
2
A2 =
(∑
i
(χi − αi)ei
)
ℓ
−
∑
m6=ℓ
Pℓ,msℓm.
Plugging (16) and (19) into (14) we get relation (I).
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Let us now look at relation (II). We have
[(a)l, (b)m] =
∑
p,q
[ρp|M , ρq|M ] (ρ
p(a))ℓ (ρ
q(b))m
=
∑
p,q
η (ρp, ρq) (ρ
p(a))ℓ (ρ
q(b))m
=
∑
q
(∑
p
η (ρp, ρq) ρ
p(a)
)
ℓ
(ρq(b))m
=
∑
q
(ρq(a))ℓ (ρ
q(b))m .(20)
If we regard the operator in (20) as an operator on U ⊗ U we have
∑
q (ρq(a))ℓ (ρ
q(b))m = F ,
where F is as defined in formula (11). It follows from Lemma 3.3 that (a)ℓ, (b)m satisfy relation
(II) for ν = −1.
✷
3.3. Representations of the rational the Cherednik algebras of type An−1 and BCn.
3.3.1. Type An−1. If Q is the Jordan quiver A˜0 and α = N we have that RepN (A˜0) = glN . In
this case the conditions on the parameters in Theorem 3.1 give χ = λ = n/N and ν = −1. We
thus get a functor Fn,n/N : D(glN )−mod −→ An,n/N,−1(A˜0)−mod.
As we observed in Section 2.5, the algebra An,n/N,−1(A˜0) contains a subalgebra isomorphic
to the Cherednik algebra H1,N/n(Sn,C
n−1). It follows that, by restriction, we get a functor
F ′n,n/N : D(glN )−mod −→ H1,N/n(Sn,C
n−1)−mod.
The underlying vector space of a H1,N/n(Sn,C
n−1)-module in the image of this functor is
of the form
(
M ⊗ (CN )⊗n
)glN
n/N
, where M is any D(glN ) − mod. Since the center of glN acts
trivially on M , the n/N -equivariant space (M ⊗ (CN )⊗n)
glN
χ coincides with the slN -invariant
space
(
M ⊗ (CN )⊗n
)slN . We thus have the following result.
Corollary 3.4. Let n and N be in N. The construction of Theorem 3 yields a functor F ′n,n/N :
D(glN )−mod −→ H1,N/n(Sn,C
n−1)−mod defined by the formula
F ′n,n/N (M) = (M ⊗ (C
N )⊗n)slN .
✷
It is not hard to see that the action of the subalgebra H1,N/n(Sn,C
n−1) of An,n/N,−1(A˜0) on
F ′n,n/N (M) can be described in terms of the action of the subalgebra D(slN ) of D(glN ) only. It
is now easy to check that if we regard M as a D(slN )-module the functor F
′
n,n/N agrees with
the functor Fn defined in [CEE], Proposition 8.1 and Section 9.6.
3.3.2. Type BCn. Suppose now that Q is the cyclic quiver of length two. Fix a positive
integer N and let (p, q) be a dimension vector such that p + q = N . In this case we have that
gl((p, q)) = glp × glq and we can identify the algebra gl((p, q)) with a subalgebra of glN in the
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usual way. Following the notation of [EFM] Section 4.1, let us set glN = g and let us write
k = gl((p, q)). We have an isomorphism
Rep(p,q)(Q) = Hom(C
p,Cq)⊕Hom(Cq,Cp) ≃ g/k
from which it follows that
D(Rep(p,q)(Q)) ≃ D(g/k).
Let now χ = χ1Trglp +χ2Trglq be a character of k satisfying condition (9) that is χ1p+χ2q = n.
It is clear that such a character can always be written in the form
(21) χ = µ(qTrglp − pTrglq ) +
n
N
(Trglp +Trglq )
where µ ∈ C, and qTrglp − pTrglq is a basis for the subspace of characters of k that vanish on
the scalars. Let k0 be the subalgebra of traceless matrices in k. Clearly we have that k = k0 ⊕ s,
where s ≃ C denotes the subalgebra of scalars. Let now M be any D(g/k)-module, and let us
identify the k-module U = Cp ⊕Cq with CN . Since s acts trivially on M we have that
(M ⊗ (CN )⊗n)kχ = (M ⊗ (C
N )⊗n)k0µ ,
where (M ⊗ (CN )⊗n)k0µ denotes the equivariant subspace under the action of k0 with respect to
the character µ(qTrglp − pTrglq). Observe now that with the notation of formulas (21) we must
have
χ1 = µq +
n
N
, χ2 = −µp+
n
N
.
Moreover we have that for this quiver the matrix of the symmetrized Ringel form is
C =
(
2 −2
−2 2
)
.
It follows that in this case the values of the parameters λ and ν for which the representation of
Theorem 3.1 exists are given by the following formulas
(22) λ1 = µq +
n
N
− p+ q, λ2 = −µp+
n
N
+ p− q, ν = −1.
Recall now (Section 2.5) that we have an isomorphism An,λ,ν(Q) ≃ Ht,k,c((Z/2Z)
n
⋊ Sn,C
n)
where the parameters (λ, ν) and (t, k, c) are related by the formulas in (1) so that
t =
n
N
+
µ(q − p)
2
, k = 1, c =
µN
2
+ (q − p).
Rescaling the parameters by a factor 2 we have the following result.
Corollary 3.5. Let p and q be in N with p + q = N and let µ be in C. The construction of
Theorem 3 yields a functor Fn,p,µ : D(g/k) −mod → Ht,k,c((Z/2Z)
n ⋊ Sn,C
n) −mod given by
the formula
Fn,p,µ(M) = (M ⊗ (C
N )⊗n)k0µ
where the values of the parameters are as follows
(23) t =
2n
N
+ µ(q − p), k = 2, c = µN + 2(q − p).
✷
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Let us now set G = GLN and K = GLp ×GLq so that g = Lie(G) and k = Lie(K). Let λ be
a complex number and let λ(qTrglp − pTrglq) be a character of k. Recall that in Section 5.1 of
[EFM] the authors define a functor F λn,p,µ from the category of modules over the algebra of twisted
differential operators Dλ(G/K) to the category of modules over the dDAHA HH(k1, k2, k3) with
parameters
t =
2n
N
+ (λ+ µ)(q − p), k1 = 1, k2 = p− q − λN, k3 = (λ− µ)N.
Taking into account the relations between the parameters (k, c) and (k1, k2, k3) in formulas (2),
it is not hard to see that the functor Fn,p,µ can be obtained from the functor F
λ
n,p,µ by rational
degeneration when λ = 0.
4. Rational generalized double affine Hecke algebras of higher rank
4.1. Definition of the rational GDAHA of higher rank. Let us recall the definition of the
rational generalized double affine Hecke algebra (rational GDAHA) of higher rank introduced in
[EGO]. Let m be a positive integer. Let D be an m-branched star-shaped graph, that is a tree
with one m-valent vertex, called the node or branching vertex and labeled by 0 , and the rest of
the vertices 2- and 1-valent. We will assume that D is not a finite Dynkin diagram. The graph
D has m branches (legs); denote their lengths plus one by ℓ1, . . . , ℓm. For k = 1, . . . ,m and
j = 1, . . . , ℓk, let γkj be complex parameters, and let γ denote the collection of all parameters
γkj. Let ν be an additional complex parameter.
Definition 4.1. The rational (or degenerate) generalized DAHA of rank n attached to D and to
the parameters γ, ν is the algebra Bn(γ, ν) generated over C by elements Yi,k (where i = 1, . . . , n
and k = 1, . . . ,m) and the symmetric group Sn, with defining relations (r1)-(r6) as follows. For
any i, j, h ∈ [1, n] with i 6= j, and any k, l ∈ [1,m]:
(r1) sijYi,k = Yj,ksij ,
(r2) sijYh,k = Yh,ksij , if h 6= i, j,
(r3)
ℓk∏
j=1
(Yi,k − γkj) = 0,
(r4) Yi,1 + Yi,2 + · · · + Yi,m = ν
∑
j 6=i
sij,
(r5) [Yi,k, Yj,k] = ν(Yi,k − Yj,k)sij,
(r6) [Yi,k, Yj,l] = 0, if k 6= l
Let us label the vertices of D, excluding the node, by pairs (k, s) where k = 1, . . . ,m is the
leg-number, and s = 1, . . . , ℓk − 1 denotes the position of the vertex on the leg starting from the
inside (so that (k, 1) is connected to the node). As explained in [EGO, § 2.1], there exist unique
complex parameters λ0 = λ0(γ), λ(k,s) = λ(k,s)(γ), and ξk = ξk(γ) such that ξ1 + · · · + ξm = 0
and the equation
(24) γkj =
j−1∑
s=1
λ(k,s) +
λ0
m
+ ξk.
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is satisfied for all j, k. We denote by λ the collection of all parameters λ0, λ(k,s). As explained in
[EGO], for any choice of complex parameters σ1, . . . , σm such that σ1+ · · ·+σm = 0 the transfor-
mation γkj → γkj + σk leaves the algebra Bn(γ, ν) unchanged up to isomorphism (the required
isomorphism is given by the assignment Yi,k → Yi,k + σk). Thus the parameters ξ1, . . . , ξm are
“redundant”; their use though allows to simplify the presentation.
4.2. Relation to the Gan-Ginzburg algebra. Let now Q be the quiver obtained from D
by giving to all edges the orientation pointing toward the node. For each k = 1, . . . ,m and
s = 1, . . . , ℓk − 1 denote by hk,s the arrow in the k-th leg with tail at the vertex (k, s) and head
at the vertex (k, s − 1), where we set (k, 0) := 0 for all k. Thus in particular the path hk,1h
∗
k,1
is the unique path of length two along the k-th leg that starts and ends at the node. Let e0 be
the idempotent in CQ corresponding to the node, and let the parameters γ and λ be related by
(24). We have the following result.
Proposition 4.2 ([EGO] Proposition 2.3.4). There exists a natural algebra isomorphism
ϕ : Bn(γ, ν) ≃ e
⊗n
0 An,λ,−ν(Q)e
⊗n
0 defined by the formulas
ϕ(Yi,k) = e
⊗i−1
0 ⊗
(
−hk1h
∗
k1 +
(
ξk +
λ0
m
)
e0
)
⊗ e⊗n−i0 .
✷
Remark 4.3. In Proposition 2.3.4 of [EGO] there is a minor sign mistake, and the above
isomorphism figures as Bn(γ, ν) ≃ e
⊗n
0 An,λ,ν(Q)e
⊗n
0 . The proof of the proposition stays the
same once the sign change in the parameter ν is considered.
Remark 4.4. The presentation of the algebra Bn(ν, γ) depends only on the graph D and not
on the orientation of its edges. As we observed before, the algebra An,λ,ν(Q) does not depend
up to isomorphism on the orientation of the edges of Q, but only on the underlying graph: if the
orientation of an arrow a ∈ Q is changed then the required isomorphism is given by (a)l → (a
∗)l,
(a∗)ℓ → −(a)ℓ for ℓ ∈ [1, n]. On the contrary, the presentation of An,λ,ν(Q) by generators and
relations does depend on the orientation. That is why, in order to give explicit formulas for the
isomorphism ϕ, we assigned an orientation to the graph D. Nevertheless one can say that the
isomorphism ϕ is “natural”: if the orientation of the edge connecting the k-th leg to the node is
changed, then the sign with which the corresponding length-two loop at the node occurs in the
defining relations changes, and ϕ is modified accordingly by substituting −hk,1h
∗
k,1 with h
∗
k,1hk,1
in the formula of Proposition 4.2.
5. Representations of rational GDAHA
In this section we will give an explicit Lie-theoretic construction of some finite dimensional
representations for rational GDAHA of higher rank.
For a positive integer N , let {ǫi}i=1,...,N be the standard basis of the weight lattice Z
N of
glN . Then the i-th fundamental weight for glN is ωi = ǫ1 + · · · + ǫi. We say that a finite
dimensional irreducible representation of glN is ℓ-stepped if its highest weight µ is of the form
µ = a1ωp1 + · · · + aℓωpℓ, where pℓ = N . In other words the highest weight contains at most ℓ
distinct entries. Recall that if V is an ℓ-stepped glN -module, and C
N is the vector representation
of glN , then V ⊗ C
N is a direct sum of at most ℓ distinct irreducible representations.
Let V1, . . . , Vm be irreducible finite dimensional representations of glN such that Vk is ℓk -
stepped but not (ℓk − 1) - stepped, and let C
N be the vector representation of this Lie algebra.
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Let χ′ be a character of glN . We define the χ
′-equivariant subspace of the tensor product
V1 ⊗ · · · ⊗ Vm ⊗ (C
N )⊗n as
En,χ′(V1, . . . , Vm) :=
{
v ∈ V1 ⊗ · · · ⊗ Vm ⊗ (C
N )⊗n|xv = χ′(x)v, ∀x ∈ glN
}
.
Let Ω =
∑
Urs ⊗ Usr be the Casimir tensor of glN , where Urs denotes the corresponding
matrix unit in MatN×N (C). Let Ωij denote the tensor Ω acting in the i-th and j-th factors of
the above tensor product. Observe that if i and j are both greater than m, then Ωij is just
the transposition operator. Let c be a complex number such that χ′ = cTrglN . Let ν be as in
Section 4. The following theorem holds.
Theorem 5.1. For an appropriate value of the parameter γ the formulas
(25) sij = Ωm+i,m+j
(26) Yi,k = −νΩk,i+m − ν
(N − c)
m
.
define a representation of the algebra Bn(ν, γ) on the space En,χ′(V1, . . . , Vm).
Proof. Relations (r1), (r2) and (r6) are obviously satisfied for all choices of γ. Relation
(r3) follows from the fact that the representation Vk is ℓk-stepped. In this case, in fact, the
module Vk ⊗C
N has at most ℓk irreducible components, and hence the Casimir tensor Ω has at
most ℓk distinct eigenvalues (and is semisimple) on this tensor product (as it acts by a scalar
on each summand). Relation (r4) follows from the fact that we work in the χ′-equivariant
subspace, and the fact that the standard quadratic Casimir of glN has eigenvalue N on the
vector representation. Indeed if for i = 1, . . . , n we denote by C|i+m the quadratic Casimir for
glN acting in the i+m-th factor of the tensor product we have that C|i+m = N . Thus we have
Yi,1 + · · · + Yi,m|E
n,χ′
(V1,...,Vm)
=− ν
m∑
k=1
Ωk,i+m − ν(N − c)
=− νΩ1,i+m − ν
m∑
k=2
Ωk,i+m − ν(N − c)
=ν
∑
j 6=i
Ωj+m,i+m + νC|i+m + ν
m∑
k=2
Ωk,i+m − νc+
− ν
m∑
k=2
Ωk,i+m − νN + νc
=ν
∑
j 6=i
Ωj+m,i+m + νN − νN
=ν
∑
j 6=i
Ωj+m,i+m
=ν
∑
j 6=i
sij |E
n,χ′
(V1,...,Vm)
.
Relation (r5) can be rewritten as
(27) [Yi,k, Yj,k − νsij] = 0.
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This follows from the fact that, using (r1) we can write
[Yi,k, Yj,k]− ν(Yi,k − Yj,k)sij = [Yi,k, Yj,k]− νYi,ksij + νsijYi,k
= [Yi,k, Yj,k − νsij].
Since we have that
[Yi,k, Yj,k − νsij]E
n,χ′
(V1,...,Vm)
= ν[Ωk,i+m,Ωk,j+m +Ωi+m,j+m]
relation (27) follows from the invariance property of the Casimir tensor.
✷
Now we would like to calculate the values of the parameters γkj in Theorem 5.1 or, in other
words, the eigenvalues of Ω on the irreducible components of Vk ⊗ C
N for each k.
Let V be an ℓ-stepped (but not (ℓ− 1)-stepped) representation of glN of highest weight
µ := b1ωp1 + · · ·+ bℓωpℓ
where pℓ = N . Then the tensor product V ⊗ C
N has a decomposition
V ⊗ CN = Y1 + · · ·+ Yℓ
where Yj is the irreducible representation of highest weight
µ+ ǫpj−1+1,
with p0 = 0. Since Ω|V⊗CN =
1
2(C|V⊗CN −C|V −C|CN ), where C denotes the quadratic Casimir
for glN , it follows that the eigenvalue of Ω on Yj is
Ω|Yj =
1
2
((µ + ǫpj−1+1, µ+ ǫpj−1+1 + 2ρ)− (µ, µ+ 2ρ)−N) = bj + · · ·+ bℓ − pj−1,
where as usual ρ is half the sum of the positive roots.
Thus, if the highest weight of Vk is
µk := bk1ωpk1 + · · · + bkℓkωpkℓk ,
the above computation proves the following result.
Lemma 5.2. The value of the parameter γ for which the representation in Theorem 5.1 exists
is given by the formulas
γkj = −ν(bkj + · · ·+ bkℓk − pk j−1 + (N − c)/m),
where k = 1, . . . ,m and j = 1, . . . , ℓk.
✷
Lemma 5.2 implies that the parameters λ0, λ(k,s), and ξk defined by the relations in (24) are
given by the formulas
λ0 = −ν
m∑
k=1
ℓk∑
j=1
bkj − ν(N − c)(28)
λ(k,s) = ν (bks + pks − pk s−1)(29)
ξk = ν

 1
m
∑
h 6=k
ℓh∑
j=1
bhj +
1−m
m
ℓk∑
j=1
bkj

(30)
where k = 1, . . . ,m and s = 1, . . . , ℓk − 1.
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We conclude by observing that in order for the space En,χ′(V1, . . . , Vm) to be nonzero, we
need the center of glN to act on the tensor product by the character χ
′. This gives the condition
(31)
m∑
k=1
ℓk∑
s=1
bkspks + n− cN = 0.
6. Quantum Hamiltonian reduction and differential operators for quivers of
type A
In the last section of this paper we will show how to recover some of the representations of
rational GDAHA described in the previous section as a special case of the representations of Gan-
Ginzburg algebras constructed in Section 3. In order to to this we will have to investigate the
relationship between Wα-modules for a star-shaped quiver and glN -modules. This will require
a preliminary discussion of the connection between partial flag varieties and spaces of quiver
representations. In this analysis, our main technical tool will be a construction called quantum
Hamiltonian Reduction, which is the quantum analog of the Hamiltonian reduction procedure.
6.1. Quantum Hamiltonian reduction and twisted differential operators. Let us recall
the definition of the quantum Hamiltonian reduction. For more details about this construction
and its properties we refer to [ELOR], Section 1.1, and [E], Chapter 4.
Let A be an associative algebra, g be a Lie algebra and µ : g → A a homomorphism of Lie
algebras.
Definition 6.1. The quantum Hamiltonian reduction of A with respect to g with quantum
moment map µ is the associative algebra
U(A, g, µ) = (A/Aµ(g))g,
where the invariants are taken with respect to the adjoint action of g on A.
An important example of quantum Hamiltonian reduction will be for us the algebra of twisted
differential operators on a partial flag variety. Let us recall this construction. Let α0, . . . , αℓ−1
be a collection of positive integers satisfying the condition
N = α0 > α1 > · · · > αℓ−1 > 0
Let Fℓ(α1, . . . , αℓ−1;N) be the space of partial flags of type (α1, . . . , αℓ−1;N), that is the con-
figuration space of ℓ− 1 subspaces in CN
Vℓ−1 ⊂ Vℓ−2 ⊂ · · · ⊂ V1 ⊂ V0 = C
N
such that dim(Vi) = αi. Let Li be the line bundle with fiber ∧
αi(Vi) on Fℓ(α1, . . . , αℓ−1;N).
Let E be the total space of the principal (C×)ℓ−1-bundle corresponding to the direct sum of line
bundles L1 ⊕ · · · ⊕ Lℓ−1. Denote by Ei the Euler vector field on E along the i-th factor of the
fiber. Let Vect(E) denote the algebra of vector fields on E, and denote by E : Cℓ−1 → Vect(E)
the map that sends the standard basis vectors to the Eis. Let χ˜ = (χ˜1, . . . , χ˜ℓ−1) be a vector in
Cℓ−1.
Definition 6.2. The algebra of twisted differential operators on Fℓ(α1, . . . , αℓ−1;N) is the al-
gebra
Dχ˜(Fℓ(α1, . . . , αℓ−1;N)) = U(D(E),C
ℓ−1, E − χ˜).
When χ˜ = 0 this construction gives the algebra D(Fℓ(α1, . . . , αℓ−1;N)) of differential opera-
tors on the partial flag variety.
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6.2. Quiver-related partial flag varieties. Let Q be a quiver of type A with vertices labeled
by the integers 0, 1, . . . , ℓ− 1, and such that all edges are oriented toward the vertex 0. Let N be
a positive integer, and let α be a dimension vector for Q such that α0 = N , and the dimensions
at the remaining vertices are all non-zero and strictly decreasing as one moves away from the
vertex 0. In other words
(32) α0 = N > α1 > · · · > αℓ−1 > 0.
Observe now that to any dimension vector as above we can attach the corresponding variety
Fℓ(α1, . . . , αℓ−1;N) of partial flags in C
N .
As in Section 2, let us consider the Lie group G(α) and its Lie algebra g(α) defined as follows
G(α) =
ℓ−1∏
i=0
GLαi , g(α) =
ℓ−1∏
i=0
glαi .
Consider now the Lie group G(α)′ and its Lie algebra g(α)′ defined as follows
G(α)′ =
ℓ−1∏
i=1
GLαi , g(α)
′ =
ℓ−1∏
i=1
glαi .
We have
(33) G(α) = GLN ×G(α)
′, g(α) = glN × g(α)
′.
Denote by Incl(Cαi ,Cαi−1) ⊂ Hom(Cαi ,Cαi−1) the open subset consisting of inclusions, and
by X = ⊕ℓ−1i=1Incl(C
αi ,Cαi−1) the open subset of Repα(Q) consisting of the representations of Q
for which all arrows are inclusions. As observed in [ELOR], the group G(α)′ acts freely onX, and
the quotient is the flag variety Fℓ(α1, . . . , αℓ−1;N). Moreover, the closed set of non-inclusions
Repα(Q) rX has codimension greater or equal to two in Repα(Q) (see [ELOR], Section 2.4).
It follows that the algebras of differential operators over Repα(Q) and X are isomorphic, that
is we have
Wα = D(Repα(Q))
∼= D(X).
Note that the action of the remaining GLN on Repα(Q) commutes with the action of G(α)
′.
Let J be the natural representation of G(α) on Repα(Q) by conjugation. Differentiating J
gives a homomorphism dJ : g(α) → Wα. Let χ˜ =
∑ℓ
i=1 χiTrglαi
be a character of g(α)′. The
following theorem was proved in [ELOR].
Theorem 6.3. [ELOR, Theorem 2.4.1] There is a GLN -equivariant isomorphism of algebras
U
(
Wα, g(α)
′, dJ− χ˜
)
≃ Dχ˜(Fℓ(α1, . . . , αℓ−1;N)).
✷
6.3. A quiver version of the Borel-Weil construction. Let Q and α be as in the previous
section. In this section we will use Theorem 6.3 to establish a relationship between Wα-modules
and finite dimensional glN -modules. Our goal is to compare the representations of Section 3 and
Section 5. Note that in in Section 3 we used the homomorphism ξ of the Weil representation
to embed g(α) into Wα, while in the previous section we used the differential dJ of the natural
action of g(α) on Repα(Q). Because of this, we will need to modify Theorem 6.3 to adapt it to
our situation.
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First of all, we want to compare the homomorphisms ξ and dJ by finding explicit formulas
for them. For this we need a convenient description of Wα. Observe that, for Q and α as above,
we have
Repα(Q) =
ℓ−1⊕
p=1
Hom(Cαp ,Cαp−1).
For i = 1, . . . , ℓ − 1 denote by hi ∈ Q the arrow starting at the vertex i and ending at the
vertex i− 1, and by h∗i ∈ Q
op the opposite arrow. Then the algebra of polynomial functions on
Repα(Q) is
C[Repα(Q)] = C[t
hi
rs : i = 1, . . . , ℓ− 1, r = 1, . . . , αi−1, s = 1, . . . , αi],
and the algebra of differential operators with constant coefficients on Repα(Q) is
Dc(Repα(Q)) = C[∂/∂t
hi
rs : i = 1, . . . , ℓ− 1, r = 1, . . . , αi−1, s = 1, . . . , αi].
With the same notation as in (13), consider the basis for the vector space Repα(Q) consisting
of the vectors
(34) ρhi,rs i = 1, . . . , ℓ− 1, r = 1, . . . , αi−1, s = 1, . . . , αi
and the basis for the vector space Repα(Q
op) consisting of the vectors
(35) ρh
∗
i ,sr i = 1, . . . , ℓ− 1, r = 1, . . . , αi−1, s = 1, . . . , αi.
Let S(Repα(Q)) and S(Repα(Q
op)) denote the symmetric algebras of the respective vector
spaces. Then the assignments
(36) ρhi,rs → ∂/∂t
hi
rs
(37) ρh
∗
i ,sr → thirs
define algebra isomorphisms S(Repα(Q)) ≃ Dc(Repα(Q)) and S(Repα(Q
op)) ≃ C[Repα(Q)]
respectively. It is clear that Wα = S(Repα(Q))⊗ S(Repα(Q
op)) as a vector space, and that the
above assignments give an explicit isomorphism Wα ≃ D(Repα(Q)), where D(Repα(Q)) is the
algebra of differential operators with polynomial coefficients on Repα(Q).
Remark 6.4. Observe that with the above identifications the natural action of D(Repα(Q)) on
C[Repα(Q)] by differential operators correspond to the action of Wα on S(Repα(Q
op)) in which
ρh
∗
i ,sr acts by multiplication and ρhi,rs by the contraction map η(ρhi,rs,−).
The following lemma gives explicit formulas for the homomorphisms dJ and ξ.
Lemma 6.5. Let Uirs be the rs-th matrix unit in Matαi×αi(C) = glαp ⊂ g(α). Then
ξ(Uirs) =
∑
l=1,...,αi−1
ρh
∗
i ,rlρhi,ls −
∑
l=1,...,αi+1
ρh
∗
i+1,lsρhi+1,rl + δrs
1
2
(αi−1 − αi+1)(38)
dJ(Eirs) =
∑
l=1,...,αi−1
ρh
∗
i ,rlρhi,ls −
∑
l=1,...,αi+1
ρh
∗
i+1,lsρhi+1,rl(39)
Proof. The proof is by direct computation. For formula (38) it is enough to apply the
definition of ξ given in formula (4). For formula (39) one can easily differentiate the action of
G(α) on S(Repα(Q
op)) (see for example [H], Lemma 3.1).
✷
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Let now χ =
∑ℓ−1
i=1 χiTrglαi
be a character of g(α)′, and let χ˜ be the character given by the
formula
(40) χ˜ := χ−
1
2
ℓ−1∑
i=1
(αi−1 − αi+1)Trglαi
We have the following modified version of Theorem 2.4.1. in [ELOR].
Theorem 6.6. There is a GLN -equivariant isomorphism of algebras
U
(
Wα, g(α)
′, ξ − χ
)
≃ Dχ˜(Fℓ(α1, . . . , αℓ−1;N)).
Proof. By Theorem 2.4.1 in [ELOR] there is a GLN -equivariant algebra isomorphism
U
(
Wα, g(α)
′, dJ− χ˜
)
≃ Dχ˜(Fℓ(α1, . . . , αℓ−1;N)).
By Lemma 6.5 we have that ξ − χ = dJ− χ˜, and the theorem follows.
✷
Let now M be a Wα-module. Then M can be given a structure of g(α)-module in two ways,
via the map ξ and dJ respectively. The above lemma allows us to compare these two g(α)-module
structures. We have the following proposition.
Proposition 6.7. For every Wα-module M the two g(α)-module structures on M given by the
maps ξ and dJ differ by a character vanishing on the scalars. This character is given by the
formula
(41) ξ − dJ =
1
2
ℓ−1∑
i=0
(αi−1 − αi+1)Trglαi
where α−1 = 0. In particular we have that, for every character χ of g(α), the χ - equivariant
subspace M
g(α)
χ with respect to the g(α)-action induced by the map ξ is the same as the χ˜ -
equivariant subspace with respect to the g(α)-action induced by the map dJ, where χ˜ is the
character defined by the following formula
(42) χ˜ := χ−
1
2
ℓ−1∑
i=0
(αi−1 − αi+1)Trglαi
.
Proof. The proof is immediate. The fact that the character in (41) vanishes on the scalars
follows from the fact that both ξ and dJ vanish on the scalars.
✷
Consider now the Wα-module M = S(Repα(Q
op)), where the Wα-action is as described in
Remark 6.4. Let χ be a character of g(α)′, and suppose that for i = 1, . . . , ℓ − 1 there exist
positive integers bi such that
(43) χi = bi +
1
2
(αi−1 − αi+1).
In this case we have
χ˜i = χi −
1
2
(αi−1 − αi+1) = bi
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so that in particular the character χ˜ is integral. By Theorem 6.6 and Proposition 6.7 the χ -
equivariant subspace M
g(α)′
χ of M can be identified with the space Γ(Lχ˜) of global sections on
the flag variety X/G(α)′ ≃ Fℓ(α1, . . . , αℓ−1;N) of the line bundle
Lχ˜ = X × C−χ˜/G(α)
′
where C−χ˜ is the one-dimensional G(α)
′-module corresponding to the character
e−χ˜ =
ℓ−1∏
i=1
(
detGLαi
)−bi
and the G(α)′-action on X ×C−χ˜ is the diagonal one. Similarly to the case of the complete flag
variety we have that if M
g(α)′
χ is nonzero then it is a finite dimensional irreducible GLN -module.
We have the following proposition.
Proposition 6.8. The space M
g(α)′
χ with the glN -action induced by the map ξ is an irreducible
finite dimensional module of highest weight
(44) µ =
ℓ−1∑
i=1
biωN−αi −
(
ℓ−1∑
i=1
bi +
1
2
α1
)
ωN .
Proof. For i = 1, . . . , ℓ − 1, r = 1, . . . αi, and s = 1, . . . , αi−1 let us denote by U
αi,αi−1
r,s the
elementary αi×αi−1 matrix whose rs-th entry is one, and whose remaining entries are zero. For
every choice of index i, these matrices clearly form a basis of HomC(C
αi−1 ,Cαi). With this choice
of bases, and using the same notation as in (13), we will identify ρh
∗
i ,rs with the representation
of Qop of dimension vector α that assigns the linear map U
αi,αi−1
r,s to the arrow h∗i , and assigns
the zero map to all the other arrows. These representations clearly form a basis of Repα(Q
op),
and we will call them the elementary representations of Qop of dimension vector α.
Let ρh
∗
i be the αi × αi−1 matrix with entries in Repα(Q
op) ⊂M given by the formula
ρh
∗
i :=
[
ρh
∗
i ,rs
]
αi×αi−1
In other words ρh
∗
i is the matrix whose rs-th entry is the corresponding elementary representation
of Qop of dimension vector α.
For any element g = (g0, g1, . . . , gℓ−1) of GLN × G(α)
′, where gi ∈ GLαi , we can then write
the action of g on Repα(Q
op) in matrix form as follows
g ∗ ρh
∗
i =
[
giρ
h∗i ,rsg−1i−1
]
αi×αi−1
where, as usual, giρ
h∗i ,rsg−1i−1 denotes the action of G(α) on Repα(Q
op) by conjugation.
If gi ∈ GL(αi) and g
−1
i−1 ∈ GL(αi−1) are represented, in the standard bases of C
αi and Cαi−1 ,
by the matrices gi =
[
gi,hk
]
αi×αi
and g−1i−1 =
[
g′i−1,hk
]
αi−1×αi−1
it is easy to calculate that
giρ
h∗i ,rs =
αi∑
h=1
gi,hrρ
h∗i ,hs and ρh
∗
i ,rsg−1i−1 =
αi−1∑
h=1
ρh
∗
i ,rhg′i−1,sh.
From these formulas we can easily deduce the following convenient description of the action of
GLN ×G(α)
′ on Repα(Q
op) in matrix form
(45) g ∗ ρh
∗
i = gTi ρ
h∗i (gTi−1)
−1
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where gTi and (g
T
i−1)
−1 are the transpose matrices of gi and g
−1
i−1 respectively, and g
T
i ρ
h∗i (gTi−1)
−1
on the right hand side of the equality is just the ordinary product of the corresponding matrices.
For every i = 1, . . . , ℓ− 1 we can regard the product
πi = ρ
h∗i . . . ρh
∗
1
as an αi × N -matrix with entries in S(Repα(Q
op)) = M . Let us denote by Di the leading
principal minor of size αi of the matrix πi, and let us define the vector v in M as follows
v := Db11 . . . D
bℓ−1
ℓ−1 .
We will show that v is in M
g(α)′
χ , and that it is a lowest weight vector for the glN -action induced
by the map dJ.
First of all, observe that, using formula (45), for any g′ = (g1, . . . , gℓ−1) in G(α)
′ and any
i = 1, . . . , ℓ− 1 we have
g′ ∗ πi = (g
′ ∗ ρh
∗
i )(g′ ∗ ρh
∗
i−1) · · · (g′ ∗ ρh
∗
1)
= gTi ρ
h∗i (gTi−1)
−1gTi−1ρ
h∗i−1(gTi−2)
−1 · · · gTℓ−1ρ
h∗1
= gTi πi.
Now since πi is an αi ×N matrix we can write it in block form as follows
πi = (Ai|Bi)
where Ai is of size αi × αi and Bi is of size αi × (N − αi). With this notation we have that
Di = det(Ai) and
g′ ∗ πi = g
T
i πi =
(
gTi Ai|g
T
i Bi
)
.
Thus, calculating the action of g′ on Dbii , we get
g′ ∗Dbii = (g
′ ∗Di)
bi
= (det(gTi Ai))
bi
= (det gTi )
bi det(Ai)
bi
= (det gi)
biDbii .
It follows that
g′ ∗ v =
ℓ−1∏
i=1
(g′ ∗Di)
bi
=
ℓ−1∏
i=1
(det gi)
biDbii
=
(
ℓ−1∏
i=1
(det gi)
bi
)
v.
Thus v is in Γ(Lχ˜) =M
g(α)′
χ , and M
g(α)′
χ is nonzero.
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Let now T be the maximal torus of diagonal matrices in GLN , and let t0 = diag(c1, . . . , cN )
be in T . We have
t0 ∗ πi = πi(t
T
0 )
−1
= πit
−1
0
= (Ai|Bi)t
−1
0
=
(
Aidiag(c
−1
1 , . . . , c
−1
αi )|Bidiag(c
−1
αi+1
, . . . , c−1N )
)
.
Calculating the action of t0 on D
bi
i , we get
t0 ∗D
bi
i = (t0 ∗Di)
bi
= det(Aidiag(c
−1
1 , . . . , c
−1
αi ))
bi
=
(
c−11 · · · c
−1
αi
)bi det(Ai)bi
= (c1 · · · cαi)
−bi Dbii .
This gives the following formula for the action of t0 on v
t0 ∗ v =
(
ℓ−1∏
i=1
(c1 · · · cαi)
−bi
)
v = eµ
′
(t0)v
where µ′ is the following weight
µ′ = −
ℓ−1∑
i=1
biωαi .
Therefore v is a weight vector of weight µ′ for the action of glN induced by dJ.
Finally, let B be the Borel subgroup of upper triangular matrices in GLN , and let B
′ be
the opposite Borel of lower triangular matrices. Let U ′ be the unipotent radical of B′, and let
l0 be an element of U
′, that is l0 is a unipotent lower triangular matrix in GLN . For every
i = 1, . . . , ℓ− 1 we have
l0 ∗ πi = πi(l
T
0 )
−1
Here the transpose matrix (lT0 )
−1 is a unipotent upper triangular matrix, and can thus be written
in block form as
(lT0 )
−1 =
(
Uαi ∗
0 UN−αi
)
where Uαi and UN−αi are unipotent upper triangular matrices in GLαi and GLN−αi respectively,
and 0 stands for the zero matrix of size (N − αi)× αi. Thus we have
l0 ∗ πi = πi(l
T
0 )
−1
= (Ai|Bi)
(
Uαi ∗
0 UN−αi
)
= (AiUαi |C +BiUN−αi)
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where C is some αi × (N − αi) matrix. Calculating the action of l0 on D
bi
i we get
l0 ∗D
bi
i = (l0 ∗Di)
bi
= (det(AiUαi))
bi
= det(Ai)
bi det(Uαi)
bi
= det(Ai)
bi
= Dbii .
where we used the fact that det(Uαi) is equal to one. Therefore
l0 ∗ v = v
and v is a lowest weight vector for the corresponding glN action.
Thus M
g(α)′
χ is an irreducible module of lowest weight µ′ for the glN -action induced by the
map dJ. It now follows from Proposition 6.7 that, with respect to the glN -action induced by
the map ξ, the space M
g(α)′
χ is a finite dimensional irreducible module of lowest weight
µ′′ = µ′ −
1
2
α1TrglN = −
ℓ−1∑
i=1
biωαi −
1
2
α1ωN .
To obtain the highest weight from the lowest weight we just have to apply the transformation
−τ to µ′′, where τ is the canonical involution for type A. Since −τ is given by the formulas
−τ(ωN ) = ωN
−τ(ωr) = ωN − ωN−r, r = 1, . . . , N − 1
we get the desired expression for µ.
✷
7. Comparison of representations
With the results of the previous section at hand, we are now ready to show how to obtain
some of the representations of Section 5 as a special case of the representations of Section 3,
using the isomorphism ϕ of Proposition 4.2.
Let D be a star-shaped graph that is not a finite Dynkin diagram. Let the vertices of D be
labeled as in Section 4. Let Q be the quiver obtained fromD by assigning to the edges along each
leg the orientation toward the node. Let N be a positive integer. Let α be a dimension vector
for Q such that α0 = N , and the dimensions α(k,s) at the remaining vertices are all nonzero
and strictly decreasing along each leg, as one moves away from the node. In other words for
k = 1, . . . ,m we have
(46) α0 = N > α(k,1) > · · · > α(k,ℓk−1) > 0.
Denote by Qk the quiver (of type A) corresponding to the k-th leg of Q (including the node), and
let α(k) be the restriction of the dimension vector α to Qk. Let Ek := Repα(k)(Qk) ⊂ Repα(Q)
be the corresponding symplectic subspace, and denote by Wk ⊂ Wα its Weyl algebra. Then it
is clear that the vector space Repα(Q) has the following decomposition
Repα(Q) =
m⊕
k=1
Ek.
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It follows that the Weyl algebra Wα is the tensor product
(47) Wα =
m⊗
k=1
Wk.
To ease the notation let us set
Gk := G(α
(k))′ =
ℓk−1∏
s=1
GLα(k,s) and gk := g(α
(k))′ =
ℓk−1∏
s=1
glα(k,s) .
We have
(48) G(α) = GLN ×
m∏
k=1
Gk, g(α) = glN ×
m∏
k=1
gk.
Let us now consider the construction of Section 3 in this special case. For any Wα-module M
we can write M =
⊗m
k=1Mk, where Mk is a Wk-module. Let χ be a character of g(α). Let us
write
χ′ = χ0TrglN = cTrglN
χ(k) =
ℓk−1∑
s=1
χ(k,s)Trglα(k,s)
for the restriction of χ to glN and to gk respectively. We can now construct the module Fn,χ(M)
in two steps, first by taking the
∑m
k=1 χ
(k)-equivariant space with respect to the
∏m
k=1 gk-action,
and then taking the χ′-equivariant space with respect to the glN -action. By restriction, we get
a representation of the spherical subalgebra e⊗n0 An,λ,ν(Q)e
⊗n
0 on the space
e⊗n0 Fn,χ(M) = e
⊗n
0 (M ⊗ U
⊗n)g(α)χ
= (M ⊗ e⊗n0 U
⊗n)g(α)χ
=
(
M ⊗ (CN )⊗n
)(glN×∏mk=1 gk)
χ
=
(
m⊗
k=1
(Mk)
gk
χ(k)
⊗ (CN )⊗n
)glN
χ′
.
Using the results of Section 6.3, we will show how, for appropriate choices of the Wα-module
M and of the character χ, the subspace (M)g˜k
χ(k)
is a finite dimensional ℓk-stepped glN -module
for every k = 1, . . . ,m, and the above representation is of the type described in Theorem 5.1.
Suppose there exist positive integers bks such that for k = 1, . . . ,m, s = 1, . . . , ℓk − 1 we have
(49) χ(k,s) = bks +
1
2
(α(k,s−1) − α(k,s+1)).
Suppose moreover that χ satisfies condition (9), that is we have the identity
m∑
k=1
ℓk−1∑
s=1
χ(k,s)α(k,s) + cN − n = 0.
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Substituting the values for χ(k,s) given in formula (49) in the above identity we get the following
condition on the integers bk,s and the complex number c that define the character χ
(50)
m∑
k=1
ℓk−1∑
s=1
bk,sαk,s +
1
2
m∑
k=1
α(k,1)N + cN − n = 0.
Set Mk = S(Repα(k)(Q
op
k )), where the Wk-action is as described in Remark 6.4.
As in Section 6.2 define the open subset Xk = ⊕
ℓ−1
s=1Incl(C
α(k,s) ,Cα(k,s−1)) of Repαk(Qk).
Then, by Theorem 6.6 and Proposition 6.7 applied to the algebra Wk and the character χ
(k),
the subspace (Mk)
gk
χ(k)
can be identified with the space Γ(Lχ˜(k)) of global sections on the flag
variety Xk/Gk ≃ Fℓ(α(k,1), . . . , α(k,ℓk−1);N) of the line bundle
Lχ˜(k) = Xk × C−χ˜(k)/Gk,
where C−χ˜(k) is the one-dimensional Gk-module corresponding to the character
−χ˜(k) =
ℓk−1∏
s=1
(
detGLα(k,s)
)−(χ(k,s)− 12 (α(k,s−1)−α(k,s+1)))
=
ℓk−1∏
s=1
(
detGLα(k,s)
)−bks
and the Gk-action on Xk × C−χ˜(k) is the diagonal one. By Proposition 6.8, the space (Mk)
gk
χ(k)
is an irreducible finite dimensional glN -module of highest weight
(51) µk =
ℓk−1∑
s=1
bksωN−α(k,s) −
(
ℓk−1∑
s=1
bks +
1
2
α(k,1)
)
ωN .
It follows that choosing M = S(Repα(Q
op)) = ⊗mk=1S(Repα(k)(Q
op
k )) = ⊗
m
k=1Mk we get a
representation of the algebra e⊗n0 An,λ,−1(Q)e
⊗n
0 on the space
e⊗n0 Fn,χ(M) =
(
m⊗
k=1
Vk ⊗ (C
N )⊗n
)glN
χ′
= En,χ′(V1, . . . , Vm)
where Vk is the irreducible glN -module whose highest weight µk is described by formula (51).
We would like to show that this representation is of the type described in Theorem 5.1.
First of all, observe that, with our choice of character χ (see (49)) and for ν = −1, according
to Theorem 3.1, the parameter λ must satisfy
(52) λ0 = c−N +
1
2
m∑
k=1
α(k,1)
(53) λ(k,s) = bks − α(k,s) + α(k,s−1)
Note that, since the numbers α(k,s) decrease along the k-th leg moving away from the node, the
numbers N − α(k,s) increase. With the same notation as in Section 5, we can thus write
µk = bk1ωpk1 + · · ·+ bk,ℓk−1ωpk(ℓk−1) + bkℓkωN ,
where pks = N − α(k,s) and bks are the positive integers in (49) for s = 1, . . . , ℓk − 1, while
bkℓk = −
(∑ℓk−1
s=1 bks +
1
2α(k,1)
)
. It is now easy to calculate that the value of the parameter λ
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given in formulas (52) and (53) agrees with the value given in formulas (28), (29) in Section 5
for ν = 1. Thus choosing ξk as in formula (30), that is
(54) ξk = 1 ·

 1
m
∑
h 6=k
ℓh∑
j=1
bhj +
1−m
m
ℓk∑
j=1
bks

 = − 1
2m
∑
h 6=k
α(h,1) −
1−m
2m
α(k,1)
we have an isomorphism ϕ : Bn(γ, 1) ≃ e
⊗n
0 An,λ,−1(Q)e
⊗n
0 as in Theorem 4.2, where γ is as in
Lemma 5.2.
Moreover we can check that the condition on the character χ in formula (50) agrees with the
condition on the character χ′ = cTrglN in formula (31) when µk is as in (51). Indeed, since for
every k we have bkℓk = −
(∑ℓk−1
s=1 bks +
1
2α(k,1)
)
, according to formula (31) we must have
m∑
k=1
ℓk−1∑
s=1
bks(N − α(k,s))−
m∑
k=1
(
ℓk−1∑
s=1
bks +
1
2
α(k,1)
)
N + n− cN = 0
and so
m∑
k=1
ℓk−1∑
s=1
bksα(k,s) +
1
2
m∑
k=1
α(k,1)N + cN − n = 0,
which is exactly the identity in (50).
We now want to prove that pulling back the above representation of e⊗n0 An,λ,−1(Q)e
⊗n
0 on the
space En,χ′(V1, . . . , Vm) via the isomorphism ϕ we get the representation of the algebra Bn(1, γ)
in Theorem 5.1.
To ease the notation set W = En,χ′(V1, . . . , Vm) and let ψ : e
⊗n
0 An,λ,−1(Q)e
⊗n
0 → End(W ) be
the homomorphism corresponding to the above representation. Let Urs denote the rs-th matrix
unit in glα0 = glN . Using once more the pair of dual bases for Repα(Q) defined by formulas
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(13) we have
ψ(ϕ(Yi,k)) = ψ
(
e⊗i−10 ⊗
(
−hk1h
∗
k1 +
(
ξk +
λ0
m
)
e0
)
⊗ e⊗n−i0
)
= −
∑
p,q
ρpρq|Mρ
p(hk1)ρ
q(h∗k1)|i+m −
(N − c)
m
+
1
2
α(k,1)
= −
∑
s,r=1,...,N
t,l=1,...,α(k,1)
(
ρh∗
k1,ts
ρhk1,rl
)
|Mk
(
ρhk1,st(hk1)ρ
h∗
k1,lr(h∗k1)
)
|i+m −
N − c
m
+
1
2
α(k,1)
= −
∑
s,r=1,...,N
t,l=1,...,α(k,1)
δt,l
(
ρh∗
k1,ts
ρhk1,rl
)
|Mk (−Usr) |i+m −
N − c
m
+
1
2
α(k,1)
=
∑
s,r=1,...,N
t=1,...,α(k,1)
(
ρh
∗
k1,tsρhk1,rt
)
|Mk Usr|i+m −
N − c
m
+
1
2
α(k,1)
=
∑
s,r=1,...,N
(
−ξ(Urs)− δrs
1
2
α(k,1)
)
|Mk Usr|i+m −
N − c
m
+
1
2
α(k,1)
= −
∑
s,r=1,...,N
ξ(Urs)|Mk Usr|i+m −
N − c
m
= −Ωk,i+m −
N − c
m
where we used the fact ρh∗
k1,ts
= ρh
∗
k1,ts, and we used formula (38) to compute ξ(Urs). Note that
we get exactly the same formula as in Theorem 5.1 for ν = 1.
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