We investigate continuous time random walks with truncated α-stable trapping times. We prove distributional ergodicity for a class of observables; namely, the time-averaged observables follow the probability density function called the Mittag-Leffler distribution. This distributional ergodic behavior persists for a long time, and thus the convergence to the ordinary ergodicity is considerably slower than in the case in which the trapping-time distribution is given by common distributions. We also find a crossover from the distributional ergodic behavior to the ordinary ergodic behavior. 
the observations in biological experiments that showed 23 that TAMSDs of macromolecules are widely distributed 24 depending on trajectories [3] . In addition to these bio- for an observable to satisfy the distributional ergodicity is 36 still unknown. Another important problem to elucidate is 37 finite size effects [7] . For CTRW-type systems, a power 
The function f (τ, λ) is defined by [12] 88
where Γ(x) is the gamma function, c > 0 is a scale factor, function ψ(ζ, λ) can be expressed as follows:
Hence, we obtain nψ(ζ, λ)
then the n-times convoluted PDF P n TL (τ, λ), i.e., the PDF
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of the summation T n = n k=1 τ k , is given by
This is an important outcome of the infinite divisibility 
CTRWs with truncated α-stable trapping times.-Now,
105
we consider the time average of an observable h(t 
where 
To satisfy Eq. (8), the correlation function H k H k+n −
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H k H k+n should decay more rapidly than n −γ with 114 some constant γ > 0 [9, 15] . It follows from Eqs. (7) and for long t, where N t is the number of jumps until time t.
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From this equation, we find that h t behaves similarly to 118 N t . It is important that many time-averaged observables 119 for CTRWs can be defined by Eqs. (7) and (8). For 120 example, the TAMSD,
can be approximately obtained by the time average of
ment at the time T k , and θ(t) is defined by θ(t) = t for 125 t ≥ 0, otherwise θ(t) = 0. It is easy to see that H k = ∆
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and H k H k+n − H k H k+n = 0 for n ≥ 1. Using
127
Eq. (9), we have
From Eq. (11), we obtain a relation between N t and the 129 diffusion coefficient of TAMSD as
In Fig.1 
where Prob (·) is the probability and τ k is the trapping 141 time between (k − 1)-th and k-th jumps (k = 1, 2, ...).
From Eq. (13), we obtain
143 G(n; t)
where we have used Eq. (5) and the fact that τ k (k = 1, 2, ...) are mutually independent. Furthermore, we 145 change the variables from n to z as n = t α z with t being 146 set. Then, by using Eqs. (6), (13) and (14), we have
where a k (t) (k = 1, 2, ...) is defined by a k (t) ≡ to z, we have the PDF of z = N t /t α :
. (16) Because of Eq. (9), Eq. (16) 
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FIG. 2. (Color online)
The PDF of the diffusion coefficient Dt for d = 1. Each PDF is normalized so that its mean value equals unity. Dt is calculated from TAMSD (δx) 2 (∆, t) by least square fitting over the interval 0 < ∆ < 10. The results for three different values of measurement times are presented: t = 10 4 (circles), 10 5 (squares), and 3 × 10 5 (triangles). The other parameters are set as λ = 10 −5 , α = 0.75, and c = 1. The lines correspond to the theoretical predictions given by Eq. (16). Note that no adjustable parameters were used to obtain these figures.
Then, by taking a (discrete) Laplace transform with 178 respect to n,
where we used an approximation by assuming s, λ ≪ 1.
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From Eq. (18), we can derive arbitrary order of moments 181 of N t . For example, the first moment N t is given by
The ensemble-averaged mean square displacement
183
(EAMSD) for CTRWs is known to be proportional to 
Note that the RSDs for h t and D t also follow the same regimes is given by
As shown in Fig. 3 , the RSD remains almost constant after the crossover. In Fig. 3 , the RSD for the exponen- 
