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Abstract: Inaccurate extrinsic parameters between sensors obtained by pre-calibration 
leads to failure of registration between panoramic image sequence and mobile laser 
scanning data. To address this challenge, this paper proposes an automatic registration 
method based on semantic features extracted from panoramic images and point clouds. 
Firstly, accurate rotation parameters between the panoramic camera and the laser 
scanner are estimated using GPS and IMU aided structure from motion (SfM). The 
initial exterior orientation parameters (EoPs) of panoramic images are obtained at the 
same time. Secondly, vehicles in panoramic images are extracted by the Faster-RCNN 
as candidate primitives to be matched with potential corresponding primitives in point 
clouds according to the initial EoPs. Finally, translation between the panoramic camera 
and the laser scanner is refined by maximizing the overlapping area of corresponding 
primitive pairs based on the Particle Swarm Optimization (PSO), resulting in a finer 
registration between panoramic image sequences and point clouds. Two challenging 
urban scenes were experimented to assess the proposed method, and the final 
registration errors of these two scenes were both less than three pixels, which 
demonstrates a high level of automation, robustness and accuracy. 
Key words: panoramic image sequence; mobile laser scanning data; semantic features; 
registration 
 
 
1 Introduction 
A Mobile Mapping System (MMS), usually equipped with laser scanners, 
panoramic cameras, Inertial Measurement Unit (IMU) and Global Positioning System 
(GPS) for acquisitions of images, point clouds and orientations, has been widely used 
for street inventory. The integration of complementary ranging and imaging data such 
as laser-scanning and electro-optical sensors provides new solutions to map the Earth’s 
surface. The acquired datasets include rich spectrum and geometry information. Image-
to-range registration is a critical step for many applications, such as texture-mapping 
3D models of large-scale scenes (Abayowa et al., 2015), building extraction (Yang et 
al., 2013), forest biomass inventory (Pflugmacher et al., 2014), and point cloud 
classification using the color information (Barnea and Filin, 2013; Yang and Dong, 
2013). 
Extrinsic calibration of the panoramic camera and the laser scanner is usually 
performed before data collection to achieve image-to-range alignment. However, there 
is often a considerable misalignment between the panoramic images and laser scanning 
data according to the calibrated extrinsic parameters (Miled et al., 2016; Cui et al., 
2017). The main reason of the misalignment is the unforeseen movement of sensors 
(Jesse LevinsonSebastian, 2013). Since the mounting of sensor will become less stable 
over a certain period of time, the relative extrinsic parameters should be calibrated 
manually frequently, which is laborious (Brenner, 2014). 
An automated method is proposed in this paper to accurately register panoramic 
image sequence and mobile laser-scanning point clouds in an urban environment by 
estimating the tranformation parameters between the panoramic camera and laser 
scanner using parked vehicles as registration primitives. Firstly, the original EoPs of 
panoramic images obtained are adjusted in a GPS and IMU aided panoramic structure 
from motion (SfM). The accurate rotation between the panoramic camera and the laser 
scanner is obtained . Secondly, parked vehicles are extracted from both panoramic 
images and point clouds. To extract vehicles in panoramic images, the Faster-RCNN 
(Ren et al., 2015) is used to detect vehicle candidate areas, whichare then segmented 
based on CRFASRNN (Zheng et al., 2015) and refined by image matting (Levin et al., 
2008). Next, corresponding areas of the extracted vehicles are determined in the point 
clouds according to the initial EoPs of the panoramic images obtained in the 
initialization step. Then, vehicles in those corresponding areas of the point clouds are 
extracted. Finally, the relative translation between the panoramic camera and the laser 
scanner is refined by maximizing the overlapping area of the vehicle primitive pairs 
based on the Particle Swarm Optimization (PSO)., The main contribution of the 
proposed method is that it refines the initial bundle adjustment based alignment by the 
Particle Swarm Optimization utilizing semantic features, resulting in an automatic and 
accurate registration between panoramic image sequence and mobile laser-scanning 
point clouds. 
. 
The remainder of this paper is organized as follows. Related literature is reviewed 
in Section 2. The proposed method is elaborated in Section 3. In Section 4, the 
experimental studies are undertaken to evaluate the proposed method, after which 
discussions are presented and conclusions are drawn at the end. 
 
2 Literature review 
Extensive studies on the registration between airborne laser-scanning data and 
aerial frame-images have been reported, including feature-based methods and area-
based methods (Parmehr et al., 2014). Typical features used in feature-based methods 
are points (Palenichka and Zaremba, 2010), lines (Habib et al., 2005; Lee and Yu, 2006; 
Wang and Neumann, 2009), and planes (Kwak et al., 2006; Yang and Chen, 2015). 
Area-based approaches are usually relying on maximizing the statistical correlation 
(e.g., mutual information) or grayscale similarity (Parmehr et al., 2014). However, 
methods designed for airborne platform registration may not be applicable to the 
registration between terrestrial platforms, due to substantial difference in scales, 
complexities, scanning perspectives, etc. For example, airborne and vehicle-borne laser 
scanning platforms clearly differ in data capture mode, typical project size, scanning 
orientation, and spatial resolution. Moreover, compared with images captured by aerial 
photogrammetry systems, images captured by panoramic cameras mounted on a vehicle 
are more complicated and challenging for registration due to occlusions cause by 
moving objects or nearby objects, smaller overlapping rate, and drastic changes in depth 
of view. 
In fact, many methods have been explored to register mobile laser-scanning data 
and panoramic images, including features-based methods, statistical-based methods, 
and multi-view-based methods, which are reviewed in detail as follows. 
Features-based methods: Böhm and Becker (2007) adopted the Scale-Invariant 
Feature Transform (SIFT) (Lowe, 2004) feature detector to extract the corresponding 
point features to register optical imagery and range images. W. Moussa et al. (2012) 
achieved registration of close range images with TLS data by utilizing the affine SIFT 
(ASIFT) (Morel and Yu, 2009) feature matching strategy based on point-based 
environment model. Lines, bounding boxes, and skylines were also adopted by many 
studies for registration (Christy and Horaud, 1999; Liu and Stamos, 2005; Ramalingam 
et al., 2009). The key factor for feature-based registration is the strategy to find the 
correct matching feature pairs from point clouds and images. 
Statistical-based methods: This kind of method aims to optimize the initial EoPs of 
images by maximizing the statistical correlation between images and point clouds. 
Miled et al. (2016) optimized the inaccurate transformation between camera and laser 
scanner by maximizing the mutual information (MI) between these two kinds of data 
resulting in an accurate online calibration. An extension of MI, normalized mutual 
information (NMI) was introduced by Wang et al. (2012) to register panoramic image 
and point clouds. Corsini et al. (2013) used a global refinement algorithm based on MI 
to optimize the color projection of aligned photos on the 3D object. The definition of 
mutual information can significantly affect registration result. When computing the MI, 
Yipu et al. (2016) setted weights to different data sources according to different scenes, 
which improved the robustness of registration. However the correlation between depth 
information and color information on which MI-based methods are built is not 
significant in many scenes (Wang et al., 2012). 
Multi-view-based methods: This kind of method generates image point clouds from 
adjacent images using SfM and multi-vew stereo (MVS) (Snavely et al., 2008; 
Furukawa and Ponce, 2010),transforming the 2D-3D registration to a 3D-3D 
registration. The point clouds generated by photogrammetry are influenced by drift, 
leading to non-rigid transformation between photogrammetry point clouds and laser 
scanning data. 
Generally, the complexity of urban environment scenes poses challengiesfor robust 
registration, especially for the registration methods based on points and linear features, 
which have difficulties in finding correspondences between panoramic images and 
point clouds. To overcome the difficulties, parked vehicles are proposed as registration 
features and corresponding vehicle candidates are paired automatically to to fulfill the 
registration. The advantages of using parked vehicles are that they are often found in 
an urban environment and are relatively easy to be recognized in images and point 
clouds. Moreover, street-side vehicles in both panoramic images and point clouds are 
foreground objects, which are rarely occluded by other objects, meaning reliable 
detection and segmentation can be expected. 
 
3 Methodology 
  This aim is to accurately estimate the transformation parameters, i.e. rotation and 
translation parameters, between the panoramic camera and the laser scanner. The 
proposed method consists of three main steps: (1) Accurate rotation parameters 
estimation by GPS/IMU aided SfM bundle adjustment. (2) Parked vehicle  extraction 
from point clouds and panoramic images. (3) Accurate translation parameters 
estimation by maximizing the overlapping area of corresponding pairs. The key steps 
of the proposed method are illustrated in Fig.1 and elaborated as follows. 
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Fig.1 Framework of the registration between laser scaning data and panoramic images. (a) The result of local SfM 
in which relative EoPs are obtained and feature points are triangulated. (b) The result of absolute orientation by 
GPS/IMU aided bundle adjustment. (c) Vehicle extraction in a panoramic image. (d) Vehicle primitives in point 
clouds. (e) The result of reprojected point cloud on a key-frame according to the accurate relative translation. (f) 
All panoramic spheres rendered in point cloud according to the final accurate transformation.  
 
3.1 Notations and definitions for the registration model of panoramic images and 
point clouds 
 We employ the following notations proposed by Barfoot (2016): ℱ𝐴 denotes a 
reference frame 𝐴; a point 𝑃 in frame ℱ𝐴 is written as a vector 𝒓𝐴
𝑃𝐴. 𝐓𝐴𝐵 denotes 
the transformation between ℱ𝐴 and ℱ𝐵, and the rotation matrix is represented by 𝐂𝐴𝐵; 
the corresponding quaternion is represented by 𝐪𝐴𝐵. 
 The coordinate system of the proposed registration model is shown in Fig.2. ℱ𝑊 
denotes the reference frame of the point cloud, ℱ𝐶𝑘 denotes the reference frame of the 
kth panoramic image, and ℱ𝐶?̃? denotes the reference frame with the original EoPs of 
the kth panoramic image. The original EoPs of panoramic images are calculated by the 
pre-calibrated transformation with respect to the laser scanner, and are not accurate due 
to unforeseen sensor movements. 
 The EoPs of the kth panoramic image is written as 𝐱𝐶𝑘: 
𝐱𝐶𝑘 ≔ [𝐫𝑊
𝐶𝑘𝑊
𝑇
, 𝐪𝑊𝐶𝑘
𝑇 ]
𝑇
∈ ℝ3 × 𝑆𝑂3                  (1) 
where 𝑆𝑂3  is the Special Orthogonal Group. The inaccurate EoPs of the kth 
panoramic image is written as 𝐱𝐶?̃?: 
𝐱𝐶?̃? ≔ [𝐫𝑊
𝐶?̃?𝑊
𝑇
, 𝐪𝑊𝐶?̃?
𝑇 ]
𝑇
∈ ℝ3 × 𝑆𝑂3                  (2) 
 3D feature points are obtained by the SfM, and the jth 3D feature point is written 
as 𝐱𝐿𝑗: 
𝐱𝐿𝑗 ≔ 𝐫𝑊
𝐿𝑗𝑊 ∈ ℝ3                        (3) 
 The projection of 3D feature points onto the corresponding image is represented 
by a spherical coordinate (θ, φ). The goal is to estimate the accurate transformation 
between ℱ𝐶𝑘 and ℱ𝐶?̃?. During the short time span in the data acquisition process, the 
relative orientations and translations between the laser scanner and the camera are 
regarded as unchanged. Hence, the transformation 𝐓𝐶𝑘𝐶?̃?  is simplified as ?̃?: 
?̃?: =  𝐓𝐶1𝐶1̃ = ⋯ = 𝐓𝐶𝑘𝐶?̃? , 𝑘 = 1,… , 𝐾.               (4) 
?̃? = [
?̃? ?̃?
𝟎𝑻 1
]                          (5) 
where  ?̃? and ?̃? is the compensatory rotation matrix and compensatory translation 
vector of the registration model. The transformation equation between ℱ𝑊 and ℱ𝐶𝑘 
is written as: 
𝐫𝐶𝑘
𝐿𝑗𝐶𝑘 = ?̃? ∙ 𝐜𝐶?̃?𝑊 ∙ (𝐫𝑊
𝐿𝑗𝑊 − 𝐫𝑊
𝐶?̃?𝑊) + ?̃?               (6) 
The proposed method solves the transformation ?̃? by estimating the 
compensatory rotation matrix ?̃? and the compensatory translation vector ?̃? 
separately. 
 
Fig.2 Illustration of the registration model. ℱ𝑊 denotes the reference frame of the point cloud. ℱ𝐶?̃?  denotes the 
reference frame with the original imperfect EoPs of the kth panoramic image. ℱ𝐶𝑘 denotes the accurate reference 
frame of the kth panoramic image. ?̃? denotes the translation between ℱ𝐶?̃?  and ℱ𝐶𝑘 . 𝐫𝐶𝑘
𝐿𝑗𝐶𝑘
 is the jth 3D feature 
point in the reference frame of the kth panoramic image, and it can be projected onto the panoramic image using 
spherical coordinates (θ, φ). 
3.2 Initialization of EoPs by estimating compensatory rotation 
 In this initialization step, the compensatory rotation matrix ?̃? of the registration 
model is estimated first based on the GPS and IMU aided SfM. While compared with 
the compensatory rotation matrix ?̃?, compensatory translation vector ?̃? (centimeter 
level) has less effect on the SFM results. In another words, compensatory translation 
vector ?̃? obtained by the GPS and IMU aided SFM is not accurate enough for the 
registration. In order to speed up the convergence of the GPS and IMU aided bundle 
adjustment, compensatory translation vector ?̃? is set to zero vector in this 
initialization step and it will be refined in the fine registration step. The GPS and IMU 
aided panoramic SfM consists of two steps: (1) feature matching and triangulation 
using a panoramic model (Pagani and Stricker, 2011); (2) GPS and IMU aided bundle 
adjustment. The two steps above are carried out to obtain the initial EoPs of 
panoramic images and the compensatory rotation matrix ?̃?.  
The GPS and IMU aided bundle adjustment is performed to reduce the drift of 
SfM when a new panoramic image is added to the SfM system. The cost 
function J(𝐱) for the bundle adjustment consists of three parts: back-projection error 
term 𝒆𝑟, IMU error term 𝒆𝑠 and GPS error term 𝒆𝑔: 
J(𝐱):= ∑ ∑ 𝒆𝑟
𝑗,𝑘𝑇𝑾𝑟
𝑗,𝑘𝒆𝑟
𝑗,𝑘
𝑗∈𝒥(𝑘)
𝐾
𝑘=1⏟                
𝑣𝑖𝑠𝑢𝑎𝑙
+∑ 𝒆𝑠
𝑘𝑇𝑾𝑠
𝑘𝒆𝑠
𝑘𝐾
𝑘=1⏟          
𝐼𝑀𝑈
+ ∑ 𝒆𝑔
𝑘𝑇𝑾𝑔
𝑘𝒆𝑔
𝑘𝐾
𝑘=1⏟          
𝐺𝑃𝑆
,     (7) 
where, if the jth 3D feature point obtained by the panoramic SfM can be observed in 
the kth panoramic image, j belongs to set 𝒥(𝑘). 𝑾𝑟
𝑗,𝑘
, 𝑾𝑠
𝑘 and 𝑾𝑔
𝑘 are information 
matrices for the back-projection error, IMU error and GPS error, respectively.  
The General Framework for Graph Optimization (G2O) (Kümmerle et al., 2011) 
is used to optimize the above cost function. The definition of the error equation is 
described in detail below. 
 It is assumed that the panoramic camera is calibrated, and there is no distortion in 
the images. Back-projection error 𝒆𝑟
𝑗,𝑘
 is written as: 
𝒆𝑟
𝑗,𝑘 = 𝒇(𝒛𝑗,𝑘) − 𝒉(𝒄𝐶𝑘𝑊(𝐫𝑊
𝐿𝑗𝑊 − 𝐫𝑊
𝐶𝑘𝑊))              (8) 
where 𝒉(∙) is the camera model of panorama, and it transfers Cartesian coordinates 
(x, y, z) to spherical coordinates (θ, φ) by: 
r = √𝑥2 + 𝑦2 + 𝑧2, θ = tan−1 (
𝑦
𝑥
) , φ = 𝑐𝑜𝑠−1(
𝑧
𝑟
)           (9) 
𝒛𝑗,𝑘 is the measurement of jth feature point on the kth panoramic image. 𝒇(∙) transfers 
the image coordinates (x, y) of measurement to spherical coordinates (θ, φ) by: 
θ = 𝜋 −
𝑥
𝑖𝑚𝑎𝑔𝑒 𝑤𝑖𝑑𝑡ℎ
∗ 2𝜋，φ =
𝑦
𝑖𝑚𝑎𝑔𝑒 ℎ𝑒𝑖𝑔ℎ𝑡
∗ 𝜋            (10) 
Error term of IMU is written as: 
𝒆𝑠
𝑘 = [𝒒𝑊𝐶𝑘⨂?̃?⨂𝒒𝐶?̃?𝑊]1:3                     (11) 
Error term of GPS is written as: 
𝒆𝑔
𝑘 = 𝐫𝑊
𝐶𝑘𝑊 − (𝐂𝑊𝐶?̃? ∙ ?̃?
𝑻 ∙ ?̃? + 𝐫𝑊
𝐶?̃?𝑊)                (12) 
In the process of initializing the EoPs, the compensatory translation vector ?̃? is set to 
𝟎3×1, so 𝒆𝑔
𝑘 can be rewritten as: 
𝒆𝑔
𝑘 = 𝐫𝑊
𝐶𝑘𝑊 − 𝐫𝑊
𝐶?̃?𝑊                        (13) 
 
3.3 Extraction of parked vehicle pairs 
To detect parked vehicles from panoramic images, vehicle bounding boxes are 
firstly detected, then segmented to filter the background, followed by a vehicle 
segment refinement. 
The FASTER-RCNN (Ren et al., 2015) was adopted to  identify vehicle 
bounding boxes, described as 𝑟𝑒𝑐𝑡𝑜𝑟𝑖𝑔𝑖𝑛 = {[𝑥, 𝑦]𝑇 , 𝑤, ℎ}, where [𝑥, 𝑦]𝑇 is the 
center of the rectangle, and 𝑤, ℎ are the width and height of the rectangle.In the case 
that bounding boxes overlap, vehicles in these bounding boxes are treated as one 
registration primitive writing as ρ𝑖𝑚𝑎𝑔𝑒. A minimum envelop bounding box are 
obtained and segmented. A semantic segmentation approach, CRFASRNN (Zheng et 
al., 2015), is utilized to segment vehicles out of the background in the detected 
bouding boxes. The segments are then refined using the matting technique proposed 
by Levin et al. (2008). As shown in Fig.3 (a), the green rectangles are bounding boxes 
of detected vehicle, and the blue dashed rectangles are merged bounding boxes. Fig.3 
(b) shows an example of avehicle candidate area. The segmentation result and 
refinement result are shown in Fig.3 (c) and Fig.3 (d). 
(a)
(b) (c) (d)
Bounding box Merged bounding box Semantic segmentation
 
Fig.3. Extraction of vehicle primitives in the panoramic image. (a) Vehicle detection using FASTER-RCNN. The 
green boxes are the detected areas of vehicles. The blue boxes represent the areas of merged overlapping bounding 
boxes, which are treated as one registration primitive. (b) A merged bounding box. (c) Semantic segmentation 
result in the merged bounding box. (d) Segment refinement result using the matting technique. 
(a)
(b)
(c)
(d)
(e)
 
Fig.4 Detection of candidate vehicles from point clouds. (a) Detected vehicle  in an image. (b) Projection of 
points onto the image rendered by intensity. (c) An original vehicle bounding box in the image. (d) The vehicle 
bounding box on the point cloud projection. (f) Expanded bounding box on the point cloud projection. 
 To find corresponding vehicles in the point cloud, points are projected onto the 
panoramic image using the initial associated EoPs. The points located in the detected 
bounding boxes from the image are labeled as candidate vehicle points. Due to the 
inaccurate initial EoPs, points of a vehicle candidate in the point cloud can fall out of 
the rectangle 𝑟𝑒𝑐𝑡𝑜𝑟𝑖𝑔𝑖𝑛 = {[𝑥, 𝑦]𝑇 , 𝑤, ℎ}. Thus, the rectangle 𝑟𝑒𝑐𝑡𝑜𝑟𝑖𝑔𝑖𝑛is expanded 
to 𝑟𝑒𝑐𝑡𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑 = {[𝑥, 𝑦]𝑇 , 𝑤 + 𝑑, ℎ + 𝑑}, where 𝑑 is the buffer size, which is set to 
45 pixels, as shown in Fig.4. As an example, Fig.5 (a) shows the result of corresponding 
vehicle detection in the point cloud by projecting points onto the ith panoramic image. 
(a)
(b)
(d)
(c)
(e)
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Fig.5 Vehicle extraction in the point cloud. (a) Bird’s eye view of vehicle candidates detected in the ith panoramic 
image. Each color shows candidate vehicle points selected in one bounding box. (b) Candidate points in the black 
box of (a). (c) Ground points elimination. Blue points are ground points and grey points are non-ground points. (d) 
3-d voxels of the non-ground points (One color means one super voxel). (e) Segmentation and determination of 
vehicle segments (One color means one merged segment. The segments in black boxes are the selected vehicle 
segments). (f) Vehicles extracted from the point cloud in the field of view of the ith panoramic image. 
The ground points of the candidate vehicle points are removed using the approach 
proposed by Hernandez and Marcotegui (2009) before the extraction of vehicle points 
as shown in Fig5(c). Then the method from Yang et al. (2015) is used to extract the 
vehicle points in non-ground points as follows: Firstly, 3-d voxels of the non-ground 
points are generated as shown in Fig5(d). Secondly, the 3-d voxels are segmented by a 
graph-based segmentation method (Felzenszwalb and Huttenlocher, 2004), where 
adjacent segments of planar geometric structure are merged according to the distance 
between their centroids. The merged segments are shown in Fig.5 (e). Thirdly, the 
following constraints are imposed to detect vehicle segment from the merged 
segments:  
(i) the length(𝑂𝐿), width(𝑂𝑊), and height(𝑂𝐻) of the merged segment should 
meet: 
𝑂𝐿 > 𝑇𝑙_𝑚𝑖𝑛&&𝑂𝐿 < 𝑇𝑙_𝑚𝑎𝑥, 
𝑂𝑊 > 𝑇𝑤_𝑚𝑖𝑛&&𝑂𝑊 < 𝑇𝑤_𝑚𝑎𝑥, 
𝑂𝐻 > 𝑇ℎ_𝑚𝑖𝑛&&𝑂𝐻 < 𝑇ℎ_𝑚𝑎𝑥,                 (14) 
where, 𝑇𝑙_𝑚𝑖𝑛, 𝑇𝑙_𝑚𝑎𝑥, 𝑇𝑤_𝑚𝑖𝑛, 𝑇𝑤_𝑚𝑎𝑥, 𝑇ℎ_𝑚𝑖𝑛, 𝑇ℎ_𝑚𝑎𝑥 are all size parameters;  
(ii) at least 𝑇𝑁 planar segments should be included in one merged segment. 
As shown in Fig.5 (e), segments in black box are the selected vehicle segment. 
Fig.5 (f) shows vehicles extracted from a point cloud in the field of view of the ith 
panoramic image. 
Once the vehicles in the point clouds are detected and segmented, the projected 
region of each detected vehicle segment on the panoramic image is calculated. Let the 
area of one image primitive ρ𝑖𝑚𝑎𝑔𝑒 be 𝑆𝑖𝑚𝑎𝑔𝑒 and the projected area of 
corresponding vehicle segment in the point cloud be 𝑆𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑒𝑑. If a vehicle point 
segment and an image primitive are one plausible primitive pair, the following 
constraint must be met: 
 
|𝑆𝑖𝑚𝑎𝑔𝑒−𝑆𝑖𝑚𝑎𝑔𝑒|
𝑆𝑖𝑚𝑎𝑔𝑒
< 𝑇𝑎𝑟𝑒𝑎,                    (15) 
where 𝑇𝑎𝑟𝑒𝑎 is a threshold of the overlapping percentage. If the vehicle point segment 
is not satisfying the overlapping constraint (15), there are two possibilities: i) there are 
false detections in the point cloud vehicle detection step, ii) the detected vehicle is not 
parked so it will have less or no overlap with the corresponding primitive in the image. 
In both cases, the detected vehicle will not be used as a registration pair. 
 All the parameters for vehicle extraction in the point cloud are detailed in Table.1. 
The vehicle size parameters are set approximately according to the general range of 
vehicles. As for the number of planar segments (𝑇𝑁) and area threshold (𝑇𝑎𝑟𝑒𝑎), they 
need to be set to relatively strict values to ensure that all the false primitive pairs are 
removed. 
 
Table.1 
Parameter specification 
 Threshold 
Minimum Length:𝑇𝑙_𝑚𝑖𝑛(m) 2.7 
Maximum Length: 𝑇𝑙_𝑚𝑎𝑥(m) 5 
Minimum Width: 𝑇𝑤_𝑚𝑖𝑛(m) 1.5 
Minimum Width: 𝑇𝑤_𝑚𝑎𝑥(m) 3 
Minimum Height: 𝑇ℎ_𝑚𝑖𝑛(m) 1.5 
Maximum Height: 𝑇ℎ_𝑚𝑎𝑥(m) 5 
Minimum number of planar: 𝑇𝑁 3 
Area threshold: 𝑇𝑎𝑟𝑒𝑎 0.2 
 
3.4 Fine registration by optimizing compensatory translation 
 The EoPs of panoramic images obtained in the initialization step are further 
improved by using the primitive pairs extracted in the above extraction step to 
estimate the accurate compensatory translation ?̃?. Since not all panoramic images 
contains vehicles, those in which a vehicle can be detected is defined as key-frame. 
For each key-frame, a corresponding compensatory translation ?̃? can be optimized 
by maximizing the overlapping area of primitive pairs in the key-frame and the point 
cloud. Then an averaging strategy has been developed to discard wrong translations 
by calculating the means of correct translation vectors. 
Let 𝐵(𝑘) denote a binary image, which has the same image size as the kth 
panoramic image. In 𝐵(𝑘), a pixel value of 1 indicates that the pixel belongs to a 
vehicle segment, and 0 otherwise. And let 𝐵(?̃?) denote another binary image that 
shows the projected vehicle segments from the point cloud according to the 
compensatory translation ?̃?. As shown in Fig.8 (a), the purple segment 
represents 𝐵(𝑘), and the grey segment depicts𝐵(?̃?). Ideally, if the ?̃? is accurate, 
then 𝐵(𝑘) and 𝐵(?̃?) are equal. Therefore, the goal is to minimize the difference 
between 𝐵(𝑘) and 𝐵(?̃?). Then, the cost function to be optimized can be written as 
follow: 
J(?̃?) ≔ ‖𝐵(𝑘) − 𝐵(?̃?)‖0                       (16) 
where, ‖ ∙‖0is the L0-norm, counting the different pixels between 𝐵(𝑘) and 𝐵(?̃?). 
 The above nonlinear cost function is a non-convex optimization problem. Itis easy 
to fall into a local optimal solution or causes divergence using numerical solving 
methods, such as gradient descent. But it can be assumed that the values in vector ?̃? 
must be in a small range as the data are approximately aligned already. Based on this 
hypothesis, we use the genetic sampling algorithm named Particle Swarm Optimization 
(PSO) (Clerc and Kennedy, 2002) to search for the optimal solution of ?̃?.  
The PSO is a bionics algorithm imitating the foraging of a bird community for 
which each particle memorize their own and other particles’ states. Each particle moves 
in the solution space smoothly influenced by their own experience and the experience 
of others to obtain the global optimal solution.  For the ith particle, it has its current 
candidate solution ?̃?𝒊
𝑘   and its current velocity  𝒗𝑖
𝑘 . Meanwhile, it stores the best 
evaluation of the cost function up to the current generation k in ?̃?𝒊
𝑔
. All particles are 
influenced by the best evaluation ?̃?𝑔 up to the current generation k. In every generation 
k, the velocity of each particle is updated as follows: 
𝒗𝑖
𝑘 = 𝒗𝑖
𝑘−1 + 𝑐1𝑟1(?̃?𝒊
𝑔 − ?̃?𝒊
𝑘−1) + 𝑐2𝑟2(?̃?𝑔 − ?̃?𝒊
𝑘−1)         (17) 
where, 𝑐1, 𝑐2 are the coefficients of individual component and social component, 
and are set to 3.0 and 1.5 in all our experiments; 𝑟1, 𝑟2 are random variables with 
uniform distribution between 0 and 1. Its solution is updated according to 
?̃?𝒊
𝑘 = ?̃?𝒊
𝑘−1 + 𝛩𝒗𝑖
𝑘                       (18) 
𝛩 =
2
|2−𝑐1−𝑐2−√(𝑐1+𝑐2)2−4(𝑐1+𝑐2)|
                 (19) 
The search range of the optimization is restrained by limiting particles moving 
range in 0.5 meter around the initial value. An example of the optimization result is 
shown in Fig.8 (b). 
 
Fig.8. Estimation of ?̃? using the PSO. (a) Initial overlapping of primitive pairs, in which ?̃? is set 
to 0. (b) Optimized overlapping of primitive pairs, for which ?̃? is optimized based on the PSO. 
  After the estimation of translation vectors, each key-frame has a corresponding 
compensatory translation ?̃?, some of which may be obviously wrong due to ???. 
Inspired by the method proposed by (Brenner et al., 2008), a strategy has been 
developed to eliminate those incorrect translation vectors. First, the norm of each 
translation vector, 𝑑 = √?̃?𝑇 ∙ ?̃?, is calculated and clustered using k-means (Bhatia, 
2004). Second, the center of the largest class is obtained using a voting strategy 
(Fernandes and Oliveira, 2008; Habib et al., 2001), which generates the final accurate 
compensatory translation vector ?̃?. 
 
4 Experiments and analysis 
More than 10 kilometers mapping data were acquired in the campus of Wuhan 
University, China, by the Optech LYNX Mobile Mapper. Two study sites were chosen 
as shown in Fig.9. Table.2 lists the data specifications in the two studied areas. Both of 
them are typical urban scenes, containing a large number of vehicles, pedestrians, 
vegetation and buildings.  
 
Table.2 
Data specifications 
 Site 1 Site 2 
Number of panorama 80 259 
Resolution of panorama (pixel) 4096x2048 4096x2048 
Point density(pts/m2) 197 180 
Number of points 104,317,056 249,532,656 
Length(m) 500 1300 
 
 
Fig.9 Locations and point clouds of the two study sites. 
 
4.1 Registration results 
 Initialization of the EoPs 
Compensatory rotation of the registration model is estimated using GPS/IMU aided 
panoramic SfM. Fig.10 and 11 present the result of initialization in the study areas. The 
green squares are the centers of panoramic images after the GPS/IMU aided bundle 
adjustment, and the other points are feature points obtained by the SfM. Some 
corresponding photos of the scenes are shown in the figures too. 
 
Fig.10 GPS/IMU aided SfM of Site 1 
 Fig.11 GPS/IMU aided SfM of Site 2 
  
 Vehicle primitives extraction 
 Results of primitive pair extraction are shown in Fig.12. Fig.12(a) shows the 
primitives in the point cloud in study area 1, and vehicle segments are shown in 
Fig.12(b). Figs.12(c) and 12(d) show primitives in the point cloud in study area 2. 
Fig.12(e) shows the primitives in the panoramic image. Notice that there is a moving 
vehicle, whose corresponding vehicles in the point cloud are shown on the top right of 
Figs.12 (e) too. According to the proposed selection criterion on the overlapping area 
of a corresponding primitive pair, it will not be used for registration.  
(a) (b)
(c) (d)
(e)
 
Fig.12 Extraction of primitive pairs. (a) and (c) Primitives in point cloud in study area 1. (b) and (d) Details of 
segmented primitives (e) Primitives in the panoramic image. 
 
 Fine registration 
The compensatory translation ?̃?  is estimated based on maximizing the 
overlapping area of the primitive pairs. Examples of the registration results are shown 
in Fig.13. Using the accurate EoPs of panoramic images obtained by fine registration, 
the laser points are projected onto the panoramic images as shown in Fig.13(a). 
Meanwhile, the colored laser scanning points are shown in Fig.13(b). 
 
Fig.13 Examples of the accurate registration results. (a) Points projected onto panoramic images. (b) Colored point 
clouds. 
4.2 Registration error analysis 
To assess the proposed method, corresponding check points are manually selected 
from panoramic images and point clouds to compare three registration solutions, 
namely, the original EoPs from the pre-calibration, those obtained by the proposed 
initialization, and those by the proposed fine registration. The check points should be 
easily recognizable in the images as well as in the point clouds, e.g. building corners, 
vehicle wheel centers. Meanwhile, they should be evenly distributed over the 
panoramic image. The selected check points in the point cloud are back-projected onto 
the panoramic image, then the pixel offsets between laser scanning points and 
corresponding check points on the image are measured as the evaluation of the 
registration error. The registration evaluation is shown in Table.3. Fig.14 shows the 
distribution of the registration errors of the check points at both study sites. Fig.15 and 
Fig.16 are two examples of the three registration solutions. By comparing the back-
projection errors, it is evident that the EoPs obtained by the proposed initialization has 
higher accuracy than the original EoPs. The average pixel offsets are reduced to less 
than 10 pixels. It means that the proposed initialization method  ensures more accurate 
corresponding vehicle search in the point cloud. It was demonstrated that after the fine 
registration, the average offset was further reduced to about 3 pixels. 
 
Table.3 
Accuracy comparison between the direct geo-referencing and the proposed methods 
  Original EoPs  Proposed Initialization  Proposed Fine Registration  
 Error (pixel)  Error (pixel)  Error (pixel)  
 Average Max RMSE  Average Max RMSE  Average Max RMSE  
Site1  25.02  35.54  6.51  9.10 18.69 4.45  2.34 3.27  0.68  
Site2  25.81  38.29  7.55  9.54 19.49 4.55  2.19 3.51 0.69  
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Original EoPs Initialization Fine registration
Check Point Index
Check Point Index
 
Fig.14. Check point registration errors in study area 1 (top) and area 2 (bottom). 
 Fig.15. Registration comparison in study area 1. (a) Results of original EoPs. (b) Results of the proposed initialization. 
(c) Results of the fine registration. 
 
Fig.16. Registration comparison in study area 2. (a) Results of original EoPs. (b) Results of the proposed initialization. 
(c) Results of the fine registration. 
 5 Discussion 
5.1 Influence of the distribution and distance of registration primitives  
 In the proposed fine registration step, the PSO algorithm is utilized to optimize the 
compensatory translation ?̃? by maximizing the overlapping area between registration 
primitive pairs. In order to assess the effect of the distribution and distance of primitive 
pairs on the registration accuracy, perturbation is introduced to the accurate EoPs 
obtained by manual registration to simulate the cost function under different 
distributions and distances of primitive pairs. Firstly, a sample panoramic image is 
manually registered with the point cloud using selected corresponding points , and 4 
primitive pairs are selected as shown in Fig.18. Then, perturbation of translation is 
added to the ?̃? at 0.01m/step, and the cost functions under different perturbations using 
different primitive pairs are compared. The different uses of primitives are as follows: 
(a) using primitive pair 1; (b) using primitive pair 2; (c) using primitive pair 3; (d) using 
primitive pair 4; (e) using primitive pairs 1 ~ 4. The characters of primitive pairs are 
described in Table.4. Results of the perturbation analysis are shown in Fig.18. 
Table.4. Description of primitive pairs 
Index Direction（Degree） Distance to the panoramic camera
（Meter） 
1 136 5 
2 31 15 
3 -18 15 
4 -117 10 
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Fig.18. Groups of primitive pairs. 
(a) (b)
(c) (d)
(e)
 
Fig.19. Perturbation analysis. The vertical axis represents the cost function, and the unit is the pixel; the horizontal 
axis represents the disturbance value, and the unit is the perturbation step. The yellow, blue, and green lines depict 
the disturbances in the x-direction, y-direction, and z-direction, respectively. 
 Comparing the results of (a) and (d), the cost function of (a) has more obvious 
changes under different perturbations, which indicates that the closer the primitive pair 
is, the more contribution the pair has to the calculation of the compensatory translation 
?̃?. In the experiments of (a) and (d), the effect of the cost function in the y direction is 
greater than that in the x direction. On the contrast, the perturbations in the x direction 
contribute more to the cost function than those in the y direction when comparing (b) 
and (c). This is caused by the different distributions of primitive pairs. Because the 1st 
and 4th primitive pairs are located on both sides of the MMS, they are more sensitive to 
the disturbance in the forward direction (y direction); whereas the 2nd and 3rd primitive 
pairs are located in front of the MMS, so they are more sensitive to the side direction 
(x direction). The result of (e) demonstrates that if there are primitive pairs evenly 
distributed on the panoramic image, the PSO algorithm can converge at an optimal point 
to achieve an accurate registration. 
  
5.2 Influence of the quality of the registration primitive 
 It is apparent that the image segmentation quality will affect the registration results. 
To evaluate the robustness of the proposed method, evenly distributed noise points of 
different radiuses and gaps are added to the primitives in a panoramic image. Some 
examples of noise points of different noise levels are shown in Fig.19. Fig.20 illustrates 
the average error of check points under different noise levels. The registration results 
show that the proposed method is robust to the noise of segmentation in images. 
Although noise points with gap of 50 pixels and radius of 17 pixels are added, the 
proposed method can still achieve good registration accuracy. 
A comprehensive comparison of the average registration error under different 
conditions has demonstrated that the proposed method is robust to the quality of the 
registration primitives. The robust registration results achieved by the proposed method 
are attributable to the following factors. First, the proposed initialization of EoPs is 
reliable and produces an accurate compensatory rotation. Second, the proposed cost 
function for the fine registration is effective to refine the compensatory translation. It 
relies on maximizing the overlapping area of corresponding primitive pairs, which is 
robust to the noise of the segmentation results. 
(a)
(b)
(c)
(d)
 
Fig.19. Examples of generated noise points. (a) Primitives without noise points. (b) Noise points with gap of 50 
pixels and radius of 10 pixels. (c) Noise points with gap of 85 pixels and radius of 17 pixels. (d) Noise points with 
gap of 50 pixels and radius of 17 pixels. 
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Fig.20. Average registration error under different noise levels. The vertical axis represents the radius of noise 
points; horizontal axis represents the gap between noise points. 
 
5.3 Parameter sensitivity test 
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Fig.21.The number of extracted primitives using different parameters. The vertical axis represents the threshold of 
planer segments (𝑇𝑁); horizontal axis represents the area threshold (𝑇𝑎𝑟𝑒𝑎). 
 The proposed cost function optimization depends on the primitive extraction. So 
parameters of primitive extraction are can be influential. The vehicle size parameters 
are set according to the approximate general range of passenger vehicles, hence can be 
used without tuning. Only two parameters, the number of planar segments (𝑇𝑁) and the 
area threshold (𝑇𝑎𝑟𝑒𝑎) are left for determination. Therefore, we examined the influences 
of 𝑇𝑁 and 𝑇𝑎𝑟𝑒𝑎 by setting different values to test the sensitivity of the proposed 
extraction method. 50 primitive pairs are randomly selected from the experimental data, 
which contain five false matches. As a result, the false matches were successfully 
eliminated using all the tested parameters. The numbers of extracted primitives using 
different parameters are shown in Fig.21, and most numbers are greater than 30, which 
is more than sufficient. Therefore, the proposed method is not sensitive to the 
parameters and the range of appropriate parameters is large. A high number of 
extractions is not required by the optimization, so 𝑇𝑁 and 𝑇𝑎𝑟𝑒𝑎 are set to relatively 
strict values, 3 and 0.2, in our experiment to ensure the correctness of the primitive 
extraction. 
 
5.4 Deficiencies and future work 
 The automatic registration method proposed in this paper is suitable for urban 
scenes. As discussed in Section 5.1, the accuracy of the proposed method relies on the 
extraction of primitive pairs. Primitive extraction may fail due to semantic segmentation 
errors caused by pour illumination or occlusion as shown in Fig.22. These ‘false’ 
primitives will be removed in the process of primitive pair filtering, which will reduce 
the number of useful primitives. So a reasonable primitive extraction strategy to retain 
the primitive pairs is worth investigating. Meanwhile, in an urban scene, in addition to 
parked vehicles, other targets can also be used as registration primitives, such as 
buildings and traffic lanes. The use of different registration primitives might improve 
the robustness of registration, so the extraction of other registration primitives will also 
be explored to potentially improve the registration in the future. 
(a) (b)
Semantic segmantation  
Fig.22. Examples of failures in primitive extraction. The first row shows the candidate area of vehicle semantic 
segmentation, and the second row shows the results of semantic segmentation. (a) Segmentation error caused by 
pour illumination. (b) A partially occluded primitive. 
 
6 Conclusion 
Accurate registration between panoramic images and mobile laser scanning data is 
important for many urban mapping applications, such as object extraction, 3D 
reconstruction, 3D city change detection, etc. Due to unavoidable relative movement 
between different sensors, it is difficult to have accurate alignment between panoramic 
images and the point cloud. This paper proposed an automatic and marker-free method 
for accurate registration between a panoramic image sequence and mobile laser 
scanning data collected in urban areas. Firstly, the imperfect original EoPs obtained by 
pre-calibration is used to initialize the panoramic images by estimating the accurate 
relative orientation between the laser scanner and the panoramic camera using GPS and 
IMU aided panoramic SfM. Secondly, vehicles are treated as registration primitives, 
which are extracted from both panoramic images and point clouds. Finally, the relative 
translation between the laser scanner and the panoramic camera is refined by 
maximizing the overlapping area of corresponding primitive pairs based Particle 
Swarm Optimization (PSO). Comprehensive experiments have been carried to evaluate 
the accuracy and robustness of the proposed method. The results demonstrate that the 
method can achieve an accurate registration with an average registration error fewer 
than three pixels. The use of other registration primitives in urban scenes will be 
explored in the future to check whether the registration can be further improved. 
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