Abstract. The framework of Hessian discretisation method (HDM) for fourth order linear elliptic equations enables us to develop a study that encompasses numerous classical methods such as finite element methods (conforming and non-conforming), finite volume methods, and others such as methods based on gradient recovery operators. A generic error estimate has been established for the HDM in L 2 , H 1 and H 2 -like norms based on three properties in literature. In this paper, we derive improved L 2 and H 1 error estimates in the framework of HDM and apply it to various schemes. Since an improved L 2 estimate is not expected in general for finite volume method (FVM), here we consider a modified FVM by changing the quadrature of the source term and prove a superconvergence result for this modified FVM. We also show that the nonconforming Morley element fit into the framework of HDM.
Introduction
Let us consider the following fourth order model problem with clamped boundary conditions. where
is a bounded domain with boundary ∂Ω, f ∈ L 2 (Ω) and n is the unit outward normal to Ω. Furthermore, the coefficients a ijkl are measurable bounded functions which satisfy the conditions a ijkl = a jikl = a ijlk = a klij for i, j, k, l = 1, · · · , d. The weak formulation corresponding to (1.1) reads:
Find u ∈ V := H 2 0 (Ω) such that ∀v ∈ V , Ω AHu : Hv dx = Ω f v dx, (1.2) where A is the four-tensor with indices a ijkl , x = (x 1 , x 2 , ..., x d ) ∈ Ω, H is the Hessian matrix and P : Q denote the scalar product between the matrices P and Q. Let S d (R) be the set of symmetric matrices. We assume the existence of a fourth order tensor B such that for all ξ, φ ∈ S d (R), Aξ : φ = Bξ : Bφ. The transpose B τ of B is given by B τ = (b klij ), if B = (b ijkl ). Since B τ ξ : φ = ξ : Bφ, we obtain A = B τ B, where the fourth order tensors are interpreted as linear maps
As a result, we can rewrite the weak formulation (1.2) corresponding to (1.1) as Find u ∈ V such that ∀v ∈ V , a(u, v) = We assume in the following that B is constant over Ω, and that the following coercivity property holds:
Hence, the weak formulation (1.3) has a unique solution by the Lax-Milgram lemma. Note that we do not necessarily discretise the full Hessian matrix and this is the purpose of the introduction of the tensors A and B. An overview of the choice of B for biharmonic and plate problems can be found in [10] . Conforming finite element methods for (1.3) requires the approximation space to be a subspace of H 2 0 (Ω), which results in C 1 finite elements [6, 8, 27] . It causes some computational difficulties due to the complicated structure of the space. Another approach is to relax directly the continuity of the finite element space using non-conforming finite element methods [5, 6] . For an analysis of finite element approximation by a mixed method, see [4, 13] . A more detailed exposition of finite element methods (FEM), as well as references to the relevant literature, can be found in [1, 6, 21, 22, 24, 26, 28, 29] . Under regularity assumption on the solution u, it is well-known that the conforming and nonconforming finite element methods give a linear rate of convergence in H 2 -semi norm and quadratic rate of convergence (or better) in L 2 and H 1 -like norms. For example, the Argyris triangle, the Hsieh-Clough-Tocher triangle, Bogner-Fox-Schmit rectangle are conforming finite elements for which the result can be found in [6] . Error estimates for some nonconforming finite elements (ncFE) for the thin and very thin plate bending problems were studied in [21, 23, 25] and references therein. In [20] , a finite element approximation based on gradient recovery operator for a biharmonic problem using biorthogonal system has been studied, where the approximation properties of the gradient recovery operator ensure the optimality of the finite element approach. The main idea is that applying the gradient recovery operator enables us to re-differentiate function that was not differentiable, and hence we can define a Hessian matrix starting from just continuous P 1 function, see [18] [19] [20] for more details. Under the regularity assumptions, error estimate for the gradient recovery method between the gradient and the approximation of the gradient of a solution were investigated in [17, 30] and a quadratic order of convergence is established if the mesh is regular. A cell centered finite volume scheme for the approximation of a biharmonic problem with Dirichlet boundary conditions was proposed and analyzed in [12] , first on grids which satisfy an orthogonality condition known as ∆-adapted discretisations, and then on general meshes. This scheme is easy to implement and computationally cheap. If the solution u belongs to H 4 (Ω)∩H 2 0 (Ω), then [10, Theorem 5.3] provides an O(h 1/4 | ln(h)|) (in dimension 2) or O(h 3/13 ) (in dimension 3) error estimate for the finite volume (FV) scheme based on ∆-adapted discretisations in the HDM framework, where h denotes the mesh parameter. However, an O(h 2 ) superconvergence rate in L 2 norm has been numerically observed (see [10] ).
The concept of Hessian discretisation method comes from the Gradient discretisation method [9] for second order partial differential equations (PDE). The gradient discretisation method (GDM) provides generic error estimates in L 2 and H 1 norms for diffusion equations. An improved L 2 error estimate for the GDM has been derived in [11] . The Hessian discretisation method for fourth order linear elliptic equations is a unified framework based on the choice of a set of discrete space and operators which enables the convergence analysis of many different methods such as finite elements (conforming, non-conforming), finite volume method and others, such as methods based on gradient recovery operators. Hessian schemes are written in the discrete weak formulation by replacing the continuous space, function, gradient, and Hessian with their discrete ones. It is shown in [10] that three properties, namely coercivity, consistency, and limit-conformity, are sufficient to prove the convergence of Hessian schemes for linear elliptic problems. The framework of HDM enables us to develop one study that encompasses all aforementioned methods. The basic error estimates for these methods in the HDM framework have been provided in [10] . The goal of this paper is to extend these basic estimates.
In this paper, we derive in the framework of the Hessian discretisation method improved L 2 and H 1 error estimates for the numerical approximation of a fourth order linear elliptic equation with clamped boundary conditions and apply it to various schemes. In order to obtain an improved error estimate for Hessian schemes, we use the standard Aubin-Nitsche duality technique. Since such an improved L 2 estimate is not true in general for FVM even in the case of second order problems ( [11] and references therein), we design here a modified FVM by just changing the quadrature of the source term (right hand side in the Hessian scheme) and prove a superconvergence result for this modified FVM. It is interesting to notice that this simple modification of the HDM FV method gives a superconvergence that is not certain for the standard HDM FV method. A companion operator which maps the discrete space to the continuous space is needed to ensure the improved H 1 error estimate. We also show that the Morley nonconforming finite element method [6] fits into the framework of HDM.
The rest of this article is organised as follows. Section 2 briefly describes the Hessian discretisation method and states the basic error estimates. Some examples of HDM are presented in Subsection 2.1. The improved L 2 and H 1 estimates for HDM are stated in Section 3 and a modified FVM is designed. We follow the Aubin-Nitsche duality arguments to establish such an error estimate which involve an interpolant of the solution to (1.3). The numerical results for the gradient recovery method and modified FVM are presented in Section 4. Section 5 deals with the proof of the main results, improved L 2 and H 1 error estimates, that are stated in Section 3. Section 6 is an Appendix, that gathers various results: some technical results, the proof of the HDM properties associated with the Morley finite element method and the application of improved error estimates stated in Section 3 to various schemes. Note that the main results of this paper are stated in Theorems 3.1 and 3.3.
Notations. Let d be the dimension. For simplicity, we follow the Einstein summation convention unless otherwise stated. For a function ξ : Ω → S d (R), we set H : ξ = ∂ ij ξ ij . The tensor product a⊗b of two vectors a, b ∈ R d is the 2-tensor with coefficients a i b j . The Lebesgue measure of a measurable set 
The Hessian discretisation method
An HDM [10] is based on a set of four discrete components (a space and three reconstruction operators), referred to as a Hessian discretisation (HD). Once a Hessian discretisation is selected, the corresponding numerical scheme known as Hessian scheme (HS) consists in replacing the space and the continuous operators in the weak formulation (1.3) with these discrete components. We briefly present here the HDM for fourth order linear elliptic PDEs.
Definition 2.1 (B-Hessian discretisation). A B-Hessian discretisation for clamped boundary conditions is a quadruplet
is a finite-dimensional space encoding the unknowns of the method,
is a linear mapping that reconstructs a function from the unknowns,
d is a linear mapping that reconstructs a gradient from the unknowns,
is a linear mapping that reconstructs H B (= BH) from the unknowns. It must be chosen such that
where
2.1. Examples of HD. We briefly present here the examples of B-HD and we refer to [10] for a detailed analysis of these methods. Let us first set some notations related to meshes.
, where:
(1) M is a finite family of non empty connected polytopal open disjoint subsets of Ω (the cells) such that Ω = ∪ K∈M K. For any K ∈ M, |K| > 0 is the measure of K, h K denotes the diameter of K, x K is the center of mass of K, and n K is the outer unit normal to K. (2) F is a finite family of disjoint subsets of Ω (the edges of the mesh in 2D, the faces in 3D), such that any σ ∈ F is a non empty open subset of a hyperplane of R d and σ ⊂ Ω. Assume that for all K ∈ M there exists a subset F K of F such that the boundary of K is σ∈F K σ. We then set M σ = {K ∈ M ; σ ∈ F K } and assume that, for all σ ∈ F, M σ has exactly one element and σ ⊂ ∂Ω, or M σ has two elements and σ ⊂ Ω. Let F int be the set of all interior faces, i.e. σ ∈ F such that σ ⊂ Ω, and F ext the set of boundary faces, i.e. σ ∈ F such that σ ⊂ ∂Ω. The (d − 1)-dimensional measure of σ ∈ F is |σ|, and its centre of mass is x σ . 1 ERROR ESTIMATES FOR THE HDM 5
We assume that M satisfies usual regularity assumptions. That is, if ρ K = max{r > 0 : B(x K , r) ⊂ K} denotes the maximal radius of balls centred at x K and included in K, then there exists η > 0, independent of h, such that 
Examples of conforming finite elements include the Argyris and Hsieh-Clough-Toucher (HCT) finite elements, see [6] for details.
Non-conforming finite elements.
• the Adini rectangle: Assume that Ω can be covered by a mesh M made up of rectangles. • the Morley element: We show here that a classical nonconforming FEM, the Morley element [6] , can be recast in the Hessian discretisation method with d = 2 for simplicity. For K ∈ M with vertices a 1 , a 2 , a 3 , let a 12 , a 23 and a 13 denote the midpoint of the edges opposite to the vertices a 3 , a 1 and a 2 , respectively (see Figure 1 , right). We denote the set of internal vertices of M (resp. vertices on the boundary) by V int (resp. V ext ). The Morley finite element is a triplet (K, P K , Σ K ) where
• K is a triangle,
, space of all polynomials of degree ≤ 2 in two variables defined on K (dim P K = 6), • Σ K denote the degrees of freedom given by:
Let P 2 (M) denote the space of all polynomials of degree ≤ 2 in two variables defined on M and let the jump of a function w be given by
Then the nonconforming Morley element space associated with the mesh M is defined by
We now describe the B-Hessian discretisation associated with the Morley element. 
is the broken Hessian.
The following theorem verifies the properties of the B-Hessian discretisation ((2.4)-(2.6)) for the Morley element. These help in establishing the convergence of the scheme as described in Theorem 2.5. The proof of the following theorem is provided in Section 6, Appendix.
Theorem 2.4. Let D be a B-Hessian discretisation for the Morley element in the sense of Definition 2.3. Then, there exists a constant C, not depending on D, such that
Method based on Gradient Recovery Operators. We consider here a scheme based on a gradient reconstruction using biorthogonal system inspired by [20] . To fix the basic ideas of this scheme, let V h be an H 1 0 -conforming finite element space which contains the piecewise linear functions and let u h ∈ V h . We take its gradient ∇u h , however, the second derivative of u h is not well-defined. To this end, we consider a gradient recovery (GR) projection operator Q h : L 2 (Ω) → V h (see, e.g., [10, Section 4.2] for a GR operator based on biorthogonal systems). This gives Q h ∇u h ∈ P 1 , which is differentiable and hence the second derivative of u h is expressed in terms of ∇Q h ∇u h . In order to ensure the coercivity property of this reconstructed Hessian, we consider a stabilisation function
specific design properties (see [10] ). Let I h :
2.1.4.
Finite volume method based on ∆-adapted discretisations. We focus here the finite volume scheme from [12] for the biharmonic problem on ∆-adapted meshes, that is, for all σ ∈ F int with M σ = {K, L}, the straight line (x K , x L ) intersects and is orthogonal to σ, and for all σ ∈ F ext with M σ = {K}, the line orthogonal to σ going through x K intersects σ. Since we consider H B = ∆ in this method, one possible choice of B is therefore to set Bξ =
Id for ξ ∈ S d (R) (where Id is the identity matrix). This method requires only one point
the two adjacent control volumes such that the unit normal vector n σ is oriented from
For all σ ∈ F ext , we denote the control volume K ∈ M such that σ ∈ F K by K σ and we define n σ by n K,σ . Let
The discrete gradient ∇ D v D is defined by its constant values on the cells.
The discrete Laplace operator ∆ D is also defined by its constant values on the cells.
We then set H
Id.
Basic error estimates.
Given a Hessian discretisation D, the accuracy of a Hessian scheme is measured by three quantities. The first one is a constant, C B D , a measure of coercivity, which controls the norm of Π D and ∇ D .
The second measure involves an estimate of the interpolation error in the finite element framework, called the consistency in the framework of the HDM.
(2.5) Finally, we measure the limit-conformity by defining
We use the following notation.
X Y means that X ≤ CY for some C depending only on Ω and an upper bound of
The following error estimate is established in [10, Theorem 3.6]. 
where 
error estimate for the Hessian scheme based on the Hessian discretisation. Also, plugging the result obtained from Theorem 2.4 in Theorem 2.5 gives linear order of convergence for the Morley scheme.
Main results: Improved L
2 and H 1 error estimates
We state improved L 2 and H 1 error estimates for HDM in this section. The proofs of the results are presented in Section 5. We also apply the result to the methods listed in Section 2, that is, FEM, method based on GR operators and slightly modified FVM (see Definition 3.6). In order to state an improved error estimate for Hessian schemes, we use the standard Aubin-Nitsche duality argument. For that, let us define the adjoint problem of (1.3), and consider its approximation by a Hessian scheme.
The weak formulation for the dual problem with source term g ∈ L 2 (Ω) is:
Find ϕ g ∈ V such that, for all w ∈ V , a(w, ϕ g ) = (g, w).
The Hessian scheme corresponding to (3.1) is stated as:
Theorem 3.1 (Improved L 2 error estimate for Hessian schemes). Let u be the solution to (1.3). Let D be a B−Hessian discretisation in the sense of Definition 2.1, and let u D be the solution to the Hessian scheme (2.1). Define
and let ϕ g be the solution to (3.1). To establish an improved H 1 error estimate, let us consider the following dual problem of (2.1).
The weak formulation for the dual problem with source term q ∈ H −1 (Ω) is stated as:
Find ϕ q ∈ V such that, for all w ∈ V , a(w, ϕ q ) = (q, w). 
We now assume the existence of an operator E D which maps the discrete unknowns to the continuous space of functions. This operator plays a central role in the H 1 error estimate analysis for HDM. 
can be made small along a sequence of Hessian discretisations.
For example, an explicit companion operator is well known for the Morley element, with ω D = O(h), see [3] .
Theorem 3.3 (Improved H 1 error estimate for Hessian schemes). Let u be the solution to (1.3). Let D be a Hessian discretisation in the sense of Definition 2.1 and u D be the solution to the Hessian scheme (2.1). Assume that there exists a companion operator E D in the sense of (3.7) and define
Assume that the solution to (3.4) satisfies ϕ q ∈ H 3 (Ω)∩H 2 0 (Ω) and choose
D is defined by (3.5), and W B D is defined by (3.6). Remark 3.4. The companion operators actually come with the estimates on function given by (3.7), gradient and Hessian ( see e.g., [3] ). The estimates on gradient and Hessian are not needed in the error analysis and hence we leave them undefined.
We now turn to the application of these theorems to various schemes described in Section 2.1. The proof of Propositions 3.5, 3.7 and 3.8 are given in Section 6, Appendix.
Proposition 3.5. Let u be the solution to (1.3) and u D be the solution to the Hessian scheme (2.1). Then, there exists a constant C > 0 not depending on M such that
• For the lower order conforming finite elements, under regularity assumption
• For non-conforming (the Adini rectangle and the Morley triangle) finite elements and gradient recovery methods, it holds that
(Ω). Since the super-convergence is not known in general for two point flux approximation (TPFA) for second order problems, it is expected that the same issue occurs for the FVM mentioned in Section 2.1.4. In order to obtain an improved result, we follow the ideas developed in [11, Section 4] for GDM. For that, set
We now define a slightly modified HDM for FVM based on ∆-adapted discretisations.
) be a B− Hessian discretisation in the sense of Definition 2.1 for FVM given in Section 2.1.4.
, where the reconstruction function Π D * is defined by
with
The Hessian scheme corresponding to the modified FVM B−HD D * in the sense of Definition 3.6 is given by (2.1), in which only the right hand side is modified. Thus, the modified FVM has the same matrix as the original FVM.
Consider now a superadmissible mesh in the sense of [9, Lemma 13.20], i.e. for σ ∈ F int with M σ = {K, L}, the straight line (x K , x L ) intersects σ at x σ (similarly on the boundary). 
where C > 0 is independent of h.
Recalling Remark 2.6, we see that these rates are an improvement
The following proposition talks about the discrete H 1 error estimate for lower order conforming and non-conforming FEM. • For non-conforming (the Adini rectangle and the Morley triangle) finite
Remark 3.9. The construction of a companion operator E D for the method based on gradient recovery operator with ω D small enough is an open problem. In numerical test for FVM, the H 2 and H 1 estimated rates of convergences appear to be both of order 1 ([10, Section 6]). This seems to indicate that we cannot expect an improved estimate in H 1 norm compared to the estimate in energy norm. Hence, the FVM method is probably not amenable to an application of Theorem 3.3 (which is an indication that there might not exist, for this method, a proper companion operator).
Numerical Results
The results of the numerical experiments for the GR method and the modified FVM are presented in this section. To this end, we consider the biharmonic problem ∆ 2 u = f on Ω with clamped boundary conditions. Let the relative errors in L 2 (Ω), H 1 (Ω) and H 2 (Ω) norms be denoted by
4.1. Gradient Recovery Method. The finite element space V h consists of piecewise linear polynomials, which are continuous over Ω and have a zero value on ∂Ω.
We refer the reader to [19] for implementation procedure. To determine the effect of the stabilisation function S h on the results, we multiply it by a factor ρ that takes the values 0.001, 1, and 10. Figure 2 shows the initial triangulation of a square domain and its uniform refinement. In this example, we choose the right hand side load function f such that the the exact solution is given by u(x, y) =
The computed errors and orders of convergence in the energy, Figure 2 . Initial triangulation and uniform refinement of square domain
and L 2 (Ω) norms with ρ = 1 are shown in Table 1 . As seen in the table, we obtain linear order of convergence in the energy norm and quadratic order of convergence in L 2 norm, which agrees with the theoretical result in Proposition 3.5. Using gradient recovery operator, a quadratic rate of convergence is obtained in the H 1 norm. As mentioned in Remark 3.9, though there is a difficulty of constructing a proper companion operator and hence improved H 1 theoretical rate of convergence are not obtained, we observe that the numerical rates in H 1 norm are better. Constructing an appropriate companion operator is a problem for future study. More examples with different values of ρ can be found in [10, Section 6] . Note that Proposition 3.5 theoretically justifies the improved L 2 estimates obtained numerically in [10] . Figure 3 shows the initial triangulation of a L-shaped domain and its uniform refinement. The source term f is chosen such that the model problem has the following exact singular solution [15] : where (r, θ) denote the polar coordinates, γ ≈ 0.5444837367 is a non-characteristic root of sin
2 , and g γ,ω (θ) This example is particularly interesting since the solution is less regular due to the corner singularity. The errors and rates of convergence are reported in Tables 2-4 respectively. The domain Ω being nonconvex, we expect only suboptimal orders of convergence in the energy, H 1 and L 2 norms, and this can be clearly seen from the tables. It can be seen that the stabilisation parameter ρ has a very small impact on the numerical results.
4.2.
Modified Finite Volume Method. The numerical tests for FVM dicussed in Section 2.1.4 are performed in [10, Section 6] . In this section, three numerical experiments that justify the theoretical result in Proposition 3.7 for modified FVM are presented. We conduct the test on a series of regular triangular meshes (mesh1 family) taken from [16] over the unit square Ω = (0, 1)
2 . The orthogonality property is satisfied with the point x K ∈ K chosen as the circumcenter of K. In order to obtain err D (u), we therefore use a skewed midpoint rule, where we consider the circumcenter of each cell instead of its center of mass. 
The error estimates and convergence rates in the energy, H 1 and H 2 norms are presented in Table 5 . We obtain a quadratic (or slightly better) rate of convergence in L 2 norm, linear rate of convergence is H 1 norm and sub-linear rate of convergence in H 2 norm. Note that the numerical test provides better result compared to the theoretical result, see Proposition 3.7. The numerical results for modified FVM are similar to those for the FVM (see [10, Section 6]). Table 6 , are similar to those obtained for Example 1. 
Proof of the main results
The proof of the main results stated in Section 3 are provided in this section. In Subsection 5.1, we prove the improved L 2 estimate and Subsection 5.2 deals with the proof of improved H 1 estimate.
5.1.
Proof of the improved L 2 estimate. To prove Theorem 3.1, we shall make use of the following Lemma, which talks about the error associated with the continuous bilinear form a(·, ·) and discrete bilinear form a D (·, ·).
, the following holds:
Proof. Using the definitions of a(·, ·) and a D (·, ·) given in (1.4) and (2.2) and rearranging terms, we obtain
T 1 can be estimated using integration by parts twice and (2.7).
where we have used the fact that A = B τ B. Hence, by the Cauchy-Schwarz inequality, this gives
A use of the Cauchy-Schwarz inequality leads to an upper bound for the term T 2 as
The term T 3 is estimated exactly as T 1 interchanging the roles of (ψ, ψ D ) and (φ, φ D ), which leads to
A substitution of the estimates (5.4)-(5.6) into (5.3) leads to (5.1).
We are now in a position to prove the main result given by Theorem 3.1. Note that the proof is obtained by modification of the arguments of [11, Theorem 3.1] in the GDM framework to that of HDM.
Proof of Theorem 3.1. Choose w = u in (3.1) and
. Since u and ϕ g both belong to H 2 0 (Ω) with
(Ω), a use of (5.1) in (5.7) leads to
Let us first consider the term T 1 . A use of (5.1), (3.1) with w = u, (3.2) with w D = P D u and the Cauchy-Schwarz inequality yields
We now turn to T 2 . Introducing the terms
Since H : AHu = f , using (2.7) yields
Therefore, applying (2.6), the Cauchy-Schwarz inequality, (2.10), triangle inequality and (2.9), we see that
The term T 2,2 is similar to T 1 , upon swapping the primal and dual problems, that
. Hence, from (5.9), we see that
Combining (5.11) and (5.12) into (5.10) leads to
A substitution of (5.9) and (5.13) in (5.8) leads to
where we have used the fact that g = 1. Finally, using the definition (5.
(Ω), we obtain (3.3) and thus the proof is complete.
Proof of the improved H
1 estimate.
Proof of Theorem 3.3. A use of triangle inequality leads to
, triangle inequality and (2.9), we infer
A use of integration by parts, (3.6), (3.5), the Cauchy-Schwarz inequality, (3.7) and the triangle inequality yields
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Let us now estimate T 2 given by (5.16). Simple manipulations leads to
Integration by parts, (3.6) and the Cauchy-Schwarz inequality leads to an estimate of T 2,1 .
Applying Cauchy-Scharwz inequality and (2.9), we obtain (2.7) and (2.1) with v D = P D ϕ q , the term T 2,3 can be estimated as 
A use of the apriori bound for the dual problem ϕ q H 3 (Ω) 1 yields
A substitution of (5.24) into (5.15) yields an estimate on
) which when plugged on (5.14) gives
(Hu, P D ϕ q )| and this completes the proof.
Appendix
In this section, we present the proofs of Theorem 2.4 as well as Propositions 3.5, 3.7 and 3.8. This is followed by some technical results. In the sequel, we will use a generic constant C, which will take different values at different places but will always be independent of the mesh size h.
Proof of the HDM properties for the Morley element.
Proof of Theorem 2.4. We begin the proof with a preliminary step. Set 
We are now ready to prove the HDM properties for the Morley element stated in Theorem 2.4.
• Coercivity: Since Π D v D = 0 at the face vertices for any v D ∈ X D,0 and ∇ D v D = 0 at the edge midpoints, using Lemma 6.2 (Appendix) twice and the coercivity property of B, we obtain
• Consistency: Consistency follows from the almost-affine property of the family of Morley element [6, Chapter 6] 
where C > 0 is independent of M. Therefore, we obtain S
where n K is the outer unit normal to the boundary ∂K of K. For all K ∈ M and for any σ ∈ F K , we denote by n K,σ the unit vector normal to σ outward K. For all σ ∈ F, we choose an orientation (that is, a cell K such that σ ∈ F K ) and we set n σ = n K,σ . Then
We denote by ξ σ the average of ξ over σ ∈ F.
Then, we infer for the first term on the right hand side of (6.4),
A use of the Sobolev imbedding H 2 (Ω) → W 1,∞ (Ω) and Lemma 6.1 leads to
Applying the discrete trace inequality for L 1 (see [7, Lemma 1 .52]), the CauchySchwarz inequality and (1.5), we obtain
where C > 0 denotes a generic constant that can change at each line, but depends only on Ω, A and η.
We now turn to the second term on the right-hand side of (6.4).
A use of (6.1) and (6.2) leads to
Following the same steps as in (6.5), we obtain
where C > 0 depends only on Ω, A and η. Combining (6.5) and (6.6) in (6.4) yields
Hence, the proof is complete.
6.2. Proof of Proposition 3.5.
• Conforming FEM. From [6, Chapter 6] , it follows that the classical interpolant
(Ω), using an integration by parts, the limit-conformity measure vanishes, that is, W B D = 0. Following Remark 2.6, under regularity assumptions, Theorem 3.1 then gives a quadratic rate of convergence for the lower order conforming FEM.
• Nonconforming FEM: the Adini rectangle. Let ψ ∈ H 4 (Ω) ∩ H 2 0 (Ω). The interpolation properties of the Adini rectangle has been analyzed in [6] and is given by
Introducing the term (H : Aξ)ψ, using the Cauchy-Schwarz inequality and the approximation property of P D , we obtain
Applying integration by parts twice, it follows that
A use of the Cauchy-Schwarz inequality and approximation property of P D leads to
Thus, from Remark 2.6 and Theorem 3.1, we deduce an O(h 2 ) convergence result for the Adini rectangle.
• Nonconforming FEM: the Morley triangle. The Morley interpolation operator defined in [6] gives, for any
Proceeding as in the proof of limit conformity W B D (ξ, P D ψ) for the Adini's rectangle (with Π D P D ψ − ψ ≤ Ch 3 ), from (6.10), we arrive at
Let ξ K be the average value of ξ on the cell K ∈ M. By the mesh regularity
.g., [9, Lemma B.6] ). Introducing ξ K in the above inequality, the Cauchy-Schwarz inequality and using the approximation property of P D , we find
(Ω) and ξ ∈ H 2 (Ω) d×d . Combining Remark 2.6 and Theorem 3.1, we obtain the required result.
• Gradient recovery method.
(Ω). The estimates of interpolant P D for the gradient recovery method has been done in [10, Theorem 4.3] and is given by
Note that for the GR method, 
(Ω), integration-by-parts, the Cauchy-Schwarz inequality and the approximation property of P D show that
To estimate A 2 , we shall make use of the orthogonality property of the stabilisation function. For all K ∈ M, denoting by
where the orthogonality is understood in L 2 (K) d×d with the inner product induced by ":". Let ξ K denote the average of ξ over K ∈ M. Since the finite dimensional space V h contains the piecewise linear functions, ∇V h (K) contains the constant vector-valued functions on K and thus, by the orthogonality condition, the CauchySchwarz inequality, S h , the triangle inequality and the approximation properties of the interpolant,
Therefore, we obtain W
The proof is complete by recalling Remark 2.6 and Theorem 3.1.
Proof of Proposition 3.7.
As a consequence of Stokes' formula, we have for K ∈ M, σ∈F K |σ| n K,σ = 0 (see the proof of [9, Lemma B.3]). A use of (3.8) and the superadmissible mesh condition
leads to
Using the definition of D * , the above relation between ∇ K and ∇ D , and (2.4), we obtain 
) error estimate can be obtained for the Hessian scheme based on modified FVM HD D * . Note that to prove the error estimates for original HDM, the interpolation is constructed by solving a TPFA scheme for second order problem, i.e, by considering |K|∆ K P D φ = K ∆φ dx for φ smooth enough and K ∈ M. To preserve a superconvergence for this, the idea is to construct P D * φ by solving the modified TPFA scheme, where Π D is replaced by Π D * . Since TPFA and Hybrid Mimetic Mixed (HMM) schemes are the same on superadmissible meshes ([9, Lemma 13.20]), from [11, Theorem 4.6] , we obtain The second term on the right-hand side of the above inequality can be estimated by considering the projection of Bξ on piecewise constant functions on the mesh M. Let Bξ K be the projection of Bξ on K ∈ M. Since ∆ D P D * φ is the projection of ∆φ on piecewise constant functions on M (that is, |K|∆ K P D * φ = K ∆φ dx), a use of the orthogonality property of the projection operator, the Cauchy-Schwarz inequality and the approximation property leads to • Non-conforming FEM: the Adini rectangle. The estimate ω D = O(h) for a companion operator which maps the Adini rectangle to the Bogner-Fox-Schmidt rectangle [6] has been done in [2] . For χ ∈ H div (Ω) d and v D ∈ X D,0 , cellwise integration-by-parts yields The proof is complete by invoking Remark 2.6, Proposition 3.5 and Theorem 3.3.
• Since w (x σ ) = 0 for all σ ∈ F, by the Poincaré inequality along an edge in L 2 norm, we obtain
(6.23) Let σ ∈ F int be such that M σ = {K, L}. Using (6.23) and the trace inequality (see [7, Lemma 1 .46]), we infer that 24) where C tr depends only on k and mesh regularity parameter η. A use of (6.24) in (6.22) leads to
where C > 0 depends only on Ω, k and η. Using the fact that w ≤ C w dG (see [7, Theorem 5 .3]), we infer w ≤ C ∇ M w .
