I. INTRODUCTION
Ethernet has become a dominant technology and it is now a universal communication interface more than just an access technology. Its low cost, high data rates, low complexity and simple maintenance offer Network Providers a good opportunity for using Ethernet data networks at very large scale replacing the existing ATM/SONET or IP networking [1] .
Ethernet was originally designed for LANs without very strict requirements. But using it as a carrier-grade technology represents a new application that leads to new requirements. These networks are larger, with higher redundancy and managed (no best-effort any more). Moreover, differentiation of services must be offered to allow for capacity limitations, different response time for different flows, or to consider privacy and security aspects. In addition, a quick recovery time in case of failure is required (current providers SLA state a maximum time of 50ms).
Besides, there are other aspects that are of Providers interest. For instance, a low management complexity is desired in order to avoid difficult maintaining tasks and to reduce the potential amount of configuration mistakes. Ethernet's plug'n'play is a key feature in this aspect.
Providers have already started deploying Ethernet technology in their networks. The simplest option is to implement Ethernet on top of other technologies (SDH, Copper or HFC) but the performance is not optimized [2] . An emergent approach is to deploy a GMPLS-based control plane to manage the Ethernet network [3] but it introduces the management complexity mentioned before.
Another option is to extend Ethernet Bridging in order to satisfy the needed requirements. Bridging is strongly linked to Ethernet and its design has always been optimized for this technology. We think it is the best direction to take because it represents the natural evolution of the technology. Moreover, it keeps the original essentials of Ethernet such as low complexity or plug'n'play.
Ethernet Bridging provides the connectivity extension required to overcome the distance and performance limitations of a single network segment (a LAN). It is basically the interconnection of such segments through a multi-hop network formed by bridges [4] . It is plug'n'play because the configuration needed to run (principally forwarding tables) is learned from the same network operation. However, this learning feature requires a loop-free network (only a single path between every node pair is allowed). Since redundancy is common in most network deployments, loops usually exist. The Spanning Tree Protocol (STP) avoids them by creating a logical tree-shaped topology on top of the physical one (note a tree has not loops). It elects some of the network links for communication, those belonging to the tree, and blocks the rest. In order to avoid data frames encounter temporary loops, the communication is stopped until the protocol has not configured the tree.
The original IEEE STP standard has suffered several evolutions in order to overcome its drawbacks as new applications for Ethernet Bridging appeared. STP has a very slow configuration time (50sec). The Rapid STP addresses this recovery issue reducing it to the order of a few seconds (still far from the required 50ms). Another disadvantage is that the utilization of a single tree only allows for communication through those links that belong to the tree. Consequently networks can not take advantage of its redundancy. This low efficiency is solved by the Multiple STP: a framework to segregate different VLAN traffic into different trees. Another weak point is the configuration of sub-obtimal paths to communicate between most of the network nodes. In a tree, the path between the root and any other node (a tree-branch) is a shortest path. However, the path between two nodes in different branches is not the optimal one. The IEEE Shortest Path Bridging (SPB) configures as many trees as nodes in the network so as to obtain a shortest path communication. This last is still under discussion in the IEEE 802.1.
All IEEE evolutions follow the trivial steps and are focused on extending the features of the single tree by including additional configuration. There are other approaches that apply different bridging techniques like multiple trees managed by a centralized server [5] , routed paths [6] [7] or turn prohibition algorithms [8] . None of them complies with all bridging features of simplicity and automatic configuration.
Our approach is based on defining an improved type of topology (improved tree) that provides total connectivity to the network and meets the stated requirements: recovery time below 50ms, path optimality, redundancy utilization and different path selection based on node or link capabilities. The rest of this document includes the initial steps of this study.
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II. ANALYSIS OF THE TREE CONSTRUCTION
This first phase focuses on the study of the STP behavior and the characterization of the time it takes to configure the tree (convergence time). A rigorous study of the algorithm and a simulation model in ns-3 [9] are the basic methodological elements of this part.
The STP and its evolutions use a distance-vector algorithm to compute the paths that form the tree [10] . Note that a tree has a root node that connects to the rest through the tree branches. The tree creation process is based on an exchange of messages between network nodes. The nodes send messages claiming to be the root of the tree. However, only the node with the lowest id will really become the unique root. The messages that start at the root are forwarded at every hop while others' messages are discarded and hence not forwarded. It can be seen as a set of concentric wavefronts around each node advancing through the network where the root wavefront always beats all the others. A node realizes about the real root when it receives a message started in the root node. Thus, when the root messages get to all nodes, they all know who is the root and the path to it (through the port where the message is received). This allows them to create the tree branches. At this point the tree is fully configured and communication can be activated again. For further details see [11] .
The most important conclusion is that the theoretical convergence time depends on the length of the path from the root to the furthest node. The feasibility of this theoretical bound depends on detecting the final state when the root message is totally propagated. However, it is not easy to detect the completion of the tree to stop the algorithm as all nodes operate distributed with minimal state. STP avoids additional state using timers. These timers need to be set up to very large values for proper operation under any network scenario resulting in delays so large that convergence time is the same regardless of the physical network.
Results in [11] show that a 4-degree network topology (each node has a maximum of 3 neighbors) could increase up to 4-million nodes and still converge in 50ms. On the other hand, STP would be limited to 400 nodes in the same scenario.
III. MULTIPLE TREES SUPERPOSITION STUDY
While the previous phase is focused on the process that configures the tree, the objective of this second one is to devise the shape of the improved topology.
Our approach is based on the study of how different trees can be superposed and which properties can be derived. The idea is to allow the configuration of multiple trees but minimizing the total amount of state required to maintain them. Basically, we envision that some branches may coincide in different trees and hence these can be somehow shared.
In order to carry out the first tests the simulation in [9] has been extended to support several tree instances in the same network. At every execution, a tree rooted at each network node is configured (as many trees as nodes). The superposition between these different trees is analyzed. Table I includes the level of superposition (fourth column) when comparing different number of trees (second column) in a 4-degree topology of different size (first column). Third column includes all possible combinations of tree comparisons for each case. Note that the superposition level is the average value of all possible combinations.
The level of superposition is obtained as follows. Each tree instance has a set of links that belong to the tree and a set that do not (as previously said the STP blocks those links not belonging to the tree). The number of tree links that coincide in all compared trees over the total number of links is the superposition level.
This preliminary results show a very high level of superposition that we are currently characterizing. We plan to exploit this high level of superposition to design the necessary extensions of STP.
