Yang-Mills theory in (2+1) dimensions: a short review by Nair, V. P.
ar
X
iv
:h
ep
-th
/0
20
40
63
v1
  7
 A
pr
 2
00
2
CCNY-HEP-01/09
Yang-Mills theory in (2+1) dimensions: a short
review
V. P. NAIR
Physics Department
City College of the CUNY
New York, NY 10031
E-mail: vpn@sci.ccny.cuny.edu
Abstract
The analysis of (2+1)-dimensional Yang-Mills (YM2+1) theory via the use
of gauge-invariant matrix variables is reviewed. The vacuum wavefunction,
string tension, the propagator mass for gluons, its relation to the magnetic
mass for YM3+1 at nonzero temperature and the extension of our analysis to
the Yang-Mills-Chern-Simons theory are discussed. (Talk given at the Light-
cone Workshop, Trento, 2001, to be published in Nucl. Phys. Proceedings
and Supplements.)
1 INTRODUCTION
In this talk I shall discuss a Hamiltonian approach to Yang-Mills theory in
two spatial dimensions (YM2+1), where nonperturbative calculations can be
carried out to the extent that results on mass gap and string tension can be
compared with lattice simulations of the theory. The work I shall report on
was developed over the last few years in collaboration with D. Karabali and
Chanju Kim [1, 2, 3].
Before entering into the details of our work, let me say a few words about
the relevance of YM2+1. Gauge theories (without matter) in (1+1) dimen-
sions are rather trivial since there are no propagating degrees of freedom,
although there may be global degrees of freedom on spaces of nontrivial
topology. In (2+1) dimensions, gauge theories do have propagating degrees
of freedom and being next in the order of complexity, it is possible that they
provide a model simple enough to analyze mathematically and yet nontriv-
ial enough to teach us some lessons about (3+1)-dimensional YM theories.
Another very important reason to study YM2+1 is its relevance to magnetic
screening in YM3+1 at high temperature. Gauge theories at finite temper-
ature have worse infrared problems than at zero temperature due to the
divergent nature of the Bose distribution for low energy modes. A dynami-
cally generated Debye-type screening mass will eliminate some of these, but
we need a magnetic screening mass as well to have a perturbative expansion
which is well defined in the infrared.
A simple way to see that a magnetic mass can be dynamically gener-
ated is as follows. Consider the imaginary time formalism, with Matsubara
frequencies ωn = 2πnT , where T is the temperature. At high tempera-
tures and for modes of wavelength long compared to 1/T , the modes with
nonzero ωn are unimportant and the theory reduces to the theory of the
ωn = 0 mode, viz., a three (Euclidean) dimensional Yang-Mills theory (or
a (2+1)-dimensional theory in a Wick rotated version). Yang-Mills theo-
ries in three or (2+1) dimensions are expected to have a mass gap and this
is effectively the magnetic mass of the (3+1)-dimensional theory at high
temperature [4].
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In the following, it is useful to keep in mind certain facts about YM2+1.
The coupling constant e2 has the dimension of mass and it does not run as
the four-dimensional coupling does. The dimensionless expansion parameter
of the theory is k/e2 or e2/k, where k is a typical momentum. Thus modes
of low momenta must be treated nonperturbatively, while modes of high
momenta can be treated perturbatively. There is no simple dimensionless
expansion parameter. YM2+1 is perturbatively super-renormalizable, so the
ultraviolet singularities are well under control.
2 PARAMETRIZATION OF FIELDS
Consider a gauge theory with group G = SU(N) in the A0 = 0 gauge.
The gauge potential can be written as Ai = −itaAai , i = 1, 2, where ta are
hermitian N ×N -matrices which form a basis of the Lie algebra of SU(N)
with [ta, tb] = ifabctc, Tr(tatb) = 12δ
ab. The spatial coordinates x1, x2 will
be combined into the complex combinations z = x1− ix2, z¯ = x1+ ix2 with
the corresponding components for the potential A ≡ Az = 12(A1+iA2), A¯ ≡
Az¯ =
1
2 (A1 − iA2) = −(Az)†. The starting point of our analysis is a change
of variables given by
Az = −∂zMM−1, Az¯ =M †−1∂z¯M † (1)
Here M, M † are complex matrices in general, not unitary. If they are
unitary, the potential is a pure gauge. The parametrization (1) is standard in
many discussions of two-dimensional gauge fields. A particular advantage of
this parametrization is the way gauge transformations are realized. A gauge
transformation Ai → A(g)i = g−1Aig + g−1∂ig, g(x) ∈ SU(N) is obtained
by the transformation M → M (g) = gM . The gauge-invariant degrees of
freedom are parametrized by the hermitian matrix H = M †M . Physical
state wavefunctions are functions of H.
In making a change of variables in a Hamiltonian formalism, there are
two things we must do: 1) evaluate the volume measure (or Jacobian of the
transformation) which determines the inner product of the wavefunctions
and 2) rewrite the Hamiltonian as an operator involving the new variables.
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A consistency check would then be the self-adjointness of the Hamiltonian
with the given inner product. We begin with the volume measure for the
configuration space.
3 THE INNER PRODUCT
The measure of integration over the fields A, A¯ is dµ(A)/vol(G∗) where
dµ(A) = ∏x,a dAa(x)dA¯a(x) is the Euclidean volume element on the space
of gauge potentials A and volG∗ is the volume of gauge transformations,
viz., volume of SU(N)-valued functions on space. From (1) we see that
δA = −D(δMM−1)
= −
(
∂(δMM−1) + [A, δMM−1]
)
δA¯ = D¯(M †−1δM †) (2)
which gives
dµ(A) = (detDD¯) dµ(M,M †) (3)
where dµ(M,M †) is the volume for the complex matrices M,M †, which is
associated with the metric ds2M = 8
∫
Tr(δMM−1 M †−1δM †). This is given
by the highest order differential form dV as dµ(M,M †) =
∏
x dV (M,M
†)
where
dV (M,M †) ∝ǫa1...an(dMM−1)a1∧ ...(dMM−1)an
×ǫb1...bn(M †−1dM †)b1 · · ·
(4)
where n = dimG = dimSU(N) = N2− 1. (There are some constant numer-
ical factors which are irrelevant for our discussion.) The complex matrix
M can be written as M = Uρ, where U is unitary and ρ is hermitian.
This is the matrix analogue of the modulus and phase decomposition for a
complex number. Since gauge transformations act as M → M (g) = gM ,
we see that U represents the gauge degrees of freedom and ρ represents
the gauge-invariant degrees of freedom on M . Substituting M = Uρ, (4)
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becomes
dV (M,M †) ∝ ǫa1...an(dρρ−1 + ρ−1dρ)a1 ∧ ...
×ǫb1...bn(U−1dU)b1 ∧ · · ·
∝ dµ(U)ǫa1...an(H−1dH)a1 ∧ · · ·
(5)
Here dµ(U) is the standard group volume measure (the Haar measure) for
SU(N). Upon taking the product over all points, dµ(U) gives the volume
of the entire gauge group, namely vol(G∗), and thus
dµ(M,M †) =
∏
x
dV (M,M †) vol(G∗)
= dµ(H) vol(G∗) (6)
dµ(H) == ǫa1...an(H
−1dH)a1 ...(H
−1dH)an
(7)
The volume element or the integration measure for the gauge-invariant con-
figurations can now be written as
dµ(A)
vol(G∗) =
[dAzdAz¯ ]
vol(G∗)
= (detDzDz¯)
dµ(M,M †)
vol(G∗)
= (detDD¯)dµ(H) (8)
where we have used (6). The problem is thus reduced to the calculation of
the determinant of the two-dimensional operator DD¯. This is well known
[5]. The simplest way to evaluate this is to define Γ = log detDD¯, which
gives
δΓ
δA¯a
= −i Tr
[
D¯−1(x, y)T a
]
y→x
(9)
(T a)mn = −ifamn are the generators of the Lie algebra in the adjoint rep-
resentation. The coincident-point limit of D¯−1(x, y) is singular and needs
regularization. With a gauge-invariant regulator,one finds
Tr
[
D¯−1reg(x, y)T
a
]
y→x
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=
2cA
π
Tr
[
(A−M †−1∂M †)ta
]
(10)
where cAδ
ab = famnf bmn; it is equal to N for SU(N). Using this result in
(9) and integrating we get
(detDD¯) =
[
det′ ∂∂¯∫
d2x
]dimG
exp [2cA S(H)]
(11)
S(H) is the Wess-Zumino-Witten (WZW) action for the hermitian matrix
field H given by [6]
S(H) = 1
2π
∫
Tr(∂H∂¯H−1) +
i
12π
∫
ǫµνα ×
Tr(H−1∂µHH
−1∂νHH
−1∂αH)
(12)
We can now write the inner product for states |1〉 and |2〉, represented
by the wavefunctions Ψ1 and Ψ2, as [7]
〈1|2〉 =
∫
dµ(H)e2cA S(H) Ψ∗1Ψ2 (13)
4 THE HAMILTONIAN
The next step is the change of variables in the Hamiltonian. However, there
is some further simplification we can do before taking up the Hamiltonian.
We would expect the wavefunctions to be functionals of the matrix field
H, but actually we can take them to be functionals of the current of the
WZW model (12) given by J = (cA/π)∂zH H
−1. Notice that matrix el-
ements calculated with (13) are correlators of the hermitian WZW model
of level number 2cA. The properties of the hermitian model of level num-
ber k + 2cA can be obtained by comparison with the SU(N)-model defined
by ekS(U), U(~x) ∈ SU(N). The hermitian analogue of the renormalized
level κ = (k + cA) of the SU(N)-model is −(k + cA). Since the correlators
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involve only the renormalized level κ, we see that the correlators of the her-
mitian model (of level (k + 2cA) ) can be obtained from the correlators of
the SU(N)-model (of level k ) by the analytic continuation κ → −κ. For
the SU(N)k-model there are the so-called integrable representations whose
highest weights are limited by k (spin ≤ k/2 for SU(2), for example). Corre-
lators involving the nonintegrable representations vanish. For the hermitian
model the corresponding statement is that the correlators involving nonin-
tegrable representations are infinite. In our case, k = 0, and we have only
one integrable representation corresponding to the identity operator (and
its current algebra descendents). Therefore, for states of finite norm, it is
sufficient to consider J [1, 2].
This means that we can transform the Hamiltonian H = T+V to express
it in terms of J and functional derivatives with respect to J . By the chain
rule of differentiation
TΨ =
e2
2
∫
Eai E
a
i Ψ
= −e
2
2
[∫
x,u
δJa(u)
δAci (x)δA
c
i (x)
δΨ
δJa(u)
+
∫
x,u,v
δJa(u)
δAci (x)
δJb(v)
δAci (x)
δ
δJa(u)
δ
δJb(v)
Ψ
]
V =
1
2e2
∫
BaBa (14)
where Ba = 12ǫij(∂iA
a
j − ∂jAai + fabcAbiAcj). Regularization is important in
calculating the coefficients of the two terms in T . Carrying this out we find
T = m
[∫
u
Ja(u)
δ
δJa(u)
+
∫
Ωab(u, v)
δ
δJa(u)
δ
δJb(v)
]
(15)
V =
π
mcA
∫
∂¯Ja(~x)∂¯Ja(~x) (16)
where m = e2cA/2π and
Ωab(u, v) =
cA
π2
δab
(u− v)2 − i
fabcJ
c(v)
π(u− v) (17)
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The first term in T shows that every power of J in the wavefunction gives a
value m to the energy, suggesting the existence of a mass gap. The calcula-
tion of this term involves exactly the same quantity as in (9) and with the
same regulator leads to (15), i.e.,
− e
2
2
∫
d2y
δ2Ja(x)
δA¯b(y)δAb(y)
=
e2cA
2π
M †amTr
[
TmD¯−1(y, x)
]
y→x
= m Ja(x) (18)
Finally, (15,16) (with regularizations taken account of) give a self-adjoint
Hamiltonian which, as I mentioned before, is a nice consistency check.
5 THE VACUUM STATE
Let us now consider the eigenstates of the theory. The vacuum wavefunction
is presumably the simplest to calculate. Ignoring the potential term V
for the moment, since T involves derivatives, we see immediately that the
ground state wavefunction for T is Φ0 = 1. This may seem like a trivial
statement, but the key point is that it is normalizable with the inner product
(13); in fact, the normalization integral is just the partition function for the
WZW action and is finite. Starting with this, we can solve the Schro¨dinger
equation taking Ψ0 to be of the form exp(P ), where P is a perturbative
series in the potential term V (equivalent to a 1/m-expansion). We then get
P = − π
m2cA
Tr
∫
: ∂¯J∂¯J :
−
(
π
m2cA
)2
Tr
∫
[: ∂¯J(D∂¯)∂¯J
+
1
3
∂¯J [J, ∂¯2J ] :]
−2
(
π
m2cA
)3
Tr
∫
[: ∂¯J(D∂¯)2∂¯J
+
2
9
[D∂¯J, ∂¯J ]∂¯2J + 8
9
[D∂¯2J, J ]∂¯2J
8
−1
6
[J, ∂¯J ][∂¯J, ∂¯2J ]− 2
9
[J, ∂¯J ][J, ∂¯3J ] :]
+O( 1
m8
) (19)
where Dh = (cA/π)∂h − [J, h]. The series is naturally grouped as terms
with 2 J ’s, terms with 3 J ’s, etc. These terms can be summed up; for the
2J-terms we find
Ψ0 = exp [P ]
P = − 1
2e2
∫
x,y
Ba(x)K(x, y)Ba(y) +O(3J)
K(x, y) =
[
1
(m+
√
m2 −∇2)
]
x,y
(20)
The first term in (20) has the correct (perturbative) high momentum limit,
viz.,
Ψ0 ≈ exp
[
− 1
2e2
∫
x,y
Ba(x)
[
1√−∇2
]
x,y
Ba(y)
+O(3J)
]
(21)
Thus although we started with the high m (or low momentum) limit, the
result (20) does match onto the perturbative limit. The higher terms are
also small for the low momentum limit.
We can now use this result to calculate the expectation value of the
Wilson loop operator which is given as
W (C) = TrP e−
∮
C
(Adz+A¯dz¯)
= TrP e(pi/cA)
∮
C
J (22)
For the fundamental representation, its expectation value is given by
〈WF (C)〉 = constant exp [−σAC ]
√
σ = e2
√
N2 − 1
8π
(23)
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where AC is the area of the loop C. σ is the string tension. This is a predic-
tion of our analysis starting from first principles with no adjustable parame-
ters. Notice that the dependence on e2 and N is in agreement with large-N
expectations, with σ depending only on the combination e2N as N → ∞.
(The first correction to the large-N limit is negative, viz., −(e2N)/2N2√8π
which may be interesting in the context of large-N analyses.) Formula (23)
gives the values
√
σ/e2 = 0.345, 0.564, 0.772, 0.977 for N = 2, 3, 4, 5. There
are estimates for σ based on Monte Carlo simulations of lattice gauge the-
ory. The results for the gauge groups SU(2), SU(3), SU(4) and SU(5) are√
σ/e2 = 0.335, 0.553, 0.758, 0.966 [8]. We see that our result agrees with
the lattice result to within ∼ 3%.
One might wonder at this stage why the result is so good when we have
not included the 3J- and higher terms in the the wavefunction. This is
basically because the string tension is determined by large area loops and
for these, it is the long distance part of the wavefunction which contributes
significantly. In this limit, the 3J- and higher terms in (20) are small com-
pared to the quadratic term. We expect their contribution to σ to be small
as well; this is currently under study.
We have summed up the 3J-terms as well. Generally, one finds that P ,
when expressed in terms of the magnetic field, is nonlocal even in a (1/m)-
expansion, contrary to what one might expect for a theory with a mass. This
is essentially due to gauge invariance combined with our choice of A0 = 0; it
has recently been shown that a similar result holds for the Schwinger model
[9].
6 MAGNETIC MASS
I shall now briefly return to the magnetic mass. From the expression (15)
we see immediately that for a wavefunction which is just Ja, we have the
exact result T Ja = m Ja. When the potential term is added, Ja is no
longer an exact eigenstate; we find
(T + V ) Ja =
√
m2 −∇2 Ja + · · · (24)
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showing how the mass value is corrected to the relativistic dispersion rela-
tion.
Now Ja may be considered as the gauge-invariant definition of the gluon.
This result thus suggests a dynamical propagator mass m = e2cA/2π for the
gluon. A different way to see this result is as follows. We can expand the ma-
trix field J in powers of ϕa which parametrizes H, so that J ≃ (cA/π)∂ϕata.
This is like a perturbation expansion, but a resummed or improved version
of it, where we expand the WZW action in exp(2cAS(H)) but not expand
the exponential itself. The Hamiltonian can then be simplified as
H ≃ 12
∫
x
[− δ
2
δφ2a(x)
+ φa(x)(m
2 −∇2)φa(x)]
+ ... (25)
where φa(k)=
√
cAkk¯/(2πm)ϕa(k), in momentum space. In arriving at this
expression we have expanded the currents and also absorbed the WZW-
action part of the measure into the definition of the wavefunctions, i.e., the
operator (25) acts on Ψ˜ = ecAS(H)Ψ. The above equation shows that the
propagating particles in the perturbative regime, where the power series
expansion of the current is appropriate, have a mass m = e2cA/2π. This
value can therefore be identified as the magnetic mass of the gluons as given
by this nonperturbative analysis.
For SU(2) our result is m ≈ 0.32e2. Gauge-invariant resummations of
perturbation theory have given the values 0.38e2 [10] and 0.28e2 [11].
Lattice estimates of this mass are 0.31e2 to 0.40e2 (as a common factor
mass for glueballs [12]) and 0.44e2 to 0.46e2 in different gauges [13]. An
unambiguous lattice evaluation of this would require a gauge-invariant def-
inition a gluon operator and its correlator. It is worth pointing out that,
eventhough most lattice analyses only discuss glueballs, a gluon correlator is
entirely reasonable. After all, in perturbation theory, the pole or gap in the
gluon propagator is gauge-invariant to all orders and one might ask what
the lattice version of this quantity is. Of course, a gauge-invariant gluon
operator cannot be defined as a local operator, this is evident from the def-
inition of J . Philipsen has recently given a nice definition of the “gluon” on
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the lattice. Preliminary numerical estimates then give the mass as 0.37e2
[14].
7 EXCITED STATES
Eventhough J is useful as a description of the gluon, it is not a physical
state. This is because of an ambiguity in our parametrization (1). Notice
that the matrices M and MV¯ (z¯) both give the same A, A¯, where V¯ (z¯) only
depends on z¯ and not z. Since we have the same potentials, physical results
must be insensitive to this redundancy in the choice of M ; in other words,
physical wavefunctions must be invariant under M → MV¯ (z¯). J is not
invariant; we need at least two J ’s to form an invariant combination. An
example is
Ψ2 =
∫
x,y
f(x, y)×
[∂¯Ja(x)(H(x, y¯)H
−1(y, y¯))ab∂¯Jb(y)]
(26)
This is not quite an eigenstate of the Hamiltonian. Neglecting certain O(J3)-
terms, one can show that this is an approximate eigenstate of eigenvalue E
if [ √
m2 −∇21 +
√
m2 −∇22 + 2m
+ log(|x− y|2/λ)
]
f(x, y) = E f(x, y)
(27)
An a posteriori justification of this would require that the size of the bound
state be not too large on the scale of 1/m. This does not seem to be the
case, so, at least for now, all we can say is that the mass of Ψ2 ≥ 2m; see
however [2].
12
8 YANG-MILLS-CHERN-SIMONS THEORY
We have extended our analysis to the Yang-Mills-Chern-Simons theory by
adding a level k Chern-Simons term to the action, which gives a perturbative
mass e2/4π to the gluon [15]. The inner product now becomes
〈1|2〉 =
∫
dµ(H)e(k+2cA) S(H) Ψ∗1Ψ2 (28)
The earlier conformal field theory argument shows that there are now new
integrable operators. These lead to screening behaviour for the Wilson loop
operator rather than confinement, as expected. The kinetic energy term
becomes
T =
e2
4π
(k + 2cA)
∫
u
Ja(u)
δ
δJa(u)
+
e2cA
2π
∫
Ωab(u, v)
δ
δJa(u)
δ
δJb(v)
(29)
The gluon mass is now (k+2cA)e
2/4π reflecting dynamical mass generation
as well by nonperturbative effects. The vacuum state and a number of
excited states have also been constructed in this case [15].
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