Abstract. Consider an operator E on arithmetic functions such that Ef is multiplicative function and (Ef )(p a ) = f (a). We investigate behaviour of E m τ k , where τ k is a k-dimensional divisor function, and estimate error terms of n x E m τ k (n) for various combinations of m and k. We also study properties of E m f for arbitrary f and sufficiently large m.
Introduction
Consider a set of arithmetic functions A, a set of multiplicative prime-independent functions M P I and an operator E : A → M P I such that (Ef )(p a ) = f (a).
The behaviour of Ef for various special cases of f has been widely studied, starting with the pioneering paper of Subbarao [16] on Eτ and Eµ. The most notable of them are the paper of Wu [22] on Eτ , the paper of Pétermann and Wu [14] on Eσ, the papers of Tóth [19, 20, 21] on certain E-functions, the paper of Pétermann [13] on Eφ, the paper of Cao and Zhai [1] on estimates of certain E-functions under Riemann hypothesis (RH). The established by previous authors notation for Ef is f (e) . We write E 2 f (n), E 3 f (n). . . meaning (E 2 f )(n), (E 3 f )(n). . . The primary aim of the current paper is to investigate effects of essentially multiple applications of operator E on different functions, but we also obtain several important results in the case of the single application (see Section 5) . Mostly we consider divisor functions, but in the last section a generalization over all arithmetic functions is discussed.
Notation
In asymptotic relations we use Landau symbols Ω, O and o, Vinogradov symbols ≪ and ≫ in their usual meanings. All asymptotic relations are given as an argument (usually x) tends to +∞.
Letter p with or without indexes denotes rational prime.
As usual ζ(s) is Riemann zeta-function. For complex s we denote σ := ℜs and t := ℑs.
Letter γ denotes Euler-Mascheroni constant, γ ≈ 0.577. Everywhere ε > 0 is an arbitrarily small number (not always the same even in one equation).
We write f ⋆ g for Dirichlet convolution: (f ⋆ g)(n) = d|n f (d)g(n/d).
Let τ be a divisor function, τ (n) = d|n 1. Denote
Now let ∆(a 1 , . . . , a m ; x) be an error term in the asymptotic estimate of the sum n x τ (a 1 , . . . , a m ; n). (See [9] for the form of the main term.) For the sake of brevity denote ∆ k (x) = ∆(1, . . . , 1 k times ; x).
Finally, θ(a 1 , . . . , a m ) denotes throughout the paper a real value such that
We abbreviate θ k for the exponent of x in ∆ k (x).
Elementary properties of E
One can easily check that
Note that operator E −1 : M P I → A is well-defined.
The only solution of Ef = f is f (n) ≡ 1. We can prove this in the following way. Let Ef = f , then f is multiplicative prime-independent function. Assume the contrary: there is n such that f (n) = 1. Choose the least of all such n. By the choice it must be of form n = 2 a and f (n) = f (a). But a < n; it is a contradiction.
Lemma 1.
For every arithmetic function f such that f (n) ≪ n a for some constant a we have Ef (n) ≪ n ε .
Proof. By result of Suryanarayana and Sita Rama Chandra Rao [17] we have lim sup n→∞ log Ef (n) log log n log n = sup n log f (n) n .
But as soon as f (n) ≪ n a the right side is bounded and so
It means that Ef (n) ≪ n ε .
Multiexponential divisor functions
Consider a family of functions
Which are the lowest elements of these infinite sets? Denote
Then 
Proof. We prove only the first statement; the second can be proven in the same way.
It is enough to show that min B m > 3 m ; let us prove this by induction. From the discussion above we have
For m = 2 one can evaluate
The asymptotic behaviour of τ (e) has been studied in details by Wu and Smati in [22] and [15] . Now we are going to study E m τ for m > 1.
Lemma 3. For a fixed integer m > 1 we have
where H(s) converges absolutely for σ > 1/(3 m + 1).
Proof. Taking into account (1) and
and this implies (2).
Theorem 1. For a fixed integer m > 1 we have
where A m and B m are computable constants.
Proof. Follows from (2), a classic estimate from the book of Krätzel [9, Th. 5.1]
and the convolution method.
We can improve the error term in (3) Lemma 4. For a fixed integer r 5 we have
Proof. Consider an exponent pair
To evaluate k r and l r we map exponent pairs into the real projective space (the concept of such mapping traces back to Graham [3] ):
We have
where
, and
Returning to R 2 we get
This proves that (k r , l r ) satisfies the second case of [9, Th. 5.11] and finally
In special cases the value of θ(1, m ) in (3) can be estimated even more precisely. The case of m = 0 is classic, the best modern result is by Graham and Kolesnik [4] . For bigger m we calculated estimates using [9, Th. 5.11, Th. 5.12], selecting appropriate exponent pair with the use of the brute force or some heuristic modification of Graham's method [3] ; see Table 1 Theorem 2. Under RH for a fixed m > 1
where α m is an exponent from (3).
Proof. By (2) we get
where µ k (n k ) = µ(n) and µ k (n) = 0 in other cases and h(n) is the n th coefficient in Dirichlet series
We see that n x h(n)n 
where − 2acθ(a, b) .
The rest of the theorem can be proven by convolution method.
We can also estimate the error term from the bottom.
Theorem 3. For a fixed integer m > 1 we have
Proof. Follows from (2), which shows that Dirichlet series
n s has ζ ( m + 1)s in the denominator and thus has infinitely many poles at line σ = = 1/2( m + 1).
Exponential multidimensional divisor functions
3 , τ
4 . . . In [21] Tóth has proved the following general result.
Theorem T. Let
where the Dirichlet series V (s) :
for every ε > 0, where P f,k−2 is a polynomial of degree k − 2, u k,ℓ := 2k−1 3+(2k−1)ℓ and
iii) The error term can be improved for certain values of k and ℓ. For example in the case k = 3, ℓ = 2 it is O(x 8/25 log 3 x).
Tóth considered τ (e)
k , showed that
where H(s) converges absolutely for σ > 1/5, and thus obtained that
where w k = (2k − 1)/(4k + 1).
We are going to improve this estimate by improving Theorem T.
Theorem 4.
In conditions and notations of Theorem T we can take
For k 5 we have
Proof. The analysis of the proof of the Theorem T shows that the error term in it is caused by the estimate of ∆(1, ℓ, . . . , ℓ
k−1 times
).
Let us show how this estimate can be improved.
we obtain that
and ∆( ℓ, . . . , ℓ
Substituting p = k, q = 1, (a 1 , . . . , a p ) = (1, ℓ, . . . , ℓ) into [9, Th. 6.8] we get
where u k,l can be chosen as in (9) . Values of θ k have been widely studied: Huxley [5] proved that θ 2 131/416; Kolesnik [8] proved θ 3 43/96; many other special cases can be found in the book of Titchmarsh [18, Ch. 12] and in the paper of Ivić and Ouellet [7] . Namely, [18, Th. 12.3] gives an estimate
which implies inequality (10).
Substitution l = 2 and k = k into Theorem 4 allows to decrease w k in (8) to
Note that the application of Theorem 4 instead of Theorem T also improves all other results of [21] . Namely,
.
Theorem 5. For a fixed integer k > 1 we have
Proof. Application of Kühleitner and Nowak [10, Th. 2] with
Multiexponential multidimensional divisor functions
Consider a two-parametric family of functions
One can check that for m > 1 the least arguments on which E m τ k (n) = 1 are (as in the case of k = 2) m , 3 m and 5 m .
Lemma 5. For fixed integer k > 2, m > 1 we have
where H(s) converges absolutely for σ > 1/(2 m + 1).
Proof. As soon as
which implies lemma's statement.
Theorem 6. For fixed integer k > 2, m > 1 we have
where K m,k is a computable constant, R m,k−2 is a polynomial of degree k − 2 and
Proof. Follows from (11) and Theorem 4.
Proof. By substitution (k − 1) ) .
Multiexponential three-dimensional divisor function
In the case of τ 3 the statement of Theorem 6 can be improved using stronger estimates for θ(1, m , m ). Exponent pairs of form
seems to be especially useful for this task. We shall prove only the simplest result of this kind.
Lemma 6. For a fixed integer r 10 we have
Proof. Follows from the application of [9, Th. 6.2] with
Here (k, l) can be evaluated similar to Lemma 4:
We have calculated several first estimates, see Table 2 . 93607/1698654 ≈ 0.055107 Table 2 . Special values of θ(1, ·, ·). Exponent pairs are written in terms of A-and B-processes. Here I = (0, 1) and H 87 = (2/13 + + ε, 35/52 + ε) is an exponent pair from [6] .
Theorem 8. For a fixed integer m > 1 we have
where K m,3 , r 1 and r 0 are computable constants.
Proof. The statement follows from (11), (13) and the convolution method.
Now we are going to refine the last estimate under RH. We need the following lemma, which generalizes [12, Th. 2].
Lemma 7. Consider a multiplicative function f such that
where 2a b < c < 2(a + b). Let ∆(x) be defined implicitly by the equation 
where µ k is a multiplicative function such that
Proof. For a fixed y let us split f (n) into two parts: f (n) = f 1 (n) + f 2 (n), where
This split naturally implies a split of S(x) into S 1 (x) := n x f 1 (n) and S 2 (x) := := n x f 2 (n). For S 1 we obtain
Here
where P is a polynomial with deg P = r − 1.
under RH we get
Then under RH function g can be continued analytically to σ > 1/2 + ε and we have uniformly for all such σ that [12, L. 3] for the proof). Thus by Perron formula with c = 1/a + ε and T = x 2 we get
where F 2 (s) := ζ(as)ζ r (bs)g(cs). Moving the line of integration to σ = d = 1/2a+ε we obtain
And RH implies Lindelöf hypothesis, so ζ(s) ≪ |t| + 1 ε for σ > 1/2. Thus (17)
Combining of (14), (15), (16) and (17) completes the proof. + 1)θ(1, m , m ) , where α m,3 is an exponent in (12).
Proof. Similar to Theorem 2 with the use of Lemma 7 with r = 2 instead of Nowak's result. Equation (6) transforms into − 2acθ(a, b, b) .
We give one more application of Lemma 7 on somewhat off-topic function. Define t : 
Generalization
Consider arbitrary multiplicative function f . Define Proof. Without loss of generality we can suppose that f is multiplicative primeindependent and n(f ) is a power of 2. On contrary we take Ef instead of f . We can also suppose without loss of generality that n ′ (f ) 2n(f ). On contrary we can take Ef instead of f once again, because n ′ (f ) n(f ) + 1 and n ′ (Ef ) min {3n(Ef ), min B(Ef )} , where min B(Ef ) min 3 n(f ) , 2
min (3/2) 2 · 2 n(f ) , 2 n(f )+1 = 2n(Ef ).
Surely if n ′ (f ) 2n(f ) then for every m we have n ′ (E m f ) 2n(E m f ) too. Now to prove the statement of the lemma is enough to show that min B(E m f ) 2kn(E m f ).
As soon as sequence n(f ), n(Ef ), n(E 2 f ) . . . is tending to +∞, we can choose m such that n(E m f ) 2k and (3/2)
n(E m−1 f ) 2k. Then min B(E m f ) min 3
