We study the variance of the REINFORCE policy gradient estimator in environments with continuous state and action spaces, linear dynamics, quadratic cost, and Gaussian noise. These simple environments allow us to derive bounds on the estimator variance in terms of the environment and noise parameters. We compare the predictions of our bounds to the empirical variance in simulation experiments.
Introduction
Policy gradient (PG) algorithms are widely used for reinforcement learning (RL) in continuous spaces. PG methods construct an unbiased estimate of the gradient of the RL objective with respect to the policy parameters. They do so without the complication of intermediate steps of dynamics modeling or value function approximation (Sutton and Barto, 2018) . However, the gradient estimate is known to suffer from high variance. This makes PG methods sample-inefficient with respect to environment interaction, creating an obstacle for applications to real physical systems.
In this paper, we seek a more detailed understanding of how the PG gradient estimate variance relates to properties of the continuous-space Markov decision process (MDP) that defines the RL problem instance. Such characterization is well-developed for discrete state spaces (e.g. Greensmith et al., 2004) , but in continuous spaces, a detailed breakdown is not possible without further restrictions on the set of MDPs and the policy class. We choose to examine systems with linear dynamics, linear policy, quadratic cost, and Gaussian noise, known as LQR systems in control theory.
LQR systems are a popular case study for analyzing RL algorithms in continuous spaces. Fazel et al. (2018) show that the optimization landscape is neither convex nor smooth, but still admits global convergence and PAC-type complexity bounds for a zeroth-order optimization method that explores in parameter space. Malik et al. (2018) establish tighter error bounds with more detailed problem-dependence for the same class of algorithms, extended to include noisy dynamics. Yang et al. (2019) show convergence for an actor-critic method. Recht (2018) provide a broad overview including summaries of the group's prior work on model-based methods and value function approximation. Our variance bounds are similar to those of Malik et al. (2018) , but we focus on characterizing the variance of policy gradient methods, which explore by taking random actions at each time step, rather than parameter-space exploration methods. Tu and Recht (2018) show related bounds for a restricted class of LQR systems as an intermediate step towards sample complexity results.
The earliest and simplest policy gradient algorithm is REINFORCE (Williams, 1992) . More recent algorithms such as TRPO and PPO (Schulman et al., 2015 (Schulman et al., , 2017 extend the basic idea of REINFORCE with techniques to inhibit the possibility of making very large changes in the policy action distribution in a single step. In a benchmark test (Duan et al., 2016) , these algorithms generally learned better policies than REINFORCE, but their additional complexity makes them hard to analyze.
Our primary contributions are derivations of bounds on the variance of the REINFORCE gradient estimate as an explicit function of the dynamics, reward, and noise parameters of the LQR problem instance. We validate our bounds with comparisons to the empirical gradient variance in random problems. We also explore the relationship between gradient variance and sample complexity, but find it to be less straightforward, as the problem parameters that affect variance also affect the optimization landscape. We emphasize that our goal is not to draw a conclusion about the utility of using REINFORCE to solve LQR problems, but rather to use LQR as an example system that is simple enough to allow us to "look inside" the REINFORCE policy gradient estimator.
Problem setting
In this section, we define the general finite-horizon reinforcement learning problem, the REINFORCE policy gradient estimator, and the LQR optimal control problem. We use the notation P(X ) for the set of probability distributions over a measurable set X . For arbitrary sets X and Y, the set of all functions X → Y is denoted as Y X . Let · denote the 2 − 2 operator norm of a matrix or the 2 norm of a vector. The spectral radius (magnitude of largest eigenvalue) of a square matrix is denoted by ρ(·). The the set of positive semidefinite (resp. positive definite) k × k matrices is denoted by P k + (resp. P k ++ ). Finally, Σ 1 2 denotes the principal matrix square root of Σ ∈ P k + .
RL problem statement. Reinforcement learning takes place in a Markov Decision Process (MDP) defined by state space S, action space A, initial state distribution ∈ P(S), state transition function T : S ×A → P(S), and reward function r : S ×A → P(R). The agent's actions are drawn according to a stochastic policy π : S → P(A). Let τ denote a state-action trajectory s 1 , a 1 , s 2 , a 2 , . . . , s H , a H , of horizon H ∈ N, and T = (S × A) H the set of all such trajectories. The policy π induces a trajectory distribution p π ∈ P(T), meaning
The RL optimization problem is defined over a tractable policy space Π ⊆ P(A) S as follows:
The MDP parameters ( , T, r) are unknown to the RL algorithm. The algorithm must learn exclusively by sampling from p π .
Policy gradient algorithms. Suppose π is parameterized by a real-valued vector θ. Analytical gradient descent of ∇ θ J(π) is not possible because T and r are only accessible via sampling, with unknown gradients. There exist generic derivative-free optimization algorithms that solve such problems via perturbations in parameter space, but in RL problems, it is also possible to explore via stochastic actions instead. The simplest policy gradient algorithm is REINFORCE (Williams, 1992) , which relies on the following identity (assuming sufficient regularity conditions):
An unbiased estimate of the latter expectation can be computed by executing π in the MDP for one full trajectory. Unfortunately, this estimate is known to have high variance. Variance reduction is possible by exploiting the Markov property (past rewards are independent of future actions) and/or using control variates (Greensmith et al., 2004) , but we analyze plain REINFORCE here for simplicity.
LQR systems. A discrete-time stochastic linear-quadratic regulator (LQR) system with state space S = R n and action space A = R m is defined by linear dynamics with additive Gaussian noise:
for dynamics matrices A ∈ R n×n , B ∈ R n×m , and noise covariance Σ s ∈ P n + . The reward function is given by r t = −(s T t Qs t + a T t Ra t ) for cost matrices Q ∈ P n + , R ∈ P m ++ . Intuitively, the goal is to drive the state towards zero without using too much control effort. The initial state s 1 follows an arbitrary zero-mean Gaussian distribution. A well-known result in control theory (Kwakernaak and Sivan, 1972) states that, if the system (A, B) is controllable, the infinite-horizon objective
is maximized by a stationary linear policy a t = K s t , K ∈ R m×n . The value of K depends on (A, B, Q, R), but not on the distributions of Σ s or s 1 . The same K is also the optimal controller for the deterministic version of the problem. K can be computed efficiently (Van Dooren, 1981) . To apply REINFORCE, the policy must be stochastic, so we consider linear stochastic policies
The state noise Σ s is an immutable property of the system, but the action noise Σ a is not. Instead, it is usually chosen by the user of the RL algorithm, or learned as a parameter using (2). Genuine noise in the system actuators can be subsumed into Σ s = Σ s + BΣ a .
In the RL literature, action noise is usually seen as either 1) a tool for exploring of the state space, 2) a method of regularization to avoid converging on bad local optima, or 3) a consequence of a probabilistic interpretation of the RL problem (Levine, 2018) . Its effect on the RL optimization algorithm is less frequently discussed, but in this work we find that it can be significant.
Main result: Variance bounds on the REINFORCE estimator
In this section, we present bounds on the variance of the REINFORCE estimator for LQR systems. The instantiation of REINFORCE (eq. (2)) for the system (eqs. (3) to (5)) using a single trajectory is:
The estimateĝ is a function of the independent random variables
so the overall form ofĝ is a product of a sum and a sum of products of sums. Therefore, while it is possible to apply matrix concentration inequalities (Tropp, 2015) to bound s t − E[s t ] with high probability, it is more difficult to bound the dispersion ofĝ. Instead, we use a more specialized method to derive a bound on
, which we simplify by bounding E tr(ĝ ĝ) .
, and µ is a constant bounding the transient behavior of A + BK t , with more details provided in Appendix A.
where the δ a t , δ s t are unit-Gaussian random variables. 2. Bound tr(ĝ ĝ) by P , a polynomial function of the χ-distributed random variables { δ a t , δ s t } H t=1 with nonnegative coefficients. 3. Bound the sum of the coefficients of P by substituting 1 for all χ random variables. 4. Bound for the expectation of each monomial in P using the moments of the χ distribution.
A detailed proof of Theorem 1 is given in Appendix A.
For a special case of scalar states and actions, we also show a lower bound on E[ĝ 2 ]. Since E[ĝ] = 0 at a local optimum, this lower bound corresponds to the variance caused strictly by noise in the system when the policy is already optimal. Here, the matrices A, B, K, Q, R are denoted as a, b, k, q, r, and σ s , σ a denote the standard deviation (not variance) of state and action noise. This notation r is different from the notation r t for reward. Theorem 2. If m = n = 1 and 0 ≤ a + bk < 1, then E[ĝ 2 ] ≥ Ω(c 2 1 c 2 2 ), with
where σ σ s + bσ a and h min H,
A detailed proof of Theorem 2 is given in Appendix B. If we reduce the upper bound of Theorem 1 to its scalar case, all terms match with the notable exception of the horizon-related terms H and H (compare to h ), which appear squared in several places in Theorem 1 compared to the equivalent term in Theorem 2. There is another gap in the denominators of H and h since 1 1−x 2 < 1 1−x on the domain x ∈ (0, 1). We conjecture our upper bound can be tightened by fully exploiting the independence of the noise variables s , a .
Experiments
In the first set of experiments, we compare our upper bound of ν(ĝ) to its empirical value when executing REINFORCE in randomly generated LQR problems. Our results show qualitative similarity in the parameters for which our upper and lower bounds match. On the other hand, the gap with respect to stability-related parameters is also visible. For each experiment shown here, we repeated the experiment with different random seeds and observed qualitatively identical results.
We generate random LQR problems with the following procedure. We sample each entry in A and B i.i.d. from N (0, σ=n −1/2 ) and N (0, σ=m −1/2 ) respectively. To construct a random k × k positive definite matrix, we sample from the Wishart(k −1 I, k) distribution by computing Q = X T X for X i.i.d. analogous to A. The scale factor k −1 ensures that if the vector x is distributed by N (0, k −1 I), such that E[ x 2 ] = 1, then E[x T Qx] = 1. We sample Q, R, Σ s , and Σ a this way.
In each experiment, we vary some of these parameters systematically while holding the others constant, allowing us to visualize the impact of each parameter on ν(ĝ). We plot the upper bound of Theorem 1 on the top row of Figure 1 , and the empirical estimate of ν(ĝ) on the bottom row. In both cases, since the variance depends on the initial state s 1 , we sample N = 100 initial states s 1 from N (0, n −1 I) and plot E s1∼N (0,n −1 I) ν(ĝ). We estimate ν(ĝ)| s1=s for a particular initial state s by sampling 30 trajectories with random a , s .
Effect of Σ a . In this experiment, we generate a random LQR problem and replace Σ a with σ a I for σ a geometrically spaced in the range [10 −2 , 10 2 ]. Using a scaled identity matrix is common practice when applying RL to a problem where there is no a priori reason to correlate the noise between different action dimensions. We evaluate the variance at the value K = K , where K is the infinite-horizon optimal controller computed using traditional LQR synthesis, as described in Section 2. Using K ensures that ρ(A + BK) < 1, a required condition to apply Theorem 1.
Results are shown in Figure 1a . The separate line plots correspond to scaling the random Σ s by the values {0.1, 1, 10} , while the x−axis corresponds to the value of σ a . For each value of σ s , there appears to be a unique σ a that minimizes ν(ĝ), and this value of σ a increases with σ s . This phenomenon appears in both the bound and empirical variance.
Effect of B . In this experiment, we generate a random problem where m = n and replace B with bI for b geometrically spaced in the range [10 −2 , 10 2 ]. The resulting system essentially gives the policy direct control over each state. For each B, we compute a separate infinite-horizon optimal K and sample the variance for different s 1 . Results are shown in Figure 1b . The separate line plots correspond to scaling both the random Σ s and the random Σ a by the values {0.1, 1, 10} . The x−axis corresponds to the value of b. Again, there appears to be a unique B that minimizes ν(ĝ), but its value changes minimally for different magnitudes of Σ s , Σ a . Effect of ρ(A + BK). Here we measure the change in variance with respect to the closed-loop spectral radius ρ(A+BK). To synthesize controllers K such that ρ(A + BK) obtains a specified value, we use the pole placement algorithm of Tits and Yang (1996) . A pole placement algorithm P is a function K = P (A, B, λ 1 , . . . , λ n ), λ i ∈ C, such that the eigenvalues of A + BK are λ 1 , . . . , λ n . We sample a "prototype" set of n eigenvalues with λ 1 , . . . , λ n/2 as complex conjugate pairs λ i , λ i+1 = re ±iϕ , where r ∼ Uniform([0, 1]) and ϕ ∼ Uniform([0, π)), and sample the remaining real λ i from Uniform([−1, 1]). Then, for each desired ρ, we compute K ρ = P(A, B, ρλ 1 , . . . , ρλ n ). By rescaling the same set of λ i instead of sampling a new set for each ρ, we avoid confounding effects from changing other properties of K.
Results are shown in Figure 1c . Again, we repeat the experiment for different magnitudes of Σ s and Σ a . Unlike the previous two experiments, here we see qualitatively different behavior between our upper bound and the empirical variance. The bound begins to increase rapidly near ρ = 1, corresponding to the growth of 1/(1 − ρ) in the term H , but at ρ = 0.9 the H term becomes active in H , and the bound suddenly flattens. In contrast, the empirical variance grows more moderately and does not explode near the threshold of system instability. This provides further evidence that the upper bound of Theorem 1 can be tightened to match the √ H and √ H terms in the special-case lower bound of Theorem 2.
Dimensionality parameters. In all of the preceding experiments, we arbitrarily chose the state and action dimensions n = 5, m = 3 and time horizon H = 10. To visualize the variance for other values of these parameters, we generate 1000 random LQR problems with n and H each varying over the set {3, 10, 30}. We fix m = n/2 . Results are shown in Figure 2 . The overall positive trend with a slope greater than 1 shows that the bound grows superlinearly with respect to the empirical, as expected. One interesting property is the tighter clustering for large values of n. This may be due to several eigenvalue distribution results in random matrix theory which state that, as n → ∞, our random LQR problems tend to become similar up to a basis change (Tao, 2012) .
RL learning curves for varying Σ a
The results in Section 4 suggest that, for a fixed Σ s , the magnitude of Σ a has a significant effect on ν(g). This is of practical interest because Σ a is usually under control of the RL practitioner. It is therefore natural to ask if the change in variance corresponds to a change in the rate of convergence of REINFORCE. We test this empirically by executing REINFORCE in variants of one random LQR problem with different values of Σ a and Σ s . To avoid a confounding effect from larger Σ a incurring greater penalty from the −a T t Ra t term in r t , we evaluate the trained policies in a modified version of the problem where Σ a = Σ s = 0. As discussed in Section 2, the optimal K for the stochastic problem is also optimal for the deterministic problem, so each problem variant should converge to the same evaluation returns in the limit.
We initialize K by perturbing the elements of the LQR-optimal controller with i.i.d. Gaussian noise and scaling the perturbation until ρ(A + BK) ≈ 0.98. After every 10 iterations of REINFORCE, we evaluate the current policy in the noise-free environment. For each (Σ a , Σ s ) pair, we repeat this experiment 10 times with different random seeds. The random seed only affects the a t , s t and s 1 samples. The aggregate data are shown in Figure 3 . Shaded bands correspond to one standard deviation across the separate runs of REINFORCE. The lowercase σ a , σ s refer to scaling factors applied to the initial samples of Σ a , Σ s in the random LQR problem.
The effect is quite different than one would predict from variance alone. For all values of Σ s in the experiment, problems with larger Σ a converge faster-whereas Figure 1a would suggest that the "optimal" value of Σ a changes with respect to Σ s . The fact that larger Σ a tends to make REINFORCE converge faster is not obvious, given the Σ −1 a term inĝ (6). Also, when Σ a is very small and Σ s is very large, the algorithm becomes unstable and sees large variations across different random seeds. For the middle values Σ a ∈ {0.1, 1.0}, we observe that larger Σ s causes faster convergence.
Discussion
In this work, we derived bounds on the variance of the REINFORCE policy gradient estimator in the stochastic linear-quadratic control setting. Our upper bound is fully general, while our lower bound applies to the scalar case at a stationary point. The bounds match with respect to all system parameters except the time horizon H and stability ρ(A + BK). We compared our bound prediction to the empirical variance in a variety of experimental settings, finding a close qualitative match in the parameters for which the bounds are tight.
Our experiments in Section 4.1 plotting the empirical convergence rate of REINFORCE suggest that the effect of action noise Σ a on the overall RL performance is not fully captured by its effect on the variance. An interesting direction for future work would be to investigate the role of Σ a more closely and attempt to disentangle its effect on gradient magnitude, variance, exploration, and regularization. Such an analysis could lead to improved variance reduction methods or algorithms that manipulate Σ a to speed up the RL optimization. has the properties ρ(A) < 1, A > x. Therefore, while the state magnitude s t is bounded by the operator norm A + BK t−1 , it is too restrictive to require A + BK < 1. Instead, we will use the following result from the literature:
Lemma 3 (Trefethen and Embree (2005)). Let A ∈ R n×n be a matrix with ρ(A) < 1. Then there exists µ > 0 such that, for all k ∈ N,
µ is bounded by the "resolvent condition" µ ≤ 2enr(A), where e is the exponential constant and
The derivation and interpretation of (8) is a deep subject related to the matrix pseudospectrum, covered extensively by Trefethen and Embree (2005) . Intuitively, r(A) is large if a small perturbation ∈ R n×n would cause ρ( + A) > 1.
Expanding the state transition function in Equation (3) with the linear stochastic policy in Equation (5), we get
Recall that · denotes the 2 norm for vectors and the 2 − 2 operator norm for matrices. By Lemma 3, there exists µ such that (A + BK) k ≤ µρ(A) k . Let f = ρ(A + BK), σ 2 s = Σ s , σ 2 a = Σ a , and b = B . By repeatedly applying the triangle inequality,
We denote the final bound in (10) as s t . The bound s t is linear in the random variables {d s t , d a t } H t=1 with only positive coefficients. Furthermore,
A.2 Bounding Term 1 
in which we make use of the Cauchy-Schwarz inequality and the fact that Σ 1 2 Σ −2 Σ 1 2 = Σ −1 for positive semidefinite Σ.
A.3 Bounding Term 2
We now bound C H t=1 −r t from above. Note that −r t ≥ 0, since Q 0 and R 0. Let q = Q , r = R , and k = K . Then 
where the triangle inequality and the fact (a + b) 2 ≤ 2(a 2 + b 2 ) are used above. This bound on C is a quadratic polynomial in the d s , d a . 
A.4 Combining bounds
For brevity, let α = Σ −1 a , β = q + 2rk 2 , γ = 2rσ 2 a , σ = σ s + bσ a , and H min H, 1 1−f . H reflects the stability of the closed-loop system: if highly stable (f 1), we have H H, but when approaching instability (f → 1), H approaches H.
