We present a new measurement of the virtual photon proton asymmetry AT from deep inelastic scattering of polarized muons on polarized protons in the kinematic range 0.0008 <x < 0.7 and 0.2 < Q2 < 100 GeV*. With this, the statistical uncertainty of our measurement has improved by a factor of 2 compared to our previous measurements. The spin-dependent structure function gf is determined for the data with Q* > 1 GeV2. A perturbative QCD evolution in next-to-leading order is used to determine gp( x) at a constant Q2. At Q2 = 10 GeV' we find, in the measured range, /,&&gP(x)d~ = 0.139 + 0.006 (stat) rt 0.008 (syst) f 0.006 (evol). The value of the first moment rp = ],'g,P( x)d x of g,P depends on the approach used to describe the behaviour of glp at low x. We find that the Ellis-Jaffe sum rule is violated. With our published result for r," we confirm the Bjorken sum rule with an accuracy of = 15% at the one standard deviation level. 0 1997 Elsevier Science B .V.
Polarized deep inelastic lepton-nucleon
scattering is an important tool to study the internal spin structure of the nucleon.
Measurements on proton, deuteron and neutron targets allow verification of the Bjorken sum rule [l] which is a fundamental relation of QCD. The improved accuracy of data collected by experiments at CERN and SLAC in the past few years has motivated and allowed perturbative QCD analyses of the nucleon spin-dependent structure function gl( x, Q2) at next-to-leading-order (NLO) [2-41. brief description of the analysis. In Ref. [6] we have given a detailed description of the method of the measurement and data analysis for the determination of the spin structure function of the proton.
The cross section asymmetry for parallel and antiparallel configurations of longitudinal beam and target polarizations is given by In this paper, we report on a new measurement of the virtual photon proton asymmetry Af by the Spin Muon Collaboration (SMC), obtained by scattering longitudinally polarized muons of approximately 190 GeV energy on longitudinally polarized protons in the kinematic range 0.0008 < x < 0.7 and 0.2GeV2 < Q2 < 100GeV2. The data were collected in 1996 with the high-energy muon beam M2 of the CERN SPS using solid ammonia as the polarized target material. They complement earlier data taken in 1993 at the same beam energy using butanol as the target material [5, 6] . The statistical precision of the combined Af' data sets is a factor of approximately two improved compared to our 1993 data. Using the data with Q2 > 1 GeV' and x > 0.003 we determine the spin structure function g, of the proton. In this paper we present the new data and give a
The evaluation of the asymmetry Ai requires knowledge of the incident muon and target proton polarizations, and of the dilution factor which accounts for the fact that only a fraction of the target nucleons is polarized. The beam polarization was determined by measuring the cross section asymmetry for the scattering of polarized muons on polarized atomic electrons [6, 7] . For the average muon energy of 188 GeV, the polarization is Pp = -0.77 f 0.03. The energy dependence of the polarization is taken into account event by event.
The choice of ammonia as the target material rather than butanol which was used in our 1993 measurement [5, 6] , increased the dilution factor by = 30%. The average longitudinal proton polarization over the entire data taking period was Pp = f0.89, known with an overall accuracy AP,/P, = 2.7%. The polarization, P,, of the r4N nuclei was determined [8] with an accuracy AP,/P, of better than 10% in dedicated measurements. Its value was found to relate to the proton polarization as predicted by the equilibrium spin temperature relation [9] . In the analysis the nitrogen polarization was calculated from the measured proton polarization using that relation. The typical nitrogen polarization was PN = + 0.14.
The asymmetry Ai and the spin-dependent structure function gp are related to the virtual photon proton asymmetries Af and A!j [lO,ll] by
in which the factors v and y depend only on kinematic variables; the depolarization factor D depends, in addition, on the ratio of total photoabsorption cross sections for longitudinally and transversely polarized virtual photons R = c~~/a,. The virtual photon proton asymmetries are defined as AP = ffl/2 -v3/2 , 2cTTL
where cr,,, (c~,~) is the total photoabsorption cross section of a transverse virtual photon by a proton, with total spin projection l/2(3/2) in the photon direction, and uTL is a term arising from the interference between transverse and longitudinal amplitudes.
In the kinematic region of our measurement v and y are small and A$ was measured and found to be consistent with zero. We therefore neglect the terms proportional to A$ in Eq. (2). The systematic uncertainty due to a possible residual contribution from AP, is estimated using the SMC [12] and the SLAC El43 [13] measurements. The El43 results have better statistical accuracy but do not extend to low n. Assuming that A;@ is Q2 independent, the El43 measurements are evaluated at the Q2 of SMC data in each x bin. The combined A$ data are then parametrized and the parametrization is used in the estimation of the systematic uncertainty.
When calculating AR we correct for the contribu-tion of polarized nitrogen to the longitudinal asymmetry. In the shell model [14] , r4N is described as a spinless 12C core with the valence proton and neutron being responsible for the nitrogen spin. The correction is expressed [8, 9] in terms of a parametrization of the measured deuteron asymmetry A: from Refs. [15, 16] . This correction is found to be less than 3% of Al and introduces a small systematic uncertainty.
Our analysis is limited to the kinematic region with x 2 0.0008 and Q2 2 0.2 GeV'. Cuts are applied to restrict the inelasticity to y < 0.9, the scattering angle to 0 2 2 mrad, the energy of the scattered muon to EL 2 19 GeV, and the energy transfer to the target to v 2 15 GeV. After these cuts 12.5 X lo6 events from the 1996 measurement remain for the final analysis.
The new results are in agreement with the 1993 data within the statistical errors so we combine them in the subsequent analysis. The combined results for A! are given as a function of x and Q2 in Table 1 and shown in Fig. 1 . In this figure, we also compare our results and those of EMC [lo] to the El43 [17] measurements which are at lower Q2. No evidence for a Q2 dependence of A, is visible within the accuracy of the present data. Fig. 2 shows Af as a function of x averaged over Q2 within each x bin. The new results are compared to our 1993 results in Fig. 2 (a) and the combined results are shown in Fig.  2 (b) along with EMC and El43 data. Our dominant systematic errors at low x are due to radiative corrections, time-dependence of the acceptance ratio r for events from the upstream and the downstream target cells and uncertainties in A;. At high x, the dominant sources of systematic errors are uncertainties in the ratio R and in the beam and target polarizations. Individual systematic errors are added in quadrature to obtain the total systematic error.
We compute glp for data with Q2 2 1 GeV2 using Eq. (2) [24] , and covers the kinematic range 3.5 X lop5 <X < 0.85 and 0.2 < Q2 < parameters of F2 are presented in Table 2 . This parametrization of F2 has to be used with consistent values of R such that the measured cross sections are reproduced. For x < 0.12 we use a parametrization of R measured by the NMC [19] . In the high x region we use the SLAC parametrization for R [25] as in our previous publications. Fig. 3(a) shows gp calculated from our 1996 data using the two sets of F2 and R parametrizations. The resulting differences in the values of g,P are small. In the subsequent analysis, we use the new set of parametrizations.
The results for gp(x> at the average Q2 of each bin in x for 1996 data are compared to our 1993 data in Fig. 3(b) . The old and the new results are statistically compatible; however, the lowest x point in the new data has a lower value. The combined results are shown in the same figure and are listed in Table 3 . The data do not suggest a rise of g?(x) at low x.
We use our data in the kinematic region Q2 2 1 GeV', x 2 0.003 to evaluate rip = /Jgf(x)dx at a fixed Q2. The precision of the data and the available Qz range do not allow a direct determination of the Q2 dependence of A: (-g,/F,) .
Different Qz behaviours of g, and Fl are expected from perturbative QCD [2]. The Q2 dependence of g, is then estimated from a perturbative QCD analysis in NLO in the Adler-Bardeen scheme [2] as performed in our previous publications [6, 15] . We have updated our analysis to include new published neutron data [26-281 and our 1996 proton data in addition to the data [6, 10, [15] [16] [17] 291 used in our previous publications. This results in a small change in the QCD fit. The result of the fit for gp is shown in Fig. 4 .
Starting from gi( x,Q') at the measured x and Q2 of our experiment we obtain g, at a fixed Q,' as follows:
sl( x,Qi) = sl( x>Q')
+ [ sf"( x,Q,2) -sf"( x,Q")] > (5)
where gf"(x,Qi) and gf"(x,Q'> are the values of g, evaluated at Q," and at the Q2 of the experiment, using the fit parameters. We choose Q," = 10 GeV' which is close to the average Q2 of our data. The resulting g, is given in Table 3 .
In the measured range, 0.003 < x < 0.7, the con- 
where the first uncertainty is statistical, the second is Table 2 Values of the fitted parameters for the F, function given in Eq.
(4). In the second column we give the parameters for the central value of the fit, parametrizations for an upper and a lower limit for F, are given in the last two columns systematic and the third is due to the uncertainty in the Q2 evolution. The uncertainties on the integral of gf in the measured range are separated by source in Table 4 . In addition to several sources of uncertainty on A: and uncertainties from Fl and R, contributions due to kinematic smearing and residual biases of the extraction and combination of the asymmetries are also listed. These contributions were studied with Monte Carlo techniques simulating realistic data taking conditions and found to be small. Fig. 5 shows xgf as a function of X. In this figure the area under the data points represents the integral given in Eq. (6). Evaluating the integral in the measured x-region from the QCD fit gives 0.136 which is consistent with Eq. (6).
To estimate the contribution to the first moment from the unmeasured high x region 0.7 < x < 1.0, we assume A,P = 0.7 _+ 0.3 which is consistent with the data and covers the upper bound A, I 1. We obtain I,:Rf( x,Q;)& = 0.0015 f 0.0006.
To estimate the contribution from the unmeasured low x region we consider two approaches: 1. Consistent with a Regge behaviour gf a XT (-0 
where we assign a 100% error to this extrapolation, as was done in our previous publications [5, 6] . The area under the dot-dashed curve in Fig.  5 and its inset corresponds to this low x contribution.
2. Alternatively, we calculate the low x integral from the QCD fit. Integrating this fit in the low x region gives c;gf(~,Q,z)dn = -0.011 + 0.011 ( QCD analysis).
The area under the QCD fit for x < 0.003 in Fig.  5 and its inset corresponds to this low x contribution. The uncertainty in the low x integral is obtained using the same procedure as for the Table 3 The virtual photon proton asymmetry AP, the spin-dependent structure function gP(n> at the measured Q* and g?(x) evolved to Q," = 10 GeV*. The first error is statistical and the second is systematic. In the last column, the third error indicates the uncertainty in the QCD evolution estimation of the uncertainty in the QCD evolution described in [6] . For the low x region, it is dominated by the uncertainties in factorization and renormalization scales. We note that the two approaches described above lead to different contributions.
The inset in Fig 
where the first uncertainty is statistical and the second is systematic. The third uncertainty is due to the low x extrapolation and the Qz evolution, both of which have theoretical origins, and due to the high x extrapolation. The data do not allow us to exclude either approach so we keep the two numbers using the larger value for the third uncertainty 
For a,=g,/g,=F+D and a,=3F-D wetake values calculated from the experimental measurements, g,/g, = 1.2601 f 0.0025 [31] and F/D = 0.575 & 0.016 [32] . For the singlet and non-singlet coefficient functions
Cf and Cys we use values calculated to 3rd order in as [33] . Using the relations as=a,+a,-_a, and a3=a,-a, we can calculate the individual quark flavor matrix elements. Results based on our proton data are given in Table  5 . Assuming SU(3jf and a, = 0, Ellis and Jaffe predicted a sum rule which gives for the above given couplings a theoretical value of rip = 0.170 f 0.004 [34] . Irrespective of whether we take the Regge or the QCD approach in the low x region our result for the first moment r,p is smaller than the Ellis-Jaffe Table 4 The sources of uncertainties in the integral of gp in the measured range 0.003 < x < 0. prediction and our value of a, is negative. The more conservative estimate of the uncertainty in the low x extrapolation results in the increase of uncertainties shown in Table 5 compared to our previous publications.
In the naive QPM the axial coupling ao(Q2) is identified with AZ, the quark spin contribution to the nucleon spin. In the QCD improved QPM because of the U(1) anomaly there is a contribution of the gluon spin to aa which makes AT, strongly scheme dependent.
In the Adler-Bardeen scheme used in our QCD analysis, ao(Q2> is decomposed into quark and gluon contributions in the following way:
where Ag is the gluon spin contribution to the nucleon spin. In this decomposition AZ is Q2 independent which enables it to be interpreted as the intrinsic quark-spin content of the nucleon. When we make the assumption A2 = a8 corresponding to an unpolarized strange sea, our measurement of a, corresponds to 2 < Ag < 3 at Q2 = 10 GeV'.
The QCD analysis done with all the published data along with the data presented in this paper results in Ag = 0.9 + 0.3(exp) f l.O(theory) at Q2 = 1 GeV2 and the corresponding value of Ag at Q2 = 10 GeV2 is 1.7.
In Ref.
[15] we have presented r,d using the Regge extrapolation approach for the unmeasured low x region. This is similar to the approach leading to Eq. (10). Combining the result from Eq. (10) with r;" = 0.041 _+ 0.008 at Q,' = 10GeV2 [15] we obtain for the Bjorken sum rip A ri" = 0.195 + 0.029 (Qg = 1OGeV').
which agrees with the theoretical prediction at Q," = 10GeV'
(Q," = 10GeV2).
This conclusion is obviously unchanged if we use the result from the Regge extrapolation with an enlarged error from Eq. (12).
An alternative test of the Bjorken sum rule using QCD has been performed [35] , which uses a QCD fit leaving g,/g, free, whereas g,/g, is held fixed in our fit.
In summary, we present a new measurement of the spin-dependent structure function of the proton, glp(x,Q2), from polarized deep inelastic muon proton scattering. The new results are in agreement with our previous data and the statistical errors are reduced by a factor of 2. They do not confirm an earlier indication of a possible rise of g:(x) at low x. The reduction of the statistical error is not reflected in the final error on the first moment r,P because the uncertainty in the low x extrapolation has been enlarged in view of recent theoretical developments. This uncertainty which is now the dominant source of error in TIP can only be reduced significantly by future measurements [361 of the structure function in the very low x region. Such uncertainties however do not prevent us from confirming the violation of the Ellis-Jaffe sum rule. Combining the new value for rIP with our published rt confirms the Bjorken sum rule with an accuracy of 15% at the one standard deviation level. Large uncertainties in the estimation of Ag from the QCD analysis exist at present due to the theoretical uncertainties. This points to the need of direct measurements [37] of Ag through processes in which the gluon polarization contributes at leading order.
