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Abstract
A problem in combustion theory consisting of a nonlinear elliptic equation and linear boundary condition
is considered. The existence of a non-negative solution is proved and a su1cient condition is given for the
uniqueness. Upper and lower bounds for the solutions are obtained by solving linear elliptic equations. These
bounds are used as initial functions for an iterative scheme to improve them. Comparison with previous results
is obtained whenever possible.
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1. Introduction
In this paper we consider the nonlinear elliptic equation which represents the steady reactive
di7usive problem for a non isothermal permeable catalyst pellet with 8rst-order Arrhenius kinetics.
The governing equation in the non-dimensional form is
∇2+ 2(1 +  − )e(−1)= = 0 in ; (1)
subject to the boundary condition
= 1 on 9: (2)
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Here  is a bounded domain, and 9 is the boundary of .  is the temperature of the reacting
species, and ; , and  are non-negative parameters which represent, respectively, the chemical heat
release, the activation energy of the reaction, and the Thiele modulus.
The full derivation of the system can be found in [2], and discussion of the system can be found
in [3,5,8]. It is known that if  is large enough there exists o and o such that the system has
multiple solutions for o6 6 o. The multiplicity of the solution depends also on . In [6] they
8xed the parameters  and  and drew the graph of the response (maximum of  on ) versus  for
the slab and circular cylinder. They noticed that the graph has the S-shape and therefore, the system
may have one, two or three solutions. Similar discussions are found in [7] for the spherical geometry
and it is noticed that the number of solution may be very large. Kapila et al. [7] considered the
problem on spherical geometry and derived asymptotic expansion for the solution with large , and
they have shown that the expansion compares well with the numerical results. Similar discussions
are found for the circular cylinder in [6]. For the slab geometry the problem has been reduced to
one in quadratures by integrating the governing di7erential equation twice, see [4].
In this paper we consider the problem in (1) and (2) in the three geometries, slab, circular
cylinder, and spherical coordinates. In Section 2, we prove the existence of a non-negative solution
for the problem, and give a su1cient condition under which the solution is unique. We then use the
Maximum Principle to derive upper and lower solutions for the problem in Section 3. In Section
4, we introduce an algorithm to modify the upper and lower solutions. At the end, we write some
concluding remarks in Section 5.
2. Existence and uniqueness of a non-negative solution
We substitute u= − 1, and rewrite the problem as
−∇2u= f(u) in ; (3)
u= 0 on 9; (4)
where f(u) = 2( − u)eu=(u+1). We consider the problem in the three geometries, and denote S1
for the slab [0; 1], S2 for the circular cylinder with radius 1 and S3 for the unit sphere. We assume
that the Laplacian operator depends only on the radial coordinate in S2 and S3. It is known that the
solution u satis8es 06 u6 . This fact can be shown using the following lemma from comparison
theory of elliptic equations ([9, pp. 64]), where the Laplacian operator is uniformly elliptic.
Lemma 1. Let u satisfy the di8erential inequality
(L+ h)[u] = L[u] + h(x)u¿ 0;
where h(x)6 0, is a bounded function and L is uniformly elliptic in a bounded domain D with
bounded coe:cients. If u attains a non-negative maximum M at an interior point of D, then u=M .
A necessary and su1cient condition for the existence of a non-negative solution of (3) and (4)
can be obtained using the following lemma which has been given by Amann’s [1].
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Lemma 2. Let u be a solution of
Lu= f(x; u) in ;
Bu= (x; u) on 9;
f(x; 0)¿ 0 and (x; 0)¿ 0; (5)
where L is a uniformly elliptic second order di8erential operator with negative de;nite principal
part and B is a linear ;rst-order boundary operator. A necessary and su:cient condition for the
existence of a non-negative solution of (5) is the existence of a non-negative function v satisfying
Lv¿f(x; v) in ;
and
Bv¿(x; v) on 9: (6)
For our problem the condition in (6) can be simpli8ed to 8nd a non-negative function v satisfying
−∇2v¿f(v) in  (7)
and
v= 0 on 9: (8)
Theorem 1. The problem de;ned in (3) and (4) where f(u)=2(−u)eu=(u+1), has a non-negative
solution.
Proof. Consider the linear elliptic equation
−∇2v= 2e in ; (9)
where
v= 0 on 9: (10)
One can easily verify that the following are non-negative solutions for the problem
v=
2e
2
x[1− x] for  = S1; (11)
v=
2e
4
[1− r2] for  = S2 (12)
and
v=
2e
6
[1− r2] for  = S3: (13)
Now,
−∇2v= 2e¿ 2( − v)ev=(v+1) = f(v)
and
v= 0 on 9:
Therefore the conditions in (7) and (8) are satis8ed and the result is obtained.
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Theorem 2. Consider the problem de;ned in (3) and (4), where f∈C2(). If f(u) is non-increasing
function, then the problem has at most one solution.
Proof. Suppose that the problem has two solutions u1 and u2, we have
−∇2u1 = f(u1); (14)
−∇2u2 = f(u2); (15)
u1 = 0; u2 = 0 on 9:
Subtract Eq. (15) from (14) and let w = u1 − u2, then w satis8es
−∇2w = f(u1)− f(u2) (16)
and
w = 0 on 9: (17)
Apply the Mean Value Theorem for (16) to get
−∇2w = 9f9u ()(u1 − u2) =
9f
9u ()w;
= (x)∈
[
min

{u1; u2};max

{u1; u2}
]
(18)
or
∇2w + 9f9u ()w = 0: (19)
If w were ever positive, it would have a positive maximum. Since 9f=9u6 0, this maximum must
occur on 9 by Lemma 1, which contradicts the condition in (17).
If w were ever negative, then −w would have a positive maximum on 9, which again contradicts
(17). Therefore, w = 0 and u1 = u2.
Corollary 1. Consider the problem de;ned in (3) and (4) where f(u) = 2( − u)eu=(u+1). If
¡ 1;
then the problem has a unique solution.
Proof. The existence of a non-negative solution has been shown in Theorem 1. For the uniqueness,
it is enough to show that 9f=9u is non-positive. Now,
9f
9u =−
2eu=(u+1)
(u+ 1)2
[u2 + (2 + )u+ 1− ]: (20)
Since u¿ 0, if ¡ 1, then 9f=9u6 0, and the result is obtained.
Another su1cient condition for the uniqueness of a solution has been obtained in [3] using a
di7erent method. The condition is ¡ 4 + 4=. This condition is better than the one we have
obtained, but the idea here is new and it might be applicable for more problems, since the other
method requires u¿ 0.
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3. Construction of upper and lower solutions
We rewrite the problem as
∇2u+ 2( − u)eu=(u+1) = 0 in ; (21)
u= 0 on 9: (22)
To construct upper and lower solutions for the problem we use the Maximum Principle for elliptic
equations, (see [9, p. 151]) which says
Let u be a solution of
∇2u+ f(u) = 0; u= 0 in 9:
Let z and Z satisfy
∇2Z + f(Z)6 06∇2z + f(z)
and
z6 06Z in 9;
then
z6 u6Z in :
Here z is a lower solution of u and Z is an upper solution.
Lemma 3. Let v be a solution of
∇2v+ 2( − v)e = 0; (23)
v= 0 on 9; (24)
then 06 v6 , and it is an upper solution of (21) and (22).
Proof. Let w1 =−v, then w1 satisfy
∇2w1 − 2ew1 = 2e¿ 0;
w1 = 0 on 9:
Apply Lemma 1, to get w16 0 and v¿ 0.
Let w2 = v− , then w2 satis8es
∇2w2 − 2ew2 = 0
w2 =− on 9:
Again by Lemma 1, we have w26 0, and v6 .
Using 06 v ≤ , we have
2( − v)e¿ 2( − v)ev=(v+1): (25)
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Combine Eqs. (23) and (25) to get
∇2v+ 2( − v)ev=(v+1)6 0;
and hence v is an upper solution of (21) and (22).
Lemma 4. Let w be a solution of
∇2w + 2( − w) = 0; (26)
w = 0 on 9; (27)
then 06w6 , and it is a lower solution of (21) and (22).
Proof. The proof of 06w6  is similar to that for v in Lemma 3.
Since 06w6 , we have
2( − w)6 2( − w)ew=(w+1) (28)
Combine Eqs. (26) and (28) to get
∇2w + 2( − w)ew=(w+1)¿ 0
and hence w is a lower solution of (21) and (22).
In the following, we use Lemmas 3 and 4 to 8nd analytical upper and lower solutions for the
slab and sphere. When  is the circular cylinder, one can use the series solution to 8nd the upper
and lower solutions.
For the slab, the upper solution vsl and the lower solution wsl satisfying Eqs. (23), (24) and (26),
(27) are
vsl = 
(
cosh(e=2)− 1
sinh(e=2)
sinh(e=2x) + 1− cosh(e=2x)
)
(29)
and
wsl = 
(
cosh()− 1
sinh()
sinh(x) + 1− cosh(x)
)
: (30)
Let um and vmsl be, respectively the maximum of u and vsl in . Using the fact that vsl has absolute
maximum at x = 12 , and applying L’Hospital’s rule for (29), we have
vmsl → 0 as → 0
and
vmsl →  as →∞:
As  approaches 0 or ∞ the upper and lower solutions approach each other, and therefore um
approaches vmsl. This agrees with the result obtained in [4]. Similar results are obtained as  approaches
0, or ∞. For  su1ciently small, vsl and wsl are close to each other and give us good information
on the exact solution. Fig. 1 shows vsl and wsl for = 0:1 and di7erent values of . Similar result
is obtained for su1ciently large . Fig. 2 shows vsl and wsl for = 1 and di7erent values of .
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Fig. 1. The upper and lower solutions for = 0:1 and  = 0:5, 1, 5, 10, when  is the slab.
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Fig. 2. The upper and lower solutions for = 1 and  = 5, 8, 10, 15, when  is the slab.
When  is the sphere, the upper solution vsp and the lower solution wsp satisfying Eqs. (23), (24)
and (26), (27) are
vsp = 
(
1− 1
sinh(e=2)
sinh(e=2r)
r
)
; (31)
wsp = 
(
1− 1
sinh()
sinh(r)
r
)
: (32)
262 M. Al-Refai / Journal of Computational and Applied Mathematics 167 (2004) 255–269
β
β
β
β
0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
2
x 10-3
0.2 0.4 0.6 0.8 1
0
0.01
0.02
0.03
0.04
0.05
0.2 0.4 0.6 0.8 1
0
0.05
0.1
0.15
0.2
0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
  
  
  
  
r 
r 
r 
r 
vsp vsp
vsp vsp
wsp wsp
wsp
wsp
λ = 0.1, δ = 0.1 λ = 0.5, δ = 0.1
λ = 1, δ = 0.1 λ = 5, δ = 0.1
Fig. 3. The upper and lower solutions for = 0:1 and  = 0:1, 0.5, 1, 5, when  is the unit sphere.
ββ
β β
0 0.2 0.4 0.6 0.8 10
1
2
3
4
5
x 10-4
0 0.2 0.4 0.6 0.8 10
0.5
1
1.5
2
x 10-5
0 0.2 0.4 0.6 0.8 10
0.5
1
1.5
2
x 10-7
0 0.2 0.4 0.6 0.8 10
0.5
1
1.5
2
x 10-9
vsp
wsp
  
vsp
wsp
  
vsp
wsp
 
vsp
wsp
  
r r 
r r 
λ = 0.001, δ = 0.1 λ = 0.0001, δ = 0.1
λ = 0.01, δ = 0.1λ = 0.05, δ = 0.1
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The upper solution vsp is a decreasing function in , and it has a global maximum value
vmsp = limr→0 
(
1− 1
sinh(e=2)
sinh(e=2r)
r
)
= 
(
1− e
=2
sinh(e=2)
)
:
As  approaches 0 or ∞, vsp and wsp approach each other, and vmsp approach 0 and , respectively.
Similar result is obtained as  approaches 0 or ∞. Fig. 3 shows vsp and wsp are close to each other
for = 0:1 and di7erent values of . Fig. 4 shows that vmsp decreases with  and it approaches 0 as
 does.
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4. Improved bounds
We have seen that the upper and lower solutions are close to each other for some values of 
and . However, if they are not close to each other, we can modify them to have better bounds.
The following lemma helps us in writing algorithms to improve the bounds.
Lemma 5. Let u0(x) and u0(x) be any functions which satisfy
u0(x)6 u(x)6 u0(x) for all x in ;
where u is the exact solution of
∇2u+ 2( − u)f(u) = 0; (33)
u= 0; on 9
and
f(u) = eu=(u+1):
Let v and w satisfy
∇2v+ 2( − v)f(u0) = 0; (34)
∇2w + 2( − w)f(u0) = 0 (35)
and
v= 0; w = 0 on 9: (36)
Then w(1)6w6 u6 v6 v(1), where v(1) and w(1) are the upper and lower solutions which have
been obtained from (23), (24) and (26), (27).
Proof. We prove u6 v6 v(1), and similar procedures can be applied to show that w6w(1)6 u.
Subtract (34) from (33), and use the facts that f(u) is an increasing function and u6 , to get
0 = ∇2(u− v) + 2( − u)f(u)− 2( − v)f(u0)
6∇2(u− v) + 2( − u)f(u0)− 2( − v)f(u0)
= ∇2(u− v)− 2f(u0)(u− v): (37)
Substitute s= u− v, then s satis8es
∇2s− 2f(u0)s¿ 0; s= 0 on 9:
Now, s is a lower solution of
∇2h− 2f(u0)h= 0; h= 0 on 9;
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which has the zero solution. Therefore, s6 0 and the result is obtained. To prove v6 v(1), subtract
(23) from (34) and using f(u0)6 e, we have
0 = ∇2(v− v(1)) + 2( − v)f(u0)− 2( − v(1))e
6∇2(v− v(1))− 2f(u0)(v− v(1)):
By substituting r = v− v(1), and applying the same arguments before, we have v6 v(1).
4.1. Improved upper solutions
In the following we give an algorithm to improve upper solutions. First we have to 8x u0 in
Lemma 5. We have two choices for u0, the upper bound v(1) or we can choose u0 to be constant,
mainly
u0 = max

{v(1)}:
We will go with this choice for simplicity. By solving (34), we have a new upper solution v(2), and
it has been shown that v(2)6 v(1) in . With v(2) is so determined, we choose a new
u0 = u(2) = max

{v(2)}
and by solving (34) we obtain another upper solution v(3), with v(3)6 v(2)6 v(1). In general, let
u(i) = max

{v(i)}
then a new upper solution v(i+1) that satis8es v(i+1)6 v(i)6 · · ·6 v(1), can be obtained from solving
(34). Here we end up with a decreasing sequence of functions which is bounded below by the exact
solution u, and therefore it converges.
When  is the slab, the upper solution v(1)sl in Eq. (29) has absolute maximum at x =
1
2 , and
therefore
u(1)sl = 
(
cosh(e=2)− 1
sinh(e=2)
sinh
(
e=2 12
)
+ 1− cosh(e=2 12)
)
: (38)
By solving (34), we get the new upper solution
v(2)sl = 
(
cosh(e#1=2)− 1
sinh(e#1=2)
sinh(e#1=2x) + 1− cosh(e#1=2x)
)
; (39)
where #1 = u
(1)
sl =(1 + u
(1)
sl ). Again, v
(2) has absolute maximum at x = 12 and hence, u
(2)
sl = v
(2)
(
1
2
)
,
and the new upper solution
v(3)sl = 
(
cosh(e#2=2)− 1
sinh(e#2=2)
sinh(e#2=2x) + 1− cosh(e#2=2x)
)
; (40)
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Fig. 5. The lower, upper, and improved upper solutions for the slab.
where #2 = u
(2)
sl =(1 + u
(2)
sl ). Continuing with the same procedures we have
v(i+1)sl = 
(
cosh(e#i=2)− 1
sinh(e#i=2)
sinh(e#i=2x) + 1− cosh(e#i=2x)
)
; (41)
where
#i = 
u(i)sl
1 + u(i)sl
and u(i)sl = v
(i) ( 1
2
)
: (42)
Fig. 5 shows the upper and improved upper solutions. We can see that the 8rst upper solution vsl
is faraway from the lower solution wsl, but the decreasing sequence {v(i)sl : i=1; 2; : : :}, produces v(2)sl
which is very close to wsl. When  is the sphere, doing the same procedure above and using the
fact that the upper solutions are decreasing, we have
v(i+1)sp = 
(
1− 1
sinh(e$i=2)
sinh(e$i=2r)
r
)
; (43)
where
$i = 
u(i)sp
1 + u(i)sp
; and u(i)sp = limr→0 v
(i)
sp : (44)
Fig. 6 shows the upper and improved upper solutions on the sphere. The 8gure indicates that the
improved upper solution v(2)sp is very close to the lower solution wsl.
4.2. Improved lower solutions
Let w(1) be the lower solution obtained from solving (26) and (27), and u(1) be a function
satisfying u(1)6w(1) in . Then by solving (35) for u0 = u(1), we have a new lower solution w(2),
where w(2)¿w(1). With w(2) is so determined, let u(2) be a function satisfying u(2)6w(2) in ,
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Fig. 6. The lower, upper, and improved upper solutions for the unit sphere.
and solving (35) for u0 = u(2) we get a new lower solution w(3), where w(3)¿w(2)¿w(1). Continue
doing the same procedure to get the lower solution w(i+1), where w(i+1)¿w(i)¿ · · ·¿w(1). Here,
we end up with an increasing sequence of functions which is bounded above by the exact solution
u and therefore, it converges. To apply the above algorithm we have to 8x u(i). Since the problem
has zero boundary conditions, then
min

{w(i)}= 0:
This choice is not useful. Here, we choose u(i) to be a linear function. When  is the slab, the
lower solution w(1)sl in (30) is concave function, and has absolute maximum at x=
1
2 . We de8ne u(1)
as follows:
u(1)(x) =
{
2w(1)sl (0:5)x; 06 x6
1
2 ;
2w(1)sl (0:5)(1− x); 12 ¡x6 1:
Fig. 7 on the left shows the graph of the improved lower solution w(1)sl is very close to the improved
upper solution v(2)sl , and on the right indicates the di7erence between them. When  is the sphere,
the lower solution wsp in (32) is concave and decreasing function. We de8ne
u(1)(r) = wsp(0)(1− r):
Fig. 8 on the left shows the improved lower solution w(1)sp is very close to the improved upper solution
v(2)sp , and on the right shows the di7erence between them. Fig. 9 on the left shows the solution u
of the problem in (21) and (22) obtained by using the Galerkin method with the improved bounds,
and on the right shows the di7erences between the improved bounds and u. The 8gure indicates that
the solution u for the slab lies between the two bounds, w(1)sl 6 u6 v
(2)
sl . Same result is obtained for
the unit sphere in Fig. 10.
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5. Concluding remarks
We have studied a nonlinear elliptic equation coming from the theory of catalyst pellets reaction.
The literature shows that the problem may have more than one solution, depending on the domain
and the parameters of the problem. We have proved that the problem has at least one non-negative
solution, and given a su1cient condition under which the solution is unique. This condition depends
only on the chemical heat release , and the activation energy . We then derived upper and lower
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sp , and the di7erences
between the improved bounds and u for the unit sphere.
solutions by linearizing the nonlinear term in the problem. For the slab and the sphere we have
obtained upper and lower solutions in explicit forms, and they give us good information on the
exact solution of the problem as  and  go to 0 and ∞. Depending on the accuracy we need, there
are speci8c domains for  and  in which the upper and lower solutions are close to each other.
We then have improved the bounds by introducing an iterative method which uses them as initials.
We have obtained analytically a decreasing sequence of improved upper solutions for the slab and
the sphere by choosing u(i) to be constants. To improve lower solutions, we have chosen u(i) to
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be linear functions and obtained a numerical increasing sequence of improved lower solutions. The
numerical calculations indicate that this iterative method is e1cient and we can get good bounds
after a few iterations. We believe that the idea of improving the upper and lower bounds can be
modi8ed to handle similar problems.
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