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Kurzfassung 
Die Geometrie verknüpft Hestenes zufolge die Algebra mit der physikalischen Welt. Dies ist die 
Sicht eines Physikers und Physikdidaktikers und so auch meine Sicht. 
Dennoch ist klar, dass Wissenschaftlerinnen und Wissenschaftler anderer Fachgebiete diese  
Verknüpfungsbeziehung unter einem anderen Blickwinkel betrachten werden. So ist es aus wirt-
schaftsmathematischer Perspektive nicht nur legitim, sondern auch didaktisch gerechtfertigt, die 
Verknüpfungsrichtung umzudeuten und zu sagen: Die Physik verknüpft die Algebra mit der Geo-
metrie. 
Am Beispiel verallgemeinerter Matrizeninverse wird dies aufgezeigt und hinterfragt: Moore-Pen-
rose-Matrizeninverse werden derzeit in einführenden Wirtschaftsmathematik-Lehrbüchern haupt-
sächlich algebraisch unter Bezug auf die vier Moore-Penrose-Bedingungen motiviert und disku-
tiert. Durch Rückgriff auf physikalische und physikdidaktische Argumentationsmuster der Pauli-
Algebra können Moore-Penrose-Matrizeninverse jedoch geometrisch fundiert und so über die Al-
gebra weit hinausgehend erörtert werden. 
Bei dieser Sichtweise wird die Mathematik somit nicht als ein Werkzeug der Physik, sondern die 
Physik – oder zumindest ein originär aus der Physik stammendes Konstrukt – als ein didaktisches 
Werkzeug der Mathematik betrachtet. 
1. Verknüpfungsbeziehungen zwischen Physik,
Mathematik und anderen Disziplinen
David Hestenes zufolge verknüpft Geometrie die 
Algebra mit der physikalischen Welt: „The power 
of GA (Geometric Algebra) derives from (…) the 
way geometry links the algebra to the physical 
world“ [1, S. 107].* 
Diese Verknüpfungen können gänzlich unterschied-
lich gedacht und interpretiert werden – bis hin zu der 
radikalen Sichtweise Einsteins, dass die Geometrie 
selbst als ein Teil der Physik angesehen werden 
muss: „Um derartige  (…physikalische…) Aussagen 
liefern zu können, muss die Geometrie dadurch ihres 
logisch-formalen Charakters entkleidet werden, dass 
den leeren Begriffsschemen der axiomatischen Ge-
ometrie erlebbare Gegenstände der Wirklichkeit 
(Erlebnisse) zugeordnet werden. (…) Die so ergänz-
te Geometrie ist offenbar eine Naturwissenschaft; 
wir können sie geradezu als den ältesten Zweig der 
Physik betrachten“ [2, S. 5/6]. 
Dies alles jedoch sind Sichtweisen von Physikerin-
nen und Physikern, von Physikdidaktikerinnen und 
*  Aufgrund eines geplanten Hochschulwechsels ist diese Email-
Adresse nur noch übergangsweise nutzbar. Zukünftig ist der 
Autor an der HTW Berlin unter hornmar@htw-berlin.de oder 
unter mail@martinerikhorn.de erreichbar. 
Physikdidaktikern, also von Protagonisten, die in der 
Regel sehr ähnliche wissenschaftstheoretische Prä-
gungen aufweisen. Und es sollte zu vermuten sein, 
dass Forscherinnen und Forscher anderer Wissen-
schaftsdisziplinen, die eine unter Umständen drama-
tisch andere wissenschaftstheoretische Prägung 
erfahren haben, auch andere Verknüpfungsbezie-
hungen zwischen den Disziplinen denken und her-
stellen. 
So ist es aus wirtschaftsmathematischer und wirt-
schaftswissenschaftlicher Perspektive nicht nur legi-
tim, sondern auch didaktisch gerechtfertigt, die Ver-
knüpfungsrichtung umzudeuten und zu sagen: Die 
Physik verknüpft die Algebra mit der Geometrie. 
Von dieser wirtschaftsmathematisch und wirt-
schaftswissenschaftlich basierten Perspektive ausge-
hend wird die Algebra nicht als ein Werkzeug der 
Physik, sondern vielmehr als ein Werkzeug der 
eigenen Disziplin eingeordnet. Der Physik kommt in 
dieser wirtschaftsmathematisch zentrierten Welt 
dann die Funktion eines Katalysators oder einer 
Brücke zu, die zwischen der Algebra und den Wirt-
schaftswissenschaften vermittelt. 
Sehr konkret kann dies am Beispiel der Geometri-
schen Algebra bzw. der Pauli-Algebra als einer 
dreidimensional, Euklidisch reduzierten Geometri-
sche Algebra nachvollzogen werden. 
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Gemäß Einstein [2] werden den logisch-formalen 
Pauli-Matrizen, die als algebraische Entitäten zuerst 
rein formal gedacht werden,  Basis-Schritte in die 
drei Raumrichtungen (als Gegenstände der Wirk-
lichkeit) zugeordnet und so mit Hilfe der Physik eine 
Verknüpfung zur Geometrie geschaffen. Die so 
ergänzte Geometrie der nun naturwissenschaftlich-
physikalisch fundierten Basisvektoren dient dann als 
Ausgangspunkt wirtschaftswissenschaftlicher Mo-
dellierungen. 
Mit Hilfe der Physik kann hier also die Algebra mit 
der Geometrie kognitiv verknüpft werden. 
Darüber hinaus kann diese Verknüpfung auch didak-
tisch gewertet und didaktisch genutzt werden, denn 
die oben von Einstein [2] geforderte Zuordnung von 
Erlebnissen als erlebbare Gegenstände der Wirklich-
keit ist ein zutiefst phänomen-bezogener, didakti-
scher Prozess. 
In den folgenden Abschnitten wird dieser Prozess 
am Beispiel der Konstruktion verallgemeinerter Ma-
trizeninverse und Moore-Penrose-Matrizeninverse 
aufgezeigt und hinterfragt. 
2. Geometrische Algebra
Die von Pauli [3], [4, S. 51], [5, S. 289/290]  rein 
algebraisch formulierten Beziehungen der Pauli-Al-
gebra 
xy = –yx    yz = –zy    zx = –xz 
x
2
 = y
2
 = z
2
 = 1  {1} 
werden durch die folgenden Zuordnungen von tat-
sächlich gangbaren Fußschritten in Einheitslänge als 
erlebbare Gegenstände der Wirklichkeit 
x    Schritt in x-Richtung 
   Basisvektor in x-Richtung 
y    Schritt in y-Richtung 
   Basisvektor in y-Richtung  {2} 
z    Schritt in z-Richtung 
   Basisvektor in z-Richtung 
in die von Einstein geforderte erweiterte Geometrie 
überführt. Pauli-Matrizen repräsentieren Basisvekto-
ren („a right-handed set of base vectors i“ [6, S. 
801]), eine Zuordnung, die übrigens bereits Grass-
mann (selbstredend ohne Bezug auf quantenmecha-
nische Phänomene) in [7] formulierte. 
Unter Nutzung dieser Konzeptualisierung wurde 
ebenfalls bereits von Grassmann die Lösung Linea-
rer Gleichungssysteme beliebig vieler Gleichungen 
in [8, § 45, S. 70-72] begründet und diskutiert. 
Dabei wird im zweidimensionalen Fall bei einem 
eindeutig lösbaren System aus zwei algebraischen 
Linearen Gleichungen mit zwei Unbekannten x, y 
ax x + bx y = rx 
ay x + by y = ry  {3} 
dieses System mit Hilfe der Beziehungen {2} räum-
lich-geometrisch in eine zweidimensionale Ebene 
eingebettet. 
ax x x + bx y x = rx x 
ay x y + by y y = ry y  {4} 
so dass mit Hilfe der beiden Koeffizientenvektoren 
a = ax x + ay y 
b = bx x + by y       {5} 
und des konstanten Ergebnisvektors 
r = rx x + ry y       {6} 
Gl. {4} als geometrisch-algebraische Gleichung 
a x + b y = r  {7} 
formuliert werden kann. Diese Gleichung kann gra-
phisch als einfache Addition der beiden Vektoren a x 
und b y zu einem resultierenden Vektor r dargestellt 
werden (siehe Abb. 1). 
Abb.1: Graphische Darstellung des Linearen Gleichungs-
systems a x + b y = r {7} mit zwei Unbekannten. 
Dabei ist zu beachten, dass die rot und grün einge-
färbten Skalare x und y (in Abb. 1 auch durch die 
Schriftart Times New Roman gekennzeichnet) die 
beiden Variablen des Linearen Gleichungssystems 
bezeichnen, während die schwarz eingefärbten 
Buchstabensymbole x und y (in Abb. 1 durch die 
Schriftart Arial gekennzeichnet) die Richtungsbe-
zeichnungen der Ebene darstellen. 
Diese wichtige Differenzierung sollte mit Lernenden 
ausführlicher besprochen werden, damit es hier nicht 
zu Verwechslungen kommt. 
Graphisch kann die Lösung des Linearen Glei-
chungssystems {7} durch Ermittlung des Schnitt-
punktes einer Geraden in Richtung des ersten Koef-
fizientenvektors a, die durch den Fußpunkt des Er-
gebnisvektors r verläuft, und einer zweiten Geraden 
in Richtung des zweiten Koeffizientenvektors b, die 
durch den Endpunkt des Ergebnisvektors r verläuft, 
recht einfach aufgefunden werden. 
Rechnerisch algebraisch zeigte bereits Grassmann – 
wie bereits erwähnt – sehr ausführlich in [8, § 45], 
dass das Lineare Gleichungssystem {7} durch äuße-
re Multiplikation mit den beiden Koeffizientenvek-
toren gelöst werden kann. 
Die dabei zu bildenden äußeren Produkte 
a  b = ax by – ay bx 
r  b = rx by – ry bx   {8} 
a x 
b y 
r 
x 
y 
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a  r = ax ry – ay rx 
mit der Eigenschaft 
a  a = b  b = 0  {9} 
zeigen eindrücklich, wie ein zuvor rein algebraisch 
zugängliches Konstrukt nun geometrisch gedeutet 
und verstanden werden kann. Die Gleichungen {8} 
beschreiben aus geometrischer Perspektive nichts 
anderes als eine simple Ermittlung des orientierten 
Flächeninhalts der von den Koeffizientenvektoren 
bzw. dem Ergebnisvektor aufgespannten Parallelo-
gramme. 
Liegen die beiden Vektoren parallel zueinander 
(siehe Gl. {9}), ist keine Bildung eines Parallelo-
gramms möglich, so dass der Flächeninhalt dieser 
nicht existierenden Parallelogramme naturgemäß zu 
Null wird. 
Die rechtsseitig mit dem Koeffizientenvektor b bzw. 
linksseitig mit dem Koeffizientenvektor a vorge-
nommene äußere Multiplikation von {7} 
(a x + b y)  b = (a  b) x + 0 y = r  b 
a  (a x + b y) = 0 x + (a  b) y = a  r  {10} 
führt somit direkt auf die beiden Lösungsformeln 
x = (a  b) – 1 (r  b) 
y = (a  b) – 1 (a  r)  {11} 
Diese Lösungsformeln bilden das geometrisch-alge-
braische Analogon zur Cramerschen Regel und ver-
knüpfen algebraisch jeweils zwei äußere Produkte 
durch Division sowie geometrisch zwei orientierte 
Flächenelemente durch einen Flächeninahltsver-
gleich. 
Da alle Flächenelemente parallel zueinander liegen 
und somit eine identische Richtungsbeschreibung 
durch sich entsprechende Bivektoren aufweisen (die 
sich bei der Division immer vollständig gegenseitig 
aufheben werden), können die beiden Lösungsfor-
meln {11} auch alternativ als 
x = (r  b) (a  b) – 1 
y = (a  r) (a  b) – 1  {12} 
geschrieben werden. 
Bei der Ermittlung von Lösungswerten Linearer 
Gleichungssysteme, deren Anzahl an Unbekannten 
der Anzahl gegebener Gleichungen entspricht, spielt 
es somit keine Rolle, ob eine linksseitige Prä-
Division nach {11} oder aber eine rechtsseitige Post-
Division nach {12} vorgenommen wird. Das skalare 
Ergebnis x bzw. y ist immer gleich. 
Darüber hinaus ist sofort einsichtig, dass diese geo-
metrisch gedeuteten Beziehungen sich nicht ändern 
werden, wenn die in Abb. 1 in eine Fläche eingebet-
teten Vektoren nun stattdessen in einem höherdi-
mensionalen Raum eingebettet werden, da die orien-
tierten Flächeninhalte dabei konstant bleiben. Diese 
Eigenschaft wird später bei Konstruktion von verall-
gemeinerten Matrizeninversen ein wesentliches 
Motivationselement darstellen. 
3. Inverse quadratischer Matrizen
Die Lösungsformeln {11} bzw. {12} des zweidi-
mensionalen Falls sowie allgemein die von Grass-
mann in [8, S. 72] gegebenen mit beliebig vielen 
Unbekannten können aufgrund der linearen Struktur 
des Ergebnisvektors {6} immer auch linear zerlegt 
werden. 
Die Zerlegung von {11} führt auf 
x = (a  b) – 1 ((rx x + ry y)  b) 
= (a  b) – 1 (x  b) rx + (a  b) 
–
 
1
 (y  b) ry 
y = (a  b) – 1 (a  (rx x + ry y))  {13} 
= (a  b) – 1 (a  x) rx + (a  b) 
–
 
1
 (a  y) ry 
während die Zerlegung von {12} auf 
x = ((rx x + ry y)  b) (a  b) 
–
 
1 
= (x  b) (a  b) 
–
 
1
 rx + (y  b) (a  b) 
–
 
1
 ry 
y = (a  (rx x + ry y)) (a  b) 
–
 
1
 {14} 
= (a  x) (a  b) 
–
 
1
 rx + (a  y) (a  b) 
–
 
1
 ry 
führt. Diese Zerlegungen können mit Hilfe des Falk-
schen Schemas [24, S. 9-11] didaktisch einsichtig als 
Matrizenmultiplikationen formuliert werden. 
Die linksseitigen Werte werden dabei wie erwartet 
die Inverse der aus den beiden Koeffizientenvekto-
ren a und b gebildeten Koeffizientenmatrix 
 A =   a ; b   = 







yy
xx
ba
ba
 {15} 
ergeben, wobei die durch Prä- und Post-Division 
ermittelten Matrizenelemente wieder identisch sein 
werden: 
 A
–
 
1
 = 





21
21
yy
xx
 = A
–
 
1
 = 







21
21
yy
xx
  {16} 
mit      {17} 
x1 = (a  b) 
–
 
1
 (x  b) = x1 = (x  b) (a  b) 
–
 
1
y1 = (a  b) 
–
 
1
 (a  x) = y1 = (a  x) (a  b) 
–
 
1
x2 = (a  b) 
–
 
1
 (y  b) = x2 = (y  b) (a  b) 
–
 
1
y2 = (a  b) 
–
 
1
 (a  y) = y2 = (a  y) (a  b) 
–
 
1
Hierbei wurden somit die beiden Linearen Glei-
chungssysteme 
a x + b y = r1     und     a x + b y = r2      {18} 
mit den jeweiligen Einheitsvektoren x und y als 
den zwei unterschiedlichen  Ergebnisvektoren 
r1 = x   und     r2 = y  {19} 
gelöst. 
Da bei den beiden Linearen Gleichungssystemen 
{18} die Anzahl an Unbekannten der Anzahl gege-
bener Gleichungen entspricht, ergeben sich für die 
beiden Inversen rein skalare Elemente. 
Deshalb stimmt die durch Prä-Division ermittelte 
erste Inverse A
–
 
1
 mit der durch Post-Division er-
mittelten zweiten Inverse A
–
 
1
 vollständig überein. 
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4. Wirtschaftsmathematischer Ausgangspunkt
Immer mehr einführende Wirtschaftsmathematik-
Lehrbücher erörtern verallgemeinerte Matrizenin-
verse und Moore-Penrose-Inverse als einen element-
raren Bestandteil wirtschaftsmathematischer Grund-
bildung (siehe z.B. [9, Kap. 7]). 
Auch hochschulische Kursveranstaltungen zu den 
Grundlagen der Wirtschaftsmathematik (wie z.  B. an 
der FH Schmalkalden, der TU Dortmund und der 
Leibniz-Universität Hannover [10]) greifen den 
Themenbereich der verallgemeinerten Matrizenin-
versen immer öfter auf. 
Dabei wird darauf verwiesen, dass „der vermittelte 
Stoff aktuell und modern sein (soll). Deshalb bedie-
nen wir uns der in letzter Zeit immer populärer ge-
wordenen Hilfsmittel wie verallgemeinerte Inversen 
und Moore-Penrose-Inverse von Matrizen und ihrer 
Anwendung zur Lösung linearer Gleichungssyste-
me“ [10, S. V ]. 
Allerdings werden Moore-Penrose-Matrizeninverse 
derzeit in einführenden Wirtschaftsmathematik-
Lehrbüchern hauptsächlich algebraisch unter Bezug 
auf die vier Moore-Penrose-Bedingungen 
A A
+
 A = A  {20 a} 
A
+
 A A
+
 = A
+
{20 b} 
(A
+
 A)
T
 = A
+
 A  {20 c} 
(A A
+
)
T
 = A A
+
{20 d} 
motiviert und diskutiert [11, Gl. (2.2), S. 12 & Th. 4, 
S. 18], [12, S. 40], [13, Kap. 6, S. 363], [9, Gl. 7.13, 
S. 147], [10, Abs. 6.1, S. 125] wobei das hoch-
gestellte T die konjugierte Transposition bezeich-
net. 
Die Beschränkung auf rein algebraische Zugänge 
stellt eine erhebliche didaktische Einschränkung und 
ein gravierendes Defizit der bisherigen Herange-
hensweise dar. 
Eine geometrisch-physikalisch motivierte und fun-
dierte Erörterung bietet zusätzliche didaktische We-
ge und eröffnet neue konzeptuelle Freiräume, die 
sowohl didaktisch wie auch fachlich alternative, den 
Blickwinkel öffnende Perspektiven zulassen. 
Durch Rückgriff auf physikalische und physikdidak-
tische Argumentationsmuster der Pauli-Algebra im 
dreidimensionalen Fall bzw. der Geometrischen 
Algebra im allgemeinen Fall können Moore-Pen-
rose-Matrizeninverse sehr einsichtig und leicht 
nachvollziehbar geometrisch fundiert und so über 
die Algebra weit hinausgehend erörtert werden. 
5. Überdeterminierte Gleichungssysteme
Die das Lineare Gleichungssystem {7} determinie-
renden Vektoren a x, b y und r werden nun in relati-
ve zueinander gleicher Anordnung schräg in ein 
räumlich dreidimensionales Koordinatensystem 
eingebettet (siehe Abb. 2). 
Da die Vektoren zueinander die gleichen, unverän-
derten Lagebeziehungen aufweisen, werden auch die 
von Ihnen aufgespannten Parallelogramme bzw. 
deren orientierte Volumina unverändert bleiben. 
Die mit Hilfe der Grassmannschen Gleichungen 
{11} und {12} formulierten Beziehungen 
x = (a  b) – 1 (r  b) = (r  b) (a  b) – 1 
y = (a  b) – 1 (a  r) = (a  r) (a  b) – 1   {21} 
führen somit wieder direkt zu den beiden Lösungs-
werten x und y. 
Da alle Flächenelemente unverändert parallel zuei-
nander liegen und somit eine identische Richtungs-
beschreibung durch sich entsprechende Linearkom-
binationen an Bivektoren aufweisen werden, heben 
sich diese bei Division wie zuvor gegenseitig voll-
ständig weg. 
Abb.2: Graphische Darstellung des Linearen Gleichungs-
systems a x + b y = r {7} mit zwei Unbekannten. 
Obgleich die geometrische Situation und die charak-
teristischen geometrischen Größen unverändert 
bleiben, so ändert sich doch die algebraische Schrei-
bung dieser Größen. 
Eine Änderung des Koordinatensystems wird die 
algebraische Beschreibung der Vektoren beeinflus-
sen, die nun – da in einen dreidimensionalen Raum 
eingebettet – auch drei (anstelle von nur zwei) 
Komponenten aufweisen werden. Die beiden Koef-
fizientenvektoren 
a = ax x + ay y + az z 
b = bx x + by y + bz z  {22} 
und der konstante Ergebnisvektor 
r = rx x + ry y + rz z   {23} 
bilden erneut das eindeutig lösbare Lineare Glei-
chungssystem 
a x + b y = r  {24} 
Dieses Gleichungssystem weist jedoch nun drei 
(anstelle von zuvor zwei) Linearen Gleichungen auf: 
ax x x + bx y x = rx x      ax x + bx y = rx 
ay x y + by y y = ry y      ay x + by y = ry  {25} 
az x z + bz y z = rz z       az x + bz y = rz 
Da dieses Lineare Gleichungssystem weiterhin eine 
einzige und somit eindeutige Lösung besitzt, ist es 
a x 
b y 
r 
x 
z 
y 
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zwar überdeterminiert, aber dennoch konsistent. 
Allerdings ist die Koeffizientenmatrix nun nicht 
mehr quadratisch, sondern rechteckig. 
  A =   a ; b   = 










zz
yy
xx
ba
ba
ba
  {26} 
6. Inverse nicht-quadratischer Matrizen
Da der Ergebnisvektor {23} weiterhin eine lineare 
Struktur besitzt, kann erneut eine lineare Zerlegung 
der Lösungsformeln {21} vorgenommen werden, die 
sich mit Hilfe des Falkschen Schemas [24, S. 23-28] 
didaktisch einsichtig darstellen lassen 
x = (a  b) – 1 ((rx x + ry y + rz z)  b) 
= (a  b) – 1 (x  b) rx 
 + (a  b) – 1 (y  b) ry 
 + (a  b) – 1 (z  b) rz 
   x1 = (a  b) 
–
 
1
 (x  b)  {27} 
x2 = (a  b) 
–
 
1
 (y  b)
x3 = (a  b) 
–
 
1
 (z  b)
y = (a  b) – 1 (a  (rx x + ry y + rz z)) 
= (a  b) – 1 (a  x) rx 
 + (a  b) – 1 (a  y) ry 
 + (a  b) – 1 (a  z) rz
   y1 = (a  b) 
–
 
1
 (a  x)   {28} 
y2 = (a  b) 
–
 
1
 (a  y)
y3 = (a  b) 
–
 
1
 (a  z)
und die nun auf jeweils drei Terme führt. Allerdings 
sind diese Terme jetzt nicht mehr rein skalarwertig, 
sondern weisen zusätzliche bivektorielle Anteile auf. 
Während sich die skalarwertigen Anteile bei Prä- 
und Post-Division nicht unterscheiden, erfahren die 
bivektoriellen Anteile eine Orientierungsumkehr, 
was einen Vorzeichenwechsel bewirkt. 
Die Zerlegung der durch eine Post-Division gene-
rierten Lösungsformeln lautet somit 
x = ((rx x + ry y + rz z)  b) (a  b) 
–
 
1 
= (x  b) (a  b) 
–
 
1
 rx 
+ (y  b) (a  b) 
–
 
1
 ry 
 + (z  b) (a  b) 
–
 
1
 rz 
   x1 = (x  b) (a  b) 
–
 
1
 {29} 
x2 = (y  b) (a  b) 
–
 
1
x3 = (z  b) (a  b) 
–
 
1
y = (a  (rx x + ry y + rz z)) (a  b) 
–
 
1 
= (a  x) (a  b) 
–
 
1
 rx 
 + (a  y) (a  b) 
–
 
1
 ry 
 + (a  z) (a  b) 
–
 
1
 rz 
   y1 = (a  x) (a  b) 
–
 
1
 {30} 
y2 = (a  y) (a  b) 
–
 
1
y3 = (a  z) (a  b) 
–
 
1
so dass zwei unterschiedliche Matrizeninverse A
–
 
1
 
der Prä-Division und A
–
 
1
 der Post-Division 
  A
–
 
1
 = 





321
321
yyy
xxx
 ≠ A
–
 
1
 = 







321
321
yyy
xxx
{31} 
gebildet werden können. 
Da zur Konstruktion dieser verallgemeinerten Matri-
zeninversen die Pauli-Algebra herangezogen wird, 
können diese nicht-quadratischen Inversen als Ver-
allgemeinerte Pauli-Algebra-Matrizeninverse [14] – 
[18] bezeichnet werden. 
Auch zeigen Gl. {27} bis {30}, dass diese Verall-
gemeinerten Pauli-Algebra-Matrizeninverse links-
seitige Inverse darstellen, 
A
–
 
1
 A = E2x2 A A
–
 
1
 ≠ E3x3
A
–
 
1
 A = E2x2 A A
–
 
1
 ≠ E3x3  {32} 
wobei die Einheitsmatrizen mit 
E2x2 =   x ; y   E3x3 =   x ; y ; z  {33} 
unterschiedliche Dimensionen besitzen. 
Sollte zur Lösung eines Linearen Gleichungssystems 
eine Verallgemeinerte Pauli-Algebra-Matrizenin-
verse von rechts an die ursprüngliche Matrix A an-
multipliziert werden, ergibt sich in der Regel keine 
sinnvolle Lösung, da die Ungleichungen {32, rechts} 
gelten, wie eine einfache Überprüfung und Diskus-
sion in den Folien des für die Studierenden angefer-
tigten Skripts [24, S. 30] zeigt. 
In vollkommen analoger Art und Weise, die dem 
hier auf Grundlage einer nicht-quadratischen (3 x 2)-
Matrix gezeigten Verfahren entspricht, können für 
höherdimensionale (j x k)-Matrizen mit beliebigem 
j ≥ k die entsprechenden Verallgemeinerten Pauli-
Algebra-Matrizeninverse berechnet werden. 
7. Moore-Penrose Matrizeninverse
Aufgrund von Gl. {32, links} erfüllen Verallgemei-
nerte Pauli-Algebra-Matrizeninverse die ersten drei 
Moore-Penrose-Bedingungen {20 a,  b,  c}. Die vierte 
Bedingung {20 d} wird dann erfüllt, wenn der bivek-
torielle Anteil von A
–
 
1
 bzw. A
–
 
1
 in {31} wegfällt. 
Eine solche Matrizeninverse kann durch Aufaddition 
der prä- und post-divisionalen Matrizeninversen 
A
+
= 
2
1
 (A
–
 
1
 + A
–
 
1
)  {34} 
  = 









332211
332211
yyyyyy
xxxxxx
2
1
 
erzeugt werden. Die so gebildete verallgemeinerte 
Matrizeninverse A
+
 entspricht der Moore-Penrose-
Matrizeninversen. 
Durch Differenzbildung entsteht darüber hinaus eine 
Matrix A
–
, die rein bivektorielle Elemente besitzt.
A
–
= 
2
1
(A
–
 
1
 – A
–
 
1
)  {35} 
  = 









332211
332211
yyyyyy
xxxxxx
2
1
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Moore-Penrose-Matrizeninverse sind somit lediglich 
der skalarwertige Teil einer natürlicheren, geomet-
risch fundierten Verallgemeinerten Pauli-Algebra-
Matrizeninversen – eine Sichtweise, die übrigens 
auch in logisch umgekehrter Argumentationsrich-
tung gedeutet und diskutiert werden könnte. 
Durch direkten Vergleich mit 
A
+
 = (A
T
 A)
−
 
1
 A
T
{36} 
[9, Gl. 7.14, S. 147] lässt sich leicht zeigen, dass die 
in {34} konstruierte Matrix tatsächlich der Moore-
Penrose-Matrizeninversen entspricht. Mit 
A
T
 = 







zyx
zyx
bbb
aaa
 A = 










zz
yy
xx
ba
ba
ba
   {37} 
ergeben sich 
A
T
 A = 









2
2
bba
baa
         
   {38} 
det (A
T
 A) = a2 b2 – (a  b)2
 = a
2
 b
2
 – a2 b2 cos2          {39} 
= a
2
 b
2
 sin
2
  = – (a  b)
2
(A
T
 A)
−
 
1
 = 











2
2
2)(
1
aba
bab
ba
{40} 
A
+
 = (A
T
 A)
−
 
1
 A
T
 {41} 
=


























2
2
zz
2
2
yy
2
2
xx
2
2
zz
2
2
yy
2
2
xx
)(
ba
)(
ba
)(
ba
)(
ab
)(
ab
)(
ab
 
ba
aba
ba
aba
ba
aba
ba
bba
ba
bba
ba
bba
 
Dies entspricht dem Skalarteil von  {42} 
A
–1
=
























2
z
2
y
2
x
2
z
2
y
2
x
)(
))((
)(
))((
)(
))((
)(
))((
)(
))((
)(
))((
 
ba
aba
ba
aba
ba
aba
ba
bba
ba
bba
ba
bba
da sich die Skalarteile der Nenner aller Elemente 
entsprechen. Beispielsweise sind für den jeweils 
ersten Term 
bx a  b – ax b
2
 {43}
= ay bx by + az bx bz – ax by
2
 – ax bz
2
und 
(a  b) (x  b)  {44} 
 = ((axby – aybx) xy + (aybz – azby) yz
 + (azbx – axbz) zx) (by xy – bz zx) 
= ay bx by + az bx bz – ax by
2
 – ax bz
2
      + (ay bz – az by) b xyz
die Skalarteile wie erwartet identisch. 
In ähnlicher Art und Weise sollte sich auch für  Ma-
trizeninverse mit einer höheren Anzahl an Zeilen 
und Spalten die Gleichheit der Skalarteile von Ver-
allgemeinerter Pauli-Algebra-Matrizeninversen und 
Moore-Penrose-Matrizeninversen zeigen lassen. 
8. Kursdurchführung
Im Rahmen der sukzessiven Erprobung einer mo-
dernen Darstellung der Linearen Algebra auf Grund-
lage der Geometrischen Algebra in englischsprachi-
gen Wirtschaftsmathematik-Kursen „Mathematics 
for Business and Economics“ (LV-Nr. 200 691.01) 
[20] wurden in den vergangenen Jahren an der HWR 
Berlin unterschiedliche Aspekte der Geometrischen 
Algebra didaktisch aufbearbeitet und die dazu ent-
wickelten Materialien [19] eingesetzt. 
Im Wintersemester 2017/2018 wurden für diesen 
wirtschaftsmathematischen Crash-Kurs zur Geomet-
rischen Algebra Arbeitsblätter zu verallgemeinerten 
Matrizeninversen [24] entwickelt. 
Auf Grundlage der bereits den Studierenden bekann-
ten Ermittlung von Inversen quadratischer Matrizen 
wurde die Berechnung linksseitiger Inversen nicht-
quadratischer Matrizen mit Hilfe der Geometrischen 
Algebra thematisiert und an Beispielen (siehe auch 
folgender Abschnitt 9) erörtert. 
Da die Studierenden dieses Kurses zuvor bereits 
ausführlich Erfahrungen mit der Geometrischen 
Algebra im Rahmen einer Einführung und Nutzung 
des Programm-Tools GAALOP [21], [22] machen 
konnten, waren sehr breite Grundkenntnisse zur 
Geometrischen Algebra vorhanden. 
Somit konnte auf soliden Kenntnissen zur Geometri-
schen Algebra aufgebaut werden, so dass der zur 
Verfügung stehende zeitliche Rahmen von 90 Minu-
ten (was lediglich zwei Lehrveranstaltungsstunden 
entspricht) zur Erarbeitung Verallgemeinerter Pauli-
Algebra-Matrizeninversen [24, S. 21-46] und die 
sich anschließende Reduktion auf Moore-Penrose-
Matrizeninverse [24, S. 47-56] zur Behandlung 
dieses Themengebietes ausreichend war. 
Längere Erläuterungsphasen waren allerdings an den 
Stellen notwendig, in denen die Berechnung nicht-
quadratischer Matrizeninverser deutlich von der 
Berechnung quadratischer Inversen abweicht. Dies 
war insbesondere bei den Folien [24, S. 36 und fol-
gende] der Fall. 
Während bei Berechnung von quadratischen Inver-
sen die bivektorielle Richtungsinformationen in Zäh-
ler und Nenner der Gleichungen {16} und {17} 
immer identisch sind und somit intuitiv gekürzt 
werden können, sind bei den Gleichungen {27} bis 
{31} etwas längere Umrechnungen notwendig. 
Nach ausführlicher Besprechung eines Beispiels [24, 
S. 38, Berechnung von x1] wurden den Studierenden 
die in gleicher Art und Weise durchzuführenden 
Berechnungen weiterer Matrizenelemente [24, S, 39-
43, Berechnung von x2, x3, y1, y2, y3] zur häuslichen 
Nachbearbeitung aufgetragen. 
Aus Zeitgründen wurde auch nicht auf den Unter-
schied zwischen Prä- und Post-Division eingegan-
gen. Stattdessen wurde die Division durch äußere 
Produkte (und damit hier durch Bivektoren) immer 
als Prä-Division dargestellt. 
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Aus den Diskussionsbeiträgen und Rückfragen der 
Studierenden während der Kursdurchführung kann 
geschlossen werden, dass die Inhalte von ihnen 
größtenteils gut nachvollzogen werden können und 
verstanden werden. Der zentrale Ansatz einer Auf-
spaltung der Matrizenmultiplikation zur Ermittlung 
von Matrizeninversen ist den Studierenden nach 
ausführlicher Besprechung des Falkschen Schemas 
klar und einsichtig. 
Es kann somit geschlossen werden, dass der hier in 
diesem Beitrag vorgestellt Ansatz tragfähig und gut 
durchführbar ist und in weiteren Kursen auf diese 
Art und Weise behandelt werden kann. 
9. Kurze Erläuterung der Beispielaufgabe
Ausgehend von einer Beispielaufgabe zur Material-
verflechtung (siehe Abb. 3), die auf das Lineare Glei- 
Erstes Beispiel: Aufgabenstellung 
In einer Fabrik werden zwei verschiedene Endpro-
dukte P1 und P2 hergestellt. Zur Herstellung dieser 
beiden Endprodukte werden die folgenden Mengen 
zweier verschiedener Rohstoffe R1 und R2 benötigt: 
   3 Mengeneinheiten (ME) von R1 und 5 ME von R2 
     zur Herstellung einer ME von P1 
   2 ME von R1 und 4 ME von R2 
   zur Herstellung einer ME von P2 
Berechnen Sie die Mengen der Endprodukte P1 und 
P2, die hergestellt werden, wenn genau 120 ME des 
ersten Rohstoffes R1 und 220 ME des zweiten 
Rohstoffes R2 während des Produktionsprozesses 
verbraucht werden. 
Abb.3: Übersetzung der englischsprachigen Beispielauf-
gabe des Skripts [24, S. 16] ins Deutsche. 
chungssystem 
3 x + 2 y = 120 
5 x + 4 y = 220  {45} 
führt und deshalb mit Hilfe der konventionellen, 
quadratischen Bedarfsmatrix 
Dqua = 





45
23
   {46} 
gelöst werden kann, wird der Grassmannsche Ansatz 
zur Berechnung inverser Matrizen wiederholt. Die 
Berechnung der äußeren Produkte der Pauli-Vek-
toren 
a = 3 x + 5 y 
b = 2 x + 4 y   {47} 
r1 = x            r2 = y 
liefert die folgende (2 x 2)-Matrizeninverse 
Dqua
– 1
 = 







35
24
2
1   {48} 
Damit berechnet sich der Produktionsvektor, der die 
Herstellungsmengen der beiden Endprodukte angibt, 
zu: 
p = Dqua
– 1
 r = 













220
120
35
24
2
1
= 





30
20
{49} 
Es werden somit 20 Mengeneinheiten des ersten 
Endproduktes P1 und 30 Mengeneinheiten des zwei-
ten Endproduktes P2 hergestellt. 
Dieses einfache Beispiel wird nun durch Einbezug 
eines dritten Rohstoffes R3 erweitert (siehe Abb. 4), 
so dass das zugrunde liegende Lineare Gleichungs-
system 
3 x + 2 y = 120 
5 x + 4 y = 220                                         {50} 
4 x + 8 y = 320 
mit drei Gleichungen bei nur zwei Unbekannten 
überdeterminiert  ist.  Da  jedoch  eine  einzige  eindeu- 
Zweites Beispiel: Aufgabenstellung 
In einer Fabrik werden zwei verschiedene Endpro-
dukte P1 und P2 hergestellt. Zur Herstellung dieser 
beiden Endprodukte werden die folgenden Mengen 
dreier verschiedener Rohstoffe R1, R2 und R3 benö-
tigt: 
   3 ME von R1,  5 ME von R2  und  4 ME von R3 
 zur Herstellung einer ME von P1 
   2 ME von R1,  4 ME von R2  und  8 ME von R3 
   zur Herstellung einer ME von P2 
Berechnen Sie die Mengen der Endprodukte P1 und 
P2, die hergestellt werden, wenn genau 120 ME des 
ersten Rohstoffes R1, 220 ME des zweiten Rohstof-
fes R2 und 320 ME des dritten Rohstoffes R3 wäh-
rend des Produktionsprozesses verbraucht werden. 
Abb.4: Übersetzung der zweiten englischsprachigen Bei-
spielaufgabe des Skripts [24, S. 33] ins Deutsche. 
tige Lösung existiert, ist es weiterhin konsistent. Die 
Bedarfsmatrix 
D = 










84
45
23
   {51} 
ist nunmehr rechteckig und die Pauli-Vektoren wei-
sen mit 
a = 3 x + 5 y + 4 z 
b = 2 x + 4 y + 8 z   {52} 
r1 = x  r2 = y  r3 = z 
jeweils drei unterschiedliche Komponenten auf. Mit 
Hilfe von 
(a  b)
–
 
1
 = –
418
1
(xy + 12 yz – 8 zx) {53} 
und den beiden Dualen der Koeffizientenvektoren 
M = b xyz = 8 xy + 2 yz + 4 zx 
N = a xyz = 4 xy + 3 yz + 5 zx  {54} 
kann nun die Verallgemeinerte Pauli-Algebra-Matri-
zeninverse {42} 
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  D
–
 
1
 = 







N84   N845N1237
M64M894  M1268  
 
418
1
 {55} 
berechnet werden. 
Damit ergibt sich der Produktionsvektor der Herstel-
lungsmengenengen der beiden Endprodukte erneut 
zu 
 p =  D
–
 
1
 r 
= 


















320
220
120
 
N84N845N1237
M64M894 M1268  
 
418
1  
= 





30
20
 {56} 
so dass wie gehabt 20 ME des ersten Endproduktes 
P1 und 30 ME des zweiten Endproduktes P2 herge-
stellt werden. 
Da sich die bivektoriellen Anteile nach Gl. {35} 
D 
–
 = 







N   N8N12 
MM8  M12
 
418
1
 {57} 
bei Multiplikation mit dem Ergebnisvektors des 
konsistenten Linearen Gleichungssystems  {58} 
D 
–
 r = 


















320
220
120
 
N   N8N12 
MM8  M12
 
418
1 = 






0
0  
gegenseitig kompensieren und so nichts zum Ge-
samtresultat beitragen, entspricht das Ergebnis einer 
Multiplikation mit der Moore-Penrose-Matrizenin-
versen {34}, {36} 
D 
+
 = 







84   4537
6494   68   
 
418
1
 {59} 
genau dem Ergebnis {56}:  {60} 
 p = D 
+
 r = 


















320
220
120
 
84   4537
6494   68   
 
418
1 = 






30
20  
Wie zu erwarten, erfüllt D
+
 alle vier Moore-Penrose-
Bedingungen {20} [24, S. 53-56]: 
D D
+
D = D = 










84
45
23
  {61} 
D
+
 D D
+
 = D 
+
 = 







84   4537
6494   68   
 
418
1
  {62} 
(D
+
 D)
T
 = D
+
 D = 





10
01
 {63} 
(D D
+
)
T
 = D D
+
= 












416 16 24
16 290192 
24192130 
418
1
{64}
Und wie zu erwarten, erfüllt D 
–
 drei der vier Moore-
Penrose-Bedingungen {20 a,  b,  d} nicht: 
D D
–
D = 










00
00
00
 ≠ D  {65} 
D
–
 D D
–
= 





000
000
 
≠ D
–
        {66} 
(D
–
 D)
T
 = 





00
00
 = D
–
 D  {67} 
D D
–
= 













N8M4N64M32N96M48
N4M5N32M40N48M60
N2M3N16M24N24M36
418
1
  ≠ (D D
–
)
T
 {68}
Es ist jedoch noch eine offene Forschungsfrage, ob 
Verallgemeinerte Pauli-Algebra-Matrizeninverse D 
–
 
1
 
nicht vielleicht doch die vierte Moore-Penrose-
Bedingung zu erfüllen in der Lage sind, falls eine 
Modifikation des Begriffs der konjugierten Transpo-
sition erfolgt. Letztendlich existieren in der Geomet-
rischen Algebra sehr unterschiedliche komplexe 
Größen, die je nach Dimension unterschiedlich kom-
plex zu konjugieren sind. 
Didaktisch interessant ist aber auch ein weiterer 
Aspekt, der die Verallgemeinerte Pauli-Matrizenin-
verse D 
–
 
1
 betrifft. Die Elemente dieser Inversen {55} 
68 – 12 M = 68 – 96 xy – 24 yz – 48 zx
= 68 – 96 i – 24 j + 48 k 
94 +   8 M = 94 + 64 xy + 16 yz + 32 zx
     = 94 + 64 i + 16 j – 32 k 
– 64 –   M = – 64 – 8 xy – 2 yz – 4 zx
= – 64 – 8 i – 2 j + 4 k   {69} 
– 37 +  12 N = – 37 + 48 xy + 36 yz + 60 zx
= – 37 + 48 i + 36 j – 60 k 
– 45 –    8 N = – 45 – 32 xy – 24 yz – 40 zx
= – 45 – 32 i – 24 j + 40 k 
84 +  N = 84 + 4 xy + 3 yz + 5 zx
= 84 + 4 i + 3 j – 5 k 
können als Quaternionen mit den quaternionischen 
Basiseinheiten 
i = xy  j = yz  k = – zx    {70} 
gedeutet werden, so dass über diesen Zugang auch 
eine Motivation zur Diskussion quaternionischer 
Strukturen geschaffen werden kann. 
Und auf jeden Fall geben Verallgemeinerte Matri-
zeninverse schon per se Anlass genug, über Mög-
lichkeiten, über Grenzen und vor allem auch über 
noch nicht erschlossene Erweiterungen der Matri-
zenrechnung nachzudenken. 
Sie können und sie sollten aber auch ein Anlass da-
für sein, über Möglichkeiten, über Grenzen und über 
noch nicht erschlossene Erweiterungen unserer eige-
nen Themenfelder – der Physikdidaktik und der 
Fachphysik – in Bezug auf andere, physikferne 
Fachgebiete nachzudenken. 
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