The use of Computational Fluid Dynamics (CFD) tools for integrated simulations of gas turbine components has emerged as a promising way to predict undesired component interactions thereby giving access to potentially better engine designs and higher efficiency. In this context, the ever-increasing computational power available worldwide makes it possible to envision integrated massively parallel combustion chamberturbomachinery simulations based on Large-Eddy Simulations (LES). While LES have proven their superiority for combustor simulations, few studies have employed this approach in complete turbomachinery stages. The main reason for this is the known weaknesses of near wall flow modeling in CFD. Two approaches exist: the wall-modeled LES, where wall flow physics is modeled by a law-of-the-wall, and the wall-resolved LES where all the relevant near wall physics is to be captured by the grid leading to massive computational cost increases. This work investigates the sensitivity of wall-modeled LES of a high-pressure turbine stage. The code employed, called TurboAVBP, is an inhouse LES code capable of handling turbomachinery configurations. This is possible through an LES-compatible approach with the rotor/stator interface treated based on an overset moving grids method. It is designed to avoid any interference with the numerical scheme, allow the proper representation of tur- * Address all correspondence to this author. bulent structures crossing it and run on massively parallel platforms. The simulations focus on the engine-representative MT1 transonic high-pressure turbine, tested by QinetiQ. To control the computational cost, the configuration employed is composed of 1 scaled stator section and 2 rotors. The main issues investigated are the effect of mesh resolution and the effect of sub-grid scale models in conjunction with wall modeling. The pressure profiles across the stator and rotor blades are in good agreement with the experimental data for all cases. Radial profiles at the rotor exit (in the near and far field) show improvement over RANS predictions. Unsteady flow features, inherently present in LES, are, however, found to be affected by the modeling parameters as evidenced by the obtained shock strengths and structures or turbulence content of the different simulations. 
of unsteady phenomena (notably laminar to turbulent transition, flow separation bubbles and blade wake profiles) and secondary flows, which are shown to be among the most important loss inducing mechanisms [11] .
Recently, with the latest generation of supercomputers in place, LES studies of complete turbomachinery stages, including the critical part of rotor/stator interaction, emerge. Gourdain performed wall-resolved LES (up to 1 billion points) of the entire CME2 compressor stage [12] . LES was not only capable of predicting the mean flow variables but also provided information on turbulent structures and frequencies not present in URANS simulations. Additionally, the laminar-turbulent transition is captured accurately, an important advantage of LES. Similar conclusions are drawn by McMullan et al [13] , who performed LES on 2 different compressor stage configurations. Their results show good agreement with the available experimental data and highlight the importance of free-stream turbulence and inlet boundary conditions in the development of the flow field. Regarding turbine stages, Wang et al [14] performed LES of the high-pressure turbine MT1 using coupled instances of the reactive unstructured LES solver AVBP [15] . An overset grid method was developed for the interface treatment between the stator and rotor. Despite being relatively under-resolved, the predicted flow field is close to that measured in the experimental bench and rich secondary flow structures are revealed.
Both previous studies rely on wall-resolved LES. So far, there has been no investigation on the effects of mesh resolution and sub-grid scale models used in wall-modeled LES of turbomachinery stages. The effect of Sub-Grid Scale (SGS) models, in particular, can be significant, since turbine flows are wall dominated, high Reynolds number flows with several boundary layers interacting with each other, strong gradients and vortical structures. This makes wall-modeled LES of such flows particularly challenging. Evaluating the sensitivity of the flow field to the mesh resolution, as well as the effect of SGS modeling in conjunction with a law-of-the-wall, is important to allow a degree of confidence on the results. This study builds on the work of Wang et al [14] and looks into these two areas by performing several similar LES of the high-pressure turbine stage MT1. The MT1 turbine is a full scale research turbine that was tested in the frame of the European project TATEF-II [16] . It has also been the subject of several numerical studies using traditional RANS solvers [17, 18] . These previous investigations form a large database for validation and comparison with the LES approach of Wang et al [14] in a realistic configuration.
EXPERIMENTAL SET-UP
The experiments used to validate this study were conducted at the Oxford Turbine Research Facility. The testing bench is a short duration, rotating and isentropic light piston wind tunnel designed for investigating turbine stages. It has the ability to create engine representative test conditions for turbines up to one and a half stages. Both aerodynamic and heat transfer measurements can be performed simultaneously at a moderate cost. More details on the installation and the function of the facility are provided by Hilditch et al [19] .
The investigated turbine configuration is the MT1 highpressure turbine. It is an unshrouded, single stage, high-pressure experimental turbine designed by Rolls-Royce. It is a full scale turbine and works in engine representative conditions, forming a database for the validation of numerical methods in a realistic configuration. The stage consists of 32 stator and 60 rotor blades. The experimental data include inlet and exit area surveys of total pressure, azimuthally averaged rotor exit profiles in the near and far field, profiles of the isentropic Mach number across the stator blade at three different spanwise positions, as well as the pressure profile across the rotor at mid span [16] . Finally, Qureshi et al [20] provide additional experimental information on the secondary flow structures across the rotor blades.
COMPUTATIONAL METHOD Governing equations
The governing equations of the flow across a turbine stage are the unsteady, compressible Navier-Stokes equations, which describe the mass, momentum and energy conservation. It is often convenient to express them in conservative form as:
where W is the vector containing the conservative variables (ρ, ρU, ρE) T and F = (F, G, H) T is the flux tensor. For convenience, the flux is divided into two components:
where F C is the convective flux depending on W and F V is the viscous flux depending on both W and its gradients ∇W. The fluid follows the perfect gas law p = ρrT , with r being the mixture gas constant. The dynamic viscosity varies with temperature according to a power law. The principle of LES is to separate the largest turbulent length scales present in the flow, that can be resolved by the mesh, from the smaller scales through a low-pass filtering of the Navier-Stokes equations. The effect of the unresolved small scales appears through the unresolved sub-grid scale tensor, which is commonly modeled using the Boussinesq assumption [21] . This assumption relates the unresolved scales with the resolved rate-of-strain and the turbulent viscosity, calculated by an SGS model.
Sub-grid scale models
While trying to model the unresolved scales, SGS operators are not perfect and might not follow certain universal flow properties and erroneously introduce additional turbulent viscosity. A primary one is that turbulence stresses are damped near the walls, thus turbulent viscosity should follow the same behavior (named property P1). Additionally, two other desired properties are that turbulent viscosity should be zero in case of pure shear and pure rotation (property P2) as well as when there is isotropic or axisymmetric contraction/expansion (property P3) [22] .
Satisfying property P1 is essential in wall-resolved LES. It is less constraining with a law-of-the-wall, which attempts to model the near-wall behavior. However, SGS models can also affect the matching region [23] and the outer boundary layer, where wall modeling by classic analytic law-of-the-walls is not applicable. Thus, the choice of the SGS model can still have a large impact on the flow field. In this study, the effects of three SGS models in turbomachinery fluid flows are analyzed: the classic Smagorinsky [24] , the Wall Adapting Local-Eddy viscosity (WALE) model [25] , which is one of the most commonly used in wall-bounded flows, and the recent σ model [22] . Table 1 summarizes which of the desired properties are satisfied by the formulation of the three SGS models. 
Smagorinsky model
The Smagorinsky model [24] is the simplest SGS model for LES. It has the advantages of being easy to implement and robust. It is often used in conjunction with wall modeling. The formula for ν τ writes:
In Eq. (3) ∆ is the filter width and C S is the Smagorinsky coefficient, equal to 0.18.
Wall Adapting Local Eddy-viscosity model (WALE) Developed by Nicoud et al [25] , WALE aims at capturing the change of scales close to walls without using a dynamic approach (Germano [26] ). The turbulent viscosity reads:
with s d i j being:
C w is the coefficient of the WALE model, equal to 0.5. σ model The σ model, developed by Nicoud et al [22] , attempts to satisfy all the above mentioned properties P1-P3. Instead of being based on the strain rate tensor, its operator is formulated based on the singular values (σ 1 , σ 2 , σ 3 ) of the velocity gradient tensor:
where C σ = 1.5. It is the most recently developed of all the models employed, hence its capacity in handling more complex configurations has not been tested.
Overset grid method for the rotor/stator interface
To extend the capabilities of the available LES solver and deal with rotor/stator simulations, external code coupling is preferred. Hence two or more copies of the same LES solver, each with their own computational domain, are coupled through the parallel coupler OpenPALM [27] . The developed method is called Multi Instances Solvers Coupled via Overlapping Grids (MISCOG). The whole flow domain is initially divided into static (Domain01) and rotating parts (Domain02) (as shown in Fig. 1 ). For rotating parts, the code uses the moving-mesh approach [28] in the absolute frame of reference while the remaining unit simulates the flow in the non-rotating part in the same coordinate system. The difficulty lies in the accurate exchange of the information crossing the interface. This is handled through an overset grid method. The MISCOG method consists of reconstructing the residuals at the interface through exchanges and linear interpolation (2nd order accurate) of the conservative variables. It has been validated extensively on a set of canonical cases, to ensure minimal disturbance of the information crossing the interface and preservation of the accuracy of the numerical scheme [14] . The numerical schemes available are the Lax-Wendroff [29] , which is second order in space and time, as well as TTG4A and TTGC [30] , which are third order in time and space. All of the schemes are explicit in time. During this study only the second order LaxWendroff scheme is employed. Higher order interpolation is under development to permit use of the higher order schemes.
SIMULATION SET-UP
The MT1 turbine, consisting of 32 stator and 60 rotor blades, allows for the periodic simulation of a quarter of the 360 degrees annulus (8 stators and 15 rotors). In an effort to reduce the computational cost, the "reduced blade count" technique is employed, also used in previous simulations of the MT1 turbine [17, 31] . This technique involves scaling the blades in order to change the actual blade count, while keeping the same operating point. Salvadori et al [17] scaled the rotor blade, increasing the blade count to 64, hence reducing their domain to a periodic simulation of one stator and two rotor passages. Hosseini et al [18] performed numerical simulations of the MT1 turbine using different blade counts and concluded that the impact of scaling on the mean aerodynamic flow field is insignificant, as long as solidity is maintained. The disadvantage of this method is that the unsteady flow field and secondary flows will be impacted. In this study, contrary to previous publications, a small scaling is performed in the stator and the final blade count is 30:60, hence creating a periodic domain of 12 degrees. More aggressive scalings are possible but the chosen blade count allows a minimal disturbance of the principal flow frequencies while rendering parametric studies affordable. The distance of the inflow location to the stator is approximately a quarter of the stator chord length, while the distance from the rotor trailing edge to the outlet is two rotor chord lengths.
Mesh generation
Two different meshes are employed in this study. They are fully 3D hybrid meshes, with prism layers around the blades and tetrahedral elements in the vane and endwalls. Figure 1 provides an overview of the coarsest mesh, while Table 2 summarizes the main characteristics of the meshes. The coarse mesh (MESH1) is composed of 8.1 million cells in total for the stator domain and 10.5 million cells for the rotor domain. It is designed to place the first nodes around the blade walls in the logarithmic region of a turbulent boundary layer, hence allowing for lawof-the-wall to be used effectively while reducing the computational cost. Note also that the prisms have a low aspect ratio set to ∆x + ≈ 4∆y + ≈ 4∆z + , permitting good resolution of streamwise/spanwise flow structures. The fine mesh (MESH2) is designed to improve the overall resolution and place nodes deeper in the boundary layers to evaluate the effect of the turbulent structures formed in the outer and logarithmic parts. It has an aspect ratio of the prisms increased to ∆x + ≈ 10∆y + ≈ 10∆z + to reduce the computational cost. In the rotor tip region the coarsest mesh has only 6-7 cell layers, shown in Fig. 1c , rendering the resolution rather limited in that area, in an effort to keep the mesh cell count limited. Nonetheless, You et al [32] showed that mesh resolution is crucial for accurate predictions of the tip leakage vortices. The fine mesh (MESH2) has approximately 17 layers of cells, allowing for a much better representation of the secondary flows developing in the tip clearance.
In wall units, the maximum values of y+ measured with meshes range from 130, for MESH1, and 15, for MESH2, both of these located around the stator blade. It is noted that the endwalls are not as well resolved as the blades of each mesh. 
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Boundary Conditions
The boundary conditions follow the NSCBC formulation [33] and consist of imposing a total pressure and total temperature for the inlet and a static pressure at the outlet. The values imposed are those of the experiment. Imposing the total pressure and temperature as an inlet has the advantage of allowing a natural inflow velocity profile, since experimental measurements of the inlet profiles were not possible. No turbulent fluctuation is imposed, because information on the turbulence intensity and length scales of the incoming flow field are unavailable. Regarding the outlet condition, the NSCBC conditions have been shown to naturally permit the development of the radial pressure gradient due to the radial equilibrium [34] . The walls in the experiments are isothermal. However, the numerical simulation are performed using adiabatic walls, therefore not allowing the development of the thermal boundary layers and, consequently, heat flux predictions at the blade walls. The poor near wall resolution for the coarse mesh does not permit accurate heat flux predictions, hence adding isothermal walls would unnecessarily increase the complexity of the parametric studies. All boundary conditions are summarized in Table 3 . 
Cases investigated
This study follows two different axes. First, a study on the effect of the SGS models is performed. For this reason, three different cases are computed, all employing the coarse MESH1. The SGS models evaluated are the Smagorinsky model (Case 1), the WALE model (Case 2) and the σ model (Case 3). The computational cost for a full rotation of the turbine stage is 6k CPU hours (approximately 2 days on 128 cores). The second axis is focused on identifying the effect of mesh resolution on the flow predictions. For this part, the fine mesh (MESH2) is employed with two different SGS models, the classic Smagorinsky and the WALE model, which are considered the most mature models for complex geometries. Note that wall modeling is used throughout. A summary of the cases investigated and their respective characteristics and cost (in CPUHours) can be found in Table 4 . It is evident that the increase in resolution leads to a large increase of the computational cost, due to increase of cells in the domain and the decrease of the timestep, since the solver is ex-plicit in time. Due to the absence of an initial RANS solution, the computations were initialized by performing four full rotations on an initial mesh (very coarse). The solution was then interpolated to the two meshes described above. For Cases 1 to 3, one extra rotation is enough to achieve unsteady convergence. Cases 4 and 5, capable to resolve more turbulent fluctuations, demand twice that time.
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RESULTS
Before analyzing the impact of models and mesh refinement, the main flow topology and unsteady secondary flows are described on the basis of the predictions from Case 1. Figure 2 depicts the relative, time-averaged, Mach number, M, in the stator and rotor domains respectively, along with a white contour of M = 1. On the stator suction side, the flow accelerates, reaches the speed of sound at the effective "throat" of the blade passage and continues to accelerate as the passage diverges before the generation of a double shock. In the rotor, the behavior is similar with the flow also reaching transonic speeds. The difference lies in the shock structures observed, where a weak λ -type shock precedes a normal shock at the trailing edge.
Regarding secondary flows, the two principal ones observed in high-pressure turbine blades (both stator and rotor) are the hub and casing passage vortices, induced by the interaction of the incoming boundary layer at the endwalls and the pitchwise pressure gradient created by the blades. These are evident in both the stator and rotor blades on Fig. 3 , which shows an isosurface of the Q criterion [35] , colored by the local absolute Mach number. It can be seen that the vortices in the stator are small and stay closer to the endwalls. The rotor passage vortices, on the other hand, are stronger and expand more across the passage. These findings are in agreement with other URANS findings in similar configurations [36] . Additional flow structures, developing at the hub, the casing of the stator and at the hub of the rotor, are the horseshoe vortices. As the flow close to an endwall approaches a blade, it faces an adverse pressure gradient, leading to a small boundary layer separation and recirculation bubble. This forces the incoming flow to form small horseshoe vortices, which then interact with the main passage vortices [11, 37] . They are partly visible on Fig. 3 but due to their smaller size, increasing the mesh resolution at the endwalls is essential for a better capturing of the phenomenon. Focusing on the rotor blades only, an additional mechanism for creating secondary flows exists and is highlighted in Fig. 3 . The presence of the tip clearance and the pressure difference between the pressure and suction side of the blade give rise to the tip leakage vortex, further down the chord of the blade.
Looking at Fig. 3 several interactions are also evident. The stator experiences vortex shedding at the trailing edge, which then impacts the rotor blade. The part of the wake that enters the suction side is quickly distorted and elongated structures are formed, which stay close to the suction side of the blade due to the pressure gradient in the passage. The tip passage vortex and the tip leakage vortex also interact, giving rise to a very unsteady wake close to the casing. Closer to the hub, the stator wake appears to interact strongly with the hub passage vortex of the rotor. Figure 4 shows the time averaged isentropic Mach number across the stator vane for the three SGS models (Cases 1, 2 and 3) and for three different spans of the blade: 10,50 and 90%. All three models predict similar behaviors across both the pressure and suction side of the blade. Small differences exist close to the trailing edge at 10% span, where a hub corner vortex exists close to the trailing edge and the models predict a slightly different location of the separation point. At the other spans, the minor differences are related to the shock structures on the suction side. As confirmed by these results, experimental curves Figure  5 depicts the mean Mach number across the stator for Cases 2 and 3. The biggest difference is the transformation of the double shock into a single shock close to the trailing edge. The reason for this change is the difference in the boundary layer thickness and the matching region with the law-of-the-wall model [23] . Indeed, the Smagorinsky model, by construction, has difficulty to reproduce the change of scales in the boundary layer and the expected elimination of turbulent viscosity as we approach the wall (property P1), which requires a specific damping function such as the Van Driest function [38] . However, this function demands an accurate calculation of the wall shear stress and is difficult to employ in complex geometries [39] , thus it is not frequently employed in realistic configurations. The WALE and σ models, by construction, tend to respect this flow behavior and therefore help the use of law-of-the-wall. As evidenced in Fig. 5 , both models are consistent and only minor differences are observed between Cases 2 and 3.
Effects of the sub-grid scale model
Similar findings are observed in the rotor. The pressure profiles across the blade at mid-span (Fig. 6a) reveal a shock on the suction side for Case 1, while Cases 2 and 3 show a smoother deceleration of the flow, sticking better to the experimental curves. This difference is evidenced through plots of the relative Mach number at mid-span for (Figs. 6b and 6c) , where the weak λ shock of Case 1 (seen in the right part of Fig. 3) is no longer present and only the trailing edge shock remains.
Looking at the density gradient ( the flow field (Fig. 7) on an instantaneous solution (and at the same phase) allows to evaluate the acoustics content of the flow, shock structures and the blade wakes more clearly. In Fig. 7a the basic phenomena are highlighted, in order to facilitate the comparisons between the 3 cases. The stronger density gradients are generated by the shocks on the stator suction side (A), the shocks on the rotor suction side (B and C), a shock near the rotor trailing edge (D), and the vortex shedding and associated wave generation (D). The smaller levels of turbulent viscosity in Cases 2 and 3 permit a better representation of the acoustic waves produced by the interaction of the flow and the vortex shedding of the trailing edge of the stator (position E). These waves propagate and impact the neighboring blades. For Case 2, this interaction leads to the creation of a small separation zone close to the trailing edge of the stator around mid-span, which is a known sensitivity of the wall-law combined with non-intrusive SGS models in near wall regions [40] . Case 3 appears to be the least intrusive behind the stator blade, hence permitting a clearer representation of the vortex shedding. However, the acoustic waves seem to have dissipated somewhat. In the rotor domain, the unsteady nature of the flow across the suction side can be highlighted by observing the differences in the shock strengths and their positions with respect to the stator wake. Looking at the previously highlighted positions, Position B (7) is on the suction side of a rotor blade that is being impacted by the stator's wake, while position C is on the suction side of a rotor that has overcome the impact of the wake. It is evident in all cases that when the wake impacts the rotor blade and propagates downstream, it changes the shock structure on the rotor suction side, as well as its strength. Figure 8 shows azimuthally averaged radial profiles of several flow variables at the rotor exit in the near (less than 1 chord after the rotor trailing edge) and far field (approximately 3 chords). All cases show a good qualitative agreement with the experiments both in the near and far field. Differences observed close to the hub and close to the casing are due to the poorer grid resolution in these areas. Neither the hub nor the casing or tip clearance are adequately resolved with MESH1, hence creating a small shift of the curves close to the casing. It is also worth noting that in the far field the cell size is much larger than in the near field, thus degrading the quality of the results. Another issue is the wall boundary condition, taken as adiabatic in the simulations, while being isothermal in the experiment. This parameter mainly impacts the total temperature predictions, due to the absence of a thermal boundary layer in adiabatic simulations. Nonetheless, the predictions show improvement over previous RANS/URANS results [16] , particularly in the flow reorientation (yaw angle). The difference observed in the levels of the Mach number at the rotor exit are linked to a small static pressure drift due to the non-reflecting boundary conditions employed. Qualitatively though, the trend is well captured. It is worth observing that while Cases 1 and 2 give similar predictions for the rotor's tip region in the near field, Case 3 shows a small shift, indicating that the secondary flow prediction is altered.
A good way to evaluate the differences in unsteady activity and turbulence content of the LES prediction is by measuring the azimuthally averaged resolved unsteadiness (Unsteadiness = |ũ | U , where |ũ | is the magnitude of the resolved velocity fluctuations vector and U is the magnitude of the mean velocity vector), Fig.  9 . At the stator/rotor interface (Fig. 9a) , it is evident that the WALE and σ models show higher resolved activity than the Smagorinsky. The peak observed at the hub is related to the corner vortex located at the stator and at this span, while the slight increase in unsteadiness around mid-span (50-80% of the span) for the WALE model is related to the small separation occurring on the suction side before the trailing edge. At the rotor exit (Fig.  9b) , different behaviors are observed near the tip, where using the Smagorinsky and the σ models depicts the highest level of activity. Such differences are clearly issued by the tip leakage vortex, which is highly sensitive to SGS modeling. In this region, where the boundary layer of the rotor blade, of the casing and the tip leakage vortex are in close proximity, each model impacts the flow differently and leads to differences between each flow field.
To get a better insight on the differences in the resolved turbulence between the three cases, a temporal probe, placed in the stator wake at mid-span and approximately 7mm behind its trailing edge in the main flow direction, is used. A PSD of the unsteady pressure signals is then performed and plotted in logarithmic scales (Fig. 10 , cutoff frequency 450k Hz). All signals have a similar behavior and the −5/3 slope of the decay is captured. On top of this turbulent cascade of energy, several peaks appear related the rotor blade passing frequency (BPR), the vortex shedding from the stator trailing edge (VS), as well as harmonics of these frequencies. Cases 1 and 2 show the same vortex shedding frequency, while Case 3 predicts a wake with a slightly decreased frequency. Cases 2 and 3 have a larger amplitude and a larger range of frequencies with a pronounced linear slope all the way to the higher frequencies. This property, however, is not fully observed with the Smagorinsky model, which appears to be too dissipative. It can also be noted that the σ model shows saturation in the smaller scales, with the slope of the spectrum increasing slightly as the cutoff frequency is approached.
Effects of mesh resolution
For this part, four different cases from Table 4 are investigated. Cases 1 and 2 of the previous part serve as the basic low resolution simulations using the Smagorinsky and WALE model respectively, while the high resolutions Cases 4 and 5 are added. The objective is to investigate the impact of higher mesh resolution on the mean flow variables as well as on the general flow field and structure content. Since turbine flow is a walldominated flow with separations and reattachments, mesh underresolution and modeling will alter the predictions. Increasing the mesh resolution allows to resolve more turbulent fluctuations and, ideally, a more accurate unsteady representation of the flow field is expected. Note that wall laws continue to be applied, since the maximum y+ measured places the first nodes in the beginning of the buffer region of a turbulent boundary layer. Figure 11 shows the isentropic Mach number and normalized pressure across the stator and rotor blades respectively for the four cases. The differences between them are only minor and located mainly at the trailing edge of the stator at 10% span, where the hub corner vortex is present. It can be concluded that the mean pressure field is not significantly improved by the higher mesh resolution. Figure 12 compares the azimuthally averaged radial profiles at the rotor's exit. Both in the near and in the far field, there is general improvement over Cases 1 and 2, notably in the tip clearance region, where the number of cells has been increased from 6 to approximately 17 layers. The number of cells, however, is still insufficient and further refinement is necessary for more accurate predictions, which is in agreement with the findings of You et al [32] . Experimental trends are better captured in the far field (where previously the cell size was much bigger) and differences exist also in the total temperature profiles at the hub and casing with the appearance of a more realistic near wall profile.
While the mean pressure field reveals no significant changes, looking at the density gradient of an instantaneous solution for Cases 4 and 5 ( Fig. 13(a) and 13(b) respectively) and comparing them to those of Cases 1 and 2 (in Fig. 7(a) and (b) ) reveals important differences. Naturally, the decreased cell size allows for a much clearer representation of the vortex shedding of the stator blade and the acoustic wave generation. Additionally, Cases 1 and 4, which both use the Smagorinsky model, show the same shock structure but with different shock strengths (notably the shock on the stator suction side becomes weaker with the increasing mesh resolution). Case 5 exhibits a much stronger shock at the stator trailing edge, if compared to Case 2. Unsteady behavior of the rotor shock structures with respect to the stator's wake is still observed for all cases. A notable difference lies in the boundary layer thickness prediction. Case 4 depicts a boundary layer thickness similar to Case 1, while Case 5 shows a significantly reduced thickness. The Smagorinsky model's inability to adapt in the near-wall regions will alter the local Reynolds number, leading to similar predictions in the boundary layer for both the coarse and the fine mesh. For the WALE model the sensitivity of the wall-modeled approach to local resolution becomes evident. (Fig. 3) , the difference in the resolved structures is clear. The higher resolution reveals a wealth of smaller turbulent structures. The main flow features remain the same, with the elongated structures appearing on the rotor suction side, as well as the hub, tip passage vortices and the tip leakage vortex. The stator wake, however, is no longer represented by a clear pattern. The main vortices have finer turbulent structures wrapped around them, indicating a rapid transition to a fully turbulent flow. Another difference lies in the tip vortices, which appear to be constrained to higher radius. It is interesting to note that the tip clearance area is characterized by finer structures. Looking at the differences between Cases 4 and 5, it is evident that Case 4 shows larger and fewer structures, while Case 5 has a larger number of finer ones. This again relates to higher turbulent viscosity values for Case 4, hence, a lower effective Reynolds number of the flow. This result is coherent with the conclusions of the previous section and indicates that the Smagorinsky model is not adapted for turbine flows.
CONCLUSIONS
Several LES of the high-pressure experimental turbine MT1 have been performed to evaluate the effect of sub-grid scale models and mesh resolution in a wall-modeled rotor-stator LES. performed at the Oxford Turbine Research facility for all cases and some improvement over URANS results from Beard et al [16] is evidenced. However, an important sensitivity of LES predictions to different modeling parameters is revealed here. It is shown that sub-grid scale models, with their different characteristics, lead to different flow fields characterized by different shock structures and unsteady contents, particularly when used with a coarse mesh. Using a sub-grid scale model adapted to wall-bounded flows predicts a flow with higher unsteadiness and a higher effective turbulent Reynolds number. Increasing the mesh resolution shows minor changes on the mean flow predictions. However, decreasing the cell size of the mesh and improving near wall resolution, combined with a model adapted for near-wall regions, not only increases the level of turbulent structures but also changes the boundary layer thickness and near-wall dynamics. The unphysical behavior of the Smagorinsky model close to walls prevents the latter effect to appear and the unsteadiness in the flow remains lower than with the WALE model. Future work will need to exploit more the high resolution cases in order to provide a reference for future simulations. Another is- sue still to be addressed is the introduction of more accurate inlet boundary conditions that include realistic turbulent fluctuations with adequate length scales. Further refinement on the endwalls is also necessary to better capture secondary flows.
