Abstract. We propose a probabilistic document retrieval model based on Bayesian networks. The network is used to compute the posterior probabilities of relevance of the documents in the collection given a query. These computations can be carried out efficiently, because of the specific network topology and conditional probability tables being considered, which allow the use of a fast and exact probabilities propagation algorithm. In the initial model, only direct relationships between the terms in the glossary and the documents that contain them are considered, giving rise to a Bayesian network with two layers. Next, we consider an extended model that also includes direct relationships between documents, using a network topology with three layers. We also report the results of a set of experiments with the two models, using several standard document collections.
Introduction
Information Retrieval (IR) is the field that deals with the automated storage and retrieval of information. In our case, the pieces of information considered will always be texts (the textual representations of any objects), referred to as documents. An IR model is a specification about how to represent documents and queries (formal statements of user's information needs), and how to compare them, whereas an IR system is the computer software that implements a model. Probabilistic IR models [4, 9, 12] use probability theory to deal with the intrinsic uncertainty with which IR is pervaded [3] . Also founded on probabilistic methods, Bayesian networks [5] have been proven to be a good model to manage uncertainty, even in the IR environment, where they have already been successfully applied as an extension of probabilistic IR models [13, 14, 7] .
In this paper we introduce new IR models based on Bayesian networks. The retrieval engine of our first model is composed of a Bayesian network with two layers of nodes, representing the documents and the terms in the document collection and the relationships among each other. The second model extends the first one by including a third layer, also composed by documents, with the aim of capturing some relationships between documents.
The rest of the paper is organized as follows: we begin in Section 2 with the preliminaries. In Section 3 we introduce the basic model, the assumptions that determine the network topology being considered, the details about probability distributions stored in the network, and the way in which we can efficiently use the network model for retrieval, by performing probabilistic inference. In Section 4 we study the extended model. In Section 5 we discuss the similarities and differences between our models and other retrieval models also based on Bayesian networks. Section 6 shows the experimental results obtained with the two models, using several standard document collections. Finally, Section 7 contains the concluding remarks and some proposals for future research.
Preliminaries
Many IR models usually represent documents and queries by means of vectors of terms or keywords, which try to characterize their information content. Because these terms are not equally important, they are usually weighted to highlight their importance in the documents they belong to, as well as in the whole collection. The most common weighting schemes are the term frequency, tf ij , i.e, the number of times that the i th term appears in the j th document, and the inverse document frequency, idf i , of the i th term in the collection, idf i = lg(N/n i ) + 1, where N is the number of documents in the collection, and n i is the number of documents that contain the i th term. The combination of both weights, tf ij · idf i , is also a common weighting scheme.
The evaluation of the retrieval performance of an IR system is usually carried out by means of two complementary measures: recall and precision [10] . The first one measures the ability of the IR system to present all the relevant documents (number of relevant documents retrieved / number of relevant documents). The second one, precision, measures its ability to present only the relevant documents (number of relevant documents retrieved / number of documents retrieved). By computing the precision for a number of fixed points of recall (the average precision values for all the queries being processed), the recall-precision curves are obtained. If a single value of performance is desired, the average precision, for all the points of recall considered, may be used.
A Bayesian network G = (V, E) is a Directed Acyclic Graph (DAG), where the nodes in V represent the variables from the problem we want to solve, and the arcs in E represent the dependence relationships among the variables. In that kind of graph, the knowledge is represented in two ways [5] : (a) Qualitatively, showing the (in)dependencies between the variables, and (b) Quantitatively, by means of conditional probability distributions which shape the relationships. For each variable X i ∈ V , we have a family of conditional probability distributions P (X i |P a(x i )), where P a(X i ) represents the parent set of the variable X i in G. From these conditional distributions we can recover the joint distribution over V :
This expression represents a decomposition of the joint distribution (which gives rise to important savings in storage requirements). The dependence/independence relationships which make possible this decomposition are graphically encoded (through the d-separation criterion [5] ) by means of the presence or absence of direct connections between pairs of variables. Bayesian networks can perform efficiently reasoning tasks: the independencies represented in the graph reduce changes in the state of knowledge to local computations. There are several algorithms [5] that exploit this property to perform probabilistic inference (propagation), i.e., to compute the posterior probability for any variable given some evidence about the values of other variables in the graph.
A Bayesian Network Model with Two Layers
In 2 . Focusing on the structure of the network, the following guidelines have been considered to determine the topology of the graph [2] : -For each term that has been used to index a document, there is a link between the node representing that keyword and each node associated with a document it belongs to. -The relationships between documents only occur through the terms included in these documents. -Documents are conditionally independent given the terms that they contain.
Thus, if we know the relevance (or irrelevance) values for all the terms indexing document D i then our belief about the relevance of D i is not affected by knowing that another document D j is relevant or irrelevant.
These assumptions partially determine the structure of the network: On one hand, links joining terms and documents must be directed from term nodes to document nodes and, on the other hand, there are not links between document nodes. The parent set of any document node D j is then the set of term nodes that belong to D j , i.e., P a(
To completely determine the network topology, we include an additional assumption: the terms are marginally independent among each other, which implies that there are not links between terms nodes (all of them are root nodes). In this way, we get a network composed of two simple layers, the term and document subnetworks, with arcs only going from nodes in the first subnetwork to nodes in the second one (see Figure 1 ).
T T 1 1 T T 7 7 T T 8 8 T T 6 6 T T 4 4 T T 5 5 T T The final step to completely specify a Bayesian network is to estimate the probability distributions stored in each node. Two different cases have to be considered:
• Term nodes: In this case we store marginal distributions, estimated as follows:
M being the number of terms in a given collection.
• Document nodes: In this case, the estimation of the conditional probabilities
is more problematic because of the huge number of parents that a document node has. For example, if a document has been indexed by 30 terms, we need to estimate and store 2 30 probabilities. Therefore, instead of explicitly computing these probabilities, we use a probability function, also called a canonical model of multicausal interaction [5] , which returns a conditional probability value when it is called during the inference stage, each time that a conditional probability is required. We have developed a new general canonical model: for any configuration pa(D j ) of P a(D j ) (i.e., any assignment of values to all the term variables in D j ), we define the conditional probability of relevance of D j as follows:
where the weights w ij have to verify 0 ≤ w ij and Ti∈Dj w ij ≤ 1. So, the more terms are relevant in pa(D j ) the greater is the probability of relevance of D j .
Given a query Q submitted to our system, the retrieval process starts placing the evidences, i.e., the terms T Q belonging to Q, in the term subnetwork by setting their states to t Q (relevant). The inference process is run, obtaining for each document its probability of relevance given that the terms in the query are also relevant, p(d j |Q). Then, the documents are sorted by their posterior probability to carry out the evaluation process.
Taking into account the number of nodes in the Bayesian network and the fact that, although the network topology seems relatively simple, it contains cycles and nodes with a great number of parents, general purpose inference algorithms cannot be applied due to efficiency considerations, even for small document collections. To solve this problem, we have designed a specific inference process that takes advantage of both the topology of the network and the kind of probability function used for document nodes, eq. (3): the propagation process is substituted by a single evaluation for each document node, but ensuring that the results are the same that the ones obtained using exact propagation in the entire network [2] :
Moreover, as terms nodes are marginally independent, we know, using eq. (2), that
Therefore, the computation of p(d j |Q) can be carried out as follows:
A simple modification of this model is to include the information about the frequency of the terms in the query Q, qf i , with the aim of giving more importance to the terms more frequently used (as is usual in other IR models). This can be done by duplicating qf i times in the network each term T i appearing in the query. Then, eq. (6) is transformed in
A Bayesian Network Model with Three Layers
In the previous model, document nodes are related only through terms in common. This fact makes almost impossible to retrieve a document that does not contain any of the terms used to formulate the query, even in the case that these terms are related (in some way) to the ones indexing the document. One approach to deal with this situation could be to include arcs in the term subnetwork modeling direct relationships between terms [1] . Using these relationships, the instantiation of the query terms would increase the probability of relevance of other terms, which in turn would increase the probability of relevance of some documents containing them. A different approach, which is the one considered in this paper, is to directly include in the model relationships between documents. These relationships will play in our model a role similar to the clustering techniques used in other IR models [8, 10] .
In the absence of information about direct and obvious relationships between documents in the form of, for example, citations or common references, these relationships in our model will be based on measuring (asymmetric) similarities between documents, by means of the estimation of the conditional probabilities of relevance of every document given that another document is relevant. These probabilities will be computed using the Bayesian network with two layers described previously.
So, given any document D j , if we compute the probabilities p(d j |d i ) ∀D i ∈ D, then the documents giving rise to the greatest values of p(d j |d i ) are the ones which are more closely related with D j (in the sense that D j has a high probability of being relevant when we know that D i is relevant for a given query). Let R c (D j ) be the set of the c documents more related with D j 3 . These relationships would be represented in the document subnetwork as arcs going from the documents
However, instead of using a document subnetwork with one layer, we will use two layers: we duplicate each document node D k in the original layer to obtain another document node D k , thus forming a new document layer, and the arcs connecting the two layers go from
In this way we obtain a new Bayesian network with three layers (see Figure 2) . We use this topology for two reasons: (1) the network with two layers used so far is maintained without changes as a subnetwork of the extended network, and therefore we do not have to redefine the conditional probabilities associated to the document nodes (eq. 3); (2) the new topology contains three simple layers, without connections between the nodes in the same layer, and this fact will redound to the efficiency of the inference process. Now, we have to define the conditional probabilities p(D j |pa(D j )) for the documents in the second document layer. We use a probability function of the type defined in eq. 
where 
where the probabilities p(d i |Q) are computed according to equations (6) 
Using eq. (10) 
Related Work
In this section we will briefly describe the two main retrieval models based on Bayesian networks, comparing them with our model and establishing the main differences.
The first model was developed by Croft and Turtle [13, 15, 16] , the Inference Network Model, which is composed, in its simplified form, by two networks: the document and query networks. The former represents the document collection and contains two kinds of nodes: the document nodes, representing the documents, and the concept nodes, symbolizing the index terms contained in the documents. The arcs go from each document node to each concept node used to index it. The document network is fixed for a given collection. However, the query network is dynamic, in the sense that it is specific for each query, and is composed by three types of nodes: The Information Need node (inn), that represents the user's generic information need; a set of intermediate query nodes, used in case of having multiple query representations, and, finally, the query concept nodes (in the simplified form, they are just the concept nodes in the document network, and represent the connection between the two networks). The arcs in the query network go from query concept nodes to query nodes, and from query nodes to the Information Need node.
Each type of node stores a probability matrix, called link matrix in their notation, that in certain cases, depends on the type of query being formulated (boolean or probabilistic).
The retrieval is carried out by instantiating a single document node D j each time, and computing the probability that the Information Need is satisfied given that this document has been observed, p(inn|d j ). Actually, Turtle and Croft precompute the intermediate probabilities p(t i |d j ) in the document network, and, later, use closed-form expressions to evaluate p(inn|d j ) as a function of the probabilities p(t i |d j ), for those terms T i appearing in the query submitted by the user.
A first difference with our approach is that we do not have a query network. A second distinction, also topological, is that the arcs in our model are directed in the opposite way (from term nodes to document nodes). We think that is more intuitive to speak about the probability that a document is relevant given a query than the opposite. Therefore, our choice implies to instantiate the query, or specifically, the terms that it contains, and propagate towards document nodes. This fact means that we only have to propagate once, unlike Turtle and Croft's model in which they have to run one propagation per document. With respect to propagation, our inference method allows us to propagate in the whole network by only estimating prior probabilities and evaluating probability functions.
The Ribeiro and Reis' model [7, 6, 11] is designed to simulate the Vector Space, Boolean and Probabilistic models. Their network is composed of three types of nodes: document nodes, concept nodes, and the query node. The arcs go from concept nodes to the document nodes where they occur, and from the concept nodes (appearing in the query) to the query node. In this model, the probabilities of interest are p(d j |Q), which could be computed as
where τ represents any of the 2 M assignments of values to all the terms in the collection. This computation is obviously unfeasible. So, depending on the model to be simulated, the probabilities p(Q|τ ) and p(τ ) are defined in such a way that all the terms in the previous addition except one (corresponding to a given configuration τ Q ) are always equal to zero. Thus, the computation in eq. (12) becomes straightforward: the inference is reduced to evaluate a function (p(d j |τ Q )) in the only non-zero configuration.
The network topologies of this model and ours are very similar, except by the fact that we do not consider a query node. The main differences appear in the conditional probability distributions considered, in our case these distributions are not 'degenerated' and do not depend on the query, and we truly perform probabilities propagation.
Another important difference between these two models ans ours is that we include direct relationships between documents, thus obtaining a more expressive model.
Experimental Results
To test the performance of the two retrieval models explained in the previous sections, we have used four well-known document collections: ADI, CISI, CRAN-FIELD and MEDLARS. The main characteristics of these collections with respect to number of documents, terms and queries are (in this ordering): ADI (82, 828, 35), CISI (1460, 4985, 76), CRANFIELD (1398, 3857, 225) and MEDLARS (1033, 7170, 30). The results obtained by our models will be compared with the ones obtained by two different IR systems: SMART [10] 4 and the Inference Network model 5 . The performance measure that we have used is the average precision for the eleven standard values of recall (denoted AP-11).
In the experiments, the specific weights w ij , for each document D j and each term T i ∈ D j , used by our models (see eq. 3) are:
where α is a normalizing constant (to assure that Ti∈Dj w ij ≤ 1 ∀D j ∈ D) .
The AP-11 values obtained by SMART and the Inference Network are shown in Table 1 . The results for the experiments with the Bayesian network with two (BN-2) and three (BN-3) layers are displayed in Tables 2 and 3 Several conclusions may be drawn from these experiments: First, with respect to the use of eq. (7), i.e., the frequency qf of the terms in the query, instead of eq. (6), none of the two methods is clearly preferable to the other: For two collections (CRANFIELD and MEDLARS), the best results are obtained without using qf, whereas for the other two collections (ADI and CISI), the use of qf improves the results. Anyway, the differences between the two methods are rather small, except in the case of CISI, where the results are remarkably better using qf (perhaps the explanation may be that the qf values for CISI are considerably larger than for the other collections).
Second, the results in Tables 1 and 2 show that BN-2 can compete with SMART and the Inference Network: in general, BN-2 obtains better AP-11 values, although the percentages of change are very low, except in the case of CISI.
Third, looking at Tables 2 and 3 , we can see that the extended network BN-3 systematically improves the results of BN-2, showing that taking into account document interrelationships may be a good idea. It can also be observed that, except in the case of ADI, the AP-11 values obtained by BN-3 increase as the parameter c increases. However, the differences between BN-2 and BN-3 are so small, that it could be questioned the usefulness of increasing the complexity of the Bayesian network retrieval model by including the new document layer (which implies the necessity of precomputing the probabilities p (d j |d i ) In order to test the truthfulness of this conjecture and, if possible, overcome the problem, we have modified the probability function defined in eq. (8) 
where the parameter β will control the importance of the contribution of the document relationships being considered for document D j to its final degree of relevance. Once again taking advantage of the layered topology, we can compute p(d j |Q) as follows:
The results obtained by using eq. (15) instead of eq. (9), with a value β = 0.3, are displayed in Table 4 . The results obtained in Table 4 clearly represent a remarkable improvement with respect to the ones in Table 3 , thus showing that the use of the document relationships is quite useful, provided that the weights measuring the strength of these relationships are set appropriately. In this case the best results are always obtained using c = 15 parents for each document node in the second document layer. We have also carried out some other experiments with different values for the parameter β and, in general, the results are quite similar to the ones displayed in Table 4 , for values β ≤ 0.5, whereas the performance decreases for higher values of β.
Concluding Remarks
In this paper we have presented two new IR models based on Bayesian networks. The first model, BN-2, is composed of a layer of term nodes and a layer of document nodes, joining each term node to the document nodes representing the documents indexed by this term. This model has been endowed with an inference mechanism that allows us performing exact propagation in the whole network efficiently. The experimental results obtained with four collections show that this model is competitive with respect to SMART and the Inference Network Model.
This initial model has been enriched, establishing the most important relationships among documents, thus increasing the expressiveness of BN-2 and giving rise to the model with three layers, BN-3. In this second approach, we have shown the mechanism by which the document relationships are captured. The new inference method, also exact, is composed of two stages: a propagation in the original network, and the combination of this information with that one stored in the second document layer, updating the probability of relevance of each document given a query with the strength of the relationships among the documents. The empirical results show an improvement of the performance of the BN-3 model, revealing the suitability of the document layer extension.
As future works, we plan to design another method to establish the parents of each document node by using, instead of the values p(d j |d i ), the values p(d j |pa(D i )) (i.e., instantiating, instead of each document D i , the individual terms it contains). We want to test whether there is any difference in the results, and determine which method would perform better. A second research line will be the development of new probability functions in the second document layer, to more accurately combine the information about the relevance of the documents given the query and the strength of the document relationships. We are also planning to extend our model to cope with boolean queries.
On the other hand, we have tested our models with some standard test collections, whose sizes are smaller than actual collections. Our objective has been just to determine the validity of the proposed models for IR, focusing our attention only in modelling aspects. Experimentation with TREC collections will be one of the most important points in which we are going to center our future research. The basic next objective will be to determine the efficiency and effectiveness of our models with these collections. This task could suggest some modifications or refinements in our models, related to the propagation and construction of the second document layer.
