This study presents various acoustic measures used to examine the sequence /a # C/, where ''#'' represents different prosodic boundaries in French. The 6 consonants studied are /b d g f s b/ ͑3 stops and 3 fricatives͒. The prosodic units investigated are the utterance, the intonational phrase, the accentual phrase, and the word. It is found that vowel target values, formant transitions into the stop consonant, and the rate of change in spectral tilt into the fricative, are affected by the strength of the prosodic boundary. F1 becomes higher for /a/ the stronger the prosodic boundary, with the exception of one speaker's utterance data, which show the effects of articulatory declension at the utterance level. Various effects of the stop consonant context are observed, the most notable being a tendency for the vowel /a/ to be displaced in the direction of the F2 consonant ''locus'' for /d/ ͑the F2 consonant values for which remain relatively stable across prosodic boundaries͒ and for /g/ ͑the F2 consonant values for which are displaced in the direction of the velar locus in weaker prosodic boundaries, together with those of the vowel͒. Velocity of formant transition may be affected by prosodic boundary ͑with greater velocity at weaker boundaries͒, though results are not consistent across speakers. There is also a tendency for the rate of change in spectral tilt moving from the vowel to the fricative to be affected by the presence of a prosodic boundary, with a greater rate of change at the weaker prosodic boundaries. It is suggested that spectral cues, in addition to duration, amplitude, and F0 cues, may alert listeners to the presence of a prosodic boundary.
I. INTRODUCTION
In recent years, it has been shown ͑Fougeron and Keating, 1997; Fougeron, 2001; Cho and Keating, 2001; Byrd and Saltzman, 1998; Byrd, 2000; Byrd et al., 2000; Keating et al., in press͒ that there are systematic strategies used by speakers at the supralaryngeal level to delineate prosodic boundaries. In brief, segments are believed to be ''strengthened'' ͑or hyperarticulated͒ at stronger prosodic boundaries such as the utterance or the intonational phrase, and ''weakened'' at weaker prosodic boundaries such as the word or the syllable.
1 For instance, the nasal /n/ has greater contact between the tongue and the palate at a stronger prosodic boundary, and lesser contact at a weaker prosodic boundary ͑Fougeron and Keating, 1997͒; and the vowel /a/ is lower at a stronger prosodic boundary than at a weaker prosodic boundary ͑Tabain ͓submitted͔͒. The study of such strategies is termed ''articulatory prosody,'' and indeed most work within this framework has been based on articulatory data. It is therefore the purpose of the current paper to explore possible acoustic effects of such articulatory strengthening strategies. This is done in the belief that if a linguistic structure, in this case the prosodic structure, is encoded in the supralaryngeal articulation, there must be acoustic consequences which are discernible to the listener ͓cf. Lindblom's Hyper and Hypo Theory of Speech ͑Lindblom, 1990͒, which focuses on the communicative function of speech͔. In particular, the focus is on possible spectral effects of supralaryngeal strategies to encode prosody, since these are somewhat less well understood than duration effects ͑see the literature review below͒. It is envisioned that the results presented in the current paper will provide an initial guide for studies of the perceptual importance of any such spectral effects of the prosodic structure.
We consider now the various acoustic effects which have thus far been observed at prosodic boundaries. The reader is referred to Tabain ͑submitted͒ and the references cited above for a more detailed description of the articulatory strategies used to delineate prosodic boundaries.
As already mentioned, only a small number of studies have looked at acoustic data in relation to the prosodic structure of the utterance. In perhaps the most systematic acoustic study within the articulatory prosody framework, Cho and Keating ͑2001͒ showed that for Korean, VOT of stop consonants was greater at the higher prosodic boundaries, and that acoustic nasal energy was lesser for nasal consonants at higher prosodic boundaries ͑the nasal consonant therefore becomes more ''consonant-like'' at these higher boundaries, rather than more vowel-like, as would be implied by increased nasality͒. Dilley, Shattuck-Hufnagel, and Ostendorf ͑1996͒ showed that, for English, a vowel is more likely to be glottalized when it is initial in a higher prosodic phrase than when it is initial in a lower prosodic phrase.
By far the vast majority of studies on acoustic effects of prosodic structure has looked at duration. In terms of articulatory prosody, it has been shown ͑Fougeron and Keating, 1997͒ that the duration of individual segments at the edges of prosodic boundaries increases with increasing strength of the boundary ͑so that, for instance, a segment at an utterance boundary is longer than a segment at a word boundary͒. However, in terms of duration effects of prosodic and linguistic structure in general, research in this area has a relatively long tradition, meriting a literature review as early as the mid-1970s ͑Klatt, 1976͒. Much early work by Lehiste ͑e.g., Lehiste, 1972͒ examined what has come to be known as phrase-final lengthening, whereby syllables are lengthened at the end of a prosodic phrase ͑see also Fletcher, 1991 , for data on French, which is the language under study in the present paper͒. In terms of articulatory prosody, such phrasefinal lengthening correlates with the longer durations seen at stronger prosodic boundaries, such as the utterance or the intonational phrase. Other work by Lehiste showed effects of polysyllabic shortening, whereby individual syllables in the word are shortened to a greater extent the greater the total number of syllables in that word ͑Lehiste, 1974-this result will be mentioned again below͒. Lehiste's other early work on accentual lengthening, whereby syllables are lengthened if they carry stress or accent, has been further refined in more recent work by Turk and colleagues ͑e.g., Turk and White, 1999͒ . Looking at syllables which are lengthened due to the presence of stress/accent, Turk and colleagues have tried to specify the extent of such accentual lengthening rightwards or leftwards of the syllable which carries the pitch accent. Their work has focused in particular on what type of boundary blocks spreading of accentual lengthening: the syllable, the foot, or the prosodic word ͑the spreading is also dependent on whether the words concerned are content words or function words, but unfortunately, such issues are beyond the scope of the present discussion͒. Turk and colleagues' work may then correspond to the lower/weaker levels of the prosodic hierarchy, such as the word or syllable boundary.
From this brief outline of the area, it can be seen that the study of prosodic effects on segment and syllable durations is multifaceted ͑see Turk and Shattuck-Hufnagel, 2000 for an evaluation of the various duration adjustment mechanisms discussed here, and of others͒. The fact that pitch accent affects segment durations is of relevance to the present study, since placement of the pitch accent and the structure of the prosodic hierarchy interact in French. This interaction will be briefly discussed below when the prosodic structure of French is described.
So far, the effects of the prosodic hierarchy on duration, vowel glottalization, VOT, and nasal energy have been outlined. However, there are apparently no studies which have looked at effects of prosodic boundaries on formants. Given that formants are known to be affected by duration ͑Lind-blom, 1963͒, it could be hypothesized that formants would be affected by prosodic factors as well. The issue of changes in spectral characteristics according to prosodic structure is discussed in the next section.
A. Rate of change in relation to the prosodic boundary
Certain results in the acoustic literature suggest that the change in a particular spectral parameter over time may be affected by the prosodic structure of the utterance. Various studies which have looked at prosodic effects on spectral characteristics will now be discussed.
Early work by Lindblom showed that the extent of formant movement is affected by the duration of the syllable ͑Lindblom, 1963͒. It has already been made clear above that syllable and segment durations are affected by the prosodic structure of the utterance. Moon and Lindblom ͑1994͒ extended these early prosodic and formant results by examining the effects on formant transitions of the total number of syllables in the word ͑polysyllabic shortening͒. They showed that not only are the duration and target values of the formant transition affected by the suprasegmental properties of a given syllable, but also the velocity of the transition. Their data consisted of the series ''will, willing, willingham,'' where the stressed /(/ in the initial syllable becomes progressively shorter due to the increasing number of syllables in the word. They elicited both typical citation form speech, and ͑hyper͒ clear speech. Moon and Lindblom found that vowel formant patterns were displaced in the direction of the frequencies of the consonants, and that the extent of the displacement depended on vowel duration. Moreover, the context-and duration-dependent effects were more pronounced for citation form speech than for ͑hyper͒ clear speech. The smaller formant shifts ͑compared to vowel target in isolation͒ in the clear speech were achieved by an increased rate of formant change. It is therefore clear that duration, the extent of formant movement, and the velocity of formant movement all interact according to prosodic structure.
A more recent study by Wouton and Macon ͑2002a͒ has looked at the effects of various other prosodic factors on formant rate of change. Wouton and Macon examined stressed vs unstressed; pitch-accented vs not pitch-accented; utterance medial position vs final position; and clear, fast, and relaxed speaking styles. They found that these prosodic factors did indeed have an effect on the rate of change of the F1, F2, and F3 movement, with greater rate of change correlated with greater linguistic prominence ͑e.g., stressed syllables had a greater rate of change than unstressed syllables͒. Interestingly, Wouton and Macon found an asymmetrical behavior for CV vs VC formant movements, with greater rate of change in linguistically prominent syllables encoded in the CV rather than the VC transitions. Based on Kozhevnikov and Chistovich's ͑1965͒ view that syllable onset movements constitute elementary planning units for speech articulation, Wouton and Macon speculate that the duration and articulation effort of a CV movement determines the extent of the formant movement, and that the dynamics of the VC movement depend on the time available between the end of the preceding CV movement and the start of the next CV movement. These results are relevant to the present study, since it is /V # C/ movements ͑where # denotes some prosodic boundary͒ which are examined here.
Since formant movement has been shown to be affected by such various prosodic factors as stress/accent, utterance position, and speaking rate, there is reason to believe that it is also affected by the strength of the prosodic boundary.
Thus, formant movements will be examined in the current study.
Although formant transitions are useful in classifying fricative consonants, in particular the nonsibilants, it is the fricative spectrum which is of greater importance to sibilants, and which serves to distinguish sibilants from nonsibilants ͑Harris, 1958; Mann and Repp, 1980͒ . In a study evaluating the various acoustic cues to prevocalic stop consonants ͑based largely on Lahiri, Gewirth, and Blumstein, 1984͒, Smits, ten Bosch, and Collier ͑1996͒ found that the spectral tilt at the onset of the burst, and the change in spectral tilt over a fixed period of time, were useful cues to place of articulation for certain stops in certain vowel contexts. Comparably, Jongman, Wayland, and Wong ͑2000͒ showed that spectral moment data vary from the beginning to the middle to the end of the fricative, and Munson ͑2001͒, using a nonlinear regression on first spectral moment values generated at the boundaries of /s/ and adjacent /t/ or /p/, has also shown that spectral properties of the fricative change during the acoustic duration of the fricative. Taken together, these results suggest that there are gross spectral properties whose changes over time are perceptually important. In light of Moon and Lindblom's and Wouton and Macon's studies, showing that similar dynamic properties ͑i.e., formant movement͒ are affected by the suprasegmental structure of the utterance, it is reasonable to assume that a spectral property such as spectral tilt or moment may likewise be affected by suprasegmental characteristics of the utterance. For this reason, spectral tilt is studied in relation to the strength of the prosodic boundary, as are formant movements. Further details are provided below.
We turn now to a brief description of the prosodic structure of French, the language under study here.
B. Prosodic accent in French
In French, words do not carry lexical stress, but they can attract prosodic accent at the sentence level. Following Fougeron and Jun ͑1998͒, the prosodic structure of French is based on the accentual phrase ͑AP͒, which is dominated by the intonational phrase ͑IP͒. The IP is in turn dominated by the utterance. According to Fougeron and Jun, the AP has the underlying tonal representation /L Hi L H*/, with a more common phonetic realization being ͓L H*] ͑their approach is based on Pierrehumbert, 1980 and Pierrehumbert, 1986͒ . The initial high tone, Hi, has been described as the peak of the ''accent secondaire,'' and its appearance or nonappearance is conditioned by several linguistic and extralinguistic factors. The final high tone, H*, has been described as the peak of the ''accent primaire,'' and is realized on the phrase-final full syllable. In neutral utterances, the Hi, when it appears, is usually shorter and has a lower F0 value than the following H*. In these cases it is not considered to have a pitch accent. However, in producing a focused word, the Hi is often promoted to pitch accent status. As regards the L tone, it is realized on the syllable preceding the H tone syllable. The reader is referred to Jun and Fougeron for further discussion of the status of Hi and H*, respectively, as well as other issues of debate in the study of French prosody.
The IP is marked by a major continuation rise ͑H%͒ or fall ͑L%͒ and also by a significant final lengthening ͑see also Fletcher, 1991͒, often followed by a pause.
It was mentioned in the Introduction section that effects of the prosodic hierarchy occur precisely at the edges of adjacent prosodic constituents at the same level-i.e., at the segments immediately adjacent to the boundary. It was also mentioned that the placement of the pitch accent and the prosodic hierarchy interact in French. It can now be seen that since the H* in the AP is placed on the final syllable of the phrase, an AP and any higher level is defined as having a pitch accent on the final syllable of the prosodic constituent.
For the purposes of this study, an utterance dominates an intonational-phrase level, which dominates an accentualphrase level, which in turn dominates a word level. The focus in particular is on /V # C/ sequences ͑as opposed to CV sequences͒, where a given prosodic boundary separates the vowel from the consonant. The following will be examined.
͑1͒ Duration-Given the literature review above, duration is clearly an important parameter in any prosodic study. It is expected that duration will be greater at stronger prosodic boundaries than at weaker prosodic boundaries. ͑2͒ Vowel formant values-Given the premise of articulatory prosody that segments become more hyperarticulated at stronger prosodic boundaries, it is expected that F1 will be higher at stronger prosodic boundaries, reflecting a lower tongue and jaw position. F2 will also be examined to see if there are any effects. It should also be noted that Tabain ͑submitted͒ presents articulatory data showing that /a/ becomes lower at stronger prosodic boundaries ͑this is the study from which the present acoustic data were taken͒. ͑3͒ Formant transition-It is clear from the discussion above that duration has a profound effect on formant transitions, and for this reason the effects of prosodic structure on F1 and F2 movement will be examined. These analyses of formant movement duration, distance, and velocity will only be carried out for the stop consonants /b d g/, and not for the fricative consonants, since formant transitions for fricatives are partly obscured by the fricative noise. The reader is reminded that only VC transitions are concerned. ͑4͒ Rate of change in spectral tilt-Again, given the discussion above, the rate of change in spectral tilt moving from the vowel into the fricative will be examined. More precisely, what is of interest is the rate of change going from the negative tilt of the vowel spectrum to the positive tilt of the fricative spectrum ͑more details are provided in the Method section͒.
II. METHOD A. Speakers, stimuli, and recordings
Three native speakers of metropolitan French ͑two male-CV and GR-and one female-AV͒ were recorded in a sound-treated room at ICP, Grenoble. Articulatory ͑EMA-electromagnetic articulography͒ and acoustic data were recorded simultaneously and time synchronized. The acoustic data were recorded directly onto a DAT recorder at a sampling rate of 44.1 kHz, and transferred onto PC. Data were subsequently down sampled to 20 kHz. Details on collection of the EMA data are given in Tabain ͑submitted͒.
Stimuli consisted of 4 sentences ͑based on Fougeron, 2001͒, each containing a prosodic boundary of interest between the fourth and fifth syllables. These sentences were ͑with the type of prosodic boundary listed in parentheses͒ ͑1͒ Paul aime Tata. Baba les protège en secret. ͑utterance͒ ͑2͒ La pauv' Tata, Baba et Paul arriveront demain.
͑intonational phrase͒ ͑3͒ Tonton, Tata, Baba et Paul arriveront demain.
͑accentual phrase͒ ͑4͒ Paul et Tata Baba arriveront demain. ͑word͒
The consonant in bold was varied to be one of /b d g f s b/, and the vowel following this consonant was varied to be one of /a i u y ø/ ͑where ''ø'' is the vowel found in the word ''feu''͒. There was thus a total of 120 sentences ͑4 prosodic contextsϫ6 consonantsϫ5 vowels͒. Two of the speakers ͑AV ͓female͔ and GR ͓male͔͒ produced 4 repetitions of the corpus, giving a total of approximately 480 utterances. The second male speaker, CV, produced 2 repetitions of the corpus, giving a total of approximately 240 utterances. For the purposes of the current study, speakers were encouraged to produce a final intonation contour followed by a pause for the utterance boundary, and a continuation contour while avoiding a pause for the intonational boundary. Speakers tended to read the stimuli for the accentual boundary as a list.
The current paper focuses on the relationship between the /a/ at the end of ''Tata'' and the three stop and three fricative consonants following. Although the vowel following the consonant was varied, with the aim of examining vowel-to-vowel coarticulation, these results will not be presented here due to the small number of tokens that would exist for each following vowel context ͑either two or four tokens per following vowel͒. For this reason, data are collapsed across following vowel context.
B. Labeling and analysis environment
Acoustic data were segmented and labeled according to standard acoustic criteria ͑cf. Harrington and Cassidy, 1999 , Chap. 4͒, using the EMU hierarchical speech labeling tool ͑Cassidy and Harrington, 2001͒. The noise following the release of the /t/ in /ta/ was labeled separately and included as part of the /a/ duration. ͑This was done so that the acoustic and articulatory data were more comparable, since the articulatory vowel onset was labeled at /t/ release͒. 4 Formants were automatically tracked in EMU using LPC with a sample rate of 200 Hz, and hand corrected during the labeling process. In addition, an F1 target event for the /a/ preceding the consonant of interest was labeled at the F1 peak moving backwards in time from the /a/-consonant boundary. Where F1 attained a steady state after an initial rise, the first pitch period of the steady state moving backwards from the boundary was marked as the F1 target. Figure 1 shows an example of these labeling criteria using the EMU speech tool. It shows the stop closure for the /t/ followed by the vowel /a/, which in this case is followed by the stop /d/. This token is from an accentual phrase boundary as spoken by speaker AV ͑fe-male͒. It can be seen that the F1 vowel target ͑the vertical white line in the middle of the /a/͒ is marked at about 9.03 seconds: it is marked in relation to the /d/ which follows. Had the F1 target been marked in relation to the /t/ which precedes, the target would have been placed at about 9.01 s ͑a difference of about 20 ms͒.
Regarding the utterance boundary, it should be noted that the pause between the two utterances in sentence 1 ͑ut-terance boundary͒ was labeled separately, and not included as part of the total syllable duration of /aC/. Since the /a/ at the end of ''Tata'' is in this sentence followed by a pause, there is no /aC/ transition such as is found in the other sentences. Instead, an attempt was made to mark the onset of an F1 steady state moving leftwards from the end of the vowel. However, a short period of voicelessness at the end of the vowel meant that measurement of the vowel endpoint and F1 target was less reliable than for the other sentences. This must be kept in mind when interpreting the velocity results, which will be presented below. It must also be kept in mind that due to the presence of a pause at the utterance boundary, the measurement of acoustic stop consonant duration was not reliable. It should be remembered that the stops examined here are /b d g/-i.e., all voiced. Stop consonant duration following the utterance boundary was therefore measured from the onset of voicing for the consonant, which is of course not an accurate measure of stop closure. This must be kept in mind when examining duration results. There was of course no problem in locating the onset of frication for the voiceless fricatives examined here, /f s b/.
All formant values were automatically extracted using EMU. F1 and F2 for the ''static'' vowel target were taken at the acoustic midpoint of the vowel. However, for examining the formant transitions, F1 and F2 were treated differently: for F2, the vowel formant value was taken at the midpoint; and for F1, the vowel formant value was taken at the handmarked F1 target. For both F1 and F2, the consonant value was taken at the VC boundary. The distance of the transition was calculated as the difference between the formant value extracted at the VC boundary, and the formant value extracted from the hand-marked target ͑in the case of F1) or the acoustic midpoint of the vowel ͑in the case of F2). The duration of the transition was calculated as the difference in time between the consonant and the vowel values. For F1, this was the difference in time between the hand-marked target and the VC boundary, and for F2, this was effectively half the total vowel duration ͑since the vowel target value was taken at the vowel midpoint͒. Peak velocity was calculated as the maximum value of the first differential of the formant transition for F1 and F2 separately.
All analyses of the data as described above were carried out using the EMU database speech analysis system ͑Har-rington et al., 1993͒, interfaced with the R statistical package ͑Ihaka and Gentleman, 1996͒. The analysis of spectral tilt for the fricatives, described below, was carried out using PRAAT ͑www.praat.org͒.
C. Spectral tilt analysis of fricatives
Analysis of spectral tilt was based on Smits et al. ͑1996͒. Overlapping FFTs were carried out across a portion of the token, using a 12-ms Hanning window and a frame shift of 5 ms. The token duration over which the successive FFTs were calculated was determined as follows: for each VC token, 15% of the vowel duration was calculated, and 15% of the fricative duration was calculated, based on the hand-marked segment boundaries. The left boundary of the analysis was placed at 15% of the vowel duration leftwards from the vowel-fricative boundary, and the right boundary was placed at 15% of the fricative duration rightwards of the vowel-fricative boundary. A typical value for the duration of the analysis token was 40-50 ms ͑cf. Tables I and II, which will be presented below͒-this compares well with the 50 ms used uniformly by Smits et al. The first FFT was centered at the leftward boundary of the token.
In order to obtain the spectral tilt values for each FFT, a regression was carried out on the returned FFT values between 1000 and 5000 Hz for each spectrum using an equivalent rectangular bandwidth ͑ERB͒ and dB scales. The choice of this range of values for both the male and female speakers was motivated by the following considerations: ͑1͒ By excluding values below 1000 Hz, spectral energy due to voicing is for the most part excluded ͑the first 3-4 harmonics are excluded for the female speaker, and the first 5-8 harmonics are excluded for the male speakers͒. Hence, the presence of voicing in the early part of the fricative does not affect the measurement of the fricative tilt ͑cf. , where data below 1 kHz were similarly excluded in a spectral moment analysis͒. Although part of F1 for the vowel was excluded, a visual inspection of the data showed that the tilt value for the vowel was still highly negative ͑rather than flat or positive, such as fricative slope values may be͒. ͑2͒ By excluding returned values above 5000 Hz, it was felt that the spectral characteristics of fricative consonants as a class were best captured. The spectral peak for /b/ for all three speakers, and of /s/ for the male speakers, was included in the measure ͑the female speaker's spectral peak for /s/ occurred at about 6 -7 kHz, although a visual inspection of the spectra suggested that there should be little difference between a lowpass filter at 5 kHz and one at 6 or 7 kHz for this speaker͒. Visual inspection of spectra for /f/ showed a diffuse peak in the 5-6-kHz range, though of lesser intensity than for the sibilants. By high-pass filtering at 5 kHz ͑rather than at 9-10 kHz͒, a greater spectral tilt would be calculated for /f/, and hence the difference between the vowel tilt and the fricative tilt would be enhanced.
Following calculation of the tilt values for each FFT spectrum, a second regression was carried out on the tilt values calculated across each VC token, with the tilt value as the dependent variable, and the FFT frame number as the independent variable. The slope value from this analysis FIG. 1. Example of the hand-marked F1 target using the EMU labeler. The speaker is AV ͑female͒, and the /ta # d/ sequence occurs at an accentual phrase boundary ͑the ''H'' in the phonetic transcription in the top panel marks the noise portion following release of the /t/͒. The F1 target ͑the white vertical line in the vowel, marked with a ''T'' on the Target line in the top panel͒ is marked in relation to the /d/ which follows the vowel, rather than the /t/ which precedes it.
gives the rate of change in tilt value. This second regression was not forced to include any particular point, since no one calculated FFT was deemed to be more important than the others ͑contrary to Smits et al., for whom the tilt calculated at the stop burst was of crucial importance͒.
The above description of how the duration of each token was calculated applies only for the intonational-, accentual-, and word-boundary data. Since the utterance-boundary fricative data are preceded by a pause, no change from vowel tilt values can be obtained for this context. However, in order to have a value for fricative data which, in theory, should not change greatly in spectral tilt over time, tilt values were calculated from a point at 0.2 of the fricative duration to a point at 0.5 of the fricative duration. This then gives spectral tilt values for 30% of the fricative duration at the utterance boundary, in comparison to 30% of the syllable duration of the vowel-fricative syllable for the other boundaries. Although an examination of Tables I and II ͑presented below͒ suggests that 30% of the fricative in utterance context should be both relatively and absolutely greater than 30% of the VC syllable for the other contexts, it will become evident that more data are necessary when the fricative spectrum is relatively steady, than when the spectrum is changing from vowel to fricative. The points 0.2 and 0.5 of token duration were chosen as containing data that had both reached sufficient fricative amplitude 5 ͑it will be recalled that the fricative is preceded by a pause in the utterance context͒ and that as yet contained little influence from the following vowel. Figure 2 shows an FFT spectrum generated by the spectral tilt analysis. The top graph shows the last FFT calculated for a VC token at a word boundary. The fricative is /s/, as spoken by male speaker GR. The vertical lines on the graph mark 1000 and 5000 Hz. The tilt is calculated based on the FFT values contained within these boundaries. The regression line is marked on the graph. The x axis marks the intervals at each 500 Hz along the ERB scale ͑the tilt is calculated using the ERB scale͒. The bottom graph shows the regression on the tilt values generated for this particular VC token. It can be seen that eight FFTs were calculated for this token ͑since there are eight points on the graph͒, and that the token duration was 36.5 ms. It can also be seen that the tilt values for the vowel are negative ͑the first few points on the bottom graph͒, and those for the fricative positive ͑the last few points on the bottom graph͒.
Results are tested using an analysis of variance ͑ANOVA͒ followed by least significant difference post hoc tests, and a Levene test for homogeneity of variances ͑Lev-ene, 1960͒, which tests for differences in the variability regardless of the mean. Alpha is set at 0.05. All post hoc tests are adjusted according to the Bonferroni method, with alpha set at 0.017.
Eta-squared results are also presented at the end of the paper-these determine to what extent a given factor ͑in this case prosodic boundary͒ accounts for the total variability in the data.
Duration measurements will be presented first, followed by vowel formant measurements. This will be followed by the more ''dynamic'' data: formant movement, and the rate of change in spectral tilt. Where appropriate, data are collapsed across following vowel context ͑i.e., for vowel duration and vowel target values͒. However, where appropriate, data will be treated separately for the different consonants ͑i.e., for consonant duration and for formant transitions͒. Results from the spectral tilt analysis of the fricatives will be collapsed across fricatives, since the measure was not designed to capture differences between the different fricative places of articulation. Table I͑a͒ shows mean and standard deviations for vowel duration, consonant duration, and for the percentage of the syllable taken up by the vowel. Table I͑b͒ presents significance results for these data. For each speaker, results are listed separately for each of the prosodic contexts (U ϭUtterance boundary, IϭIntonational phrase boundary, A ϭAccentual phrase boundary, WϭWord boundary͒. It can be seen that for speakers AV and GR, there is a significant decrease in vowel duration the weaker the prosodic boundary, whereas speaker CV groups the three higher boundaries together, with the word boundary having a significantly shorter vowel duration. For the consonant durations ͑stop   FIG. 2 . Example of an FFT spectrum with calculated tilt ͑top͒ from the end of the token, and secondary regression based on the entire token ͑below͒. The spectrum is for the fricative /s/, as spoken by male speaker GR in a word-boundary context. The vertical lines on the top graph mark 1000 and 5000 Hz. The regression line, giving the tilt, is shown on the graph. The x axis marks the intervals at each 500 Hz according to the ERB scale. The bottom graph shows the regression on the tilt values generated for this particular VC token. The slope value calculated from the top graph ͑0.0469͒ corresponds to the value for frame #8 in the bottom graph. The slope, intercept, and correlation values for the regression shown in the bottom graph are 0.0101, Ϫ0.0418, and 0.9626, respectively. and fricative contexts are combined here͒, there is less of an effect according to the prosodic boundary, although speakers AV and GR distinguish the word boundary from the higher level boundaries. In terms of the percentage of the syllable duration taken up by the vowel, it is clear that the stronger the prosodic boundary, the greater the percentage duration of the vowel. Speaker AV distinguishes all four boundaries, whereas speaker CV distinguishes the word boundary from the higher boundaries, and speaker GR distinguishes the word and accentual boundaries from the utterance and intonational boundaries. It can therefore be seen that in acoustic terms, the vowel is temporally reduced the weaker the prosodic boundary, whereas the duration of the consonant is relatively invariant. Table II gives the same data as listed in Table I , but with the durational data listed according to the consonant context, rather than the prosodic context. Of note here is the significantly greater duration of the fricative consonants as opposed to the stop consonants, but accompanied by less variability, for speakers CV and GR. These results are significant according to a one-way ANOVA and a Levene test for homogeneity of variances ͑with the three fricatives collapsed and the three stops collapsed to form two groups-CV: ANOVA: F (1,249) Levene: F(1, 506)ϭ32.84, pϭ0.00] . In all, these results suggest much more stable timing across prosodic boundaries for the fricatives than for the stops. Figure 3 presents ellipse plots of mean F1 and F2 values for the vowel /a/ according to prosodic context. Table III presents significance results for these data. The ellipses represent 2.45 standard deviations from the mean. The formant values were sampled at the temporal midpoint of the vowel. There is a pattern of increasing F1 values the stronger the prosodic boundary ͑the only exception is speaker GR's utterance value͒. There is also a pattern of decreasing F2 values the stronger the prosodic boundary. These results suggest that, in articulatory terms, the stronger the prosodic boundary, the lower and more back the /a/ vowel becomes. It can be seen that for all three speakers, /a/ in the word boundary context is higher and more forward in the acoustic space. For speakers AV and CV, the vowel in the utterance boundary context is lower and more back. The vowel in the intonational-and accentual-phrase boundaries is between the other two boundaries. For speaker GR, however, the utterance context /a/ is contained within a very small region in the center of the plot. This unexpected result will be discussed below.
III. RESULTS

A. Duration and formant measures
B. Formant movement
We now turn to an examination of the more ''dynamic'' aspects of the acoustic signal. Figure 4 presents formant tran-TABLE I. ͑a͒ Acoustic durational data for 3 speakers of metropolitan French. Results are listed separately for each prosodic boundary context (UϭUtterance boundary, IϭIntonational-phrase boundary; A ϭAccentual-phrase boundary; WϭWord boundary͒. ͑b͒ Significance results for data presented in ͑a͒. For each speaker, results from a one-way ANOVA are presented in the first column, and post hoc pairwise comparisons are presented for adjacent pairs in the prosodic hierarchy in the second column ͑with alpha adjusted to 0.017 following the Bonferroni method͒. The direction of the difference is marked by either ''Ͻ'' or ''Ͼ,'' or ''ϭ'' in the case where the result is not significant. Only the intonational, accentual, and word data are shown on each plot, since the utterance context was followed by a pause rather than a consonant. Data are time normalized, and extend from the temporal midpoint of the vowel /a/ to the VC boundary. Table IV͑a͒ presents numerical distance, duration, and peak velocity data for the F1 transition ͑moving backwards in time͒ from the VC boundary to the manually-labeled F1 target ͑described above in the Method section͒. Table IV͑b͒ presents the corresponding significance results. Utterance data are included in the table for completeness, but will not be discussed due to the presence of the pause at the boundary. It should be noted that data presented in Table IV are based on the hand-marked F1 target, whereas the data plotted in Fig. 4͑a͒ extend from the temporal midpoint of the vowel to the endpoint.
͑a͒
Vowel duration ͑ms͒
Consonant duration ͑ms͒
It can be seen in Fig. 4͑a͒ that F1 at the VC boundary remains relatively constant. The minimal difference in F1 value at the VC boundary across prosodic contexts is most likely a reflection of the fact that consonant closure is achieved, since F1 is effectively zero at stop closure. Typical TABLE II. Acoustic durational data for three speakers. Results are listed separately for each consonant context. coarticulatory effects, such as the higher F1 in the /b/ context ͑cf. Recasens, 1999͒, can also be discerned on the plot.
Vowel duration ͑ms͒
Consonant duration ͑ms͒
It can be seen in Table IV that distance of the F1 transition increases with the stronger prosodic boundaries ͑speaker AV, however, shows very little difference in distance values͒. Examination of Fig. 4͑a͒ shows that this is primarily due to the vowel target changing, since F1 at the VC boundary was relatively invariant. Duration values also generally increase with the stronger prosodic boundaries. As regards the velocity data, it is only speaker AV who seems to show an effect of peak velocity in F1 across prosodic contexts, with velocity being greater in the word context than in the intonational or accentual contexts. This is perhaps due to the fact that her F1 distance remains relatively constant, while duration decreases.
A different scenario applies for F2 compared to F1. Bonferroni-adjusted post hoc tests for both speakers showed that intonationalϭaccentualϾword. As can be seen in Fig.  4͑b͒ speakers AV and CV's word context data for /d/ show effectively a straight-line transition. This shows that the vowel target values preceding /d/ accommodate to the consonant more in the weaker prosodic boundaries. It can further be seen in Fig. 4͑b͒ that the vowel target values for /g/ are likewise displaced in the direction of the consonant. Thus, there is evidence that for both /d/ and /g/, the F2 vowel data are displaced in the direction of the consonant, and that for /g/, there is greater variability in the consonant F2 than for /d/. These observations on variability are confirmed by the statistics: there is a significant effect on variability in F2 at the consonant boundary for all three speakers ͓AV: Levene: F(2, 187)ϭ9.98, pϽ0.0001 ; CV: Levene: F(2, 87)ϭ6.57, pϽ0.01 ; GR: Levene: F(2, 193)ϭ5.03, pϽ0 .01], with post hoc tests showing that /d/ has less variability than /b/ and /g/ for speakers AV and CV, and /b/ has more variability than /d/ and /g/ for speaker GR. Clearly, there is very little variability in F2 for /d/.
An examination of peak velocity data ͑calculated as the maximum value of the first differential of the transition͒ for F2 showed few differences between the intonational, accentual, and word contexts. Of course, peak velocity was significantly less in the utterance context since the vowel was always followed by a pause ͑peak velocity in this case was near zero͒. However, speaker GR did show a significant effect of prosodic boundary on peak velocity for his /g/ data only ͓GR: ANOVA: F(2,64)ϭ3.56, pϽ0.05], but Bonferroni-adjusted post hoc tests did not show any significant differences. Nevertheless, both speaker GR's and AV's /g/ data showed a slight increase in peak velocity in the weaker prosodic boundaries ͑speaker GR's /b/ data also gave significant results, but examination of the mean values showed that the word data patterned with the intonational data rather than the accentual data͒. The F2 peak velocity data are presented in Fig. 5 . There is a significant effect of consonant for two of the speakers ͓AV: ANOVA: F(2,187) ϭ37.43, pϭ0.00; CV: ANOVA: F(2, 87)ϭ30.71, pϭ0 .00], with post hoc tests showing that /g/ has a greater peak velocity for both speakers, with /d/ also having a lesser peak velocity for speaker AV. There are also some effects on variability in peak velocity ͓AV: Levene: F(2, 187) ϭ3.77, p Ͻ0.05; CV: Levene: F(2, 87)ϭ3.87, pϽ0.05] , with post hoc tests showing that speaker AV has greater variability for /b/ than /d/, and speaker CV has greater variability for /g/ than /d/. The plots in Fig. 5 indicate that /d/ has slightly less variability in peak velocity. This further supports the hypothesis that for this consonant, the vowel target is displaced in the direction of the consonant ͑since distance is reduced together with duration, thereby making changes in velocity superfluous͒.
In sum, there is evidence to suggest that F2 at the VC boundary for /d/ remains relatively stable, with the vowel target value moving towards the F2 consonant value the weaker the prosodic boundary. The greatest effect of prosodic context on F2 at VC boundary was for /g/, with F2 moving closer to the velar consonant value in the weaker prosodic boundaries. The vowel target for /g/ was also displaced in the same direction. Such effects of the vowel being Fig. 3 . For each speaker, results from a one-way ANOVA are presented in the first column, and post hoc pairwise comparisons are presented for adjacent pairs in the prosodic hierarchy in the second column ͑with alpha adjusted to 0.017 following the Bonferroni method͒. The direction of the difference is marked by either ''Ͻ'' or ''Ͼ,'' or ''ϭ'' in the case where the result is not significant. UϭIϭAϽW displaced in the direction of the consonant in weaker prosodic boundaries recall the results of Moon and Lindblom ͑1994͒, who showed that the vowel /i/ was displaced in the direction of the consonant as the number of syllables in the word increased. However, with the exception of AV's F1 data, velocity did not seem to play an important role in signaling prosodic boundaries in the present study: it may be that velocity only comes into play when the distance between the consonant and the vowel must be increased for reasons of clarity, without a concomitant increase in duration. ber of frames for each class ͑this allows an approximate calculation of the duration in each analysis context, given the frame shift of 5 ms͒; the mean correlation ͑r͒ of the secondary regression ͑the tilt values plotted as a dependent variable of the frame number͒; and the mean slope of the secondary regression. It is this slope value which measures the rate of change in spectral tilt across the VC boundary. Table V͑b͒ presents significance results based on the slope value in Table V͑a͒. Although data are not tabled, tilt values for the vowel /a/ had consistently negative tilt values, whereas the maximum fricative tilt values in each token were consistently positive.
C. Rate of change in fricative spectral tilt
TABLE IV. ͑a͒
way ANOVA are presented in the first column, and post hoc pairwise comparisons are presented for adjacent pairs in the prosodic hierarchy in the second column ͑with alpha adjusted to 0.017 following the Bonferroni method͒. The direction of the difference is marked by either ''Ͻ'' or ''Ͼ,'' or ''ϭ'' in the case where the result is not significant. The difference between the minimum tilt and maximum tilt for each token was, as expected, far greater for the intonational, accentual, and word contexts than for the utterance context, since only the fricative portion was examined in the latter context. It can be seen in Table V that the r values for the intonational-, accentual-, and word-boundaries are extremely high, typically above 0.9. This shows that the spectral tilt values cluster tightly around the line of best fit. The lower r values for the utterance context are to be expected, since a relatively unchanging signal is being measured, thereby magnifying any measurement errors. These values ͑generally around 0.1͒ suggest, nevertheless, that the utterance data are reasonably reliable.
It can also be seen in Table V that there is a clear increase in slope values the weaker the prosodic boundary. This is true for all three speakers ͑with the exception of speaker CV's intonational boundary͒. Table V also shows that the slope values in the utterance context are close to zero, suggesting no change in the tilt values during the portion which was measured. It can be seen that the utterance data are clearly separated from the other data. Although the other three prosodic contexts are not reliably differentiated by speaker AV, it can be seen that speakers GR and CV collapse the intonational-and accentual-boundary data into one class, with the word-boundary data clearly forming a class of its own. The higher slope values for the word class suggest that the change from the vowel spectrum to the fricative spectrum occurs much more rapidly in the word context than in the intonational or accentual contexts.
The fact that speaker AV does not seem to differentiate the accentual, intonational, and word contexts does not immediately seem to be due to measurement error, since increasing the analysis duration from 15% of the syllable to 25% of the syllable made no difference to her results. However, since Table V shows a pattern of increasing spectral tilt values the weaker the prosodic boundary for this speaker, it may be the case that the relatively small number of tokens ͑around 20 for each prosodic boundary for each fricative͒ leads to less statistically reliable results for this particular speaker.
D. Summary of prosodic data
Table VI presents eta-squared values for the all of the data presented above. Eta-squared measures the proportion of the total observed variance that is accounted for by the independent variable ͑in this case, prosodic boundary͒, and is presented as a value between zero and 1. Since the presence of a pause at the utterance boundary presented a problem for some of the measures used in this paper, it has been excluded in the eta-squared analysis for some of the measures ͑namely, the fricative spectral tilt measures and the F1 stop transition measures͒. Although the presence of the pause at the utterance boundary made measurement of stop consonant duration less reliable, no consistent differences across speakers were found when the utterance data were excluded from the eta-squared analysis of consonant duration. For this reason, utterance data are included in the eta-squared values for consonant duration. Furthermore, since there were no problems measuring vowel duration at the utterance boundary, the ut-TABLE V. ͑a͒ Spectral tilt data for fricatives in four prosodic context. ''No. of Frames'' gives the number of FFTs carried out across the vowel-fricative token, with spectral tilt being calculated for each FFT. The r value is based on a Pearson product-moment correlation of the spectral tilt values for each FFT plotted against its frame number in the token. The slope value is calculated based on a regression of these tilt values plotted against the frame number, and gives the rate of change in tilt. ͑b͒ Significance results for data presented in ͑a͒. For each speaker, results from a one-way ANOVA are presented in the first column, and post hoc pairwise comparisons are presented for adjacent pairs in the prosodic hierarchy in the second column ͑with alpha adjusted to 0.017 following the Bonferroni method͒. The direction of the difference is marked by either ''Ͻ'' or ''Ͼ,'' or ''ϭ'' in the case where the result is not significant. It can be seen that prosodic boundary has an extremely large effect on vowel duration ͑explaining around 80% of the total variance͒, and an almost negligible effect on consonant duration. Presumably, consonant identity has a large effect on consonant duration; nevertheless, previous observations have suggested that the effect of prosodic boundary is greater for the vowel than for the consonant duration, so that these eta-squared results are consistent with data that have already been presented. By extension, prosodic boundary also has an important effect on syllable duration, and to a lesser extent on percentage vowel duration.
An interesting result is that prosodic boundary has a greater effect on F1 vowel than on F2 vowel, with the results being particularly strong for speakers AV and CV ͑around 65% for F1 vowel͒. This is presumably related to differences in tongue body and jaw height ͑see Tabain ͓sub-mitted͔, where strong prosodic effects were found for tongue body height, but not so for backness͒.
Turning to the more dynamic measures, for which the utterance boundary data have been excluded: the effect of prosodic boundary on F1 distance and duration is reasonably strong for speakers CV and GR, and less so for speaker AV ͑the effect on F1 distance is almost negligible for this speaker͒. The effect on F1 velocity is reasonably strong for speaker AV and less so for speakers CV and GR. The effect of prosodic boundary on rate of change in spectral tilt is reasonably strong for speakers CV and GR, and negligible for speaker AV.
In sum, the effects of prosodic boundary are extremely strong on vowel duration and on F1 vowel.
IV. SUMMARY AND DISCUSSION
The current results have shown that there is an interaction between acoustic segment durations and the prosodic hierarchy, with consonants relatively unaffected by the prosodic boundary and vowels highly affected by the prosodic boundary. In addition, the stability of the fricative consonants is much greater than that of the stop consonants in terms of duration. Vowel formant values suggest a lower and more back articulation for the /a/ the stronger the prosodic boundary.
For one speaker, GR, the vowel data for the three lower prosodic boundaries showed the effects of the prosodic hierarchy, whereas the data for the utterance context showed a more centralized vowel in this context. This acoustic patterning is similar to that seen in Johnson and Martin ͑2001͒: namely, a centralization of the vowel data at the end of the utterance compared to the start of the utterance. Such effects are believed to be due to articulatory declension ͑greater hyperarticulation at the beginnings of utterances than at the ends of utterances- Vayra and Fowler, 1992; Krakow, BellBerti, and Wang, 1994͒ . Articulatory declension ͑as the name suggests͒ is believed to have an articulatory/biological basis, and indeed, the results from speaker GR's jaw movement data presented in Tabain ͑submitted͒ show that the utterance boundary data pattern between the accentual-phrase and the word data with their higher jaw position, rather than lower jaw position. It is interesting that speaker GR's tongue data, however, do not show the same pattern ͑i.e., in the utterance context, the tongue data show the expected effects of the prosodic hierarchy͒. It is not clear just why the tongue has no apparent effect on the acoustic output as shown here, and why the jaw seems to have ''won out'' in terms of acoustic effects. It may be noted that Harrington, Beckman, and Fletcher ͑2000͒ present similar results where the lower jaw position for a stressed /i/ leads to a greater rms energy despite a higher and more fronted tongue position. For further discussion of the competing constraints of articulatory declension and the prosodic hierarchy, the reader is referred to Tabain ͑submitted͒.
Regarding the dynamic data, F2 at the VC boundary was more affected by the prosodic context for /g/ than for the other consonants. F2 boundary remained relatively invariant for /d/. There was evidence to suggest that the vowel target for /a/ was displaced in the direction of the consonant for both /d/ and /g/. It was less clear what was happening with the /b/ data. In terms of variability in F2 for the consonant, /b/ seemed to behave like /g/, although there was no clear pattern of F2 consonant moving either in the direction of the consonant or towards the vowel.
For one speaker, F1 peak velocity increased in the weaker prosodic boundaries for the stop consonants ͑accom-panied by no difference in distance, but reduced duration͒, and F2 peak velocity seemed to increase in the weaker prosodic boundaries for /g/ only, for another speaker. For two speakers, rate of change in spectral tilt increased in the weaker prosodic boundaries for the fricative consonants. These results suggest that velocity plays a role in the marking of prosodic boundaries.
Taken together, the above results suggest the presence of acoustic, and hence possibly perceptual, cues to the various prosodic boundaries examined. However, the study of articulatory prosody is relatively new, and perceptual studies based on the few acoustic findings to date have not really begun.
TABLE VI. Eta-squared results for various measures examined in this study. The eta-squared value gives the proportion of total variance accounted for by the independent variable of prosodic boundary. Note that utterance boundary data were excluded for the measures marked with an asterisk ͑*͒, since the presence of a pause at the utterance boundary was problematic for these measures ͑see the Method section for more details͒. Although many studies have focused on duration as cues to prosodic boundaries ͑e.g., Turk and Sawusch, 1996͒, perceptual studies of spectral and dynamic cues to prosodic organization are rare. However, if the cues to prosodic boundary include spectral cues as well as duration, intensity, and F0 cues, we will have further evidence that the speech signal shows a good deal of redundancy in order to facilitate the task for the listener. One type of redundancy which may exist involves the interaction of duration and velocity cues. For instance, it may be suggested that the increase in velocity at the weaker prosodic boundaries observed for the fricative tilt data could be predicted by durational measures. However, this would not explain the results for speaker AV, for example, who did not show significant results in the spectral tilt data, but who ͑like the other speakers͒ did show significant results in the duration data. It was also observed that there was an interaction between distance, duration, and velocity for the F1 transition, with one speaker using velocity to effect an unchanging distance as duration decreased according to prosodic boundary, whereas the other two speakers had no velocity effects due to both distance and duration decreasing together. How would listeners reconcile the different temporal strategies used by the different speakers, assuming listeners use such temporal information as cues? Such interactions between duration and velocity need to be better understood.
A further point of interest also regards velocity. It was mentioned in the Introduction that Wouton and Macon ͑2002a͒ found that F1 -F2 -F3 transition slopes ͑ϭvelocity͒ were greater in more linguistically prominent positions such as stressed syllables or pitch-accented syllables. However, the opposite effect was observed here: velocity tended to be greater in less linguistically salient positions, such as the word boundary, rather than more prominent positions, such as the utterance or intonational phrase boundary. This is most probably due to the fact that VC transitions were examined in the present study, since Wouton and Macon noted that the effects they described were true for CV transitions, and that the case was not so clear for VC transitions. The possible reasons for these differences were outlined in the Introduction section with reference to Kozhevnikov and Chistovich's theories of articulatory planning. It should be noted that articulatory results presented in Tabain ͑submitted͒ show that there is a tendency for velocity to increase going from /t/ to /a/ the stronger the prosodic boundary, and to decrease going from /a/ to another consonant the stronger the prosodic boundary. The /ta #/ transition was not examined in the present acoustic study; however, it is expected that such a CV transition would show the opposite effect to the VC transitions examined here ͑namely, an increase in peak velocity the stronger the prosodic boundary͒.
Several differences were observed in the present study according to consonant class. Perhaps one of the more interesting results was for the F2 transitions, which showed that the consonant formant value for /d/ was much more stable across prosodic contexts than that for /g/-these are precisely the sorts of results which occur in studies of CV coarticulation for these consonants ͑Ohman, 1966; Butcher and Weiher, 1976; Krull, 1987͒ . It was also interesting to note that the F2 for the vowel appeared to be displaced in the direction of the consonant in the weaker prosodic boundaries, similarly to Moon and Lindblom's ͑1994͒ results according to number of syllables in the word. All these results are in addition to the clear acoustic effects observed on vowel target formant values, with a lower and more back /a/ vowel in the stronger prosodic boundaries.
In sum, this study has shown that the effects of the prosodic hierarchy on the speech signal are not restricted to durational effects-there are spectral effects which the present paper has only begun to elucidate. One can only assume that these spectral effects have perceptual consequences, for, as recent work by Wouton and Macon ͑2002b͒ has shown, a good description of such effects can lead to a significant improvement in the quality of synthetic speech. It is hoped that the acoustic results presented in the current paper will motivate perceptual studies of the relative importance of spectral effects ͑in addition to amplitude, duration, and F0 cues͒ in alerting listeners to the presence of a prosodic boundary. studies. In answer to this questions, it is expected that the inclusion of the burst would have a minimal effect on comparison across studies, since voiceless stops in French are not aspirated, and since the duration of the burst is small compared to the duration of the vocalic portion proper. 5 Badin ͑1989͒ has shown that the spectral tilt of fricatives is strongly affected by the intensity of the articulation, with greater dB intensity resulting in a greater enhancement of the higher frequencies, and hence a greater tilt value. It is therefore important not to include the initial few milliseconds of fricative duration, where rms energy has not yet reached its peak. It should also be mentioned here that rms energy in the fricatives was examined according to prosodic context, and that no pattern was found to these data. One can therefore be confident that the tilt values presented here are not affected by different intensities of articulation according to prosodic context. ͑Note that since the acoustic recordings were carried out together with EMA data recordings, the microphone was fixed to the headset worn by the subject for the articulographic measurements; hence, distance between the speech output and the microphone remained constant throughout the recording͒. 6 In the text and in tables, ''pϭ0.00'' means that ''p'' is equivalent to zero since in the statistics program used for this study ͑STATISTICA͒, the value returned for ''p'' was 0 to 6 decimal places.
ACKNOWLEDGMENTS
7
Due to the importance of F2 to consonant place of articulation, the results for the three different stops are treated separately here. For this reason, each consonant is discussed separately and data are not presented in a table collapsed across consonants. 
