In Mobile WSNs (MWSNs) , disjoint clusters could be naturally formed in an unpredictable way that possess the nature of highly dynamic connected and disconnected schema. Many partitions of the network could happen in disjoint mobile wireless sensor networks (DMWSNs), and could last for a significant amount of time that can challenge current routing protocols in crisis-driven and geography-driven applications. We propose in this paper, two new centralized and distributed routing discovery protocols for DMWSN. In the centralized protocol, the static sink controls the motion of mobile sinks. In the distributed protocol, each mobile sink is responsible for collecting data in a specific region. In our work, the mobile sinks need to coordinate among themselves for communication with the base station (BS). The simulation results shows the advantage of our newly proposed protocols in terms of time delay, energy consumed, and the delivery ratio.
globally among themselves so as to maintain the original network topology as much as possible and make global knowledge.
The remainder of this work will be as: The relvent work will be illustrated in Section 2. Section 3 presents a description of relevant terms. Section 4 explains the proposed protocols. Section 5 includes the evaluation of the proposed protocols and compares the results with the existing protocols. The conclusion of our work is given in Section 6.
Related Work

WSN routing is challenging and difficult due to various features that differentiate WSNs from contemporary
Wireless Adhoc Networks [15, 16, 19] such as: (1) It is not feasible to apply Classical IP-based approaches to WSNs , as it is not possible to create a global addressing scheme because of sheer count of WSN nodes, (2) In contrast to existing communication networks, most of the WSN applications demand the flow of data sensed from various areas to a specific sink; (3) significant redundancy exists in the data traffic generated, because multiple WSN nodes may produce the same data within the neighborhood of an activity under monitoring. In order to improve bandwidth utilization and energy, routing protocols are required to exploit such redundancy, (4) The WSN nodes are highly constrained in terms of resources like energy, capacity for processing and transmission power and therefore needs effective management of resources. Thus, several protocols are proposed for solving data routing problem. Together with the application and architecture necessities, such routing protocols have included the features and demands of WSN nodes.
Existing WSN data routing protocols are categorized as Location based, Hierarchical Data-centric and a few distinct protocols according to QoS or network flow demands. The protocols in Data-centric class are often query-based and in contrast to traditional address based routing, it is based on naming of intended data based on application needs, that helps to eliminate various transmission redundancies [9, 11, 17, 18, 23] . In Hierarchical protocols, the sensor nodes are grouped into a set of clusters, and one node is elected from each cluster as a cluster head (CH) and the remaining sensors are cluster members (CMs). CH can do aggregation to reduce data and save energy [12, 14, [38] [39] [40] [41] [42] [43] [44] . Location-based protocols utilize location details to send the data to required areas instead of the whole WSN [22] . The last type of routing techniques include protocols that depends on network-flow and that aims to satisfy the QoS needs in conjunction with the routing operation [10] .
All these protocols work well in connected network, where the path from the sensor nodes to others or the BS can be determined. However, in our work, the network consists of disjoint clusters where the path between each two clusters and between a CH and the BS cannot be established. In [31] , a grouping scheme is proposed such that the nodes are partitioned into various groups, where the nodes that belongs to a particular group are relatively close to each other based on geographical information. This method of grouping performs cluster-PEN Vol. 7, No. 1, June 2019, pp.82-98 based routing based on grouping CHs scheme and therefore enhance scalability, decreases energy utilization, and extends the lifetime of WSN. Such protocols cannot exchange messages if the CHs cannot find another CH within its communication range or clusters are disjoint. It is highly challenging to find an optimal WSN deployment strategy that can reduce cost and computation, minimizing communication overhead, offering high degree of coverage and connectivity and resilient to node failures. The network could become disjoint at any time. WSN cannot serve its application well. To work in this case, some techniques must be utilized. In [24] , a message ferrying (MF) technique is deployed, that works well for sparse networks. MF is a proactive method that exploits mobility. It employs a special set of mobile sensors as message ferries (MF or ferries) that facilitate the required services for communication between sensor nodes, and are in charge for data gathering in sparse WSNs. The major purpose of MF approach is to instigate non-random sensor movements and to utilize such movements to facilitate efficient data collection and delivery.
[25] Proposed, in hybrid WSN, a three-phase efficiently heuristic scheduling method of mobile sink. The WSN is split into grids and these grids are categorized into clusters. This approach produces optimal grid cell division for the network which prolongs the WSN lifetime. For energy balancing inside clusters, the clusters arrange themselves by allocating or deallocating grid cells. An inter-cluster based on ACO algorithm was proposed in [26] for data packet routing in WSN. The algorithm uses NLEACH when inter-cluster ACO aggregate data. This method reduces energy consumption in transferring unnecessary data sent by sensors. In [27] the Mode Switched Grid-based Routing (MSGR) protocol is proposed which uses the benefits of gridbased protocols. Each grid head nodes switches between active and sleep modes. The grid head nodes that are put on sleep mode are those which are not taking part in the routing.
In [28] , a polynomial time heuristic approach is introduced, called Relay Placement algorithm based on Space Network Coding (RPSNC) which finds the optimal locations of relay sensor nodes, to find solution to the problem of network connectivity restoration and aims to reduce the count of relay sensor nodes needed for connectivity restoration in huge networks using non-uniform partitioning, Delaunay triangulation and linear programming (LP) techniques. The authors in [29] proposed the method which adds long distance routing nodes to the WSN to improve the network connectivity during the growth of plants. The connection rank matrix is used to represnt the connectivity of the deployed WSN based on the graph theory. A fully connected network is marked by the rank with value of 1. The smaller value of rank means the better connectedness.
In a given MWSN, the authors of [30] investigate the issue of data gathering, in which multiple MS focus to gather data from a provided collection of static sensor nodes. This work proposes a Co-operative Data Collection Algorithm (CDCA) that divides the sensors as groups with local mobile sink to gather the generated data by the nodes in each group of sensors. The CDCA constructs a global path for gathering data from the local mobile-sinks to the global mobile-sink after selecting a set of data gathering points in each group and constructing a separate path covering every data gathering point in each group.
In [13] , two routing protocols are introduced, first one is utilizes straight line messengers moving (SLMM) and the second utilizes flexible sharing policy of messengers (FSPM). In SLMM, once a WSN node in a cluster gets the request from the CH, it communicates with the neighbor nodes, and moves out of the cluster in the direction of BS. When it reaches BS, it interchange its data with BS. BS gives information of other existing clusters to the messenger. It then takes the data and back to its initial cluster. After iterating this scenario with different clusters, all the cluster information is shared among themselves. The packet structure for FSPM is same as that of SLMM protocol. In [32] , the authors added a higher tier genetic fuzzy system to SLMM and FSPM for route discovery and maintenance. They proposed two routing protocols: (1) Genetic Fuzzy Straight Line Moving of Messengers (GFSLMM) and (2) Genetic Fuzzy Flexible Sharing Policy of Messengers (GFFSPM). The main distinction between our proposed protocols and the work in [13, 32] are the following:
(1) In [13, 32] , there is only one static sink which causes a large long movement of the messengers. However, in our work, we introduce mobile sinks that move to the cluster of request to pick the sensing data directly from the clusters. In [13, 32] , the messengers takes the sensed data packet and move to the BS to unload the data. This process is repeated by the messenger till the target moves away from the cluster. By this way, the messenger exhausts its battery quickly and causes additional partitioning of the network so as to save energy of the messengers. In our work, the messenger moves to the BS only one time to inform its cluster's location that makes mobile sink to move to that location. The mobile sink leaves this location as the target moves to another cluster. Here, the messengers moves to the new location of the mobile sink, decreasing the movement's distance. The messenger shares cluster information with the messengers from other clusters or with intermediate clusters it passes by. In [13, 32] , the messengers have the responsibility to move to the BS to route the data. However, in our work, the mobile sinks have the responsibility to route the data.
Mobile Sinks Based Routing Protocols
In DMWSN, there exist relatively stable network partitions and every partition of the network has a connected dominated set (CDS) [33] . In this paper, we consider how to solve the problem of routing data from disconnected clusters effectively. In the following subsections, we introduce a description of some relevant terms that will be used in our proposed protocols.
Cluster Based Organization: In the cluster-based partitioned network, sensors functions are clas-sified as general sensor, CH, sink node and messenger. In each cluster, we employ Dynamic Source Routing protocol (DSR). PEN Vol. 7, No. 1, June 2019, pp.82-98
In this paper, any appropriate clustering algorithm can be used, and we are not concerned with the details of the clustering algorithms. Our proposed protocols do not impose any specific restrictions or requirements on the choice of the clustering algorithm.
Following are the assumptions we have in developing the routing protocols for the DMWSN.
Localization information exists in the network [20] .
Each sink has the information of all mobile sinks in the network and it can communicate with any one of them directly or via other sinks.
The mobile sinks are static if there is no any demand from either static sink or messenger.
The transmission range is a disc-unit with the value r to the sensor nodes and R to the sinks in which R > r.
Centralized Mobile Sinks Routing Protocol
In centralized mobile sinks routing protocol, every CH selects a messenger as a sensor with highest energy.
To reduce the consumed energy in messenger moving, condition 1 below and conditions 2 or 3 must be satisfied before CH assigns a messenger.
1. Cached pipeline is full.
2. The time of wait is greater than the minimum defined waiting time, before sending the messenger.
3. The time of wait is greater than the maximum defined waiting time, before resending the messenger.
Before appointing a messenger, condition 1 assures that enough information has been collected. Condition 2 assurances the proper time for sending a messenger. Condition 3 indicates that for sharing cluster information the cluster resumes sending out next messenger if the previous messenger expires after a long time.
In this protocol, the network consists of sensor nodes, BS, and mobile sinks. Node moves out of the cluster in the direction of BS, when it receives a request of messages from the CH using multiple hops.
It exchanges carried data with BS. The BS provides the messenger with the clusters information and the new location of the mobile sink to send the information so that when the second time the messenger carries the data, it returns to its actual cluster. The process is iterated in different clusters, and the linear time is the total cost of sharing all clusters information. Figure 1 shows the process.
The BS demands the nearest mobile sink to move to the location of the target cluster if there is no mobile sink in the range of the cluster. The movement of the mobile sink must occur without any destruction of connections of the sinks. The new location (xn, yn) of the moved mobile sink is computed as follows:
(1)
Here, (xc, yc) denotes the target's cluster and (xs, ys) denotes the second mobile sink location that is the nearest to the target's cluster. The mobile sink has three states: power-off, power-on, and processing. If the mobile sink in the processing state or play a role in keeping connections between sinks is demanded by the BS to move, the location of the sink is replaced by cascading mobile sinks of the route path [21] .
. 
The Protocol Outline
Step 1 Sensory data is collected from members and is stored in the pipeline memory by the CH. CH elects the sensor node with maximum energy as a messenger if the cached pipeline is full. Start step 2 if condition 2 or 3 above is satisfied.
Step 2 Using DSR, Cluster Set Information is generated and routed by CH to the chosen messenger. The command type and trigger time is shown by messenger. The messenger starts step 3 if the command type is 0.
Step 3 Messenger that have information packet proceeds out cluster and goes in the direction of BS. At every r/v time, a probing message is broadcasted by the messenger, and it waits for answering. In its way, if any mobile sink replies to BS, the messenger exchanges its carrying packet with BS through that mobile sink directly or via another mobile sinks. In Step 4, the messenger waits to get the reply
New Location
from the BS via the sink. If the messenger received reply from a mobile sink, it enters step 6.
However, the mobile sink tranmits the cluster details in its communication cycle. The track information is saved by the moving messenger for next delivery. The cluster set information packet includes the cluster's own details and details of other clusters obtained from the previous messengers (global knowledge).
Step 4 The messenger unloads its carrying packet at the BS. BS reveals the information, and adds/updates the cluster information. Then, it provides the messenger's cluster with the nearest mobile sink. The BS routes the message to the mobile sink using routing solution as in step 2.
Step 5 The selected mobile sink receives the message from the BS and moves to the nearest point to the cluster without breaking the connections to other sinks.
Step 6 The new packet is carried by the messenger and it goes back to its cluster.
Step 7 When the messenger contacts any one of its cluster members, it unloads the message packet from BS. The packet is routed to the CH as in step 2 as per the process is shown in Figure 1 .
Distributed Mobile Sinks Routing Protocol
This protocol works on the network where all sinks are mobile. This structure is based on straight line mobility of the messenger. The key difference between this protocol and the previous one is that each sink is responsible for gathering data from a specified region (its authority region). The mobile sink can communicate with all sensors in its region. The regions of the mobile sinks are overlapped so the sink can communicate and exchange data with its neighbor sinks by moving the sinks to an overlapped region within a delay time (the time that every two adjacent sinks accepted to exchange data between them) to exchange the information. If there are more than one cluster requests for a particular mobile sink, the mobile sink moves to the location of center of gravity (COG) or centroid which is the average of X ,Y coordinates of the cluster locations.
The Protocol Outline
Step 1 Collected data is stored in the the pipeline memory of the CH. If pipeline is full cached the CH selects the messenger as the node with maximum energy. If condition 1 or 2 are satisfied, it starts step 2.
Step 2 Using DSR, the selected messenger obtains the Cluster Set Information Packet from the CH. The command type and trigger time messenger are retrieved by the messenger. If zero command type, then the messenger starts step 3 after the trigger time;
Step 3 At every r/v time, messenger with information packet time broadcasts a probing message, and if it receives a reply from an other cluster, it shares with the cluster its packet. It shares information with PEN Vol. 7, No. 1, June 2019, pp.82-98 the mobile sink as well. After this process, it starts step 5. The mobile sink broadcasts cluster information in its communication cycle. The moving messenger saves the track information.
Step 4 At the BS, the messenger unloads its packet. The mobile sink updates or adds the current cluster information and sends its new location.
Step 5 The messenger is returned a new packet back to its cluster.
Step 6 The messenger unloads its packet to regular member of its cluster when they meet, it is routed to its CH. The process is illustrated in Figure 3 . 
Simulation Results
We provide the results of simulation in this section to show the performance and illustrates the benefits of the two proposed protocols and to compare the energy consumption, count of live nodes, packet delivery ratio and end to end delay of our proposed protocols (CMSR and DMSR) and existing protocols.
Simulation Environment:
The simulation uses the same environment that used in [13] , where ten disjoint 
where EC1 denotes the energy consumed by the sensor nodes in the first step that basically informs the sink the location of the target's cluster), EC2 is the energy consumed by the mobile sinks, Wt denotes the weight of The experimental results shown in Figure 3 shows that DMSR protocol for route discovery is more energy efficient and consistent than CMSR. This is because assigning sink for each region to be responsible for exchanging and gathering data reduces the movements required and so the energy consumption. Figure 3 also shows that DMSR and CMSR is more energy efficient than FSPM, SLMM, and GFFSPM. This is because FSPM, SLMM, and GFFSPM have static BS, so the movements of the messengers are performed to a fixed location that cause a negative influence on energy consumption. This is not the case in DMSR or CMSR where the mobile sink moves to the cluster that requests data exchange and delivery of data among the sinks. The mobile sink stays in the cluster to collect the data as the target exists. The transmission data packets is executed by the mobile sinks not via the messengers (sensor nodes) which can increase the lifetime of the network. In addition, mobile sinks collect the sensed data from other clusters in this way to the cluster of request that saves more energy of the messengers. On the other side, FSPM is more energy efficient than SLMM because in FSPM, a messenger exchanges cluster information with messengers from other clusters or with intermediate clusters it passes by , while in SLMM, the messengers have to move to a fixed location of the static sink to exchange data and return to its clusters. GFFSPM shows better energy consumption than FSPM.
But, due to limited number of clusters in our experiment, the population space is not large enough to make use of genetic algorithm efficiently. on increasing the number of the active nodes as compared with FSPM, SLMM, and GFFSPM protocols. This is because all the data delivery is performed by the sensor nodes in FSPM, SLMM, and GFFSPM, however, in our proposed protocols every messenger moves to the static sink at most only one time to submit its cluster information. Then, the messengers move to the nearest sink in the next time which decreases the consumed energy of the messengers. 
Conclusion
From the simulation outputs, we can conclude that our proposed routing protocols provide more energy savings than the existing protocols. Therefore, our protocols not only enhance the network lifetime but also minimizes the end to end delay and increase the packet delivery ratio. The cooperative efforts of cluster knowledge sharing and collaboration among autonomous agents in carrying out autonomous terrain monitoring and communication with the BS for prolonging network lifetime.
