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The Index of Sturmian Sequences
DAVID DAMANIK AND DANIEL LENZ
We consider Sturmian sequences and provide an explicit formula for the index of such a sequence
in terms of the continued fraction expansion coefficients of its slope.
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1. INTRODUCTION
Sturmian sequences are aperiodic words of minimal combinatorial complexity. These se-
quences admit several equivalent definitions; for example, they can be generated by a hierar-
chical scheme or by a circle map [12], and they can be characterized by their palindromic or
return word structure [6, 16]. Sturmian sequences have been studied from several viewpoints,
ranging from computer science to (quasi-) crystallography, resulting in extensive literature on
their structural properties (compare [12]).
One important issue, which has direct applications to spectral properties of associated quan-
tum mechanical quasicrystal models [3], is the study of powers in Sturmian sequences. A pop-
ular measure in this regard is the notion of the index of an infinite word x , which is defined as
follows. Let x be an aperiodic infinite word and let F(x) be the set of its factors (i.e., its finite
subwords). For w ∈ F(x), the index ind(w) ∈ N ∪ {∞} of w is given by
ind(w) = sup{r ∈ Q : wr ∈ F(x)},
where wr is the word (uv)nu with w = uv and r = n + |u||w| . Moreover, the prefix index of w
is the greatest number r ∈ Q such that wr is a prefix of x . The index ind(x) ∈ N ∪ {∞} of x
is then given by
ind(x) = sup{ind(w) : w ∈ F(x)}.
Observe that the definition of the index only depends on the set F(x), rather than the se-
quence itself. It is therefore useful to note that for every Sturmian sequence s there is a unique
irrational α ∈ (0, 1) such that
F(s) = F(cα), (1)
where cα is given by
cα(n) = χ[1−α)(nα mod 1), n ≥ 1.
The number α is called the slope of s. Conversely, every sequence obeying (1) for some
irrational α ∈ (0, 1) is Sturmian; that is, it has minimal complexity among the aperiodic
sequences.
Recall that every irrational α ∈ (0, 1) has a continued fraction expansion
α = [a1, a2, a3, . . .] = 1
a1 + 1
a2 + 1
a3 + · · ·
(2)
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with uniquely determined an ∈ N (cf. [8, 9]). The associated rational approximants pnqn are
defined by
p0 = 0, p1 = 1, pn = an pn−1 + pn−2,
q0 = 1, q1 = a1, qn = anqn−1 + qn−2.
Mignosi has shown that a Sturmian sequence has finite index if and only if the continued
fraction expansion coefficients of its slope are bounded [13]. In a recent paper, Berstel pro-
vided an alternate proof of this result [2]. Moreover, Mignosi and Pirillo have computed the
index of the Fibonacci sequence, which corresponds to the case α = (√5−1)/2. Namely, they
have shown that this index is given by 2+ (√5+ 1)/2 [14]. Berstel asks in his paper whether
it is possible to determine the value of the index of a general Sturmian sequence explicitly.
This is precisely the objective of the present paper and we will prove the following result.
THEOREM 1. The index of a Sturmian sequence s of slope α is given by
ind(s) = max
{
a1, 2 + sup
n∈N
{an+1 + (qn−1 − 2)/qn}
}
. (3)
As a corollary to Theorem 1 we obtain the Mignosi–Berstel result.
COROLLARY 1. A Sturmian sequence has finite index if and only if its slope has bounded
continued fraction expansion coefficients.
Since (
√
5 − 1)/2 = [1, 1, 1, . . .], we also obtain the result of Mignosi and Pirillo as a
corollary to Theorem 1.
COROLLARY 2. The index of the Fibonacci sequence is given by 2 + (√5 + 1)/2.
The organization of this article is as follows. In Section 2 we collect some known facts
about Sturmian sequences. Theorem 1 is then proved in Section 3.
When this paper was completed, we learned of the very nice paper [7] by Justin and Pirillo,
which contains related results that are obtained by a different approach. In particular, they
obtain a weak version of Theorem 1. A weak version of Theorem 1 is also obtained by Vandeth
in [15].
2. PRELIMINARIES
In this section we recall some properties of Sturmian sequences that will be useful in our
proof of Theorem 1. We will recall in particular the definition of the standard sequence and
some of its properties. As general references for Sturmian sequences, we mention [1, 12].
As we mentioned in the Introduction, any given Sturmian sequence is equivalent to some cα
in the sense that these two sequences have the same factors. Moreover, cα has a hierarchical
structure, which is generated as follows. Given the continued fraction expansion of α as in (2),
define the sequence of words (sn)n≥−1 by
s−1 = 1, s0 = 0, s1 = sa1−10 s−1, sn = sann−1sn−2, n ≥ 2. (4)
This sequence of words is called the standard sequence and it is related to cα in the fol-
lowing way: it is obvious that for n ≥ 1, sn is a prefix of sn+1 and hence there is an obvious
meaning to limn→∞ sn as an infinite sequence. This sequence is in fact equal to cα ,
cα = lim
n→∞ sn . (5)
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We see that cα has a hierarchical structure. Indeed, for every n ≥ 0, using (4) and (5), cα
can be written as a product of blocks of the form sn and sn−1. We call this decomposition the
n-partition of cα . For more information about partitions of general Sturmian sequences, we
refer the reader to [4, 10, 11]. (In fact [10, 11] contain a partition based approach to Sturmian
sequences.)
Moreover, it follows from (4) that if a1 = 1, the combinatorial structures (and the indices
in particular) of cα and cα˜ are the same, where α˜ has continued fraction expansion [a2 +
1, a3, a4, . . .], since this transformation solely results in an exchange of zeros and ones. We
may therefore assume without loss of generality that
a1 ≥ 2. (6)
It is often useful to note that for n ≥ 2, sn+1 is a prefix of snsn+1. More precisely, from (4)
we deduce, for n ≥ 2,
snsn+1 = sn+1san−1n−1 sn−2sn−1. (7)
If α obeys (6), then (7) holds in slightly modified form also for n = 1,
s1s2 = s2sa1−20 s−1s0. (8)
Finally, we note that, for all n ≥ −1, the word sn is primitive; that is, it cannot be written
as a non-trivial integral power of another word. Equivalently,
snsn = usnv ⇒ u = ε or v = ε. (9)
3. PROOF OF THE INDEX FORMULA
In this section we prove the index formula, that is, Theorem 1. We will extend the argument
of Berstel. To do so, let us recall some of the results that were shown in [2].
PROPOSITION 3.1 (Berstel). (a) For n ≥ 1, the prefix index of sn is given by 1+ an+1 +
(qn−1 − 2)/qn and the corresponding power of sn appears as a prefix in san+1n sn−1sn .
(b) For n ≥ 1, the index of sn is at least 2 + an+1 + (qn−1 − 2)/qn .
We will need the following proposition.
PROPOSITION 3.2. Let α have continued fraction expansion (2) obeying (6). Consider a
word w of the form w = xsn y for words x, y, n ≥ 1, and assume x not to be the empty word.
(a) If w = ab, where a is a suffix of either sn or sn−1 and b is a prefix of sn , then a = x.
(b) If w = asn−1b, where a is a suffix of sn and b is a prefix of sn , then a = x or asn−1 = x.
PROOF. (a) This follows readily from (4) and (9).
(b) If in xsn y = asn−1b the block sn starts in a, we apply (7) (respectively (8) if n = 1)
and obtain a contradiction to (9). If it starts in sn−1 at a position different from its start, we
apply (4) to obtain a contradiction as in the proof of (a). Finally, if it starts in b, it must start
at the first position of b, as b itself is a prefix of sn . This implies the claim. 2
The following lemma is the key technical tool in our subsequent analysis.
LEMMA 3.3. Let a ∈ {0, 1} and n ≥ 0 (respectively n = −1) be given. Consider an oc-
currence of asn in cα . Then the letter a is the last letter of a block z ∈ {sn−1, sn} (respectively
z ∈ {s0, s1}) of the n-partition (respectively zero-partition) of cα . Whether this block z is of the
form sn , or of the form sn−1, is uniquely determined by a. In particular, in every occurrence
of zsn with z ∈ {sn−1, sn} in cα , the block z is a block in the n-partition of cα .
26 D. Damanik and D. Lenz
PROOF. This follows easily from Proposition 3.2. In fact, the cases n = −1, 0 are trivial
and, for n ≥ 1, we note that by Proposition 3.2 the sn-block is either an sn-block in the n-
partition or has an sn−1-block of the n-partition as a prefix. In both cases, to the left of sn there
is a block z of the n-partition. Since the rightmost symbols of sn and sn−1 are distinct (cf. (4)),
the form of this block is uniquely determined by a. 2
REMARK. Lemma 3.3 is taken from [10]. It says that occurrences in cα of words w con-
taining asn must be aligned to the n-partition of cα . In [10] this is used to show that there
is (up to a boundary term) only one way to partition arbitrary words into factors of the form
sn and sn−1. Here, it is used in a similar spirit to show that words and particularly powers of
words can only occur at very special positions in cα .
LEMMA 3.4. For n ≥ 1, the index of sn is 2 + an+1 + (qn−1 − 2)/qn .
PROOF. This follows by combining Lemma 3.3 and Proposition 3.1. In fact, any occurrence
of srn with r ≥ 2 must be aligned to the n-partition of cα as described in Lemma 3.3. Now,
inspection of the n-partition of cα shows that there are either an+1 or an+1 + 1 blocks of the
form sn between two consecutive blocks of the form sn−1 (cf. [4, 10, 11]). The alignment
then immediately implies that an occurrence of srn with r ≥ 2 is a prefix of skn sn−1 y with
k ≤ an+1 + 1 and y suitable. As sn−1sn is not a prefix of snsn due to (9) (applied to sn−1),
the power srn must even be a prefix of skn sn−1sn . Using k ≤ an+1 + 1 and comparing with
Proposition 3.1, we arrive at the desired result. 2
LEMMA 3.5. Suppose α has continued fraction expansion with a1 ≥ 2; that is, (6) is sat-
isfied. Let n ≥ 1 and consider a factor w of cα with |sn| ≤ |w| < |sn+1|. Then the following
holds.
(a) There is at most one position in sn (respectively sn−1) such that any occurrence of w in
cα which starts in some sn-block (respectively sn−1-block) of the n-partition of cα has
to start at this particular position in sn (respectively sn−1).
(b) If w can start at position k in sn and at position l in sn−1 (k and l are unique by (a)),
then we have k = l.
PROOF. Consider first the case n = 1. We have |s1| ≤ |w| < |s2| = |s1| + |s0| = |s1| + 1,
that is, |w| = |s1|. Thus w = 0a1 or w = 0 j 10a1− j−1 and the claims in (a) and (b) readily
follow. Let us turn to the case n ≥ 2.
Let wn (respectively wn−1) be the prefix of w of length |sn| (respectively |sn−1|).
(a) Look first at occurrences of w starting in an sn-block in the n-partition of cα . By (7) we
see that wn is a cyclic permutation of sn and by (9), the assertion follows. Similar reasoning
yields the claim for occurrences of w starting in sn−1-blocks.
(b) If n = 2, then s2 = s1s0 = 0a1−110, s2 = 0a1−11, and the assertion clearly follows. Let
us therefore now consider the case n ≥ 3 and a word w which has occurrences starting in
sn-blocks as well as occurrences starting in sn−1-blocks in the n-partition of cα . Look at an
occurrence of w in cα starting in a block of the form sn−1 of the n-partition. As there is a block
of the form sn = sann−1sn−2 to the right of sn−1, we see that wn is a factor of sn−1sann−1sn−2. By
Lemma 3.3, we arrive at the following conclusion.
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(C): The word wn does not contain a factor of the form asn−1, where a is the last letter of
sn−2.
Consider now an occurrence of w starting in a block of the form sn of the n-partition. This
block sn can be decomposed by (4) into sann−1sn−2. We consider two cases:
Case 1. The word w starts in the leftmost block of the form sn−1 in sn = sann−1sn−2. Restricting
attention to wn−1 and reasoning as in (a), we see that the starting position of w in this block
must agree with the starting position of w in any occurrence of sn−1 in the n-partition of cα .
Thus, we are done in this case.
Case 2. The word w does not start in the leftmost block of the form sn−1 in sn = sann−1sn−2.
Consider the block to the right of this sn . This block is either another sn or an sn−1. In each
case sn−1 is a prefix of this block. Thus, the assumption then implies that wn contains an
occurrence of sn−2sn−1. This contradicts (C). 2
LEMMA 3.6. Let α with a1 ≥ 2 be given. Let w be a primitive factor of cα with |sn| ≤
|w| < |sn+1|, n ≥ 1. If w3 occurs in cα , then w is a cyclic permutation of sn . Every occurrence
of w3 starts in a block of the form sn in the n-partition of cα and is contained in the word
sns
an+1
n sn−1sn .
PROOF. Consider an occurrence of w3 = w1w2w3, w j = w, j = 1, 2, 3, in cα . The
following analysis relies on two facts.
(∗) The starting positions of the w j , j = 1, 2, 3, in their respective blocks in the n-partition
agree by Lemma 3.5.
(∗∗) The starting position of w2 in cα is just the ending position of w1 increased by one, and
similarly for w2, w3.
Case 1. w1 does not contain a suffix of an sn−1-block of the n-partition of cα . Therefore w1 is
contained in sns
an+1
n sn−1. By (∗) and (∗∗), w1 is then a cyclic permutation of skn for a suitable
k. By primitivity, w must be a cyclic permutation of sn .
Case 2. w1 contains a suffix of an sn−1-block of the n-partition of cα . This implies by
|sn| ≤ |w| < |sn+1| and (∗) and (∗∗) immediately |w| = k|sn| + |sn−1| with a suitable
k < an+1,but then w2 must contain a suffix of an sn−1-block of the n-partition of cα as well,
since otherwise we could apply the reasoning of Case 1 to w2w3 instead of w1w2, yielding
that w2 is a cyclic permutation of sn , giving in particular the contradiction |w| = |sn|. As w1
and w2 contain a suffix of an sn−1-block of the n-partition of cα and as there are at least an+1
blocks of the form sn between two blocks of the form sn−1 (cf. [4, 10, 11]), we conclude from
|w| = k|sn| + |sn−1| with k < an+1 and (∗∗) that w1 must in fact contain not only a suffix of
sn−1 but rather the full block of the form sn to the right of this sn−1 as well. Thus, w1 contains
in fact a factor of the form asn , where a is the last letter of sn−1. Then w2 contains this factor
as well, at the same position. Thus, in w1 and w2 there are occurrences of asn whose as have
distance |w| < |sn+1|. On the other hand, by Lemma 3.3, the word asn can only occur at those
places where there are sn−1sn in the n-partition. As there are either an+1 or an+1+1 blocks of
the form sn between two consecutive occurrences of sn−1, the distance between two as from
asn must be at least |sn+1|, yielding a contradiction. This shows that Case 2 cannot arise. 2
REMARK. The analysis given in the above proof can be considerably refined. Further re-
sults and applications will be given elsewhere [5].
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We need one more proposition.
PROPOSITION 3.7. Let n ≥ 1 be given. Let w be a cyclic permutation of sn with w2 occur-
ring in cα . Then the index of w is not greater than the index of sn .
PROOF. Let x, y with w = xy and sn = yx . Consider now an arbitrary occurrence of wr ,
with r ≥ 2, r = [r ]+ s. Note that [r ] ≥ 2 by assumption. Then we can calculate with a prefix
w˜ of w as follows:
wr = w[r ]w˜ = (xy)[r ]w˜ = x(yx)[r ]−1 yw˜ = xs[r ]−1n yw˜.
By [r ]−1 ≥ 1 and Lemma 3.3, the word x must be the suffix of an sn-block of the n-partition.
Thus, at the occurrence of wr there is as well an occurrence of
sns
[r ]−1
n yw˜ = s[r ]n yw˜.
The claim follows. 2
PROOF OF THEOREM 1. Let s be a Sturmian sequence and let α be its slope. Assume
w.l.o.g. a1 ≥ 2. By Lemma 3.4, we can restrict our attention to words with index greater
than three when studying ind(s). Let w be such a word. Assume w.l.o.g. that w is primitive. If
|w| ≥ |s1|, the word w must be a cyclic permutation of an sn for a suitable n by Lemma 3.6.
Moreover, in this case the index of w is bounded above by the index of sn by Proposition 3.7.
Putting this together we arrive at
ind(cα) = max {max{ind(w) : w ∈ F(cα), |w| < |s1|} , sup{ind(sn) : n ≥ 1}} .
Moreover, it is easy to check that max{ind(w) : w ∈ F(cα), |w| < |s1|} = a1 (the maximum
is attained for w = 0). The assertion thus follows from (1) and Lemma 3.4. 2
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