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Abstract
This paper introduces a novel framework for the solution of (large-scale) Lyapunov and
Sylvester equations derived from numerical integration methods. Suitable systems of
ordinary differential equations are introduced. Low-rank approximations of their solu-
tions are produced by Runge-Kutta methods. Appropriate Runge-Kutta methods are
identified following the idea of geometric numerical integration to preserve a geomet-
ric property, namely a low rank residual. For both types of equations we prove the
equivalence of one particular instance of the resulting algorithm to the well known ADI
iteration. As the general approach suggested here leads to complex valued computation
even for real problems, we present a general realification approach based on similarity
transformation.
Key words: Lyapunov equation, Sylvester equation, alternating direction method,
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1. Introduction
The numerical approximation of the solution of the continuous Lyapunov equation
AP + PAT +BBT = 0 (1.1)
has been considered to great extend in the literature, see, e.g. the recent survey [30]
and the references therein. Here a new framework based on methods for the numerical
integration of ordinary differential equations (ODEs) is presented. We will consider (1.1)
for A ∈ Rn×n and B ∈ Rn×m, m ≤ n. The equation (1.1) has a unique symmetric
positive definite solution P if all eigenvalues of A are in the open left half-plane C− (that
is, if A is stable). In that case, the analytic solution can be written as
P =
∫ ∞
0
eAtBBTeA
Tt dt ∈ Rn×n, (1.2)
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see, e.g., [21]. Lyapunov equations play an important role in control and systems theory,
see, e.g. [1, 8, 11]. In the context of linear time-invariant systems x˙ = Ax + Bu, the
solution P of (1.1) is called the controllability Gramian. It measures the energy transfer
in the system.
We will also consider Sylvester equations
AY − YB − FGT = 0 (1.3)
with given A ∈ Rn×n, B ∈ Rm×m, F ∈ Rn×r and G ∈ Rm×r. The solution Y is unique
when the spectra of A and B are disjunct, i.e. σ(A) ∩ σ(B) = ∅, see, e.g. [21].
In particular, we will be concerned with (1.1) and (1.3) for large and sparse system
matrices and a low rank initial residual, that is for the Lyapunov equation BBT and
for the Sylvester equation FGT is of low rank. In case of (1.1) m  n for large n will
automatically yield a low rank residual. In that case, the symmetric positive definite
solution P of (1.1) can be approximated by a low rank approximation in the sense that
P ≈ ZZT with a rectangular n×N matrix Z,N  n, [22, 2]. Z is often called a low rank
Cholesky factor, even so Z is not a square lower triangular matrix. In a similar fashion,
if FGT is of low rank, the solution of the Sylvester equation can be approximated by
Y ≈ ZˆΓZ˘T with rectangular n×N matrices Zˆ, Z˘, N  n and a diagonal matrix Γ, see,
e.g. [6, 13].
In the following we give an overview of methods important or related to our later
discussion. For a more exhaustive survey of methods for the solution of various linear
matrix equations we refer to [30].
A popular algorithm for deriving low rank Cholesky factors for Lyapunov and Sylvester
equations is the alternate directions implicit (ADI) method. It was developed to solve lin-
ear systems of equations in [26] and modified to approximate the solution P of Lyapunov
equations in [23] (see [3, Sec. 7] for a short or [20, Chp. 3.1-3.2.1] for a more detailed
derivation). In [22] the iteration was reformulated such that low rank approximations
ZjZ
T
j to the solution P are generated. This yields the computationally more efficient
ADI-variant called Cholesky factor ADI (CF-ADI) algorithm. Clearly, an approximate
solution Pj will not satisfy (1.1) exactly, a nonzero residual L(Pj) = APj +PjAT +BBT
will remain. This residual can be used to determine convergence of the iterative process.
In [20, Alg. 3.2], the ADI iteration was further manipulated in order to allow for a
fast evaluation of the residual norm ‖L(Pj)‖. This is known as the residual-based ADI
method. An alternative derivation of this formulation utilizing Krylov subspaces can be
found in [32]. The ADI iteration was also adapted to Sylvester equations, see [6], [20,
Chp. 3.3].
Another type of methods for the solution of Lyapunov equations is making use of
empirical Gramians [24]. The empirical Gramian essentially involves a sum approxima-
tion of the integral (1.2) P = ∑j δjg(tj) for g(t) = eAtBBTeATt, arbitrary times tj and
appropriate quadrature weights δj . Usually, the identity g(t) = h(t)h(t)T for h(t) = eAtB
is used to determine g(tj). In doing so, h(t) is not computed directly, but as the solution
of the ordinary differential equation (ODE) ddth(t) = Ah(t) with initial value h(0) = B.
Any numerical integration scheme can be used to do so. Related quadrature approaches
are discussed, e.g., in [29, 31]. Empirical Gramians are mainly used in model order
reduction via balanced proper orthogonal decomposition (POD), see [28].
The ADI iteration and the quadrature-based methods have been connected to rational
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Krylov subspaces and moment matching, see [10, 25, 32]. In [25] quadrature methods
with complex time stepsizes for the approximation of empirical Gramians were analyzed.
Further the stability function of certain multi-stage implicit methods was connected to
the (complex) interpolation points used in rational interpolation.
In this paper for the Lyapunov case we utilize the time-dependent Gramian
P (t) =
∫ t
0
eAτBBTeA
Tτdτ.
For t→∞, P (t) will approximate the solution P of the Lyapunov equation. We will make
use of the fact that P (t) can be interpreted as the solution of a certain system of ODEs.
It turns out that also in the context of Sylvester equations we can state a useful system
of ODEs. Runge-Kutta methods are employed to derive algorithms for the low rank
approximation of the solution of Lyapunov and Sylvester equations. In the Lyapunov
case, neither P (t) nor the iterates Pj from the Runge-Kutta methods will exactly satisfy
the Lyapunov equation. We will observe that L(P (t)) = AP (t) + P (t)AT + BBT =
h(t)h(t)T for h(t) = eAtB. Our key idea is to use only those Runge-Kutta methods
which lead to iterates Pj with conformable low rank Lyapunov residuals. Thus, we use
ideas from geometric numerical integration, where qualitative properties (e.g. algebraic
invariants) of the solution are preserved instead of fulfilling quantitative properties (e.g.
small errors), cf. [18, Chp. 5], [14]. Herewith we derive a residual based iteration which
turns out to be equivalent to the ADI iteration. By making use of the stability function
of a Runge-Kutta method it will be shown further that these methods are equivalent to
DIRK methods.
The paper is organized as follows. In the next section we introduce notation, review
basic properties of Runge-Kutta methods for numerical integration and give a short
introduction to the ADI iteration for the solution of Lyapunov equations. Section 3
deals with the Lyapunov equation and its numerical solution. In Section 3.1 we present a
first algorithm for computing a low rank approximation to the time-dependent Gramian
P (t) by means of a Runge-Kutta method. Clearly, P (t) will not exactly satisfy the
Lyapunov equation. In Section 3.2, we derive an expression for the Lyapunov residual
L(P (T )). This turns out to be of low rank for m ≤ n. We propose to use only those
Runge-Kutta methods which yield iterates satisfying the same kind of Lyapunov residual
as P (t). Conditions for appropriate Runge-Kutta methods leading to such iterates are
given. In Section 3.3 the usual approach of using the same Runge-Kutta method in each
iteration step is relaxed in order to allow for the use of different Runge-Kutta methods
in each iteration step. Section 3.4 deals with the equivalence of a certain instance of
the resulting algorithm to the CF-ADI iteration. Next, in Section 3.5 the appropriate
Runge-Kutta methods are further characterized by means of their stability functions.
As discussed in Section 3.6, it turns out, that the appropriate methods are essentially
determined by s parameters. Finally, in Section 3.7 the choice of (complex-valued) shifts
is discussed, while in Section 3.8 the realification of the potentially complex arithmetic
involving algorithm is considered. The ideas for the solution of Lyapunov equations are
transferred to the Sylvester equation in Section 4. The paper ends with some concluding
remarks in Section 5.
3
2. Preliminaries
In this section we will introduce some notation used in the following as well as briefly
recall Runge-Kutta methods for the numerical integration of ordinary differential equa-
tions. Moreover, the ADI method for solving Lyapunov equations (1.1) is reviewed.
The set of complex numbers with positive (negative) real part will be denoted by C+
(C−). The positive (negative) real numbers will be denoted by R+ (R−).
We will frequently make use of the Kronecker product of two matrices as well as the
vectorization of a matrix, see, e.g., [17, 12] for a more complete discussion. If X is an
r × s matrix and Y is a p× q matrix, then the Kronecker product X ⊗ Y is the rp× sq
block matrix
X ⊗ Y =
x11Y · · · x1sY... . . . ...
xr1Y · · · xrsY
 .
If X and Y are regular, then the property
(X ⊗ Y )−1 = X−1 ⊗ Y −1
holds. Other useful Kronecker product properties are
(X ⊗ Y )(V ⊗W ) = XV ⊗ YW
P (X ⊗ Y )QT = Y ⊗X (2.1)
for suitable V,W and the perfect shuffle permutation matrices P and Q, see, e.g. [12,
Chp. 1.3.6]. In particular, for square matrices X and Y (that is, r = s and p = q),
we have P = Q = Irp([(1:p:rp) (2:p:rp) . . . (p:p:rp)], :) where Irp denotes the rp × rp
identity matrix and MATLAB® colon notation is used to specify the arrangement of the
rows of Irp. In case X or Y is a vector, the corresponding perfect shuffle permutation
matrix is the identity: let s = 1, then P (X ⊗ Y )Iq = Y ⊗X.
The vectorization of a matrix converts the matrix into a column vector. For a r × s
matrix X, vec(X) denotes the rs× 1 column vector obtained by stacking the columns of
the matrix X on top of one another:
vec(X) = [x11, . . . , xr1, x12, . . . , xr2, . . . , x1s, . . . , xrs]T.
The vectorization and the Kronecker product can be used to express matrix multiplication
as a linear transformation on matrices. In particular,
vec(XY Z) = (ZT ⊗X) vec(Y )
for matrices X, Y , and Z of dimensions r × s, s × t, and t × v. In particular, we can
rewrite the Sylvester equation (1.3) in the form
(In ⊗A−BT ⊗ In) vec(Y) = vec(FGT),
where In is the n× n identity matrix. In this form, the equation can be seen as a linear
system of equations of dimension n2 × n2. From this it is fairly straightforward to see
that a unique solution Y exists for all FGT if and only if A and B have no common
eigenvalues, see, e.g., [17, 21].
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2.1. Numerical integration
There are numerous methods for the numerical solution of ordinary differential equa-
tions of the type
d
dty(t) = f(t, y(t)), y(0) = y0, (2.2)
see, e.g., [15, 16]. Here f : R × Rn → Rn is a given function, y0 ∈ Rn is a given initial
value and one is interested in computing the function y : R→ Rn in the interval [0, tend].
Single-step methods make use of the fact that
y(tj) = y(tj−1) +
∫ tj
tj−1
f(t, y(t)) dt
holds for j = 1, 2, . . . , N and t0 = 0 < t1 < t2 < · · · < tN = tend in order to compute
approximate solutions yj ≈ y(tj).
We will consider s-stage Runge-Kutta methods (see, e.g., [7, 14, 15, 16]) which are
defined via
yj = yj−1 + ωj
s∑
i=1
βik
(j)
i , j = 1, . . . , N, (2.3)
k
(j)
i = f
(
tj−1 + γiωj , yj−1 + ωj
s∑
`=1
λi`k
(j)
`
)
, i = 1, . . . , s, (2.4)
for certain βi ∈ C, γi ∈ R, i = 1, . . . , s and λi` ∈ C, i, ` = 1, . . . , s. Please note that
we allow for complex-valued λij and βi unlike the standard definition of Runge-Kutta
methods for the solution of (2.2). Moreover, ωj B tj − tj−1 > 0, j = 1, . . . , N, denotes
the time step size. Often Runge-Kutta methods are given in short hand by the so called
Butcher tableau
γ Λ
βT
=
γ1 λ11 λ12 . . . λ1s
γ2 λ21 λ22 . . . λ2s
...
...
...
. . .
...
γs λs1 λs2 . . . λss
β1 β2 . . . βs
(2.5)
with Λ ∈ Cs×s, β ∈ Cs and γ ∈ Rs.
If in the Butcher tableau Λ is a strict lower triangular matrix, then the k(j)i can be
calculated explicitly one after another. Otherwise they are only defined implicitly and a
system of (in general nonlinear) equations with sn unknowns has to be solved to obtain
them. For explicit Runge-Kutta methods the region of absolute stability is small and
bounded. On the other hand, implicit Runge-Kutta methods have much larger regions of
absolute stability and the time step size can be chosen based on the desired accuracy, not
due to stability constraints. In order to avoid the high computational costs for general
implicit Runge-Kutta methods, often so-called diagonal implicit Runge-Kutta (DIRK)
methods are used, where Λ is a lower triangular matrix [19]. This uncouples the system
of equations to be solved into a sequence of s systems.
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The function
R(z) = 1 + zβT(Is − zΛ)−11s = det(Is − z(Λ− 1sβ
T))
det(Is − zΛ) (2.6)
is called the stability function of the Runge-Kutta method given by (2.5). Here, 1s
denotes the vector 1s = (1, . . . , 1)T consisting of s ones. When a Runge-Kutta method is
applied to the linear differential equation y′ = λy the iteration is given by yk = R(z)yk−1
with z = ωλ. The method is said to be A-stable if all z with Re(z) < 0 are in the domain
of absolute stability, that is the set of all z = ωλ with |R(z)| < 1.
2.2. The ADI method
Here we introduce the ADI iteration for the Lyapunov equation based on [20, 5]. The
goal is to approximate the n× n solution P of the Lyapunov equation (1.1) in factored
form ZZT ≈ P, where Z ∈ Rn×mN with mN  n.
The ADI iteration for computing the solution of (1.1) is given by
X0 = 0,
(A+ αjIn)Xj− 12 = −BB
T −Xj−1(AT − αjIn),
(A+ αjIn)XHj = −BBT −XHj− 12 (A
T − αjIn),
with complex shift parameters α1, . . . , αN ∈ C−. For a certain choice of shift parameters
the iterates Xj will converge to P. Reformulating this iteration into a single step, writing
the iterates Xj = ZjZHj in factored form and applying some algebraic manipulations (see
[20, Chp. 3.2] for the details) one obtains the iteration
V1 = (A+ α1In)−1B, Z1 =
√
−2 Re(α1)V1,
Vj = Vj−1 − (αj + αj−1)(A+ αjIn)−1Vj−1,
Zj =
[
Zj−1,
√
−2 Re(αj)Vj
]
.
With the findings from [20, Chp. 3.2.4] respectively, the iteration results in Algorithm 1.
Please note that Zj grows in each iteration step by a block of m columns.
Algorithm 1 Low rank ADI iteration [20, Alg. 3.2, E = In]
Input: A ∈ Rn×n stable, B ∈ Rn×m, parameters {α1, . . . , αN} ∈ C−
Output: Z ∈ Cn×mN with ZZH ≈ P
1: initialize W0 = B, Z0 = [ ]
2: for j = 1, . . . , N do
3: solve (A+ αjIn)Vj = Wj−1 for Vj
4: Wj = Wj−1 − 2 Re(αj)Vj
5: update Zj = [Zj−1,
√−2 Re(αj)Vj ]
6: end for
7: Z = ZN
As the shift parameters αj are complex numbers, the iterates Vj (and thus Zj) are
complex-valued matrices. This can be avoided if the set of shift parameters is proper, i.e.
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closed under complex conjugation such that complex shift parameters appear in pairs
with their complex conjugated version.
We will briefly present the realification approach from [4] in the revised form of
[20, Chp. 4.1.4]. It is denoted M4 in [20, Chp. 4.1.5]. Let αj be a complex shift
and αj+1 = αj . Instead of performing two separate steps, one with the shift αj and
one with αj+1, a double step involving αj and αj+1 will be used. That is, the block
Zˆ =
√−2 Re(αj) [Vj Vj+1] of 2m columns is added to the current iterate Zj−1. This
is still a complex matrix, but it can be replaced by a real one. For this, note that
Vj+1 = V j + 2
Re(αj)
Im(αj)
Im(Vj).
Let
J =
[
1 1
ı 2Re(αj)Im(αj) − ı
]
and L =
√
2
[
1 0
Re(αj)
Im(αj)
√
Re(αj)2
Im(αj)2 + 1
]
. (2.7)
Then the block Zˆ of 2m columns that is added to the factor Zj−1 can be written as
Zˆ =
√
−2 Re(αj)
[
Re(Vj) Im(Vj)
]
(J ⊗ Im) .
Observing that
JJH =
[
2 2Re(αj)Im(αj)
2Re(αj)Im(αj) 4
Re(αj)2
Im(αj)2 + 2
]
= LLH.
we can use Z˘ =
√−2 Re(αj) [Re(Vj) Im(Vj)] (L⊗ Im) instead of Zˆ, as Z˘Z˘H = ZˆZˆH.
Altogether, to keep the iterates real, the columns√
−2 Re(αj) ·
√
2
[
Re(Vj) + Re(αj)Im(αj) Im(Vj)
√
Re(αj)2
Im(αj)2 + 1 · Im(Vj)
]
(2.8)
are added to the iterate Zj−1, yielding the same approximation Zj+1 as two steps of
Algorithm 1 with shifts αj and αj+1 = αj , but with real approximate Cholesky factors.
We refrain from stating the ADI iteration for solving the Sylvester equation (1.3) as
we will not make explicit use of it. Please see, e.g., [20] for a detailed description of a
residual based variant or [30] for an outline of the development of the ADI iteration for
Sylvester equations.
3. Lyapunov equation
In this section we will derive an ODE-based approximation of the solution P (1.2) of
the Lyapunov equation (1.1). The ODE will be solved via a Runge-Kutta method. The
equivalence of our method to the ADI method Algorithm 1 for certain special Runge-
Kutta methods will be discussed.
For reasons of simplicity we will not consider (1.1) in full generality, only matrices
B = b ∈ Rn×1 with one column will be considered. The general case B = [b1, . . . , bm] ∈
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Rn×m can be reduced to
P =
∫ ∞
0
eAtBBTeA
Tt dt
=
m∑
i=1
∫ ∞
0
eAtbib
T
i e
ATt dt.
(3.1)
Thus, our results extend to the case m > 1 easily.
We will make use of the time dependent Gramian P (t) which is given by
P (t) B
∫ t
0
eAτ bbTeA
Tτ dτ =
∫ t
0
h(τ)h(τ)T dτ
where h(t) B eAtb. The functions P (t) and h(t) are the solutions of the system of ODEs
d
dtP (t) = h(t)h(t)
T, P (0) = 0,
d
dth(t) = Ah(t), h(0) = b.
(3.2)
Vectorizing (3.2) allows to write the system in the form (2.2)
d
dt
[
vec(P (t))
h(t)
]
=
[
vec(h(t)h(t)T)
Ah(t)
]
= f(t, y(t)) (3.3)
for the high dimensional solution function y(t) = [vec(P (t))T h(t)T]T, y : R → Rn2+n
which needs to be determined. Clearly, y(0) = [0T bT]T.
3.1. Approximating P by Runge-Kutta methods
In order to solve (3.3), we will make use of a Runge-Kutta method with tableau
(2.5). For ease of notation, we will use y(t) = [v(t)T h(t)T]T, that is, v(t) = vec(P (t)).
Moreover, the vector k(j)i (2.4) is written in block form
k
(j)
i =
[
k˜
(j)
i
kˆ
(j)
i
]
corresponding to the two blocks of y(t) = [v(t)T h(t)T]T. We obtain
vj = vj−1 + ωj
s∑
i=1
βik˜
(j)
i , v0 = 0 ∈ Rn
2
,
hj = hj−1 + ωj
s∑
i=1
βikˆ
(j)
i , h0 = b ∈ Rn,
(3.4)
with
k
(j)
i =
[
k˜
(j)
i
kˆ
(j)
i
]
= f
(
tj−1 + γiωj ,
[
vj−1 + ωj
∑s
`=1 λi`k˜
(j)
`
hj−1 + ωj
∑s
`=1 λi`kˆ
(j)
`
])
=
[
vec
(
(hj−1 + ωj
∑s
`=1 λi`kˆ
(j)
` )(hj−1 + ωj
∑s
`=1 λi`kˆ
(j)
` )H
)
Ahj−1 + ωj
∑s
`=1 λi`Akˆ
(j)
`
]
. (3.5)
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Please note the use of H instead of T in the expression above due to the possibly complex
valued λij . Moreover, note that the expression in (3.5) does not involve k˜(j)i .
Remark 1. Another idea to solve (3.2) is to employ two different s-stage Runge-Kutta
methods, e.g., a Butcher tableau with Λ and β for h(t) and a second Butcher tableau with
Λˆ and βˆ for P (t). The only difference to (3.4) and (3.5) as above is that in (3.4) the
equation for vj changes to vj = vj−1 + ωj
∑s
i=1 βˆik˜
(j)
i . The matrix Λˆ does not appear as
the right hand side of P ′(t) = h(t)h(t)T does not depend on P (t). We do not consider this
any further here, as it would turn out in Section 3.2 that βˆ has to be chosen as βˆ = β.
De-vectorizing the first equation of (3.4) we obtain the iteration
Pj = Pj−1 + ωj
s∑
i=1
βih
(j)
i (h
(j)
i )H, j = 1, . . . , N
hj = hj−1 + ωj
s∑
i=1
βikˆ
(j)
i
(3.6)
with P0 = 0 ∈ Rn×n, h0 = b ∈ Rn and
h
(j)
i = hj−1 + ωj
s∑
`=1
λi`kˆ
(j)
` ,
kˆ
(j)
i = Ahj−1 + ωj
s∑
`=1
λi`Akˆ
(j)
` = Ah
(j)
i
for i = 1, . . . , s. Please note that due to Λ ∈ Cs×s and β ∈ Cs all iterates h(j)i , hj as well
as kˆ(j)i will be complex valued vectors, while Pj ∈ Cn×n, j = 1, . . . , N.
First all kˆ(j)i , i = 1, . . . , s need to be determined for a given j. Then the corresponding
iterates h(j)i , Pj and hj can be computed. Let Kj = [kˆ
(j)
1 , . . . , kˆ
(j)
s ]. Then we have
Kj = [Ahj−1, . . . , Ahj−1] + ωjAKjΛT. (3.7)
Via vectorization (3.7) is reformulated as a linear system of equations of size ns× ns
(Ins − ωj(Λ⊗A)) vec(Kj) =
[
(Ahj−1)T, . . . , (Ahj−1)T
]T (3.8)
= (Is ⊗A)(1s ⊗ In)hj−1. (3.9)
Let µ1, . . . , µs and λ1, . . . , λn be the eigenvalues of Λ and A respectively. Then the
eigenvalues of Ins − ωj(Λ⊗A) are given by 1− ωjµpλq, p = 1, . . . , s, q = 1, . . . , n. Thus
the solution of (3.8) is unique if and only if
µp ,
1
ωjλq
(3.10)
for all p = 1, . . . , s and q = 1, . . . , n. Thus, in case we require Λ to be chosen such that
µp ∈ C+, (3.8) has an unique solution.
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An alternative to determining Kj is given by the relation Kj = AHj with Hj =
[h(j)1 , . . . , h
(j)
s ]. This implies that
Hj = [hj−1, . . . , hj−1] + ωjAHjΛT (3.11)
needs to be solved. One way to realize this is, e.g., by vectorizing the equation to
transform it into a linear system of equations with the same coefficient matrix Ins −
ωj(Λ⊗ A) as above. This system of equations can be solved uniquely if and only if the
eigenvalues of Λ and A satisfy (3.10). In particular, note that, as for (3.8), we can not
choose Λ arbitrarily, at least (3.10) has to hold.
With the help of Kj and Hj (3.6) can be written as
Pj = Pj−1 + ωjHj diag(β)HHj , j = 1, . . . , N
hj = hj−1 + ωjKjβ,
(3.12)
where β ∈ Cs is as in (2.5). As
PHj = PHj−1 + ωjHj diag(β)HHj ,
Pj is only Hermitian in case β ∈ Rs. If in addition β ∈ Rs+, then we can decompose
ωj diag(β) into diag(ωjβ)
1
2 diag(ωjβ)
1
2 where diag(ωjβ)
1
2 ∈ Rs×s denotes the diagonal
matrix with diagonal entries
√
ωjβi, i = 1, . . . , s. This allows to express ωjHj diag(β)HHj
as
ωjHj diag(β)HHj =
(
Hj diag(ωjβ) 12
)(
Hj diag(ωjβ) 12
)H
.
Thus, for β ∈ Rs+, Pj is by construction a positive semi-definite matrix and can be
expressed as Pj = ZjZHj for some complex valued matrix Zj . Hence we have
ZjZ
H
j = Zj−1ZHj−1 + ωjHj diag(β)HHj (3.13)
=
[
Zj−1,Hj diag(ωjβ) 12
] [
Zj−1,Hj diag(ωjβ) 12
]H
where diag(ωjβ)
1
2 ∈ Cs×s denotes the diagonal matrix with diagonal entries √ωjβi,
i = 1, . . . , s.
Instead of iterating on Pj as in (3.12), the above observation allows us in case β ∈ Rs+
to iterate on the low rank factor
Zj = [Zj−1,Hj diag(ωjβ) 12 ] ∈ Cn×js
which gains s additional columns in every iteration step. The procedure to obtain the
Gramian approximation described in this section is summarized in Algorithm 2. We need
to require that β ∈ Rs+ such that Pj is positive semi-definite and that the eigenvalues of
Λ satisfy (3.10) in order to ensure that all linear system solves have a unique solution. In
case N is such that sN is less than n, then Zj are low rank factors of Pj , j = 1, . . . , N .
3.2. Runge-Kutta methods which preserve an algebraic invariant
Next we will take a closer look at all possible Butcher tableaus in order to derive
additional conditions for suitable methods.
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Algorithm 2 Low rank solution to (1.1) via an s-stage Runge-Kutta method
Input: A ∈ Rn×n stable, b ∈ Rn, positive time step sizes {ω1, . . . , ωN} and a Butcher
tableau (2.5) with Λ ∈ Cs×s and β ∈ Rs+ which satisfies (3.10)
Output: Z ∈ Cn×sN with ZZH ≈ P
1: initialize h0 = b, Z0 = [ ]
2: for j = 1, . . . , N do
3: solve Kj = [Ahj−1, . . . , Ahj−1] + ωjAKjΛT for Kj ∈ Cn×s
4: H = [hj−1, . . . , hj−1] + ωjKjΛT
5: update Zj = [Zj−1,H diag(ωjβ) 12 ]
6: hj = hj−1 + ωjKjβ
7: end for
8: Z = ZN
First, observe that the time dependent Gramian P (t) will not exactly satisfy (1.1), a
residual, the so-called Lyapunov residual, will remain
L(t) B AP (t) + P (t)AT + bbT.
Next, reconsider the derivative of P (t) (3.2)
d
dtP (t) = h(t)h(t)
T
= h(0)h(0)T +
∫ t
0
d
dτ h(τ)h(τ)
T dτ
= bbT +
∫ t
0
(
Ah(τ)h(τ)T + h(τ)h(τ)TAT
)
dτ
= bbT +A
∫ t
0
h(τ)h(τ)T dτ +
∫ t
0
h(τ)h(τ)T dτAT
= bbT +AP (t) + P (t)AT.
Thus, we have
L(t) = AP (t) + P (t)AT + bbT = h(t)h(t)T, (3.14)
for all t. Obviously, due to the right-hand side, the Lyapunov residual is of rank one.
Our key idea is to use only those Butcher tableaus which guarantee that the iterates
Pj = ZjZHj and hj satisfy the algebraic invariant (3.14) in the sense
APj + PjAT + bbT = hjhHj . (3.15)
Please note, that as Λ ∈ Cs×s and β ∈ Cs, our iterates Pj and hj may be complex valued
and thus, we need to modify T in (3.14) to H in(3.15).
Before we discuss which Butcher tableaus allow for (3.15) let us give an interpretation
of (3.14) and (3.15). Consider all tuples (P, h), for which the invariant (3.15) is satisfied.
They are located on the manifold
M B {(P, h) with P ∈ Cn×n, h ∈ Cn×1 | AP + PAT + bbT − hhH = 0} .
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t→∞
(P1, h1)
(P2, h2)
(P3, h3)
(0, b)
(P, 0)
t = 0
t =∞
M
Figure 1: Solution of h˙ = Ah, P˙ = hhT and iterates from Algorithm 2 evolving on the rank-one residual
manifold M.
The solution (P (t), h(t)) of (3.2) lies onM for all times t ∈ R because of (3.14). As the
Lyapunov residual (3.14) is of rank one we will call M the rank-one residual manifold.
The time dependent Gramian evolves on the rank-one residual manifold with h(t) → 0
for t→∞; see Fig. 1. Enforcing (3.15) for the iterates (Pj , hj), in general we obtain Pj
which do not approximate the trajectory of the time dependent Gramian P (t) but which
are located onM. Therefore the approximation PN ≈ P is good when the iterate hN is
small, because then the tuple (PN , hN ) ∈M is located close to (P, 0) ∈M.
Theorem 2. Let A ∈ Rn×n be stable, b ∈ Rn and ωi > 0, i = 1, . . . , j. Consider a
Butcher tableau (2.5) with Λ ∈ Cs×s and β ∈ Rs+ which satisfies (3.10). After j steps of
Algorithm 2 the equation
APj + PjAT + bbT
= hjhHj +
j∑
i=1
ω2iKi
(
diag(β)Λ + ΛT diag(β)− ββT)KHi (3.16)
holds for Pj = ZjZHj . Thus for Ki , 0, i = 1, . . . , j, the iterates Pj and hj satisfy (3.15)
if and only if
diag(β)Λ + ΛT diag(β)− ββT = 0 (3.17)
holds.
Proof. For j = 0 the statement is obviously true as P0 = Z0ZT0 = 0 and h0 = b.
For j ∈ N we first use (3.13) and then inductively (3.16) for j − 1
APj + PjAT + bbT
= APj−1 + Pj−1AT + bbT + ωjAHj diag(β)HHj + ωjHj diag(β)HHj AT
= hj−1hHj−1 +
j−1∑
i=1
ω2iKi
(
diag(β)Λ + (diag(β)Λ)T − ββT)KHi
+ ωjAHj diag(β)HHj + ωjHj diag(β)HHj AT.
(3.18)
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Using AHj = Kj and expanding Hj as in (3.11) we obtain
AHj diag(β)HHj = Kj diag(β)
(
[hj−1, . . . , hj−1] + ωjKjΛT
)H
= KjβhHj−1 + ωjKj diag(β)ΛKHj .
Inserting this in (3.18) and adding a zero we find
APj + PjAT + bbT
= hj−1hHj−1 +
j−1∑
i=1
ω2iKi
(
diag(β)Λ + (diag(β)Λ)T − ββT)KHi
+ ωjKjβhHj−1 + ω2jKj diag(β)ΛKHj + ωjhj−1βTKHj + ω2jKjΛT diag(β)KHj
+ ω2jKjββTKHj − ω2jKjββTKHj
= hj−1hHj−1 + ωjKjβhHj−1 + ωjhj−1βTKHj + ω2jKjββTKHj
+ ω2jKj
(
diag(β)Λ + ΛT diag(β)− ββT)KHj
+
j−1∑
i=1
ω2iKi
(
diag(β)Λ + (diag(β)Λ)T − ββT)KHi
= hjhHj +
j∑
i=1
ω2iKi
(
diag(β)Λ + (diag(β)Λ)T − ββT)KHi ,
as hj = hj−1 + ωjKjβ. This proves the first statement. With Ki , 0 and ωi > 0 for
i = 1, . . . , j, the second statement is immediate. This concludes the proof.
There are numerous Butcher tableaus for which (3.17) holds. First, observe that the
diagonal entries of the equation diag(β)Λ + (diag(β)Λ)T − ββT = 0 imply that
βjλjj + βjλjj − β2j = βj (2 Re(λjj)− βj) = 0
for j = 1, . . . , s. Thus either βj = 0, or
βj = 2 Re(λjj), j = 1, . . . , s.
As βj ∈ R+ is required, this implies that the diagonal elements of Λ have to be in C+
whenever (3.17) is required.
The simplest 1-stage Butcher tableaus satisfying (3.17) are given for an arbitrary
(complex) number µ ∈ C by
Λ = µ, β = 2 Re(µ).
The implicit midpoint rule
Λ = 12 , β = 1
is a prominent example of such a 1-stage tableau. A simple 2-stage tableau which satisfies
(3.17) is the 2-stage implicit Runge-Kutta method
Λ =
[ 1
4
1
4 − 16
√
3
1
4 +
1
6
√
3 14
]
, β =
[ 1
21
2
]
.
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The latter two methods belong to the family of Gauss-Legendre methods which are
special s-stage implicit Runge-Kutta methods based on Gauss-Legendre quadrature. For
s ∈ N, the respective method is unique and satisfies (3.17), see [18, Lemma 5.3] and the
subsequent corollary, where the matrix M corresponds to the left-hand side of (3.17).
Another family of methods for which (3.17) holds is given by DIRK methods of the
form
Λ =

µ1 0 0 · · · · · · 0
2 Re(µ1) µ2 0 · · · · · · 0
2 Re(µ1) 2 Re(µ2) µ3
. . .
...
...
...
. . .
. . .
. . .
...
...
...
. . . µs−1 0
2 Re(µ1) 2 Re(µ2) · · · · · · 2 Re(µs−1) µs

, β =

2 Re(µ1)
2 Re(µ2)
...
2 Re(µs)
 (3.19)
with µ1, . . . , µs ∈ C+. In this case, it is easy to verify whether the necessary and sufficient
condition (3.10)
µp ,
1
ωjλq
= 1
ωj |λq|2λq,
is satisfied for all p = 1, . . . , s and q = 1, . . . , n. As λq is an eigenvalue of the stable
matrix A, we have Re(λq) < 0. Thus, for stable A any DIRK method with a tableau
(3.19) satisfies (3.10).
3.3. Varying Butcher tableaus instead of one fixed Butcher tableau
Now we change the point of view on the Runge-Kutta methods. So far we have
used the same tableau with Λ, β in every iteration step. The time step sizes ωj for
j = 1, . . . , N may vary. In the following we allow for varying tableaus with Λ(j) ∈ Cs×s,
β(j) ∈ Cs during the iteration, in particular the matrices Λ(j) do not need to have the
same eigenvalues. This implies the iteration
yj = yj−1 + ωj
s∑
i=1
β
(j)
i k
(j)
i , j = 1, . . . , N,
k
(j)
i = f
(
tj−1 + γ(j)i , yj−1 + ωj
s∑
`=1
λ
(j)
i` k
(j)
`
)
, i = 1, . . . , s,
instead of (2.3) and (2.4).
Clearly, we would like to choose Λ(j), β(j) such that (3.17) is satisfied. In that case,
ωjΛ(j), ωjβ(j) also satisfy (3.17). Thus, there is no need for choosing a different time
step size in every iteration step, this is in a sense already dealt with by allowing different
Λ(j), β(j) in every iteration step. Therefore, we set ωj = 1 for j = 1, . . . , N, whenever we
allow for different Λ(j), β(j) in every iteration step,
yj = yj−1 +
s∑
i=1
β
(j)
i k
(j)
i , j = 1, . . . , N,
k
(j)
i = f
(
tj−1 + γ(j)i , yj−1 +
s∑
`=1
λ
(j)
i` k
(j)
`
)
, i = 1, . . . , s.
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Algorithm 2 has to be modified accordingly. In step 3 and 4 the term ωjΛ has to be
replaced by Λ(j), while in step 5 and 6 the term ωjβ has to be replaced by β(j). Apparently
Theorem 2 remains true even when different tableaus are used in every step as long as
(3.17) holds for Λ(i) and β(i), i = 1, . . . , j. In its proof the tableaus Λ, β have to be
replaced as described above for Algorithm 2.
3.4. 1-stage Runge-Kutta methods
Let us consider the case s = 1 and the Butcher tableau with Λ(j) = µj ∈ C+ and
β(j) = 2 Re(µj) ∈ R+ in iteration step j. With the condition Re(µj) > 0 we make sure
(3.10) is satisfied and all linear systems solves in Algorithm 2 will have a unique solution.
For s = 1, in step 3 of Algorithm 2 the n× n linear system of equations
(I − µjA)Kj = Ahj−1
has to be solved to obtain Kj . This approach is summarized in Algorithm 3.
Algorithm 3 Low rank solution to (1.1) via 1-stage Runge-Kutta methods
Input: A ∈ Rn×n stable, b ∈ Rn, parameters {µ1, . . . , µN} ⊂ C+
Output: factor Z ∈ Cn×N with ZZH ≈ P
1: initialize h0 = b, Z0 = [ ]
2: for j = 1, . . . , N do
3: solve (I − µjA)Kj = Ahj−1 for Kj ∈ Cn×1
4: Hj = hj−1 + µjKj
5: update Zj = [Zj−1,
√
2 Re(µj)Hj ]
6: hj = hj−1 + 2 Re(µj)Kj
7: end for
8: Z = ZN
Algorithm 3 is equivalent to Algorithm 1 (with m = 1) as shown in the following
theorem.
Theorem 3. Let A ∈ Rn×n be stable and B = b ∈ Rn×1 (that is, m = 1 in Algorithm 1).
Let the parameters in Algorithm 3 and Algorithm 1 be chosen such that αj = −µ−1j ∈ C−
for j = 1, . . . , N . Let W0 = b and Wj , Vj , j = 1, . . . , N be determined by Algorithm 1.
Let h0 = b and hj , Hj , j = 1, . . . , N be determined by Algorithm 3. Then Wj = cjhj and√−2 Re(αj)Vj = dj√2 Re(µj)Hj holds for some constants cj , dj ∈ C with |cj | = |dj | =
1. Thus the approximation ZjZHj ≈ P to the Gramian is the same in every step of both
algorithms.
Proof. The initialization of the algorithms gives us W0 = b = h0 and thus c0 = 1.
From (3.11) with s = 1 and ωjΛ = µj we find Hj = hj−1 + µjAHj and thus
Hj = (In − µjA)−1hj−1.
Making use of step 4 in Algorithm 3 we obtain
(In − µjA)−1hj−1 = Hj = hj−1 + µjKj . (3.20)
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Via induction we find from Wj−1 = cj−1hh−1 for Wj as in Algorithm 1
Wj = Wj−1 − 2 Re(αj)Vj
= Wj−1 − 2 Re(αj)(A+ αjIn)−1Wj−1
= cj−1hj−1 − 2 Re(−µ−1j )(A− µ−1j In)−1cj−1hj−1
= cj−1
(
hj−1 + 2 Re(µ−1j )(−µj)(In − µjA)−1hj−1
)
(3.20)= cj−1
(
hj−1 − 2 Re(µ−1j )µj(hj−1 + µjKj)
)
= cj−1
(
(1− 2 Re(µ−1j )µj)hj−1 − 2 Re(µ−1j )µ2jKj)
)
= −cj−1µj
µj
(hj−1 + 2 Re(µj)Kj)
= cjhj
with 1− 2 Re(µ−1j )µj = −µjµj , −2 Re(µ
−1
j )µ2j = −µjµj 2 Re(µj) and cj B −cj−1
µj
µj
.
Further we find for Vj as in Algorithm 1√
−2 Re(αj)Vj =
√
−2 Re(αj)(A+ αjIn)−1Wj−1
=
√
2 Re(µ−1j )µj(µjA− In)−1Wj−1
= −
√
2 Re(µj)|µj |−2µj(In − µjA)−1cj−1hj−1
(3.20)= −
√
2 Re(µj)
µj
|µj |cj−1Hj
= dj
√
2 Re(µj)Hj
with dj B − µj|µj |cj−1. The observation cjcj = djdj = 1 concludes the proof.
As Algorithm 3 is equivalent to Algorithm 1, all properties of Algorithm 1 hold for
Algorithm 3 as well. In particular, complex valued iterates can be avoided if the set of
parameters {µj}Nj=1 is proper. See Section 2.2, [27],[22, Chp. 4.3], [4] or [20, Chp. 4.1.4]
for more.
In order to derive Algorithm 3 we have used different 1× 1-tableaus in each iteration
step. In general, larger tableaus allow for more accurate quadrature rules. Hence, their
use might lead to an approximation of P which is more accurate than the one obtained
by Algorithm 3. However, as we show next, an algorithm using larger DIRK tableaus can
be reduced to Algorithm 3. In particular, s steps with different 1× 1-tableaus Λ(i) = µi
and β(i) = 2 Re(µi), i = 1, . . . , s (as in Algorithm 3, N = s) are equivalent to one step
with a particular s-stage DIRK tableau with Λ and β (as in Algorithm 2). For s steps
of Algorithm 3 we have from step 6
hs = hs−1 + 2 Re(µs)Ks = h0 +
s∑
i=1
2 Re(µi)Ki
= h0 + [K1, . . . ,Ks]
2 Re(µ1)...
2 Re(µs)
 (3.21)
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with
Ki = Ahi−1 + µiAKi = Ah0 +
i−1∑
j=1
2 Re(µj)AKj + µiAKi ∈ Cn×1 (3.22)
for i = 1, . . . , s. Merging (3.22) for i = 1, . . . , s into one equation yields
[K1, . . . ,Ks] = [Ah0, . . . , Ah0] + [AK1, . . . , AKs]

µ1 2 Re(µ1) · · · 2 Re(µ1)
0 µ2 · · · 2 Re(µ2)
...
...
. . .
...
0 0 · · · µs
 .
(3.23)
Hence (3.21) and (3.22) are identical to step 6 and step 3 of Algorithm 2 with ω1 = 1,
where [K1, . . . ,Ks] ∈ Cn×s from (3.23) corresponds to the n× s matrix K1 in step 3 of
Algorithm 2. Thus Algorithm 3 is equivalent to one step of Algorithm 2 with s = N ,
time step size ω1 = 1 and the Butcher tableau (3.19).
In summary, Algorithm 3 is equivalent to the ADI method (Algorithm 1) as well as
equivalent to one step of Algorithm 2 for a DIRK method with s = N.
Theorem 4. Let A ∈ Rn×n be stable and b ∈ Rn. Let µj ∈ C+, j = 1, . . . , s be given. Let
Λ ∈ Cs×s and β ∈ Rs+ be as in (3.19). One step of Algorithm 2 with Λ, β is equivalent
to s steps of Algorithm 3 with N = s and equivalent to the ADI method (Algorithm 1)
with αj = −µ−1j .
Please note that due to the observation (3.1) we have considered only a vector b ∈ Rn
in our discussion and, in particular, in Algorithm 3. However, Algorithm 3 can easily
be adapted to a problem with B ∈ Rn×m. The vector b in Algorithm 3 just has to be
replaced by a matrix B ∈ Rn×m.
3.5. A multiplicative update formula for hj
We now focus on the iterate hj = hj−1 +ωjKjβ as computed in step 6 of Algorithm 2
from a Butcher tableau with Λ ∈ Cs×s and β ∈ Cs, where Kj is as in (3.7). As before, we
will assume that ωj = 1 by moving the time step size into the Butcher tableau such that
instead of one Λ and β we are now using N different Λ(j) ∈ Cs×s and β(j) ∈ Cs. Thus we
consider hj = hj−1 + Kjβ(j). Our goal is to rewrite the update rule as a multiplicative
one; hj = Mjhj−1.
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With (3.9) we find
Kjβ
(j) = ((β(j))T ⊗ In) vec(Kj)
= ((β(j))T ⊗ In)(Ins − Λ(j) ⊗A)−1(Is ⊗A)(1s ⊗ In)hj−1
= ((β(j))T ⊗ In
{
(I−1s ⊗A−1)(Ins − Λ(j) ⊗A)
}−1
(1s ⊗ In)hj−1
= ((β(j))T ⊗ In)
{
(I−1s ⊗A−1)− Λ(j) ⊗ In
}−1
(1s ⊗ In)hj−1
= ((β(j))T ⊗ In)
{
(Ins − Λ(j) ⊗A)(I−1s ⊗A−1)
}−1
(1s ⊗ In)hj−1
= ((β(j))T ⊗ In)(Is ⊗A)(Ins − Λ(j) ⊗A)−1(1s ⊗ In)hj−1
= ((β(j))T ⊗A)(Ins − Λ(j) ⊗A)−1(1s ⊗ In)hj−1.
With (2.1) we have Λ(j) ⊗ A = Q(A ⊗ Λ(j))QT for a perfect shuffle permutation
matrix Q ∈ Rns×ns. Moreover, as Q is orthogonal, it holds that In ⊗ Is = Ins = QQT =
Q(Is ⊗ In)QT. Hence,
Kjβ
(j) = ((β(j))T ⊗A)
{
Q(In ⊗ Is −A⊗ Λ(j))QT
}−1
(1s ⊗ In)hj−1
= In((β(j))T ⊗A)Q
{
In ⊗ Is −A⊗ Λ(j)
}−1
QT(1s ⊗ In)Inhj−1
= (A⊗ (β(j))T)
(
Ins −A⊗ Λ(j)
)−1
(In ⊗ 1s)hj−1
as the perfect shuffle matrix for a vector is the identity.
Thus the iterate hj is obtained from hj−1 via
hj = Mjhj−1 (3.24)
with the iteration matrix
Mj BMj(A) = In + (A⊗ (β(j))T)
(
Ins −A⊗ Λ(j)
)−1
(In ⊗ 1s). (3.25)
The matrix valued function M(z) = In + (z ⊗ βT) (Ins − z ⊗ Λ)−1 (In ⊗ 1s) can be
viewed as a generalization of the stability function R(z) = 1 + zβT(I − zΛ)−11s of the
corresponding Runge-Kutta method.
For a diagonalizable system matrix A = V DV −1 with the matrix of right eigenvectors
V and the diagonal matrix D = diag(λ1, . . . , λn) containing the eigenvalues of A on the
diagonal, the iteration matrix Mj from (3.25) simplifies considerably. We define the
stability function R(j)(z) = 1 + z(β(j))T(I − zΛ(j))−11s for a Runge-Kutta method with
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Λ(j) and β(j) and see
Mj = In + (A⊗ (β(j))T)
(
Ins − (A⊗ Λ(j))
)−1
(In ⊗ 1s)
= In + V (D ⊗ (β(j))T)(V −1 ⊗ Is)
·
{
In ⊗ Is − (V ⊗ Is)(D ⊗ Λ(j))(V −1 ⊗ Is)
}−1
(In ⊗ 1s)
= In + V (D ⊗ (β(j))T)
(
In ⊗ Is − (D ⊗ Λ(j))
)−1
(In ⊗ 1s)V −1
= V
In +
 λ1(β(j))T . . .
λn(β(j))T
 Is−λ1Λ(j) . . .
Is−λnΛ(j)
−1 [ 1s . . .
1s
]V −1
= V
 1+λ1(β(j))T(Is−λ1Λ(j))−11s . . .
1+λn(β(j))T(Is−λnΛ(j))−11s
V −1
= V
R(j)(λ1) . . .
R(j)(λn)
V −1, (3.26)
i.e. the iteration matrix is determined by the stability function R(j)(z) corresponding
to the Butcher tableau with Λ(j), β(j) as well as by the eigenvalues and eigenvectors
of the system matrix A. For non-diagonalizable system matrices we have no explicit
formula in terms of the stability function. However, Mj—a composition of continuous
functions—depends continuously on A and the diagonalizable matrices are dense in the
set of all matrices. Thus Mj is (implicitly) determined by the stability function of the
utilized Runge-Kutta method for non-diagonalizable matrices A, too.
Tableaus with the same stability function yield the same approximation hj as hj =
Mjhj−1 holds withMj as in (3.26) for each of the different methods. In case the tableaus
satisfy (3.15), then
AZjZ
H
j + ZjZHj AT + (bbT − hjhHj ) = 0 (3.27)
holds, and ZjZHj (but not Zj) is determined by hj via (3.27). Thus, all tableaus with
the same stability function yield the same approximation Pj = ZjZHj (as long as the
tableaus satisfy (3.10), (3.17) and β ∈ Rs+).
3.6. Runge-Kutta methods satisfying (3.17)
We now investigate when two s-stage Runge-Kutta methods have the same stability
function. Assume that Λ and β are as in Theorem 2 and satisfy (3.17), 0 = diag(β)Λ +
ΛT diag(β)− ββT. Then
− Λ = diag(β)−1(ΛT − β1Ts ) diag(β)
as βj > 0, j = 1, . . . , s, proving that the matrices −Λ and Λ− 1sβT are similar, i.e.
−Λ ∼ Λ− 1sβT. (3.28)
19
Let Λ have eigenvalues µ1, . . . , µs. Then with the determinant based characterization of
the stability function (2.6) we find that
R(z) = det(I + z(1sβ
T − Λ))
det(I − zΛ) =
det(I + zΛ))
det(I − zΛ)
= (1 + µ1z) · · · (1 + µsz)(1− µ1z) · · · (1− µsz) (3.29)
holds. This is just the stability function of a DIRK method as given in (3.19). Thus any
method based on a Butcher tableau with Λ, β such that Λ has the eigenvalues µ1, . . . , µs
and β ∈ Rs+ satisfies (3.17) is equivalent to a DIRK method (3.19). Note that obviously
the order of the parameters µi is irrelevant. We summarize our findings in the following
theorem.
Theorem 5. Let A ∈ Rn×n be stable and b ∈ Rn. Let a Butcher tableau (2.5) with
Λ ∈ Cs×s and β ∈ Rs+ satisfying (3.17) be given. Let Λ have eigenvalues µ1, . . . , µs ∈ C+,
so (3.10) is guaranteed. Moreover, (3.28) holds. Then the method based on this tableau
is equivalent to the DIRK method given in (3.19) and therefore equivalent to s steps with
the 1-stage tableaus Λ(j) = µj and β(j) = 2 Re(µj) for j = 1, . . . , s, i.e., equivalent to s
steps of Algorithm 3.
Let two different Butcher tableaus with Λ ∈ Cs×s, β ∈ Rs+ and Λ˜ ∈ Cs×s, β˜ ∈ Rs+ be
given such that Λ and Λ˜ have the same eigenvalues, σ(Λ) = σ(Λ˜). Further assume that
Λ, β are chosen such that (3.17), (3.10) and (3.28) hold. Please note that Theorem 5
does not imply that the method based on the Butcher tableau with Λ˜, β˜ is equivalent to
the one based on Λ, β. Only in case Λ˜, β˜ also satisfies (3.17), (3.10) and (3.28), the two
methods are equivalent. In the following we demonstrate this statement with particular
tableaus.
Consider 2 steps with the method based on the 1-stage tableaus Λ(1) = µ, β(1) =
2 Re(µ) and Λ(2) = µ, β(2) = 2 Re(µ) where µ ∈ C is chosen such that Re(µ) , 0 and
(3.10) holds. This is equivalent to one step of the method based on the DIRK method
with
Λ =
[
µ 0
2 Re(µ) µ
]
∈ C2×2, β =
[
2 Re(µ)
2 Re(µ)
]
∈ R2.
The matrix Λ is similar to
Λ˜ =
[
µ 0
0 µ
]
= V −1ΛV ∈ C2×2
as well as to
Λ̂ =
[
Re(µ) − Im(µ)
Im(µ) Re(µ)
]
∈ R2×2 (3.30)
as Λ˜ = V −1ΛV and Λ̂ = W−1ΛW with V =
[ 0 1
ız −ız
]
, W = 1√2 [
1 ı
0 2z ] and z =
Re(µ)
Im(µ) . A
quick check reveals that for δ ∈ C2
0 = diag(δ)Λ˜ + Λ˜T diag(δ)− δδT
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as well as
0 = diag(δ)Λ̂ + Λ̂T diag(δ)− δδT
is satisfied only if either δ1 = 0 or δ2 = 0. Thus no method based on a Butcher tableau
with Λ˜ or Λ̂ is equivalent to the method based on the Butcher tableau with Λ, β.
Another matrix similar to Λ is given by
Λ˘ =
[
Re(µ) Re(µ) + ϕ|µ|
Re(µ)− ϕ|µ| Re(µ)
]
∈ R2×2 (3.31)
with ϕ = sgn(Im(µ)) = Im(µ)| Im(µ)| . Λ˘ is similar to Λ̂ as Λ̂ = S−1Λ˘S with
S = 1√
2
[
1 1
1 −1
]
︸              ︷︷              ︸
CQ
√
2
[
1 z
0
√
z2 + 1
]
︸                     ︷︷                     ︸
=LT
(3.32)
and thus similar to Λ (Λ˘ = T−1ΛT with T = WS−1 = 12√2√z2+1
[ √
z2+1−z+ı √z2+1+z−ı
2z −2z
]
).
Please note that L in (3.32) is essentially the same as L in (2.7). Choosing
β˘ =
[
2 Re(µ)
2 Re(µ)
]
(3.33)
we find that Λ˘, β˘ satisfy (3.17). Due to the choice of µ, (3.10) and (3.28) also hold. Thus
the methods based on Λ, β and on Λ˘, β˘ are equivalent.
Finally, please note, that given Λ, β satisfying (3.17) and Λˇ = U−1ΛU with a regular
matrix U ∈ C2×2 the condition 0 = diag(β)Λ + ΛT diag(β) − ββT can not be used to
determine whether or not β˘ exists such that (3.17) is satisfied for Λ˘, β˘. We have
0 =
(
UT diag(β)U
) (
U
−1ΛU
)
+
(
UTΛTU−T
) (
UT diag(β)U
)− UTββTU
= Y Λˇ + ΛˇTY − UTββTU
where Y = UT diag(β)U. Unfortunately, in general Y will not be diagonal (this is readily
checked for U = V and Λˇ = Λ˜ or U = T and Λˇ = Λ˘). Moreover, in general, UTβ , βTU.
Thus, considering the above transformation of (3.17) does not help in order to determine
an appropriate βˇ such that Λˇ, βˇ satisfy (3.17). One needs to check 0 = diag(βˇ)Λˇ +
ΛˇT diag(βˇ)− βˇβˇT directly.
3.7. Choice of parameters in Algorithm 3
Here we discuss the choice of the parameters µ1, . . . , µN to obtain a good approxima-
tion to the Gramian. We know that the Lyapunov residual for iterates which fulfill the
invariant (3.15) is given by hNhHN . Hence for a small residual the norm ‖hN‖ has to be
small.
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Consider Algorithm 3, that is, R(j)(z) = 1+µjz1−µjz . Then with (3.24) and (3.26) we find
hN =
 N∏
j=1
Mj
 b
= V
 N∏
j=1
R(j)(λ1) . . .
R(j)(λn)

V −1b
= V
 N∏
j=1

1+µjλ1
1−µjλ1
. . .
1+µjλn
1−µjλn

V −1b.
Taking the 2-norm this implies
‖hN‖ ≤ ‖V ‖ max
i=1,...,n
 N∏
j=1
|1 + µjλi|
|1− µjλi|
 ‖V −1‖‖b‖.
To minimize this error bound the parameters µj have to be chosen such that the problem
min
µ1,...,µN
max
i=1,...,n
N∏
j=1
|1 + µjλi|
|1− µjλi|
is solved. It is equivalent to the rational min-max problem [5, Sec. 2.2]. For N = n the
choice µj = −λj−1, j = 1, . . . , N yields hN = 0 and thus PN = P. However, in that case
the final iterate ZN of Algorithm 3 is of size n× n. Thus, this would not be a low rank
approximation. Still this suggests that the parameters should somehow approximate the
negative conjugated inverse of the eigenvalues λi of A, i.e. µj ≈ −λi−1.
As we consider a stable system matrix A, all eigenvalues λi have negative real part.
Therefore, to obtain a factor with modulus smaller one, i.e. |1+µjλi||1−µjλi| < 1, the parameters
µj must have positive real parts.
As ωj = 1 in Algorithm 3 and due to (3.10), the choice of µj with positive real parts
guarantees the uniqueness of the solution K of (3.8). As Algorithm 3 is equivalent to
the ADI iteration, we refer the reader to [5] for a discussion of different strategies for
choosing the parameters.
3.8. Realification
We show that when using a proper set of shifts in Algorithm 3 we can avoid complex
arithmetic in Algorithm 3 forced by the use of complex parameters µj .We follow the idea
discussed in Section 2.2 and combine two (complex) iteration steps of the algorithm to a
real one. Thereto Theorem 5 and the discussion thereafter is utilized. That is instead of
two steps with the 1-stage tableaus Λ(j) = µ, β(j) = 2 Re(µ) and Λ(j+1) = µ, β(j+1) =
2 Re(µ) for µ ∈ C+ only one step of Algorithm 2 is performed with a suitable real 2-stage
Butcher tableau with Λ, β such that σ(Λ) = {µ, µ} and meeting the requirements of
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Theorem 5. As discussed in Section 3.6 the real 2-stage tableau with Λ˘ and β˘ as in
(3.31) and (3.33) can be used here. We will do so in the following discussion.
In order to explain our realification idea, we will make use of the iteration based on
Hj = [hj−1, hj−1] +AHjΛ˘T (3.34)
as in (3.11). The ideas transfer to the iteration based on Kj from (3.7) which is used
in Algorithm 2 easily. We further assume that all previous iterates are real valued, in
particular, hj−1 ∈ Rn and Pj−1 ∈ Rn×n.
The iterate Hj = [h(j)1 , h(j)2 ] can be obtained from (3.34) via vectorization[
In − Re(µ)A −(Re(µ) + ϕ|µ|)A
−(Re(µ)− ϕ|µ|)A In − Re(µ)A
][
h
(j)
1
h
(j)
2
]
=
[
hj−1
hj−1
]
. (3.35)
Thus, instead of solving two complex n × n systems in Algorithm 3 for the steps with
Λ(j) = µ and Λ(j+1) = µ it is possible to solve one real 2n × 2n system (3.35). As
the system matrix as well as the right hand side is real, this gives Hj ∈ Rn×2. This
realification approach is comparable to the approaches M2∗ and M4∗ presented in [20,
Chp. 4.1.5]. However, it was shown in [20] that these approaches based on 2n × 2n
real linear systems are mostly outperformed by the approach M4 which is based on the
solution of one complex n×n system of linear equations. We summarized this approach
in Section 2.2.
We continue our discussion with a modification of our approach such that instead of
the 2n × 2n real system (3.35) the solution of just one complex n × n system of linear
equations is employed. The idea is to compose the iterate Hj = [h(j)1 , h(j)2 ] of the real and
imaginary part of the solution of this complex system. For this purpose we intend to
use the connection between a complex system of linear equations and its augmented real
version, following the arguments in [9]. Consider real vectors v1, v2, y1, y2 ∈ Rn. Then
the n× n complex system
(In − µA)(v1 + ıv2) = y1 + ıy2 (3.36)
is equivalent to the 2n× 2n real system[
In − Re(µ)A Im(µ)A
− Im(µ)A In − Re(µ)A
] [
v1
v2
]
=
[
y1
y2
]
. (3.37)
We now want to find a Butcher tableau leading to an iteration which is equivalent to
the one with Λ˘ and β˘ and for which the equivalence of (3.36) and (3.37) can be used.
Clearly, Λ̂ ∈ R2×2 from (3.30) will lead to (3.37) when Hj = [hj−1, hj−1] + AHjΛ̂T
(3.11) is vectorized. But as shown in Section 3.6, there is no appropriate β̂ such that the
requirements of Theorem 5 are met. Thus, we cannot claim that this is equivalent to the
iteration with Λ˘.
However, from (3.34) we obtain with Λ̂ = S−1Λ˘S and S as in (3.32)
H′j = [hj−1, hj−1]S−T +AH′jΛ̂T (3.38)
for H′j = [v1, v2] ∈ Rn×2 defined by Hj = H′jST. The vectorization of (3.38) gives
the 2n × 2n real linear system (3.37) with [y1, y2] = [hj−1, hj−1]S−T ∈ Rn×2, which is
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equivalent to the n×n complex system (3.36). Thus it is suggested to solve (3.36) for the
right-hand side defined by [y1, y2] = [hj−1, hj−1]S−T in order to obtain Hj = [v1, v2]ST ∈
Rn×2.
Our discussion in the last paragraph is based on the choice Λ˘ ∈ R2×2 as in (3.31) and
the fact that it is similar to Λ̂. Alternatively, any other Butcher tableau with Λ˘, β˘ satis-
fying (3.17), (3.10) and (3.28) and with Λ˘ similar to Λ˜ can be chosen. This leads to other
similarity transformations than S to obtain Λ̂ and thus produces different realifications.
We conclude our discussion by taking a closer look at our approach with Λ˘ from
(3.31). As for S as in (3.32) [y1, y2] = [hj−1, hj−1]S−T = [hj−1, 0] holds, the complex
system (3.36) to solve reduces to
(In − µA)(v1 + ıv2) = hj−1.
This system is just (3.11) for the choice Λ(j) = µ. It is also the same as step 3 in
Algorithm 1 for αj = −µ−1. Next Hj = [v1, v2]ST has to be calculated for ST = LQ as
in (3.32) (see also (2.7)). We note that multiplying the iterate Hj from the right with
the orthogonal matrix Q ∈ R2×2 does not alter the approximation Pj ,
(HjQ) diag(β˘)(HjQ)H = Hj diag(β˘)HHj ,
as diag(β˘) = 2 Re(µ)I2. Therefore due to (3.12) and (3.13) we obtain the next approxi-
mate Cholesky factor Zj by appending√
2 Re(µ)HjQT =
√
2 Re(µ)H′jSTQT =
√
2 Re(µ)H′jLQQT
=
√
2 Re(µ)H′jL =
√
2 Re(µ)[v1, v2]L
=
√
2 Re(µ)
√
2
[
v1 +
Re(µ)
Im(µ)v2,
√
Re(µ)2
Im(µ)2 + 1 · v2
]
to Zj−1. This assembly of the real and imaginary part has the same structure as in (2.8).
All in all we have presented two approaches to keep the iterates real. The former
one directly uses Theorem 5 to replace two 1-stage complex tableaus by one real 2-stage
tableau. The latter one exploits the connection between a complex system of linear
equations and its augmented real version, employing similarity transformations.
4. Sylvester equation
In this section we consider the Sylvester equation
AY − YB = FGT (4.1)
with the system matrices A ∈ Rn×n, B ∈ Rm×m, F ∈ Rn×r and G ∈ Rm×r, r ≤ n,m.
We assume that the spectra of A and B are disjoint, σ(A) ∩ σ(B) = ∅, as then (4.1) has
a unique solution.
Similar to the Lyapunov case where we only considered Lyapunov equations AP +
PAT = −bbT with rank-one right-hand side, we will restrict our discussion to the case
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r = 1, F = f , G = g here. The case r > 1 with F = [f1, · · · , fr] and G = [g1, · · · , gr]
can be reduced to Y = ∑ri=1 Yi with AYi − YiB = figTi , i = 1, . . . , r.
In analogy to (3.2) we consider the system of ODEs
d
dtY (t) = hˆ(t)h˘(t)
T, Y (0) = 0,
d
dt hˆ(t) = Ahˆ(t), hˆ(0) = f, (4.2)
d
dt h˘(t) = −B
Th˘(t), h˘(0) = −g.
Please note that for t → ∞ in general we will have Y (t) 9 Y. Nonetheless, as we will
see, (4.2) is useful in order to derive approximations to Y.
Due to the product rule the second derivative of Y satisfies
d2
dt2Y (t) =
d
dt hˆ(t)h˘(t)
T
= Ahˆ(t)h˘(t)T − hˆ(t)h˘(t)TB
= A
(
d
dtY (t)
)
−
(
d
dtY (t)
)
B.
By integrating both sides over the interval [0, t] we find
d
dtY (t) = AY (t)− Y (t)B − fg
T.
Thus the solution of the system of ODEs (4.2) does not satisfy (4.1) exactly, a rank one
residual does remain
AY (t)− Y (t)B − fgT = hˆ(t)h˘(t)T.
4.1. Approximating Y by Runge-Kutta methods
Unlike in the previous section, we propose here to solve the partitioned system of
ODEs (4.2) in two main steps. First, the latter two equations for hˆ(t) and h˘(t) are
solved, then the equation for Y (t) is solved. Each of the three ODEs will be solved by
a different method. We will make use of three different s-stage Runge-Kutta methods:
The function Y (t) is approximated using the Butcher tableau with Λ(j) ∈ Cs×s and
β(j) ∈ Cs, the function hˆ(t) with Λˆ(j) ∈ Cs×s and βˆ(j) ∈ Cs and the function h˘(t) with
Λ˘(j) ∈ Cs×s and β˘(j) ∈ Cs. As before, the upper index j is used to denote the jth step
of the iteration and w.l.o.g. the time step sizes are all set to ωj = 1.
In analogy to the derivation in the Lyapunov case we find that the application of the
Runge-Kutta methods for hˆ(t) and h˘(t) lead to the iterations
hˆj = hˆj−1 + Kˆj βˆ(j), (4.3)
h˘j = h˘j−1 + K˘j β˘(j), (4.4)
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with hˆ0 = f , h˘0 = −g (see (3.12)) and
Kˆj =
[
Ahˆj−1, . . . , Ahˆj−1
]
+AKˆj(Λˆ(j))T, (4.5)
K˘j =
[
−BTh˘j−1, . . . ,−BTh˘j−1
]
−BTK˘j(Λ˘(j))T, (4.6)
(see (3.7)) where Kˆj = AHˆj and additionally K˘j = −BTH˘j holds, with
Hˆj =
[
hˆj−1, . . . , hˆj−1
]
+ Kˆj(Λˆ(j))T,
H˘j =
[
h˘j−1, . . . , h˘j−1
]
+ K˘j(Λ˘(j))T
(see (3.11)). The solution of (4.5) is unique if and only if
µˆp , λˆ−1q ,
for all µˆp ∈ σ(Λˆ(j)) and all λˆq ∈ σ(A), while the solution of (4.6) is unique if and only if
µ˘k , −λ˘−1`
for all µ˘k ∈ σ(Λ˘(j)) and all λ˘` ∈ σ(B) (see (3.10)).
The jth iterate Yj approximating the function Y (t) is then given by
Yj = Yj−1 + Hˆj diag(β(j))H˘Hj
where Y0 = 0 (see the derivations leading to (3.12), in particular note that as in (3.5), Λ
does not appear as the right hand side of Y ′(t) = hˆ(t)h˘(t)T is independent of Y (t)).
Following the ideas from the previous section, we rewrite Yj in terms of two low rank
factors and a diagonal matrix
Yj = ZˆjΓjZ˘Hj
with
Zˆj =
[
Zˆj−1, Hˆj
]
, Z˘j =
[
Z˘j−1, H˘j
]
, Γj = diag(Γj−1, β(j)).
The solution of the Sylvester equation is neither symmetric nor positive definite, so the
factors Zˆj and Z˘j need not be equal and Γj may contain arbitrary complex valued entries.
Employing our main idea form the previous section. we will only consider Runge-
Kutta methods whose iterates preserve the low rank property of the Sylvester residual,
that is
AYj − YjB − fgT = hˆj h˘Tj . (4.7)
Thus, following the arguments in Section 3.7, the iterates Yj will not necessarily approx-
imate the function Y (t) very well, but Yj should be a good approximation to Y when
the residual hˆj h˘Tj is small.
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4.2. Runge-Kutta methods which preserve (4.7)
To characterize the tableaus which ensure that all iterates fulfill (4.7), we insert the
first iterates Y1, hˆ1 and h˘1 into (4.7). For the left hand side we obtain
AY1 − Y1B − fgT = A(Y0 + Hˆ1 diag(β(1))H˘H1 )− (Y0 + Hˆ1 diag(β(1))H˘H1 )B − fgT
= AHˆ1 diag(β(1))H˘H1 − Hˆ1 diag(β(1))H˘H1B − fgT
= Kˆ1 diag(β(1))H˘H1 + Hˆ1 diag(β(1))K˘H1 − fgT
= Kˆ1 diag(β(1))
(
[h˘0, . . . , h˘0] + K˘1(Λ˘(1))T
)H
+
(
[hˆ0, . . . , hˆ0] + Kˆ1(Λˆ(1))T
)
diag(β(1))K˘H1 − fgT
= Kˆ1(β(1))h˘H0 + Kˆ1 diag(β(1))Λ˘(1)K˘H1
+ hˆ0(β(1))TK˘H1 + Kˆ1(Λˆ(1))T diag(β(1))K˘H1 − fgT,
while for the right hand side
hˆ1h˘
H
1 =
(
hˆ0 + Kˆ1βˆ(1)
)(
h˘0 + K˘1β˘(1)
)H
= −fgH + hˆ0(β˘(1))HK˘H1
+ Kˆ1βˆ(1)h˘H0 + Kˆ1βˆ(1)(β˘(1))HK˘H1
holds. As g is real gT = gH and so the equation
Kˆ1β
(1)h˘H0 + Kˆ1 diag(β(1))Λ˘(1)K˘H1 + hˆ0(β(1))TK˘H1 + Kˆ1(Λˆ(1))T diag(β(1))K˘H1
!= hˆ0(β˘(1))HK˘H1 + Kˆ1βˆ(1)h˘H0 + Kˆ1βˆ(1)(β˘(1))HK˘H1
has to hold in order to satisfy (4.7). This implies
0 = hˆ0
(
β˘(1) − β(1)
)H
K˘H1 + Kˆ1
(
βˆ(1) − β(1)
)
h˘H0
+ Kˆ1
(
βˆ(1)(β˘(1))H − diag(β(1))Λ˘(1) − (Λˆ(1))T diag(β(1))
)
K˘H1 ,
which is satisfied for βˆ(1) = β(1), β˘(1) = β(1), and
diag(β(1))Λ˘(1) + (Λˆ(1))T diag(β(1))− β(1)(β(1))T = 0.
Via induction this leads to the conditions
0 = diag(β(j))Λ˘(j) + (Λˆ(j))T diag(β(j))− β(j)(β(j))T,
βˆ(j) = β(j),
β˘(j) = β(j).
(4.8)
Please note that Λ˘(j), β˘(j) and Λˆ(j), βˆ(j) from the Butcher tableaus for approximating
h˘(t) and hˆ(t) are relevant here, as well as β(j) from the Butcher tableau for Y (t), but as
27
mentioned above not the matrix Λ(j). DIRK tableaus which fulfill (4.8) are given by
Λˆ =

µˆ1 0 · · · 0
β1 µˆ2 · · · 0
...
...
. . .
...
β1 β2 · · · µˆs
 , Λ˘ =

µ˘1 0 · · · 0
β1 µ˘2 · · · 0
...
...
. . .
...
β1 β2 · · · µ˘s
 , β =

µˆ1 + µ˘1
µˆ2 + µ˘2
...
µˆs + µ˘s
 . (4.9)
4.3. Multiplicative update formulae for hˆj and h˘j
Let us assume that (4.8) holds with β(j)k , 0, k = 1, . . . , s. Further assume that A and
B are diagonalizable, that is, A = Vˆ DˆVˆ −1 and B = V˘ D˘V˘ −1 with Dˆ = diag(λˆ1, . . . , λˆn)
and D˘ = diag(λ˘1, . . . , λ˘m). Then, as in Section 3.5 we find that the iterations (4.3) and
(4.4) can be written in multiplicative form as in (3.26)
hˆj = Vˆ

Rˆj(λˆ1)
Rˆj(λˆ2)
. . .
Rˆj(λˆn)
 Vˆ −1hˆj−1, (4.10)
h˘j = V˘ −T

R˘j(−λ˘1)
R˘j(−λ˘2)
. . .
R˘j(−λ˘m)
 V˘ Th˘j−1, (4.11)
with the stability functions
Rˆj(z) = 1 + z(β(j))T(I − zΛˆ(j))−11s,
R˘j(z) = 1 + z(β(j))T(I − zΛ˘(j))−11s.
As in the Lyapunov case, these stability functions only depend on the eigenvalues of the
tableaus Λˆ(j) and Λ˘(j). In order to see this, first observe that for β(j)i , 0 for i = 1, . . . , s
we find from (4.8) by multiplying with diag(β(j))−1 from the right (respectively left)
0 = diag(β(j))Λ˘(j) diag(β(j))−1 + (Λˆ(j))T − β(j)1Ts ,
0 = Λ˘(j) + diag(β(j))−1(Λˆ(j))T diag(β(j))− 1s(β(j))T.
As any matrix is similar to its transpose, these equations imply the similarities
Λˆ(j) − 1s(β(j))T ∼ −Λ˘(j),
Λ˘(j) − 1s(β(j))H ∼ −Λˆ(j).
(4.12)
Let Λˆ(j) have eigenvalues µˆ1, . . . , µˆs and let Λ˘(j) have eigenvalues µ˘1, . . . , µ˘s. Now
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with (2.6) and (4.12) we have (similar to (3.29))
Rˆj(z) =
det(I − z(Λˆ(j) − 1s(β(j))T))
det(I − zΛˆ(j)) =
det(I + zΛ˘(j))
det(I − zΛˆ(j)) =
s∏
i=1
(1 + zµ˘i)
(1− zµˆi) ,
R˘j(z) =
det(I − z(Λ˘(j) − 1s(β(j))H))
det(I − zΛ˘(j)) =
det(I + zΛˆ(j))
det(I − zΛ˘(j)) =
s∏
i=1
(1 + zµˆi)
(1− zµ˘i) .
(4.13)
Thus, if (4.7) is enforced, then the stability functions of the Runge-Kutta method for hˆ(t)
and for h˘(t) are not independent of each other. Both depend on the eigenvalues of Λˆ(j)
and Λ˘(j). Thus, also the iterates hˆj (4.10) and h˘j (4.11) depend on those eigenvalues.
The stability functions corresponding to the s-stage DIRK tableaus as in (4.9) will
have the form (4.13). As in the previous section, we can restrict ourselves to the use
of several different 1-stage Butcher tableaus satisfying (4.8), i.e. Λˆ(j) = µˆj ∈ C and
Λ˘(j) = µ˘j ∈ C with β(j) = βˆ(j) = µˆj + µ˘j ∈ C and β(j) = β˘(j) = µˆj + µ˘j ∈ C.
The resulting iteration for a low rank approximation to the solution of the Sylvester
equation (4.1) is summarized in Algorithm 4. It is equivalent to [20, Alg. 3.4] with
αj = −µ˘−1j and βj = µˆ−1j (and E = In, C = Im, r = 1), in analogy to Theorem 3.
In the special case B = −AT and g = −f = b the Sylvester equation (4.1) reduces to
the Lyapunov equation (1.1). If additionally for the parameters µˆj = µ˘j , j = 1, . . . , N,
holds, then Algorithm 4 reduces to Algorithm 3 and we find µˆj + µ˘j = 2 Re(µˆj) ∈ R.
Algorithm 4 Low rank solution to (4.1) via 1-stage Runge-Kutta methods
Input: A ∈ Rn×n, B ∈ Rm×m, f ∈ Rn×1, g ∈ Rm×1, parameters {µˆ1, . . . , µˆN} ⊂ C and
{µ˘1, . . . , µ˘N} ⊂ C
Output: matrices Zˆ ∈ Cn×N , Z˘ ∈ Cm×N and Γ ∈ CN×N with ZˆΓZ˘H ≈ Y
1: initialize hˆ0 = f , h˘0 = −g, Zˆ0 = Z˘0 = Γ0 = [ ]
2: for j = 1, . . . , N do
3: solve (I − µˆjA)Kˆj = Ahˆj−1 for Kˆj
4: solve (I + µ˘jBT)K˘j = −BTh˘j−1 for K˘j
5: Hˆj = hˆj−1 + µˆjKˆj
6: H˘j = h˘j−1 + µ˘jK˘j
7: update Zˆj = [Zˆj−1, Hˆj ]
8: update Z˘j = [Z˘j−1, H˘j ]
9: update Γj = diag(Γj−1, (µˆj + µ˘j)Ir)
10: hˆj = hˆj−1 + (µˆj + µ˘j)Kˆj
11: h˘j = h˘j−1 + (µˆj + µ˘j)K˘j
12: end for
13: Zˆ = ZˆN , Z˘ = Z˘N , Γ = ΓN
5. Conclusion
In this paper we presented a new derivation of residual based low rank iterations
for the solution of (large-scale) linear matrix equations. For the Lyapunov equation a
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quadrature approach is evident, as for a stable system matrix the solution has an integral
representation (1.2). We applied a Runge-Kutta method parameterized by an arbitrary
and possibly complex valued Butcher tableau to approximate the solution of the system
of ODEs (3.2), resulting in Algorithm 2. The Lyapunov residual which remains after each
iteration step is determined. Runge-Kutta methods that preserve the rank of the initial
residual were characterized. By making use of the stability function of a Runge-Kutta
method it was shown that these methods are equivalent to DIRK methods and thus
equivalent to Algorithm 3, which is itself equivalent to the ADI iteration. A realification
approach based on similarity transformations was presented.
All ideas are applied in slightly modified form to the Sylvester equation in Section 4.
Although the solution of the system of ODEs (4.2) does not converge to the solution
of the Sylvester equation, the application of Runge-Kutta methods which preserve the
initial rank of the residual yields a sound approximation, justified by (4.10) and (4.11).
That is, by retaining a geometric, qualitative property during the quadrature the ADI
equivalent Algorithm 4 for the approximation of the solution of a Sylvester equation was
derived from a system of ODEs.
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