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Die vorliegende Arbeit beschäftigt sich mit der Entwicklung bioinformati-
scher Methoden und mathematischer Modellierung im Bereich der Mikro-
biologie. Sie ist in drei Teile gegliedert.
Der erste Teil beschäftigt sich mit der Lokalisation von Transposons mit
Hilfe vergleichender Genomanalyse. Die Position inserierter Transposons
in bakteriellen Genomen zu analysieren, ist eine wichtige Möglichkeit Gen-
funktionen zu bestimmen. Nach einer Transposonmutation wird normaler-
weise der Genotyp durch Sequenzierungsverfahren analysiert. Ein Algorith-
mus mit demNamen InFiRe, Insertion Finder via Restriction digestion, wird
hierfür entwickelt, welcher Transposoninsertionen innerhalb von Prokaryo-
tengenomen über individuelle Verteilungen von Restriktionsenzymschnitt-
stellen lokalisieren kann. Nach einem Restriktionsverdau und einer anschlie-
ßenden Southern-Blot-Hybridisierung können mehrere mögliche Positionen
der Insertion innerhalb des bakteriellen Genoms zugeordnet werden. Diese
Beobachtung kann mittels wiederholten Restriktionsverdauen verfeinert und
zu einer genaueren Kartierung der Transposons genutzt werden. Eine an-
schließende Sequenzierung ist nach dieser Methode nicht mehr notwendig,
kann das Ergebnis aber bestätigen. Durch InFiRe kann daher eine schnel-
le und kostengünstige Bestimmung der Transposoninsertionsstelle innerhalb
des bakteriellen Genom erfolgen. Auch unter Bedingungen, bei denen bis-
herige Verfahren eine Lokalisierung von Transposoninsertionen erschwert
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haben, kann diese Methode funktionieren. Der Algorithmusist in Form ei-
ner Software im Internet frei zur Verfügung gestellt.
Im zweiten Teil der Arbeit wird mit Hilfe mathematischer Modellierung
ein Regulations-Motiv untersucht. Bakterien müssen sich an wechselnde
Umgebungensbedingungen anpassen. Mittels genregulatorischer Netzwer-
ke kann diese Anpassung gesteuert werden. Diese Netzwerke setzen sich
aus externen Signalen, internen Regulatoren und Zielproteinen, bzw. Zielge-
nen zusammen. Mittels Modellierung von Differentialgleichungen können
die Netzwerke mathematisch dargestellt, analysiert und ausgewertet werden.
Ein gesamtes Netzwerk kann verschiedene Subregulationen beinhalten, die
sogenannten Regulations-Motive. Innerhalb dieser Arbeit wird eine soge-
nannte Feedforward-Schleife (FFL - engl. feedforward loop) mit einem dau-
erhaft basal exprimierten internen Regulator modelliert. Die basale Produk-
tion dieses Regulators kostet dabei innerhalb der Regulation Energie. Mittels
einer Kosten-Nutzen-Optimierung wird dieses Regulations-Motiv unter be-
stimmten wechselnden Umgebungen analysiert. Diese Art der Regulation
kann in Pseudomonas aeruginosa innerhalb der anaeroben Anpassung be-
obachtet werden. Durch die Modellierung der FFL kann das Verhalten von P.
aeruginosa bei wechselnden Sauerstoffbedingungen genauer betrachtet und
vorherige Beobachtungen bestätigt werden.
Auch der dritte Teil der Arbeit beschäftigt sich mit der mathematischen Mo-
dellierung eines genregulatorischen Netzwerke-Motivs. Hierbei handelt es
sich um das häufig vorkommende Motiv einer Feedback-Schleife (FBL -
engl. feedback loop). Im konkreten Fall ist die Regulation innerhalb der In-
itialisierung einer Infektion von Yersinia pseudotuberculosis, gesteuert durch
den globaler Virulenzregulator RovA, untersucht. RovA wird über eine po-
sitive und eine negative FBL autoreguliert und von einer temperaturseniti-
ven Protease abgebaut. Die Regulation von RovA ist eines der ersten Bei-
spiele für temperaturabhängige Bistabilität in Bakterien. Die Bistabilität des
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RovA-Steuerungssystems ist exakt auf den Bereich zwischen Umgebungs-
und Wirtstemperatur angepasst. Das Modell und dessen Parameter ist mit
Experimenten verifiziert und validiert. Das Zusammenspiel der einzelnen
Parameter auf die Bistabilität, das zeitliche Verhalten der Regulation und der
Einfluss der negativen FBL sind untersucht worden.
Summary
This thesis deals with the development of bioinformatical methods and ma-
thematical modelling in the microbiology domain. The work is devided into
three parts.
The first part utilises comparative genome analysis to localise transposon in-
sertions sites in bacteria genomes. The position of these transposon inserti-
on sites is an important tool to determine gene functions. After a transposon
mutation, the genotype of a bacterial genom has to be identified. Usually
the genotype is determined by DNA sequencing. A new algorithm called
InFiRe, Insertion Finder via Restriction digestion, which has been develo-
ped during this thesis, detects transposon insertion sites in prokaryotic ge-
nomes by using the characteristic distribution of restriction cuts. After re-
striction digestion and a subsequent Southern-Blot hybridisation, the trans-
poson insertion site can be associated within several possible positions in
the bacterial genome. The observation can be refined by repeated restricti-
on digestion and InFiRe. This may lead to a more accurate mapping of the
insertion. Sequencing is not required with this method, but can confirm the
result. InFiRe is a fast and cheap alternative to previous methods of transpo-
son insertion site detection. It works even under circumstances under which
former techniques do not. The algorithm is publicly available in form of a
software.
The second part investigates a regulation motiv with mathematical model-
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ling. Bacteria have to adapt to changing environments. The adaptation is
regulated with the help of regulatory networks, which were composed of
external signals, internal regulators, and targets. These networks can be ma-
thematically modeled, analyzed and evaluated by differential equation sys-
tems. Subsets of huge regulation systems are called regulatory motives. In
this work one particular regulatory loop, the feedforward loop (FFL) with
a basal expression of one of the regulators, is modelled. The basal expres-
sion of one regulator is on one hand energetically expensive. This kind of
regulation is studied for fluctuating environmen with a cost–benefit analy-
sis. This regulation could observed in the regulation of the denitrification in
Pseudomonas aeruginosa. The behavior of P. aeruginosa at switching oxy-
gen conditions could be considered in more detail and previous observations
could be confirmed.
Also the third part of the work concerned with mathematical modelling
of gene regulatory network-motive, the frequently occured feedback loop
(FBL). This kind of regulation could observed for example at the initiali-
zation of the infection of Yersinia pseudotuberculosis, which is controlled
by the global virulence factor RovA. The production of RovA is regulated
by one positive and one negative autoregulative FBL and is degraded by a
temperature-sensitive protease. The regulation of RovA is a first example
of temperature dependent bistable regulation in bacteria. The bistability of
the RovA concentration is adapted exactly to the tempature range between
host and external environment. The derived model was verified and refined
by experimental observations. One focus of this study has been on the in-
fluence of the parameters on the bistability, the required time of adaptation,
and the effect of the negative FBL.

2. Einführung
Experimentelle Beobachtungen können mit biomathematischer Modellie-
rung oder bioinformatischer Analysen untersucht werden. Aus den Beob-
achtungen werden Thesen formuliert, welche durch Modelle oder Analy-
sen konkretisiert oder verifiziert und durch erneute Experimente bestätigt
werden. Informatik und Mathematik sind bei der Auswertung biologischer
Daten von großem Nutzen, um Experimente sowohl zeit- als auch kostenop-
timiert zu beschreiben und analysieren.
Die hier angewandte mathematische Modellierung von biologischen Vor-
gängen ist ein Bestandteil der Systembiologie. Innerhalb der Systembiolo-
gie sollen biologische Prozesse, Interaktionen und Regulationen gesamtheit-
lich über die verschiedenen Ebenen eines Systems dargestellt werden. Diese
Ebenen können Systemeigenschaften vom Genom bis zum Proteom oder
Eigenschaften von Zellen, Geweben und Organismen sein. Die Systembio-
logie ist eine auf der Biologie basierende, interdisziplinäre Wissenschaft,
welche die Biologie mit der Informatik und der Mathematik verknüpft. Die-
se Arbeit gliedert sich in drei Teile, welche sich in den Bereichen Bioinfor-
matik, Systembiologie und biomathematische Modellierung befinden. Alle
drei Teile nutzen experimentelle Beobachtungen, welche durch mathemati-




Die Biomathematik beinhaltet die theoretische Biologie und die Biostatistik
und ist eine interdisziplinäre Naturwissenschaft. Sie ist Teilgebiet der an-
gewandten Mathematik und nutzt zum Beispiel innerhalb der theoretischen
Biologie mathematische Modelle zur Beschreibung von biologischen Pro-
zessen oder kann mittels der Biostatistik biologische Daten statistisch aus-
werten. Die Biomathematik kombiniert Themen wie Biologie, Evolutions-
theorie, Biotechnologie, Medizin, Pharmazie und auch Analysis, Statistik,
Algebra, Dynamische Systeme, Graphentheorie, Diskrete Mathematik und
vieles mehr.
Die theoretische Biologie hatte ihren Ursprung am Ende des 19., bzw. An-
fang des 20. Jahrhundert. 1901 wurde das erste Buch dieses Themas veröf-
fentlicht, Einleitung in die theoretische Biologie von Johannes Reinke (Rein-
ke, 1901). Zu der theoretische Biologie gehören mathematische Modellie-
rung von biologischen Prozessen mittels dynamischer Systeme. Die ersten
beschriebenen biomathematischen Systeme waren Populationssysteme, im
Speziellen in den 1920er Jahren das Lotka-Volterra-Modell, nach Vito Vol-
terra und Alfred Lotka. Dieses beschreibt die Population von Räuber- und
Beutetieren mittels eines Differentialgleichungssystem (Lotka, 1922,Volter-
ra, 1931). Auch viele andere biologische Prozesse können mittels dynami-
scher Systeme modelliert werden. Dazu gehören neuronale Netzwerke (La-
tham et al., 2000), Epidemiologie (Oliva and Sallum, 1996), Metabolische
Netzwerke (Steuer et al., 2006), zelluläre Prozesse (Villani and Serra, 2013)
oder auch Genregulationen.
Die Biostatistik ist ein Bereich der Biomathematik und hat sich erst im
letzten Viertel des 20. Jahrhunderts weit verbreitet. Durch die immer grö-
ßer werdenden Datensätze, zum Beispiel durch sequenzierte Genome oder
durch Daten von Hochdurchsatzmethoden, wurde die Biostatistik ein essen-
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tieller Bestandteil innerhalb der Biologie. Die statistische Auswertung in der
Biologie beinhaltet die deskriptive und die analytische Statistik. So können
zum Beispiel durch die Biostatistik Microarrays ausgewertet werden (Wet-
tenhall and Smyth, 2004). Innerhalb der Genetik und Evolutionstheorie kann
durch Vergleich von Gensequenzen der Verwandtschaftsgrad durch biosta-
tistische Verfahren bestimmt werden. Diese können mittels phylogenetischer
Bäume und Netzwerke analysiert werden (Jungck and Weisstein, 2013).
Auch die Verteilung von Restriktionsenzymschnitten in einem Genom kann
durch ein biostatistisches Verfahren berechnet werden.
2.2. Bioinformatik
In der Mitte des 20. Jahrhunderts wurden das erste Protein sequenziert (San-
ger and Tuppy, 1951). Mit der Erforschung der DNA-Doppelhelix wurden
in den folgenden Jahrzehnten immer mehr Proteine und nun auch DNA-
Abschnitte sequenziert, welche zunächst innerhalb des Protein Sequence At-
las festgehalten wurden. Sequenzen wurden bereits am Anfang der 1970er
Jahre mittels bioinformatischer Algorithmen verglichen. Ab dem Ende der
70er Jahren des 20. Jahrhunderts speicherte man immer größere werden-
den Datenmengen in Datenbanksysteme (Schneider et al., 2010). So wurde
im Jahre 1979 die Datenbank Genbank innerhalb der Los Alamos Natio-
nal Laboratory gegründet (Kanehisa et al., 1984). Es folgten viele weitere
Datenbanken und viele DNA-, Protein- und sogar ganze Genomsequenzie-
rungen. Auch die Algorithmen zum Sequenzvergleich wurden weiter entwi-
ckelt. Mittels des Alignment-Algorithmus (Needleman and Wunsch, 1970)
oder des BLAST-Algorithmus (Altschul et al., 1990) können Gensequenz-
vergleiche durchgeführt und somit Genfunktionen oder die molekulare Phy-
logenie entschlüsselt werden.
Von den Anfängen, bei denen die Datenspeicherung Hauptaugenmerk der
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Bioinformatik war, hat sich die Bioinformatik zu einer interdisziplinären
weitgefächerten Wissenschaft weiter entwickelt. Die heutige Bioinformatik
befasst sich mit der Sequenze-Genomanalyse, mit Phylogenie, Strukturbio-
informatik, Analyse von Hochdurchsatzmethoden (“Omics”-Technologien)
und anderen Auswertungen von Daten innerhalb biologischer Prozesse.Wei-
tere Computer gestützten Verfahren innerhalb der Bioinformatik sind sehr
vielfältig. Diese sind zum Beispiel Proteinstrukturvorhersagen, 3D-Visu-
alisierung (Biasini et al., 2014), Genfindung, Medikamentendesign, Gen-
expressions-Prognosen, Protein-Protein-Interaktionen oder Clusteranalysen,
dargestellt durch Venndiagrammen oder Dendrogramme.
Es gibt in der Biomathematik und der Bioinformatik viele Schnittstellen.
Die Bioinformatik und die Biomathematik sind wichtige Teile der System-
biologie.
2.2.1. Sequenzdatenbanken
Bekannte DNA-Sequenzen zu bereits untersuchten Organismen werden in-
nerhalb der Bioinformatik in Datenbanken gespeichert. Drei weltweit ver-
breitete Sequenzdatenbanken sind ENA (European Nucleotide Archive),DD-
BJ (DNA Data Bank of Japan) und Genbank, siehe Tabelle 2.1. Innerhalb
des INSDC (International Nucleotide Sequence Database Collaboration) wer-
den seit 1992 die Inhalte von diesen drei primäre Sequenzdatenbanken täg-
lich synchronisiert.
Im ersten Teil dieser Arbeit wird auf die Genbank des NCBI zurückgegrif-
fen. Das NCBI (Cooper et al., 2010), National Center for Biotechnology
Information, wurde am 4. November 1988 1 gegründet. Verwaltet wird das
NCBI vom LANL (Los Alamos National Laboratory).
1Gesponsert von Claude Pfeffer (b8. September 1900, d30. Mai 1989)
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Tabelle 2.1.: Primäre Sequenzdatenbanken













(EBI) und European Molecular
Biology Laboratory (EMBL)
Europa
DNA Data Bank of
Japan (DDBJ)
National Institute of Genetics (NIG) Japan
Im Jahre 1979 wurde an dem LANL eine Sequenzdatenbank von Walter
Goad (b1925, d2000) etabliert, welche drei Jahre später zur Genbank wurde
(Kanehisa et al., 1984).
2.3. “Omics”-Technologien
Die “Omics”-Technologien (aus dem Englischen Omics technology) bein-
halten die Charakterisierung von unterschiedliche biologischen Molekülen.
Innerhalb der “Omics”-Technologien werden Strukturen, Funktionen und
Dynamiken von den jeweiligen Molekülen untersucht (Attur et al., 2002).
Hochdurchsatzmethoden sind bei den “Omics”-Technologien weit verbrei-
tet. Hochdurchsatzmethoden, oder im Englischem High Throughput, sind
biologische Methoden, in denen viele parallelisierte Experimente durchge-
führt werden. Die Bioinformatik ist in der Lage, Daten von Hochdurchsatz-
methoden auswerten.
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Die “Omics”-Technologien werden je nachMolekülart unterteilt.
• Genomik (Gene). Die Genomik befasst sich mit dem Erbgut eines
Organismus oder Virus, also der DNA (bzw. RNA). Die Genomik un-
tersucht den Aufbau von Genomen und die Funktion und Wechselwir-
kungen von Genen.
• Transkriptomik (Transkripte / mRNA). Die Transkriptomik unter-
sucht alle zu einer gewissen Zeit vorhandene Transkripte, also alle
von DNA in RNA geschriebene Gene.
• Proteomik (Proteine, Proteom). Die Proteomik oder auch Translato-
miks beinhaltet die Erforschung des Proteoms zu einem Zeitpunkt,
also aller Proteine, die innerhalb eines Organismus vorkommen.
• Metabolomik (Stoffwechselprodukte, Metabolite). Das Metabolom,
welches alle charakteristischen Eigenschaften des Stoffwechsels ei-
nes Organismus oder Teilen eines Organismus beinhaltet, wird in der
Metabolomik untersucht.
• Fluxomik (Flüsse von Metabolite). Das Fluxom beinhaltet die kataly-
sierte Stoffumsetzungen und ihre Geschwindigkeit. Innerhalb der Flu-
xomik werden durch markierte Metabolite Flussraten und Kinetikpa-
rameter untersucht.
• Glykomik (Zucker). Die Glykomik bezeichnet die Untersuchung aller
ZuckerMoleküle eines Organismus. Besonderer Fokus der Glykomik
liegt bei Zuckermolekülen, die zusammen mit Proteinen interagieren
und glykolysiert werden.
• Lipidomik (Lipide / Fette). Die Gesamtheit aller Lipide innerhalb ei-
ner Zelle und deren Aufgaben werden in der Lipidomik untersucht.
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• Interaktomik (Interaktion von Molekülen). Das gesamte Netzwerk
an Molekülen und deren Zusammenwirkung in einem Organsimus
oder einer Zelle ist Bestandteil der Interaktomik.
• Phenomik (Phenotypen). Die Phenomiks erläutert alle Phenotypen ei-
nes Organismus. Besonderes Augenmerk liegt dabei auf der Verände-
rung des Phänotypos im Laufe eines Lebens.
Innerhalb der Biowissenschaften entstehen immer wieder neue Teilbereiche
der “Omics”-Technologien.
2.4. Systembiologie
Die Aufgabe der Systembiologie ist es, ein abstrahiertes, aber möglichst
holistisches Modell eines Organismus auf allen regulatorischen Ebenen zu
entwickeln und dabei Vorhersagen zu ermöglichen (Ideker et al., 2001).
Die Systembiologie soll ein umfassendes Verständnis der Interaktionen aller
Bausteine eines biologischen Systems ermöglichen.
Historisch gesehen hat die Systembiolgie ihren Ursprung in der Bioma-
thematik, der Bioinformatik und den “Omics”-Technologien (Attur et al.,
2002). Die Systembiolgie greift heute als interdisziplinäre Wissenschaft so-
wohl auf viele unterschiedliche Bio-Wissenschaft, zum Beispiel Genetik,
Biochemie, Molekularbiologie, Enzymologie, Evolutionstheorie oder Zell-
biologie, als auch auf andere Wissenschaften, wie zum Beispiel Informati-
onswissenschaften, mit Datenbanken-Systemen, Visualisierungs- oder auch
Modellierungs-Werkzeuge, Mathematik wie Analysis, Statistik oder Model-
lierung, und anderen Lebenswissenschaften, wie zum Beispiel Chemie oder
Physik, zurück.
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Die Systembiologie untersucht komplexe Wechselwirkungen innerhalb ei-
nes biologischen Systems. Studien über Interaktionen von verschiedenen
biologischen Komponenten können Aufschluss über Funktion und Verhal-
ten einer Zelle bringen (Snoep et al., 2006). Durch verschiedene Hochdurch-
satzverfahren wie Next-Generation-Sequencing oder Microarrays wurden in
den letzten Jahrzehnten viele Details von biologischen Systemen entschlüs-
selt (Ideker et al., 2001). Einzelne Prozesse innerhalb von Zellen wurden
charakterisiert, gespeichert, modelliert und zu einem gesamten biologischen
System zusammengefasst. Dies geschieht zum Beispiel durch verschiedene
statistische Auswertungsverfahren, mathematischen Modellierungen mittels
dynamischer Systeme, computerunterstützten Simulationen oder Datenban-
ken.
Innerhalb der Systembiologie werden zwei Hauptansätze unterschieden (Brug-
geman et al., 2007):
• Top-Down beginnt mit einem Überblick über das System. Zunächst
werden, ohne auf Details zu achten, über Hochdurchsatzmethoden
viele experimentelle Daten gesammelt. Mittels dieser Daten soll auf
die biologischen Mechanismen geschlossen werden. Da diese Mo-
delle auf keiner mechanistischen Grundlage beruhen, sind sie meist
phänomenologisch. Sie sind nützlich, um Einblicke in das System zu
erhalten und somit Hypothesen zu formulieren.
• Bottom-Up ist der Ansatz bei dem von einem Modell ausgegangen
wird, denen biologische Eigenschaften zugrunde liegen. Ein Netzwerk
wird durch bekannte Eigenschaften, welche Information zu den kine-
tischen, physikalischen und chemischen Eigenschaften der involvier-
ten Moleküle und deren Verhalten auf externe oder interne Signale
sind, mechanistisch aufgebaut. Erst nachdem die Grundstruktur des
Netzwerkes feststeht, wird dieses untersucht und modelliert, um da-
mit Vorhersagen zu treffen.
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2.5. Programmierung-Software
Innerhalb der Bioinformatik, der Biomathematik und der Systembiologie ist
ein wichtiges Werkzeug, um Daten zu untersuchen, die Programmierung-
Software. Diese Arbeit nutzt zwei unterschiedliche Programmiersprachen,
Matlab und R. Beide Programmiersprachen sind unter den Top 30 der weit-
verbreitesten Programmiersprachen (nach TIOBE Index, Juli 20142).
2.5.1. Matlab
Matlab (von matrix laboratory) ist eine von MathWorks entwickelte, nume-
rische Programmiersprache. In den 1970er Jahren wurde es zunächst von
Cleve Moler (b17. August 1939) in dem Fachbereich Informatik der Uni-
versität von New Mexico (USA) entwickelt. Zunächst wurde Matlab nur für
Studenten entwickelt. Im Jahr 1984 gründete Cleve Moler mit Jack Little
und Steve Bangert die Firma MathWorks und Matlab wurde zu einem kom-
merziellen Produkt.
Matlab dient der numerischen Lösung von mathematischen Problemen und
unterstützt Matrizen-Rechnung, numerische Simulationen, Datenanalyse und
-auswertung, Abbildung von Funktionen und Daten, Algorithmus-Imple-
mentierung, Schnittstellen zu anderen Programmiersprachen, z. B.: Fortran,
Java, C und C++, und vieles mehr. Matlab ist eine weit verbreitete Program-
miersprache, die heutzutage sowohl in der Industrie als auch an Hochschulen
verwendet wird. Die Bereiche, in denen Matlab angewendet wird, sind sehr





R ist eine freie Programmiersprache für statistische Berechnungen, Daten-
bearbeitung und graphische Darstellung (Lafaye de Micheaux et al., 2011).
R wurde von The R Foundation for Statistical Computing entwickelt. Die
in R programmierten Algorithmen können auch in andere Programme oder
Webseiten eingebunden werden.
R bietet viele zusätzliche Funktionen. Diese liegen in den verschiedensten
Bereichen, nicht nur in der Statistik, sondern zum Beispiel auch zum Bei-
spiel in der Numerik. Die Methoden von R beinhalten
• einfache Berechnung von Arrays und Matrizen,
• vielfältige Möglichkeiten zur Visualisierung von Daten und Ergebnis-
sen,
• großen Sammlung von Paketen für die Datenanalyse (zum Beispiel
Bioconductor),
• die Möglichkeit zur Erstellung von eigenen Paketen,
• verschiedene Interfaces zu anderen Programmiersprachen (Python, C,
C++, Fortran oder Perl) und
• die leicht Erweiterbarkeit mittels Paketen.
Die statistische Auswertung von Daten ist essentieller Bestandteil der bio-
logischen Forschung. In diesem Bereich bietet R eine große Anzahl an fer-
tigen und getesteten Methoden, welche in Paketsammlungen, zum Beispiel
in der Bioconductor-Paketsammlung, zu finden sind. Zu der Auswertung
von Restriktionsreaktionen, Transposoninsertionen und deren Lokalisation
wurde im ersten Teil dieser Arbeit R genutzt, um Programme zu entwickeln
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und eine Statistik zu erstellen. Diese sind in Programm-Pakete zusammen-
gefasst. Zudem können diese Pakete auch als Grundlage für weitere darauf
aufbauende Programme genutzt werden.
In der Programmiersprache R wird mit unterschiedlichen Dateiformate ge-
arbeitet, die biologische Daten beinhalten können.
• Fasta-Format; das Fasta-Format ist ein text-basiertes Format und kann
entweder Nukleotid- oder Peptid-Sequenzen im IUPAC-Code bein-
halten. Repräsentiert werden die Sequenzen durch einen single-letter-
code. Jeder Buchstabe steht für ein Nukleotid. Dieses Format ent-
stand aus dem Fasta-Software-Paket (Lipman and Pearson, 1985) und
ist mittlerweile zum Quasi-Standard geworden. Durch den einfachen
Aufbau des Fasta-Formates kann es leicht in andere Programme ein-
gebunden werden.
• Rd-Format; Rd-Dateien sind R-Dokumentations-Dateien. Innerhalb
der Programmiersprache R können Objekte abgespeichert werden. Die-
se werden in einer einfachen Struktur in Rd-Formaten abgespeichert.
Dateien können innerhalb von R einfach eingebunden werden. Außer-
halb von R kann die Rd-Datei durch Umformatierung in zum Beispiel
Latex, HTML oder Text-Dateien genutzt werden.
• gbk-Format; ist ein flatfile-Format aus der Genbank (siehe Tabelle
2.1), welches für DNA-Sequenzen genutzt wird. Flatfiles sind ein-
fach strukturierte Textdateien. Jede Zeile dieser Datei erhält mindes-
tens einen Eintrag, wobei mehrere Einträge mit einem Trennzeichen
getrennt sind. Dateien des gbk-Formats sind Textdateien und besit-
zen eine feste Breite der Absätze. Sie enthalten nicht nur die DNA-
Sequenzen eines Bakteriums, sondern auch Information über Gene
und Proteine, deren Form, Länge oder Erst-Entdeckung. Am Ende der
Datei ist immer ein doppelter Schrägstrich.
18 2.6. Genregulation
Um Informationen zu einem Genom aus einer gbk-Datei in R einzu-
lesen, wurde innerhalb der Computational Microbiology-Gruppe am
Institut für Mikrobiologie der TU-Braunschweig ein R-Paket mit dem
Namen gparser entwickelt. Das gparser-Programm ermöglicht direk-
tes Zugreifen auf die DNA-Sequenz innerhalb einer Fasta-Datei.
2.6. Genregulation
Die Steuerung der Aktivität von Genen wird in der Biologie als Genregula-
tion bezeichnet. In eukaryotischen Vielzellern ist die Regulation von Genen
zum Beispiel notwendig, um eine Differenzierung einzelner Zellgruppen zu
gewährleisten. Viele Einzeller, zum Beispiel Bakterien, leben unter sich ste-
tig ändernden Umgebungsbedingungen. Gene müssen je nach Umgebung
unterschiedlich stark exprimiert oder ganz aus-, bzw. angeschaltet werden.
Dies kann durch die Genregulation beeinflusst werden.
Die Genregulation ist essentiell für Viren, Prokaryoten und Eukaryoten und
zeigt eine große Bandbreite an Mechanismen. Zum Beispiel kann über die
Modifikation der DNA, die Transkription, die Translation (Osterman et al.,
2013), posttranlational, über den RNA-Transport oder den Abbau der mR-
NA regulatorisch eingegriffen werden. Innerhalb dieser Arbeit wird aus-
schließlich die transkriptionale Genregulation innerhalb Prokaryoten genau-
er betrachtet.
Transkriptionsregulation wird über spezielle DNA-Bindeproteine, den so-
genannten Transkriptionsfaktoren, gesteuert. Diese Transkriptionsfaktoren
binden an DNA-Bindestellen und regulieren so die Aktivität der RNA-Poly-
merase.
• Repressoren binden in der Nähe von oder direkt auf der Promotorre-
gion (Operator) eines Gens. Repressoren verringern die Aktivität der
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Genexpression oder verhindern diese ganz.
• Aktivatoren verbessern dieWechselwirkung zwischen der RNA-Poly-
merase und dem passendem Promotor. Es entsteht eine Förderung
oder Aktivierung der Genexpression. Die meisten Regionen, an die
die Aktivatoren binden, befinden sich in der Nähe der Promotorregi-
on.
• Allgemeine Transkriptionsfaktoren (im Englischem: basal transcrip-
tional factors) positionieren die RNA-Polymerase zu Beginn einer Pro-
tein-kodierenden Sequenz, wodurch die Expression der Gene starten
kann.
• Spezifische Faktoren können die charakteristischen Eigenschaften
der RNA-Polymerase verändern, wodurch an eine Reihe von Promo-
toren besser oder schlechter gebunden werden kann.
Innerhalb von Prokaryoten können Gene über Operons gesteuert werden.
Operons bestehen aus einer DNA Sequenz, die in vier Abschnitte unterteilt
wird (siehe Abbildung 2.1). Der Promotor ist (in 5’-3’-Richtung) der erste
Teil des Operons und beinhaltet eine Bindestelle für die RNA-Polymerase
und Bindestellen für Regulatoren, welche Aktivatoren oder Repressoren sein
können. Diese kontrollieren die Aktivität der RNA Polymerase. Die Bin-
dung dieser Regulatoren an den Promotor geschieht mit einer Rate, welche
in Abbildung 2.1 mit kPromotor bezeichnet wird. Aktivatoren binden meist
im oder vor dem Promotor. Der Operator befindet sich hinter dem Promo-
tor, an welchem Repressoren binden können. Dies geschieht mit einer Ra-
te von kOperator. Hinter dem Operator befinden sich die Strukturgene. Es
ist immer mindestens ein Strukturgen innerhalb eines Operons, ein Operon
kann aber auch mehr als ein Gen beinhalten. Der Terminator beendet die





Gen1 Gen2 Gen3 Gen45' 3'
Promotor Operator Strukturgene Terminator
Abbildung 2.1.: Aufbau eines prokaryotischen Operons
Ein Operon ist eine Transkriptionseinheit. In 5’-3’-Richtung wird der Pro-
motor (blau), der Operator (orange), die Strukturgene (grün) und der Termi-
nator (rot) dargestellt. An dem Promotor bindet die RNA-Polymerase und
mit einer Bindungsrate von kPromotor die Regulatoren. Innerhalb des Opera-
tors binden Repressoren mit einer Rate von kOperator. Die Strukturgene be-
finden sich hinter dem Operator. Der Terminator beendet die Transkription
des Operons.
Die Genregulation kann auch über mehrere Regulatoren, bzw. Transkrip-
tionsfaktoren vermittelt werden, welche zusammen ein genregulatorisches
Netzwerk bilden.
2.6.1. Genregulatorische Netzwerke
Um das Überleben unter immer wechselnden Bedingung zu sichern, ist es
für Bakterien notwendig, mit regulatorischen Netzwerken die Expression
von Genen zu steuern (Shen-Orr et al., 2002,Alon, 2007). Genregulatorische
Netzwerke beinhalten Regulatoren, Sensoren und Zielproteine, bzw. Zielge-
ne. Viele genregulatorischen Netzwerke werden zumeist durch Transkripti-
onsfaktoren gesteuert. Mittels Zwei-Komponenten-Systemen innerhalb von
genregulatorischen Netzwerken werden Signale durch eine Sensorkinase de-
tektiert. Danach werden die folgenden Gene mit einem Responsregulato-
ren gesteuert. Die Gene für die Sensorkinase und für den Responsregulator
befinden sich auf einem Operon. Durch diese Zwei-Komponenten-System
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können durch äußere Signale ganze Netzwerke gesteuert werden. Signale
können reprimierend oder aktivierend wirken und nicht nur externe physi-
kalische oder chemische Reize sein, sondern auch intern von der Zelle abge-
geben werden. Sie resultieren in Aktivierung oder Reprimierung von Genen
oder anderer Regulatoren.
Innerhalb von regulatorischen Netzwerken kann es zu Hoch- oder Runter-
regulierung oder sogar zur vollständigen An- und Abschaltung von Genen
kommen. Ein Netzwerkmotiv ist ein Teil-Ausschnitt eines regulatorischen
Netzwerkes. Es gibt verschiedene Aufbauten von regulatorischen Netzwerk-
motiven. Neben der Autoregulation (Alon, 2007) ist einer der simpelsten
Motive ein Signal, welches direkt die Expression eines Zielgens aktiviert
oder reprimiert. Je mehr Regulatoren in einem Netzwerkmotiv involviert
sind, desto komplizierter werden die Motive. Netzwerkmotive mit drei Ge-
nen, mit den Genen x, y und z (siehe Abbildung 2.2) sind sehr weit ver-
breitet. Drei Gen-Motiv-Netzwerke können in Untergruppen eingeteilt wer-
den.
• Eine einfache UND-Schleife. Dabei aktivieren bzw. reprimieren zwei
Regulatoren zusammen ein Zielgen (Alon, 2007). Das ist drgestellt in
Abbildung 2.2 (a).
• Die Vorwärtskopplung (engl. feedforward Loop, FFL) besteht aus ei-
ner direkten und einer indirekten Regulation. Die Regulationen kön-
nen aktivierend, wie auch reprimierend sein. Der erste Regulator steu-
ert nicht nur die Produktion der Zielgene, sondern auch die Produktion
des zweiten Regulators. Eine vollständig positive FFL, die sogenann-
te Typ-1 kohärente FFL, kommt in hunderten von Genregulationen in
Escherichia coli, Saccharomyces cerevisiae oder anderen Organismen
vor (Alon, 2007). Zum Beispiel befinden sich diese Netzwerke in der
Regulation der Zuckernutzung in E. coli (Mangan et al., 2003,Man-
gan et al., 2006, Görke and Stülke, 2008), der Flagellen Expression
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Abbildung 2.2.: Drei-Gen-Netzwerkmotive in der Genregulation
Drei verschiedene Regulationensmotive mit je 3 Genen (x, y und z) und zwei
von außen kommenden Signalen (sx und sy). Alle Regulationen innerhalb
eines Motivs können Aktivierungen (+) oder Reprimierungen (-) sein, ge-
kennzeichnet wurde dieses mit +/-. In Abbildung (a) befindet sich eine ein-
fache UND-Regulation. Hierbei steuern zwei Regulatoren (x, y) direkt ge-
meinsam ein Zielgen (z). Eine Feedforward-Schleife wird in Abbildung (b)
dargestellt. Zwei Regulatoren können in der FFL auf einem indirektem und
einem direktem Weg die Zielgene steuern. Der erste Regulator x beeinflusst
dabei auch noch die Produktion des zweiten Regulators y. In Abbildung (c)
wird die Feedback-Schleife dargestellt. Die Produktion des Zielgens (z) hat
eine Regulationsrückkopplung auf den ersten Regulator (x).
in Pseudomonas putida (Kalir et al., 2005) oder der Regulation der
Sporenbildung in Bacillus subtilis (Eichenberger et al., 2004). Auch
von Pseudomonas aeruginosa wird diese aktivierende FFL zur Steue-
rung der Nitratatmung genutzt, was im zweiten Abschnitt dieser Ar-
beit genauer erläutert wird. In Abbildung 2.2 (b) wird eine FFL mit
drei Genen dargestellt.
• Eine Rückkopplung (engl. feedback loop) kann ebenfalls sowohl eine
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aktivierende als auch reprimierende Steuerung sein. Sowohl negati-
ve Feedback-Schleife (NFL, engl. negative feedback loop) als auch
positive Feedback-Schleife (PFL, engl. positive feedback loop) kom-
men häufig in der Genregulation vor (Alon, 2007, Mitrophanov and
Groisman, 2008). Bereits in vielen Studien wurden Funktionen von
NFLs und PFLs beschrieben (Becskei et al., 2001,Hornung and Bar-
kai, 2008,Stekel and Jenkins, 2008). Eine negative Feedback-Schleife
(NFL) kann die gesamte Konzentration verringeren (Oehler et al.,
1990). Eine positive Feeback-Schleife kann ein bistabiles Verhalten
verursachen (Hasty et al., 2002). Dargestellt wird die FBL in Abbil-
dung 2.2 (c).
Regulatorische Netzwerke können mittels mathematischer Modelle genau-
er untersucht werden. Hierzu werden zumeist gewöhnliche Differentialglei-
chungen (engl. ordinary differential equations - ODEs) genutzt (siehe Kapi-
tel 2.7).
2.7. Modellierung von Genregulationen über
Differentialgleichungen
Mittels des Wissens über den Aufbau der genregulatorischen Netzwerke und
Reaktionsraten können Genregulationen durch Differentialgleichungssyste-
men modelliert werden. Reaktionskinetiken beschreiben die Geschwindig-
keiten von Reaktionen und die Reaktionsraten von chemischen Prozessen.
Substrate werden zu Produkten umgesetzt. Substrate und Produkte werden
als Reaktionsgrößen bezeichnet.
Die Reaktionsgeschwindigkeit einer Reaktionskinetik gibt an, wie viele Teil-
chen pro Zeit umgesetzt werden. Die Geschwindigkeit kann sowohl von äu-
ßeren Bedingungen abhängen, wie zum Beispiel Sauerstoffkonzentration,
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Temperatur, Salzgehalt, pH-Wert, etc., als auch von der Stoffmenge selbst.
Je mehr Teilchen vorliegen, desto mehr Teilchen können auch umgesetzt
werden. In Zellen werden chemische Reaktionen meist durch Enzyme kata-
lysiert.
Definition 1. Eine Gleichung
y = f (x,y,y′,y′′, . . . ,yn),
welche die Funktion y = y(x) und dessen Ableitung bis zur n-ten Ordnung
enthält, heißt gewöhnliche Differentialgleichung n-ter Ordnung.
Die Funktion y = y(x) ist dann die Lösung der gewöhnlichen Differenti-
algleichung, wenn sie die gewöhnliche Differentialgleichung mit all ihren
Ableitungen erfüllt. Hierbei ist zwischen der allgemeinen Lösung und der
expliziten Lösung zu unterscheiden. Die explizite Lösung lässt sich dabei
durch Anfangs- und Randbedingungen analytisch oder numerisch berech-
nen.
Innerhalb von gewöhnlichen Differentialgleichungen treten Ableitungen der
gesuchten Funktion nur nach genau einer Variable auf. Hängt die gesuchte
Funktion von mehreren Variablen ab und treten Ableitungen nach verschie-
denen Variablen auf, so spricht man von partiellen Differentialgleichungen.
Innerhalb dieser Arbeit werden nur gewöhnliche Differentialgleichungen ge-
nutzt.
Die Konzentration jedes in die Reaktion involvierten Stoffes wird angege-
ben durch xi mit i ∈ {1, . . . ,n} und n der Anzahl an allen Komponenten. Die
Funktion fi bildet den Zustand des Systems der Stoffe {x1, , . . . , xn} auf die
Veränderung von xi ab. Die Veränderung
x˙i = fi(x1, . . . , xn), ∀i ∈ {1,2, . . . ,n}
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wird für jeden Stoff xi angeben, wobei fi durch die Reaktionsraten ermit-
telt werden kann. Diese Raten können auch von anderen Stoffen abhängig
sein. Auch regulatorische Netzwerke lassen sich über Reaktionskinetiken
und Differentialgleichungsmodelle untersuchen.
Das mathematische Modell eines Regulations-Netzwerkes kann zum Bei-
spiel mit Hilfe von Kinetiken oder der Hill-Funktion erstellt werden.
Die Michaelis-Menten-Kinetik (nach Maud Menten3 und Leonor Michae-
lis4) beschreibt auf einfache Art die Reaktion von Enzymen durch die Re-
aktionsrate




in Abhängigkeit des Substrates S , der maximalen Reaktionsrate Vmax und
der Michaelis-Menten-Konstante Km(Deichmann et al., 2014). Michaelis-
Menten-Konstante ist die Konzentration des Substrats S bei der die Produk-
tionsrate halbmaximal ist.
Ist die Bindung eines neuen Liganden, bzw. Substrat an ein zentrales Mo-
lekül abhängig davon, wie viele bereits gebunden sind, so spricht man von
dem Phänomen der Kooperativität. Der Hill-Koeffizient h, nach Archibald
Vivian Hill5, gibt die Stärke der Kooperativitäten an. Zumeist wird der Ein-
fachheit halber ein natürlicher Hill-Koeffizient, h ∈N, genutzt. Ist h = 1 liegt
keine Kooperativität vor, die Stärke der Bindung der Liganden ist unabhän-
gig voneinander. Der Hill-Koeffizient steigt mit größer werdener Koopera-
tivität. Die Hill-Funktion zeigt einen ähnlichen Aufbau wie die Michaelis-
3Menten - b16.Januar 1875, d8.Oktober 1949
4Michaelis - b20.März 1879, d26.Juli 1960
5Hill - b26. September 1886, d3. Juni 1977
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der Anteil an Bindestellen mit gebundenem Liganden, bzw. Substrat. Die
Bindekonstante Kb ist die Konzentration bei halber maximaler Reaktionsrate
und S die Menge an freiem Substrat.
2.8. Ziel der Arbeit
In dieser Arbeit sollen experimentelle Beobachtungen durch biomathemati-
schen Modellierungen und bioinformatischen Analysen verifiziert und wenn
möglich Aussagen verfeinert werden. Diese sollen mittels erneuter Expe-
rimente bestätigt werden. Innerhalb von drei Themengebiete werden Mo-
dell und Analysen aufbauend auf mikrobiologischen Beobachtungen aufge-
stellt. Ein Teil befindet sich innerhalb der Bioinformatik. Zwei Themenge-
biete befinden sich in der mathematischen Modellierung von Genregulatio-
nen.
Innerhalb des ersten Teils wird in Eigenarbeit ein Algorithmus entwickelt
und implementiert, welcher Transposoninsertionen in bakteriellen Geno-
men mit geringem Aufwand lokalisieren kann. Der Algorithmus, InFiRe ge-
nannt, basiert auf der eindeutigen Verteilung von Restriktionsenzymschnit-
ten. Mittels InFiRe sollen innerhalb der Transposoninsertionssuche lang-
wierige Sequenzierungsarbeiten entbehrlich gemacht werden. Der Transpo-
soninsertion können durch Beobachtungen des Southern-Blot-Hybridisie-
rung nach Restriktionsverdau mehrere mögliche Lokalisationen zugeordnet
werden. Durch den InFiRe-Algorithmus soll die Anzahl der möglichen Posi-
tionen reduziert, daher die Beobachtung verfeinert werden. Sequenzierung
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kann das Ergebnis bestätigen. Die Lokalisierung von Transposoninsertio-
nen kann die Charakterisierung von Genen unterstützen. Der Algorithmus
kann als Grundlage für ein Hochdurchsatzverfahren innerhalb der Geno-
mik dienen. InFiRe soll eine kostengünstige und zeitsparende Alternati-
ve zu bereits vorhanden Verfahren der Transposoninsertionssuche darstel-
len.
Im zweiten und dritten Teil werden Beobachtungen der Genregulationen
innerhalb von Bakterien modelliert und analysiert. Aufbauend auf experi-
mentellen Daten werden zwei Regulationssysteme mittels mathematischer
Modellen untersucht.
In Teil 2 soll ein Regulationsmotiv innerhalb von Pseudomonas aeruginosa
beobachtet werden. P. aeruginosa kann sowohl mit, wie auch ohne Sauer-
stoff überleben. Mittels eines Regulationsnetzwerkes passt sich das Bakteri-
um der jeweiligen Umwelt an. In diesem Regulationssystem kann man ein
weitverbreitetes Regulationsmotiv beobachten, die sogenannte Feedforward-
Schleife (FFL). Diese liegt hier jedoch mit einer Spezialisierung, nämlich ei-
ner dauerhaften basalen Expression eines Regulators, vor. Diese dauerhafte
Exprimierung des Regulator-Gens kostet das Bakterium Energie, bereitet es
jedoch besser auf Umweltwechsel vor. Durch eine Modellierung der Regu-
lation mittels eines Differentialgleichungssystems wird eine Nutzenbilanz-
Optimierung durchgeführt und bestimmt, welchen Vorteil diese basale Ex-
pression für das Bakterium hat und unter welchen Umweltbedingungen sie
vorteilhaft ist.
Der globale Virulenzregulator von Yersinia pseudotuberculosis, RovA, wird
ebenfalls mittels eines Regulationsmotives gesteuert. Dieses Motiv beinhal-
tet eine reprimierende und eine aktivierende Feedback-Schleife. Es wurde
beobachtet, dass die Produktion von RovA eine temperaturabhängige Bista-
bilität aufweist. Innerhalb des dritten Teils dieser Arbeit soll die Regulation
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der Infektion von Y. pseudotuberculosis mittels Differentialgleichung ana-
lysiert werden, wobei die Werte der Parameter direkt aus experimentellen
Daten bezogen werden sollen. Die zentrale Fragestellung dieses Teils der
Arbeit ist die, wie sich Veränderungen des Modells auf die Bistabilität aus-
wirken und wie robust das System ist.
Teil I.






Eine etablierte Methode in der funktionellen Genomik ist die Transposon-
mutagenese. Transposons sind mobile genetische Elemente, die zufällig in
einem Zielgenom inserieren und dort Gene inaktivieren können. Dabei hin-
terlassen sie eine eindeutige Sequenz-Signatur. Der limitierende Schritt des
Verfahrens ist die Lokalisierung der Transposonsignatur innerhalb eines Ge-
noms. Bereits entwickelte Methoden sind meist sehr zeit- und kosteninten-
siv. Der im Rahmen dieser Arbeit entwickelte Algorithmus und die dazuge-
hörige Software InFiRe, Insertion Finder via Restriction digestion, ist eine
Computerunterstützte Alternative zu den bisherigen Methoden für das Orten
von Transposoninsertion bei sequenzierten bakteriellen Genomen.
Die in Eigenarbeit geschriebene InFiRe-Software basiert auf der Analyse
der Verteilung der Fragmentlängen nach einem Restriktionsverdau der bak-
teriellen DNA mittels verschiedener Restriktionsenzyme (Shevchuk et al.,
2012). Über eine Southern-Blot-Hybridisierung mit einer Transposon spe-
zifischen Sonde kann die Länge des Fragments mit Transposoninsertion er-
mittelt werden. Der beobachteten Größe des Fragments können mehrere Po-
sitionen innerhalb des Genoms zugeordnet werden. Durch wiederholte Re-
striktionsverdaue und mittels InFiRe kann die Anzahl an möglichen Frag-
mentpositionen reduziert werden.
Mittels einer mini-Tn10 Mutationsbibliothek von Legionella pneumophila
Corby (Shevchuk et al., 2009) wurde die Funktionalität von InFiRe verifi-
32 3.1. Transposon
ziert. Das Programm ist sowohl auf einer Webseite 1 ausführbar als auch als
R-Paket 2 verfügbar.
3.1. Transposon
Transposons wurden zum ersten mal 1948 von BarbaraMcClintock (b16. Ju-
ni 1902, d2. September 1992) während ihrer Forschung am Mais entdeckt
(McClintock, 1950,McClintock, 1953).
Transposons sind mobile genetische Elemente, die aus DNA oder RNA be-
stehen. Sie können zufällig in ein Genom von Viren, Prokaryoten oder Eu-
karyoten inserieren (Hayes, 2003,Largaespada, 2009,Vilen et al., 2003,Yer-
geau and Mead, 2009). Transposons haben auch die Möglichkeit, innerhalb
eines Genoms ihre Position zu verändern und nicht nur auf Chromosomen,
sondern auch auf Plasmide zu springen (Clewell, 1981). Transposoninsertio-
nen können Gene inaktivieren und haben somit auch evolutionär und inner-
halb der Forschung eine große Bedeutung (Clewell, 1981).
3.1.1. Transposon-Klassen
Transposons werden in zwei Klassen unterteilt (Wicker et al., 2007). Trans-
posons der Klasse 1 werden kopiert und die Kopie wird andernorts inseriert,
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Klasse 1
Die Transposons der Klasse 1 werden auch Retrotransposons genannt (San-
miguel and Bennetzen, 1998). Die DNA der Retrotransposons wird zunächst
zu RNA und dann in zurück zu cDNA durch eine im Transposon meist ent-
haltene reverse Transkriptase transkribiert. Die cDNA, welche der DNA des
Transposons entspricht, wird dann in das Genom an einer neuen Position
inseriert.
Klasse 2
Transposons der Klasse 2 werden als DNA-Transposon bezeichnet. Die DNA
der Transposons wird mittels des Transposase-Enzyms aus dem Genom ge-
schnitten und an einem neuen Ort eingefügt. Eine DNA-Polymerase schließt
die Lücken und eine DNA-Ligase fügt das Transposon an einem neuen Ort
ein.
3.1.2. Transposon-Mutagenese
Die Möglichkeit, mit DNA-Transposons Gene ausschalten zu können, wird
Transposon-Mutagenese genannt. Sie ist eine fundamentale Möglichkeit zur
Erforschung von Genfunktionen. Es gibt viele Methoden und neue Techni-
ken, welche die traditionellen Transposon-Mutagenese erweitern. Diese sind
zum Beispiel
• Signatur Ziel-Mutagenese (Hensel et al., 1995),
• Transposon vermittelte differentiale Hybridisierung (Chaudhuri et al.,
2009),
• Genetisches Footprinting (Smith et al., 1995) oder
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• Gene-Expression Analyse (Judson and Mekalanos, 2000, Opperman
et al., 2003).
Der schwierigste, aber zugleich essentielle Teil dieser Methoden ist die am
Anfang stehende Lokalisierung der Transposoninsertionsstellen. Bisherige
Methoden zur Lokalisierung der Transposoninsertionen sind zum Beispiel
Vectorette PCR (Arnold and Hodgson, 1991), inverse PCR (Ochman et al.,
1988) oder Single-primer PCR (Ma et al., 2011). Hierbei ist die Single-
primer PCR eine Methode, die ein schnelles Identifizieren der Insertions-
stelle erlaubt. Grundvoraussetzung für diese Methode sind jedoch optimale
Amplifikationsbedingungen.
3.2. Restriktionsenzyme
Zum ersten Mal kam der Begriff des Restriktionsenzyms in den 1950er Jah-
ren im Zusammenhang mit einer Studie über den λ-Phagen auf (Luria and
Human, 1952). Restriktionsenzyme sind Enzyme, welche in DNA schneiden
können (Bickle, 2004). Dabei hat jedes Restriktionsenzym vom Typ II (siehe
Tabelle 3.1) eine eindeutige Basenreihenfolge, bei der das Enzym schneidet,
die sogenannte Erkennungssequenz. In der Natur treten Restriktionsenzyme
zumeist bei Bakterien oder Archaeen auf, die diese zur Phagenabwehr nut-
zen. In der Forschung werden Restriktionsenzyme genutzt, um DNA an be-
stimmten Stellen zu schneiden, zum Beispiel, um Vektoren zu linearisieren
oder um Teile des Genoms zu entfernen.
Restriktionsenzyme teilen sich in 4 verschiedene Klassen auf (Bickle and
Krüger, 1993). Diese werden in Tabelle 3.1 gezeigt.
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Tabelle 3.1.: Typen von Restriktionsenzyme
Es gibt insgesamt vier unterschiedliche Typen an Restriktionsenzyme.
Typ schneidet
Typ I zufällig, weit weg von Erkennungssequenz, benötigt ATP
Typ II in der Nähe oder innerhalb Erkennungssequenz
Typ III ∼ 25 Bp entfernt von Erkennungssequenz, benötigt ATP
Typ IV methylierte, hydroxymethylierte, etc. DNA
Zumeist werden innerhalb der Forschung Restriktionsenzyme des Typs II
genutzt, da die Erkennungssequenzen exakt definiert sind (Pingoud et al.,
2005). Innerhalb der Typ II Restriktionsenzyme wird durch die Schnittart
unterscheiden (siehe Abbildung 3.1). Es gibt zwei verschiedene Arten. Das
Restriktionsenzym vom Typ II kann so genannte klebrige Enden, sticky ends
genannt, oder glatte Enden, blunt ends genannt, produzieren (Goodsell, 2002).
Restriktionsenzyme, die glatte Enden produzieren, schneiden die beiden
DNA-Stränge an exakt der gleichen Stelle. So gibt es keine Überhänge der
einzelnen DNA-Stränge. Bei klebrigen Enden werden die DNA-Stränge mit
vier Basen versetzt geschnitten. Beide Seiten des Schnittes haben einen
Strang mit vier Basen Überhang. Die DNA-Enden mit klebrigen Enden kön-
nen schneller ligieren, da die überlappenden DNA-Stränge miteinander hy-
bridisieren können.
Abbildung 3.1.: Schnittarten von Restriktionsenzymen
Gezeigt werden zwei verschiedene Möglichkeiten von Restrikitionsenzy-
men in DNA zu schneiden. Der blaue Strich deutet an, wo geschnitten wird.
In (a) werden so genannte ’sticky ends’, also klebrige Enden, von dem Re-
striktionsenzym produziert. In (b) befindet sich ein Beispiel für ’blunt ends’,
also glatte Enden.
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Häufig besteht die Erkennungssequenz von Restriktionsenzymen des Typs
II aus Palindromen mit vier, sechs oder acht Basen (Pingoud et al., 2005).
Je länger die Erkennungssequenz ist, desto seltener schneiden die Restrikti-
onsenzyme und hat somit Einfluss auf die Fragmentlängenverteilung (siehe
Kapitel 4.1).
3.3. Southern Blot
Auf der Methode der Agarose-Gelelektrophorese aufbauend entwickelte im
Jahre 1975 Edwin Southern (b7.Juni 1938) eine Methode zur Untersuchung
von DNA-Fragmenten. DieseMethode wird Southern Blot genannt (Southern,
1975,Southern, 2006).
Bei einem Southern Blot wird zunächst die zu untersuchende DNA mittels
Restriktionsenzymen (siehe Kapitel 3.2) in Fragmente geschnitten und in
einer Gelelektrophorese der Länge nach getrennt und durch Alkalien de-
naturiert. Diese nun als Einzelstränge vorliegende DNA wird zumeist auf
Nylonmembranen übertragen und dort fixiert (Southern, 2006). Hybridisiert
man den zu suchende Sequenz auf der DNA mit einer markierten Sonde,
kann der Abschnitt detektiert werden.
4. Aufbau und Methoden des
InFiRe-Algorithmus
Mit dem Ziel, die Effizienz von Transposon-Mutagenese-Experimenten in
bakteriellen Genomen zu erhöhen, wurde der in Eigenarbeit programmier-
te Algorithmus InFiRe entwickelt. Der Algorithmus ermittelt aus der indi-
viduellen Verteilung von Restriktionsenzym-Schnitten über eine Southern-
Blot-Hybridisierung (Kapitel 3.3) die Transposoninsertions-Stelle. Der Al-
gorithmus ist in zwei in R programmierten Paketen aufgeteilt, welche Di-
gestion und InFiRe genannt werden. Die Anzahl der benötigten Restrik-
tionsreaktionen kann mit zwei eigens etablierten Statistiken ermittelt wer-
den.
Eine Grundvoraussetzung für den InFiRe-Algorithmus und der dazugehöri-
gen Software ist die Fragmentlängenverteilung nach einer Restriktionsreak-
tion. Die Verteilung der Fragmentlängen kann mit der Genomsequenz eines
Bakteriums und die Erkennungssequenz der Restriktionsenzyme ermittelt
werden. Bakterielle Genomsequenzen sind unter anderem auf der Webseite
des NCBI (siehe Kapitel 2.2.1) verfügbar. Damit lässt sich ein Algorith-




Nach einem Restriktionsverdau einer bakteriellen DNA entstehen durch-
schnittlich S kleineren DNA-Fragmente, dessen Fragmentlänge mit x und
die durchschnittliche Fragmentlänge mit m bezeichnet wird. Innerhalb der
bakteriellen DNA kommen vier verschiedene Nukleinbasen (p= 4) vor. Die-
se werden mit dem IUPAC-Code abgekürzt, Adenin (A), Guanin (G), Cy-
tosin (C) und Thymin (T ) (Nomenclature, 1970). Es wird angenommen,
dass alle Nukleinbasen gleichhäufig und zufällig innerhalb eines Genoms
vorkommen. Die Fragmentlängen haben eine näherungsweise exponentielle
Verteilung (Grenet and Robelin, 1988) (siehe Abbildung 4.1 (a) + (b)). Nur


















































(a)                                                     (b)
Abbildung 4.1.: Exponentialverteilung der Fragmentlängen nach ei-
nem Restriktionsverdau und theoretische Exponential Verteilung
(a) Häufigkeitsverteilung der Fragmentlängen nach einer Restriktionsreakti-
on. Hier wurde Legionella pneumophila Corby mit dem Restriktionsenzym
EcoRI geschnitten.
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Die durchschnittliche Fragmentlänge m kann mittels der Länge der Erken-
nungssequenz ℓ des Restriktionsenzyms und der Anzahl an unterschiedli-
chen Basen p berechnet werden.
Satz 1. Die durchschnittliche Fragmentlänge m wird mit
m = pℓ (4.1)
berechnet.
Mit der Länge der Genomsequenz eines Bakteriums n und der durchschnitt-







Je größer eine Fragmentlänge x ist, desto kleiner ist die Anzahl an Fragmen-
te mit dieser Länge. Der Zusammenhang der Fragmentlänge und der Anzahl
an Fragmenten ist durch eine exponentielle Verteilung gegeben.
Satz 2. Die theoretische Dichtefunktion P1 von Fragmentlängen hängt von







unter der Voraussetzung zufällig verteilter Basenpaare.
Beweis 1. Die theoretische Dichtefunktion der Fragmentlängen ist die Dich-
te einer Exponentialverteilung mit einer Ereignisrate von 1
λ
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Beispiel 1. Eine DNA-Sequenz besteht aus einem Code mit vier verschiede-
nen Nukleinbasen, p = 4. Es wird angenommen, dass die vier Basen gleich
häufig im Genom vorkommen. Das Restriktionsenzym EcoRI hat eine Base-
nerkennungssequenz mit einer Länge von sechs Nukleinbasen (ℓ = 6). Die
durchschnittliche Fragmentlänge (m) ist somit bei diesem Beispiel








der Fragmentlängen wird in Abbilung refpic:theoVerteilungInFiRe1 (b) dar-
gestellt. Das bakterielle Genom von Legionella pneumophila Corby hat n =
3576470 Basenpaare. Die durchschnittliche Anzahl an Schnitten von Legio-








4.2. Fragmentsuche in bakterieller DNA nach
einem Restriktionsverdau
Das Genom kann als Basensequenz-Folge betrachtet werden. Die Basensequenz-
Folge wird mit
z = (zh)
bezeichnet und ist eine Folge der vier Basen, zh ∈ {A,T,G,C}mit h ∈ {1, . . . ,n}
und n der Länge der Sequenz. Die Restriktionsenzyme des Typs II schnei-
den bei einer bestimmten Basenfolge in der DNA (siehe Kapitel 3.2). Diese
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Basenfolge ist die Erkennungssequenz
zR = (zh)
R
mit h ∈ {1, . . . , ℓ}, ℓ der Länge der Erkennungssequenz und R dem passen-
dem Restriktionsenzym.
Ein Genoms unterteilt sich nach einem Restriktionsverdau in S neue kleine-
re Fragmente, welche mit zs bezeichnet werden, wobei s ∈ {1, . . . ,S }. Jedes
Fragment zs kann innerhalb des Genoms z = (zh) lokalisiert werden und hat
eine dazugehörige Fragmentlänge x ∈ X, mit X der Menge aller möglichen
Fragmentlängen und einer durchschnittlichen Fragmentlänge von m (siehe
Kapitel 4.1). Es ist eine Zuordnung von dem Fragment zu dessen Länge
L(zs)= x möglich. Die Umkehrfunktion
L−1 : X→ M, mit zs ∈ M (4.4)
kann pro Fragmentlänge xmehrere Fragmente zs zuordnen, mit s⊂ {1, . . . ,S }.
Die Fragmente zs innerhalb der Menge M sind ebenfalls Folgen von Basen-
paaren mit zs = (zh)s mit zh ∈ {A,T,G,C} mit h ∈ {1, . . . , x} und s dem
dazugehörigen Fragment.
Ist die exakte Genomsequenz eines Bakteriums bekannt, so können die Schnitt-
stellen einer Restriktionsendonuklease exakt bestimmt und somit auch die
exakte Längenverteilung ermittelt werden. Durch L−1 kann eine Menge an
Fragmenten zs ∈ M mit bekannter Stelle im Genom zu der Fragmentlänge
x zugeordnet werden (siehe Gleichung (4.4)).
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Abbildung 4.2.: Häufigkeitsverteilung der Fragmentlängen nach einem
Restriktionsverdau mit Fragment-Suche.
Hier wird ein Verdau dargestellt von Legionella pneumophilaCorby mit dem
Restriktionsenzym EcoRI. Wird ein Fragment mit einer Länge von 5000 bp
gesucht, so kommen alle Fragmente auf dem Intervall von [4000,6000] bp in
Frage. Diese Fragmente werden hier in rot markiert. Jedem dieser Fragmente
kann ein Ort im Genom zugeordnet werden. Alle rot markierten Fragmente
können der Menge M¯ zugeordnet werden.
Die Fragmentlänge x ist nur ungefähr über eine Southern-Blot-Hybridisie-
rung bestimmbar. Es tritt eine Ableseungenauigkeit a auf. Allen Fragmen-
ten, die eine Fragmentlänge auf dem Intervall [x−a · x, x+a · x] haben, kön-
nen das gesuchte Fragment sein und werden somit der Menge der möglichen






In Abbildung 4.2 wird ein Verdau von Legionella pneumophila Corby mit
dem Restriktionsenzym EcoRI gezeigt. Wird ein Fragment gesucht, welches
die Länge von x = 5000 bp haben soll und eine Ableseungenauigkeit von
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a = 0.2 vorliegt, kommen alle Fragmente auf dem Intervall [x− a · x, x+ a ·
x] = [5000−0.2 ·5000,5000+0.2 ·5000] = [4000,6000] bp in Frage. Dieses
Intervall ist in der Abbildung 4.2 rot markiert. Man kann diesem Intervall
der Fragmentlänge nun direkt Fragmente innerhalb des Genoms und dessen
Position zuordnen.
4.3. InFiRe-Algorithmus
Wird eine Transposoninsertion innerhalb des Genoms gesucht, kann nach
einem Restriktionsverdau die Fragmentlänge x des Fragments auf dem sich
die Transposoninsertion befindet mittels Southern-Blot-Hybridisierung be-
stimmt werden. Allen Fragmenten mit der abgelesene Fragmentlänge x mit
einer Ableseungenauigkeit a wird Positionen innerhalb des bakteriellen Ge-
noms zugeordnet. Alle möglichen Positionen befinden sich in der Menge M¯
(siehe Kapitel 4.2).
Gegeben sind Restriktionsverdaue, mit j ∈ {1, . . . , i} und i der Gesamtanzahl
der Verdaue. Bei jedem Verdau kann der Transposoninsertion eine Men-
ge M¯ j an möglichen Positionen innerhalb des Genoms zugeordnet werden.
Das Fragment mit Transposoninsertion befindet ist in allen M¯ j. Nach jedem





aller Mengen der möglichen Positionen reduziert werden.
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Abbildung 4.3.: Beispiel der Fragmentüberlagerungen.
Drei Restriktionsverdaue (a-c) mit jeweils drei unterschiedlichen Enzymen
i = 3 werden durchgeführt. Der Kreis symbolisiert die bakterielle DNA
z = (zh). Schritt (a) zeigt in Punkt 1. die DNA, welche mit dem ersten Re-
striktionsenzym j = 1 geschnitten wird. Die roten markierten Fragmente in
2. besitzen ungefähr die zu suchende Länge x1 und befinden sich somit
in der Menge M¯1. 3. zeigt die möglichen Stellen der Transposoninsertion⋂
j∈{1} M¯ j. Das grüne Restriktionsenzym j = 2 schneidet die DNA im 1.
Punkt des Schritts (b). Die DNA-Abschnitte M¯2 mit richtiger Länge x2 wer-
den in 2. Punkt in grün markiert. Nur bei Überlagerung
⋂
j∈{1,2} M¯ j von rot
und grün (3.) kann den Abschnitt der DNA das Transposon beinhalten. In
Schritt (c) 1. werden in gelb Schnitte der dritten Restriktionsreaktion j = 3
gezeigt. Die möglichen Fragmente M¯3 mit der richtigen Länge x3 werden in
Punkt 2. mit gelb markiert. Nur ein mögliches Fragment
⋂
j∈{1,2,3} M¯ j, auf
dem das Transposon inseriert sein kann, bleibt im 3. Punkt über.
Mit dieser Fragmentüberlagerungen kann sich die Anzahl möglicher Frag-
mentposition mit Transposoninsertion minimieren. Es werden so viele Re-




M¯ j = 1
ist. Im Idealfall kann sie auf eins reduziert werden. Ist die Anzahl der mög-
lichen Fragmente
⋂
j∈{1,...,i} M¯ j = 1, so konnte das Transposon innerhalb des
Genoms kartiert werden. Dieses ist genauer veranschaulicht in Abbildung 4.3.
Innerhalb des InFiRe-Algorithmus wird ebenfalls die Übereinstimmung







mit der gemessenen Fragmentlängen x und der kalkulierten Fragmentlängen
Fk berechnet. Diese kann nach dem InFiRe-Algorithmus bestimmt werden
und wird in Prozent angegeben. Die Übereinstimmung U zeigt, wie genau
die Fragmentlängen von dem Southern-Blot abgelesen wurden. Ist die Ab-




Der InFiRe-Algorithmus basiert auf der Individualität und Reproduzierbar-
keit der Restriktionsfragment-Verteilung. Werden mehrere Restriktionsre-
aktionen mit unterschiedlichen Restriktionsenzymen durchgeführt, wird die
Position des Transposons innerhalb eines Genoms kartiert. Der Ablauf der
Strategie wird in Abbildung 4.4 dargestellt.
a) Das zu untersuchende bakterielle Genom z= (zh) wird mit einem Trans-
poson mutiert. Die Position des Transposons ist nach der Mutation






Abbildung 4.4.: Arbeitsablauf zur Detektion von Transposoninsertions-
Stellen mittels des Programms InFiRe (a) Eine Transposonmutation
wird mit dem zu untersuchenden bakteriellen Genom z = (zh) durchge-
führt. (b) Restriktionsreaktionen mit i unterschiedlichen Restriktionsenzy-
men hydrolysieren die bakterielle DNA. (c) Die Länge x der Fragmente mit
Transposon von jeder Restriktionsreaktion wird durch eine Southern-Blot-
Hybridisierung ermittelt. (d + e) Diese Längen lassen eine Berechnung mit-
tels des InFiRe-Programmes der Insertionstelle zu.
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nicht bekannt. Voraussetzung für den InFiRe-Algorithmus ist die Kennt-
nis sowohl über die Sequenz des Genoms des Bakteriums als auch
über die Sequenz des Transposon. Es muss gewährleistet sein, dass
die benutzten Restriktionsenzyme nicht innerhalb des Transposons
schneiden, da sonst eine differierende Fragmentlängenverteilung ent-
steht.
b) Nach der Transposonmutation wird mit der genomischen DNA mehr-
mals Restriktionverdaue mit i unterschiedlichen Enzymen durchge-
führt. Die Anzahl an benötigten Restriktionsreaktionen kann durch die
in Eigenarbeit erstellten und in dem InFiRe-Paket enthaltenen Statis-
tiken berechnet werden (siehe Kapitel 5.1). Jedes Restrikionsenzym
hat eine andere Erkennungssequenz und schneidet daher an anderen
Stellen im Genom (siehe Kapitel 3.2). Da sich die Schnittstellen pro
Restriktionsreaktion unterscheiden, sind die Fragmente auf denen sich
das Transposon befindet nach jeder Restriktionsreaktion unterschied-
lich lang.
c) Die Länge der Fragmente x mit der Transposoninsertion wird mit ei-
ner Southern Blot-Hybridisierung (siehe Kapitel 3.3) und einer Trans-
poson-spezifischen Sonde bestimmt. Die Sonde hybridisiert mit dem
Transposon und markiert somit das gesuchte Fragment. Die Länge
dieses Fragments wird durch einen mitlaufenden Größenstandard ge-
schätzt, wodurch sich eine nur ungefähre Fragmentlänge bestimmen
lässt. Daher wird eine Ableseungenauigkeit a eingeführt. Diese liegt
bei ca. 20%.
d) + e) Mit der Länge des Fragmentes und die Verteilung der Fragmentlängen
kann die Insertionsposition des Transposon mittels der InFiRe-Soft-
ware kartiert werden (siehe Abbildung 4.3). Um die InFiRe-Software
nutzen zu können, werden die Daten der Restriktionsreaktionen benö-
tigt. Diese beinhalten die Sequenz des mutierten Genoms, die Restrik-
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tionsreaktionen mit Restriktionsenzymen und dazu passenden Längen
der Fragmente mit Transposon, die Ableseungenauigkeit, die Länge
des Transposons oder deren exakte Sequenz. Der Algorithmus ist in
Kapitel 4.3 erläutert.
Nach der Insertionsstellenbestimmung kann durch eine PCR diese Po-
sition bestätigt werden.
4.5. R-Pakete
Der InFiRe-Algorithmus wurde in Eigenarbeit in zwei R-Paketen mit Na-
men Digestion und InFiRe implementiert. Das Paket Digestion ermöglicht
virtuelle Restriktionsverdaue bekannter Genome. Das InFiRe-Paket bein-
haltet den vorgestellten Algorithmus. Die Pakete werden mit Anleitung auf
der Internetseite http://www.InFiRe.tu-bs.de/download zur Verfügung gestellt.
4.5.1. Digestion-Paket
Das in R erstellte Paket Digestion beinhaltet Methoden, welche im Zusam-
menhang mit Restriktionsreaktionen in bakteriellen Genomen stehen. Bei
Kenntnis über die Sequenz des Genoms bietet das Digestion-Paket Metho-
den an, welche das Genom virtuell zerschneiden und darstellen können.
Es sind mehrere Restriktionsenzyme pro Restriktionsreaktion, unterschied-
lich viele DNA-Sequenzen und mehrere Restriktionsreaktionen gleichzeitig
durchführbar.
Der Anwender hat für die Restriktionsreaktionen eine Auswahl an bekann-
ten Enzymen1. Es ist auch möglich, weitere noch nicht bekannte Restrikti-
onsenzyme hinzuzufügen. Die Fragmente können direkt angezeigt oder in
1http://rebase.neb.com/cgi-bin/asymmlist
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einem Histogramm geplottet werden.
4.5.2. InFiRe-Paket
Für den InFiRe-Algorithmus wird die Fragmentlängen-Verteilung zu jeder
Restriktionsreaktion als Grundvoraussetzung benötigt. Diese wird mit dem
Digestion-Paket berechnet. Ebenso werden die Längen der Fragmente mit
inseriertem Transposon, die Transposonlänge und die Ableseungenauigkeit
des Southern Blot benötigt.
Das Transposon inseriert in die DNA und verlängert damit das zu suchende
Fragment um seine eigene Länge. Die Länge des Fragments mit Transposon
wird durch Southern-Blot-Hybridisierung (siehe Kapitel 3.3) bestimmt. Mit
diesen Angaben kann der InFiRe-Algorithmus die Position des Transposon
und die Übereinstimmungsgenauigkeit U berechnen.
5. Ergebnisse und Diskussion
5.1. Statistik
Um festzustellen, wie viele Restriktionsreaktionen die InFiRe-Analyse be-
nötigt, wurden in Eigenarbeit zwei statistische Modelle entwickelt. Hier-
bei wird zwischen einer globalen und der expliziten Statistik unterschie-
den.
Das globale Modell berechnet die Anzahl an benötigten Restriktionsverdau i
basierend auf der Anzahl der Basenpaare des bakteriellen Genoms n und der
Länge der Erkennungssequenz der Restriktionsenzyme ℓ. Sie kann die benö-
tigte Anzahl an Verdauungen ohne genauere Kenntnis über Genomsequenz,
Transposonsequenz oder Restriktionsenzyme berechnen.
Das explizite Modell berechnet im Gegensatz zu der globalen Statistik an-
hand der exakten Genomsequenz z = (zh) und explizit angegebenen Erken-
nungssequenzen der Restriktionsenzyme zR = (zh)R die Anzahl der benötig-
ten Reaktionen.
Ein Vergleich der Modelle zeigt, dass beide zu annähernd gleichen Ergeb-
nissen kommen.
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5.1.1. Globale Statistik
Die globale Statistik berechnet die Anzahl an nötiger Verdauungen i, ohne
die exakte Genomsequenz oder die Erkennungssequenz der Restriktionsen-
zyme zu kennen. Sie benötigt nur die Sequenzlänge des bakteriellen Ge-
noms n, die Länge der Erkennungssequenz der Restriktionsenzyme ℓ und
die Ableseungenauigkeit a des Southern Blot. Daraus kann die theoretische
Dichtefunktion der Fragmentlängen mit und ohne Ableseungenauigkeit (P1
und P2) berechnet werden. Wie schon in Kapitel 4.2 dargestellt, wird da-
von ausgegangen, dass alle Nukleinbasen gleich häufig und zufällig-verteilt
innerhalb des Genoms vorkommen.
Die Fragmentlängen-Dichtefunktion P1 von jeder einzelnen Restriktionsre-
aktion i mit der vorgegebenen Länge der Erkennungssequenz der Restrik-
tionsenzyme ℓ muss für die theoretische Statistik berechnet werden. Der
Parameter x steht für die Fragmentgrößen. Die Dichtefunktion der Frag-
mentgrößen P1 kann durch Gleichung (4.3) berechnet werden, siehe Satz
2.
Die Verteilung P2 mit Ableseungenauigkeit wird mit der Dichtefunktion P1
berechnet. Für eine Fragmentgröße, welche auf dem Intervall [x− a · x, x+ a ·









, ∀x ≥ 0. (5.1)
Das Maximum von P2(x) ist die maximale mögliche Anzahl an in frage
kommender Fragmenten
b :=max(P2(x)) , ∀x ≥ 0 (5.2)
und wird mit der Fragmentlänge x, der Ableseungenauigkeit a und derWahr-
scheinlichkeitsverteilung P2 berechnet.
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Mit b kann die ungefähre Anzahl an erforderlichen Restriktionsreaktionen
i berechnet werden. Mit jeder Restriktionsreaktion verringert sich die An-
zahl z an möglichen Genompositionen der Insertion. Die Anzahl z ist invers
proportional zu der Anzahl der Restriktionsreaktionen. Mit jeder hinzukom-
menden Restriktion wird z neu berechnet, bis z ≤ 1. Um die Anzahl benötig-
ter Restriktionsreaktionen zu berechnen, benötigt man
• b, die maximale Anzahl an Fragmente für eine gegebene Fragment-
größe,
• k, die Anzahl an Restriktionsenzymen pro Restriktionsreaktion,
• g, die Länge der gesamten Genomsequenz,
• ℓ, die Länge der Erkennungssequenz des Restriktionsenzyms,
• n(1), die Anzahl aller Fragmente und
• c(1), das Verhältnis aller Fragmente mit der Länge x zu der Anzahl
aller Fragmente n(1).
Der unten gezeigt Pseudocode berechnet dann z = n( j) · c( j), wobei i die
Nummer der Restriktionsreaktionen bezeichnet.
Nach jeder Schleife j wird die Anzahl möglicher Fragmente n(j)*c(j)
berechnet. Gibt es weniger als ein mögliches Fragment (n(j)*c(j)≤1), re-
flektiert die bis zu diesem Punkt ausgeführte Anzahl an Schleifen die Anzahl
an nötigen Restriktionsreaktionen ( j = i). Es ist möglich, mehr Restriktions-
reaktionen durchzuführen, als berechnet wurden.
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n ( 1 ) = k *( g /4^ ℓ )
c ( 1 ) = b / n ( 1 )
j = 1
wh i l e ( n ( j )* c ( j )>=1)
{
j = j+1
c ( j ) = c ( j −1)* c ( 1 )
n ( j ) = n (1 )+ n ( j −1)
}
In Abbildung 5.1 wird eine vereinfachte Darstellung der Ergebnisse der glo-
balen Statistik dargestellt. Diese findet man innerhalb des Webinterfaces1.
Die Anzahl i der für das InFiRe-Programm benötigten Restriktionsreaktio-
nen wird mit je einem und je zwei Restriktionsenzymen pro Restriktionsre-
aktion gezeigt. Wird mit zwei Restriktionsenzym pro Verdau das Genom ge-
schnitten, so verdoppelt sich die Schnittanzahl pro Verdau. Die globale Sta-
tistik kann direkt über die R-Pakete ausgeführt werden.
Die globale Statistik berechnet die Anzahl an benötigten Restriktionsreak-
tionen mit der Anzahl an Basenpaaren des bakteriellen Genoms n, mit der
Länge der Erkennungssequenz der Restriktionsenzyme ℓ und mit der Ab-
leseungenauigkeit a. In Abbildung 5.1 werden die Ergebnisse der Berech-
nung der globalen Statistik in einem Diagramm gezeigt. Für diese Darstel-
lung (Abbildung 5.1) wird davon ausgegangen, dass alle anzuwendenden
Restriktionsenzyme eine hexamere Erkennungssequenz besitzen, daher ist
die Länge der Erkennungssequenz ℓ = 6.
1http://www.InFiRe.tu-bs.de/estimation
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Abbildung 5.1.: Die theoretische Anzahl an benötigten Restriktionsreaktio-
nen für die Analyse mittels InFiRe. Hier bei wird unterschieden, ob (a) Re-
aktionen mit einem Restriktionsenzym und (b) mit zwei Restriktionsenzy-
men durchgeführt wird. Beide Diagramme zeigen die Anzahl der benötigten
Restriktionsreaktionen abhängig von der Länge des Genoms und von den
drei verschiedenen Ableseungenauigkeiten (blau 10 %, rot 20 % and grün
30 %) des Southern Blot an. Bei allen wird eine Erkennungssequenz-Länge
der Restriktionsenzyme von ℓ = 6 angenommen.
Es ist empfehlenswert, eine Restriktionsreaktion mehr durchzuführen, als
im Diagramm dargestellt. Die Wahrscheinlichkeit eines exakten Ergebnisses
mittels des InFiRe-Algorithmus wird dadurch erhöht und die Transposonin-
sertion kann genauer kartiert werden.
5.1.2. Explizite Statistik
Die explizite Statistik berechnet die Anzahl an Restriktionsverdau mit der
direkt angegebenen Genomsequenz z = (zh) und den möglichen Restrikti-
onsenzymen mit den dazugehörigen Erkennungssequenzen zR = (zh)R. Im
Gegensatz zu der globalen Statistik berechnet sie zusätzlich die günstigs-
te Kombination von Restriktionsenzymen mit einer gewissen Fehlerwahr-
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scheinlichkeit. Die Fehlerwahrscheinlichkeit zeigt die Wahrscheinlichkeit
an, mehr Restriktionsenzyme zu benötigen, um ein mögliches Fragment als
Ergebnis zu erhalten.
Aus den Daten kann für jede Restriktionsreaktion i direkt die exakte Frag-
mentlängenverteilung mit und ohne Ableseungenauigkeit berechnet werden.
Definition 2. Die Verteilung der Fragmentlängen aus angegeben Daten nach
Restriktionsverdau i wird angegeben durch Pi1. Die Verteilung der Frag-
mentlängen mit einer Ableseungenauigkeit nach Restriktionsverdau i wird
angegeben durch Pi2.









, ∀x ≥ 0 (5.3)
des Verdaus i kann mit der Fragmentlängenverteilung Pi2 mit der Ableseun-




Um die maximale Anzahl der erforderlichen Restriktionsreaktionen zu be-
rechnen, werden ausschließlich Fragmente mit einer Fragmentlänge, welche








] liegt, betrachtet. Al-
le Fragment mit einer Länge, die auf diesem Intervall ist, werden der Menge
Qi zugeordnet. Die maximale Anzahl an Fragmenten kann für jeden Re-
striktionsverdau i bestimmt werden und die dazugehörige Länge xmax
i
aus-
gegeben werden. Das Intervall betrachtet alle Fragmente um diese Länge
plus/minus der Ableseungenauigkeit a herum.
Satz 3. Für jede Restriktionsreaktion i befinden sich maximal viele Frag-
















































Abbildung 5.2.: Ein Beispiel für die Fragmentlängenenverteilung. Das
L. pneumophila Corby wurde hierbei mit der Restriktionsenzyme EcoRI ge-
schnitten (rote Balken). Mit einer Ableseungenauigkeit von 20% wird ei-
ne Verteilung von Fragmenten zu einer Links-bündigen Verteilung (blaue









+ a · xmax
i
] berechnet. Alle Fragmente in Qi werden als in Frage
kommende Fragmente bewertet. Mögliche Fragmente von allen Restrikti-
onsreaktionen können sich überlappen. Die Überlappungen von Qi werden
in der Variable Oi gespeichert, Oi =
⋂
Q j mit j ∈ [1,2, ..., i]. Der Para-
meter j beinhaltet alle bis zu diesem Zeitpunkt durchgerechnete Restrik-
tionsreaktionen i. Die Anzahl der Restriktionsreaktionen wird weiter er-
höht, bis sich nur noch eine Überlappung ergibt (siehe Abbildung 4.3), also
#Oi = 1.
Das Resultat dieser Berechnung wird mit einer Fehlerwahrscheinlichkeit e
bewertet. Diese berechnet sich aus der Anzahl an Überlappungen aller bis
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dahin ausgeführter Verdaue (oi = #Oi), der Anzahl aller Fragmente gi pro
Restriktionsreaktion i und der Anzahl an in Frage kommenden Fragmenten

















Abbildung 5.3.: Stufen der expliziten Statistik des Webinterfaces
(a) Die Auswahl des bakteriellen Genoms und deren Replikons. Hier wurde
das Chromosom von Legionella pneumophila Corby gewählt
(b) Eingabe der möglichen Restriktionsreaktionen mit möglicher unter-
schiedlicher Anzahl an Restriktionsenzymen und der Ableseungenauigkeit
(20%) des folgenden Southern Blots. Hier sind sechs Restriktionsenzyme
gewählt: EcoRI, SacI, ScaI, KpnI, PstI und SphI.
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Hierbei ist (g j−o j)/g j = 1−o j/g j der Anteil des Genoms ohne Fragmenten,
die in Frage kommen. Mit jedem Fragment des nächsten Verdaus f j+1 kann
dieser Anteil falsch getroffen werden.
Die explizite Statistik ist direkt über das Webinterface2 oder über die R-
Pakete ausführbar. Die explizite Statistik ist innerhalb des Webinterfaces in
zwei Schritte unterteilt (siehe Abbildung 5.3).
Zunächst muss das zu erforschende bakterielle Genom festgelegt werden
(siehe Abbildung 5.3 a)). Es kann auf alle sequenzierten bakteriellen Ge-
nome der NCBI-Webseite zugegriffen werden (siehe Kapitel 2.2.1). Bak-
terielle Genome können mehrere Replikons enthalten (zum Beispiel Chro-
mosomen und Plasmide). Wird ein bakterielles Chromosom ausgewählt, so
werden direkt alle bekannten Replikons mit angegeben. Soll eines dieser
Replikons nicht mit analysiert werden, muss dieses aktiv zurückgesetzt wer-
den.
Abbildung 5.4.: Resultat der InFiRe-Statistik
Hier wird das Resultat der in Abbildung 5.3 gezeigten Statistik dargestellt.
Die minimale Anzahl an empfohlenen Restriktionsreaktionen ist hier mit
vier angegeben. Die zu nutzenden Restriktionsreaktionen sollen mit den
folgenden Restriktionsenzymen durchgeführt werden: KpnI, SacI, ScaI und
SphI. Die Fehlerwahrscheinlichkeit wurde mit 10−11 angegeben.
Alle zur Verfügung stehenden Restriktionsenzyme werden in gewünschten
Gruppierungen für jede der Restriktionsreaktionen angegeben (siehe Abbil-
dung 5.3 (b)). Das explizite Statistikprogramm wird nur dann ausgeführt,
2http://www.infire.tu-bs.de/statistics
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wenn mindestens fünf verschiedene Restriktionsreaktionen angegeben wer-
den. Je mehr angegeben werden, desto besser kann die Kombination der
Restriktionsreaktionen durch das Programm berechnet werden. Die Berech-
nung dauert nur einige Sekunden.
Das Ergebnis der expliziten Statistik beinhaltet nicht nur die Anzahl an
benötigten Restritionsreaktionen, sondern eine Liste mit den Restriktions-
reaktionen, die genutzt werden sollen, um ein optimales Ergebnis zu er-
zielen. In Abbildung 5.4 wird das Ergebnis der Expliziten Statistik darge-
stellt. Weniger Restriktionsreaktionen durchzuführen, ist nicht ratsam, da
dadurch kein eindeutiger Ort für die Transposoninsertion bestimmt werden
kann.
5.1.3. Vergleich der Statistiken
Die explizite und globale Statistik wurden mit einer zufälligen Simulati-
on verglichen. Die explizite Statistik wurde 360 mal durchgeführt. Hierbei
wurden zehn verschiedenen Listen von zufällig ausgewählten Restriktions-
verdauen, mit je einem oder zwei Restriktionsenzymen (siehe Tabelle 5.1),
12 verschiedenen bakteriellen Genomen und drei verschiedenen Ableseun-
genauigkeiten (10 %, 20 % und 30 %) genutzt.
Die explizite Statistik gab im Schnitt eine Anzahl von µe = 4.255 benötigten
Restriktionsreaktionen mit einer Standardabweichung von sde = 1.139 an.
Die globale Statistik berechnete hingegen eine durchschnittliche Anzahl an
Reaktionen von µg = 4.833 mit einer Standardabweichung von sdg = 1.221.
Im Schnitt gibt die explizite Statistik daher 0.578 Reaktionen mehr an als
der globale Ansatz.
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Tabelle 5.1.: Die zehn verschiedenen Restriktionsreaktions-Listen mit
je sieben Restriktionsreaktionen. Fünf davon beinhalten nur Einzel-
Restriktionsreaktionen, fünf sind Doppel-Restriktionsreaktionen. Die Enzy-
me sind zufällig ausgewählt.
Restriktionsenzyme
1 AaaI, BcoAI, SurI, HgiDII, EcoRI, SpaHI, EgeI
2 PmaCI, SsrI, ScaI, BamHI, AccBSI, MluB2I, SpmI
3 KpnI, SacI, SplI, ZrmI, TliI, EcoRV, MluI
4 SacI, NunII, Sru4DI, NaeI, SacII, SruI, HalII
5 NsbI, FauNDI, LlaG2I, Kpn2I, ScaI, PfaAIII, EcoRI
6 PmaCI:RtrI, SsrI:Pfl8I, NsiCI:SpeI, BamHI:Mlu23I, Mlu31I:AccBSI, Pfl23II:MluB2I, SpmI:NblI
7 KpnI:SsoI, NspSAIV:NarI, SacI:SplI, Rtr63I:ZrmI, MluNI:TliI, EcoRV:SphI, PfaAII:MluI
8 NsbI:YenI, PaePI:FauNDI, LlaCI:LlaG2I, Kpn2I:SphI, SstI:ScaI, PfaAIII, Pfl21I:NsiI
9 SacI:XmaJI, Ple19I:NunII, PaeR7I:Sru4DI, NaeI:CsiAI, MxaI:SacII, PaeQI:SruI, HalII:EcoT22I
10 AaaI:AbrI, BcoAI:Bsp119I, SurI:SspCI, HgiDII:DpaI, EcoRI:CscI, XcaI:SpaHI, EgeI:HjaI
Die Abweichung wurde mit einem Mittelwertsvergleich, einem t-Test, be-
stätigt. Der t-Test ergab, dass mit einem p-Wert von p = 2.2 · 10−16 die ex-
plizite Statistik kleiner ist, als die globale Statistik. Das Resultat zeigt, dass
der globale Ansatz die Anzahl an maximal benötigten Restriktionsreaktio-
nen nur leicht überschätzt. Dieses stellt in der Praxis kein Problem dar, da
es immer vorteilhaft ist, wenn mehr Reaktionen durchgeführt werden und
höchstens ein genaueres Ergebnis dadurch entsteht.
5.2. Analyse innerhalb des
Webinterface
Um die Nutzung des InFiRe-Programms zu verbessern, wurden die Pakete
auf der Webseite http://www.InFiRe.tu-bs.de zur Verfügung gestellt.
Es stehen dort sowohl die R-Pakete und deren Anleitungen als Download,
als auch die InFiRe-Analyse zur direkten Anwendung als Webinterface zur
Verfügung.
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Bevor die InFiRe-Analyse gestartet wird, muss mittels der schon berech-
neten globalen oder der im Webinterface zur Verfügung gestellten explizi-
ten Statistik die Anzahl an benötigten Restriktionsreaktionen für den Ver-
suchsaufbau berechnet werden. Diese Methoden wurden in Kapitel 5.1 eta-
bliert.
Das Webinterface zur InFiRe-Analyse ( http://www.InFiRe.tu-bs.de
/analyze) ist in drei Teile unterteilt, die Auswahl des bakteriellen Genoms
und seinen Replikons, die Transposonwahl und die Eingabe der Restriktions-
reaktions-Daten (siehe Abbildung 5.5).
Bereits sequenzierte bakterielle Genome und Replikons, welche auf derWeb-
seite des NCBI (siehe Kapitel 2.2.1) verfügbar sind, können im ersten Schritt
ausgewählt werden (Abbildung 5.5 (a)). Die gleichen Genome sind ebenfalls
in der expliziten Statistik verwendbar.
Um den InFiRe-Algorithmus auszuführen, muss die Sequenz des inserier-
ten Transposons eingegeben werden (Abbildung 5.5 (b)). Hierzu stehen drei
Eingabemethoden bereit. Die Transposon-Sequenz kann aus einer vorhan-
den Liste von gegebenen Transposons ausgewählt werden. Ist das gewünsch-
te Transposon nicht in dieser Liste zu finden, bietet das Webinterface zwei
weitere Möglichkeiten an. Zum einen ist es möglich, eine die Transposon-
Sequenz enthaltene FASTA-Datei (siehe Kapitel 2.5.2) zu erstellen und die-
se dann hochzuladen, so dass das InFiRe-Programm darauf zugreifen kann.
Zum anderen kann die Transposon-Sequenz auch über ein Textfeld ein-
gegeben werden. Hierbei muss die Sequenz ebenfalls den Anforderungen
des FASTA-Formats entsprechen. Wird nach der Eingabe der Transposon-
Sequenz der Select-Knopf gedrückt, werden die Restriktionsenzyme ange-
zeigt, welche nicht in das genutzte Transposon schneiden (siehe Abbildung
5.5). Diese Enzyme werden dann von dem InFiRe-Algorithmus in der Ana-
lyse unterstützt.




Abbildung 5.5.: Drei verschiedene Stufen der Analyse des InFiRe-
Webinterfaces
(a) Die Auswahl des bakteriellen Genoms und deren Replikons. (b) Die Aus-
wahl des Transposons. (c) Die Restriktionsreaktions-Daten.
Im dritten Schritt müssen die Restriktionsreaktionen und die dazugehörigen
Ergebnisse aus dem Southern Blot definiert bzw. eingegeben werden (sie-
he Abbildung 5.5 (c)). Aus der berechneten Liste von Restriktionsenzymen
werden die genutzten Restriktionsenzyme passend zu jeder Restriktionsre-
aktion gewählt. Für jede dieser Reaktionen muss mittels Southern Blot Hy-
bridisierung (siehe Kapitel 3.3) die Länge des Fragments ermittelt werden,
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welches das Transposon enthält. Diese Länge muss passend zu der entspre-
chenden Restriktionsreaktion definiert werden. Die Ableseungenauigkeit a
des Southern Blot wird ebenfalls für den InFiRe-Algorithmus benötigt und
sollte um 20 % liegen, je nachdem, wie gut der Southern Blot abgelesen
werden kann.
Das Programm benötigt nur einige Sekunden, um das Ergebnis zu berech-
nen. Eine Liste wird ausgegeben (siehe Abbildung 5.7). Diese beinhaltet die
Intervalle von Basen, in denen das Transposon inseriert sein kann. Bei ge-
nügend Restriktionsreaktionen wird ein Basenintervall ausgegeben, auf wel-
chem sich die Transposoninsertion befindet. Bei zu wenigen Restriktionsre-
aktionen wird mehr als ein Basenintervall ausgegeben. Das Transposon wird
damit nicht auf ein Intervall kartiert, sondern kann sich auf allen angegebe-
nen befinden. Die Liste beinhaltet zu jedem Intervall verschiedene Daten.
Angegeben wird das Replikon, welches das Transposon beinhaltet, sowie
der Start, das Ende und die Länge des Intervalls, auf dem das Transposon
inseriert sein kann.
Wird mehr als ein Ergebnis in der Liste angezeigt, ist die Liste nach einen
Übereinstimmungswert U sortiert (siehe Gleichung (4.5)). Dieser Wert wird
aus der Angabe der geschätzten Fragmentlängen und den berechneten Frag-
mentlängen kalkuliert. Er zeigt daher an, wie zuverlässig die geschätzten
Daten sind, und welche Wahrscheinlichkeit das Ergebnis hat, zu den ange-
gebenen Daten zu gehören.
Zu jedem Ergebnis wird ein Link zu der Internetseite des NCBI map viewer
(siehe Kapitel 2.2.1) angegeben. Der NCBI map viewer (Wolfsberg, 2011)
zeigt das entsprechende Fragment innerhalb des bakteriellen Genoms mit
vielen zusätzlichen Informationen an.
Um das Ergebnis des InFiRe-Algorithmus zu bestätigen, kann eine PCR
mit zwei definierten Primern durchgeführt werden. Dabei muss entweder
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ein Primer eine Bindestelle innerhalb und ein Primer eine Bindestelle außer-
halb des Transposon haben, oder beide Primer müssen für die Bestätigung
außerhalb des Transposons ihre Bindestelle haben. Die Primer können z.
B. mittels des Programms Primer-BLAST (Sayers et al., 2011) erstellt wer-
den.
5.3. Fallstudie
Die InFiRe-Software wurde erfolgreich mit einer Fallstudie bestätigt. Es
wurde eine L. pneumophila Corby mini-Tn10 Transposon-Bibiliothek ge-
nutzt. Mutanten mit einer abgeschwächten intrazellulären Überlebensrate in
Wirtszellen sollten betrachtet werden (Shevchuk and Steinert, 2009). Bei all
diesen Mutanten war die Insertionspostion des Transposons unbekannt. Mit-
tels des InFiRe-Programms konnte die Transposon-Insertions-Stelle kartiert
werden.
Die zur Verfügung stehenden Restriktionsreaktionen sind EcoRI mit SacI,
EcoRI mit ScaI, EcoRI mitKpnI, EcoRI mit PstI, EcoRI mit PvuII und EcoRI
mit SphI. Mittels der expliziten Statistik wurde berechnet, dass fünf dieser
Restriktionsverdaue benötigt werden, um ein eindeutiges Ergebnis zu er-
zielen. Mit der globalen Statistik kommt man ebenfalls auf das Ergebnis
von fünf Restriktionsreaktionen mit je zwei Restriktionsenzymen. Durch
die Größe des Genoms von L. pneumophila Corby (3576470 bp) und der
Ableseungenauigkeit von a = 20% lässt sich dies berechnen (siehe Abbil-
dung 5.1. Genutzt wurden alle sechs Reaktionen, um die Transposoninserti-
onsstelle genauer zu kartieren. Jede Reaktion wurde mit zwei Restriktions-
enzymen durchgeführt, da die Position des Transposons durch die erhöhte
Schnittzahl bei zwei genutzen Restriktionsenzymen pro Verdau genauer be-
stimmt werden kann.
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Abbildung 5.6.: Southern Blot-Hybridisierung nach sechs Restriktions-
reaktionen von L. pneumophila Corby. Angegebene Größen ist in Basen-
paaren.
Nach der Mutation von L. pneumophila Corby mit dem Transposon mi-
ni-Tn10 wurden sechs Restriktionsverdaue mit der chromosomalen DNA
durchgeführt. Zu sehen ist jeweils die Länge des Fragmentes mit Transpo-
soninsertion nachdem L. pneumophila Corby::Tn10 mit den jeweiligen Re-
striktionsenzymen geschnitten wurde: 1: EcoRI/KpnI-HF; 2: EcoRI/PstI; 3:
EcoRI/PvuII-HF; 4: EcoRI/SacI-HF; 5: EcoRI/ScaI-HF; 6: EcoRI/SphI-HF;
In der siebten und achten Spur befinden sich Größenstandard ( M1: M1-1kb
DNA Ladder SM0311 (Fermentas), M2: M2- Lambda DNA/HindIII Marker
SM0101 (Fermentas). Das Fragment mit Transposon wurde durch eine Hy-
bridisierung mit einer DIG-markiertenmini-10-Tn-spezifischen Sonde sicht-
bar gemacht.
Die Länge der Fragmente mit Transposon nach den Restriktionsreaktionen
wurde mit einer Southern Blot Hybridisierung (Southern, 1975) ermittelt
(siehe Abbildung 5.6). Je exakter die Länge des Fragments mit der Southern
Blot Hybridisierung bestimmt werden kann, also je kleiner die Ableseun-
genauigkeit a ist, desto exakter kann die Position des Transposon bestimmt
werden.
Mittels der Daten der Southern Blot Hybridisierung kann nun folgendes in-
nerhalb desWebinterfaces eingegeben werden (siehe Abbildung 5.5):
1. Genutzt wird L. pneumophila Corby
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2. Das Transposon mini-Tn10 ist in der Liste der Transposon verfügbar.
3. Die Daten der Southern Blot Hybridisierung (siehe Tabelle 5.2)
Tabelle 5.2.: Fragmentlängen nach Restriktionsreaktion
Angegeben sind die Restriktionsenzyme zu jeder Restriktionsreaktion von
L. pneumophila Corby::Tn10 und die abgelesenen Fragmentlängen mit in-
seriertem Transposon.
Restriktionsreaktion Fragmentlängen
EcoRI und KpnI 5100 bp
EcoRI und PstI 5000 bp
EcoRI und PvuII 5100 bp
EcoRI und SacI 8100 bp
EcoRI und ScaI 7500 bp
EcoRI und SphI 6000 bp
Die Analyse von InFiRe mit den Daten aus der Tabelle 5.2 ergab, dass das
Transposon auf dem L. pneumophila Corby Chromosom zwischen dem Ba-




Abbildung 5.7.: Das Resultat des InFiRe-Algorithmus (a) Hier wird ei-
ne Liste ausgegeben, die alle potentiellen Orte des Transposons beinhaltet.
Nutzt man genügend Restriktionsreaktionen, wird nur ein Ort angezeigt. (b)
Visualisierung des Ergebnisses mittels des NCBI Sequence Viewer
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Die berechneten Daten stimmt zu 92.6 % mit den eingegebenen Daten über-
ein. Dies bedeutet, dass der Southern Blot ein genaues Ergebnis liefert und
recht exakt abgelesen wurde. Dies wird mit der Gleichung (4.5) berech-
net. Übereinstimmungen unter 80 % müssen noch einmal verifiziert wer-
den.
Das InFiRe-Programm hat die Position des inserierten Transposon inner-
halb des L. pneumophila Corby Cromosom auf einen kurzen Abschnitt ein-
gegrenzt. Das Ergebnis (Abbildung 5.7) wurde mittels PCR bestätigt und
kannmittels desNCBI Sequence Viewer im Genom betrachtet werden.
5.4. InFiRe im Vergleich zu bisherigen
Verfahren
Innerhalb der funktionellen Genomik ist die Transposonmutagenese eine
etablierte Methode, um Genen eine Funktion zuordnen zu können. Es wer-
den innerhalb der Transposonmutagenese Transposoninsertionen und dessen
Auswirkung auf den Phänotyp untersucht. Durch die zufällige Insertion ei-
nes Transposon in das Genom kann es zu einer Inaktivierung von einem oder
mehreren Genen kommen. Ist bekannt, welches Gen durch die Transposon-
insertion inaktiviert wurde, kann bei Veränderung des Phänotyps, dem Gen
eine Funktion zugeordnet werden. Der zeit- und kostenintensivste Schritt
dieser Methode ist die Lokalisierung der Transposoninsertion. Die Transpo-
soninsertionsstelle lässt sich mit InFiRe schnell und zuverlässig herausfin-
den.
Innerhalb einer Fallstudie (siehe Kapitel 5.3) wurde gezeigt, dass das InFiRe-
Programm die Position einer Transposoninsertion berechnen kann. Eine Trans-
posonmutante von L. pneumophila Corby mit dem mini-Tn10 Transposon
mit unbekannter Insertionsstelle wurde untersucht. Mittels InFiRe konnte
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die Transposoninsertion kartiert werden. Die Insertion wurde mittels PCR
bestätigt. Die Fallstudie zeigt die Funktionalität des InFiRe-Programms.
Das InFiRe-Programm basiert auf einem Algorithmus, welcher auf der Ver-
teilung von Restritionsschnittstellen basiert und auf jedem bereits sequen-
zierten, bakteriellen Genom anwendbar ist. Das Programm stellt eine schnel-
le, einfach zu handhabende und vor allem kostengünstige Alternative zu
bereits vorhandenen Möglichkeiten dar. Eine etablierte Methode ist zum
Beispiel die Inverse-PCR (Ochman et al., 1988, Picardeau, 2010), welche
Primer nutzt, die innerhalb des Transposons liegen. Hier können jedoch
praktische Probleme auftreten. Bei Amplifikationen von Genomabschnit-
ten mit besonders vielen Nukleinbasen Guanin und Cytosin, genannt GC-
reiche Genomabschnitte, kann es zu Sekundärstrukturen wie Haarnadeln
kommen. Auch eine höhere Schmelztemperatur kann die eine normale PCR-
Amplifikation bei GC-reichen Sequenzen aufweisen (Frey et al., 2008). So
kann es zum Beispiel möglich sein, dass das Transposon gar nicht gefunden
werden kann.
Mehrere Insertionsmutanten können mittels InFiRe gleichzeitig analysiert
werden. Innerhalb des Labors können somit Transposonmutanten nebenein-
ander per Restriktionsenzym verdaut werden und per Southern-Blot-Hybri-
disierung untersucht werden.
Mittels des InFiRe-Programms ist es möglich, die Transposoninsertionssu-
che innerhalb von zwei bis drei Tagen erfolgreich abzuschließen. Bei her-
kömmlichen Methoden wird zur Insertionsidentifikation mindestens eine
Woche benötigt.
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5.5. Ausblick
Das Software-Programm InFiRe kann zuverlässig die Position einer Trans-
posonsinsertionsstelle kartieren. Durch InFiRe könnten in Zukunft im Ver-
gleich zu bisherigenMethoden Kosten und Zeit reduziert werden.
InFiRe ist in der Lage, Transposons zu detektieren, die in sich wiederho-
lenden Sequenzen eingebettet sind. Diese repetierenden Sequenzen wurden
zwar in Genom-Sequenzen kommentiert, jedoch nicht näher auf ihre bio-
logische Rolle untersucht (Hahn, 2009, Hill, 1999, Romero et al., 1999).
Mittels des InFiRe-Programms können diese repetierenden Sequenzen ge-
nauer untersucht werden und möglicherweise einer Rolle zugeordnet wer-
den.
Durch InFiRe kann in Zukunft eine Transposon-Mutantenbank einfacher un-
tersucht werden. Es ist möglich, dass der Algorithmus zu einem Hochdurch-
satzverfahren erweitert wird. Jede Mutante eines bakteriellen Genoms mit
einem Transposon kann mit dem gleichen Set von Restriktionsreaktionen
untersucht werden. Mehrere Transposonmutanten, wie in einem Hochdurch-
satzverfahren, werden nebeneinander durch Restriktionsenzyme geschnitten
und danach mit der gleichen Transposon-spezifischen Sonde im Southern
Blot hybridisieren. Hierdurch können Transposon-Mutantenbanken wesent-












Bakterien leben in einer sich ständig wechselnden Umwelt. Viele von ihnen
haben Mechanismen entwickelt, um sich an Veränderungen anzupassen. Ex-
terne Signale und interne Regulatoren bilden dabei zusammen genregulato-
rische Netzwerke. Mittels Differentialgleichungsmodellen können biologi-
sche Systeme auf ihre Stabilität und Robustheit untersucht werden. Theo-
retische mathematische Modelle können Vorhersagen treffen und Labor-
Experimente ergänzen. Teilnetze von Regulationssysteme werden als Netz-
werkmotive bezeichnet (Shen-Orr et al., 2002, Alon, 2007). Ein Beispiel
dafür ist die sogenannte Feedforward-Schleife (engl. feedforward loop -
FFL).
Eine FFL besteht aus zwei Regulatoren, welche von Signalen aktiviert bzw.
reprimiert werden und einem Zielprotein (bzw. einer Gruppe von Zielprote-
inen). Bei der sogenannte Typ-1 kohärente FFL sind alle regulativen Inter-
aktionen Aktivierungen. Aktivieren die Signale die Regulatoren, kommt es
nach einer Verzögerungszeit zur Produktion der Zielproteine. Somit können
auch kurze Signale gefiltert werden (Mangan and Alon, 2003, Kalir et al.,
2005,Wall et al., 2005). Bereits in vielen Systemen konnten FFL-regulierte
Gene nachgewiesen werden, so zum Beispiel in verschiedenen Zuckernut-
zungen von Escherichia coli (Mangan et al., 2003,Mangan et al., 2006,Gör-
ke and Stülke, 2008).
In dieser Arbeit wird ein Typ-1 kohärentes FFL-System in Bakterien be-
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obachtet, bei dem der zweite Regulator der Regulationsschleife dauerhaft
exprimiert wird (Schreiber et al., 2006). Mittels eines möglichst einfachen
Modell soll untersucht werden, inwiefern die Art der Steuerung nützlich für
das Bakterium sein kann und somit vielleicht Rückschlüsse auf das Verhal-
ten des Bakterium gezogen werden können. Die Nitratatmungs-Regulation
in Pseudomonas aeruginosawird durch eine solche FFL gesteuert. Es wurde
zunächst ein möglichst einfachesModell dieser Regulation erstellt.
6.1. Pseudomonas aeruginosa
Pseudomonas aeruginosa ist ein Gram-negatives Stäbchenbakterium, und
gehört zu der γ-Proteobakteria-Gruppe. Das ungefähr 2−4µm langes Stäb-
chen hat ein relative großes Genom von 6.26Mbp. Zur Fortbewegung besitzt
P. aeruginosa Flagellen. Mit seinen Pili kann sich P. aeruginosa an Oberflä-
chen festsetzen. Sowohl in Wasser, im Boden, als auch auf der Hautflora des
Menschen kann P. aeruginosa gefunden werden (Holloway, 1969). Es ist
fakultativ anaerob, kann daher sowohl über Oxidation, Denitrifikation aber
auch durch Fermentation Energie gewinnen.
P. aeruginosa ist ein opportunistisches Humanpathogen. Bei ungefähr 10 %
aller Krankenhausinfektionen in Deutschland handelt es sich um eine Infek-
tion mit P. aeruginosa. Problematisch sind Infektionen von P. aeruginosa
(meist im Urintrakt, in den Atemwegen oder auf der Haut), da es natürliche
Resistenzen oder gar Multiresistenzen gegen Antibiotika aufweisen kann
(Morita et al., 2014). P. aeruginosa hat auch die Fähigkeit, neue Resisten-
zen während Antibiotika-Behandlungen zu bilden (Narten et al., 2012). Das
Bakterium kann Biofilme auf feuchten Oberflächen ausbilden, wie zum Bei-
spiel Kathetern. Diese Biofilme können Ursache von komplizierten Harn-
wegsinfektionen (Tielen et al., 2013) sein.
Kapitel 6. Einleitung 75
Auch in Lungen von zystische Fibrose-Patienten, oder auch Mukoviszidose
genannt (von lat. mucus „Schleim“ und viscidus „zäh, klebrig“), kann P. ae-
ruginosa leben. Innerhalb der Lunge von zystische Fibrose-Patienten ist das
Bronchialsekret zähflüssig und kann nicht mehr abtransportiert werden. Bei
Patienten mit zystische Fibrose kommt es zu verstopften Atemwegen durch
dickflüssigen Schleim, auch Mukus genannt (Lyczak et al., 2002). Inner-
halb des Mukus kann eine komplexe Mikroflora entstehen und es kommt
zu Entzündungen der Lunge. P. aeruginosa kann innerhalb der Lunge effi-
zient Biofilme ausbilden. Da Teile des Mukus nicht mit Sauerstoff versorgt
werden, ist es für P. aeruginosa essentiell, anaerob bzw. unter Bedingungen
der reduzierten Sauerstoff-Konzentration überleben und wachsen zu können
(Schobert and Jahn, 2010) (siehe Kapitel 6.2.1).
6.2. Denitrifikation in
P. aeruginosa
Die Oxidation eines energiereichen Stoffes mit Hilfe der Reduktion von
externen Elektronenakzeptors und die Speicherung der dabei freigesetzten
Energie wird als Atmung bezeichnet. Die Denitrifikation ist eine anaerobe
Atmung (Zumft, 1997), welche von P. aeruginosa und anderen fakultativ an-
aeroben Bakterien genutzt wird. Die Denitrifikation wird auch als Nitratat-
mung bezeichnet. P. aeruginosa hat die Fähigkeit, ohne Sauerstoff zu über-
leben, kann aber auch Sauerstoff zur Atmung nutzen.
In dieser Atmungskette wird Nitrat mit der Nitrat- und der Nitritreduktase
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reduziert (Zumft, 1997). Die gesamte Denitrifikation
2NO−3 + 10e
− + 12H+ → N2 + 6H2O
erzeugt molekularer Stickstoff (N2).
Die Denitrifikation ist eine Alternative zur oxidativen Atmung. Jedoch er-
zeugt die oxidative Atmung pro mol Glucose mehr Energie als die Denitrifi-
kation (Strohm et al., 2007). Die theoretischen Netto-Energiebilanzen zeigt,
dass die Oxidation immer energetisch günstiger ist.
Oxidation:
C6H12O6+6 O2 −→ 6 CO2+6 H2O
∆G
′








= −2670kJ pro mol Glucose
Der Netto-Gewinn der Denitrifikation ist somit geringer als der Oxidation
(Strohm et al., 2007). Die Denitrifikation ist jedoch energetisch deutlich
besser als bei einer Fermentierung. Fakultativ anaerobe Mikroorganismen,
z. B. P. aeruginosa, nutzen zunächst die Oxidation als Atmung. Ob Sauer-
stoff oder Nitrat als Elektronenakzeptor in der Atmungskette genutzt werden
kann und welche Enzyme dem entsprechend produziert werden, wird über
ein regulatorisches Netzwerk geregelt (siehe Kapitel 2.6.1). Ein regulatori-
sches Netzwerk in Bakterien kann die Expression von Genen steuern (siehe
Kapitel 2.6).
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6.2.1. Regulation der Nitratatmung in
P. aeruginosa
P. aeruginosa ist an sauerstoffarme Bedingungen angepasst. Mittels eines
genregulatorischen Netzwerks steuert P. aeruginosa die Entscheidung über
Sauerstoff- oder Nitratatmung (siehe Abbildung 6.1). Das Bakterium präfe-
riert, wie die meisten fakultativ anaeroben Mikroorganismen, Sauerstoff als
Energielieferant (Schobert and Tielen, 2010) (siehe Kapitel 6.2.1). Ist statt
Sauerstoff nur Nitrat vorhanden, kann P. aeruginosa durch Denitrifikation
Energie gewinnen.
In Abbildung 6.1 wird die Regulation der Nitratatmung in P. aeruginosa
schematisch dargestellt. Das Protein Anr (anaerobic regulation of arginine
catabolism and nitrate reduction) detektiert mittels eines Eisen-Schwefel-
Cluster ([4Fe−4S ]2+) bei der Regulation zur Denitrifikation den Mangel an
Sauerstoff (Trunk et al., 2010). Bei Sauerstoffabwesenheit bildet Anr ein Di-
mer aus (Yoon et al., 2007), siehe Abbildung 6.1 links. Das Eisen-Schwefel-
Cluster wird bei Sauerstoff-Anwesenheit zerstört und Anr wird zu einem
Monomer. Dimerisiertes Anr bindet an der sogenannten Anr-Box innerhalb
des NarXL-Operons als Aktivator.
Das Zwei-Komponenten-System NarXL besteht aus der Sensorkinase NarX
und dem Responseregulator NarL. Die Sensorkinase NarX ist in die innere
Membran eingelagert (Abbildung 6.1 unterer blauer Balken, links), erkennt
Nitrat und aktiviert NarL durch Phosphorylierung zu NarLP. Durch NarLP
und dem dimerisiertem Anr kann die Expression des dnr-Gens und der nar-
Gene aktviert werden.





















































Abbildung 6.1.: Regulatorisches Netzwerk der Denitrifikation von P. ae-
ruginosa (Münch, R., unpubliziert).
In Tabelle 6.1 finden sich Erläuterungen zu den beteiligten Komponenten.
Zu sehen ist die äußere und innere Membran (hellblau) von P. aeruginosa.
Hellrot sind Regulatoren gekennzeichnet. Rote Pfeile zeigen an, in welchem
Kompartiment sich die Proteine befinden. Schwarze Pfeile stellen enzyma-
tische Reaktionen oder Expressionen von Genen dar. Sauerstoff wird durch
Anr detektiert, welches bei Abwesenheit von Sauerstoff durch das Eisen-
Schwefel-Cluster dimerisieren kann und dann die Expression des Nitratsen-
sorsystem NarXL aktiviert wird. NarX detektiert Nitrat und phosphoryliert
bei Anwesenheit von Nitrat NarL zu NarLP. Mittels NarLP und dimerisier-
ten Anr wird die Genkaskade der Nitratatmung aktiviert. Die Nitratreduktase
NAR wird produziert. Mittels des Antiporters NarK wird Nitrat in und Nitrit
aus der Zelle transportiert. Dimerisiertes Anr und NarLP aktivieren ebenfalls
die Produktion von Dnr, welches als Aktivator für die Produktion der Unter-
einheiten von NIR (Nitritreduktase), NOR (Stickstoffmonoxid-Reduktase)
und NOS (Distickstoffmonoxid-Reduktase) agiert. Mittels dieser drei Enzy-
me wird Nitrat schrittweise zu molekularem Stickstoff reduziert.
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Tabelle 6.1.: Elektronenakzeptoren, Regulationsenzyme und Gene der
Nitratatmung Übersicht der für die Nitratatmung in P. aeruginosa be-
teiligten elektronenakzeptierende Stoffe, Enzyme und Gene (Trunk et al.,




O2 Sauerstoff, Elektronenakzeptor für aerobe Atmung





Dimerisiert bei Abwesenheit von O2. Regulator der
nar-Gene und des dnr-Gen.
NarXL Nitratsensorsystem
NarX
Membrangebundene Sensorkinase zur Detektion von
NO−3 . Phosphoryliert NarL
NarL Regulator für dnr-Gen und nar-Gene
NarLP Phosphoryliertes NarL
NarK Nitrat-Nitrit-Antiporter
Dnr Regulator für nir-, nor- und nos-Genen
NAR Nitratreduktase im Cytoplasma
NIR Nitritreduktase
NAP Dissimilatorische Nitratreduktase im Periplasma
NOS Distickstoffmonoxid-Reduktase
NOR Stickstoffmonoxid-Reduktase
narXL Gen für Nitratsensorsystem
dnr Gen für Regulator Dnr
narK Gen für Antiporter
narGHJI Gene für Membran gebundene Nitratreduktase
nirS Gen für Cytochrom cd1 Nitritreduktase NirS
nirN Möglich: Einbau vom Häm d1 in NirS
nirQ Gen für regulatorisch wirkende Protein NirQ
nirO Gen für Protein NirO
nirP Gen für Protein NirP
norBCD
Gene für Membran gebundene Stickstoff-
monoxid-Reduktase, nor Untereinheit C, B und D
nosR Gen für regulatorisch wirkende Protein NosR
nosL Gen für Protein NosL
80 6.3. Feedforward-Schleife
Die nar-Gene kodieren die Nitratreduktase. Dnr als Regulator aktiviert die
Expression der Gene für nir-, nor- und nos-Untereinheiten, welche die Ni-
tritreduktase, die Stickstoffmonoxid-Reduktase und die Distickstoffmonoxid-
Reduktase produzieren. Die Reduktasen bestehen ebenso wie die Nitrat-
redukatse Nar aus mehreren Untereinheiten (siehe Tabellen 6.1).
Das Besondere an der Denitrifikationsregulation von P. aeruginosa ist die
dauerhafte Induzierung des narXL-Operon. Die Expression findet auch in
einer aeroben Umgebung statt, unabhängig vom Bedarf von NarXL. Mit bis
zu 50 % von der Induktion unter anaeroben Bedingungen (Schreiber et al.,
2007) wird das narXL-Operon unter aeroben Bedingungen induziert. Die
Nitratreduktase wird nur exprimiert, wenn auch Anr als Dimer vorhanden
ist. Daher wird trotzt des exprimierten NarXL die Nitratreduktase in aerober
Umgebung nicht produziert.
6.3. Feedforward-Schleife
Eine FFL ist ein Netzwerkmotiv (Mangan and Alon, 2003) und besteht aus
drei Zustandsvariablen (x(t), y(t), z(t))1. Dabei wirken zwei der Zustandsva-
riablen als Regulatoren (x und y) und eine Zustandsvariable symbolisiert die
Zielvariable z, welche reguliert wird. Regulationen können aktivierend oder
reprimierend wirken, es existieren durch binäre Kombinationen acht ver-
schiedene FFL-Motive (Alon, 2007). Diese unterscheiden sich in ihrem dy-
namischen Verhalten und ihrer Robustheit (Macia et al., 2009,Widder et al.,
2012).
Das FFL-Regulationsmotive findet man in der Nitratatmungsregulation von
P. aeruginosa (Kapitel 6.2.1). Die Regulierung durch Anr und das Zwei-
Komponenten-System NarXL sowie die gemeinsame darauffolgenden Akti-
1Variablen sind innerhalb dieser Arbeit bei nicht weiterer Kennzeichnung immer von der Zeit t abhängig.
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Abbildung 6.2.: Typ-1 kohärente Feedforward-Schleife
In (a) wird ein Teil von der Regulation der Nitratatmung in P. aeruginosa
mittels Anr und NarXL vereinfacht dargestellt. Anr detektiert Sauerstoff O2.
Anr aktiviert gemeinsam mit Nitrat NO−3 das NarXL-System. Das NarXL-
System und Anr aktivieren gemeinsam die folgende Denitrifikation (als
Nar gekennzeichnet). Diese Schleife wird Typ-1 kohärente Feedforward-
Schleife genannt und lässt sich verallgemeinert in (b) darstellen. Hier wer-
den die beiden Regulatoren und die darauffolgende Denitrifikation als drei
Zustandsvariablen dargestellt. Anr wird als x, das NarXL-System als y und
die Denitrifikation als z bezeichnet. Der erste Regulator x wird durch das Si-
gnal sx aktiviert. Dieser reguliert dann die Produktion des zweiten Regulator
y welcher durch das zweite Signal sy aktiviert. Zusammen regulieren diese
mit einer UND-Verknüpfung die Zielvariable z.
Innerhalb dieser Arbeit wird dieser Teil der Nitratatmungsregulation als ver-
allgemeinerte Version betrachtet (siehe Abbildung 6.2 (b)). Der erste Regu-
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lator x symbolisiert Anr, der zweite Regulator y das NarXL-System. Die
Signale sx und sy stellen die Abwesenheit von Sauerstoff, bzw. die Anwe-
senheit von Nitrat dar. Die Proteine der darauffolgenden Denitrifikation wird
in der verallgemeinerten Version mit z bezeichnet.
Bei der Typ-1 kohärente Feedforward-Schleife wird der erste Regulator x
durch ein Signal (sx(t)) aktiviert und reguliert selbst den zweiten Regulator
y, der zusätzlich durch ein zweites Signal sy(t) aktiviert wird. Die Zielvaria-
ble wird produziert, wenn beide Regulatoren x und y zusammen vorhanden
sind (UND).
Nur bei Vorhandensein der beiden Signale sx und sy kommt es zu einem
Wachstum der Zielvariable. Bei der Typ-1 kohärente FFL sind die regulato-
rischen Interaktionen daher nur Aktivierungen.
6.3.1. Filterung
Die Filterung von kurzen Signalen wie z. B. bei stark fluktuierenden Um-
weltbedingungen ist eine Möglichkeit für Bakterien, unnützen Energieauf-
wand und somit Energiekosten, zu verhindern. Die Typ-1 kohärente Feed-
forward-Schleife kann als Filter fungieren (Mangan et al., 2003).
Der erste Regulator x wird bei Anwesenheit des Signals sx produziert. Die
Filterung funktioniert zum einem über die Produktion des zweiten Regula-
tors y, die erst nach erfolgreicher Produktion des ersten Regulators x effektiv
gestartet wird. Zusätzlich hängt die Produktion der Zielvariable z von der
Konzentration von beiden Regulatoren ab (Mangan and Alon, 2003, Kalir
et al., 2005,Wall et al., 2005).
Kapitel 6. Einleitung 83
Abbildung 6.3.: Filterung von Pulsen durch eine FFL
Gezeigt werden die Zustandsvariablen und das Signal sx einer generellen
Typ-1 kohärenten FFL. Der erste Regulator x (b) wird bei Anwesenheit des
Signals sx (a) direkt produziert. Durch die Anwesenheit der ersten Regula-
tor x wächst auch der zweite Regulator y (c). Die Produktion von z beginnt
sofort (d), ist jedoch am Anfang sehr gering. Erst bei tz, also wenn sowohl x
als auch y groß genug sind, ist die Produktion von z nicht mehr vernachläs-
sigbar.
Dadurch wird die Zielvariable z direkt nach Signalstart so gering produziert,
dass dieses ignoriert werden kann (siehe Abbildung 6.3). Erst ab der Zeit
tz wird die Zielvariable stärker produziert. Innerhalb von tz wird starke Pro-
duktion von z gefiltert.
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6.3.2. Basale Expression des zweiten
Regulators
Die Nitratatmungsregulation in P. aeruginosa weist eine spezialisierte FFL
auf (siehe Kapitel 6.2.1). Der zweite Regulator NarXL (y) in der FFL wird
dauerhaft basal exprimiert (Schreiber et al., 2007). Die basale Expression
von NarXL wird k genannt und liegt zwischen keiner und voller Produktion,
k ∈ [0,1]. Diese Regulation wird mit FFLk bezeichnet im Gegensatz zur FFL
ohne basaler Expression des zweiten Regulators, die FFL0 genannt wird.
Eine FFLk-Regulation wurde bereits in E. coli in der Arabinose-Regulation
mittels AraC gezeigt (Mangan et al., 2003). Für P. aeruginosa ist es not-
wendig, sich möglichst gut an die Umgebung anzupassen, daher möglichst
gut auf einen Wechsel von aerober zu anaerober Umgebung vorbereitet zu
sein.
Die basale Expression der zweiten Zustandsvariable y kostet das Bakterium
Energie. In aeroben Umgebungen bringt die basale Expression keinen Nut-
zen, da die Sauerstoffatmung verwendet wird, also lohnt sich dieser Auf-
wand ohne Signal nicht. Die basale Expression verringert jedoch die Zeit
nach einem Signalwechsel, bis die Zielgene z vollständig produziert werden.
Das Bakterium ist an sich schnell veränderbaren Umweltbedingungen ange-
passt und daher gut vorbereitet, wenn ein Signalwechsel stattfindet. Kosten
und Nutzen der FFL mit basaler Expression hängen somit direkt von dem
Wechsel der Umgebung ab.
Diese Arbeit beschäftigt sich damit, den evolutionären Vorteil einer basalen
Expression der zweiten Zustandsvariable zu erläutern. Evolutionär vorteil-
haft ist ein System, wenn das Verhältnis von Nutzen zu Kosten maximal und
der Nutzen größer als die Kosten ist. Das Verhältnis von Nutzen zu Kosten
soll abhängig von der basalen Expression k optimiert werden. Eine basa-
le Expression ist nur dann vorteilhaft, wenn ihr Optimum zwischen voller
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und keiner Produktion, also k ∈]0,1[, liegt, daher ein strenges Maximum.
Das Ziel dieser Arbeit ist es, ein möglichst einfaches Modell zu erstellen,




Es wird ein Differentialgleichungsmodell für das Problem des FFL-Systems
mit basaler Expression des zweiten Regulators y aufgestellt (Roselius et al.,
2014). Eine dazugehörige Nutzenbilanz-Funktion, welche das Verhältnis von
Kosten und Nutzen zeigt, wird aufgestellt.
Gesucht wird eine Nutzenbilanz mit streng optimaler Lösung der basalen
Expression. Hier wird der Einfachheit und Übersichtlichkeit halber das bio-
logische System so einfach wie möglich gehalten. Variablen oder Parameter,
die kaum einen Einfluss auf das System haben, werden vernachlässigt.
Die FFL kann durch ein Differentialgleichungssystem mathematisch darge-
stellt werden (siehe Kapitel 2.7). Es werden der Einfachheit halber nur die
Proteine der Regulation betrachtet. Das Signal stellt den Sauerstoffgehalt der
Umwelt stark vereinfacht dar.
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7.1. Signal sx
Das Signal sx symbolisiert Sauerstoffabwesenheit. Daher ist sx = 1, wenn
kein Sauerstoff vorhanden ist und sx = 0, wenn Sauerstoff vorhanden ist.
Das Signal sx wechselt nur zwischen Sauerstoffanwesenheit und -abwesenheit,
sx(t) ∈ {0,1}. Das Signal sx ist abhängig von der Zeit, daher
sx(t) =

0 wenn Umgebung zum Zeitpunkt t aerob,
1 wenn Umgebung zum Zeitpunkt t anaerob ist.
Das zweite Signal sy symbolisiert die Anwesenheit von Nitrat. Nitrat wird
als dauerhaft anwesend angenommen, daher ist das zweite Signal konstant
(sy = 1 ).
Definition 4.
Das Signal sx ist eine stufenweise konstante Funktion. Die Zeitpunkte des
Wechsels werden mit Ti bezeichnet, wobei Ti+1 > Ti und T0 = 0 ist.
sx(t) =

0 wenn t ∈ [T2i,T2i+1[, i ∈ Z
1 wenn t ∈ [T2i+1,T2i+2[, i ∈ Z.
(7.1)
7.2. Differentialgleichungsmodell
Die drei Zustandsvariablen in den drei Differentialgleichungen des FFL-
Systems entsprechen der Konzentrationen beider Regulatoren x und y und
der Zielvariablen z. Die Zustandsvariablen y und z hängen von der basa-
len Expression k ab und werden somit als yk und als zk bezeichnet. Der
Aufbau (oder auch die Produktion) des ersten Regulators x erfolgt bei An-
wesenheit des Signals sx. Die Produktion des zweiten Regulators yk wird
88 7.2. Differentialgleichungsmodell
durch die basale Expression k und den ersten Regulator x gesteuert. Die-
ser Aufbau des zweiten Regulators wird durch die Funktion gk(x) model-
liert. Die Produktion der Zielvariablen zk ist abhängig von beiden Regu-
latoren und wird durch die Funktion m(x,yk) dargestellt. Um das System
möglichst einfach zu verfassen, werden alle maximalen Zustände der Zu-
standsvariablen x, yk und zk auf eins normiert. Daher wird festgelegt, dass
max(x) =max(yk) =max(zk) = 1 ist. Die minimale Konzentration der Varia-
blen ist Null, x, yk, zk ∈ [0,1]1.
Die Produktionsfunktion des zweiten Regulators gk(x) hängt von der ersten
Zustandsvariable x und von der basalen Expression k ab. Die basale Expres-
sion k gibt an, wie stark die Produktion der zweiten Variable bei Abwesen-
heit des ersten Regulators x ist. Ist somit x = 0, so ist die basale Expression
gk(0) = k. Bei Maximum des ersten Regulators x = 1 soll die Produktion
des zweiten Regulators auch maximal mit gk(1) = 1 sein. Um so größer die
basale Expression ist, desto stärker ist auch die Produktion des zweiten Re-
gulators. Sind die Zustandsvariablen x und yk maximal, so ist auch die Pro-
duktion m(x,y) von zk maximal, m(1,1) = 1.
Um so größer die Konzentration der ersten Zustandsvariable x ist, um so
stärker wird die zweite Zustandsvariable yk exprimiert. Die Produktions-
funktion gk(x) ist eine stetige, monoton wachsende Funktion. Je größer die
Konzentration x oder yk sind, desto stärker wird zk produziert. Somit ist
die Produktionsfunktion m(x,y) ebenfalls eine stetige, monoton wachsend
Funktion in beiden Komponenten.
Definition 5.
Für die Produktionsfunktionen des zweiten Regulators yk und der Zielvaria-
1Ableitungen einer Funktion beziehen sich außer bei genaueren Angaben innerhalb dieser Arbeit immer
nach der Zeit.
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ble zk gilt
gk(0) =k, ∀k ∈ [0,1],
gk(1) =1, ∀k ∈ [0,1], (7.2)
m(1,1) =1.
Die Funktionen gk(x) und m(x,yk) sind stetig monoton wachsende Funktio-
nen
gk(x1) >gk(x2), ∀ x1 > x2,
m(x1,yk) >m(x2,yk), ∀ x1 > x2, (7.3)
m(x,y1) >m(x,y2), ∀ y1 > y2,
in jeder Komponente. Weiterhin gilt, dass
gk(x) > gl(x) ≥ 0 für k > l und ∀x ∈ [0,1] (7.4)
ist.
Der Abbau der Zustandsvariablen (x,yk,zk) wird durch deren eigene Konzen-
tration gesteuert. Angenommen wird, dass die Abbauraten bei den Regulato-
ren und der Zielvariable gleich sind, um dasModell zu vereinfachen.
Definition 6.
Die FFL mit basaler Konzentration des zweiten Regulators wird mit dem
Differentialgleichungssystem
x˙ = sx− x,
y˙k = gk(x)− yk, (7.5)
z˙k = m(x,yk)− zk.
dargestellt.
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7.3. Nutzenbilanz-Funktion C(k)
Die FFL soll auf den Nutzen für das Bakterium hin untersucht werden. Es
wird eine Nutzenbilanz-Funktion aufgestellt, welche die Kosten und den
Nutzen zusammenfasst.
Nutzen bringt die Zielvariable zk bei Anwesenheit des Signals sx, in dem
Beispiel der Nitratatmungs-Regulation von P. aeruginosa bringt die Nitrat-
reduktase Nutzen bei Abwesenheit von Sauerstoff (Schobert and Tielen,
2010). Die Produktion von yk und von zk kostet Energie. Die Kosten der
Dimerisierung von Anr, somit x, sind so gering, dass diese in der folgenden
Betrachtung vernachlässigt werden können.
Definition 7.








mit den Kostenfaktoren ηy und ηz.
Die Nutzenbilanz-Funktion ist der über die Zeit berechnete Mittelwert der
Nutzen minus der Kosten. Sie hängt direkt von dem Signal sx ab. Der Nut-
zen geht nur in die Funktion ein, wenn das Signal sx vorhanden ist, die
Produktionsfunktionen gk(x) und m(x,y) hängen von den Zustandvariablen
ab, dessen Produktion vom Signal abhängt. Die Nutzenbilanz hängt somit
ebenfalls von dem Wechsel der Umgebung ab.







sxdt ∈ R (7.7)
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existiert. Existiert s¯, so existieren ebenfalls die Zustandsvariablen x, yk und
zk in Gleichung (7) und somit existiert auch die Gleichung (7).
Ist der Wechsel einer Umgebung einer periodisch, so ist das Signal mit einer
periodischen Sequenz vorhanden.
Satz 4. Ist das Signal mit einer T-periodischen Sequenz (Ti) j vorhanden und
ist der Unterschied (Ti+1 − Ti ≤ const) beschränkt, so resultiert dies in T-




























Für eine gegebene Periode T gilt, dass T j+1−T j = T ist. Wenn das Signal pe-
riodisch ist, so kommt es ebenfalls zu periodischen Lösungen der Zustands-
variablen. Die Zeit kann in Intervalle unterteilt werden, die jeweils T groß









































Die Nutzenbilanz zeigt das Verhältnis von Nutzen und Kosten über den Zeit-
raum T . Soll dieses Verhältnis nur zu einem Zeitpunkt dargestellt werden,
wird die momentane Nutzenbilanz benötigt.
Definition 8. Die momentane Nutzenbilanz
c(k) = sxzk− c˜k = sxzk−ηygk(x)−ηzm(x,yk) (7.9)
wird durch den Integranden aus Gleichung (7.8) dargestellt. c˜k bezeichnet
die momentanen Kosten.
Mittels der Nutzenbilanz-Funktion kann berechnet werden, ob der Nutzen,
der aus demModell gezogen werden kann, größer ist als die Kosten.
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Definition 9. Innerhalb dieser Arbeit ist ein System evolutionär vorteilhaft,
wenn die Nutzenbilanz C(k) nicht sinkt, also die momentane Nutzenbilanz
nur positiv und wenn die Nutzenbilanz abhängig von der basalen Expression
streng maximal max(C(k)) ist.
Ist die Nutzenbilanz nicht wachsend, so kann das Bakteriummöglicherweise
ebenfalls nicht wachsen. Es könnte zu einem Sterben des Bakteriums kom-
men. Ist die Nutzenbilanz nicht maximal, so kann es andere Bakterien geben,
die besser vorbereitet sind als diese .
7.4. Voraussetzungen
Um den Nutzen der basalen Expression k des zweiten Regulators yk zu dis-
kutieren und eine basale Expression k zu finden, bei der die Nutzenbilanz-
Funktion optimal ist, muss ein Lemma formuliert werden:
Lemma 1.
Eine Differentialgleichung mit dem Aufbau
u˙ = f −u (7.10)




eτ−t f (τ)dτ. (7.11)
Ist die Funktion f eine T-periodische Funktion, so kommt es zu








eτ−t f (τ)dτ. (7.12)
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Beweis. Man kann direkt aus Gleichung (7.10) die Funktion (7.12) berech-










Gehen wir von einer T -periodischen Lösung aus, ist


























Definiert wird die Funktion dann als
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Die Gleichung L[ f ] = u (Gleichung (7.12)) definiert einen linearen Ope-
rator L : L1([0,T ]) → L1 ([0,T ]). Damit L ein linearer Operator ist,
muss gelten, dass L homogen und additiv ist. Homogen ist L, wenn gilt,
dass
L[λx(t)] = λL[x(t)]
ist. Man kann dies zeigen durch




















Additiv ist L, wenn gilt, dass































Mit Lemma 1 lassen sich die Zustandsvariablen x(t),yk(t) und zk(t) aus den




Lemma 2. Die Lösungen (x,yk,zk) und (x,yl,zl) zu dem System der Glei-
chungen (7.5) zeigen, dass yk(t) ≥ yℓ(t) und zk(t) ≥ zℓ(t) für alle t > 0 ist
unter der Voraussetzung, dass k ≥ l ≥ 0, yk(0) ≥ yℓ(0) und zk(0) ≥ zℓ(0) sind.
Beweis.Durch Gleichung (7.11) aus Lemma 1 wird dieMonotonie von gk(x)
in k gegeben und dieses impliziert die Monotonie der Lösung yk(t) in k. Zu-
sätzlich hängt yk monoton steigend von dem Anfangswert yk(0) ab. Analog
hängt die Monotonie von zk von der Monotonie m(x,yk) in yk ab, welche
ebenfalls mit dem Anfangswert (zk(0) und k) steigt. 
Satz 6. Bei einem periodischen Signal sx zeigt sich Monotonie von yk =
L[gk(x)] und zk = L[m(x,yk)] in k.
Beweis. Es gilt nach (7.4), dass gk(x) > gl(x) ≥ 0 für k > l und ∀x ∈ [0,1].











Nur die Variable gk ist abhängig von k, welche nur positiv in die Glei-
chung eingeht. Somit ist L[gx] monoton wachsend in k. Es wird genauso
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für zk = L[m(x,yk)] vorgegangen. 
Daher hat ein Organismus mit einer basalen Produktion von yk (k > 0) eine
höhere Konzentration des Regulators yk als bei k = 0 und somit eine höhe-
re Expression von zk direkt nach einer Umschaltung für jedes periodische
Gleichgewicht und jedes Systemverhalten mit gleichen Anfangsbedingun-
gen.
8. Ergebnisse und Diskussion
Dieses Kapitel soll eine mathematisches Modell für das FFL-System mit ba-
saler Expression des zweiten Regulators yk liefern. Gesucht wird ein Modell,
welches die evolutionären Vorteile der basalen Expression des zweiten Re-
gulators erläutern kann. Das FFL-Modell wird schrittweise derart erweitert,
dass ein möglichst einfaches Modell entsteht. Alle hier durch Erweiterun-
gen entstehenden Modelle gehören zu einer Modellfamilie, welche gleichen
Voraussetzungen aus Kapitel 7 erfüllen. Dazu müssen die Bedingungen des
evolutionären Vorteil aus Definition 9 gezeigt werden.
8.1. Lineares Modell
Das Modell hat, wie in Kapitel 7 beschrieben, den Grundaufbau aus den
Gleichungen (7.5) mit den Produktionsfunktionen gk(x) und m(x,yk). Zu-
nächst werden die Produktionsfunktionen von yk und zk als lineare Funktio-
nen in jeder Komponente definiert
gk(x) = k+ (1− k)x, (8.1)
m(x,yk) = x · yk. (8.2)
mit den Voraussetzungen aus Definition 5 in Kapitel 7.2.
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Das Modell aus den Gleichungen (7.5) mit den Produktionsfunktionen aus
Gleichung (8.1) und (8.2) wird als lineares Modell bezeichnet. Das Signal
sx wurde in Definition 7.1 festgelegt, wobei nun periodische Zeitintervalle
genutzt werden. Es gilt, dass Ti+2 − Ti = T2 ∀i ∈ Z mit T einer endlichen
Periodenlänge.
8.1.1. Nutzenbilanz bei Signalwechsel
Um die Nutzenbilanz bei Signalwechsel zu definieren, wird das Landau-
Symbol O verwendet (siehe Einschub 1).
Einschub 1. Die asymptotische obere Schranke des Wachstums kann ange-
geben werden mittels des Landau-Symbol O. Für gegebene die Funktionen
f und g gilt für f ∈ O(g), dass bei x→∞




und für x→ a <∞ gilt
∃ C > 0 ∃ ε > 0 ∀ x ∈ {x : d(x,a) < ε} : | f (x)| ≤C · |g(x)|.
f hat als asymptotische Wachstumsobergrenze g. Strebt | f (x)|/|g(x)| gegen
0, so ist entsprechend f (x) ∈ o(g(x)).
Lemma 3. Das Differentialgleichungssystem aus Kapitel 8.1 mit den An-
fangsbedingungen x(0) = 0, yk(0) = k und zk(0) = 0 und den linearen Pro-
duktionsfunktionen (Gleichung (8.1) und Gleichung (8.2)) wächst beim Auf-
treten des ersten Signales, also zum Zeitpunkt T1, für die Zeitlängen τ.
x(T1+τ) = O(τ) und yk(T1+τ) = k+O(τ
2).
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Die zusätzliche Annahme, dass m(x,yk) = O(xy) ist, ergibt folgendes:
zk(T1+τ) = kO(τ
2)+O(τ4).
Beweis. Das Lemma nutzt die linearen Produktionsfunktionen gk(x) und
m(x,y) aus Gleichung (8.1) und Gleichung (8.2) und kannmittels des Hartman-
Grobman-Theorems bewiesen werden (Hartman, 1960).
Das Hartman-Grobman-Theorem, oder auch Linearisierungssatz, analysiert
das lokale Verhalten von dynamischen Systemen. Ein dynamisches System
verhält sich in der Umgebung eines hyperbolischen Fixpunktes qualitativ
wie ein lineares System.
Die Anfangsbedingungen wurden angegeben durch x(0) = 0, yk(0) = k und
zk(0) = 0. Zum Zeitpunkt T1 tritt das Signal zum ersten Mal auf, daher gilt
ebenfalls zum Zeitpunkt T1, dass x(T1) = 0, yk(T1) = k und zk(T1) = 0. Mit
Hilfe der Taylorentwicklung wird der Zeitpunkte t0 = T1 + τ mit der Ent-
wicklungsstelle t = T1 betrachtet,




Ebenso wird für die anderen Variablen vorgegangen. 
Lemma 3 zeigt, dass in jeder Situation direkt nach dem ersten Wechsel des
Signals, also bei T1+τ, die momentanen Kosten c˜k = ηygk(x)+ηzm(x,yk) =
ηyk+O(τ) wesentlich höher sind als der momentane Nutzen sx(T1+τ)zk(T1+
τ). Wechselt also die Umwelt und somit das Signal, kommt es zunächst zu
Kapitel 8. Ergebnisse und Diskussion 101
erhöhten momentanen Kosten. Das Bakterium benötigt also bei einem Um-
gebungswechsel zunächst Energie. Die benötigte Energie nach dem Signal-


















Abbildung 8.1.: Die Nutzenbilanz direkt nach dem ersten Wechsel des
Signals innerhalb des linearen Modells
Die Nutzenbilanz des linearen Modells C(k) dargestellt direkt nach dem
Wechsel des Signals bei τ = t − T1. Die Kosten-Faktoren werden als ηy =
ηz = 0.1 festgelegt. Die Nutzenbilanz-Funktion ist negativ für kleine τ. Bei
größeren τ wächst der momentane Nutzen stärker als die momentanen Kos-
ten. Somit wächst auch C(k).
Der Simulations-Start befindet sich bei T1 mit C(k) = 0 zu dem Zeitpunkt
T1, mit der Zeit nach dem ersten Signalwechsel t = T1 + τ und variieren-
den basalen Expressionen k. Hier kann deutlich erkannt werden, dass die
Nutzenbilanz innerhalb dieses Modells negativ sein kann. Das Modell kann
somit die evolutionäre Vorteil innerhalb dieses Zeitbereiches nicht erklä-
ren. Von einem evolutionären Vorteil eines Modells kann dann ausgegan-
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ist (siehe Definition 9). Die sinkende Nutzenbilanz innerhalb dieses Berei-
ches nach dem Wechsel zeigt, dass das Bakterium möglicherweise einen
Wechsel der Umgebung nicht überleben könnte. Es wird im weiteren unter-
sucht, ob das Modell die Optimalität einer basalen Expression k erläutern
kann.
8.1.2. Maximum der basalen
Expression
Das lineare Modell der FFL kann nicht den evolutionären Vorteil (siehe De-
finition 9) der basalen Expression erklären. Es existiert kein strenges Maxi-
mum von k ∈ ]0,1[ in der Nutzenbilanz-Funktion C(k) und die momentane
Nutzenbilanz ist nicht nur positiv. Es wird gezeigt, dass C(k) linear in k
ist. Ist dies der Fall, kann das Maximum der Nutzenbilanz-Funktion nur bei
k = 0 oder k = 1 liegen.
Satz 7. Das lineare Modell hat kein streng optimales k der Nutzenbilanz-
Funktion C(k), also kein optimales k mit k ∈]0,1[.
Beweis. Für den Beweis wird der Operator L aus der Gleichung (7.12) ge-
nutzt (siehe Lemma 1). Die Lösungen des Differentialgleichungsmodells aus
Kapitel 8.1 können mittels dem Operator L und y0 = L(x) berechnet wer-
den,
x = L[sx], (8.3)
yk = L[k+ (1− k) x], (8.4)
zk = L[xyk] = L[x (k+ (1− k)y0)] = ky0+ (1− k)L[y0x]. (8.5)
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sx (ky0+ (1− k)L[y0x])−ηy (k+ (1− k) x)−ηzx (k+ (1− k)y0)dt.


















k · (sxy0− sxL[y0x]−ηy+ηyx−ηzx+ηzy0)−ηyx+ sxL[y0x]−ηzxy0dt








Q1 = sxy0− sxL[y0x]−ηy+ηyx−ηzx+ηzy0
und
Q2 = −ηyx+ sxL[y0x]−ηzxy0
Funktionen abhängig von den Parametern und Variablen, jedoch nicht von
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der basalen Expressionsrate k, sind. Die Nutzenbilanz-Funktion ist linear
abhängig von k. Somit kann für dieses Modell kein strenges Maximum in
k existieren, sondern nur im Minimum oder im Maximum der basalen Ex-
pression, also k ∈ {0,1}, in Abhängigkeit des Vorzeichens von Q1. Das Vor-
zeichen von Q1 hängt von seinen Variablen, nämlich sx,y0,ηy und ηz ab. 
8.1.3. Simulation mit linearem Modell
Ein Beispiel für die Simulation mit dem linearen Modell bei periodischer
Änderung des Signals wird in Abbildung 8.2 gezeigt. Die Abbildung ver-
deutlicht den Übergang zwischen Phasen mit und ohne Signale. Innerhalb
der Simulation des linearen Modells werden periodische Signale angenom-
men mit einer Periodenlänge von T= 5 und einem Umschaltpunkt nach der
Hälfte des Signals. Insgesamt werden vier Zyklen gezeigt:
sx =

0 wenn t ∈ [5 · (i−1),2.5+5(i−1)[
1 wenn t ∈ [2.5+5(i−1),5 · i[
i ∈ {1,2,3,4}. (8.6)
In der Abbildung 8.2 (a) wird der erste Regulator x dargestellt. In grau abge-
hoben wird die Anwesenheit des Signals gezeigt. Bei einem Stimulus wächst
x exponentiell. Bei Abwesenheit des Signals wird x abgebaut.
Der zweite Regulator yk wird basal exprimiert. In Abbildung 8.2 - (b) bis (d)
werden sechs verschiedene basale Expressionen (k ∈ {0,0.2,0.4,0.6,0.8,1})
dargestellt. Bei Anwesenheit des Signals wächst sowohl der erste als auch
der zweite Regulator (x und yk). Der zweite Regulator wächst abhängig von
der basalen Expression. Eine höhere basale Expression führt zu einer grö-
ßeren Konzentration von yk, wenn es noch nicht das Maximum erreicht hat.
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Bei längeren Signalen tendiert der zweite Regulator, unabhängig von der
basalen Expression, zu seinem Maximum (yk = 1).
Die Produktionsfunktion der Zielvariable zk ist abhängig von der Konzentra-
tion von x und yk. zk wächst nur bei Anwesenheit von x und yk, somit nur bei
Anwesenheit des Signals sx = 1. Durch eine höhere basale Expression ist es
der Zielvariablen möglich, direkt nach dem Wechsel zur Signalanwesenheit
(bei T1 ≥ 2.5+5(i−1) für i ∈ {1,2,3,4}) schneller zu wachsen. Je höher die
basale Expression k ist, desto schneller wächst ist die Konzentration von zk
nach einem Signalwechsel, gezeigt im Lemma 3.
Sind die Variablen noch nicht vollständig abgebaut und es kommt erneut
zu einem Signal sx = 1, so kann der erneute Aufbau der Variablen weniger
Zeit dauern, als bei vollständig abgebauten Variablen. Solange die Variablen
noch mit einer gewissen Konzentration vorhanden sind, erinnert sich das
Bakterium sozusagen an die vorherige Umgebung.
Definition 10. Das Gedächtnis wird hier die Zeit genannt, die gebraucht
wird, bis die Variablen vollständig abgebaut sind. Je schneller der Abbau
der Variablen ist, desto kürzer ist auch das Gedächtnis. Sind alle Variablen
wieder vollständig abgebaut, ist kein Gedächtnis mehr vorhanden.
Die basale Expression hat direkten Einfluss auf das Gedächtnis. Um so grö-
ßer die basale Expression ist, um so länger ist auch Gedächtnis. Bei kurz-
en Signalen hilft also der verzögerte Abbau, der auch durch die basale Ex-
pression entsteht, möglichst schnell wieder einen Nutzen zu bekommen. Bei
längeren Signalen gleichen sich die Konzentrationen der Zustandvariablen
an, so dass das Gedächtnis nicht mehr vorhanden ist. Das Bakterium ver-
gisst.
Die Nutzenbilanz wird in Abbildung 8.2 (d) gezeigt. Kosten bei Signalab-
wesenheit sind größer als der Nutzen. Die Nutzenbilanz wächst nur mit Sti-
mulus (sx = 1).
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Liegt eine größere basale Expression vor, so sind ebenfalls die Kosten grö-
ßer
ηy · (k+ (1− k)x)−ηz · (xyk) > ηy · (l+ (1− l)x)−ηz · (xyl) ∀k > l.

















































Abbildung 8.2.: Simulationsergebnis des linearen Modells.
Die Phasen mit Signal werden durch einen grauen Hintergrund bei der
Zustandsvariablen x dargestellt (a). x wächst in Anwesenheit des Signa-
les sx. In (b) wird der zweite Regulator yk für die basale Expression
k = 0,0.2,0.4,0.6,0.8 (durchgängige, gestrichelte, durchgängige, gestrichel-
te Linie) und k = 1 (gepunktete Linie) gezeigt. Die Darstellung der Zielva-
riablen zk befinden sich in der Teilabbildung (c). Die Kosten-Faktoren der
Nutzenbilanz C(k) werden ηy = ηz = 0.1 gesetzt (d).
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Liegt eine größere basales Expression vor, kann schneller aus dem Signal
Nutzen gezogen werden als bei einer kleineren basalen Expression. Dies
kommt durch den schnelleren Aufbau der Zielvariable bei erneutem Si-
gnal.
In den Phasen des Wechsels zwischen Ab- und Anwesenheit des Signals hat
ein Modell mit einer größeren basalen Expression einen so großen Nutzen,
dass es die Kosten wieder aufwiegt, und somit Modelle mit kleinerer basa-
len Expression in der Nutzenbilanz-Analyse ’überholt’. Erkennbar ist, dass
immer eins von den Modellen mit fehlender basaler Expression (k = 0) oder
mit vollständiger basaler Expression (k = 1) die maximale Nutzenbilanz-
Funktion besitzt.
Das lineare Modell kann nicht den evolutionären Vorteil (siehe Defintion
9) einer basalen Expression zwischen eins und null (k ∈]0,1[) erklären. Im
folgendem wird das Modell erweitert, um einen evolutionären Vorteil durch
ein Modell zeigen zu können.
8.2. Nichtlineares Modell
Um in dem Modell eine evolutionär stabile basale Expression des zweiten
Regulators zu erläutern, werden Erweiterungen an dem Modell vorgenom-
men. Eine Möglichkeit der Erweiterung des Differentialgleichungsmodells
der FFL (Gleichung (7.5)) ist die Veränderung der Produktionsfunktionen
des zweiten Regulators yk und der Zielvariablen zk. Für die Produktions-
funktionen gk(x) und m(x,yk) wird nun eine Sättigungsfunktion mit Hill-
Koeffizient angewendet. Dieses Modell wird als nichtlineares Modell be-
zeichnet.
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8.2.1. Nichtlineare Produktionsfunktion
Das grundlegende Modell bleibt beim nichtlinearen Modell erhalten (Glei-
chung (7.5)). In die Produktionsfunktionen bei zwei Zustandsvariablen (yk





eingefügt mit der Sättigungskonstante Kxy und dem Hill-Koeffizienten hmit
h ≥ 1 ∈N (siehe Kapitel 2.7).
Die Funktion Hxy(t) erfüllt die für die Normierung der Produktionsfunktio-
nen nötigen Bedingungen Hxy(0) = 0, Hxy(1) = 1 und lim
x→∞
Hxy(x) = 1+Kxy.
Dies ist notwendig, um die vorher festgelegten Bedingungen für die Pro-
duktionsfunktionen zu erfüllen (siehe Kapitel 7.2, Definition 5). Die Halb-
sättigungskonstante ist bei dieser Funktion x¯ = h
√
Kxy, wobei Kxy hier als
Sättigungskonstante bezeichnet wird. Mittels der Indizes werden verschie-
dene Sättigungs-Funktionen definiert. Bei Hxy(t) beeinflusst x die Produkti-
on von yk. Für alle Funktionen wird ein verallgemeinerter Hill-Koeffizient h
verwendet.
Die Produktionsfunktionen müssen auch mit eingeführten Sättigungsfunk-
tionen die Bedingungen aus Definition 5 erfüllen. Die nichtlinearen Produk-
tionsfunktionen
gk(x) = k+ (1− k)Hxy(x), (8.8)
m(x,yk) = Hxz(x)Hyz(yk) (8.9)
beinhalten die Sättigungsfunktionen H, welche monoton steigend in ihrer
Variable sind. Es gilt, dass Hxy(1) = 1 ist, somit ist Hxy ≤ 1. Um ein geeig-
netes Sättigungsmanko zu erreichen, sollte die Sättigungskonstante Kxy bei
0 < Kxy ≪ 1 liegen.
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Abbildung 8.3.: Produktionsfunktion des zweiten Regulators (gk(x))
Die durchgezogene Linien zeigen die lineare Produktionsfunktion mit
gk(x) = k + (1 − k)x für k = 0 und k = 0.6. Die gestrichelte Linie stellt
die nichtlineare Produktionsfunktion gk(x) = k+ (1− k)Hxy(x) mit Hxy(x) =
(1+Kxy)xh
xh+Kxy
,Kxy = 0.07, h = 3 und k = 0 bzw. k = 0.6 dar.
8.2.2. Maximum der basalen
Expression
Es existieren Parameter, bei denen die Nutzenbilanz-FunktionC(k) maximal
ist und es gilt, dass die basale Expression in k ∈]0,1[ liegt, also eine streng
maximale basale Expression existiert.
Satz 8. Es existieren nichtlineare Produktionsfunktionen (Gleichung (8.8)
und (8.9)), so dass die Nutzenbilanz-Funktion C(k) (Gleichung (7.8)) des
FFL-Modells ein strenges Optimum in k ∈]0,1[ besitzt.
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Die Gleichungen (8.11) bis (8.15) können in die Ableitung der Nutzenbilanz-
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Notwendige Bedingung für ein Maximum ist, dass die Ableitung gleich Null
ist. Steigt die Funktion zunächst (Ableitung größer Null) und sinkt dann
(Ableitung kleiner Null) und ist C(k) eine stetige Funktion, muss ein Ma-
ximum zwischen dem Wachstum und dem Absinken vorhanden sein. Da







betrachtet. Gesucht werden also derartige Parameter, dass C′(0) > 0 und
C′(1) < 0 ist.
Die Parameter my(x,yk), ηy und ηz haben Einfluss auf die Steigung der Nut-
zenbilanz. Zunächst wird die Produktionsfunktion my(x,yk) betrachtet. Zu
zeigen ist, dass für k = 1 die Produktionsfunktion sehr klein ist und für k = 0
diese Produktionsfunktion sehr groß ist.
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Die Produktionsfunktion der Zielvariable m(x,yk) soll zunächst für k = 1
derart gewählt werden, dass my(x,1) = my(x,y1) > 0 sehr klein ist. Die Pro-
duktionsfunktion






































Für genügend kleine Kyz ist h − (h/(1+ Kyz)) sehr klein und somit kann
my(x,1) sehr klein sein.
Die Produktionsfunktion my(x,yk) muss, wenn die basale Expression gleich












ist mit y0 ∈ [0,1]. Somit muss der Hill-Koeffizient h und Hxz(x) groß genug
sein, damitmy(x,y0) groß genug wird mit genügend kleinen Kyz.
Der Term (sxz−ηz)ykmy(x,yk) ist sehr groß für k = 0 und für k = 1 sehr
klein, wenn gilt, dass my(x,y0) > 0 sehr groß ist für alle Werte von y0,
my(x,1) = my(x,y1) > 0 sehr klein ist und ηz klein genug und somit sxz−ηz
positiv für alle k ist. Negativen Einfluss auf die Nutzenbilanz-Funktion hat
somit nur der Teil ηy. Der Kostenfaktor ηy kann derart gewählt werden,






















ist. Somit kommt es zu einem strengenMaximum der Nutzenbilanz-Funktion
C(k) in k ∈]0,1[, für entsprechend gewählte ηy, ηz und my(x,y0). 
8.2.3. Grenzbereiche
Auch im Grenzbereich bei sehr schnell wechselnden Signalen lässt sich
ebenfalls ein Optimum der Nutzenbilanz-Funktion berechnen. Gegeben sind
schnell alternierende Signale s¯ = sx(T¯ ) mit T¯ = T¯i+1− T¯i → 0, ∀ i. Der Auf-
und Abbau der Variablen bei schnell alternierende Signale wird reduziert,
daher tendieren die Lösungen der Differentialgleichungen (Gleichung (7.5))
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Wennmy derart für k = 0 und k = 1 gewählt wird, dassmy(s¯,1)≪my(s¯,g0(s¯))









gilt. Dann ist die Ableitung der Nutzenbilanz-FunktionC(k) auch für schnell
alternierende Signale für k = 0 positivC′(0)> 0 und für k = 1 negativC′(1)<
0. Ein strenges Maximum der Nutzenbilanz-Funktion C(k) für schnell alter-
nierende Signale existiert, da C(k) auch bei schnellen Wechsel des Signals
stetig definiert ist.
Zwar existiert auch ein strenges Maximum der basalen Expression, auch für
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schnell alternierende Signale, doch hat genau wie im linearen FFL-Modell
auch das nichtlineare Modell eine negativen momentanen Nutzenbilanz ck
direkt nach dem ersten Wechsel des Signals T1. Daher konnte dort zwar
bewiesen werden, dass die Nutzenbilanz maximal max(C(k)) ist, aber es
konnte nicht bewiesen werden, dass die Nutzenbilanz abhängig von der Zeit






















Abbildung 8.4.: Die Nutzenbilanz direkt nach dem ersten Wechsel des
Signals innerhalb des nichtlinearen Modells
Die Nutzenbilanz des linearen Modells C(k) wird direkt nach dem Wechsel
des Signals bei τ = t− T1. Die Kosten-Faktoren wurden mit ηy = ηz = 0.1
festgelegt. Der Hill-Koeffizient wurde hier mit h = 3 und die Sättigungs-
konstanten mit Kxy = Kxz = Kyz = 0.1 festgelegt. Die Nutzenbilanz-Funktion
zeigt Negativität für kleine τ. Bei größeren τ wächst der momentane Nutzen
mehr als die momentanen Kosten. Somit wächst auch C(k).
In Abbildung 8.4 ist die Nutzenbilanz C(k) direkt nach dem ersten Wechsel
des Signals dargestellt. Dies ist für das lineare Modell bereits in Abbildung
8.1 dargestellt. Die Nutzenbilanz ist ab dem ersten Wechsel mit τ = t−T1
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und dem Startwert C(k)t=T1 = 0 dargestellt. Hierbei ist τ die Zeit nach der
ersten Schaltung. Direkt nach dem Signalwechsel sinkt die Nutzenbilanz.
Das Modell ist trotz des optimalen k (basale Expression) nicht evolutionär
vorteilhaft (siehe Definition 9). Eine evolutionär vorteilhafte Erklärung der
FFL mit basaler Expression im zweiten Regulator wird in dem nächsten
Abschnitt durch Erweiterung des Modells gesucht.
8.2.4. Simulation mit dem nichtlinearen
Modells
Die Simulationen mit dem nichtlinearen Modell in Abbildung 8.5 ist mit den
gleichen Parametern und dem gleichen Signal wie die Simulation des linea-
ren Modells aus Abbildung 8.2 und der Sättigungskonstanten der nichtlinea-
ren Produktionsfunktionen und der Hill-Koeffizient
Kxy = Kxz = Kyz = 0.07,
h = 3.
durchgeführt.
Die Simulation mit dem nichtlinearen Modell (siehe Abbildung 8.5) sieht
auf den ersten Blick zunächst der Simulation des linearen Modells (siehe
Abbildung 8.2) sehr ähnlich. Der erste Regulator wird genau wie im linearen
Modell exprimiert. Die Zustandsvariable x unterscheidet sich in den Model-
len nicht. Dahingegen unterscheidet sich der zweiten Regulator yk in den
Modellen. So ist der Unterschied des Auf- und Abbaus von yk je nach der
basalen Expression k in dem nichtlinearen Modell größer als in dem linea-
ren Modell. Dies hängt von den eingegebenen Hill-Koeffizienten h und der
Sättigungskonstante ab.
Kapitel 8. Ergebnisse und Diskussion 117

















































Abbildung 8.5.: Simulationsergebnis des nichtlinearen Modells.
Die Phasen mit Signal werden durch einen grauen Hintergrund bei der Zu-
standsvariable x dargestellt (a). In (b) wird der zweite Regulator yk für
die basalen Expression k = 0,0.2,0.4,0.6,0.8 (durchgängige, gestrichelte,
durchgängige, gestrichelte und durchgängige Linien) und k = 1 (gepunktete
Linie) gezeigt. Die Darstellung der Zielvariable zk befinden sich in der Ab-
bildung (c). Kosten-Faktoren der Nutzenbilanz C(k) wurden mit ηy = ηz =
0.1 gesetzt (d). Die Sättigungskonstanten sind alle als Kxy = Kxz = Kyz = 0.07
festgelegt und alle Hill-Koeffizienten mit h = 3 gewählt.
Die veränderten Produktionsfunktionen von yk und zk wirken sich auf die
Nutzenbilanz-Funktion C(k) aus. Bei dem linearen Modell erkennt man,
dass entweder das Modell mit fehlender basaler Expression (k = 0) oder
mit vollständiger basaler Expression (k = 1) die maximale Nutzenbilanz-
Funktion besitzt (siehe Kapitel 8.1.3). Bei dem nichtlinearen Modell kann
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auch ein Modell mit mittlerer basaler Expression eine maximale Nutzenbi-
lanz haben.
Innerhalb des nichtlinearen Modell gibt es bedingt eine streng maximale ba-
sale Expression k. Diese Bedingungen sind, dass nur Parametern ηy, ηz und
my(x,y0) in einem geeigeneten Wertebereich zu einer streng optimale basa-
len Expression führen. Jedoch sinkt auch hier die Nutzenbilanz bei Signal-
wechsel. Das Modell ist nicht evolutionär vorteilhaft.
8.3. Modell mit Speicher
In den Kapiteln 8.1 und 8.2 wurden zwei Modelle für die FFL mit basaler
Expression vorgestellt. In Kapitel 8.2 wurde bereits gezeigt, dass ein nicht-
lineares Modell die basale Expression erklären kann. Es gibt folglich Para-
meter, bei denen es sinnvoll für ein Bakterium ist, den zweiten Regulator yk
basal zu exprimieren. Es wird ein Modell gesucht, das genauso den Nutzen
der basale Expression erläutern, aber auch evolutionäre vorteilhaft ist, daher
auch die momentane Nutzenbilanz positiv ist.
8.3.1. Notwendigkeit der Erweiterung
Innerhalb des linearen und des nichtlinearen Modells werden direkt nach ei-
nem Wechsel mehr Kosten als Nutzen produziert, wie in Abbildung 8.1 und
8.4 dargestellt. Die Nutzenbilanz-Funktion C(k) sinkt und somit ist die mo-
mentane Nutzenbilanz negativ. Zu dem Zeitpunkt des Signalwechsels zeigen
die beiden bisherigenModelle keinen evolutionären Vorteil (siehe Definition
9). Gesucht wird ein Modell, welches zu der Modellfamilie mit den in Ka-
pitel 7 aufgestellten Bedingungen gehört und gleichzeitig alle Bedingungen
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des evolutionären Vorteil erfüllt. Um diese Bedingungen zu erfüllen, wird
ein Energiespeicher eingeführt.
8.3.2. Energiespeicher
Jedes Bakterium hat bei kurzfristigem Energiebedarf Energiespeicher zur
Verfügung, kann also durch gespeichert Energie diese negative Bilanz aus-
gleichen. Vielen Bakterien, einschließlich P. aeruginosa, können Energie
zum Beispiel als Polyhydroxyalkanoate (PHA) und Polyphphosphate spei-
chern, um schwankenden Umweltbedingungen zu kompensieren (Chan et al.,
2006, Achbergerová and Nahálka, 2011). Im Gegensatz dazu können ATP,
aber auch andere Moleküle wie Acetyl-CoA und NADH Energie für den
unmittelbaren Gebrauch liefern.
Ein Energiespeicher kann benötigte Energie liefern und somit energetische
Kosten abdecken. Eine negativen Nutzenbilanz kann so von gespeicherter
Energie abgefangen werden. Der Enerigespeicher wird mit einem Energie-
verteiler eingeführt. Die Nutzenbilanz muss neu definiert werden. Hier wer-
den Nutzen und Kosten von dem Energiespeicher zusammengefasst. Das
Bakterium kann aus einem Energieüberschuss den Nutzen des Wachstums
ziehen. Anstelle der Nutzenbilanz soll Wachstum optimiert werden. In Ab-
bildung 8.6 wird das erweiterte System bildlich dargestellt.
Das Grundmodell liefern die Differentialgleichungen zu den Zustandsvaria-
blen x, yk und zk (siehe Gleichungen (7.5)). Neu definiert werden die Zu-
standsvariablen für den Energieverteiler (a), den Energiespeicher (b) und
die Fitness (w). Die Ableitung der Fitness nach der Zeit wird als Wachs-
tum (w˙) bezeichnet. Der Enerigespeicher b kann Energie für die Produkti-
on der Zustandsvariablen yk und zk speichern. Der Energieverteiler a kann
die benötigten Energien zuordnen. Aus dem Energiespeicher fließt die Ener-
gie mit der Rate j2 in den Verteiler, wenn dieser Energie benötigt. Mit j1
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fließt überschüssige Energie aus dem Verteiler in den Speicher zurück. Im-
mer wenn der Energieverteiler Energie benötigt, bezieht er diese aus dem
























Abbildung 8.6.: Das Modell der FFL mit Speicher
beinhaltet das einfach FFL-Modell und einen Energie-Speicher bk und einen
Energie-Verteiler ak. Das (x,yk,zk)-System ist als Sub-Modell (durch die ge-
strichelte Linie markiert) eingebettet. Durchgängige einzelne Linie stellen
den Energiefluss dar, Signale sind gestrichelte Linien, die doppelte Linien
zeigt den Einfluss von zk auf den Energie-Verteiler ak. Die Energie fließt in
den Speicher bk mit j1 und aus dem Speicher mit der konstanten Rate j2.
Für die Produktion von yk und zk fließt Energie mit den konstanten Raten jy
und jz. Der Grundbedarf an Energie fließt mit jout aus dem System und das
Wachstum wird mit jw definiert.
Es kostet Energie, den zweiten Regulator yk und die Zielvariable zk zu pro-
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duzieren. In dem Modell ohne Speicher wurden diese Kosten von den Nut-
zen abgezogen und man erhielt die Nutzenbilanz. In dem neu aufgestellten
Modell mit Speicher können diese Kosten mit den Raten jy und jz von dem
Energieverteiler abgedeckt werden.
Der Nutzen aus zk existiert bei Anwesenheit des Signals sx, genau so wie
in dem Modell ohne Speicher. Der energetische Nutzen aus zk geht hier mit
dem Parameter jin in den Verteiler und Speicher ein. Dieser Nutzen kann
somit den Energiespeicher wieder auffüllen, auf dem bei Produktion von yk
und zk zurückgegriffen werden kann.
Bei Abwesenheit des Signals wird Energie durch andere Wege produziert,
im Falle der Atmungsregulation von P. aeruginosa z. B. durch Oxidation.
Ist also das Signal sx = 0, so wird ebenfalls Energie produziert, welche auch
in den Verteiler fließt.
Das Bakterium benötigt durchgängig Energie für seinen Stoffwechsel. Diese
Energie geht mit jout aus dem Verteiler in den Grundmetabolismus. Diese
Energie für den Grundmetabolismus wird dauerhaft benötigt und fließt somit
konstant aus dem Verteiler.
Alle Werte aus der Nutzenbilanz des Modells ohne Speicher fließen in die-
sem Modell mit Speicher in den Verteiler. Hat der Verteiler Energie, kann
diese in das Wachstum w˙ der Bakterien fließen. Ein Wachstum existiert so-
mit nur bei Energieüberschuss. In diesem Fall wird mit einer Rate von jw
Energie in das Wachstum gesteckt. Das integrierte Wachstum wird als Fit-
ness definiert. Das Modell wird, wie in Definition 9, als evolutionär Vorteil-
haft definiert, wenn sowohl das Wachstum w˙ als auch die Fitness w positiv
sind als auch die Fitness in Abhängigkeit von der basalen Expression streng
maximal ist.
Sowohl die Konzentration an Energie in dem Energieverteilers, die in dem
Energiespeicher als auch die Fitness hängen von der basalen Expression k
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ab. Daher werden sie mit ak, bk und wk betitelt.
Insgesamt kommtman somit zu einem erweitertem System
x˙ = sx− x,
y˙k = gk(x)− yk,
z˙k = m(x,yk)− zk, (8.17)
a˙k = jin− j1+ j2− jy− jz− jout− jw,
b˙k = j1− j2,
w˙k = jw,
welches die für den Energiefluss zuständigen Parameter jin, jout, jy, jz, j1 ,
j2 und jw besitzt.
Solange der Energiespeicher bk nicht voll genug ist, also weniger beinhaltet
als eine gesetzte Größe von bset, wird dieser mit Energie aus dem Verteiler
aufgefüllt bk < bset (Langemann and Rehberg, 2010). Es wird der Einfach-
heitshalber angenommen, dass der Energiefluss von dem Speicher abhängig
von dem Unterschied zwischen der Speicherfülle bk und der gesetzten Grö-
ße bset ist, j1 ∼ bset − bk. Durch j1 ist die Rate des Energieflusses definiert.
Durch Normierung wird bset auf eins gesetzt (bset = 1). Der Energiespei-
cher gibt Energie an den Verteiler ab, wenn der Verteiler negativ ist, also
wenn er Energie braucht. Es kann nur Energie vom Speicher abgegeben wer-
den, wenn dieser genügend Energie beinhaltet. Der Energiefluss besteht bei
bk > 0, also wenn der Speicher Energie hat. Der positive Anteil der Ener-
gie im Speicher wird definiert durch b+
k
= (bk+ |bk|)/2 =max(0,bk). Es wird
nur dann Energie benötigt, wenn der Verteiler ak eine negative Energiebi-
lanz besitzt, also wird nur Energie aus dem Speicher gezogen, wenn ak < 0
ist. Der negative Anteil des Verteilers ist gegeben durch a−
k
= (|ak| −ak)/2 =
|min(ak,0)|. Der Energiefluss aus dem Speicher zu dem Verteiler wird al-
Kapitel 8. Ergebnisse und Diskussion 123




digkeit des Energieflusses wird durch den Proportionalitätsfaktor β darge-
stellt.
Das Bakterium wächst nur dann mit einer Rate α, wenn die Energiebilanz
des Verteilers positiv, also wenn ak > 0 ist (a+k = (ak + |ak|)/2 = max(ak,0)).
Die Parameter
jin = 1− sx+ sxzk,
jout = const,
jy = ηygk(x),










zeigen die Energieflüsse des Systems aus Gleichung (8.17).
Das extreme Szenario, dass die Signale sehr kurz hintereinander wechseln,
wurde für das Modell ohne Speicher bereits erläutert (siehe Kapitel 8.2.3).
Dabei wurde berechnet, dass bei extrem schneller Schaltung die Zustands-
variablen zu Konstanten x→ s¯, yk → gk(s¯) und zk → m(s¯,gk(s¯)) streben.
Auch die Zustandsvariablen ak und bk werden zu Konstanten. Es wäre dann
j1 = j2 und jw = jin− jy− jz− jout. Das Wachstum w˙k kann für s¯ als konstant
beschrieben werden,
w˙k = 1− s¯+ s¯zk−ηygk(s¯)−ηzm(s¯,gk(s¯)) = const.
Selbst für extreme Bedingungen ist das Wachstum w˙k, bzw die Fitness wk
berechenbar.
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8.3.3. Lineares Modell mit Speicher
In demModell mit Speicher können ebenfalls unterschiedliche Produktions-
funktionen für den zweiten Regulator yk und der Zielvariablen zk eingefügt
werden. Zunächst werden die linearen Produktionsfunktionen
gk(x) = k+ (1− k)x,
m(x,yk) = x · yk,




















Abbildung 8.7.: Die Fitness wk des linearen Modells mit Energiespei-
cher für variierende basale Expressionen direkt nach einem Signal-
wechsel T1
Hier wird τ = t−T1 genutzt mit T1 als Zeitpunkt des Wechsels und τ Zeit
nach demWechsel. Die Kosten-Faktoren werden festgelegt als ηy = ηz = 0.1
und die anderen Parameter mit α = 4, β = 10 und jout = 0.5. Die Fitness zeigt
über die gesamte Zeit keine Negativität.
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Durch das Energiespeichersystem kommt bei einem Signalwechsel zu kei-
ner negativen momentanen Nutzenbilanz. Direkt nachdem dem erstenWech-
sel des Signals bei t = T1 + τ, mit T1 als Zeitpunkt des Wechsels und τ als
Zeit danach, zeigt die momentane Fitness wk keine Negativität und nur Stei-
gung, also das momentane Wachstum w˙k ≥ 0.
Das Wachstum des linearen FFL-Modell mit einem Energiespeicher ist in
Abbildung 8.7 gezeigt, mit Kosten-Faktoren ηy = ηz = 0.1, α = 4, β = 10 und
jout = 0.5.
Die Verwendung des FFL-Modells mit Speicher mit linearen Produktions-
funktionen erzeugen ein nur positives Wachstum. Somit ist eine Vorausset-
zung für evolutionären Vorteil erfüllt. Zu zeigen ist nun, dass das Modell mit
Speicher ein streng maximale Fitness abhängig von der basalen Expression
max(C(k)) hat.
Simulation mit linearem Speichermodell
Innerhalb der Simulation mit dem linearen Modell mit Speicher in Abbil-
dung 8.8 werden die gleichen periodischen Signale angenommen wie in den
Modellen ohne Speicher (Gleichung (8.6)).
Die Anfangsbedingungen sind x(0)= 0, yk(0)= k, zk(0)= 0, ak(0)= 0, bk(0)=
bset = 1 und wk(0) = 0. Genutzt werden für das Modell aus Gleichung (8.17)





ηy = ηz = 0.1.
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Abbildung 8.8.: Simulations-Ergebnisse des linearen Modells mit Spei-
cher
Simulation für k = 0,0.2,0.4,0.6,0.8,1 (durchgängige, gestrichelte, durch-
gängige, gestrichelte, durchgängige, gepunktet Linien). Der erste Regulator
x und die Phasen ohne Signal werden mit grauen Hintergrund in (a) gezeigt.
(b) zeigt den Verlauf des zweiten Regulators yk. Die Zielvariable zk befindet
sich in Abbildung (c). (d) und (e) zeigen je den Verteiler- (ak) und den Spei-
cherverlauf (bk), welche abhängig von x, yk und zk steigen und fallen. Die
Fitness wk (f) steigt monoton. Sobald in dem Verteiler ak Energie vorliegt,
kommt es zu Wachstumsschüben. Zu allen anderen Zeiten ist die Fitness
konstant.
Bei Anwesenheit des Signals wachsen die drei Zustandsvariablen x, yk und
zk wie in dem linearen Modell ohne Speicher (siehe Gleichungen (7.5)), da-
bei hängen die Variablen yk und zk von der basalen Expression k des zweiten
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Regulators yk ab. Je höher die basale Expression, desto höher auch yk und
zk.


































Abbildung 8.9.: Optimale basale Expression des linearen Speichermo-
dells
Optimale basale Expression (k) des linearen Modells mit Speicher, mit T als
Gesamtperiodenlänge und T1/T als Anteil ohne Signal. Dunkelblau zeigt
ein optimales Wachstum wk für keine basale Expression (k = 0). Bei dunkel-
rot liegt ein maximales Wachstum bei voller basaler Expression (k = 1). Die
Farben von dunkelblau über gelb bis dunkelrot stellen eine basale Expressi-
on zwischen null und eins dar (k ∈]0,1[) vor.
Bei Anwesenheit des Signals (sx = 1) wird zunächst viel Energie zur Produk-
tion von yk und zk benötigt. Die Energiekonzentration im Verteiler ak und im
Energiespeicher bk sinkt. Die Fitness wk hingegen stagniert. Ist das Signal
nicht mehr vorhanden (sx = 0), wird Energie in dem Verteiler und somit auch
in dem Speicher wieder aufgebaut. Verbraucht wird nur noch ein minima-
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ler Anteil der Energie für die Produktion der basalen Expression. Erst wenn
der Wert des Verteilers ak über Null liegt, kommt es auch zu Wachstum, die
Fitness wird größer. Um so größer die basale Expression eines Bakterium,
um so früher wächst die Fitness nach Wechsel des Signals. Jedoch hat eine
kleinere basale Expression auch kleinere Kosten. Schon nach vier Perioden
ist das Bakteriummit basaler Expression besser aufgestellt als das ohne. Das
Optimum der Fitness befindet sich bei dem linearen Modell mit Speicher in
der gezeigten Simulation bei k = 1.
Bei dem linearen Modell mit Speicher lässt sich in der Simulation (Abbil-
dung 8.8) erkennen, dass entweder das Modell mit voller basaler Expression
oder das Modell ohne basale Expression die größte Fitness besitzt. Dies ist
nicht nur in der gezeigten Simulation der Fall. Für jede Umgebung wird
das lineare Modell mit Speicher in Abbildung 8.9 dargestellt. Die optimale
basale Expression k wird zu der maximalen Fitness wk berechnet. Es wer-
den periodischen Signal mit der maximalen Periodenlänge von T = 40 ge-
nutzt. Zu jeder Periodenlänge von T =]0,40] und Anteil der Zeit ohne Signal
(T1/T ∈ [0,1]) wird das optimale k berechnet. Dunkelblaue Stellen zeigen,
dass hier ein maximales Wachstum für fehlende basale Expression vorliegt
(k = 0). Bei dunkelroter Farbe ist das optimale Wachstum für maximale ba-
sale Expression vorhanden (k = 1).
Das lineare Modell mit Speicher zeigt keine optimale Fitness für eine basale
Expression zwischen null und eins k ∈]0,1[, unabhängig von der Umgebung.
Je nach Umgebung wird jedoch eine maximale Fitness für keine basale oder
volle basale Expression k ∈ {0,1} erreicht.
8.3.4. Nichtlineares Modell mit Speicher
Es wurde bereits in Kapitel 8.2.2 gezeigt, dass ein Modell ohne Speicher,
aber mit nichtlinearen Produktionsfunktionen eine maximale Nutzenbilanz-
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Funktion hat für ein k ∈]0,1[. Das Modell mit Speicher (Kapitel 8.3.3) und
das Modell mit nichtlinearen Produktionsfunktionen (Kapitel 8.2) werden




















Abbildung 8.10.: Die Fitness wk direkt nach dem ersten Wechsel des
Signals innerhalb des nichtlinearen Modells mit Speicher
Der Hill-Koeffizient wird hier mit h = 3 und die Sättigungskonstanten mit
K = 0.1 festgelegt. Es wird τ = t−T1 genutzt mit T1 als Zeitpunkt des Wech-
sels und τ Zeit nach dem Wechsel. Die Kosten-Faktoren werden festgelegt
als ηy = ηz = 0.1 und die anderen Parameter mit α = 4, β = 10 und jout = 0.5.
Die Fitness w zeigt über die gesamte Zeit keine Negativität.
Das Speicher-Modell aus Gleichung (8.17) und die nichtlinearen Produk-
tionsfunktionen aus Gleichungen (8.8) und (8.9) ergeben das nichtlineare
Speichermodell.
Betrachtet man das Wachstum wk des nichtlinearen Modells mit Speicher,
so kann man erkennen, dass genau wie bei dem linearen Modell mit Spei-
cher auch hier durch die Einführung des Energiespeichers das Modell kein
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negatives Wachstum produziert und somit kein potentielles Absterben in-
duziert wird (siehe Abbildung 8.10). Direkt nach dem ersten Wechsel des
Signals bei t = T1 + τ, mit T1 als Zeitpunkt des Wechsels und τ als Zeit
danach, zeigen die momentane Fitness wk und das momentane Wachstum
w˙k keine Negativität. Das Wachstum des nichtlinearen FFL-Modell mit ei-
nem Energiespeicher ist in Abbildung 8.10 berechnet mit Kosten-Faktoren
ηy = ηz = 0.1 dem Hill-Koeffizient h = 3, der Sättigungskonstante K = 0.1
und den Parametern α = 4, β = 10 und jout = 0.5.
Maximum der basalen Expression
Die Verwendung des FFL-Modells mit Speicher und nichtlinearen Produk-
tionsfunktionen erzeugt ausschließlich positives Wachstum und positive Fit-
ness und zeigt somit im Gegensatz zum Modell ohne Speicher in diesem
Punkt einen evolutionären Vorteil. Das Modell mit Speicher soll die glei-
che Optimalität in der basalen Expression k zeigen wie das Modell ohne
Speicher. Dies wird in Lemma 4 gezeigt unter der Bedingung, dass die
Produktionsfunktionen bei beiden Modellen gleich sind. Ist die Optimali-
tät der basalen Expression k bei beiden Modellen gleich, so hat das nichtli-
neare Modell mit Speicher ebenfalls eine streng optimale basale Expressi-
on.
Lemma 4. Unter der Voraussetzung, dass sx periodisch ist, die Produkt-
funktionen gleich sind und das System (x,yk,zk,ak,bk) somit ebenfalls zu
einer periodischen Lösung tendiert, optimieren die gleichen Parameter die
Nutzenbilanz-Funktion des Modells ohne Speicher wie die Fitness des Mo-
dells mit Speicher.
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und C(k) im Falle von periodischen Signalen und somit auch periodischen
Lösungen aus mit einer Periode von T , bis auf wk im Modell mit Speicher,
ausgegangen. Werden die Differentialgleichungen über die erste Periode in-
tegriert, so kann für bk aus Gleichungen (8.18) (b˙k = j1 − j2) beschrieben








Das Integral ist durch das periodische Signal gleich Null. Durch die Glei-
chung
a˙k = jin− j1+ j2− jy− jz− jout− jw







jin− jy− jz− joutdt






sx (ky0+ (1− k)L[y0x])−ηy (k+ (1− k) x)−ηzx (k+ (1− k)y0)dt.




(1− sx)dt− joutT +T C(k)
= A+T C(k).
A ist nicht von den Modellparametern abhängig. Daher ist in jeder Periode
die Fitness wk gleich der Nutzenbilanz-Funktion C plus einer Konstante A.
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Die Parameter, die C in dem Modell ohne Speicher optimieren, optimieren
auch wk in dem Speichermodell und umgekehrt. 
Die optimale basale Expression des Modells ohne Speicher unterscheidet
sich nicht von der optimalen Expression des Modells mit Speicher bei glei-
chen Produktionsfunktionen. Dies kommt daher, weil der Energiespeicher
keinen Einfluss auf die Optimalität der basalen Expression hat (Lemma 4).
Somit konnte durch das Modell mit Speicher, die Negativität des Modells
ohne Speicher eliminiert und das Verhalten des Modells in der Optimalität
weiterhin beibehalten werden.
Simulation mit nichtlineare Speichermodells
Das nichtlineare Speichersystem wird mit folgenden Anfangsbedingungen
simuliert: x(0) = 0, yk(0) = k, zk(0) = 0, ak(0) = 0, bk(0) = bset = 1 und
wk(0) = 0. Das Signal hat den gleichen periodischen Aufbau wie in Kapi-
tel 8.6. Die genutzten Parameter werden wie in den anderen Simulationen
gewählt.
Die Fitness wk des nichtlinearen Speichermodells hängt, genau wie das li-
neare Speichermodell, von den Wechseln des Signals ab. Der wichtigste Un-
terschied ist, dass die Fitness wk in dem nichtlinearen Modell auch am größ-
ten für eine basale Expression ungleich null oder eins (k ∈]0,1[) sein kann.
Dies geschieht, weil direkt nach einer Umschaltung zu Bereichen ohne Si-
gnal (sx = 0) die nichtlinearen Produktionsfunktionen das Wachstum (w˙k)
beeinflussen. Man kann den Unterschied der beiden Modelle in Abbildung
8.14 erkennen.
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Abbildung 8.11.: Simulationsergebnis des nichtlinearen Modells mit
Speicher
Simulation für k = 0,0.2,0.4,0.6,0.8,1 (durchgängige, gestrichelte, durch-
gängige, gestrichelte, durchgängige und gepunktet Linien). Der erste Regu-
lator x und die Phasen ohne Signal werden mit grauem Hintergrund in (a)
gezeigt. (b) zeigt den Verlauf des zweiten Regulators yk. Die Zielvariable zk
befindet sich in Abbildung (c). (d) und (e) zeigten je den Verteiler- und den
Speicherverlauf, welche abhängig von x, yk und zk steigen und fallen. Die
Fitness wk steigt monoton (f). Wenn in dem Verteiler ak Energie vorliegt,
kommt es zu Wachstumsschüben. Zu allen anderen Zeiten ist die Fitness
konstant.
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Fitness
Simuliert man das nichtlineare Modell mit Speicher mit verschiedenen Pe-
riodenlängen T , hier T ∈]0,25], und unterschiedlichem Anteil ohne Signal
T1/T mit sx = 0 für t ∈]0,T1[, so kann für jede dieser periodischen Umwelt-
bedingungen die optimale Fitness wk zu jeder basalen Expression k berech-
net werden. Die optimale Fitness wird derart berechnet, dass zunächst ge-
nügend viele Perioden (hier 15) als Einschwingphase genutzt werden. Die





























Abbildung 8.12.: Optimale Fitness des nichtlinearen Speichermodells
Die optimale normierte Fitness w¯ des nichtlinearen Modells mit Speicher
mit Periode T und dem Anteil mit sx = 0 als T1/T
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wird numerisch berechnet und in Abbildung 8.12 gezeigt. Genutzt werden
die gleichen Parameter wie in der Simulation.
In Abbildung 8.12 wird gezeigt, dass das nichtlineare Speichermodell die
größte durchschnittliche Fitness w¯ für besonders lange Phasen ohne Signal,
T1/T mit sx = 0 für t ∈]0,T1[ besitzt. Gerade bei einem stetigen Wechsel
zwischen Phasen mit und ohne Signal und kurzen Gesamtperioden entsteht
eine schlechtere Fitnessbilanz, hervorgerufen durch einen schnellen gleich-
mäßigen Wechsel zwischen den Signalen. Lebt ein Bakterium in einer sol-
chen Umgebung, ist es besonders wichtig, dass die Fitness optimiert wird,
da es sonst zu gar keinem Wachstum mehr kommen kann und somit die
Bakterien möglicherweise sterben könnten.
Optimale basale Expression des nichtlinearen Models mit
Speicher
Die optimale basale Expression k des nichtlinearen Modells mit Speicher
wird zu der maximalen Fitness wk (siehe für das nichtlineare Modell Abbil-
dung 8.12) berechnet. Es wird ein periodisches Signal mit der maximalen
Periodenlänge von T = 40 genutzt. Zu jeder Periodenlänge von T =]0,40]
und Anteil der Zeit ohne Signal (T1/T ∈ [0,1]) wird das optimale k berech-
net.
In Abbildung 8.13 ist die optimale basale Expression des nichtlinearen Spei-
chermodells dargestellt. Mittels Farbcode kann man erkennen, welche basa-
le Expression zu welcher Periode optimal ist. Es werden nur periodische
Signale mit einer maximalen Länge von T = 40 betrachtet. Dunkelblaue
136 8.3. Modell mit Speicher
Stellen zeigen, dass hier ein maximales Wachstum für fehlende basale Ex-
pression vorliegt (k = 0). Bei dunkelroter Farbe ist das optimale Wachstum
für maximale basale Expression vorhanden (k = 1). Alle Farben zwischen
rot und blau zeigen ein optimales Wachstum für eine basale Expression zwi-
schen null und eins (k ∈]0,1[).
Man kann deutlich erkennen, dass abhängig von dem Signal, eine basale Ex-
pression zwischen null und eins optimal sein kann, also ein streng optimales
k vorliegt. Im nichtlinearen Modell kommt es zu einem streng optimalen k,
im linearen Modell gibt es kein streng optimales k. Eine notwendige Bedin-
gung für eine streng maximale basale Expression sind also die nichtlinearen
Produktionsfunktionen.
Innerhalb der Zeitspanne ohne Signal (t ∈ [0,T1]) entstehen nur energeti-
sche Kosten durch die basale Expression. Der positive Nutzen der basalen
Expression in dem System entsteht nur kurz nach dem Wechsel zum Signal
mit Stimulus (t ∈ {T1,T }). Dort führt eine höhere basale Expression zu ei-
nem schnelleren Wachstum der Zielvariable und somit zu einem schneller
einsetzenden Nutzen. Ohne die basale Expression oder mit niedriger basaler
Expression wird mehr Zeit benötigt. Bei Erreichen des Gleichgewichtszu-
standes der Variablen existiert kein Unterschied mehr zwischen den basa-
len Expressionen. Der Nutzen unterscheidet sich je nach basaler Expression
dementsprechend nur direkt nach einemWechsel des Signals.
Sind die Zustandsvariablen bei Phasen mit Signal (t ∈ {T1,T }) auf demGleich-
gewichtszustand, also wenn die Gesamtperiode (T ) lang genug ist, ist der
aerobe Anteil immer gleich lang für gleich große basale Expression k. Dies
kann man gut an den roten Linien in Abbildung 8.13 erkennen. Die roten Li-
nien zeigen das optimale Wachstum für k = 0.3 bzw. k = 0.6. Für die basale
Expression von k = 0.3 ist die Länge des Signals ohne Stimulus (also T1) im-
mer bei ca. 10 Zeiteinheiten, bei k = 0.6 bei ca. 7.2 Zeiteinheiten. Dieses ist
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unabhängig von der Länge der Phase mit Signal (T −T1) oder der Gesamt-
länge der Periode (T ), gilt jedoch nur ab einer gewissen Gesamtperioden-
Länge (hier erst bei ca. T > 12).


























Abbildung 8.13.: Optimale basale Expression des nichtlinearen Spei-
chermodells
Optimale basale Expression (k) des nichtlinearen Modells mit Speicher,
mit T als Gesamtperiodenlänge und T1/T als Anteil ohne Signal. Dunkel-
blau zeigt ein optimales Wachstum wk für keine basale Expression (k = 0).
Bei dunkelrot liegt ein maximales Wachstum bei voller basaler Expression
(k = 1). Die Farben von dunkelblau über gelb bis dunkelrot stellen eine ba-
sale Expression zwischen null und eins dar (k ∈]0,1[) vor. Die roten Linien
stellen jeweils die optimale basale Expression für lange Perioden für k = 0.6
bzw. k = 0.3 dar.
Die Abbauraten der Zustandvariablen sind in diesem Modell unabhängig
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von der basalen Expression. In Phasen ohne Signal werden die Zustandsva-
riablen abgebaut. Alle Variablen müssen hinreichend abgebaut werden, um
den vollen Nutzen aus dem darauffolgenden Wechsel zu ziehen, so dass ein
Unterschied zwischen den verschiedenen basalen Expressionen des zweiten
Regulators deutlich wird. Nur wenn der Regulator so weit abgebaut wird,
dass bei einem erneuten Wechsel zur Signalanwesenheit die Zeitverzöge-
rungsunterschiede der Produktion der Zielgene je nach basaler Expression
groß genug sind, kann sich dort der notwendige Nutzen ergeben. Die basale
Expression verursacht in dieser Zeit Kosten. Direkt nach Aktivierung des
Signals bauen sich die Zustandsvariablen wieder auf. Hierbei ist das System
mit basaler Expression besser vorbereitet, wenn ein Wechsel des Signals
stattfinden sollte, die Verzögerung ist kürzer und aus der Zielvariable kann
schneller Nutzen gezogen werden. Mit größer werdender basaler Expres-
sion werden auch die energetischen Kosten größer. Also ist eine ausgewo-
gene basale Expression für diese Signalwechsel von Vorteil. Bei längeren
Phasen ohne Signal verursacht die basale Expression zu viele Kosten, um
diese durch den Nutzen der verkürzten Verzögerung ausgleichen zu kön-
nen.
Bei kürzeren Gesamtperiodenlängen T (T < 12) können die Zustandsvaria-
blen nicht ihren Gleichgewichtszustand erreichen, so dass der Vorteil der
verkürzten Verzögerung geringer ist. Nur kleine Kosten für die basale Ex-
pression können durch die verkürzte Verzögerung der Produktion ausge-
glichen werden. Wenn nur ein geringer Vorteil entsteht, so können auch
nur kürzere Phasen mit Signal ausgeglichen werden und somit von Vor-
teil sein. Dieses lässt sich in Abbildung 8.13 durch den Vorsprung erken-
nen.
Kosten entstehen bei Phasen ohne Signal. Nutzen entstehen nach demWech-
sel von Phasen ohne Signal zu Phasen mit Signal. Es ist notwendig, dass ein
stetiger Wechsel zwischen beiden Zuständen vorliegt, um dieses System als
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optimal zu bestimmen. Das Modell zeigt gut, dass genau eine Mischung aus
Signal-Anwesenheit und Abwesenheit zu einem ausgewogenen Verhältnis
zwischen Nutzen und Kosten der basalen Expression kommt.
8.3.5. Vergleich des linearen und des nichtlinearen
Modells mit Speicher
In Abbildung 8.14 werden das lineare und das nichtlineare Modell mit Spei-
cher innerhalb eines 3-dimensionalen Koordinatensystems dargestellt und
verglichen. Wie in Abbildungen 8.9 und 8.13 wird die optimale basale Ex-






































Abbildung 8.14.: Optimale basale Expression des linearen und nichtli-
nearen Speichermodells
Die Abbildung zeigt ein optimales Wachstum für eine basale Expression
zwischen null und eins (k ∈]0,1[). (a) Optimale basale Expression (k) des li-
nearen Modells mit Speicher, mit T als Gesamtperiodenlänge und T1/T als
Anteil des Parts mit sx = 0. (b) Optimale basale Expression (k) des nichtli-
nearen Modells mit Speicher, mit T als Gesamtperiodenlänge und T1/T als
Anteil des Parts mit sx = 0.
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Man kann die optimale basale Expression kopt in Abbildung 8.14 (a) des li-
nearen und in (b) des nichtlinearen Speichermodell erkennen. In Abbildung
8.14 (a) wird eine Stufe zwischen keiner und voller basaler Expression dar-
gestellt. Die optimale basale Expression k ist entweder null oder eins, also
k ∈ {0,1}. Ein strenges Maximum existiert in dem linearen Modell für die
basale Expression nicht. Ob keine oder eine volle basale Expression optimal
ist, hängt von dem Signal ab.
Das Ergebniss des nichtlinearen Modell mit Speicher wird in Abbildung
8.14 (b) die optimale basale Expression k gezeigt. Hier gibt es einen konti-
nuierlichen Übergang zwischen einem optimalen k = 0 und einem optimalen
k = 1. Es existiert für dieses nichtlineare Modell mit Speicher eine streng
maximale basale Expression für bestimmte Signallängen. Um eine streng
maximale Expression zu erreichen, sind folglich die nichtlinearen Produkti-
onsfunktionen eine notwendige Bedingung.
8.3.6. Aufbau des zweiten Regulators nach
Signalwechsel
Wenn nach der Phase mit Signal sx = 1 die Konzentration des zweiten Re-
gulators yk mit großer basaler Expression ebenfalls größer ist, kann es ein,
dass es zu einem schnelleren Aufbau derselbigen kommt, wenn das Signal
zurück wechselt auf sx = 1. Mittels Lemma 3 kann dieses gezeigt werden.
Genutzt werden die gleichen Parameter wie in den vorangegangen Simula-
tionen. Das Signal wird definiert als:
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s¯x =

0 wenn t ∈ [0,T1[
1 wenn t ∈ [T1,T2[
0 wenn t ∈ [T2,T3[
1 wenn t ∈ [T3,T [.
T2 wird derart gewählt, dass sich die Zustandsvariablen im Gleichgewichts-
zustand des Maximums befinden (max(x) = max(yk) = max(zk) = 1). Diese
Länge der des Signals s¯x = 1 auf dem Intervall [T2,T3[ wird variiert, um
herauszufinden, wie lang ein Gedächtniseffekt vorhanden ist. Als Gedächt-
nis wird bezeichnet, ob eine Variable in dieser Zeit noch nicht vollständig
abgebaut wurden und somit schneller wieder aufgebaut werden können (sie-
he Definition 10).









Abbildung 8.15.: Abbau und erneuter Aufbau des zweiten Regulators
Für drei verschiedene basale Expressionen (k ∈ {0,0.3,0.7}) wird der Aufbau
und der erneute Abbau gezeigt. Je nach basaler Expression ist der erneute
Aufbau unterschiedlich. Hier ist T2 = 10 und T3 = 20.
Der zweite Regulator yk wird ab dem Zeitpunkt T3 wieder aufgebaut. Nach
erneutem Anschalten des Signals wird der zweite Regulator yk wieder aufge-
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baut. Erreicht dieser 95% seiner Gleichgewichtskonzentration ist der Zeit-



































Abbildung 8.16.: Benötigte Zeit zum Aufbau des zweiten Regulators
nicht-normiert und normiert.
Die benötigte Zeit, um den zweiten Regulator yk wieder aufzubauen und 95
% des Gleichgewichtszustandes zu erreichen, wird mit T¯ beschrieben und
numerisch berechnet. T3−T2 ist die Zeit der Signal-Anwesenheit und k die
unterschiedlichen basalen Expressionen. (a) zeigt die benötigte Zeit für den
Aufbau des nicht-normierten zweiten Regulator yk und (b) zeigt die benö-
tigte Zeit für den Aufbau des normierten zweiten Regulator yk.
Die benötigte Zeit T¯ = T4 − T3 zum erneuten Aufbau wird numerisch für
alle basalen Expressionen und unterschiedliche Längen der Signalabwesen-
heit berechnet und in Abbildung 8.16 dargestellt. Für den Fall, dass T3−T2
besonders klein ist, kann man erkennen, dass die benötigte Zeit für den Auf-
bau T¯ besonders gering ist.
Der Aufbau lässt sich nach der basalen Expression normieren. Es wird nach
numerischer Berechnung des zweiten Regulators yk diese Größe auf y¯k =
yk−k
1−k normiert. Danach wird ebenso wie in Abbildung 8.16 (a) die benötigte
Zeit berechnet, um den zweiten Regulator wieder aufzubauen. Man kann in
Abbildung 8.16 (b) nun gut erkennen, dass die Zeit für einen erneuten Auf-
bau nicht mehr von der basalen Expression abhängt.
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8.4. Evolutionärer Vorteil der
Modelle
Als evolutionär vorteilhaft wurde ein System definiert, welches ein positi-
ves Wachstum und eine streng maximale Fitness, bzw. Nutzenbilanz, hat
(siehe Definition 9). Beide Bedingungen müssen für ein Modell gelten, so
dass es den Vorteil des Systems der FFL mit basaler Expression darstellen
kann.
Das erste gezeigte Modell der Modellfamilie war ein möglichst einfaches
System mit linearen Produktionsfunktionen und ohne Energiespeicher. Das
lineare Modell konnte keine der Bedingungen des evolutionären Vorteils zei-
gen. Durch Erweiterung des Modells durch nichtlineare Produktionsfunktio-
nen (siehe Kapitel 8.2) konnte gezeigt werden, dass eine Nutzenbilanz streng
maximal in Abhängigkeit von der basalen Expression unter bestimmten Vor-
aussetzungen sein kann. Hierbei ist die verkürzte Zeitverzögerung bei der
Produktion der Zielvariable ein größerer Vorteil als die verbrauchte Ener-
gie durch die Produktion der basalen Expression. In diesem Modell wird
jedoch keine Energie gespeichert. Wird Energie benötigt, ohne dass gleich-
zeitig Energie produziert wird, kommt es zu einem Sinken der Nutzenbilanz.
Die verursachten Kosten nach einem Signalwechsel können innerhalb des
Modells ohne Speicher jedoch nicht abgefangen werden, welches zu nicht
wachsenden oder sogar möglicherweise sterbenden Bakterien führen kann.
Dies ist nicht evolutionär vorteilhaft.
Die notwendige Erweiterung des Modells erfolgte durch einen Energiespei-
cher (siehe Kapitel 8.3), auf den jedes Bakterium zurückgreifen kann. Bein-
haltet der Speicher genügend Energie, kann diese Energie in das Wachstum
gesteckt werden. Mittels des eingeführten Energiespeichers kommt es nicht
mehr zu einem Sinken der Fitness, also nicht zu einem negativen Wachstum.
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Die von den Modellen ohne Speicher nicht erfüllte Bedingung des evolutio-
nären Vorteils wurde somit vom Modell mit Speicher erfüllt. Es zeigt sich,
dass auch hier nur mittels nichtlinearer Produktionsfunktionen des zweiten
Regulators und der Zielvariable eine streng maximale Fitness zwischen kei-
ner und voller basalen Expression des zweiten Regulators existiert. Durch
den eingefügten Energie-Speicher in das Modell kann gezeigt werden, dass
eine FFL mit basaler Expression evolutionär vorteilhaft ist. Es ist notwen-
dig, um die beide Bedingung des evolutionären Vorteils zu erfüllen, dass
sowohl ein Energiespeicher, welcher innerhalb der Bakterien zum Beispiel
durch ATP, PHA oder Polyphphosphate existiert, als auch nichtlineare Pro-
duktionsfunktionen in dem Modell eingeführt werden.
Je nach Umgebung kann die Fitness unterschiedlich groß sein, auch die op-
timierte Fitness. In Abbildung 8.12 wird zu jeder Umgebung die optimale
Fitness abhängig von k berechnet und nach der Zeit und den Perioden nor-
miert. Eine schnell wechselnde Umgebung kostet dem Bakterium viel Ener-
gie und es ist daher besonders wichtig, dass die basale Expression optimal
ist. In Umgebungen, in denen eine basale Expression nicht vorteilhaft er-
scheint, ist die Fitness an sich bereits sehr groß, somit bringt eine basale
Expression keinen Überlebensvorteil. Nur bei einem stetigen Wechsel der
Umwelt ist es evolutionär vorteilhaft, eine basale Expression zu nutzen. Die
streng optimale Fitness mit der dazugehörigen basalen Expression k hängt
daher direkt vom Wechsel der Umgebung, also von dem Signal sx, ab. Es
wurde gezeigt, dass das Modell mit basaler Expression besser an wechseln-
de Umgebungen angepasst ist. Eine basale Expression ist hier evolutionär
vorteilhaft.
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8.5. Pseudomonas aeruginosa
Bei dem Beispiel der Regulation der Nitratatmung in P. aeruginosa stellen
die Phasen ohne Signal, bei sx = 0, die aeroben Phasen dar. Bei sx = 1 be-
findet sich das System in einer anaeroben Umgebung. Der zusätzliche Nut-
zen durch die basale Expression entsteht nur nach einem Wechsel von ei-
ner aeroben zu einer anaeroben Phase. Es ist notwendig für P. aeruginosa
eine optimale Nutzenbilanz, um das Überleben zu sichern. Dieses Optimie-
rungsproblem hängt direkt von der Umgebung und der basalen Expressi-
on k ab. Die Umgebung kann nicht von dem Bakterium beeinflusst wer-
den.
In der schnell wechselnden Umgebung, in der eine basale Expression zwi-
schen null und eins optimal erscheint, also k ∈]0,1[ (siehe Abbildung 8.13),
ist ein Wachstum eher gering (siehe Abbildung 8.12). Es scheint für P. ae-
ruginosa unumgänglich zu sein eine basale Expression des zweiten Regula-
tors, dem NarXL-System, zu haben, um überleben zu können. Das Denitri-
fikationssystem von P. aeruginosa hat sich mittels einer basalen Expression
von ca. k= 0.5 optimal an einen ständigenWechsel der Umgebung angepasst
(Schreiber et al., 2007).
Da P. aeruginosa an eine wechselnde Umgebung angepasst ist, scheint die-
ses Bakterium ein typisches freilebendes Bakterium zu sein. Innerhalb der
freien Umwelt kommt es im Gegensatz zu einer Wirtsumwelt zu ständi-
gen Änderungen der Umgebungsbedingungen. Wäre P. aeruginosa ein ty-
pisches pathogenes Bakterium, wäre es möglicherweise nicht an wechseln-
de Umgebungen angepasst. Eine Ausnahme von einer Wirtsumwelt, bei der
es ebenfalls zu häufigen Wechseln der Umwelt kommt, ist wahrscheinlich
die Lunge von zystische Fibrose-Patienten, da diese durch Husten und Be-
wegungen des Patienten ständigen Erschütterungen ausgesetzt ist und so-
mit aerobe wie anaerobe Teile des Mukus (siehe Kapitel 6.1) miteinander
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mischt.
Die besondere Gefahr von P. aeruginosa ist unter anderem die Fähigkeit,
Biofilme zu bilden, wie z. B. auch in der Lunge von zystische Fibrose Pa-
tienten. Innerhalb dieser Biofilme herrschen in den tieferen Schichten an-
aerobe Bedingungen. An der Oberfläche ist jedoch eine eher aerobe Um-
gebung (Xu et al., 1998). Wird der Biofilm durchmischt, kann es somit für
die Bakterien auch zu einer Änderung der Umgebung (Lieleg et al., 2011)
kommen.
Aus dieser Betrachtung könnte die Variabilität der Nitratatmung von P. ae-
ruginosa ein Zeichen für Pathogenität sein. Es ist aber möglich, dass P. aeru-
ginosa ursprünglich ein Umweltkeim war und sich durch die Mechanismen
der Nitratatmungsregelung gut an eine Wirtsumwelt angepasst hat, somit die
Pathogenität aus der Adaptionsmöglichkeit und der metabolischen Vielsei-
tigkeit des Bakteriums entstanden ist.
8.6. Ausblick
Die Ergebnisse der Modellierung der FFL mit basaler Expression wurden
für das Regulationsmodell innerhalb der Nitratatmung in P. aeruginosa ad-
aptiert, wobei die Parameter zufällig bestimmt wurden. Um die in dieser
Arbeit getroffenen Aussagen für P. aeruginosa zu bestätigen, müssen die
Parameter von der Regulation innerhalb der Nitratatmung bestimmt wer-
den.
Durch die theoretische Modellierung dieses Regulationsmotiv können die
Ergebnisse dieser Arbeit ebenfalls auf andere Bakterien mit der gleichen Re-
gulation angepasst und angewandt werden, wobei die Parameter dieser Re-
gulationen ebenfalls bestimmt werden müssten. Die Ergebnisse können für











Yersinia pseudotuberculosis ist eine Yersinia-Art (so wie ebenfalls Yersinia
enterocolitica und Yersinia pestis), die pathogen für den Menschen ist (Bot-
tone, 1997,Dube et al., 2003). Der Hauptwirt dieses Bakteriums sind Nutz-
tiere, aber der Mensch kann ebenfalls von Y. pseudotuberculosis befallen
werden. Eine Infektion von Y. pseudotuberculosis wird durch RovA, einem
globalem Transkriptionsfaktor und Virulenzregulator, gesteuert.
RovA wird durch zwei Feedback-Schleifen (FBL, engl. feedback loop), ei-
ner positiven und einer negativen, reguliert (siehe Kapitel 2.6.1). Beide Feed-
back-Schleifen, ebenso wie der Abbau von RovA werden durch die Tempe-
ratur beeinflusst. Die RovA-Konzentration zeigt eine temperaturabhängige
Bistabilität und eine Hysterese. Dieses Phänomen ist von entscheidender
Bedeutung für das Bakterium bei der Unterscheidung zwischen Wirts- und
Umgebungstemperatur. Innerhalb dieser Arbeit wird eine mathematische
Differentialgleichung erstellt, um die Regulation von RovA in Y. pseudo-
tuberculosis zu beschreiben und zu analysieren. Es werden zunächst alle Pa-
rameter durch gegebenen Beobachtungen berechnet und dann wird die Tem-
peraturgenauigkeit, die Bistabilität in den Gleichgewichtszuständen und der
Einfluss der einzelnen berechneten Parameter desModells analysiert.
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9.1. Yersinia pseudotuberculosis
Das enteropathogene Bakterium Y. pseudotuberculosis ist ein aerobes Gram-
negatives Bakterium mit einer Größe von ca. 1.5− 6µm ×0.4− 1µm. Das
Bakterium besitzt eine Geißel und ist bei Zimmertemperatur (ca. 20◦C) mo-
bil. Y. pseudotuberculosis ist resistent gegen viele äußere Umwelteinflüsse.
Es kann lange Zeit im Boden, im Wasser aber auch im Blut von Wirten
überleben und bleibt dabei weiterhin infektiös (Heroven et al., 2012). Ei-
ne Infektion mit Y. pseudotuberculosis wird als Yersiniose bezeichnet (Tran
et al., 2005). Zumeist infiziert Y. pseudotuberculosis Tiere wie zum Beispiel
Nager, Schweine oder Wildvögel, ebenso Menschen. Hierbei kommt es zu
Tuberkolose-ähnlichen Symptomen, wie lokale Gewebenekrosen oder Gra-
nulome (Entzündungsbedingte, knotenartige Gewebeneubildung) in Lymph-
knoten oder Leber.
9.1.1. Infektion
Innerhalb des Menschen ist eine Infektion mit Y. pseudotuberculosis dem
Scharlach-Fieber sehr ähnlich, auch Izumi-Fieber genannt. Infizierte Tie-
re (auch Haustiere) fungieren als Überträger, aber auch über Nahrungsmit-
tel oder Wasser können die Krankheitserreger übertragen werden. Die In-
kubationszeit beträgt meistens fünf bis zehn Tage, maximal drei Wochen.
Die Infektion führt zu Fieber, Dünndarmerkrankungen, Durchfall und einem
Befall der Lymphknoten (Koornhof et al., 1999,Bottone, 1999). Besonders
Kinder und junge Erwachsene sind anfällig für eine Y. pseudotuberculosis-
Infektion, die meist oral übertragen werden (Heroven et al., 2012). Sowohl
Impfungen als auch Antibiotika werden gegen Y. pseudotuberculosis einge-
setzt.
Normalerweise liegt die Umgebungstemperatur dieser Bakterien unter 30◦C.
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Erhöht sich die Temperatur auf über 37◦C, die einer Wirtstemperatur, so
wird dies von Y. pseudotuberculosis als Signal gewertet, um ihr Virulenz-
Programm zu aktivieren (Konkel and Tilly, 2000). Es ist notwendig für pa-
thogene Bakterien, sich dieser Wirts-Umwelt schnell anzupassen. Bei allen
Bakterien kommt es bei einer Anpassung an eine veränderte Umwelt zu ei-
ner Reihe von Aktivierungen oder Reprimierungen von Enzymen (Quade
et al., 2012). Die meisten Pathogenitätsfaktoren von Yersinien werden ther-
misch geregelt. Die Lon-Protease baut RovA bei höheren Temperatur (ab
ca. 37◦C) verstärkt ab (Herbst et al., 2009). Die Autoregulation von RovA ist
ebenfalls abhängig von der Temperatur (Quade et al., 2012).
Das äußere Membranprotein Invasin unterstützt effizient die Aufnahme der
Bakterien in die M-Zellen (engl. microfold cells). M-Zellen sind speziali-
sierte Epithelzellen, die in der Wand des Dünndarms sitzen. Nachdem Y.
pseudotubercolois in den Dünndarm des Wirtes gelangt ist, zum Beispiel
durch kontaminiertes Essen, muss das Virulenzenzym Invasin von dem Bak-
terium produziert werden, damit es in die M-Zellen in den Wirt eindringen
kann. Es wird gezeigt, dass die Expression des Invasin-Gens (inv) abhängt
von Temperatur, pH-Wert und der Wachstumsphase des Bakteriums (Dube
et al., 2003). Diese Regulation der Invasin-Expression geschieht über den
Transkriptionsregulator RovA (Tran et al., 2005). Invasin wird nur dann pro-
duziert, wenn das RovA-Level sehr gering ist (Revell and Miller, 2000,Na-
gel et al., 2001). Bei Anwesenheit von Invasin in Y. pseudotuberculosis kann
das Bakterium innerhalb des Dünndarms denWirt befallen.
9.1.2. RovA
Die Regulation des Transkriptionsfaktors RovA in Y. pseudotuberculosis
und anderen Yersinien ist notwendig für das Bakterium, um seine Virulenz
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zu kontrollieren (Tran et al., 2005). Diese Steuerung erfolgt über autoregu-
lative RovA-Dimere, welches für die Expression des Invasin-Gens (Böhme
et al., 2012) und anderen Virulenz- und Stressgene zuständig sind (siehe
Kapitel 9.1.1). Invasin unterstützt die Aufnahme der Bakterien in den Wirt.
Durch die schnelle Regulation von Invasin durch RovA ist eine effiziente
Kolonisierung und Infizierung möglich.
Dimerisierung
rovA
P2                     P1Transkriptions-
start
Abbildung 9.1.: Operon von RovA bei 25◦C
Rote Kugeln stellen RovA bei 25◦C dar. Zwei Kugeln nebeneinander
symbolisieren RovA-Dimere. RovA wird bei 25◦C produziert und bindet
als Dimer an zwei Promotoren (P1 und P2). In blau sind die Promotor-
Bindestellen dargestellt. Der Promotor P1 liegt stromaufwärts des Tran-
skriptionsstarts (dunkelroter Pfeil) und ist stark aktivierend. Der Promotor
P2, stromabwärts des Transkriptionsstarts liegend, ist schwach reprimie-
rend. Als grüner Pfeil wird das RovA-Gen (rovA) symbolisiert. Die Bin-
dung von RovA an die Promotoren stellen zwei autoregulative Feedback-
Schleifen dar.
Das Operon von RovA bei einer Temperatur von 25◦C wird in Abbildung
9.1 dargestellt. RovA als Dimer fungiert sowohl als Aktivator als auch als
Repressor der eigenen Transkription. Es liegen daher zwei Autoregulationen
vor. Unterhalb (stromabwärts) des Transkriptionsstarts liegt die Bindungs-
stelle des reprimierenden (P1) und stromaufwärts des aktivierenden Promo-
tors (P2), (Tran et al., 2005). Beide Promotoren aktivieren, bzw. reprimie-
ren das gleiche Gen. Sie stellen zwei autoregulatorische Feedback-Schleife
(FBLs) dar. RovA wird somit durch das Produkt einer positiven und einer
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negativen FBL reguliert (siehe Kapitel 2.6.1), (Heroven et al., 2004). An
die Transkriptionsfaktorbindestellen innerhalb der Promotoren binden die
RovA-Moleküle mit einer bestimmten Bindekonstante und aktivieren bzw.
reprimieren die Expression somit. Im Folgenden wird die Bindekonstante an
den aktivierenden Promotor mit ka(T ) bezeichnet und die Bindekonstante an
den reprimierenden mit kr(T ). Liegt RovA als Dimer vor, bindet es sowohl
an dem reprimierenden, als auch den aktivierenden Promotor innerhalb des
RovA-Operons. Der reprimierende Promotor ist hierbei wesentlich schwä-
cher als der aktivierende, somit kommt es zu einer stärkeren Expression von
RovA.
Bei höheren Temperatur, ab ca. 37◦C (Wirtstemperatur), ändert sich die
Konformation von RovA, wodurch RovA nicht mehr als Dimer vorliegen
kann und ein Abbau von RovA durch Proteasen begünstigt wird (siehe Ka-
pitel 9.1.2). RovA wird von der Lon-Protease (Herbst et al., 2009) mit einer
Rate von δ(T ) abgebaut. Die Bindung von RovA an beiden Promotoren ist
bei höheren Temperaturen stark reduziert, Abbildung 9.2. Zusätzlich kann
an die Promotoren von RovA bei höheren Temperaturen das Histon-ähnliche
Protein H-NS binden (Tran et al., 2005). Ist H-NS sowohl an dem reprimie-
renden, als auch an dem aktivierenden Promotor gebunden, kann dann RovA
nicht mehr binden. Es kommt insgesamt zu einer stärken Reprimierung des
RovA-Operons als bei niedrigeren Temperaturen. Die RovA-Konzentration
sinkt.
Temperaturabhängige Regulation von RovA
Die veränderte Produktion von RovA bei höherer Temperatur wird dadurch
bedingt, dass RovA seine Konformation ändert (siehe Kapitel 9.1.2). Die
Kristalisationsstruktur von RovA bei Temperaturerhöhung zeigt, dass sich
die Dimerisationsdomäne von RovA bei höheren Temperaturen verändert.




P2                    P1Transkriptions-
start
Abbildung 9.2.: Operon von RovA bei 37◦C
Dunkelrote Ellipsen stellen RovA mit neuer Konformation dar, entstanden
durch die höhere Temperatur. Durch neue Konformation bindet RovA nicht
mehr an die Promotoren (P1 und P2 - blau). Die Lon-Protease kann RovA
mit der neuen Konformation abbauen. Als dunkelgrüner Pfeil wird wieder
das RovA-Gen (rovA) dargestellt.
Es kommt zu einer partiellen Entfaltung des Regulators, somit ist die Di-
merisierung von RovA gestört (Quade et al., 2012). Dies hat zwei Aus-
wirkungen auf die Regulation von RovA. Zum einem kann RovA dann als
Autoregulator nur als Dimer an seine eigenen Promotoren P1 und P2 bin-
den, zum anderen kann die Lon-Protease, aber auch andere Proteasen, nach
der Konformationsänderung RovA vermehrt abbauen (Herbst et al., 2009).
Die RovA-Produktion wird bei höheren Temperaturen ebenfalls durch das
Histon-ähnliche Protein H-NS reprimiert, welches ab ca. 37◦C an die Pro-
motoren des RovA-Operons bindet und somit eine erneute Aktivierung ver-
hindert (Tran et al., 2005) (siehe Kapitel 9.1.2). Durch die geringere Bin-
dung von RovA an beide Promotoren, den erhöhten Abbau durch die Lon-
Protease und der Bindung an die Promotoren von H-NS kommt es insge-
samt zu einer geringeren Expression von RovA. Durch diese Einflüsse wird
bei Temperaturen ab 37◦C das RovA wesentlich geringer produziert (Herbst
et al., 2009).
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Abbildung 9.3.: Regulationskreislauf von RovA abhängig von der Tem-
peratur
Die Regulation von RovA erfolgt über zwei Autoregulationen, einer positi-
ven, ’starken’ (gekennzeichnet durch den Doppelpfeil) und einer negativen
’schwachen’ Regulation. Die Bindung an den aktivierenden Promotor (po-
sitive Autoregulation) erfolgt mit einer Bindekonstante von ka(T ), die Bin-
dung an den reprimierenden Promotor (negative Autoregulation) mit einer
Bindekonstante von kr(T ). Beide Bindekonstanten werden durch die Tem-
peratur beeinflusst. Die basale Expression von RovA wird mit α0 dargestellt
und die maximale Expressionsrate mit α. Beide sind temperaturunabhängig.
Die Abbaurate δ(T ) ist wiederum abhängig von der Temperatur.
In Abbildung 9.3 wird deutlich, auf welche Teile der Regulation von RovA
die Temperatur einen Einfluss hat. Die Bindekonstante kr(T ) von RovA an
den reprimierenden Promotor P1 wird ebenso durch die Temperatur beein-
flusst, wie die Bindekonstante ka(T ) von RovA an den aktivierenden Promo-
tor P2. Beide Bindungen an die Promotoren stellen zwei Feedback-Schleifen
dar. Da die Lon-Protease-Aktivität ebenfalls von der Temperatur abhängt,
ist entsprechend auch die Degradation von RovA von der Temperatur ab-
hängig. Ist RovA nur mit einer niedrigen Konzentration vorhanden, kann es
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zur Infektion kommen. Die basale Expressionsrate von RovA wird mit α0
beschrieben, die maximale Produktionsrate mit α.
9.2. Feedback-Schleife
Feedback-Schleifen (FBLs) können sowohl in Form negativer als auch als
positiver Rückkopplung auftreten (siehe Kapitel 2.6.1). Eine Besonderheit
der RovA-Regulation ist, dass auf beide Arten von FBLs zurückgegriffen
wird, die sich durch unterschiedliche Eigenschaften auszeichnen. Feedback-
Schleifen sind häufig vorkommende Genregulationsmotive (Alon, 2007,Mit-
rophanov and Groisman, 2008).
9.2.1. Negative Feedback-Schleife
Die negative FBL (NFL) beschleunigt Prozesse (Oehler et al., 1990) und
die benötigte Zeit, bis sich ein System im Gleichgewichtszustand befin-
det, verringert sich im Gegensatz zu Prozessen ohne NFL (Alon, 2007).
Ist eine NFL in einem Prozess als Autoregulation, wie in RovA, involviert
(siehe Kapitel 2.6.1), so wird die Produktion des Zielproteins von diesem
selbst reprimiert. Eine NFL kann auch als ein Mehr-Gen-Motiv vorkom-
men.
Die NFL wird innerhalb dieser Arbeit mathematisch mittels Differentialglei-
chung dargestellt. Das Wachstum einer Zielvariablen wird mit einer NFL
durch die Zielvariable x selbst reprimiert. Mittels der Hill-Funktion (siehe







Kapitel 9. Einleitung 157
dargestellt werden, wobei (kh)/(kh + x(t)h) der Anteil an Promotoren ist, an
denen kein Repressor gebunden hat. Wird die Konzentration von x(t) immer
größer, binden immer mehr Repressoren und der Anteil ohne Repressoren
wird immer kleiner. Die Produktion des Proteins sinkt.
In Gleichung (9.1) ist k die Konstante, mit der die autoregulative Rückkopp-
lung stattfindet. Um so größer diese Konstante ist, desto geringer ist der
negative Einfluss der Zielvariable auf die Produktion. Innerhalb der Genre-
gulation wäre die Rückkopplung die Bindung des Regulators an seinen eige-
nen Promotor. Mit einer maximalen Rate αwird produziert. Der Parameter h
stellt den Hill-Koeffizienten dar (siehe Kapitel 2.7). Steigt die Konzentration
von x, so geht die Produktionsrate gegen Null.
Mit der Produktionskonstante α wird die Zielvariable maximal produziert.
Ist die Zielvariable nicht vorhanden, so wird diese maximal produziert, da
keine Reprimierung statt findet. Mit steigender Konzentration der Zielvarial-
be wird die Autoreprimierung stärker und dadurch sinkt die Produktion der
Zielvariable. Eine NFL beschleunigt die Reaktionszeit. Durch die Autore-
pression kann es zu einer kleineren Gleichgewichtskonzentration kommen,
dieses kann durch eine erhöhte Produktionskonstante α ausgeglichen wer-
den.
9.2.2. Positive Feedback-Schleife
Eine positive FBL (PFL) kann sowohl aus einem als auch mehreren Genen
bestehen. So ist eine doppelte negative FBL ebenfalls eine PFL. Innerhalb
der RovA-Steuerung existiert eine PFL als Autoregulation.
Eine PFL kann in biologischen Systemen ein bistabiles Verhalten auslösen
(Hasty et al., 2002). Im Gegensatz zur NFL verlängert die PFL die benötigte
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Zeit bis zum Gleichgewichtszustand. Ein klassisches Beispiel für eine PFL







kann ebenfalls mit Hilfe der Hill-Funktion beschrieben werden. Genau wie
in Gleichung (9.1) ist in Gleichung (9.2) k die Konstante der Rückkopplung,
x(t) die Zielvariable, α die Produktionsrate. Der Term (x(t)h)/(kh + x(t)h)
beschreibt die Aktivatoren, welche an den Promotor gebunden haben. Je
mehr x(t) vorhanden sind, desto größer ist auch die Anzahl an gebundenen
Aktivatoren (x(t)h)/(kh + x(t)h) und h der Hill-Koeffizient. Mit steigender
Konzentration von x geht die Produktionsrate gegen die maximale Produk-
tionsrate α.
Ist die PFL stark genug ausgeprägt, kann es zu zwei stabilen Zuständen kom-
men, also einem bistabilem Verhalten (siehe Kapitel 9.3). PFLs spielen da-
bei häufig bei Zelldifferenzierungsvorgängen eine große Rolle (Dubnau and
Losick, 2006).
9.3. Bistabilität
Ein bistabiles System hat zwei stabil und einen instabilen Zustand. Das Sys-
tem tendiert zu einen der beiden stabilen Zuständen, welche stabile Gleich-
gewichtszustände sind. Ein Wechsel der Zustände kommt es durch Verände-
rung der Bedingungen. Innerhalb von biologischen System kann ein Wech-
sel der Zustände auch durch stochastische Fluktuationen (Ozbudak et al.,
2004) zustandekommen.
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9.3.1. Biologisches bistabiles Verhalten
Bistabiles Verhalten kommt in vielen Organismen vor, sowohl in Proka-
ryoten, als auch in Eukaryoten. In Prokaryoten konnte ein bistabiles Ver-
halten während der Sporulation von Bacillus subtilis gezeigt werden (Vee-
ning et al., 2005). Ebenfalls kommt es bei B. subtilits in der Regulation der
genetischen Kompetenz zur Bistabilität (Maamar and Dubnau, 2005). Bei-
den Verhalten prägen ein Zellpopultionsheterogenität. Bei Eukaryoten wur-
de zum Beispiel ein bistabiles Verhalten bei der Oozyten-Reifung in Xeno-
pus laevis, dem Afrikanischen Krallenfrosch, beobachtet (Xiong and Ferrell,
2003).
Alle bisher erläuterten bistabilen biologischen Systeme beinhalten eine posi-
tiven FBL (abgekürzt PFL). Diese PFL sind unterschiedlich in andere Syste-
me eingebettet und weisen unterschiedliche Komplexitäten und Strukturen
auf. Die PFL ist häufig ein Zwei-Regulator-System (siehe Kapitel 2.6.1),
kann jedoch auch eine einfache Autoregulation sein, bei der der Regulator
seine eigene Produktion gesteuert wird. Diese Autoregulation findet man in
der RovA-Regulation in Y. pseudotuberculosis. Die Bistabilität in bakteriel-
len Systemen bietet eine Art Schalter.
Innerhalb von Y. seudotuberculosis zeigt RovA ein von der Temperatur ab-
hängiges, bistabiles Verhalten (Herbst et al., 2009). Temperaturabhängige
Bistabilität konnte bis jetzt beim λ-Phagen gezeigt werden. Die Temperatur-
regulation wird hier jedoch nicht über den Abbau, sondern nur über die Akti-
vität eines Regulators gesteuert (Bednarz et al., 2014).
Die RovA-Konzentration in Y. seudotuberculosis wechselt zwischen fast
null (>≈ 0 nM) bei Wirts-Temperatur und ca. 35 nM bei niedriger Tempe-
ratur. Die Zeitskalen zwischen RovA-Aufbau und RovA-Abbau sind unter-
schiedlich, wodurch die Bistabilität entstehen kann. Der Aufbau von RovA
dauert wesentlich länger als der Abbau.
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Innerhalb dieser Arbeit wird die Bistabilität numerisch analysiert. Dies ge-
schieht durch Berechnung der Gleichgewichtszustände für unterschiedliche
Anfangsbedingungen. Diese Gleichgewichtszustände werden je nach Vor-
aussetzung (z. B. Temperatur) miteinander verglichen.
9.3.2. Potential
Das Potential U(r) beschreibt die potentielle Energie eines Systems. Mit-
tels des Potentials kann das bistabile Verhalten von Systemen gut dargestellt
werden. Ein bistabiles System hat in seinem Potential zwei lokale Minima,
welche die stabilen Zustände sind und ein lokales Maximum, welches der
instabile Zustand ist. Ist das Potential nicht minimal, so kann Energie abge-
geben werden.
Definition 11. Ist die Funktion f (r) die rechte Seite einer Differentialglei-
chung nach r, so wird das Potential U(r) definiert durch
dU(r)
dr
= − f (r) (9.3)
In Abbildung 9.4 wird mittels des Potentials die Bistabilität verdeutlicht.
Beide stabilen Zustände befinden sich bei den Minima (Kugel 2 und 3). Der
instabile Zustand wird durch das Potential als Maximum dargestellt (Kugel
1). Das System kann dort verweilen, bei kleinsten Änderungen tendiert aber
das gesamte System zu einem der stabilen Zustände.
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Abbildung 9.4.: Potential eines bistabilen Verhalten eines Systems
Das Potential zeigt die potentielle Energie des Systems. Bistabiles Verhal-
ten hat zwei stabile Zustände. Die lokalen Minima, Kugel 2 und 3, stellen
die stabilen Zustände dar, das lokale Maximum (Kugel 1) einem instabilen
Zustand. In diesem System tendiert die Variable in Richtung einer der bei-
den Minima, also der stabilen Zustände. Befindet sich das System in dem
instabilen Zustand, so kann es auch dort verweilen. Gibt es jedoch geringste
Veränderungen, so tendiert das System wieder in einen der stabilen Zustän-
de.
9.4. Hysterese
Ein System, das in mehr als nur einem Zustand vorkommen kann und dieser
nicht nur von der Gegenwart sondern auch von seinen vorherigen Zuständen
abhängt, besitzt eine Hysterese. Das Systemverhalten beruht nicht nur auf
der derzeitigen Umwelt, sondern auch auf die vorherige.
Definition 12. Hysterese ist ein Systemverhalten, bei dem der Zustand des
Systems nicht allein von den Eingangsgrößen abhängt, sondern auch von
seinem vorherigen Zustand.
Innerhalb der Biologie kommt es zum Beispiel bei Zellwachstum zu Hys-
terese. So ist die Konzentration von Cyclin, welches den Zellzyklus beein-
flusst, abhängig von vorherigen Bedingungen (Pomerening et al., 2003).
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9.5. Phasendiagramme
Ein Phasendiagramm oder auch Zustandsdiagramm ist ein n-dimensionales
(meist 2- oder 3-dimensionales) Diagramm, welches je nach Variablen un-
terschiedlichen Phasen, bzw. Zustände, darstellt. Die Zustände können zum





















Abbildung 9.5.: Phasendiagramm der Bistabilität des RovA-Modells zu
der Temperatur und der maximalen Expressionsrate α
Zwei stabile Gleichgewichtszustände werden für die RovA-Konzentration
berechnet. Der Unterschied der beiden stabilen Zustände wird in diesem
Phasendiagramm abgebildet. Innerhalb des dunkelblauen Bereiches ist die
Phase bei dem ein stabiler Zustand der RovA-Konzentration vorhanden ist.
Innerhalb des anderen Bereiches gibt es zwei verschiedene Zustände. In die-
sem Bereich wird durch die Farbskalierung der Unterschied der beiden Zu-
stände gezeigt.
Genutzt werden in dieser Arbeit Phasendiagramme, um bei Veränderungen
der Temperatur und der berechneten Parameter die Bistabilität anzuzeigen.
Es wird nicht nur zwischen Bistabilität und Monostabilität unterschieden,
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Die RovA-Produktion zeichnet sich durch temperaturabhängige Bistabili-
tät aus. Die Produktion wird mit einer positiven (PFL) und einer negati-
ven (NFL) Feedback-Schleife gesteuert. Um zu zeigen welche Einflüsse die
Temperatur, die einzelnen Parameter und die NFL haben, wurde ein determi-
nistisches Modell erstellt. Die Parameter innerhalb dieses Modells wurden
durch verschiedene experimentelle Daten gefittet.
Die RovA-Konzentrationsregulation soll mit einer gewöhnlichen Differenti-
algleichung (siehe Kapitel 2.7) abhängig von der Temperatur T dargestellt
werden. Das Modell mit eingesetzten berechneten Parametern soll eine nu-
merische Auswertung der Bistabilität und die Darstellung dieser mittels Pha-
sendiagrammen erlauben.
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10.1. RovA-Produktion als
Differentialgleichung
Die Konzentration von RovA (r(t)) wird mittels einer Differentialgleichung
(Gleichung (10.1)) dargestellt (siehe Kapitel 2.7). Die Differentialgleichung
r˙(t) = f (r,T, p, t) (10.1)
hängt von der RovA-Konzentration selbst (r(t)), der Zeit t, der Temperatur
(T ) und von verschiedenen durch Experimente bestimmbaren Parametern p
ab.
Die zeitliche Veränderung der RovA-Konzentration r˙ ist abhängig von den
Parametern p. In Abbildung 10.1 wird das Operon von RovA abgebildet und
dargestellt, welche Einflüsse auf das RovA-Systemmöglich sind.
RovA wird auf- und wieder abgebaut. Der Aufbau wird durch ARovA und die
Abbaurate durch δ dargestellt. Die Produktion von RovA
r˙(t) = ARovA−δ(T ) · r. (10.2)
wird in die positive Produktion (ARovA) und den negativen Abbau δ un-
terteilt. Bei 37◦C ist im Gegensatz zu 25◦C der Abbau von RovA stärker
ausgeprägt. Der Abbau ist temperaturabhängig und wird mit δ(T ) beschrie-
ben. Je mehr RovA r vorhanden ist, um so mehr kann abgebaut werden
δ(T ) · r.
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Abbildung 10.1.: RovA-Operon bei 25◦C (a) und 37◦C (b):
Der Promotor für die RovA-Produktion wird für 25◦C, wie in Abbildung
9.1, und für 37◦C, wie in Abbildung 9.2, gezeigt. RovA (rote Kugeln/ dun-
kelrote Ellipsen) bindet bei 25◦C ist die an den Promotoren P1 und P2 stär-
ker als bei 37◦C. Jedoch findet der Abbau von RovA bei 37◦C wesentlich
stärker statt.
Die Produktion von RovA (ARovA) besitzt eine maximale Produktionsrate
α und eine basale Expressionsrate von α0 (Yagil and Yagil, 1971). An dem
aktivierenden Promotor bindet RovA mit einer starken Bindungskonstan-
te von ka(T ), an den reprimierenden Promotor mit einer schwachen Bin-
dungskonstante von kr(T ), wobei ka(T ) und kr(T ) die Konstanten der Rück-
kopplung der beiden FBLs darstellen (siehe Kapitel 9.2). Sowohl ka(T ) als
auch kr(T ) hängen direkt von der Temperatur T ab. In Abbildung 10.1 (a)
wird gezeigt, dass bei 25◦C RovA mit seiner Konformation als Dimer vor-
liegt und an die Promotoren mit ka(T ) und kr(T ) bindet. Bei 37◦C ändert
sich die Konformation von RovA (Abbildung 10.1 (b)), wodurch es kei-
ne Dimere bildet und die Bindekonstante sehr viel geringer sind als bei
25◦C.
Mit der Gleichungen (9.1) und (9.2) (Kapitel 9.2), in denen die beiden FBLs
beschrieben werden, und mit der Hill-Funktion (Kapitel 2.7) wird die Diffe-
rentialgleichung dargestellt. Die Bindestellen für die NFL und für die PFL
liegen innerhalb eines Operon (siehe Abbildung 2.1). Ist die NFL vollständig
aktiviert oder ist die PFL vollständig deaktiviert, wird kein RovA produziert.
Daher beeinflussen beide Schleifen gleich stark als Produkt das Wachstum
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von RovA. Die Bindungsgleichungen für die Schleifen werden miteinander
multipliziert. Ebenfalls mit in das Modell gehen die maximale Produktions-
rate α und die basale Expressionsrate α0 ein. Der Hill-Koeffizient wird hier
ha für den aktivierenden und hr für die reprimierende FBL genannt. Die
RovA-Produktion
r˙(t) = α0+α ·
rha
ka(T )ha + rha
·
kr(T )hr
kr(T )hr + rhr
−δ(T ) · r. (10.3)
beinhaltet Parameter und Variablen, die in Tabelle 10.1 dargestellt sind.
Tabelle 10.1.: Involvierte Parameter in die Modellierung der RovA Pro-
duktion:
Auflistung aller Parameter und Variablen, welche in das RovA-System mit
eingehen.
Parameter Funktion
r(t) RovA-Konzentration (in nM)
t Zeit (in min)
T Temperatur (in ◦C)
α0 Basale Expressionsrate der RovA-Konzentration (in nM/min)
α Max. Expressionsrate der RovA-Konzentration (in nM/min)
ka(T ) Bindekonstante RovAs an akti. Promotor P2, abhängig von T
kr(T ) Bindekonstante RovAs an repr. Promotor P1, abhängig von T
ha Hill-Koeffizient des aktivierenden Promotors P2
hr Hill-Koeffizient des reprimierenden Promotors P1
δ(T ) Abbaurate von RovA, abhängig von T (in 1/min)
Die drei Experimentreihen werden genutzt, um die Parameter aus Tabelle
10.1 zu bestimmen.
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10.2. Temperaturabhängige Abbaurate von
RovA
Die temperaturabhängige Abbaurate δ(T ) von RovA wurde für fünf ver-
schiedenen Temperaturen bestimmt (25, 28, 31, 34 und 37◦C), (Herbst et al.,
2009). Y. pseudotuberculosis wurde auf LB-Medium (engl. lysogeny broth,
komplexes Nährmedium für Bakterienkultur) bei jeder der fünf Temperatu-
ren bis zur exponentiellen Wachstumsphase gezogen. Die Proteinsynthese
wurde innerhalb dieser Wachstumsphase durch Zugabe von Chlorampheni-
col gestoppt. Chloramphenicol ist ein Translationshemmer, der die Bindung
der Ribosomen an die DNA hemmt. Nach 0 min, 30 min, 60 min und 90
min wurde je ein Western-Blot mit diesen Proben durchgeführt. Bei dem
Western-Blot werden die mittels der Agarose-Gelelektrophorese aufgetrenn-
ten Proteine auf eine Trägermembran übertragen. Die durch den Western-
Blot analysierten Banden von Proteinen wurden mittels des Auswertepro-
gramms ImageJ1 verarbeitet und miteinander verglichen (Schneider et al.,
2012).
Über eine nichtlineare Regression konnten die Abbauraten für die fünf Tem-
peraturen bestimmt werden. Der Abbau von RovA ist exponentiell. Für die
nichtlineare Regression wurde die Abbaugleichung r = r0 · e
(−δ·t) genutzt.
Die Experimente ergaben die Daten in Tabelle 10.2. Die Daten zeigen, dass
die Abbaurate mit größer werdender Temperatur ebenfalls ansteigen. Der
exponentiell ansteigende Abbau von RovA wird durch die Lon-Protease ge-
steuert.
1http://imagej.nih.gov/ij/
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Tabelle 10.2.: Abbauraten von RovA für verschiedene Temperaturen
Mittels einer nichtlinearen Regression werden die Abbaurate von RovA für
fünf verschiedene Temperaturen zu der Funktion r = r0 · e
(−δ·t) berechnet.
Für 25◦C, 28◦C,31◦C, 34◦C und 37◦C werden die Abbauraten δ(T ) mittels
einer nichtlinearen Regression beschrieben (Schneider et al., 2012).






Aufbauend auf den Daten aus Tabelle 10.2 wurden eine lineare und eine
nichtlineare Regressionen mittels Minimierung der Abweichungsquadrate
(Residual Sum of Squarse, RSS) durchgeführt, um den Zusammenhang von
Abbaurate und Temperatur zu ermitteln. Die Abweichung der Messungen
zu der Regressionskurven wurden quadriert, aufsummiert und dann mini-
miert.














Abbildung 10.2.: Abbauraten von RovA in Abhängigkeit von der Tem-
peratur: Für 25◦C, 28◦C, 31◦C, 34◦C und 37◦C werden die Abbauraten
δ(T ) aufgetragen. Der Abbau steigt mit höher werdender Temperatur. Die
eingezeichnete Regressionskurve ist die mit den Daten durchgeführte nicht-
lineare Regression aus Gleichung (10.4).
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Zu beiden Regressionen wurden die RSS berechnet. Zu den Daten aus Ta-
belle 10.2 wurde ein RSS von 0.0002052 mit der linearen Regression und
ein RSS von 0.00002245 mit der nichtlinearen Regression mit der Funktion
δ(T ) = δ0 · e
(δ1·T ) berechnet.
Durch den niedrigeren RSS wird die nichtlineare Funktion genutzt. Die
Funktion
δ(T ) = 5.2 ·10−6 · e(0.2469·T ) (10.4)




Die Bindungen von RovA an die Bindestellen der beiden Promotoren, den
aktivierenden und den reprimierenden, sind ebenfalls temperaturabhängig
(siehe Kapitel 9.1.2). Die Bindekonstante für den aktivierenden Promotor
wird mit ka(T ) und für den reprimierenden mit kr(T ) bezeichnet. Mittels
einem Electrophoretic Mobility Shift Assay (EMSA) wird die Bindung zwi-
schen der DNA der Promotoren und dem RovA-Protein gemessen. EMSA,
auch Band Shift Assay genannt, ist eine Affinitätselektrophorese von RNA-
oder DNA-bindenden Proteinen.
Ein EMSA wurde je für beide Promotoren, dem aktivierenden und dem re-
primierenden, durchgeführt bei zwei unterschiedlichen Temperaturen (Klein,
J., unpubliziert). Hierbei wird eine immer größer werdende RovA-Konzentration
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titriert und die Konzentration des Protein-DNA-Komplexes gemessen. Dar-
aus resultieren zwei sigmoide Bindungskurven, jeweils für den aktivieren-
den und den reprimierenden Promotor.
Da die Bindung temperaturabhängig ist, wird die Bindekonstante für zwei
unterschiedliche Temperaturen berechnet. Es wurden dem entsprechend für
25◦C und 37◦C für beide Promotoren ein EMSA durchgeführt (siehe Abbil-
dung 10.3). Es wurden insgesamt vier Electrophoretic Mobility Shift Assays
(EMSA) durchgeführt.
Die Bindekonstanten ka(T ) und kr(T ) werden mittels nichtlinearen Regres-









passend zu den Daten der EMSA-Experimente durchgeführt. Dies geschieht
über die Minimierung der Abweichungsquadrate (Residual Sum of Squarse,
RSS). Die prozentuale Anzahl der gebundenen DNA wird mit νa, bzw. νr
bezeichnet, r(t) ist die Konzentration des Proteins RovA und ha, bzw. hr be-
zeichnen die Hill-Koeffizienten. Die Daten und die Regressionskurven sind
in Abbildung 10.3 dargestellt.
Durch diese Regressionskurven können die Halbbindekonstante von RovA
an die Promotoren berechnet werden. Diese gibt an, wie groß die Bindung
zwischen DNA (also den Promotoren) und Protein ist. Ist 50 % der DNA ge-
bunden, so spiegelt die RovA-Konzentration den Betrag der Bindekonstante
wider. In Abbildung 10.3 wird dieses durch die roten Linien gekennzeich-
net.
Die Regression hängt direkt von den Angaben des Hill-Koeffizienten ha,
bzw. hr ab und wird zur näheren Untersuchung auf drei unterschiedliche
Weisen beschrieben. Zum einen wird der Hill-Koeffizient variabel gelas-
sen und dadurch von der Regression mit berechnet. Dadurch kann es zu
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einem Hill-Koeffizient kommen, der nicht zu den natürlichen Zahlen gehört
(h < N). Zur Vereinfachung wurden zwei weitere Regressionen für jeden
Promotor bei jeder Temperatur mit den Hill-Koeffizienten von h = 2 und
h = 3 durchgeführt (siehe Tabelle 10.3).












































































































Abbildung 10.3.: Electrophoretic Mobility Shift Assay für beide Promo-
toren der RovA-Produktion bei zwei Temperaturen (Klein, J., unpubli-
ziert):
Für den aktivierenden (a) und (b) und den reprimierenden (c) und (d) Promo-
tor werden je ein EMSA bei 25◦C (a) und (c) und 37◦C (b) und (d) durchge-
führt. In rot ist der Wert zu erkennen, bei dem 50 % der DNA gebunden wird
und somit die Bindekonstanten ka(T ) und kr(T ) widergespiegelt werden.
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Um eine temperaturabhängige Funktion von der reprimierenden und aktivie-
rende Bindekonstante zu erstellen, ist es notwendig, dass der Hill-Koeffizient
für beide Temperaturen gleich ist (ha(25◦ C) = ha(37◦ C) und hr(25◦ C) =
hr(37◦ C)), damit das Verhalten der Kooperativität bei unterschiedlicher Tem-
peratur pro Promotor gleich ist. Es ist nicht notwendig, dass der Hill-Koeffizient
für den aktivierenden und den reprimierenden Promotor gleich ist, da es sich
um zwei unterschiedliche Promotoren handelt und somit auch die Koopera-
tivität und damit der Hill-Koeffizient unterschiedlich stark sein kann. Die
Ergebnisse werden in Tabelle 10.3 gezeigt.
Tabelle 10.3.: Berechnung der Bindekonstanten für den aktivierenden und
reprimierenden RovA-Promotor bei 25◦C und 37◦C, je mit variablen Hill-
Koeffizient oder Hill-Koeffizient h = 2 oder h = 3. Es werden immer die fünf
Datenpunkte aus Tabelle 10.2 genutzt, daher ist bei allen RSS-Werten n = 5.
Promotor Temp. Bindungskonst. nM Hillkoef. RSS
aktivierend 25◦C ka(T ) 6.07 nM ha 2.62 0.02203
aktivierend 25◦C ka(T ) 6.01 nM ha 2 0.05274
aktivierend 25◦C ka(T ) 6.09 nM ha 3 0.02995
aktivierend 37◦C ka(T ) 10.19 nM ha 3.17 0.01713
aktivierend 37◦C ka(T ) 10.69 nM ha 2 0.09329
aktivierend 37◦C ka(T ) 10.23 nM ha 3 0.01808
reprimierend 25◦C kr(T ) 12.61 nM hr 1.72 0.03646
reprimierend 25◦C kr(T ) 12.22 nM hr 2 0.04782
reprimierend 25◦C kr(T ) 11.45 nM hr 3 0.16690
reprimierend 37◦C kr(T ) 40.66 nM hr 3.15 0.01633
reprimierend 37◦C kr(T ) 42.67 nM hr 2 0.04487
reprimierend 37◦C kr(T ) 40.69 nM hr 3 0.01665
Man kann an Abbildung 10.3 (d) erkennen, dass das Bindungsverhalten von
RovA an den reprimierenden Promotor bei 37◦ C nicht spezifisch ist, also
die Messungen für niedrige RovA-Konzentrationen einer Punktewolke glei-
chen. Daher ist die Bindung zwischen RovA und dem reprimierendem Pro-
motor bei dieser Temperatur so gering, dass die Bindekonstante sehr groß
174 10.3. Temperaturabhängige DNA-Bindungskonstanten von RovA
sein muss. Die Daten für dieses Bindeverhalten sollten für die Wahl des
Hill-Koeffizienten einen geringeren Einfluss haben.
Genutzt werden soll der Koeffizient mit dem niedrigsten RSS (Tabelle 10.3).
Es wird der Hill-Koeffizient ha = 3 für den aktivierenden Promotor und hr = 2
für den reprimierenden Promotor genutzt. Es sind je zwei Bindekonstan-
ten
ka(25
◦C) = 6.09 nM
ka(37
◦C) = 10.23 nM (10.5)
kr(25
◦C) = 12.22 nM
kr(37
◦C) = 42.67 nM
pro Promotor gegeben.
Die Abhängigkeit der Bindekonstanten von der Temperatur kann linear (k =
λ+µ ·T ) oder nichtlinear (hier exponentiell k = λ · e(µ·T )) sein, siehe Abbil-
dung 10.4.
Ein lineare Zusammenhang von Bindekonstante und Temperatur ist
ka = −2.535+0.345 ·T,
kr = −51.2175+2.5375 ·T.
Mit der nichtlinearen Anpassung werden die Parameter von ka(T ) = λa ·
e(µa·T ) und kr(T ) = λr · e(µr·T ) berechnet. Genutzt werden dazu die Werte aus
Gleichung (10.5). Somit kann man die Parameter µa = 0.0432/◦C, λa ==
2.0669 nM, µr = 0.1042/◦Cund λr = 0.9031 nM berechnen und in die Bin-
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dungsgleichungen der Promotoren
ka(T ) = 2.0669 · e
(0.0432 ·T ) (10.6)
kr(T ) = 0.9031 · e
(0.1042 ·T ) (10.7)
eingehen.
Abbildung 10.4.: Temperaturabhängigkeit der Bindekonstanten
Temperaturabhängigkeit der aktivierenden Bindekonstanten ka(T ) (a) und
der reprimierenden Bindekonstante kr(T ) (b) mit linearer und nichtlinearer
Regression.
Der lineare Zusammenhang der Bindekonstante von der Temperatur erscheint
bei nur zwei gemessenen Punkten zunächst sinnvoll. Jedoch ist dieser Zu-
sammenhang eingeschränkt auf einen gewissen Temperaturbereich. Bei Tem-
peraturen bei T < 7.347826◦C kommt es zu einer negativen Bindekonstan-
te ka (siehe Abbildung 10.4). Betrachtet man die Bindekonstante kr(T ), so
wird diese bereits bei Temperaturen von T < 20.18424◦C negativ. Eine Bin-
dekonstante an den Promotoren kann nicht negativ werden, daher wird für
die Bindekonstante ein nichtlinearer Zusammenhang angenommen. Eben-
falls kommt es bei immer höheren Temperaturen zu exponentiell wachsen-
den Bindekonstanten, die Bindung wird also immer unspezifischer. Die-
ses spiegelt das Systemverhalten besser wider als der lineare Zusammen-
hang.
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10.4. Temperaturwechsel
Experiment
Das dritte Experiment für die Berechnung der Parameter des RovA-Modells
ist ein Temperaturwechsel-Experiment (Klein, J., Nuss, A., unpubliziert).
Die RovA-Promotor-Aktivität wurde mittels eines RovA-Promotor-Reporter-
System gemessen.


















Abbildung 10.5.: Temperaturwechsel Experiment mit einem RovA-
Promotor-Reporter-System (Klein, J., Nuss, A., unpubliziert)
Auf der x-Achse aufgetragen wird die Zeit in Stunden h und die jeweilige
Temperatur markiert. Auf der y-Achse ist der prozentuale Anteil an Zellen,
welche GFP enthielten, mit grün dargestellt. Mit hellblau der Anteil der Zel-
len ohne GFP. Bei niedrigen Temperaturen in der Vorkultur sind nahezu 100
% der Zellen grün, zeigen also eine RovA-Promotor-Aktivität. Die Vorkul-
tur wird bei 25◦C gezogen. Bei 37◦C geht die Promotoraktivität zurück und
steigt wieder bei erneuten herabsetzten der Temperatur auf 25◦C an.
Es wurden beide RovA-Promotoren mit einemReporter-Gen auf einem Plas-
mid mit geringer Kopienanzahl fusioniert. Als Reporter-Gen wurde das Gen
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für GFP genutzt. GFP ist ein grün fluoreszierendes Protein (engl. green fluo-
rescent protein), dass bei Anregung mit blauem oder ultraviolettem Licht
grün fluoresziert (Tsien, 1998).
Das Plasmid wurde in den Wildtyp von Y. pseudotuberculosis transferiert.
Die Aktivität des RovA-Promotors konnte direkt an der GFP-Konzentration
und an der grünen Lichtintensität betrachtet werden. Der Wildtyp mit dem
Plasmid wurde in einer Vorkultur bei 25◦C angezogen.








































Abbildung 10.6.: Temperaturshift Experiment mit Western-Blot
(Klein, J., Nuss, A., unpubliziert)
Auf der x-Achse wird die Zeit in Stunden (h) gezeigt und die Temperatur
(25◦C oder 37◦C). Auf der y-Achse wird die Konzentration von RovA im
Bezug auf die höchste Konzentration im Western-Blot dargestellt (höchs-
te Konzentration ist somit bei 100 %). Im unterem Teil der Abbildung ist
ein Beispiel des Western-Blots aufgetragen. Man kann hier wie in Abbil-
dung 10.5 erkennen, dass die Konzentration von RovA bei hohen Tempera-
turen abfällt und nur langsam bei niedrigeren Temperaturen wieder aufge-
baut wird.
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Über einen Zeitraum von acht Stunden bei 37◦C wurde die Intensität von
GFP gemessen. Danach folgte ein Temperaturwechsel zu 25◦C und es wurde
erneut die GFP-Intensität über 18 Stunden gemessen. Die GFP-Stärke wurde
stündlich ermittelt (Abbildung 10.5).
Um diese Daten zu verifizieren, wurde in dem Temperaturwechsel-Expe-
riment die RovA-Konzentration ebenfalls pro Stunde direkt mittels eines
Western-Blots bestimmt (Klein, J., Nuss, A., unpubliziert). Hier wurde nicht
die RovA-Promotor-Aktivität bestimmt, sondern direkt die Konzentration
von RovA. In Abbildung 10.6 wird das Ergebnis gezeigt. Es ist deutlich
zu erkennen, dass dieses Experiment des RovA-Verhalten exakt dem des
Promotors von Abbildung 10.5 wiederspiegelt. Beide Experimente wurden
dreimal wiederholt und spiegelte alle das in Abbildung 10.5 und Abbildung
10.6 dargestellte Verhalten wider.
10.4.1. Statistische Berechnung der
Expressionsraten
Die Parameter der Promotorbindung und der Abbaurate wurden bereits be-
rechnet. Damit das Modell exakt das RovA-Verhalten widerspiegelt, müs-
sen die basale Expressionsrate α0 und die maximale Expressionsrate α der
RovA-Produktion bestimmt werden. Mittels des Temperaturwechsel-Expe-
riments aus Kapitel 10.4 können die Expressionsraten statistisch bestimmt
werden.
Es konnten beide Raten berechnet werden (Müller, J., unpubliziert). Dazu
wurde zwei-dimensional für die variierende Raten (α0 und α) die Abwei-
chungsquadrate (RSS - aus Kapitel 10.3) berechnet. Bei minimalen Abwei-
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chungsquadraten ergeben sich folgende Raten:
α = 0.7110374nM/min (10.8)
α0 = 0.0018724nM/min (10.9)
Anzahl an RovA Molekülen pro Zelle
Bei 25◦C konnten ca. 310 RovA Moleküle pro Zelle (m = 310) nachge-
wiesen werden (Nuss, A., unpubliziert). Geht man davon aus, dass eine Y.
pseudotuberculosis-Zelle eine Länge von circa ly = 3µm und eine Breite
von wy = 1µm besitzt und das Bakterium eine Stäbchen-Form hat, so wä-
re das Volumen Vy = (0.5wy)2 · π · l = 2.35619µm3 = 2.35619 · 10−15Liter












= 2.18479 ·10−7M = 218.479nM
Durch die Parameter α = 0.7110374nM/min und α0 = 0.0018724nM/min
erwartet man eine Konzentration von 35nM RovA pro Zelle. Dieses kann
leicht durch den Unterschied zwischen freiem und gebundenem RovA er-
läutert werden. Ebenso kommt RovA als Monomer und als Dimer vor. In-
nerhalb der Messung der Anzahl an Molekülen wurden sowohl Dimere als




Durch diese Experimente kann ein Modell mit allen Parametern aufgestellt
werden. Wie in schon Gleichung (10.3) hat das Modell folgenden Grund-
aufbau:
r˙(t) = α0+α ·
rha
ka(T )ha + rha
kr(T )hr
kr(T )hr + rhr
−δ(T ) · r. (10.10)
Die Parameter sind in Tabelle 10.4 beschrieben und konnten durch die Da-
ten aus den drei Experimentreihen berechnet werden.
Tabelle 10.4.: Alle Parameter des RovA-Modells
Parameter Funktion Werte
r(t) RovA-Konzentration (in nM)
t Zeit (in min)
T Temperatur (in ◦C)
α0 Basale Expressionsrate 0.0018724nM/min
α Maximale Expressionsrate 0.7110374nM/min
ka(T ) Bindekonstante von RovA an P2 2.0669 · e(0.0432 ·T )
kr(T ) Bindekonstante von RovA an P1 0.9031 · e(0.1042 ·T )
ha Hill-Koeffizient des akt. Promotors 3
hr Hill-Koeffizient des repr. Promotors 2
δ(T ) Abbaurate von RovA 5.2 ·10−6 · e(0.2469·T )
11. Ergebnisse und Diskussion
Die RovA-Produktion wurde mittels einer Differentialgleichung dargestellt.
Die Parameter konnten in Kapitel 10 bestimmt werden. Die Einflüsse der
einzelnen Parameter und der Autoregulationen der RovA-Produktion wer-
den in Eigenarbeit untersucht.
11.1. Charakterisierung der
RovA-Promotoren
Mit dem Modell aus Gleichung (10.10) und den dazugehörigen Parametern
aus Tabelle 10.4 kann die Produktion von RovA analysiert werden.
Abhängig von der Temperatur T und der RovA-Konzentration (r(t)) ist der
Promotor aktiv. Somit findet auch abhängig von der Temperatur und der
RovA-Konzentration die Produktion von RovA statt. Die Produktion von
RovA wird mittels der rechten Seite der Differentialgleichung (10.10) be-
rechnet. Die gekoppelte Aktivität der beiden RovA-Promotoren ARovA wird
definiert als Produktion von RovA ohne Abbau, daher ist diese
ARovA = α0+α ·
rha
ka(T )ha + rha
kr(T )hr
kr(T )hr + rhr
(siehe Gleichung (10.2)).
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In Abbildung 11.1 (a) wird abhängig von der RovA-Konzentration die Ak-
tivität des Promotors durch die Funktion ARovA dargestellt. Die Promoto-
raktivität hat eine von der Temperatur abhängige Steigung. Bei niedrigen
Temperaturen (25◦C) steigt die Promotoraktivität schon bei kleinen RovA-
Konzentrationen schnell an. Die Produktionsstärke von RovA sinkt jedoch
bei einer RovA-Konzentration von ca. 7 nM. Bei höheren Temperaturen
(ab 37◦C) liegt die maximale Promotoraktivität bei ca. 20 nM. Ab dieser
Konzentration (20 nM bei 37◦C und 7 nM bei 25◦C) wird der Einfluss der
reprimierenden Bindestelle des Promotors größer als der Einfluss der akti-
vierenden. Der Einfluss der reprimierenden Bindestelle bei 37◦C ist erst ab
höheren RovA-Konzentrationen vorhanden und auch sehr viel geringer, da
die Bindung an den reprimierenden Promotor bei 37◦C fast inaktiv ist (siehe
Kapitel 10.3).
(a) (b)





















































Abbildung 11.1.: Promotor-Aktivität und Produktionsfunktion von Ro-
vA. (a) Promotor-Aktivität von RovA als Funktion ARovA abhängig von
RovA ohne Abbaurate bei 25◦C und 37◦C. (b) Gesamte Produktion ARovA−
δ(T ) von RovA mit temperaturabhängiger Abbaurate δ(T ) bei 25◦C und
37◦C. Trotz der größeren Promotoraktivität von RovA bei 37◦C ist die ge-
samte Produktionsrate negativ, da hier die Abbaurate mit involviert ist.
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In Abbildung 11.1 (a) wird gezeigt, dass eine höhere Temperatur auch eine
höhere RovA-Promotoraktivität hervorrufen. Dieses resultiert jedoch nicht
in eine höhere RovA-Konzentration. Die involvierte Abbaurate δ(T ) hat bei
höheren Temperaturen ebenfalls einen größeren Einfluss und gleicht damit
die Promotoraktivität aus.
In Abbildung 11.1 (b) ist die absolute Produktion von RovA mit ARovA −
δ(T ) aufgetragen. Diese ist eine Kombination aus der Promotoraktivität und
den Abbau von RovA δ(T ). Hier kann man erkennen, dass der Abbau von
RovA die erhöhte Produktion bei höheren Temperaturen und höheren RovA-
Konzentrationen wieder aufhebt. Die Gesamt-Produktion von RovA ist bei
höheren Temperaturen immer negativ. Dieses erfolgt durch den sehr großen
Einfluss der Lon-Protease, welche erst bei höheren Temperaturen aktiv wird
(siehe Kapitel 9.1.2).
11.2. Analyse der Bistabilität
Der Gleichgewichtszustand der RovA-Konzentration lässt sich durch das
gegebene Modell numerisch berechnen. Die RovA-Konzentration hat für
jede Temperatur mindestens einen Gleichgewichtszustand. Innerhalb eines
bestimmten Temperaturbereiches existieren zwei stabile Gleichgewichtszu-
stände. Innerhalb dieses Temperaturbereich ist die RovA-Konzentration bi-
stabil. Der Gleichgewichtszustand ist abhängig von der Temperatur. Bei hö-
heren Temperaturen ist die RovA-Konzentration kleiner als bei niedrigen
Temperaturen, erkennbar an der Produktionsgröße in Abbildung 11.1 (b).
Die Anpassung der RovA-Konzentration an den Gleichgewichtszustand be-
nötigt Zeit (t). Die Zeit der Anpassung an eine niedrige Konzentration und
die Zeit der Anpassung an höhere RovA-Konzentrationen unterscheiden sich
(Abbildung 11.2).
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In Abbildung 11.2 wird die Reaktionszeit der RovA-Anpassung von 25◦C
oder 37◦C zu den Gleichgewichtskonzentrationen der jeweiligen Tempera-
turen in [◦C] auf der x-Achse dargestellt. Die Parameter sind der Tabelle
10.4 entnommen. Die Gleichgewichtskonzentration rg(T ) ist abhängig von
der Temperatur, jedoch nicht von der Zeit.
Definition 13. Eine RovA-Konzentration r(t) gilt an die Gleichgewichts-
konzentration rg angepasst, wenn
r(t) ∈ [0.95 · rg,1.05 · rg]
ist.
Die Reaktionszeit tg wird in Minuten angegeben.
Definition 14. Gegeben sind eine Startzeit von t0 mit einer dazugehörigen
RovA-Startkonzentration von r0, also r ( t0 ) = r0, und dem angepassten Zu-
stand an die Gleichgewichtskonzentration von RovA r¯g ∈ [0.95 · rg, 1.05 · rg]
mit r(tg) = r¯g. So ist hier die Reaktionszeit als
tr = tg− t0
definiert.
Die Anpassung von niedriger Temperatur (25◦ C) zu geringfügig höheren
Temperaturen, bis 10◦ C mehr, geht schnell vonstatten. Erst wenn min-
destens eine Temperatur von 36◦ C erreicht wird, benötigt die Anpassung
wesentlich länger (von unter 100 min auf über 500 min). Dies lässt darauf
schließen, dass genau bei dieser Temperatur ein Zustandswechsel stattfindet.
Hat die Anpassung eine große Konzentrationsänderung zur Folge, benötigt
ein System länger, um sich anzupassen.
Kapitel 11. Ergebnisse und Diskussion 185















Abbildung 11.2.: Reaktionszeit der RovA-Anpassung von 37◦ C und 25◦
C ausgehend. Es wird die benötigte Zeit der Anpassung in Minuten darge-
stellt. Die Umgebungstemperatur (in [◦ C]), an die sich angepasst werden
soll wird auf der x-Achse dargestellt. In rot wird die Anpassungsdauer von
37◦ C, in blau von 25◦ C, ausgehend dargestellt. Als angepasst gilt eine Kon-
zentration, wenn mindestens 95 % des Gleichgewichtszustandes vorliegt.
Ist ein System in höheren Temperaturen (37◦ C) und wechselt es zu niedri-
geren Temperaturen, so benötigt es im Gegensatz zu demWechsel von nied-
rigen Temperaturen auf höhere mehr Zeit, um sich anzupassen. Die Anpas-
sung des Gleichgewichtszustandes bei einem Wechsel von 37◦ C auf unter
26◦ C benötigt besonders viel Zeit. Auch hier lässt sich ebenfalls auf einen
Zustandswechsel schließen. Die beiden lokalen Extrema der Reaktionszeit
bei 36◦ C und 26◦ C deuten darauf hin, dass zwischen diesen Temperatu-
ren ein bistabiles Verhalten vorliegt. Die größere Reaktionszeit der Anpas-
sung von hohen Temperaturen auf niedrigere Temperaturen zeigt, dass das
System anstrebt, eher in niedrigeren Konzentrationen von den höheren Tem-
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peraturen zu verweilen. Ein Bakterium, das in höheren Temperaturen lebt,
braucht länger, um sich auf niedrige Temperaturen einzustellen als anders
herum.
Bei niedrigen Temperaturen liegt eine höhere Konzentration von RovA vor
als bei hohen Temperaturen (siehe Abbildung 11.3). Der Aufbau von RovA
benötigt wesentlich mehr Zeit als der Abbau. Der verzögerte Aufbau liegt an
der sehr niedrigen basalen Expressionsrate von RovA. Ist eine Zelle einmal
inaktiv in der RovA-Produktion, benötigt diese einen großen Temperatur-
wechsel, um die RovA-Produktion zu aktivieren. Doch ist eine RovA-Kon-
zentration vorhanden, wird die RovA-Produktion durch die Autoregulation
aktiv gehalten. Die Temperatur muss hoch genug sein, um eine vollständi-
ge Aktivierung der Lon-Protease zu gewährleisten und somit den Abbau von
RovA imVerhältnis zur Produktion überwiegen zu lassen.
Die Gleichgewichtszustände der RovA-Konzentration hängen direkt von der
Temperatur ab. Durch numerische Berechnung der Gleichgewichtszustän-
de kann gezeigt werden, dass nicht nur die Temperaturabhängigkeit in dem
momentanen Zustand liegt, sondern ebenfalls in der Temperatur und somit
der RovA-Konzentration des vorherigen Zustands. Es liegt eine Hysterese
vor. In Abbildung 11.3 werden die Gleichgewichtszustände abhängig von
der Temperatur berechnet. Es werden zwei unterschiedliche Startwerte an-
genommen, die je eine RovA-Gleichgewichtskonzentration rg(T ) bei 25◦ C
bzw. 37◦ C widerspiegeln, rg(25◦C) und rg(37◦C). Bei Temperaturen unter
26◦ C und Temperaturen über 36◦ C gibt es unabhängig von den Startwerten
nur einen stabilen Zustand. Hier ist das System monostabil. Zwischen 26◦ C
und 36◦ C gibt es jedoch zwei stabile Zustände. Der Unterschied zwischen
diesen beiden stabilen Zuständen wird mit ∆r(T ) bezeichnet mit der Einheit
nM. Der Temperaturbereich der Bistabilität wird mit ∆˜T(r) bezeichnet und
kann in circ C angegeben werden.
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Abbildung 11.3.: Gleichgewichtszustand der RovA-Konzentration ab-
hängig von der Starttemperatur. Die Temperatur auf der x-Achse wird in
◦C angegeben, die RovA-Konzentration auf der y-Achse in nM. Parameter
wurden der Tabelle 10.4 entnommen. In rot wird der Gleichgewichtszustand
der RovA-Konzentration von 37◦C, in blau von 25◦C, ausgehend dargestellt.
Zwischen ca 26◦C und 36◦C ist ein bistabiles Verhalten der RovA-Konzen-
tration zu erkennen. Der Unterschied zwischen beiden stabilen Zuständen
wird mit ∆r(T ), der Temperaturbereich der Bistabilität wird mit ∆˜T(r) be-
zeichnet.
Das Differentialgleichungssystem verbleibt auch bei kleinen Temperaturan-
passungen mit seiner RovA-Konzentration in einem Zustand. Findet ein
Wechsel des Zustandes statt, so benötigt dieser Wechsel einen größeren
Temperaturreiz und eine gewisse Zeit der Anpassung (siehe Abbildung 11.2).
Der Temperaturbereich der Bistabilität kann direkt aus dem Modell berech-
net werden. Der Temperaturbereich der Bistabilität und dessen Größe ∆r(T )
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kann auch für variierende Parameter dargestellt werden. ∆r(T ) ist der Un-
terschied der Konzentrationsgröße der beiden stabilen Zustände und wird in
nM angegeben. Ein Fokus dieser Arbeit liegt auf der Robustheit des Tem-
peraturbereichs der Bistabilität ∆˜T(r) bei Veränderung der basalen Expres-
sionsrate α0, der maximalen Expressionsrate α, der Degradationsrate δ(T )
und der Einfluss des reprimierenden Promotors.
11.2.1. Einfluss der basalen
Expressionsrate
Die basale Expressionsrate α0 ist ein wichtiger Faktor innerhalb des RovA-
Modells. Sie zeigt, wie stark RovA produziert wird, wenn der RovA-Promotor
nicht angeschaltet ist, die Produktion also eigentlich nicht induziert ist. Zu
klären ist, wie stark der Einfluss der basalen Expressionsrate α0 auf die Bi-
stabilität ist.
Bei einer sehr großen basalen Expressionsrate kommt es nur noch zu mo-
nostabilem Verhalten. Die basale Expression von RovA aktiviert dauerhafte
den Promotor und es kommt zu einer Stabilität der Konzentration durch die
Autoregulation der Produktion. Es würde dann bei jeder Temperatur der Zu-
stand der höheren RovA-Konzentration vorliegen. Ist keine basale Expressi-
onsrate vorhanden, kann das System nicht mehr produzieren.
Der Gleichgewichtszustand wird in Abbildung 11.4 für RovA-Konzentrationen
rg von 25◦ C und von 37◦ C ausgehend berechnet. Die Zieltemperatur T und
die basale Expressionsrate α0 werden variiert. Die anderen Parameter wur-
den aus Tabelle 10.4 entnommen. In Abbildung (a) befindet sich die basale
Expressionsrate innerhalb des Intervalls ]0 nM/min, 0.01 nM/min]. Auf
dem Intervall ]0 nM/min, 0.5 nM/min] liegt die basale Expressionsrate in
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Abbildung (b). Der Farbcode gibt die Größe von ∆r(T ) an, also den Un-
terschied zwischen den stabilen Zuständen der RovA-Konzentrationen. Bei
dunkelblauer Farbe existiert kein Unterschied zwischen beiden Zuständen
(∆r(T ) = 0), Monostabilität liegt vor. Bei allen anderen Farben sind zwei


















































Abbildung 11.4.: Phasendiagramm des bistabilen Verhaltens des RovA-
Systems abhängig von der Temperatur und der basalen Expressionsra-
te α0. Durch numerische Berechnung wird der Gleichgewichtszustand der
RovA-Konzentration zu variablen Temperaturen berechnet, die sich durch
die Startwerte unterscheiden. Hierbei werden Startwerte genutzt, die einer
RovA-Konzentration bei 25◦C und bei 37◦C entsprechen. Die fehlenden Pa-
rameter werden der Tabelle 10.4 entnommen. Auf der x-Achse wird die
Zieltemperatur in [◦C] und auf der y-Achse die basale Expressionsrate α0
in nM/min variiert. Die Skalierung von α0 in Abbildung (a) ]0 nM/min,
0.01 nM/min] und in Abbildung (b) ]0 nM/min, 0.5 nM/min]. Der Farbcode
zeigt an, wie groß der Unterschied zwischen den beiden Gleichgewichtskon-
zentrationen von RovA ist. Dunkelblau bedeutet, dass der Unterschied bei
Null nM, daher liegt dort ein monostabiles Verhalten vor. Dunkelrot bedeu-
tet ein besonders großen Unterschied zwischen beiden stabilen Zuständen,
somit ein besonders großes ∆r(T ). Der Temperaturbereich der Bistabilität
∆˜T(r) hängt von der RovA-Konzentration und somit direkt von den Parame-
tern ab.
190 11.2. Analyse der Bistabilität
Es lässt sich in Abbildung 11.4 (a) erkennen, dass wenn die basale Ex-
pressionsrate gegen 0 nM/min geht, der bistabile Temperaturbereich im-
mer größer wird und auch niedrigen Temperaturen ein bistabiles Verhalten
aufweisen. An Abbildung 11.4 (b) zeigt sich, dass sobald die basale Ex-
pressionsrate größer ist als 0.2 nM/min, gar keine Bistabilität mehr vor-
liegt.
Um einen Temperaturbereich des bistabilen Verhaltens ∆˜T(r) zu erreichen,
der exakt auf dem Temperaturbereich liegt, auf dem die Bistabilität von Ro-
vA in Y. pseudotuberculosis vorliegt ([26◦ C, 37◦ C]), muss die basale Ex-
pressionsrate exakt bestimmt werden. In Kapitel 10.4 wird diese berechnet
mit α0 = 0.0018724 nM/min und liegt damit auf dem Temperaturbereich,
bei dem es das bistabile Verhalten von RovA von Y. pseudotuberculosis in
der Natur widerspiegelt. Das Bakterium muss eine sehr exakte und robuste
basale Expressionsrate von RovA besitzen, sonst könnte es nicht immer das
gleiche bistabile Verhalten zeigen. Daher muss die basale Expressionsrate
robust gegen äußere Einflüsse sein.
11.2.2. Einfluss der maximalen
Expressionsrate
Bei größerem α steigert sich der Einfluss der Autoregulation. Um von hoher
RovA-Konzentration auf eine niedrige zu wechseln, wird bei einer größeren
maximalen Expressionsrate ein stärkerer Einfluss der Lon-Protease benö-
tigt, damit die Autoregulation kompensiert werden kann. Liegt eine niedri-
ge RovA-Konzentration vor, kann bei stärkerer Autoregulation die RovA-
Produktion schneller starten. Mit einer höheren maximalen Expressions-
rate α kann sich der bistabile Temperaturbereich vergrößern. Er verlagert
sich dabei immer weiter in die höheren Temperaturbereiche. Der Tempe-
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Abbildung 11.5.: Phasendiagramm des bistabilen Verhaltens des RovA-
Systems abhängig von der Temperatur und der maximalen Expressi-
onsrate α.
Der Gleichgewichtszustand der RovA-Konzentration wird von 25◦C und
von 37◦ ausgehend berechnet, daher für unterschiedliche Startwerte. Die
fehlenden Parameter werden der Tabelle 10.4 entnommen. Auf der x-Achse
ist die Zieltemperatur und auf der y-Achse die maximale Expressionsrate
dargestellt. Der Unterschied zwischen beiden stabilen Zuständen wird durch
die rechtsstehende Farbskala gezeigt und beträgt maximal 45 nM.
In Abbildung 11.5 wird mittels eines Phasendiagramms gezeigt, welchen
Einfluss die maximale Expressionsrate α auf den Temperaturbereich der Bi-
stabiltät ∆˜T(r) hat. Je kleiner α ist, um so kleiner ist der bistabile Bereich.
Die maximale Expressionsrate αwird auf dem Intervall ]0 nM/min,2.0 nM/min]
variiert. Die anderen Parameter sind aus Tabelle 10.4 entnommen. Das bi-
stabile System hat eine festgelegte maximale Expressionsrate. Das bistabile
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Verhalten des Systems ist jedoch bei Veränderungen von α nicht so anfällig
wie bei Veränderung von α0.
Die experimentellen Daten ergaben ein α von 0.7110374 nM/min (Tabelle
10.4). Dieses angegebene α befindet sich in exakt den bistabilen Tempera-
turbereich, den RovA in Y. pseudotuberculosis besitzt. Bei kleinen Verän-
derungen (±10%) von α schwankt der bistabile Temperaturbereich nicht so
stark wie bei kleinen Veränderung von α0. Kleine Veränderungen der ma-
ximalen Expressionsrate α haben keinen großen Einfluss auf die Bistabiltät.
Dies ist für das Bakterium von Vorteil, da α bei Änderungen der äußeren
Umgebung sich ebenfalls ändern könnte.
11.2.3. Einfluss der Degradation
Die Degradationsrate δ(T ) ist im Gegensatz zu der basalen Expressionsrate
α0 und der maximalen Expressionsrate α direkt abhängig von der Tempera-
tur. Der Einfluss von
δ(T ) = 5.2 ·10−6e0.2469T
auf die Bistabilität und die Frage, ob die Temperaturabhängigkeit der Ab-
baurate eine notwendige Bedingung für diese ist, ist daher besonders inter-
essant. Diese experimentell bestimmten Werte der Abbaurate sollen inner-
halb eines Phasendiagramms wie in Kapitel 11.2.1 und 11.2.2 dargestellt
werden.



















Abbildung 11.6.: Phasendiagramm des bistabilen Verhaltens des RovA-
Systems abhängig von der Temperatur und der Abbaurate δ(T ).
Numerisch wird der Gleichgewichtszustand der RovA-Konzentration für
unterschiedliche Startwerte berechnet. Eine RovA-Konzentration zeigen den
Unterschied der beiden stabilen Zustände an. Die fehlenden Parameter wer-
den der Tabelle 10.4 entnommen. Auf der x-Achse wird die Zieltemperatur
und auf der y-Achse die Abbaurate dargestellt. Der Unterschied zwischen
beiden stabilen Zuständen wird durch die rechtsstehende Farbskala gezeigt
und beträgt maximal 90 nM. Die roten Kreuze zeigen die im Experiment
gemessenen Degradationsraten entsprechend zu den Temperaturen.
Das Phasendiagramm in Abbildung 11.6 zeigt das bistabile Verhalten des
Gleichgewichtszustandes von RovA rg, abhängig von den Anfangstempera-
turen, der Temperatur selbst und einer Abbaurate von δ ∈ ]0,0.5] 1/min. So
kann man in das Phasendiagramm die fünf gemessenen Abbauwerte abhän-
gig von Temperatur eintragen und erkennen, welchen Einfluss diese auf die
Bistabilität hat.
Die Bistatilität des RovA-Systems ist direkt abhängig von der Degradation
δ(T ). Das temperaturabhängige bistabile Verhalten, das das RovA-System
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zeigt, ist nur durch die temperaturabhängige Degradationsrate möglich.Wür-
de die Degradationsrate nicht temperaturabhängig sein, so würde zumeist
gar keine Bistabilität oder ausschließlich Bistablität auftreten.
Durch die gemessenen Daten von δ(T ) und die daraus bestimmte exponen-
tielle Funktion, abhängig von der Temperatur mit den in Tabelle 10.4 be-
schriebenen Parametern, bestätigt sich der bistabile Bereich, der in der Na-
tur bei dem RovA-System vorkommt. Nicht nur die Größe von δ(T ) sondern
auch die Abhängigkeit von der Temperatur ist eine notwendige Bedingung
für diesen Bereich der Bistablität.
11.3. Erstellen der in silico-Mutante
∆iRovA
Das bistabile Verhalten des RovA-Systems entsteht durch die positive FBL
(Angeli et al., 2004). Um den Einfluss der negativen FBL (NFL) auf das
RovA-System zu untersuchen, wird eine In silico-Mutante erstellt, bei der
das RovA-System keine negative FBL besitzt. DieMutante wird mit∆iRovA
bezeichnet. In den vorherigen Kapiteln konnte gezeigt werden, dass dir RovA-
Differentialgleichung mit den berechneten Parametern das wahre Verhalten
von RovA ziemlich präzise widerspiegelt. Es kann von dem obigen Modell
ausgegangen werden.
Die Produktion von RovA innerhalb der Mutante ∆iRovA soll unabhän-
gig von der NFL sein. Die NFL geht mit (kr(T )hr)/(kr(T )hr + rhr) in die
RovA-Produktion ein. Dieser Term wird nun innerhalb der Differentialglei-
chung entfernt. Nun besitzt die RovA-Produktion folgende Differentialglei-
chung:
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r˙(t) = α0+α ·
rha
ka(T )ha + rha
−δ(T ) · r. (11.1)
Die enthaltenen Parameter in Gleichung (11.1) entsprechen denen aus der
Tabelle 10.4. Durch die neu entstandene Differentialgleichung kann ein neu-
es Verhalten des RovA-Systems entstehen. Das veränderte Verhalten zeigt,
welchen Einfluss der reprimierende Promotor und dadurch die NFL auf das
gesamte System hat.
(a) (b)






























Abbildung 11.7.: Reaktionszeit der RovA-Anpassung von höherer und
niedriger Temperatur des Mutationssystems.
Es wird die benötigte Zeit der Anpassung in Minuten dargestellt. Die Um-
gebung, an die sich angepasst werden soll, wird auf der x-Achse dargestellt.
Die Parameter sind der Tabelle 10.4 entnommen. In blau wird die Anpas-
sungsdauer von einer Startkonzentration ausgegangen, die bei 25◦C vorliegt
(höhere Konzentration); in rot von einer Startkonzentration die bei 37◦C
vorliegt. Als angepasst gilt eine Konzentration, wenn mindestens 95 % des
Gleichgewichtszustandes vorliegt. In (b) dargestellt die Reaktionszeit des
Wildtyps, in (a) die der in silico-Mutante.
In Abbildung 11.7 werden Reaktionszeiten dargestellt, die ein bei 25◦ C,
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bzw. ein bei 37◦ C lebendes Bakterium benötigt, um sich auf einen Tempera-
turwechsel zu höheren, bzw. niedrigere Temperaturen anzupassen. Die An-
passung an den Gleichgewichtszustand rg wird in Definition 13 dargestellt.
In Definition 14 wird die Reaktionszeit tr definiert. Die benötigte Zeit wird
in den Abbildungen 11.7 (a) + (b) auf der y-Achse dargestellt, die Endtempe-
ratur nach demWechsel wird auf der x-Achse aufgetragen.
Man kann an den Reaktionszeiten nach einem Temperaturwechsel in Abbil-
dung 11.7 erkennen, dass die ∆iRovA-Mutante (a) deutlich andere Reakti-
onszeiten hat als der Wildtyp (b). In blau dargestellt wird von einem System
bei 25◦ C ausgegangen. Hier liegt die Reaktionszeit der Mutante wesent-
lich höher als die Reaktionszeit des Wildtyps. In rot wird von einem System
bei 37◦ C ausgegangen, bei der sich die Reaktionszeiten kaum unterschei-
den. Die NFL hat daher besonderen Einfluss auf die Reaktionszeiten von
niedrigen zu höheren Temperaturen. Wenn ein Bakterium von einer Um-
gebungstemperatur zu einer Wirtstemperatur wechselt, würde das mutierte
Bakterium ohne NFL wesentlich länger brauchen sich anzupassen als der
Wildtyp. Die schnelle Anpassung von Y. pseudotuberculosis an eine Wirts-
umgebung ist notwendig für eine schnelle Kolonialisierung und Infektion.
Dauert dies zu lange, kann möglicherweise das Immunsystem des Wirtes
reagieren und die Bakterien abtöten.
In Abbildung 11.8 wird sowohl der Gleichgewichtszustand der RovA-Kon-
zentration von der in silico-Mutante als auch der des Wildtyps gezeigt. Die
Gleichgewichtskonzentrationen von beiden zeigen deutlich Größenunterschie-
de. Die Konzentration von RovA der ∆iRovA-Mutante ist bei niedrigen
Temperaturen wesentlich höher als beim Wildtyp. Bei hohen Temperaturen
sind die Gleichgewichtskonzentrationen sowohl bei der Mutante, als auch
beim Wildtyp fast bei 0 nM.
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Abbildung 11.8.: Gleichgewichtszustand der RovA-Konzentration ab-
hängig von der Starttemperatur der ∆iRovA-Mutante und des Wild-
typs.
Die Temperatur auf der x-Achse wird in ◦ C angegeben, die RovA-Kon-
zentration auf der y-Achse in nM. Die Parameter sind der Tabelle 10.4 ent-
nommen. In blau wird der Gleichgewichtszustand der Konzentration von
RovA gezeigt mit einem Startwert, der der Konzentration von RovA bei 25◦
C entspricht. Der Gleichgewichtszustand der RovA-Konzentration von 37◦
C ausgehend wird in rot dargestellt. In Abbildung (a) wird der Gleichge-
wichtszustand der RovA-Konzentration der ∆iRovA-Mutante dargestellt, in
(b) zum Vergleich wie in Abbildung 11.3 der Gleichgewichtszustand der
RovA-Konzentration des Wildtyps. Für einen besseren Vergleich wurde in
Abbildung (b) die y-Achsen-Skalierung angepasst.
Die Temperaturbereiche der Bistabilität ∆˜T(r) sind bei beidenModellen gleich.
An Abbildung 11.8 (a), ∆iRovA-Mutante, kann man erkennen, dass bei
niedrigeren Temperaturen die RovA-Konzentration schnell größer wird im
Gegensatz zum Wildtyp (Abbildung 11.8 (b)). Durch diese größere Kon-
zentration benötigt das System auch mehr Zeit für die Anpassung (Abbil-
dung 11.7), da die Konzentrationsunterschiede der verschiedenen Gleichge-
wichtszustände abhängig von der Temperatur größere Unterschiede aufwei-
sen als bei dem Wildtyp. Der Konzentrationsunterschied zwischen beiden
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stabilen Zuständen ∆r(T ) ist dadurch ebenfalls größer. Sowohl die Zeit der
Anpassung ist durch die NFL um ein vielfaches verbessert, als auch dass
der Aufbau der hohen Konzentration von RovA bei niedrigen Temperatu-
ren, was dem Bakterium sehr viel Energie kostet. Mit der NFL kann das
Bakterium diese energetischen Kosten einsparen.
11.4. Analyse der Bistablität der in
silico-Mutante ∆iRovA
Um das bistabile Verhalten von RovA in der Mutante näher zu untersu-
chen, wurden für ∆iRovA ebenfalls Phasendiagramme mit variabler basa-
ler Expressionsrate, maximaler Expressionsrate und Degradationsrate er-
stellt.
11.4.1. Einfluss der basalen
Expressionsrate
Das Phasendiagramm mit variabler basale Expressionsrate α0 innerhalb des
Wildtyps (Abbildung 11.4) zeigt, dass keine großen Veränderungen der ba-
salen Expressionsrate möglich sind, wenn das System weiterhin auf dem
gleichen Temperaturbereich Bistabilität zeigen soll. Das System ist also nicht
robust gegenüber Schwankungen der basalen Expressionsrate.













































Abbildung 11.9.: Phasendiagramm des bistabilen Verhaltens des RovA-
Mutationssystems abhängig von der Temperatur und der basalen Ex-
pressionsrate α0.
Numerisch wird der Gleichgewichtszustand von der RovA-Konzentration
für unterschiedliche Startwerte berechnet. Eine RovA-Konzentration ent-
spricht der Konzentration bei Temperaturen um die 37◦ C und bei 25◦ C.
Die fehlenden Parameter sind der Tabelle 10.4 entnommen. Auf der x-
Achse wird die Zieltemperatur in [◦ C] und auf der y-Achse die basale Ex-
pressionsrate α0 in nM/min variiert. Die Skalierung von α0 in Abbildung
(a) ]0 nM/min,0.01 nM/min] und in Abbildung (b) ]0 nM/min,0.5 nM/min].
Der Konzentrationsunterschied zwischen beiden stabilen Zuständen wird
mit ∆r(T ) beschrieben. Der Farbcode zeigt an, wie hoch ∆r(T ) ist. Bei dun-
kelblau liegt der Unterschied bei Null (∆r(T )= 0), daher liegt dort ein mono-
stabiles Verhalten vor. Dunkelrot bedeutet ein besonders großen Unterschied
zwischen beiden stabilen Zuständen. Das Temperaturintervall auf dem die
Bistabilität liegt, wird mit ∆˜T(r) bezeichnet.
In Abbildung 11.9 (a) und (b) wird das bistabile Verhalten der Gleichge-
wichtszustände von RovA der in silico-Mutante gezeigt. In Abbildung 11.9
(a) wird α0 auf dem Intervall ]0 nM/min,0.01 nM/min] und bei (b) auf dem
Intervall ]0 nM/min,0.5 nM/min] variiert.
Vergleicht man Abbildung 11.4 mit Abbildung 11.9, so kann man erkennen,
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dass die Phasen der Bistabilität bei beiden, Wildtyp und Mutante, nahezu
gleich bleiben. Der Unterschied zwischen den beiden Modellen zeigt auch
hier, dass die Mutante einen Unterschied zum Wildtyp nur in dem Konzen-
trationsunterschied der RovA-Gleichgewichtszustände zeigt.
11.4.2. Einfluss der maximalen
Expressionsrate
Der Einfluss der maximalen Expressionsrate αwurde ebenfalls für die∆iRovA-
Mutante untersucht und in einem Phasendiagramm in Abbildung 11.10 dar-
gestellt. Innerhalb des RovA-Systems des Wildtyps hat α gezeigt, dass sich
bei größerem α der Temperaturbereich der Bistabilität vergrößert und gleich-
zeitig zu höheren Temperaturen verschiebt (siehe Abbildung 11.5). Zu un-
tersuchen ist, ob die maximale Expressionsrate bei der ∆iRovA-Mutante den
gleichen Einfluss hat.
Innerhalb der ∆iRovA-Mutante zeigt α den gleichen Einfluss auf die tempe-
raturabhängige Bistabilität wie in dem Wildtyp. Bei immer kleiner werden-
der maximalen Expressionsrate α kommt es zu einem immer kleineren Tem-
peraturintervall ∆˜T(r), auf dem das System bistabil ist.
Doch auch hier gibt es einen erheblicher Unterschied auf der Konzentra-
tionsskala ∆r(T ), welcher den Unterschied zwischen den beiden stabilen
Zuständen zeigt. In Abbildung 11.5 kann man erkennen, dass höchstens
ein Konzentrationsunterschied zwischen den beiden stabilen Zuständen der
RovA-Konzentration von 45 nM vorliegt. Innerhalb der Mutante steigt die-
ser Unterschied auf 200 nM.





















Abbildung 11.10.: Phasendiagramm des bistabilen Verhaltens des
RovA-Mutationssystems abhängig von der Temperatur und der maxi-
malen Expressionsrate α.
Durch numerische Berechnung ist sowohl der Gleichgewichtszustand von
der RovA-Konzentration der ∆iRovA-Mutante von niedrigen, wie von ho-
hen Temperaturen berechnet, also für unterschiedliche Startwerte. Der Kon-
zentrationsunterschied zwischen beiden stabilen Zuständen wird mit ∆r(T )
beschrieben, welche durch die Farbskalierung dargestellt wird. Hier ist auf
der x-Achse die Zieltemperatur und auf der y-Achse die maximale Expressi-
onsrate variiert. Die fehlenden Parameter sind der Tabelle 10.4 entnommen.
Das Temperaturintervall auf dem die Bistabilität liegt wird mit ∆˜T(r) be-
zeichnet.
11.4.3. Einfluss der Degradation
Der Einfluss der Degradation δ(T ) auf das bistabile Verhalten abhängig von
der Temperatur innerhalb des Wildtyps zeigt, dass in diesem System die
temperaturabhängige Degradation δ notwendig ist, damit das RovA-System
innerhalb der angegebenen Temperatur bistabil ist (siehe Abbildung 11.6).
202 11.4. Analyse der Bistablität der in silico-Mutante ∆iRovA
Auch für das System der ∆iRovA-Mutante wird der Einfluss der Degradati-
on auf die Bistabilität innerhalb eines Phasendiagramms in Abbildung 11.11




















Abbildung 11.11.: Phasendiagramm des bistabilen Verhaltens des
RovA-Mutationsystems abhängig von der Temperatur und der Abbau-
rate δ(T ).
Numerisch wird der Gleichgewichtszustand von der RovA-Konzentration
für unterschiedliche Startwerte berechnet. Eine RovA-Konzentration ent-
spricht der Konzentration bei Temperaturen bei 37◦ C und bei 25◦ C. Hier
wird auf der x-Achse die Zieltemperatur und auf der y-Achse die Abbaurate
variiert. Die roten Kreuze zeigen die gemessen Degradationsraten passend
zu den Temperaturen. Die fehlenden Parameter sind der Tabelle 10.4 ent-
nommen.
Genau wie bei den Expressionsraten ändert sich der Einfluss auf die Bistabi-
lität von δ innerhalb der Mutante im Gegensatz zum Wildtyp nicht. Der ein-
zige Unterschied besteht innerhalb des Konzentrationsunterschiedes ∆r(T )
zwischen den beiden stabilen Zuständen der RovA-Konzentration.
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Es ergibt sich also deutlich, dass die Mutation des RovA-Systems keinen
Einfluss auf den Temperaturbereich der Bistabilität ∆˜T(r) hat, jedoch einen
sehr großen Einfluss auf die RovA-Konzentration und dadurch auch auf die
Reaktionszeit bei niedrigeren Temperaturen.
Auf die Konzentration oder das Verhalten des RovA-Systems bei höheren
Temperaturen (≥ 36◦ C) hat die reprimierende Bindestelle, also die NFL,
überhaupt keinen Einfluss.
11.4.4. Potential
Innerhalb des RovA-Systems ist das Potential U(r) (Definition 11) abhän-
gig von der RovA-Konzentration und der Temperatur und wird in Abbildung
11.12 in einer 3D-Landschaft dargestellt. Es kann mittels der rechten Seite




= − f (r) (11.2)
In Abbildung 11.12 (a) wird das Potential des RovA-System vom Wildtyp
dargestellt. Ein Maximum existiert bei ca. 10 nM. Dieses symbolisiert den
instabilen Zustand des RovA-Systems. Es existieren zwei lokale Minima.
Eines ist deutlich bei fast 0 nM RovA zu erkennen, das andere liegt bei
höheren RovA-Konzentrationen ca. 30 nM.
Das System hat zwei stabile Zustände, die abhängig von der Temperatur
sind. Im Vergleich zu Abbildung 11.12 (a) wird in Abbildung 11.12 (b) das
Potential des RovA-Systems in der ∆iRovA-Mutante gezeigt. Hierbei lässt
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sich erkennen, dass das Minimum bei niedrigen RovA-Konzentrationen ge-






































































Abbildung 11.12.: Skalarpotential des RovA-Modells abhängig von der
Temperatur und der RovA-Konzentration.
In (a) wird das Potential des Wildtypmodells, in (b) wird das Potential der
∆iRovA-Mutante gezeigt. Die Parameterdaten sind der Tabelle 10.4 entnom-
men.
Der Unterschied liegt bei dem Potential bei höheren RovA-Konzentrationen.
Man kann erkennen, dass das Minimum des Potentials nicht schon bei ca.
30nM liegt, sondern viel höher liegen muss (siehe Abbildung 11.8 (a) - bei
ab 100nM). Man kann auch aus Abbildung 11.8 (a) und (b) erkennen, da die
RovA-Konzentration einer Mutante im Gleichgewichtszustand bei wesent-
lich höherer Konzentration liegt als bei dem Wildtyp.
11.5. Modell und natürliches Verhalten von
RovA im Vergleich
Durch den deterministischen Ansatz konnte ein Modell (Kapitel 10.5) er-
stellt werden, welches das natürliche Verhalten von RovA innerhalb von
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Y. pseudotuberculosis widerspiegelt. Durch das Einfließen der biologischen
Daten, die in Kapitel 10.2 bis 10.4 präsentiert wurden, konnte ein realisti-
sches Modell produziert werden, das der Wirklichkeit sehr nahe kommt und
somit ein mechanistisches Modell darstellen könnte. Genau bei dem bistabi-
len Temperaturbereich wurde das Temperaturwechsel-Experiment (Kapitel
10.4) durchgeführt. Das Modell zeigt der Wirklichkeit entsprechendes Tem-
peraturverhalten, Bistabilität und Hysterese. Somit kann das Modell benutzt
werden, um realitätsnahe Vorhersagen zu treffen und bessere Systemeinbli-
cke zu bekommen. Das RovA-System innerhalb Y. pseudotuberculosis ist
in der Biologie eines der ersten gefundenen Beispiele für eine Bistabilität
abhängig von der Temperatur, wie es bis jetzt nur beim λ-Phagen gezeigt
werden konnte.
Wie bereits in Kapitel 11.2 beschrieben, zeigt das Modell unterschiedliche
Reaktionszeiten, je nach Ausgangstemperatur und Endtemperatur. Dieses
Verhalten ist eine Grundvoraussetzung der Bistabilität in Bakterien. Der da-
durch entstandene bistabile Bereich des Systems liegt circa auf dem Inter-
vall [26◦C,36◦C]. Das ist genau das Temperaturinterval, welches zwischen
Umwelttemperatur (unter 26◦C) und Wirtstemperatur (ab 36◦C) liegt. Ein
stabiler Bereich des RovA-Modells besitzt eine RovA-Konzentration von
annähernd 0 nM und der zweite stabile Bereich liegt bei etwas über 30 nM.
Durch dieses bistabile Verhalten ist das gesamte RovA-System robust gegen
kurzzeitige Änderungen der Umwelt. Die Reaktionszeit bei einem Zustand-
unterschied liegt zwischen 600 min und 1500 min, also zwischen 10 h und
25 h. Ist der Temperaturwechsel nur kurzzeitig, so wechselt das System nicht
vollständig in den anderen Zustand. Erhöht sich die Temperatur auf einen
Bereich, bei dem das System Bistabilität zeigt, so ändert sich das Verhalten
nicht. Erst bei Temperaturwechsel, die darüber hinaus gehen verändert sich
das Verhalten des Systems.
Das System wurde auf seine Robustheit bezüglich der Bistabilität unter-
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sucht. Bei Veränderungen der Parameter kommt es zu einem anderen Ver-
halten in der Bistabilität. Hierbei zeigt sich, dass nur bei einer sehr kleinen
basalen Expressionsrate α0 von RovA ein bistabiles Verhalten überhaupt
möglich ist. Ist die basale Expressionsrate zu groß, wird das System mono-
stabil. Im Gegensatz zur Robustheit der Bistabilität auf Veränderung der ba-
salen Expressionsrate ist die Robustheit der Bistabilität bei Veränderungen
der maximalen Expressionsrate αwesentlich größer. Dies erscheint sinnvoll,
da in der Realität die maximale Expressionsrate durch weitere Umweltpa-
rameter, wie zum Beispiel pH-Wert, Sauerstoffgehalt oder Salzgehalt leicht
schwanken kann.
Eine notwendige Bedingung für das gezeigte bistabile Verhalten innerhalb
des RovA-Systems ist die in Y. pseudotuberculosis vorliegende temperatu-
rabhängige Konformationsänderung von RovA (siehe Kapitel 9.1.2). Da-
durch entstehen die temperaturabhängigen DNA-Bindekonstanten und die
temperaturabhängige Abbaurate von RovA. Der Abbau von RovA wird in-
nerhalb von Y. pseudotuberculosis mittels der Lon-Protease durchgeführt
(siehe Kapitel 9.1.2). Nur durch die Konformationsänderung und die dar-
auf sensitiv reagierende Lon-Protease kann das System dieses Verhalten zei-
gen. Diese Protease ist ebenfalls notwendig für die Bistabilität von RovA in
Y. pseudotuberculosis.
Durch das Erstellen der in silico-Mutante ∆iRovA konnte gezeigt werden,
dass die NFL innerhalb des RovA-Systems nur einen Einfluss auf die Kon-
zentration der Gleichgewichtzustände von niedrigen Temperaturen ausge-
hend hat. Die Konzentrationen sind bei Abwesenheit der NFL um ein viel-
faches größer als mit NFL. Eine zu hohe Konzentration bei niedrigen Tem-
peraturen kann auch die Anpassungszeit und den Energiekostenaufwand für
Y. pseudotuberculosis wesentlich vergrößern. Den größten Einfluss auf die
Bistabilität hat innerhalb dieses Modells die PFL und die Degradationsra-
te, welche beide notwendige Bedingungen für ein derartiges temperaturbe-
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dingtes Verhalten darstellen. In wieweit die Vorhersagen der Wirklichkeit
entsprechen, muss im Experiment geklärt werden.
11.6. Ausblick
In der mathematischenModellierung der RovA-Produktion wurden verschie-
dene Experimente zu einem gesamten Modell vereint. Somit wurde ein gu-
tes Beispiel für die Möglichkeiten der Zusammenarbeit der Biomathematik
und der Systembiologie mit der experimentellen Biologie geliefert. Mit die-
ser Arbeit wurde ein Modell das bistabile Verhalten von RovA beschriebt
dargestellt. Das Modell wurde genauer untersucht.
Da die Produktion von RovA ein temperaturabhängiges bistabiles Verhal-
ten hat, bietet dieser Regulator die Möglichkeit der biotechnologischen Nut-
zung. Die RovA-Regulation kann Grundlage für einen genregulatorischen
Schalter sein, der durch unterschiedliche Temperaturen an- beziehungswei-
se ausgeschaltet werden kann. Um dieses verwirklichen zu können, war das
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