This paper deals with some optimal control problems governed by ordinary dierential equations with Radon measures as data and with pointwise state constraints. We study the properties of the value function and obtain its characterization by means of an auxiliary control problem of absolutely continuous trajectories. For this, we use some known techniques of reparametrization and graph completion.
Introduction
In this paper, we study a state constrained optimal control problem with a Radon measure term in the dynamics using a Hamilton-Jacobi-Bellman approach. Consider the following control system:
where X ∈ R n , τ ≥ 0, the measurable control a : (0, +∞) → R m takes values in a compact set A ⊂ R m , and {µ i } i=1,··· ,M is a given family of Radon measures. Let ϕ : R n → R be a Lipschitz continuous function, and consider the following state-constrained control problem: where K ⊂ R n is a closed set of state constraints. Due to the presence of the Radon measures, the denition of solution for the state equation (1.1) is not classical. We refer to the denition introduced by Bressan and Rampazzo [5] and Dal Maso and Rampazzo [7] using the technique of graph completion. Formally by a suitable change of variable in both time and primitive of Radon measures, we can reduce (1.1) to a usual controlled ordinary dierential equation with a measurable time-dependent dynamics which is called the reparameterized system. We will prove that the initial trajectory stays in K if and only if the reparameterized trajectory stays in K under suitable assumptions on the elds g i .
The new value function associated with this reparameterized system is then characterized by a Hamilton-Jacobi-Bellman equation. But due to the double presence of an only time-measurable Hamiltonian and state constraints, the denition of viscosity solution is not classical. We will then introduce a new denition of L 1 -constrained viscosity solution for HJB equations on closed domains and with time-measurable Hamiltonians. Then, we will check that this denition is suitable to obtain a characterization of the value function.
Let us note that HJB equations on an open set with time-measurable Hamiltonians has been already studied by Ishii in [10] . On the other hand, state-constrained control problems with continuous Hamiltonians have been studied by many authors, see [12, 9, 4] and the references therein.
Notations. For each r > 0, x ∈ R n , we denote by B(x, r) the closed ball with center x and radius r. In the sequel, we also use the notations:
. And nally, we denote by AC([0, 1]; R n ) the set of absolutely continuous functions from [0, 1] to R n .
Problem with discontinuous dynamics
In this section, we recall the denition of solution for the state equation (1.1) introduced by Dal Maso and Rampazzo [7] and we recall the graph completion construction, which allows to obtain an auxiliary system with measurable dynamics.
In the sequel, we consider the following assumption on the admissible controls:
(Hco) The set of controls A := L ∞ ((0, T ); A) where A ⊂ R m is a compact set, m ≥ 1.
The state equation
Let T be a xed nal time, X ∈ K be an initial data. Let {µ i } i=1,...,M be a family of Radon measures, and a ∈ A be an admissible control variable. We denote by Y a x,τ (t) : R + → R n the controlled trajectory solution of (1.1) in the sens of the Denition 2.1.
On the functions g i , i = 0, · · · , M , we assume that:
Following [7] , we introduce the canonical graph completion for the measure µ = (µ 1 , . . . , µ M ). Let B be the left continuous primitive of µ, i.e. B ∈ BV ([0, T ]; R n ) and its distributional derivativeḂ coincides with µ on [0, T ). In all the sequel, we will denote by T the set of all the discontinuity points of B:
T := {t i , i ∈ N}.
Furthermore, we introduce the functions:
We will denote by ξ the solution of:
and we set ξ(ξ, ψ t ) := ξ(1) −ξ. Now we are ready to state the denition of solution introduced by Dal Maso and Rampazzo in [7] . Denition 2.1 Fix an initial position and time (X, τ ) and control variable a ∈ A, the function
and
Remark 2.2 In the case when
We now use the graph completion technique to construct a reparameterized system which has a unique absolutely continuous solution. In order to do that, we dene W : [0, T ] → [0, 1] as follows:
The canonical graph completion of B corresponding to the family of linear functions (ψ t ) t∈T is then dened by:
(2.5)
For any control a ∈ A, any initial data X ∈ K, and any σ ∈ (0, 1), we denote by
where µ a is the absolutely continuous part of the measure µ with respect to the Lebesgue measure, (2.6) corresponding to the graph completion Φ dened in (2.5) such that
where σ = W(τ ), and W is given by (2.4) .
Proof. It is the same proof as in [[6], Theorem 2.2] by adapting the proof given for
Remark 2. 4 We point out that the denition of the reparameterized system depends on the family (ψ t ) t∈T , unless the vector elds satisfy some commutative assumptions. However, in this paper, the dependency on the choice of ψ t does not imply any specic diculty in the sequel. We chose here to use the linear reparameterization in order to simply the presentation of the main ideas.
State constrained problems
Now we consider the same problem with state constraints. The equality (2.7) always holds true, but here the problem is to make sure that the reparameterization of a state constrained solution also satises the state constraints. Consider a set of state constraints K dened by:
for a nite family of C 1,1 functions {h j : R n → R} j=1,...,l . We also denote by
the active set of index values at a point x ∈ ∂K. We say that a trajectory Y a X,τ , solution of (1.1), is admissible if for every
Here in order to make sure that the "ctive" part of the trajectories of reparameterized system satises the state constraints, we need to consider the following viability condition:
We then have the following theorem:
Theorem 2.5 Assume that the assumption of Theorem 2.3 are satised and that the viability condition (2.9) holds. Then
Proof. Assume Z(·) ∈ K. Since we have Y (·) = Z(W(·)), and for each t ∈ [τ, T ], W(t) ∈ [σ, 1], then we get Z(W(t)) ∈ K by the denition of Z(·), which implies
On the other side, if
As Y (t i ) ∈ K, by the boundary condition (2.9), the dynamics
is a contingent direction to K at every Z ∈ K. Therefore, by using Viability Theorem 3.3.5 in [1] , we get that
Remark 2.6 In case a more general family of Lipschitz continuous maps for {ψ t } t∈T is considered, these maps should be increasing, i.e. 1] in order to ensure the viability property (2.9).
The control problem
Let ϕ : R n → R be a given bounded uniformly continuous function and T be a nal time. Our aim is to characterize the following value function
where Y a X,τ (·) is the solution of equation (1.1). Formally, we derive an HJB equation satised by v:
where the Hamiltonian is
The problem here is that the product Dv · µ i is not well dened, since µ i is a measure and v is not dierentiable. In view of Theorem 2.3, it is then natural to consider the auxiliary control problem governed by trajectories Z a X,σ solutions of the reparameterized system 2.6. Then the corresponding value function is dened as follows:
(2.14)
Theorem 2.7 Let v andv be dened respectively by (2.11) and (2.14). For each X ∈ K and τ ∈ [0, T ], we have
where W is given by (2.4).
Proof. By Theorem 2.3 we have
, then (2.15) holds by the denition of v andv. According to this theorem, we can turn our attention to the HJB equation for the functionv to avoid dealing with the Radon measures in the dynamics.
The dynamic programming principle satised byv leads to the following HJB equation:
Note that K is a closed set. Moreover, the derivatives of φ 0 and φ i are just measurable functions, we should rst make precise the denition of the constrained L 1 -viscosity solution of (2.16).
3
State constrained optimal control problems with measurable time-dependent dynamics
In this section, we introduce the denition of viscosity solution for the HJB equation with a time measurable Hamiltonian and state constraints. To simplify the presentation, we set
which is measurable in t, Lipschitz continuous in y and continuous in a. Equation (2.6) then read
Remark 3.1 Let us recall that under assumptions (Hco), (Hg1)-(Hg3), for every a ∈ A, the dierential equation (3.19) admits an absolutely continuous solution.
Let K be the closed subset of R n dened in (2.8) which is an intersection of nite smooth manifolds. For each initial time and position (τ, x) ∈ [0, 1) × K, we dene the set of admissible trajectories by
Let ϕ : R n → R be a given function satisfying: (Hid) The function ϕ : R n → R is uniformly continuous and bounded. The optimal value function ϑ : R + × R n → R associated to this problem is dened by:
, when the set of admissible trajectories is empty:
Of course this value can be replaced by any other constant bigger than ϕ L ∞ (K) , and eventually by +∞. But we need to take a nite constant in order to deal with nite valued functions.
The following boundary condition "Inward Pointing Condition", introduced by Soner [12] will be considered (HK) ∃β > 0, ∀ t ∈ [0, 1], y ∈ ∂K, ∀j ∈ I(y)
Remark 3.3 If g 0 satises (3.21) and g i satises (2.9), then the eld f dened in (3.18) satises the assumption (HK) for some β > 0.
Our rst aim is to characterize the function ϑ in (3.20) as the unique L 1 viscosity solution (see the denition below) of the following HJB equation:
where the Hamiltonian is H(t, x, p) = sup a∈A {−p · f (t, x, a)}. 
Uniform continuity of the value function
We recall the dynamic programming principle for ϑ(τ, X):
Proposition 3.4 Assume (Hco), (Hg1)-(Hg3), (Hid) and (HK). Then the value function ϑ satises the following:
ii) Dynamic programming principle: for all x ∈ K, τ ∈ [0, 1] and h ∈ [0, 1 − τ ], we have:
We will prove the continuity of the value function on (0, 1) × K. 
In fact, there exists a small enough ε > 0 such that
by the continuity of ∇h j and x → f (t, x, A). Then by this theorem there exists an admissible trajectory contained in K ε which is in In order to prove the continuity of the value function on the boundary, we use the relaxation method. The following proposition is a result of relaxation of state constraints: Proposition 3.7 Assume (Hco), (Hg1)-(Hg3), (Hid) and (HK). Consider (K ε ) ε>0 a sequence of subsets of R n such that
and we denote by ϑ ε the value function associated to the control problem (3.20) with state constraints
Proof. By the denition of K ε , for every x ∈ K, every ε > 0 and η ∈ (0, ε) we have
then, for t ∈ (0, 1) and x ∈ K given, we have
Let us set l := lim inf ε→0 ϑ ε (t, x). For k ∈ N large enough, ∃ ε k > 0 such that ε k → 0 and
then by the denition of the value function ϑ ε k , there exists a trajectory y
By remark 3.1, we can extract from y ε k x,t a convergent subsequence towards some trajectory y x,t ∈ S K ε k [t,1] (x) for every k > 0. We then obtain that y x,t ∈ S K [t,1] (x) by using (3.25). Let k tend to +∞ in (3.27) and use the fact that ϕ is continuous, we prove that
Combining (3.26) and (3.28), we get that
where m ϕ (·) is the Lipshitz constant of ϕ. Let ε → 0, we get that ϑ ε → ϑ uniformly on (0, 1) × K. Now we get the theorem:
Theorem 3.8 Assume (Hco) (Hg1)-(Hg3) (Hid) and (HK), the value function ϑ(·, ·) is uniformly continuous and bounded on (0, 1) × K.
Proof. We only need to prove that ∀ τ ∈ (0, 1), ϑ(τ, ·) is continuous on K. For every τ ∈ (0, 1) and every x ∈ K, dene K ε and ϑ ε as in proposition 3.7. Then we have
According to (HK), by the continuity of ∇h j (x) and f (t, x, p) on x, for small ε, we have ∀ t ∈ [0, 1], y ∈ ∂K ε , j ∈ I(y),
Using (3.25) and proposition 3.6, we get that ϑ ε (τ, ·) is continuous on K ⊂
• K ε and bounded, then by the uniform convergence of ϑ ε , the limit ϑ(τ, ·) is continuous on K. Then ∀ τ ∈ (0, 1), ∀ x, z ∈ K, without loss of generality we suppose that ϑ(τ, x) ≥ ϑ(τ, z). Let y
Then by the uniform continuity of ϕ and Gronwall lemma, we deduce the uniform continuity of ϑ. Finally, since ϕ is bounded, we obtain that ϑ is bounded on (0, 1) × K.
Denition of L

-viscosity solutions of HJB equations
This section is devoted to the denition of the L 1 -viscosity solutions of the HJB equation (3.22 ) and the characterization of the value function ϑ. The following denition can be seen as the combination of the denition of L 1 -viscosity solutions for the HJB equations with a time measurable Hamiltonian introduced in [11, 10, 6] and the denition of constrained viscosity solutions introduced in Soner [12] . Denition 3.9 (L 1 -viscosity solution) Let u : (0, 1] × K → R be a bounded Lipschitz continuous function.
-We say that u is a L . . We may also replace local maximum by global, or local strict, or global strict. We can also give another equivalent formulation of denition by generalizing the denition introduced by Ishii [10] to a closed subset K. For more details, see Lions and Perthame [11] .
Remark 3.11 If the Hamiltonian H is continuous, this denition is the same notion of viscosity solutions introduced in Soner [12] . Proof. We rst prove that ϑ is a
Without loss of generality, we suppose that
Let h small enough (h ≤ δ), by (3.31) we get 
which is a contradiction with (3.34).
By the similar arguments, we can prove that ϑ is a L 1 -viscosity sub-solution. Finally, by the denition of ϑ, we have ϑ(1,
4
Uniqueness of the L 1 constrained viscosity solutions of HJB equations Consider the following Hamilton-Jacobi-Bellman equation
We prove the comparison principle from which we can deduce the uniqueness of L 1 -viscosity solution of (3.22) on K satisfying the following property as in Soner [12] : (A1) There exists positive constants h, r and an R n -valued bounded, uniformly continuous map η of K satisfying -viscosity super-solution of (3.22) , and u 1 , u 2 satisfy the nal condition u 1 (1, x) ≤ ϕ(x) ≤ u 2 (1, x) for every x ∈ K. Then for every t ∈ [0, 1] and x ∈ K, we have u 1 (t, x) ≤ u 2 (t, x).
Proof. Let v 1 = u 1 e t and v 2 = u 2 e t , then v 1 , v 2 is respectively the L 1 -viscosity sub-solution and L 1 -viscosity super-solution of the HJB equation −v t (t, x) + v(t, x) + H(t, x, Dv(t, x)) = 0, for t ∈ (0, 1), x ∈ K.
Let η, r, h be as in the assumption (A1) in Soner [12] , pick ρ > 0 such that |η(x) − η(y)| ≤ r 2 , ∀x, y ∈ K and |x − y| < ρ. Now send rst ε then σ to zero, we get max x∈K {v 1 (t 0 , x) − v 2 (t 0 , x)} ≤ 0.
As u 1 (t 0 , x) = e t0 v 1 (t 0 , x) and u 2 (t 0 , x) = e t0 v 2 (t 0 , x), we obtain max x∈K {u 1 (t 0 , x) − u 2 (t 0 , x)} ≤ 0, ∀t 0 ∈ (0, T ), which ends the proof.
Conclusion
In this paper, we have dealt with state-constrained optimal control problems of discontinuous trajectories by means of a reparameterized method. We have proved that the value function of the reparameterized system with state constraints is characterized as the unique L 1 -viscosity solution of an Hamilton-Jacobi-Bellman equation with a time-measurable dependent Hamiltonian. However, there are still some interesting work that we could continue to investigate. We can consider a control system with control terms in the measure which is more complicated and can describe some real applications. The same problem with other kinds of boundary conditions is also interesting to investigate. Finally, the numerical simulations are also interesting and necessary.
