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Abstract. In the STEINER ORIENTATION problem, the input is a mixed graph
G (it has both directed and undirected edges) and a set of k terminal pairs T .
The question is whether we can orient the undirected edges in a way such that
there is a directed s; t path for each terminal pair (s, t) ∈ T . Arkin and Hassin
[DAM ’02] showed that the STEINER ORIENTATION problem is NP-complete.
They also gave a polynomial time algorithm for the special case when k = 2.
From the viewpoint of exact algorithms, Cygan, Kortsarz and Nutov [ESA ’12,
SIDMA ’13] designed an XP algorithm running in nO(k) time for all k ≥ 1.
Pilipczuk and Wahlstro¨m [SODA ’16] showed that the STEINER ORIENTATION
problem is W[1]-hard parameterized by k. As a byproduct of their reduction, they
were able to show that under the Exponential Time Hypothesis (ETH) of Impagli-
azzo, Paturi and Zane [JCSS ’01] the STEINER ORIENTATION problem does not
admit an f (k) · no(k/ logk) algorithm for any computable function f . That is, the
nO(k) algorithm of Cygan et al. is almost optimal.
In this paper, we give a short and easy proof that the nO(k) algorithm of Cygan et
al. is asymptotically optimal, even if the input graph has genus 1. Formally, we
show that the STEINER ORIENTATION problem is W[1]-hard parameterized by
the number k of terminal pairs, and, under ETH, cannot be solved in f (k) · no(k)
time for any function f even if the underlying undirected graph has genus 1.
We give a reduction from the GRID TILING problem which has turned out to be
very useful in proving W[1]-hardness of several problems on planar graphs. As a
result of our work, the main remaining open question is whether STEINER ORI-
ENTATION admits the “square-root phenomenon” on planar graphs (graphs with
genus 0): can one obtain an algorithm running in time f (k) ·nO(
√
k) for PLANAR
STEINER ORIENTATION, or does the lower bound of f (k) ·no(k) also translate to
planar graphs?
1 Introduction
In the STEINER ORIENTATION problem, the input is a mixed graph G = (V,E) (it has
both directed and undirected edges) and a set of terminal pairsT ⊆V×V . The question
is whether we can orient the undirected edges in a way such that there is a directed s; t
path for each terminal pair (s, t) ∈T .
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STEINER ORIENTATION
Input: A mixed graph G, and a set T of k terminal pairs
Question: Is there an orientation of the undirected egdes of G such that the result-
ing graph has an s; t path for each (s, t) ∈T
Parameter: k
Hassin and Megiddo [8] showed that STEINER ORIENTATION is polynomial time
solvable if the input graph G is completely undirected, i.e., has no directed edges. If
the input graph G is actually mixed then Arkin and Hassin [1] showed that STEINER
ORIENTATION is NP-complete. They also gave a polynomial time algorithm for the
special case when k = 2. Cygan, Kortsarz and Nutov [7] generalized this by giving an
nO(k) algorithm for all k ≥ 1, i.e., STEINER ORIENTATION is in XP parameterized by
k. Although the algorithm of Cygan et al. is polynomial time for fixed k, the degree
of the polynomial changes as k changes. This left open the question of whether one
could design an FPT algorithm for STEINER ORIENTATION parameterized by k, i.e., an
algorithm which runs in time f (k) ·nO(1) for some computable function f independent
of n.
Pilipczuk and Wahlstro¨m [17] answered this question negatively by showing that
STEINER ORIENTATION is W[1]-hard parameterized by k. As a byproduct of their re-
duction, they were able to show that under the Exponential Time Hypothesis (ETH)
of Impagliazzo, Paturi and Zane [9,10] the STEINER ORIENTATION problem does not
admit a f (k) ·no(k/ logk) time algorithm for any computable function f . That is, the nO(k)
algorithm of Cygan et al. is almost asymptotically optimal. This left open the following
two questions:
– Can we close the gap between the nO(k) algorithm and the f (k) ·no(k/ logk) hardness
for STEINER ORIENTATION on general graphs?
– Is STEINER ORIENTATION FPT on planar graphs, or can we obtain an improved
runtime such as f (k) ·nO(
√
k)?
In this paper, we answer the first question completely and make partial progress
towards the second question. Formally, we show that:
Theorem 1. The STEINER ORIENTATION problem is W[1]-hard parameterized by the
number k of terminal pairs, even if the underlying undirected graph of the input graph
has genus 1. Moreover, under ETH, STEINER ORIENTATION (on graphs of genus 1)
cannot be solved in f (k) ·no(k) time for any function f .
Note that Theorem 1 only leaves open the case of graphs with genus 0, i.e., planar
graphs. The open question is whether STEINER ORIENTATION admits the “square-root
phenomenon” on planar graphs, i.e., can one obtain a f (k) ·nO(
√
k) time algorithm3 for
PLANAR STEINER ORIENTATION, or does the lower bound of f (k) ·no(k) also translate
to planar graphs? To the best of our knowledge, even the NP-hardness of PLANAR
STEINER ORIENTATION is not known.
3 Or even an FPT algorithm
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Our reduction uses some ideas given by Pilipczuk and Wahlstro¨m [17], who ob-
tained a lower bound of f (k) ·no(
√
k) via a rather involved reduction from MULTICOL-
ORED CLIQUE. This was later [16] improved to f (k) · no(k/ logk) via the standard trick
of reducing from the COLORED SUBGRAPH ISOMORPHISM problem [12] instead. To
obtain our tight lower bound in Theorem 1 for genus 1 graphs, we use some of the
gadgets provided by Pilipczuk and Wahlstro¨m [17], but instead give a reduction from
the GRID TILING problem introduced by Marx [11]. This way we obtain a cleaner and
arguably simpler proof than the one given in [17]. The GRID TILING problem is defined
as follows, where we use the standard notation [n] = {1,2, . . . ,n}.
k× k GRID TILING
Input : Integers k,n, and k2 non-empty sets Si, j ⊆ [n]× [n] where i, j ∈ [k].
Question: For each 1≤ i, j ≤ k does there exist a value si, j ∈ Si, j such that
– if si, j = (x,y) and si, j+1 = (x′,y′) then x = x′, and
– if si, j = (x,y) and si+1, j = (x′,y′) then y = y′.
We denote an instance of GRID TILING by (k,n,{Si, j}1≤i, j≤k). The GRID TILING
problem has turned out to be a convenient starting point for parameterized reductions
for problems on planar graphs, and has been used recently in several W[1]-hardness
proofs [3,4,5,13,14,15]. Under ETH, it was shown by Chen et al. [2] that k-CLIQUE4
does not admit an algorithm running in time f (k) · no(k) for any function f . There is a
simple reduction (see Theorem 14.28 from [6]) from k-CLIQUE to k× k GRID TILING
implying the same runtime lower bound for the latter problem.
2 The reduction
We begin with describing the reduction from an instance of k× k GRID TILING to an
instance of STEINER ORIENTATION with O(k) terminal pairs. We will then prove that a
solution to the GRID TILING instance implies a solution to STEINER ORIENTATION in
the constructed instance. To finalize the proof of Theorem 1 we then prove the reverse
implication as well.
2.1 Construction
Consider an instance I =(k,n,{Si, j}1≤i, j≤k) of GRID TILING. We now build an instance
(G,T ) of STEINER ORIENTATION as follows (refer to Figure 1).
– We first fix the Origin as marked in black5.
– The “horizontal right” direction is viewed as the positive X axis and the “vertical
upward” is viewed as the positive Y axis.
– Black Grid Edges: For each 1 ≤ i, j ≤ k we introduce the n× n grid Gi, j to cor-
respond to the set Si, j of the GRID TILING instance. In Figure 1 we highlight the
gadget Gi, j by a dotted rectangle.
4 The k-CLIQUE problem asks whether there is a clique of size ≥ k.
5 This is the unique vertex which has incoming edge from b11 and an outgoing edge to g
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Fig. 1. The instance of STEINER ORIENTATION created from an instance of GRID TILING (before
the splitting operation). At this point, the only undirected edges are the green edges. For clarity,
we do not show the (directed) perfect matching (which we denote by yellow edges) given by
d ji → a ji and h ji → e ji for each i ∈ [k], j ∈ [n]. The gadget Gi, j is highlighted by a dotted rectangle.
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• The bottom left vertex of gadget Gi, j is denoted by v1,1i, j .
• Each row of Gi, j is horizontal and the number of the row increases as we go
vertically upwards. Similarly, each column of Gi, j is vertical and the number of
the column increases as we go horizontally rightwards. For each 1 ≤ h, ` ≤ n
the unique vertex which is the intersection of the hth column and `th row is
denoted by vh,`i, j .
Orient each horizontal edge of the grid Gi, j to the right, and each vertical edge to
the bottom.
– We now define four special sets of vertices for the gadget Gi, j given by
• Left(Gi, j) = {v1,`i, j : ` ∈ [n]}
• Right(Gi, j) = {vn,`i, j : ` ∈ [n]}
• Top(Gi, j) = {v`,ni, j : ` ∈ [n]}
• Bottom(Gi, j) = {v`,1i, j : ` ∈ [n]}
– Horizontal Orange Inter-Grid Edges: For each 1≤ i≤ k−1,1≤ j ≤ k
• Add the directed perfect matching from vertices of Right(Gi, j) to Left(Gi+1, j)
given by the set of edges {vn,`i, j → v1,`i+1, j : ` ∈ [n]}.
– Vertical Orange Inter-Grid Edges: For each 2≤ j ≤ k,1≤ i≤ k
• Add the directed perfect matching from vertices of Bottom(Gi, j) to Top(Gi, j−1)
given by the set of edges {v`,1i, j → v`,ni, j−1 : ` ∈ [n]}.
– We introduce 8k ·n red vertices given by
• A := {a ji | i ∈ [k], j ∈ [n]}
• B := {b ji | i ∈ [k], j ∈ [n]}
• C := {c ji | i ∈ [k], j ∈ [n]}
• D := {d ji | i ∈ [k], j ∈ [n]}
• E := {e ji | i ∈ [k], j ∈ [n]}
• F := { f ji | i ∈ [k], j ∈ [n]}
• G := {g ji | i ∈ [k], j ∈ [n]}
• H := {h ji | i ∈ [k], j ∈ [n]}
– Blue Edges:
• For each i ∈ [k], j ∈ [n]
∗ add the directed edge h ji → g ji ,
∗ add the directed edge v j,1i,1 → g ji ,
∗ add the directed edge f ji → e ji ,
∗ add the directed edge f ji → v j,ni,k .
• For each i ∈ [k], j ∈ [n]
∗ add the directed edge d ji → c ji ,
∗ add the directed edge vn, jk,i → c ji ,
∗ add the directed edge b ji → a ji ,
∗ add the directed edge b ji → v1, j1,i .
– Yellow Edges (these are left out in Figure 1): For each i ∈ [k], j ∈ [n]
• Category I: add the directed edge d ji → a ji ,
• Category II: add the directed edge h ji → e ji .
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– Green Edges: For each i ∈ [k]
• add the undirected path a1i −a2i −a3i − . . . . . .−an−1i −ani , and denote this path6
by Ai,
• add the undirected path b1i −b2i −b3i − . . . . . .−bn−1i −bni , and denote this path
by Bi,
• add the undirected path c1i − c2i − c3i − . . . . . .− cn−1i − cni , and denote this path
by Ci,
• add the undirected path d1i −d2i −d3i − . . . . . .−dn−1i −dni , and denote this path
by Di,
• add the undirected path e1i − e2i − e3i − . . . . . .− en−1i − eni , and denote this path
by Ei,
• add the undirected path f 1i − f 2i − f 3i − . . . . . .− f n−1i − f ni , and denote this path
by Fi,
• add the undirected path g1i −g2i −g3i − . . . . . .−gn−1i −gni , and denote this path
by Gi,
• add the undirected path h1i −h2i −h3i − . . . . . .−hn−1i −hni , and denote this path
by Hi.
– For each 1≤ i, j ≤ k and each 1≤ x,y≤ n we perform the following operation on
the vertex vx,yi, j :
• If (x,y) ∈ Si, j then we keep the vertex vx,yi, j as is.
• Otherwise we split the vertex vx,yi, j into two vertices vx,yi, j,LB and vx,yi, j,TR. Note that
vx,yi, j had 4 incident edges: two incoming (one each from the left and the top)
and two outgoing (one each to the right and the bottom). We change the edges
as follows (see Figure 2):
∗ Make the left incoming edge and bottom outgoing edge incident on vs,ti, j,LB
(denoted by red color in Figure 2).
∗ Make the top incoming edge and right outgoing edge incident on vs,ti, j,TR
(denoted by blue color in Figure 2).
∗ Add an undirected edge between vs,ti, j,LB and vs,ti, j,TR (denoted by the dotted
edge in Figure 2).
– The set T of terminal pairs are given by
• Type I: (bnj ,a1j),(b1j ,anj),(dnj ,c1j) and (d1j ,cnj) for each j ∈ [k]
• Type II: ( f nj ,e1j),( f 1j ,enj),(hnj ,g1j) and (h1j ,gnj) for each j ∈ [k]
• Type III: (dnj ,a1j) and (d1j ,anj) for each j ∈ [k]
• Type IV: (hnj ,e1j) and (h1j ,enj) for each j ∈ [k]
• Type V: (b1j ,cnj) and (bnj ,c1j) for each j ∈ [k]
• Type VI: ( f 1j ,gnj) and ( f nj ,g1j) for each j ∈ [k]
Note that the total number of terminal pairs is 16k.
Remark 1. Note that the graph G constructed above can be drawn on the surface of a
torus without any two edges crossing: removing the yellow edges, the graph is clearly
planar (as depicted in Figure 1) and can be drawn on a square polygon. Identifying the
right edge R and left edge L of the square such that the lower left corner equals the
6 Sometimes we also abuse notation slightly and use Ai to denote this set of vertices
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vh,`i, j Splitting
Operation
vh,`i, j,LB
vh,`i, j,TR
Fig. 2. The splitting operation for vertex vh,`i, j when (h, `) /∈ Si, j. The idea behind this splitting is
that no matter which way we orient the undirected dotted edge we cannot go both from left to
right and from top to bottom. However, if we just want to go from left to right (top to bottom)
then it is possible by orienting the dotted edge to the right (left), respectively.
lower right corner, and also the square’s top T and bottom B edges such that the upper
left corner equals the lower left corner, gives an orientable surface of genus 1 (i.e. a
torus). The horizontal yellow edges of Category I can connect through L = R, and the
vertical yellow edges of Category II can connect through T = B, without any edges
crossing.
Remark 2. For simplicity, we add two “dummy” indices 1 and n which do not belong
to any of the sets in the GRID TILING instance. Hence no vertices on the boundary of
the grids Gi, j (for any 1≤ i, j ≤ k) are split.
Before proving the correctness of the reduction, we first introduce some notation
concerning orientations of the green edges (i.e. potential solutions) of the instance.
Definition 1. For any i ∈ [n], a path on n vertices a1− a2− . . . . . .− an is said to be
oriented towards (away from) i if every edge a j−1−a j is oriented towards (away from)
a j for every j≤ i and every edge a j−a j+1 is oriented towards (away from) a j for every
j ≥ i, respectively.
2.2 GRID TILING has a solution⇒ STEINER ORIENTATION has a solution
Suppose that the instance I = (k,n,{Si, j}1≤i, j≤k) of GRID TILING has a solution, i.e.,
for each 1≤ i, j ≤ k there exists an element si, j ∈ Si, j such that
– if si, j = (xi, j,yi, j) and si, j+1 = (xi, j+1,yi, j+1) then xi, j = xi, j+1,
– if si, j = (xi, j,yi, j) and si+1, j = (xi+1, j,yi+1, j) then yi, j = yi+1, j.
That is, there exist elements α1,α2, . . . ,αk and β1,β2, . . . ,βk such that for each 1≤
i, j≤ k we have (αi,β j) = si, j ∈ Si, j. We now show that the instance (G,T ) of STEINER
ORIENTATION has a solution as well. Orient the undirected green edges as follows (note
that αi and βi are elements from [n] and therefore represent row and column indices in
the gadget Gi, j). For each i ∈ [k]
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– orient Ai and Ci away from βi,
– orient Bi and Di towards βi,
– orient Ei and Gi away from αi,
– orient Fi and Hi towards αi.
It is easy to see that the above orientations ensure that all terminal pairs of Types
I-IV are satisfied. We now show that terminal pairs of Type V and Type VI are also
satisfied. First we need some definitions:
Definition 2. (horizontal canonical paths) Fix j ∈ [k]. For 1≤ `≤ n, we denote by Q`j
the unique (horizontal) directed b`j → c`j path whose second vertex is v1,`1, j and second-
last vertex is vn,`k, j. This path starts with the blue edge (b
`
j,v
1,`
1, j) and ends with the blue
edge (vn,`k, j,c
`
j). The intermediate edges are obtained by selecting the paths of black edges
given by the `th rows of each gadget Gi, j for i ∈ [k], and connecting these small paths
by horizontal orange edges.
However, we need to address what to do when we encounter a split vertex on this
path. Consider the vertex vr,`i, j for some i∈ [k] and r ∈ [n]. If vr,`i, j is not split, then we don’t
have to do anything. Otherwise, if vr,`i, j is split then we add the edge v
r,`
i, j,LB→ vr,`i, j,T R to
Q`j.
Note that the orientation of G which orients all dotted edges rightwards, i.e., LB→
T R, contains each of the horizontal canonical paths defined above.
Definition 3. (vertical canonical paths) Fix i ∈ [k]. For 1≤ `≤ n, we denote by P`i the
unique (vertical) f `i → g`i path whose second vertex is v`,ni,k and second-last vertex is v`,1i,1 .
This path starts with the blue edge ( f `i ,v
`,n
i,k ) and ends with the blue edge (v
`,1
i,1 ,g
`
i ). The
intermediate edges are obtained by selecting the paths of black edges given by the `th
columns of each gadget Gi, j for j ∈ [k], and connecting these small paths by vertical
orange edges.
However, we need to address what to do when we encounter a split vertex on this
path. Consider the vertex v`,ri, j for some j ∈ [k] and r ∈ [n]. If v`,ri, j is not split, then we
don’t have to do anything. Otherwise, if v`,ri, j is split then we add the edge v
`,r
i, j,LB← v`,ri, j,T R
to P`i .
Note that the orientation of G which orients all dotted edges leftwards, i.e., LB←
T R, contains each of the vertical canonical paths defined above. Observe that both the
horizontal canonical paths and vertical canonical paths assign orientations to the dot-
ted edges arising from splitting vertices. Hence, one needs to be careful because the
splitting operation (see Figure 2) is designed to ensure that the existence of a horizontal
canonical path implies that some vertical canonical path cannot exist (recall that we are
allowed to orient each undirected edge in exactly one direction).
Definition 4. (realizable set of paths) A set of directed pathsP in a mixed graph G is
realizable if there is a orientation G∗ of G such that each path P ∈P appears in G∗.
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Lemma 1. The set of vertical canonical paths {Pαii : i ∈ [k]} together with the set of
horizontal canonical paths {Qβ jj : j ∈ [k]} are realizable in G.
Proof. Suppose to the contrary that this set of directed paths is not realizable in G.
The only undirected edges which get oriented on horizontal canonical paths or vertical
canonical paths are dotted edges which are created from the splitting operation. This
implies that there is an undirected dotted edge, say v
αi,β j
i, j,LB− v
αi,β j
i, j,T R which gets different
orientations by the vertical canonical path Pαii and the horizontal canonical path Q
β j
j ,
respectively. This means that the black vertex v
αi,β j
i, j was split. However, by the property
of the GRID TILING solution, we have that (αi,β j)∈ Si, j which contradicts the fact that
v
αi,β j
i, j was split. uunionsq
Observe that for each j ∈ [k], the horizontal path Qβ jj satisfies the two terminal pairs
(b1j ,c
n
j) and (b
n
j ,c
1
j) for each j ∈ [k] of Type V. Similarly, for each i ∈ [k], the path P
α j
i
satisfies the two terminal pairs ( f 1j ,g
n
j) and ( f
n
j ,g
1
j) of Type VI. Lemma 1 guarantees
that these families of canonical vertical and horizontal paths can be realized by some
orientation (note that the canonical paths only orient black edges, and not green edges
whose orientation was already fixed at the start of this subsection) of G. This implies
that the instance (G,T ) of STEINER ORIENTATION answers YES, and concludes this
direction of the proof.
2.3 STEINER ORIENTATION has a solution⇒ GRID TILING has a solution
Since the instance (G,T ) of STEINER ORIENTATION has a solution, let G∗ be the
orientation which satisfies all pairs from T . Note that the set of vertices B∪D∪F ∪H
has no incoming edges. Similarly, the set of vertices A∪C ∪E ∪G has no outgoing
edges.
Lemma 2. No yellow edge can be on a path in G∗ which satisfies any terminal pair of
Type I or II
Proof. Fix j ∈ [k]. We just prove the lemma for the terminal pair (bnj ,a1j) since the
proof for other terminal pairs is similar. Suppose there is a yellow edge on some path
P satisfying the terminal pair (bnj ,a
1
j). This yellow edge cannot be of Category I since
D has no incoming edges, and hence we could not have reached D in the first place
starting from bnj . However, this yellow edge also cannot be of Category II since H has
no incoming edges and hence we could not have reached H in the first place starting
from bnj . uunionsq
The next lemma restricts the orientations of the undirected paths of green edges.
Lemma 3. In the orientation G∗, for each i ∈ [k] we have that
– there exists an integer λi ∈ [n] such that the paths Ai,Bi are oriented away from,
and towards λi, respectively,
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– there exists an integer µi ∈ [n] such that the paths Ci,Di are oriented away from,
and towards µi, respectively,
– there exists an integer δi ∈ [n] such that the paths Ei,Fi are oriented away from, and
towards δi, respectively,
– there exists an integer εi ∈ [n] such that the paths Gi,Hi are oriented away from,
and towards εi, respectively.
Proof. Fix i ∈ [k]. We just prove the lemma for the paths Ai,Bi since the proof for
other cases is similar. By Lemma 2, we know that the paths satisfying the terminal
pairs (bni ,a
1
i ) and (b
1
i ,a
n
i ) cannot contain any yellow edges. Since the only non-yellow
edges incoming to A are blue edges from B (and B has no incoming edges), it follows
that the terminal pairs (bni ,a
1
i ) and (b
1
i ,a
n
i ) of Type I are satisfied by edges from the
graph G∗[Ai∪Bi]. The path satisfying the terminal pair (bni ,a1i ) has to travel downwards
along Bi, use a blue edge and then finally travel downwards along Ai. Similarly, the
path satisfying the terminal pair (b1i ,a
n
i ) has to travel upwards along Bi, use a blue edge
and then finally travel upwards along Ai. Since we can only orient each green edge in
exactly one direction, it follows that both these paths must use the same blue edge, i.e.,
there exists an integer λi ∈ [n] such that the paths Ai,Bi are oriented away from, and
towards λi, respectively. uunionsq
Lemma 4. For each i ∈ [k] and integers λi, µi, δi, εi as given by Lemma 3 we have that
– λi = µi,
– δi = εi.
Proof. Fix i∈ [k]. We just prove that λi = µi since the proof for the other case is similar.
Consider the terminal pairs (dni ,a
1
i ) and (d
1
i ,a
n
i ) of Type III. The only outgoing edges
from D are to A∪C. However, A∪C has not outgoing edges. Hence, the aforementioned
terminal pairs are satisfied by edges from G∗[D∪A]. By Lemma 3, we know that Ai is
oriented away from λi and Di is oriented towards µi. Hence, if µi > λi then the pair
(dni ,a
1
i ) is not satisfied, and if µi < λi then the pair (d1i ,ani ) is not satisfied. Thus we
have λi = µi. uunionsq
Lemma 5. No yellow edge can be on a path satisfying any terminal pair of Type V or
VI .
Proof. Fix j ∈ [k]. We just prove the lemma for the terminal pair (b1j ,cnj) since the
proof for other terminal pairs is similar. Suppose there is a yellow edge on some path
P satisfying the terminal pair (b1j ,c
n
j). This yellow edge cannot be of Category I since
D has no incoming edges, and hence we could not have reached D in the first place
starting from b1j . However, this yellow edge also cannot be of Category II since H has
no incoming edges and hence we could not have reached H in the first place starting
from b1j . uunionsq
Lemma 6. For each 1≤ i, j ≤ k, we have that
– any path which satisfies the terminal pair (b1j ,cnj) must contain the horizontal
canonical path Q
λ j
j ,
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– any path which satisfies the terminal pair ( f ni ,g1i ) must contain the vertical canon-
ical path Pδii .
Proof. Fix j ∈ [k]. Consider the terminal pair (b1j ,cnj), and let P be any path satisfying
it. By Lemma 5, we know that P cannot have any yellow edges. By Lemma 3 and
Lemma 4, we know that B j,C j are oriented towards, and away from λ j, respectively.
We claim that the first edge on P which leaves B j is b
λ j
j → v
1,λ j
1, j . Clearly, P cannot
have any edge from B j to A j, since A j has no outgoing edges. Hence, the path P is of
the following type: the vertical upwards path b1j → b2j → . . .bτj followed by the blue
edge bτj → v1,τ1, j . Since B j is oriented towards λ j it follows that λ j ≥ τ . If λ j > τ then
by orientation of the black grid edges and orange edges (note that the splitting doesn’t
really change the rows/colums level) it follows that P reaches C j at a vertex c
ψ
j where
λ j > τ ≥ ψ . However, C j is oriented away from λ j which contradicts that P is a path
from b1j to c
n
j . Hence, we have that λ j = τ = ψ . Therefore, P contains a subpath which
starts at b
λ j
j and ends at c
λ j
j and all edges of this subpath (except the first and last
blue edges) are contained in the graph G∗
[⋃k
i=1 V (Gi, j)
]
, i.e., P contains the canonical
horizontal path Q
λ j
j .
The proof of the second part of the lemma is similar, and we omit the details here.
uunionsq
Lemma 7. The instance (k,n,{Si, j}1≤i, j≤k) of GRID TILING has a solution.
Proof. We show that (δi,λ j) ∈ Si, j for each 1 ≤ i, j ≤ k. This will imply that GRID
TILING has a solution.
Fix any 1≤ i, j≤ k. By Lemma 6, we know that the orientation G∗ must contain the
horizontal canonical path Q
λ j
j (to satisfy the pair (b
1
j ,c
n
j)) and also the vertical canonical
path Pδii (to satisfy the pair ( f
n
i ,g
1
i )). We now claim that the vertex v
δi,λ j
i, j cannot be split:
suppose to the contrary that it is split. By Definition 3, the path Pδii orients the edge
v
δi,λ j
i, j,LB− v
δi,λ j
i, j,T R as v
δi,λ j
i, j,LB ← v
δi,λ j
i, j,T R. However, by Definition 2, the path Q
λ j
j orients the
edge v
δi,λ j
i, j,LB−v
δi,λ j
i, j,T R as v
δi,λ j
i, j,LB→ v
δi,λ j
i, j,T R, which is a contradiction. Hence, the vertex v
δi,λ j
i, j
is not split, i.e., (δi,λ j) ∈ Si, j for each 1≤ i, j ≤ k. uunionsq
2.4 Obtaining the f (k) ·no(k) lower bound
It is easy to see that the graph G has O(n2k2) vertices and can be constructed in
poly(n+ k) time. Combining the two directions from Subsections 2.2 and 2.3, we get
a paramterized reduction from GRID TILING to STEINER ORIENTATION. Hence, the
W[1]-hardness of STEINER ORIENTATION follows from the W[1]-hardness of GRID
TILING [11]. Chen et al. [2] showed that, for any function f , the existence of an
f (k) ·no(k) algorithm for k-CLIQUE violates ETH. There is a simple reduction (see The-
orem 14.28 from [6]) from k-CLIQUE to k×k GRID TILING implying the same runtime
lower bound for the latter problem. Our reduction transforms the problem of k×k GRID
11
TILING into an instance of STEINER ORIENTATION with O(k) demand pairs. Compos-
ing the two reductions, we obtain that under ETH there is no f (k) ·no(k) time algorithm
for STEINER ORIENTATION. Recall from Remark 1 that the graph G constructed in the
STEINER ORIENTATION instance has genus 1, and hence the f (k) · no(k) lower bound
holds for genus 1 graphs too. This concludes the proof of Theorem 1.
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