Due to recent technological advances, large brain imaging data sets can now be collected. Such data are highly complex so extraction of meaningful information from them remains challenging. Thus, there is an urgent need for statistical procedures that are computationally scalable and can provide accurate estimates that capture the neuronal structures and their functionalities. We propose a fast method for estimating the fiber orientation distribution(FOD) based on diffusion MRI data. This method models the observed dMRI signal at any voxel as a convolved and noisy version of the underlying FOD, and utilizes the spherical harmonics basis for representing the FOD, where the spherical harmonic coefficients are adaptively and nonlinearly shrunk by using a James-Stein type estimator. To further improve the estimation accuracy by enhancing the localized peaks of the FOD, as a second step a super-resolution sharpening process is then applied. The resulting estimated FODs can be fed to a fiber tracking algorithm to reconstruct the white matter fiber tracts. We illustrate the overall methodology using both synthetic data and data from the Human Connectome Project. * Codes and example scripts for simulation and HCP data application can be found at https://github.com/vic-dragon/BJS.
Introduction
Diffusion-weighted magnetic resonance imaging (D-MRI) (Le Bihan et al., 2001; Mori, 2007) has become a widely used, non-invasive tool for characterizing tissue microstructure in vivo through measuring the diffusion of water molecules. In D-MRI experiments, multiple pulsed magnetic gradient fields are successively applied to the tissue sample, so that the measured signal intensity is sensitized with the amount of water diffusion along the respective gradient directions. Since water diffusion is faster along tissue structures such as neuronal fiber bundles, water diffusion can be used as a proxy to probe architecture of biological tissues. D-MRI has many applications including in white matter fiber tracks reconstruction and in studying neurodegenerative diseases such as the Alzheimer's. D-MRI data consist of diffusion weighted signal measurements on a 3D spatial grid (of the sample) along a set of predetermined gradient directions (Bammer et al., 2009; Beaulieu, 2002; Chanraud et al., 2010; Mukherjee et al., 2008) . For example, a typical data set from the Human Connectome Project (HCP) has diffusion measurements along 270 (90 for each of the three shells of b=1000, 2000, and 3000 s/mm 2 ) gradient directions at each voxel on a 145 × 174 × 145 3D grid of the brain with side length of each voxel being 1.25mm. After preprocessing (including registration and isolation of the brain, eddy current correction, etc.), the next step of D-MRI data analysis is often to summarize these measurements into some form of estimates of water diffusion at each voxel.
One of the earliest, and still popular, model for water diffusion is the so called single tensor model where the diffusion process is modeled as a 3D Gaussian process described by a 3 × 3 positive definite matrix, referred to as a diffusion tensor (Mori, 2007) . The voxellevel diffusion direction is extracted as the principal eigenvector of the (estimated) diffusion tensor. The white matter fiber tracts are then reconstructed by computer-aided tracking algorithms via a process called tractography (Basser et al., 2000) . As the tensor has only six parameters, the single tensor model can be fitted with as little as measurements along seven gradient directions.
Despite its simplicity and popularity, the single tensor model cannot resolve crossing fibers -multiple fiber populations with distinct orientations within a voxel -which are present in approximately 30% white matter voxels. Consequently, in crossing fiber regions, diffusion tensors tend to be estimated as oblate. This leads to early termination of or biased fiber tracking as well as misleadingly low anisotropic measures so that crossing fiber regions may be mistaken as CSF or grey matter regions.
In order to resolve intravoxel orientational heterogeneity, various models have been proposed including the multiple tensor model (Tuch et al., 2002; Scherrer and Warfield, 2010; Wong et al., 2016) and nonparametric models such as orientation distribution function (ODF) (Descoteaux et al., 2007) and fiber orientation distribution (FOD) (Tuch, 1996) . To fit these models, high angular resolution diffusion imaging (HARDI) data (Tuch et al., 2002; Hosey et al., 2005) are often required where a large number of gradients is sampled on either one or multiple shells. Among these models, the FOD model directly describes the local spatial arrangement of axonal fiber bundles in such a way that sharply-defined geometric features are preserved (Jensen et al., 2016) . This property makes the FOD an attractive representation of local neuronal fiber information particularly when the downstream goal is neuronal fiber reconstruction. More specifically, the FOD model assumes that the diffusion signal at each voxel is a spherical convolution between the response function -a kernel that characterizes water diffusion when there is a single dominant fiber bundle aligned with the z-axis, and the FOD function -a spherical probability density function for the neuronal fiber bundle orientation at that voxel. Estimating FOD based on observed D-MRI data (i.e. noisy samples of the diffusion signal) is an ill-posed inverse problem and is subject to noise amplification. Therefore, appropriate regularization is the key for accurate FOD estimation.
In this paper, we propose a blockwise James-Stein type shrinkage method, referred to as BJS, for FOD estimation. BJS is based on spherical harmonics (SH) basis representation of FOD and includes four steps: (i) pre-conditioning which modulates the observations through a power of the SH coefficients of the convolution kernel and mitigates the degree of ill-conditioning of the deconvolution problem; (ii) blockwise shrinkage which applies a James-Stein type shrinkage of SH coefficients within each harmonics level (referred to as a block); (iii) post-processing which is applied to the shrunken pre-conditioned observations to remove the modulation effect of the convolution kernel on the underlying SH coefficients of the FOD; (iv) one-step sharpening which enhances localized peaks of the estimated FOD and thus further improves the accuracy.
We conduct extensive synthetic experiments and compare BJS with two other SH representation-based methods, namely, SHridge which uses a ridge-type penalty, and SCSD which applies an iterative super-resolution sharpening up on the SHridge estimator. The results demonstrate that BJS achieves similar accuracy as SCSD (and both are better than SHridge), and BJS is at least 10 times faster than the other two methods. Therefore, BJS is computationally scalable for analysis involving a large number of D-MRI images.
In this paper, we apply BJS to D-MRI data from 245 HCP young adult subjects. After estimation FOD in seven sub-cortical regions, we extract fiber direction information at each voxel using a peak detection algorithm (Yan et al., 2018) and then use the extracted directions as inputs in a fiber tracking algorithm (Wong et al., 2016) for white matter fiber tracts reconstruction. We then extract the number of fibers (of a certain length) within each sub-cortical region and relate this feature to gender and handedness. We find significant gender main effects on the number of fibers within six subcortical regions. We also find significant gender-handedness interaction effects in two subcortical regions (Hippocampus and Amygdala).
The rest of the paper is organized as follows. Section 2 provides a description of the proposed BJS method. In Section 3, the performance of BJS is compared with two competing methods through synthetic experiments. Section 4 reports the results of applying BJS to HCP young adults data. We conclude the paper with discussion in Section 5.
Further details can be referred to Supplementary Material.
Methodology
In this section, we describe in detail the proposed BJS method for FOD estimation. D-MRI utilizes the diffusion process of water molecule to probe architecture of biological tissues.
Under the assumption that the observed diffusion weighted measurements at each voxel result from an FOD function blurred by the water diffusion process, one may employ the deconvolution operation to recover the FOD. On one hand, in order to achieve sufficient angular resolution, higher order harmonics are needed to represent FOD. On the other hand, deconvolution becomes increasingly instable and more susceptible to noise amplification as higher order harmonics are used in FOD representation, due to the rapid decay of the singular values of the design matrix.
To tackle this ill-conditioned inverse problem, we employ a blockwise James-Stein type shrinkage method. Blockwise nonlinear shrinkage strategies have been used in the literature for adaptive estimation in nonparametric regression (Cai, 1999; Cai et al., 2009) and linear inverse problems Tsybakov, 2001, 2002) , under the setting of i.i.d. noise. The major challenge in the current application, is that the design matrix for the observations does not diagonalize in the same basis as the convolution operator due to the limitations of the sampling design.
In BJS, we partition the observations into blocks corresponding to the frequency level of the SH basis. The rationale is that the SH transform of the convolution kernel (i.e., the response function) is constant within each harmonic frequency level and consequently, the covariance matrix of the observations within each block has more homogeneous diagonals and is less ill-conditioned. A James-Stein type shrinkage estimator is then applied within each block. The original James-Stein shrinkage method is for estimating the mean of a Normal random vector where the coordinates are independent with a common (known) variance. Here, a careful modification of the shrinkage factor within each block is necessary to account for a lack of independence among the noise terms. Inspired by the proposals from Laurent and Massart (2000) and Cavalier and Tsybakov (2001) , we adopt a more heavily penalized version of the James-Stein shrinkage which accounts for non-isotropic covariance of the observations, thus allowing heteroscedasticity as well as correlation among the observations. Moreover, the dimension of each block is used to determine the shrinkage factor, which is chosen in a way such that the probability of the 2 norm of the observations within the block exceeding the shrinkage threshold is small when there is no signal (i.e., when the SH coefficients of the FOD corresponding to this block are zero). In particular, for blocks corresponding to higher SH levels, larger shrinkage is used so that noise is more aggressively suppressed.
In addition to the James-Stein shrinkage, we also employ a pre-conditioning step to mitigate the degree of ill-conditioning, as well as a post-estimation one-step super resolution sharpening to enhance the localized peaks of the estimated FOD. Since BJS does not involve any grid search or iteration, it is computationally very efficient and scales well for processing large number of diffusion weighted images.
In the following, we first introduce the spherical convolution model and SH representation for FOD and then detail the BJS steps.
SH Representation of FOD
The diffusion MRI signal function S(·) at each voxel is modeled as a spherical convolution of FOD F (·) with an axially symmetric convolution kernel R(·) (Tournier et al., 2004) :
where dω(y) is the volume element of S 2 . In the above, F (·) is a symmetric spherical probability density function of the fiber bundle orientation population at this voxel and R(·) reflects the diffusion property of water molecule along a single dominant fiber bundle aligned with the z-axis. R(·) is referred to as the response function and is assumed to be the same across all voxels and fiber bundles. In practice, we may assume that R(·)
belongs to a parametric family of nonnegative functions (e.g., specified by a tensor model) and then estimate the parameters based on voxels with a single dominant fiber bundle, typically characterized by high fractional anisotropy (FA) values under the single tensor model (Yan et al., 2018) . In the following, R(·) is assumed to be given.
Since S(·), F (·) and R(·) are real and symmetric, they can be represented by real symmetrized spherical harmonic (SH) basis. Let { Φ lm : −l ≤ m ≤ l; l = 0, 1, . . .} denote the complex SH basis. Then, a real symmetrized SH basis is defined as (Descoteaux et al., 2007) :
for l = 0, 2, 4, . . ., where (z) and (z) denote the real and imaginary parts of z ∈ C, respectively.
Since the response function R(·) is axially symmetric, R, Φ lm = 0 unless m = 0. Let r l = R, Φ l0 and f lm = F, Φ lm be the SH coefficients of R(·) and F (·), respectively. Then, by equation (1), the diffusion MR signal S(·) has SH coefficients:
The observed data {y i } n i=1 are noise corrupted versions of S(·) sampled at n diffusion gradient directions, x i ≡ (θ i , φ i ), i = 1, . . . , n, where θ i and φ i are elevation angle and azimuthal angle of the ith gradient direction, respectively. Under the assumption that a finite level (up to l max ) of SH basis can represent S(·) and F (·), the observations can be modeled as:
where R is an L × L diagonal matrix with l-th diagonal block equal to r l 4π/(2l + 1)I 2l+1 , for l = 0, 2, . . . , l max and L = (lmax+1)(lmax+2) 2 is the total number of SH basis; and Φ is the n × L matrix with the elements in the i-th row and (l, m)-th column given by Φ lm (θ i , φ i );
and f = (f lm ) is the L × 1 vector of SH coefficients of the FOD F (·). Moreover, the vector
represents observational noise and is assumed to have independent coordinates that satisfy E(ε i ) = 0 and Var(ε i ) = σ 2 ε .
Blockwise James-Stein Shrinkage Estimator of FOD
Assume n > L, which implies that (a) Φ T Φ is well-conditioned (assuming a weak requirement on the configuration of the magnetic gradients at which D-MRI measurements are
Also, for larger L, the matrix R and consequently, the matrix R T Φ T ΦR becomes significantly ill-conditioned, since r l tends to zero as l increases. Therefore, a linear estimator of FOD (e.g. by ridge regression with Laplacian penalty -SHridge) is likely to produce poor results. In addition, since the FOD is expected to have only a few sharp peaks or no peak at all, but otherwise a smooth function, we can expect relatively large coefficients for low level harmonics and relatively small coefficients for high level harmonics. Therefore, a nonlinear shrinkage procedure with a blockwise adaptive choice of the shrinkage parameter is appropriate. Moreover, to further mitigate the ill-conditioning, the square root of the inverse of the matrix R is applied to the observations in a preconditioning step before applying the blokwise shrinkage, and another square root of the inverse of R is applied following the shrinkage to obtain the estimated SH coefficients of FOD. Finally, a one-step super resolution sharpening is used to enhance localized peaks of the estimated FOD.
The BJS method is described as follows:
Step 1: Preconditioning
In this step, we modulate the observations through preconditioning such that the covariance matrix of the observations is less ill-conditioned.
Multiplying K to both sides of (4) to obtain the preconditioned observations:
where θ := R 1 2 f and
Step 2: Blockwise James-Stein Shrinkage
In this step, we estimate θ through a blockwise James-Stein type estimator by applying adaptive nonlinear shrinkage within each block.
Denote the block of θ and z corresponding to the l-th level SH basis by θ (l) and z (l) , respectively. The l-th block consists of (2l + 1) coordinates of the respective vector for l = 0, 2, 4, ..., l max and there are 1 + lmax 2 total blocks. Let V (l) be the corresponding (2l + 1) × (2l + 1) submatrix of V and η (l) be the l-th block of the transformed noise vector
). For each level l, we have z (l) = θ (l) + η (l) . We adopt a modified version of James-Stein shrinkage, which accounts for the non-isotropic covariance of η (l) . Specifically, the adaptive nonlinear shrinkage factor can be determined by making use of Lemma 2.1 below, as well as the representation,
where λ l,i is the i-th largest eigenvalue of V (l) , and w l,i ∼ N (0, 1).
Lemma 2.1 (Laurent and Massart, 2000) Let (w 1 , . . . , w n ) be i.i.d Gaussian variables, with mean 0 and variance 1 and λ 1 , . . . , λ n be nonnegative. We set
Then, the following inequality holds for any positive t:
The above tail-probability bound for quadratic forms of Gaussian vectors motivates the following modified version of the positive-part James-Stein shrinkage estimator for θ (l)
where λ l is the vector of ordered eigenvalues of V (l) , t (l) ≥ 0 is a regularization parameter, and the error variance σ 2 ε is estimated by the mean squared error (MSE) of the ordinary least square (OLS):
Note that, even though we have an ill-conditioned system, we can still get a good fit of the observations by OLS and consequently a good estimate of the error variance.
Finally, the above shrinkage is applied to all levels except for l = 0, 2, . . . , l 0 for some l 0 ≥ 2 (even). That is, for l ≤ l 0 ,θ (l) = z (l) . In this paper, we set l 0 = 4.
Steps 3 & 4: Postprocessing and Sharpening
The estimated SH coefficients for FOD is obtained by:
and the evaluation of the estimated FOD on an arbitrary grid is given byF =Φf , wherẽ Φ is anñ × L matrix representing the evaluation of the L SH basis on this grid.
Since the estimated FOD may have negative values caused by artificial oscillations, to
impose nonnegativity,f is further updated through a one-step super-resolution sharpening which sharpens the peak and suppresses negative values. Details of the sharpening step are available in Supplementary Material.
Rationale behind the James-Stein shrinkage factor
Our formulation of the blockwise shrinkage factor explicitly accounts for the correlation among coefficients within each block and heteroscedastic noise. In particular, the shrinkage parameters are set as t (l) = 2 log(2l + 1), which ensure that if a block contains no signal, then its estimate will be set to zero with probability tending to one, by Lemma 2.1 and the Borel-Cantelli lemma.
Cavalier and Tsybakov (2001) the inverse problem to a direct estimation problem with independent but heteroscedastic noise. They showed that a larger value of the threshold than in the ordinary James-Stein shrinkage procedure gave better control on the variance at the expense of slightly increased bias. In our context, we also deal with an inverse problem, by first employing a halfinversion of the convolution operator, followed by the application of blockwise James-Stein procedure, and finally another half-inversion of the convolution operator (see equation (7)) to obtain the estimates of the SH coefficients of the FOD. Therefore, a better control of the variance within each block is of greater significance. This is because, without a stronger control of the variance, the final post-processing operation can significantly amplify noise in the estimate.
In a closely related setting, though concerning a direct rather than an inverse regression problem involving orthogonal regressors and correlated Gaussian noise, Goldenshluger and Tsybakov (2001) showed that the standard James-Stein estimator still has theoretically near-optimal risk performance (in comparison with the linear oracle estimator) as long as the correlation is mild. In our context, empirical analyses show that, for the sampling design we consider, each block of the noise covariance matrix V is quite well-conditioned even for higher SH level l (condition number is close to 1 for l = 4 and less than 1.2 for l = 10), while the maximum absolute correlation among the coefficients within each block is modest (around 0.3). Thus, our choice of the shrinkage factor can be seen as a hybrid addressing the combined scenarios dealt with by Cavalier and Tsybakov (2001) and Goldenshluger and Tsybakov (2001) . This explains the satisfactory empirical risk behavior of our proposed estimator.
Other FOD Estimators
For comparison purpose, we consider two methods which also use SH basis for FOD estimation.
SHridge Estimator
The SHridge estimator is motivated by Descoteaux et al. (2006) 
where P is a block diagonal matrix with entries l 2 (l + 1) 2 corresponding block size 2l + 1 for l = 0, 2, . . . , l max ; b is the spherical Laplacian operator, and E(F ) is a measure of roughness of spherical functions. With the objective function (8), The estimated coefficients of FOD
The tuning parameter λ can be chosen by grid search and the Bayesian information criterion (BIC).
SCSD Estimator
The superCSD procedure is proposed by Tournier et al. (2007) . It aims to sharpen the peak(s) of an estimated FOD and alleviates the Gibbs phenomenon by forcing small positive values as well as negative values to be zero through an SH representation of high order l s max and an iterative updating. We refer to the superCSD procedure applied to the SHridge estimator as SCSD. In this paper, l s max = 16 is used for the synthetic experiments with separation angle 30 • . For all other cases and the real data application, l s max = 12 is used. Other parameters of the superCSD procedure are set at the recommended values as in Tournier et al. (2007) .
Remarks
Both BJS and SCSD use the super-resolution sharpening process. However, BJS uses super-resolution sharpening only once to suppress the negative values of the estimated FOD, whereas SCSD suppresses both negative and small positive values iteratively until there is no significant change in the estimated coefficients of FOD. Consequently, SCSD is more computationally costly than BJS.
The performance of BJS is assessed through extensive synthetic experiments. Synthetic data is generated under the multi-tensor model with different settings in terms of the number of fibers, separation angles between fibers, the number of gradient directions, bvalue, and signal-to-noise ratio (SNR). The performance of BJS is also compared with SHridge and SCSD.
Experimental Setting
In terms of the number of fibers and the separation angles, we consider single fiber, two fibers with 5 different separation angles (30 • , 45 • , 60 • , 75 • , 90 • ), and three fibers with 2 different separation angles (60 • , 90 • ). Also, two different b-values 1, 000s/mm 2 , 3, 000s/mm 2 , a key parameter in diffusion MRI experiments, are considered. The higher the b-value, the more sensitive of the diffusion measurements to the water molecule movement in the brain. Moreover, diffusion signals are sampled from, n = 41, 91, 321, respectively, gradient directions on equiangular grids. Lastly, two different levels of SNR (20, 50), are used for data generation. Here, SNR is defined as the ratio of the non-diffusion weighted signal intensity S 0 to the standard deviation of the Rician noise. For each setting, 100 sets of diffusion weighted measurements are generated by adding the Rician noise to the noiseless diffusion signal under the multi-tensor model.
The synthetic experiments cover the settings commonly used in both clinical and research purpose HARDI experiments. Especially, the HCP data have 90 gradient directions at b-value 3, 000s/mm 2 and a median of SNR about 50 ( Figure S4 ). The execution time of the three methods is evaluated on a server with Xeon 72 core processor, 2.3GHz, 256GB RAM. For SHridge, a grid with 100 values is used for tuning parameter selection (with BIC). For SCSD, the estimates from SHridge are used as initial estimates.
Running Time Comparison
The running time is averaged across 30 simulation replicates, where in each set every method processes 100k voxels which is on a par with the number of white matter voxels in real D-MRI data. Figure 1 shows that BJS is at least 10 times faster than the other two methods in both serial and parallel (30 cores) computing.
Note that, the running time of SHridge is highly dependent on the size of the tuning grid.
Evaluation Metrics
The performance of each method is evaluated with the detection rate (D.R.) and the mean estimated separation angle (Tables S1, S2 
Results
Only the graphical results at separation angle 45 • are reported in the main text (Figure 2) , while other results are available in Supplementary Material (Figures S1, S2 and S3, and Tables S1, S2, S3, S4).
In the case of two fibers with separation angle 30 • , none of the methods performs well with l s max = 12. However, when b-value is 3, 000s/mm 2 and l s max = 16, BJS outperforms both SCSD and SHridge ( Figure S1 and Table S1 ). In terms of detection rates, the performance of BJS is almost twice as good as SCSD and is much better than SHridge.
With SNR = 50, the detection rate of BJS improves a little bit compared to the case of SNR = 20. For both SNR = 20 and SNR = 50, the estimated separation angle is very close to the true separation angle 30 • . On the other hand, SCSD tends to underestimate the separation angle.
For the case of two fibers with separation angle 45 • (Figure 2 and Table S2 ), SHridge shows poor performance except for b = 3, 000s/mm 2 , SNR = 50 and n = 321. Both BJS and SCSD successfully identify two fibers with b = 3, 000s/mm 2 . However, the estimated separation angle of BJS is much closer to the true separation angle 45 • than that of SCSD.
In case of two fibers with moderate to large separate angles (60 • , 75 • , 90 • ) ( Figure S2 and Table S3 ), and three fibers with separation angle 60 • or 90 • (Figure S3 and Table   S4 ), BJS and SCSD show comparable performance and both are better than SHridge.
However, for separation angle 60 • and SNR = 20, the detection rate of BJS is almost twice as good as SCSD)
In summary, when the separation angle is small, BJS outperforms SCSD. Overall, BJS shows more accurate estimation than SCSD and SHridge. 
HCP Young-Adult Application

Data Analysis Pipeline
In this section, we describe an application using HCP young adults data to investigate the association between brain structural connectivity and demographic and behavioral features, gender and handedness. The data analysis pipeline (with processing time per subject) is shown in Figure 3 . Details are described as follows.
Figure 3: HCP young adults application: data analysis pipeline
The WU-Minn Human Connectome Project (HCP) (Essen et al., 2013) has eddycurrent-corrected D-MRI data of 1206 healthy young adults (Age: 22 ∼ 35) from 457 unique families. D-MRI are taken at 3 different b-values (1, 000s/mm 2 , 2, 000s/mm 2 , 3, 000s/mm 2 ) on a 145 × 174 × 145 grid with voxel size 1.25 × 1.25 × 1.25mm 3 . For each b-value, 90 gradient directions and 6 b 0 images are available. In the subsequent analysis, D-MRI with b= 3, 000s/mm 2 is used.
We classify the subjects into left hander (EHI: -100 ∼ -55) and right hander (EHI: 85 ∼ 100) by handedness score measured using the Edinburgh Handedness Index (EHI). In order to remove family effect, we choose one subject from each family. If all subjects from a family are right handed, then a subject is randomly selected. Otherwise, priority is given to left handed members. Through the above sampling scheme, 245 subjects are sampled (Figure 4 ). The original D-MRI are preprocessed with FSL version 6.0.0 (Jenkinson et al., 2012) .
The preprocessing involves the Brain Extraction tool (BET) and FMRIB's Linear Image
Registration Tool (FLIRT). We use MNI152 brain template to register each individual's brain to the same space via intensity based 12 affine transformation. After preprocessing, each image is on a 90 × 108 × 90 grid with voxel size 2 × 2 × 2mm 3 .
To estimate the response function (convolution kernel), for each image, 60,000 voxels are processed in the registered space. At each voxel, the fractional anisotropy (FA) is estimated under the single tensor model. Following (Yan et al., 2018) , we assume that a voxel with FA value greater than 0.8 and the ratio between the two minor eigenvalues less than 1.5 is a voxel with a single dominant fiber bundle. These voxels are then used to estimate the ratio between the major eigenvalue and the minor eigenvalue of the response function. In addition, the signal to noise ratio (SNR) is estimated by using the 6 b 0 images and taken as the median of the signal to noise ratio (S 0 /σ) over the same set of voxels.
These estimates are reported in Figure S4 . We then use the number of estimated fiber tracks within each ROI (left hemisphere plus right hemisphere) as a brain structural connectivity feature. Specifically, within each subcortical ROI, we count the fibers whose length is greater than the 3rd quantiles of the fiber lengths across all subjects in that region. By excluding shorter fibers which are more likely to be spurious, we can expect less noisy and more reliable results. This extracted feature is then used to investigate the association of brain structural connectivity with gender and handedness.
Results
It is widely known that the brain structures of males and females are different. For example, on average, males have larger brain volume than females. Most of the research that investigated gender effects on the structural organization of white matter used voxel-based morphometric (VBM) analysis (Herron et al., 2015; Jancke et al., 2015; Ritchie et al., 2018) .
In such studies, the compartment volume was also adjusted with respect to the total brain volume (Jancke et al., 2015; Ritchie et al., 2018) . HCP data provides volumetric segmentation results based on FreeSurfer image analysis (Fischl et al., 2004) . In the following, we also analyze the relationships between the proportional subcortical compartments volume (normalized by the total brain volume) with gender and handedness. Moreover, since the number of fibers is extracted from the tractography results reconstructed on a common template space, we can assume that the number of fibers has already been normalized according to brain size.
The two-way ANOVA results are reported in Tables 1 and S6 and Figure 6 . For the number of fibers, gender has significant main effects in 6 out of 7 regions (except for Caudate). Moreover, there are significant interaction effects in Amygdala and Hippocampus.
For proportional volume, the results show that 5 out of 7 regions (except for Amygdala and Accumbens) have significant gender main effects. This is consistent with Jancke et al. (2015) where it was reported that Amygdala does not have a significant gender effect in terms of proportional volume. However, no significant interaction between gender and handedness is observed with proportional volume. Figure 6 : Two-way ANOVA interaction plots: Factors -gender, handedness
In this paper, we propose a new and computationally efficient method for estimating the fiber orientation distribution at each voxel using D-MRI data. Moreover, by using features derived from the estimated FODs, such as the number of fiber tracts within a subcortical region, we carry out ANOVA to study the association between the brain structure and gender and handedness of an individual.
The proposed BJS method is a computationally efficient, stable, non-iterative procedure for estimating the FOD. Particularly, this method is scalable for statistical analysis of brain connectivity at a population level. Moreover, the proposed BJS procedure constitutes an effective improvisation on the classical James-Stein shrinkage that solves an ill-conditioned inverse problem with noisy measurements in a non-standard setting where an exact diagonalization of the convolution operator in a basis representing the observation vector (D-MRI measurements) is not feasible due to the sampling design.
Finally, the statistical analysis based on HCP data is a demonstration of the potential benefits of utilizing brain connectivity features as predictors for behavioral traits of individuals. Particularly, we build a data analysis pipeline which can be utilized for extensive exploratory analysis of HCP data from the point of view of associative studies relating brain anatomic features to demographic and behavioral traits as well as cognitive measurements.
To reconstruct neuronal fiber tracts, the estimated FOD at each voxel need to provide reasonably accurate fiber orientation information. Based on synthetic experiment results, we believe that the estimated FODs via BJS are accurate enough to be used as inputs to a tracking algorithm. Although a large proportion of the neuronal fiber bundles can be explained by the reconstructed neuronal fiber tracks based on D-MRI, it is not sufficient to represent the actual fiber system in the brain. Also, the estimated fiber composition can be different depending on the algorithm (Jones et al., 2013) The estimated SH coefficients for FOD is obtained by:
The estimated FOD may have negative values caused by artificial oscillations. To impose nonnegativity,f is further updated through a one-step super-resolution sharpening which sharpens the peak and suppresses negative values as described in the following. LetF = Φ n d ×Lf be the evaluation of the estimated FOD on a dense spherical grid (e.g., n d = 2562). Let J = {i :F i < 0, i = 1, ..., n d }, |J| = n neg . Let L s be the number of SH basis functions corresponding to l s max order. Note that l s max can be greater than the l max that is used to getf . In this paper, we set l max = 10 (i.e., L = 66) and l s max = 12 (i.e. L s = 91). Let Φ s n×Ls be the evaluation matrix of L s SH basis functions on n gradient directions. Let Φ neg nneg×Ls be the evaluation matrix of L s SH basis functions on n neg grid points corresponding to negative estimated FOD values. Let R s Ls×Ls be the R matrix corresponding to the l s max order SH representation of the response function. Then the updated estimates of SH coefficients of FOD is defined as: 
