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Abstract
The Hom complex of homomorphisms between two graphs was originally introduced
to provide topological lower bounds on chromatic number. In this paper we introduce
new methods for understanding the topology of Hom complexes, mostly in the context
of Γ-actions on graphs and posets (for some group Γ). We view the Hom(T, •) and
Hom(•, G) complexes as functors from graphs to posets, and introduce a functor (•)1
from posets to graphs obtained by taking atoms as vertices. Our main structural results
establish useful interpretations of the equivariant homotopy type of Hom complexes in
terms of spaces of equivariant poset maps and Γ-twisted products of spaces. When
P := F (X) is the face poset of a simplicial complex X, this provides a useful way to
control the topology of Hom complexes. These constructions generalize those of the
second author from [17] as well as the calculation of the homotopy groups of Hom
complexes from [8].
Our foremost application of these results is the construction of new families of test
graphs with arbitrarily large chromatic number - graphs T with the property that the
connectivity of Hom(T,G) provides the best possible lower bound on the chromatic
number of G. In particular we focus on two infinite families, which we view as higher
dimensional analogues of odd cycles. The family of spherical graphs have connections to
the notion of homomorphism duality, whereas the family of twisted toroidal graphs lead
us to establish a weakened version of a conjecture (due to Lova´sz) relating topological
lower bounds on chromatic number to maximum degree. Other structural results allow
us to show that any finite simplicial complex X with a free action by the symmetric
group Sn can be approximated up to Sn-homotopy equivalence as Hom(Kn, G) for
some graph G; this is a generalization of the results of Csorba from [5] for the case of
n = 2. We conclude the paper with some discussion regarding the underlying categorical
notions involved in our study.
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1 Introduction
1.1 Some background
In his 1978 proof of the Kneser conjecture, Lova´sz [14] showed that the chromatic number
of a graph is bounded below by the connectivity of (a complex later shown to be homotopy
equivalent to) Hom(K2, G), a space of homomorphisms from the edge K2 into G. Some 25
years later, Babson and Kozlov [3] were able to show that the connectivity of Hom(C2r+1, G)
provided the next natural bound on the chromatic number of G (here C2r+1 is an odd cycle),
answering in the affirmative a conjecture of Lova´sz. When G is a loopless graph (as is the
case when we consider the chromatic number), both Hom(K2, G) and Hom(C2r+1, G) are
naturally free Z2-spaces, and one can consider a list of numerical invariants that measure
the complexity of this action. The now standard proof of the Lova´sz criterion gives the
following result.
Theorem 1.1 (Lova´sz). For every graph G,
indZ2 Hom(K2, G) ≤ χ(G)− 2.
Here, for a free Z2-space X , indZ2 X is the smallest dimension of a sphere with the
antipodal action that X maps into equivariantly. Since conn(X)+ 1 ≤ indZ2 X , this implies
the original result of Lova´sz from [14].
As a way to take advantage of the Z2-topology, Babson and Kozlov introduced the use
of characteristic classes to the study of Hom complexes. In [3] they proposed and partially
(according to the parity of χ(G)) proved the following result incorporating the Z2-action on
the Hom complex.
Theorem 1.2. For every graph G,
htZ2 Hom(C2r+1, G) ≤ χ(G) − 3.
Here, for a free Z2-space X , htZ2(X) is the highest nonvanishing power of the first
Stiefel-Whitney class of the bundle R ×Z2 X → X/Z2 (called the height or sometimes the
cohomological index of X). Again, since conn(X)+ 1 ≤ htZ2X, this implies the connectivity
bound that they did succeed in proving completely.
The first complete proof of Theorem 1.2 was given by the second author in [18]. More
recently, in [17], the same author was able to prove the following statement which not only
implies Theorem 1.2 but also provides insight into the structure of the Hom complexes and
suggests extensions that are the theme to this paper.
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Theorem 1.3 (Schultz). For every graph G,
colimrHom(C2r+1, G) ≃Z2 MapZ2
(
S
1
b ,Hom(K2, G)
)
.
The direct system that defines the colimit is obtained by applying the Hom(•, G)
functor to the system · · · → C2r+3 → C2r+1 → · · · . Here S
k
b denotes the k-sphere with the
Z2-antipodal action on the left and the Z2-reflection action on the right (which in total can
be considered an action of Z2 × Z2). One then observes that Hom(K2, C2r+1) ≃Z2×Z2 S
1
b ,
where the action on the first space is induced by the nonidentity automorphism of K2 and
by the reflection of C2r+1 that flips an edge. The relevance of S
k
b in this context is exhibited
in the following result, a proof of which can be found in [17].
Proposition 1.4. If X is a Z2-space and k ≥ 0, then htZ2(S
k
b ×Z2 X) ≥ htZ2 X + k.
One can then combine these observations to obtain the following corollary which, when
combined with Theorem 1.1, implies Theorem 1.2.
Corollary 1.5. If G is a graph with at least one edge, then
htZ2 Hom(C2r+1, G) + 1 ≤ htZ2 Hom(K2, G).
Theorem 1.3 is similar in spirit to the results and constructions involved in the first
author’s paper [8], where it is shown that the homotopy groups of a related space Hom∗(T,G)
can be determined by certain graph theoretic closed paths in a (pointed) graph GT . In this
context the role of a closed path (a circle) is played by C′m, a cycle of length m with loops on
all the vertices (the looped 1-skeleton of a triangulated circle). One constructs a graph ΩG
which parameterizes graph homomorphisms C′m → G from cycles of arbitrary length. In
particular it is shown that the space of (pointed) maps from a circle into Hom∗(K2, G) can
be recovered as path components of Hom∗(K2,ΩG), which in turn can be approximated by
the spaces Hom∗(K2 × C
′
m, G).
1.2 New results
In this paper, we generalize the constructions discussed above by showing that one can take
graphs obtained as the 1-skeleton of topologically ‘desirable’ spaces and apply them directly
to Hom complexes. In this way we unify existing results regarding Hom complexes as well
as provide new theorems and constructions. In our applications, the spaces of interest will
primarily be spheres with a (Z2 × Z2)-action given by the antipodal/reflection maps. One
obtains a graph by taking a looped 1-skeleton of a triangulation of the space, which can then
be utilized in the context of the Hom complex. More generally, if P is a poset we obtain
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a graph P 1 (see Definition 2.6) whose vertices are the atoms of P with adjacency x ∼ y
if and only if there exists a z such that z ≥ x and z ≥ y. In the case that P is the face
poset of a triangulation of the 1-sphere, we recover the graphs C′m discussed above. The
graphs obtained as P 1 have loops on every vertex and hence do not admit homomorphisms
to graphs with finite chromatic number. However, our results show the Z2-product of such
graphs with a given Z2-graph T (for example T = K2) interacts well with the relevant Hom
complexes. Our two main structural results are the following. All necessary definitions are
provided in the next section.
Theorem 1.6. Let Γ be a finite group, and suppose P is a poset with a left Γ-action and
T is a graph with a right Γ-action. Then for any graph G there is a natural homotopy
equivalence
PosetΓ
(
P,Hom(T,G)
)
≃ Hom
(
T ×Γ P
1, G
)
.
Theorem 1.7. Let Γ be a finite group, G a graph, T a graph with a right Γ-action, and P
a poset with a free left Γ-action. Let d be the minimal diameter of a spanning tree in G.
If the induced action on the graph P 1 is (max {5, d+ 2})-discontinuous we have a natural
homotopy equivalence
|Hom(G, T ×Γ P
1)| ≃ |Hom(G, T )| ×Γ |Hom(G,P
1)|.
Remark 1.8. For the notion of m-discontinuity see Definition 2.4. If the action on P is free,
then by Lemma 6.13 the action on the poset Chaink P is 2k-discontinuous. We will usually
apply Theorem 1.7 in situations where we have |Hom
(
G, (Chaink P )1
)
| ≃ |Chaink P | ≈ |P |.
For example, Corollary 6.7 gives sufficient conditions.
Remark 1.9. When we refer to a homotopy equivalence between posets P and Q as in
Theorem 1.6, we will mean a homotopy equivalence |P | → |Q| such that the homotopy
equivalence as well as its homotopy inverse are induced by poset maps. In Section 7 we
suggest a category P0 such that P ≃ Q could refer to an isomorphism in that category.
Loosely speaking Theorem 1.6 says that if P is a topological space with a Γ-action (in
the form of its face poset), one can describe the space of Γ-equivariant maps from P into the
complex Hom(T,G) in terms of the space of graph homomorphisms from the graph T ×ΓP
1
into G. This provides a basic link between equivariant topology and the existence of graph
homomorphisms and explains our interest in the graphs T ×Γ P
1. Theorem 1.7 then allows
us to study the space of graph homomomorphisms to such a graph, and also describes the
(equivariant) topology of certain fiber bundles involving the spaces Hom(G, •) in terms of
Hom complexes from G into these twisted graph products.
Theorem 1.6 and Theorem 1.7 lead us to a number of applications. We provide the
details for these in Section 3, Section 4 and Section 6, but wish to briefly describe the
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ideas here. Our foremost application of Theorem 1.6 in Section 3 will be related to the
construction of new test graphs. Following [13], we say that a graph T is a homotopy test
graph if for all graphs G we have
χ(G) ≥ conn
(
Hom(T,G)
)
+ χ(T ) + 1.
Here conn(X) is the topological connectivity of the space X . A graph T with a Z2-action
that flips an edge is called a Stiefel-Whitney test graph if for all G with Hom(T,G) 6= Ø we
have
χ(G) ≥ htZ2
(
Hom(T,G)
)
+ χ(T ).
In this language the results of Lova´sz, Babson-Kozlov, and the second author say that the
edge K2 and the odd cycles C2r+1 are Stiefel-Whitney test graphs. We point out that the
constant χ(T ) is best possible since if we take T = G we get that Hom(G,G) non-empty
and hence (−1)-connected.
To build new test graphs, we take P in Theorem 1.6 to be the face poset of a (properly
subdivided) k-sphere. We then recover the space of equivariant maps from the k-sphere Sk
into the complex Hom(T,G) as a colimit of the complexes Hom(T ×Z2 P
1, G) (details are
below). As a consequence we see that if T is a Stiefel-Whitney test graph with certain
additional properties (satisfied for example by K2 and C2r+1), then so is T ×Z2 P
1; in
addition, certain topological invariants (e.g. connectivity) of Hom(T,G) are closely related
to those of Hom(T ×Z2 P
1, G). As discussed above, the odd cycles C2r+1 form a directed
family of test graphs with the property that the topology of Hom(C2r+1, G) can be related
to that of Hom(K2, G). We view our results as a generalization of this phenomenon, with
the graphs K2 ×Z2 P
1 serving as ‘higher-dimensional’ analogues of the odd cycles.
In particular this gives us a general inductive procedure for constructing new test
graphs of arbitrary chromatic number: one starts with a test graph T and repeatedly applies
the construction •×Z2 P
1, for P the face poset of a properly divided k-sphere. In this paper
we focus our attention on two new infinite families of test graphs, each parameterized by a
pair (k,m). The parameter k is related to the chromatic number of the test graph, whereas
m is a measure of its ‘fineness’. Details are provided in Section 3 but we wish to give a brief
description of these families here.
The collection of spherical graphs, denoted Sk,m, are obtained as follows. We let X
k
m
denote the mth barycentric subdivision of the boundary of the regular (k + 1)-dimensional
cross polytope, and let F (Xkm) denote its face poset. We then define Sk,m := K2 ×Z2(
F (Xkm)
)1
to be the graph obtained by taking the twisted product of K2 with the reflexive
graph of the 1-skeleton of Xkm. For each k, the map of posets F (X
k
m+1) → F (X
k
m) induces
graph homomorphisms Sk,m+1 → Sk,m. We will see in Section 3 that for each k ≥ 0 the
graphs Sk,m are Stiefel-Whitney test graphs with chromatic number k + 3, and in addi-
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tion they will play a role in a generalized notion of homomorphism duality discussed in
Section 4.1.
We obtain the twisted toroidal graphs, denoted Tk,m, by repeatedly taking twisted
products with graphs obtained from subdivisions of a circle. In this case the relevant posets
have a simple combinatorial description, and to emphasize this we introduce some new
notation. For m ≥ 2 we let C2m denote the face poset of a 2m-gon; it will be these posets
that we use for P in Theorem 1.6. The graphs C12m form a linear direct system which, for
each k ≥ 0, again leads to a collection of Stiefel-Whitney test graphs with chromatic number
k + 3. The graphs Tk,m have the property that their maximum degree is independent of m
(analogous to the fact that all odd cycles have maximum degree 2), and this leads to partial
progress towards a conjecture of Lova´sz regarding bounds on chromatic number in terms of
connectivity of test graphs of bounded degree.
We conclude Section 3 with a study of a family of graphs obtained from the generalized
Mycielski construction. In particular we use our methods to show that the graphs obtained
this way provide another family of test graphs with arbitrarily large chromatic number.
In Section 6 we discuss our primary application of Theorem 1.7, namely the notion
of Sn-universality for Hom(Kn, •) complexes. In [5] Csorba shows that any finite simplicial
complex with a free Z2-action can be approximated up to Z2-homotopy equivalence as a
complex Hom(K2, G) for an appropriate choice of graph G (see also [21] for an independent
proof of this). We describe how his construction fits into our set-up, and we generalize his
result to establish the following.
Theorem 1.10. [Theorem 6.12] Let X be a finite simplicial complex with a free Sn-action
for n ≥ 2. Then there exists a loopless graph G and Sn-homotopy equivalence
|Hom(Kn, G)| ≃Sn |X |,
where Sn acts on the left hand side as the automorphism group of Kn.
In our set-up the desired graph is constructed as G := Kn ×Sn P
1, where P is a the face
poset of the given complex X , sufficiently subdivided. When n = 2, we show how this
recovers the construction of Csorba.
The rest of the paper is organized as follows. In Section 2 we review relevant defi-
nitions and notation. In Section 3 we describe explicitly our methods for the construction
of new test graphs, and in particular the spherical and twisted toroidal graphs mentioned
above. In Section 4 we discuss other applications of these results in the context of homo-
momorphism duality and graph-theoretic interpretations of Hom complexes, as well as the
Sn-universality of Hom complexes. Section 5 is devoted to the proofs of the main theorems
as well as some technical lemmas. We conclude in Section 7 with some comments regarding
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the categorical content of our constructions, in particular in the context of enriched category
theory.
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2 Definitions and conventions
In this section we provide a brief overview of some notions from the theory of graphs, Hom
complexes, and general Z2-spaces. We refer to [2] and [13] for a more thorough introduction
to the subject.
For us a graph G is a finite set of vertices V (G) with a symmetric adjacency relation
E(G) ⊂ V (G)×V (G); hence our graphs are undirected without multiple edges, but possibly
with loops. If v and w are vertices of G such that (v, w) ∈ E(G) then we will often say that
v and w are adjacent and denote this v ∼ w. A graph homomorphism f : G→ H is a vertex
set map V (G) → V (H) that preserves adjacency: if v ∼ w in G then f(v) ∼ f(w) in H .
The complete graph Kn has vertices {1, 2, . . . , n} and all possible non-loop edges. Given a
graph G, we define χ(G), the chromatic number of G, to be the minimum n such that there
exists a graph homomorphism G→ Kn.
Definition 2.1. Let G and H be graphs. The categorical product G×H is the graph with
vertex set V (G)×V (H) and with adjacency given by (v, w) ∼ (v′, w′) if v ∼ v′ and w ∼ w′.
The exponential graph HG is the graph on the vertex set V (H)V (G) with adjacency f ∼ f ′
if f(v) ∼ f ′(w) for all v ∼ w in G.
A graph is called reflexive if the adjacency relation is reflexive, i.e. if all of the vertices
have loops. A graph is called loopless if there are no loops on any of the vertices. The graph 1
is defined to be the (reflexive) graph with a single looped vertex. Note that there are natural
isomorphisms G× 1→ G and G→ G1.
Definition 2.2. Let G be a graph with a given equivalence relation R on its vertices. The
quotient graph G/R is the graph with vertices V (G)/R and with adjacency [v] ∼ [w] if there
exists v′ ∈ [v] and w′ ∈ [w] such that v′ ∼ w′ in G.
For our applications, the equivalence relation will most often be given by the orbits of
some group action. Recall that if Γ is a group, and X and Y are spaces with (respectively)
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a right and a left Γ-action, then Γ acts diagonally on the product X × Y according to
γ · (x, y) := (xγ−1, γy). The space X ×Γ Y is then defined to be the orbit space under this
action, so that X ×Γ Y := (X × Y )/ ∼, where (xγ, y) ∼ (x, γy). Similarly, we have the
following construction for graphs.
Definition 2.3. Let G be a graph with a left Γ-action and H a graph with a right Γ-action.
Define G×ΓH to be the graph with vertices given by the orbits of the diagonal Γ-action on
G ×H , with adjacency given by [(g, h)] ∼ [(g′, h′)] if there exists representatives in G ×H
with (g, g′) ∼ (h, h′).
Definition 2.4. Let G be a graph with a left Γ-action for some group Γ. For an integer
d > 0, we say that the action is d-discontinuous if for each vertex v ∈ G, the neighborhood
Nd−1(v) of radius d− 1 around v has the property that γv /∈ Nd−1(v) for all nonidentity
γ ∈ Γ.
We next come to the construction of the Hom complex. We point out that our
definition is slightly different from the one given in [2] in the sense that the Hom complex
we define here is the face poset of the polyhedral complex given in [2]. Since the geometric
realization of the face poset of a regular cell complex is homeomorphic to the complex itself,
the underlying spaces of both Hom complexes are the same.
Definition 2.5. Let G and H be graphs. We define Hom(G,H) to be the poset whose
elements are all set maps α : V (G)→ 2V (H)\{Ø} with the condition that if g ∼ g′ in G then
h ∼ h′ for all h ∈ α(g) and h′ ∈ α(h). The partial order is given by α ≤ β if α(g) ⊂ α(g′)
for all g ∈ V (G).
For any graph T , Hom(T, •) is a functor from graphs to posets. We will also need the
following construction as a way to obtain a (reflexive) graph from a poset.
Definition 2.6. Let P be a poset. We define P 1 to be the reflexive graph with vertices
given by the atoms of P , and with adjacency given by x ∼ y if there exists z ∈ P with z ≥ x
and z ≥ y.
Note that the atoms of Hom(G,H) are precisely the homomorphisms f : G→ H . We
will sometimes refer to (arbitrary) elements of Hom(G,H) as multihomomorphisms. The
poset Hom(G,H) is ranked according to rk(α) =
∑
v∈V (G)
(
|α(v)|−1
)
, for α ∈ Hom(G,H). We
will often speak about topological properties of the Hom complexes, and in this context we
will be referring to the (geometric realization of the) order complex of the poset Hom(G,H).
We will use the notation |Hom(G,H)| to emphasize the distinction but will also use simply
Hom(G,H) when the context is clear.
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The Hom complex is functorial in both entries, and in particular Hom(T,G) carries an
action by Aut(T ), the automorphism group of the graph T . If T has an involution that flips
an edge, this then induces a free Z2-action on the space Hom(T,G) for any loopless graph
G (see for instance [13]). The examples discussed in the introduction arise from taking T to
be an edge K2 with the nonidentity involution, or to be an odd cycle C2r+1 on the vertices
{0, . . . , 2r} with the reflection given by i 7→ 2− i (mod 2r + 1).
If X is a space with a (free) Z2-action, there are several invariants used to measure
the complexity of the action. We collect some of these notions in the next definition.
Definition 2.7. Let X be a space with a free Z2-action, and let S
n denote the n-sphere
endowed with the antipodal action. We define the index and coindex of X as follows:
indX := min{m : X →Z2 S
m}
coindX := max{n : Sn →Z2 X},
where→Z2 denotes a Z2-equivariant map. The height of X , denoted htZ2 X , is defined to be
the highest nonvanishing power of the first Stiefel-Whitney class of the bundle R×Z2 X →
X/Z2.
We refer to [15] for further discussion of these invariants, and especially their use in combi-
natorial applications. One can check that if X a free Z2-space, these values are related in
the following way:
connX + 1 ≤ coindX ≤ htZ2 X ≤ indX.
Finally, we collect a couple notions from the theory of posets.
Definition 2.8. Let P be a poset. Define ChainP to be the poset whose elements are the
nonempty chains x1 ≤ · · · ≤ xn of P , with the relation given by containment.
Definition 2.9. Let P andQ be posets. Then Poset(P,Q) is the poset of all order preserving
maps f : P → Q, with the relation f ≤ g if f(x) ≤ g(x) for all x ∈ P . If P and Q are
both equipped with actions by some group Γ, we let PosetΓ(P,Q) denote the subposet of
Poset(P,Q) consisting of all equivariant poset maps.
3 Constructing new test graphs
In this section we provide details regarding our primary application of Theorem 1.6, namely
the construction of new test graphs for topological bounds on chromatic number. We begin
with a brief discussion regarding the definition and history of such graphs, as well as our
general approach to their construction.
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Recall from [13] that a graph T is called a homotopy test graph if for every graph G,
we have the following inequality:
χ(G) > χ(T ) + conn
(
Hom(T,G)
)
.
The results of Lova´sz and Babson, Kozlov imply that the complete graphs Kn, n ≥ 2, and
the odd cycles C2r+1 are homotopy test graphs. For some time it was an open question
whether all graphs were homotopy test graphs, but Hoory and Linial showed that this was
not the case in [11] by constructing a graph H with χ(H) = 5 such that Hom(H,K5) is
connected. In fact there are very few graphs that are known to be test graphs (see [17] and
[22] for some discussion regarding this).
Now suppose T is graph with a Z2-action that flips an edge. Also from [13], we say
that a graph T is a Stiefel-Whitney test graph if for all G with Hom(T,G) 6= Ø we have
χ(G) ≥ χ(T ) + htZ2
(
Hom(T,G)
)
. (1)
We point out that it is enough to restrict graphs in the second coordinate to the set of all
complete graphs Kn with n ≥ χ(T ). Indeed, we have G → Kχ(G) and htZ2
(
Hom(T,G)
)
≤
htZ2
(
Hom(T,H)
)
whenever G→ H . Hence for any G we get
htZ2
(
Hom(T,G)
)
≤ htZ2
(
Hom(T,Kχ(G))
)
≤ χ(Kχ(G))− χ(T ) = χ(G)− χ(T ).
Also, in [13] Kozlov insists on equality in the formulation involving complete graphs, but
for our purposes the inequality will suffice. Note that the existence of an equivariant
coloring T →Z2 Kχ(T ) (as defined in Lemma 3.10) will in fact imply such an equality,
since such a coloring induces an equivariant map Sn−χ(T ) ≈Z2 Hom(K2,Kn−χ(T )+2) →Z2
Hom(Kχ(T ),Kn)→Z2 Hom(T,Kn) which implies
htZ2 (Hom(T,Kn)) ≥ coindZ2 (Hom(T,Kn)) ≥ n− χ(T ).
Also note that every Stiefel-Whitney test graph (in our sense) is also a homotopy test
graph since conn(X) + 1 ≤ htZ2(X) for a Z2-space X . Hence if T is a Stiefel-Whitney test
graph and G is a graph with Hom(T,G) 6= Ø we have
χ(T ) ≤ χ(G)− htZ2
(
Hom(T,G)
)
≤ χ(G) − conn
(
Hom(T,G)
)
− 1.
We next describe our method for constructing new Stiefel-Whitney test graphs. As
mentioned above, we will obtain these graphs by possibly repeated applications of the •×Z2
P 1 construction, where P is a symmetric triangulation of Skb . The basic result which makes
this possible is the following.
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Proposition 3.1. Let T be a graph with a right Z2-action and let G be a graph. For k ≥ 0,
let P be the face poset of a (Z2 × Z2)-triangulation of S
k
b . If Hom(T ×Z2 P
1, G) 6= Ø then
we have
htZ2
(
Hom(T ×Z2 P
1, G)
)
+ k ≤ htZ2
(
Hom(T,G)
)
.
Hence if T is a Stiefel-Whitney test graph, we have χ(T ×Z2 P
1) ≥ χ(T ) + k, and for any
graph G such that Hom(T ×Z2 P
1, G) 6= Ø we get
htZ2
(
Hom(T ×Z2 P
1, G)
)
+ k + χ(T ) ≤ htZ2
(
Hom(T,G)
)
+ χ(T ) ≤ χ(G).
Proof. Theorem 1.6 yields an equivalence and hence in particular (recalling our convention
laid down in Remark 1.9) a poset map
Hom(T ×Z2 P
1, G)→Z2 PosetZ2(P,Hom(T,G)).
Since Skb ≈Z2×Z2 |P |, we obtain a continuous map
S
k
b ×Z2 |Hom(T ×Z2 P
1, G)| →Z2 |Hom(T,G)|.
The first inequality now follows from Proposition 1.4. If T is assumed to be a Stiefel-Whitney
test graph then the last inequality follows from (1). Finally, setting G = T ×Z2 P
1 we obtain
0 + k + χ(T ) ≤ htZ2
(
Hom(T ×Z2 P
1, T ×Z2 P
1)
)
+ k + χ(T ) ≤ χ(T ×Z2 P
1),
so that χ(T ×Z2 P
1) ≥ k + χ(T ). 
In Section 3.1 and Section 3.2 we use Proposition 3.1 to construct infinite families of
test graphs, with special attention paid to the spherical and twisted toroidal graphs.
As the reader may have noticed in the proof of Proposition 3.1, the full strength of
Theorem 1.6 is not needed to establish the desired bounds on htZ2 Hom(T ×Z2 P
1, G). In
fact, to establish upper bounds on htZ2 Hom(T
′, G) for some Z2-graph T
′, it is enough to
construct Z2-maps
S
k
b ×Z2 |Hom(T
′, G)| →Z2 |Hom(T,G)|
where T is a Z2-graph (often T = K2) for which upper bounds on htZ2 Hom(T,G) are known.
Proposition 1.4 then yields
htZ2 Hom(T
′, G) + k ≤ htZ2(S
k
b ×Z2 |Hom(T
′, G)|) ≤ htZ2 Hom(T,G).
This method was used in [17] in the context of odd cycles in the first coordinate of
the Hom complexes. In Section 3.4 we will employ this method to show that the generalized
Mycielski graphs provide another family of test graphs with arbitrarily high chromatic num-
ber. The full strength of Theorem 1.6 will be used in the context of spherical and twisted
toroidal graphs to establish the existence of graph homomorphisms from these graphs, as in
Proposition 3.2 and Corollary 3.16.
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3.1 Spherical graphs
The most natural application of Proposition 3.1 comes from setting T := K2 to obtain the
graph K2 ×Z2 P
1, where P is the face poset of a (Z2 × Z2)-triangulation of S
k
b . As we have
seen, the graph K2 is a Stiefel-Whitney test graph, and hence from Proposition 3.1 we get
htZ2 Hom(K2 ×Z2 P
1, G) + k + 2 ≤ htZ2 Hom(K2, G) + 2 ≤ χ(G). (2)
It now follows that the graph K2 ×Z2 P
1 is a test graph if its chromatic number is
k + 2 and Proposition 3.1 also tells us that χ(K2 ×Z2 P
1) ≥ k + 2. On the other hand,
K2 ×Z2 P
1 need not be (k + 2)-colorable in general (for example a triangulation of S1b as
a 4-gon yields K4), but it is if the triangulation P is fine enough. We describe concrete
colorings in Proposition 3.4, but it also follows more abstractly from the following result,
which also gives a graph theoretical interpretation of the coindex of the space Hom(T,G),
for T a graph with an involution that flips an edge.
Proposition 3.2. Let T be a graph with an involution that flips an edge. For each k, suppose
{Xkm}m≥0 is a sequence of symmetrically (with respect to the antipodal action) triangulated
k-spheres such the maximal diameter of a simplex of Xkm tends to zero when m tends to
infinity (e.g. take Xkm to be the mth barycentric subdivision of the boundary of the regular
k + 1-dimensional cross polytope). Let Gkm :=
(
F (Xkm)
)1
be the reflexive graph given by the
1-skeleton of Xkm. Then
coindZ2 Hom(T,H) = max
{
k : There are m ≥ 0 and T ×Z2 G
k
m → H
}
= max
{
k : For almost all m there is T ×Z2 G
k
m → H
}
.
Proof. If there is a graph homomorphism T ×Z2 G
k
m → H then by Theorem 1.6
Ø 6= Hom(T ×Z2 G
k
m, H) ≃ PosetZ2(F (X
k
m),Hom(T,H))
and hence there is an equivariant map
S
k ≈Z2 |F (X
k
m)| →Z2 |Hom(T,H)|
which means that coindZ2 Hom(T,H) ≥ k.
On the other hand, if coindZ2 Hom(T,H) ≥ k, then by simplicial approximation there
is an equivariant simplicial map from Xkm to the barycentric subdivision of Hom(T,H),
whenever the simplices of Xkm are small enough, and therefore for almost all m. Such
a simplicial map induces a poset map F (Xkm) → Hom(T,H) by sending a simplex to the
maximum of the images of its vertices. This shows that Ø 6= PosetZ2(F (X
k
m),Hom(T,H)) ≃
Hom(T ×Z2 G
k
m, H). 
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Corollary 3.3. Let k ≥ 0 and Gkm be as above. Then there is an M ≥ 0 such that for all
m ≥M the equality χ(K2×Z2 G
k
m) = k+2 holds and hence K2×Z2 G
k
m is a Stiefel-Whitney
test graph.
Proof. We only have to show limk χ(K2×Z2G
n
k ) ≤ n+2, and this follows from the preceding
proposition and coindZ2 Hom(K2,Kn+2) = coindZ2 S
n = n. 
Proposition 3.4. Let X be the second barycentric subdivision of a regular n-dimensional cell
complex with a free cellular Z2-action, and let F (X) denote its face poset. Then χ(K2 ×Z2
F (X)1) ≤ n+ 2.
Proof. Let P be the face poset of the complex of which X is the second barycentric subdi-
vision. Then F (X) ∼= Chain2 P and we identify the vertices of F (X)1 with the elements of
ChainP . We now choose one element of each orbit of the free Z2-action on P and call the
set of all chosen elements S. For a face p ∈ P we denote its dimension by d(p). We now
define a function
φ : ChainP → V (Kn+2) = {1, . . . , n+ 2} ,
c 7→

max {d(p) + 1: p ∈ S ∩ c} , S ∩ c 6= Ø,n+ 2, S ∩ c = Ø.
For c, d ∈ ChainP with τc ≤ d we show that φ(c) 6= φ(d). Assume that φ(c) = n+ 2. Then
τc ⊂ S and Ø 6= τc ∩ S ⊂ d ∩ S and hence φ(d) 6= n+ 2. Now let φ(c) < n+ 2. Then there
is a p ∈ S ∩ c with d(p) + 1 = φ(c). Since τp ∈ d\S, we have φ(d) 6= d(τp) + 1 = d(p) + 1.
This shows that the map
V (K2 ×Z2 F (X)
1)→ V (Kn+2),
[(1, c)] 7→ φ(c)
is a graph homomorphism, since [(1, c)] is a neighbor of [(1, d)] = [(2, τd)] if and only if
τc ≤ d or τd ≤ c. 
Proposition 3.2 gives us several candidates for families of test graphs (depending on
which triangulations of spheres that we choose). We wish to fix the following as the family
of spherical graphs.
Definition 3.5 (Spherical graphs). Let m, k ≥ 0 and Xkm to be the mth barycentric sub-
division of the boundary of the regular k + 1-dimensional cross polytope. Then we define a
loopless graph Sk,m with a right Z2-action by
Sk,m := K2 ×Z2
(
F (Xkm)
)1
.
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Corollary 3.6. For k ≥ 0 and m ≥ 1 the graphs Sk,m are Stiefel-Whitney test graphs with
χ(Sk,m) = k + 2.
Proof. Since the boundary of the (k+1)-dimensional cross polytope is the barycentric subdi-
vision of a free Z2-cell complex with two cells in each dimension from 0 to k, Proposition 3.4
implies χ(K2 ×Z2 F (X
k
m)
1) ≤ n + 2. We have already seen that the rest is a consequence
of (2). 
Remark 3.7. One might ask if for example it would have been enough to know the connec-
tivity of Hom(K2, Sk,m) to establish χ(Sk,m) ≥ k + 2. Indeed, for m ≥ 1 this is sufficient,
since in this case a Theorem of Csorba (here Theorem 6.10, see the remark there) applies
and yields |Hom(K2, Sk,m)| ≃Z2 S
k.
3.2 Twisted toroidal graphs
In this section we let P be a (Z2 ×Z2)-triangulation of a 1-sphere, and consider the case of
repeatedly applying the • ×Z2 P
1 construction. In this case, we have a particularly simple
description of these graphs in mind. We define C2m to be the face poset of a 2m-gon with
vertex set {0, . . . , 2m− 1}, with the antipodal left action given by i 7→ i+m (mod 2m) and
the reflection right action by i 7→ 2m − 1 − i (mod 2m). This yields |C2m| ≈Z2×Z2 S
1
b . In
Theorem 1.6 and Theorem 1.7 we take a quotient of the product of graphs in the context of
the Z2-action on P
1. In the case P = C2m, we will want to consider the graphs of the sort
T ×Z2 C
1
2m (see Figure 1 for the case of T = K2 with the nontrivial Z2-action).
A3 = B0
A2 = B5
A1 = B4
A0 = B3
B3 = A0
B2 = A5
B1 = A4
B0 = A3
B
A
23
4 1
5 0
Figure 1: The graphs K2, C
1
6 , and T1,3 := K2 ×Z2 C
1
6 .
Iterating this construction gives the following family of ‘twisted toroidal’ graphs.
Definition 3.8 (Twisted toroidal graphs). For integers k ≥ 1, m ≥ 2 we define the graph
Tk,m := K2×Z2C
1
2m ×Z2 · · · ×Z2 C
1
2m︸ ︷︷ ︸
k−times
.
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The example in Figure 1 is T1,3. We point out that each Tk,m is a graph without
loops, since K2 has no loops. As was the case with the spherical graphs in the previous
section, Proposition 3.1 gives us the following.
Proposition 3.9. Let T be a graph with a (right) Z2-action and let G be a graph. Assume
that Hom(T ×Z2 C
1
2m, G) 6= Ø. Then for m ≥ 2 we have
htZ2
(
Hom(T ×Z2 C
1
2m, G)
)
+ 1 ≤ htZ2
(
Hom(T,G)
)
.
In particular if Hom(Tk,m, G) 6= Ø for some k ≥ 1 and m ≥ 2, we have
htZ2
(
Hom(Tk,m, G)
)
+ k + 2 ≤ htZ2
(
Hom(K2, G)
)
+ 2 ≤ χ(G).
To show that the Tk,m are indeed Stiefel-Whitney test graphs we have to show that
they have the desired chromatic number. To establish this we will show that under certain
additional assumptions, the construction T 7→ T ×Z2 C
1
2m raises the chromatic number by
exactly one. These additional assumptions will be fulfilled for example when we pass from
Tk,m to Tk+1,m.
Lemma 3.10. Let T be a graph with a right Z2-action and n ≥ 0, m ≥ 3. If there is an
equivariant graph homomorphism
T →Z2 Kn+2,
where the Z2-action on Kn+2 is given by exchanging the vertices 1 and 2, and leaving all
other vertices fixed, then there is an equivariant graph homomorphism
T ×Z2 C
1
2m →Z2 Kn+3
with the Z2-action on Kn+3 as that on Kn+2.
Proof. First note that for any m ≥ 3 we have a (Z2 × Z2)-equivariant homomorphism
C12m → C
1
6 given by 0 7→ 0, i 7→ 1 for 0 < i < m − 1, m − 1 7→ 2, m 7→ 3, j 7→ 4 for
m < j < 2m − 1, and 2m − 1 7→ 5. The looped vertices of KK23 induce a 6-cycle and can
be identified with C16 , and hence we have a (Z2 ×Z2)-homomorphism C
1
2m → K
K2
3 . We also
have a (Z2 × Z2) homomorphism K
K2
3 → K
Kn+2
n+3 given by extending any element of K
K2
3
to i 7→ i + 1 for any vertex i > 2 (this is equivariant since both actions are trivial on these
vertices). Now, assume that n+2 = N and that we have an equivariant coloring T → Kn+2.
This gives us
C12m → K
K2
3 → K
Kn+2
n+3 → K
T
n+3,
a sequence of (Z2 × Z2)-equivariant homomorphisms and hence an equivariant coloring
T ×Z2 C
1
2m →Z2 Kn+3
as desired. 
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Corollary 3.11. For all k ≥ 0 and m ≥ 3 we have χ(Tk,m) ≤ k + 2.
Proof. Induction on k. 
With this machinery in place we can state our main result of this section.
Proposition 3.12. Let k ≥ 0, m ≥ 2. Then Tk,m is a Stiefel-Whitney test graph of
chromatic number k + 2. In particular we have,
htZ2 Hom(Tk,m, G) + k ≤ htZ2 Hom(K2, G) ≤ χ(G)− 2
for every graph G such that Hom(Tk,m, G) 6= Ø.
Proof. We have htZ2 Hom(T0,m, G) = htZ2 Hom(K2, G) ≤ htZ2 Hom(K2,Kχ(G)) = χ(G) − 2
and, again by Proposition 3.9, htZ2 Hom(Tk,m, G) + 1 ≤ htZ2 Hom(Tk−1,m, G) for k > 0 and
Hom(Tk,m, G) 6= Ø. 
The graphs Tk,m also have interesting properties relating their maximum degree and
odd girth.
Proposition 3.13. Let k ≥ 1 andm = 2r+1, r ≥ 1. Then Tk,m has chromatic number k+2,
odd girth m, and every vertex has degree 3k.
Proof. The equality χ(Tk,m) = k + 2 has already been established.
Every vertex of T0,m = K2 has degree 1 and every vertex of C
1
2m has degree 3, it
follows inductively that every vertex of Tk,m has degree 3
k.
Consider a cycle of length less than m in Tk+1,m = Tk,m×Z2 C
1
2m. This is contained in
a subgraph isomorphic to Tk,m × P
1
m−1, where Pm−1 is the face poset of a triangulation of
an interval with m vertices. Since projection yields a graph homomorphism Tk,m×P
1
m−1 →
Tk,m we see that if Tk,m contains no odd cycle of length less than m then neither does
Tk+1,m. Since T0,m contains no odd cycle at all, this proves that the odd girth of Tk,m is at
least m.
The two looped vertices r and r + m of C12m are exchanged by both actions. They
yield a subgraph of T ×Z2 C
1
2m which is Z2-isomorphic to T . Hence for k ≥ 1 the graph Tk,m
contains a copy of the graph T1,m, which contains a cycle of length m (in Figure 1 consider
A0, B1, A2, B3 = A0). Therefore the odd girth of Tk,m is exactly m. 
Remark 3.14. Another way to obtain graphs with large chromatic number and large odd
girth is via the generalized Mycielski construction, see Section 3.4. However, for these graphs
the maximal degree will go to infinity when the odd girth goes to infinity, while the maximal
degree of Tk,m is independent of m. We will make use of this property again in Section 4.2.
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In Proposition 3.2 of the previous section, we saw how homomorphisms from spherical
graphs were related to the coindex of Hom complexes. Here we can obtain a similar inequality
in the context of twisted toroidal graphs.
Proposition 3.15. Let T be a graph with a (right) Z2-action, let G be a graph and m ≥ 2.
If coindZ2
(
Hom(T,G)
)
≥ 1, then
lim
m→∞
coindZ2
(
Hom(T ×Z2 C
1
2m, G)
)
+ 1 ≥ coindZ2
(
Hom(T,G)
)
.
Proof. We suppose k ≥ 0 and assume coindZ2
(
Hom(T,G)
)
≥ k + 1. Since S1b ×Z2 S
k
is a (k + 1)-dimensional free Z2-space, there exists an equivariant map S
1
b ×Z2 S
k →Z2
|Hom(T,G)|. We apply simplicial approximation to this map and obtain, for some m≫ 0,
a Z2-poset P with |P | ≈Z2 S
k, and an equivariant poset map
C2m ×Z2 P →Z2 Hom(T,G),
and hence by adjunction an equivariant poset map
P →Z2 PosetZ2
(
C2m,Hom(T,G)
)
≃Z2 Hom(T ×Z2 C
1
2m, G),
where the last equivalence is an instance of Theorem 1.6. It follows that
coindZ2 |Hom(T ×Z2 C
1
2m, G)| ≥ coindZ2 |P | = k,
and hence the desired inequality. 
Corollary 3.16. If coindZ2
(
Hom(K2, G)
)
≥ k then for sufficiently large m there exists a
graph homomorphism Tk,m → G. 
Remark 3.17. We point out that the odd cycles C2r+1 are also Stiefel-Whitney test graphs
that satisfy the equivariant coloring condition of Lemma 3.10. For the odd cycle C2r+1 on
vertices {1, . . . , 2r + 1}, recall that the involution was given by i 7→ 2− i (mod 2r + 1) and
hence in our coloring we map r + 1 7→ 1 and r + 2 7→ 2. Hence one can take either K2 or
C2r+1 as the ‘base’ graph and apply iterations of the • ×Z2 C
1
2m construction to obtain new
Stiefel-Whitney test graphs (see Figure 2).
Remark 3.18. As was the case with the spherical graphs, one might ask if it would have
been enough to know the connectivity of Hom(K2, Tk,m) to establish χ(Tk,m) ≥ k + 2. But
here this is not so, since if G is a graph with a right Z2-action and m ≥ 5 (so that the left
action on C12m is 5-discontinuous), Theorem 1.7 and Example 6.9 give us
Hom(K2, G×Z2 C
1
2m) ≃Z2 Hom(K2, G)×Z2 Hom(K2, C
1
2m)
≃Z2 Hom(K2, G)×Z2 Hom(1, C
1
2m)
≃Z2 Hom(K2, G)×Z2 S
1
b .
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AC
E
1
2
5 0
A2 = A5
A1 = A4
A2 = A5
A1 = A4
B
D
3
4
C0
C3
= D0
D3
= C0
E3
= B0
B3
= E0
= E3
B0
= D3 = C3
D0
= B3
E0
A3 = A0A3 = A0
A0 = A3 A0 = A3
Figure 2: The graphs C5, C
1
6 , and C5 ×Z2 C
1
6 .
Hence Hom(K2, Tk,m) ≃Z2 Hom(K2, Tk−1,m)×Z2 S
1
b and by induction we get
Hom(K2, Tk,m) ≃ Hom(K2,K2)×Z2 (S
1
b ×Z2 · · · ×Z2 S
1
b)
≈Z2 S
1
b ×Z2 · · · ×Z2 S
1
b︸ ︷︷ ︸
k−times
for k ≥ 1 and m ≥ 5.
Hence these spaces have nontrivial fundamental group (are not 1-connected) for all k.
In fact one can show that coind
(
Hom(K2, Tk,m)
)
= 1 for all k (the space S1b×Z2 · · ·×Z2S
1
b has
the finite-dimensional contractible space Rk as a covering space and hence its fundamental
group does not contain an element of order 2), so that these are examples of so-called
non-tidy Z2-spaces discussed in [15].
3.3 Discussion
We briefly discuss how one can view the spherical graphs and the twisted toroidal graphs as
generalizations of odd cycles in the context of topological lower bounds on chromatic number.
In [17] the second author establishes a connection between the topology of Hom(K2, •) and
Hom(C2r+1, •) complexes. On the one hand, as an easy consequence of his result we know
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that if Hom(K2, G) admits an equivariant map from a circle (e.g., Hom(K2, G) is connected),
then there exists a homomorphism from an odd cycle C2r+1 → G for r sufficiently large (so
that Hom(C2r+1, G) is nonempty). This in turn implies that the chromatic number of G is
at least 3. Babson and Kozlov also showed that odd cycles are test graphs in the sense that
higher connectivity of Hom(C2r+1, G) provides further bounds on χ(G). These facts can be
summarized as follows.
⊲ Connectivity of Hom(K2, G) implies the existence of a homomorphism C2r+1 → G.
More generally, if Hom(K2, G) admits an Z2-equivariant map from a k-sphere, then
for sufficiently large r, Hom(C2r+1, G) admits an Z2-equivariant map from a (k − 1)-
sphere.
⊲ Connectivity of Hom(C2r+1, G) provides the ‘correct’ lower bound on χ(G):
conn
(
Hom(C2r+1, G)
)
≤ htZ2
(
Hom(C2r+1, G)
)
≤ χ(G)− 3 = χ(G)− χ(C2r+1).
The results of our paper generalize this situation in the following way. We construct
a family of graphs Sk,m (the family Tk,m works equally well) with properties that resemble
‘higher dimensional’ analogues of those of the odd cycle. Namely, if Hom(K2, G) admits a
Z2-equivariant map from a k-sphere (e.g., is (k−1)-connected), then there exists a graph ho-
momorphism Sk,m → G for sufficiently large m. Furthermore, the Sk,m have the additional
property that they are test graphs in the sense that higher connectivity of Hom(Sk,m, G)
provide the best possible bounds on χ(G).
⊲ k-connectivity of Hom(K2, G) implies the existence of a homomorphism Sk,m → G,
and more generally if Hom(K2, G) admits an Z2-equivariant map from a j-sphere, then
for sufficiently large m, Hom(Sk,m, G) admits an Z2-equivariant map from a (j − k)-
sphere.
⊲ Connectivity of Hom(Sk,m, G) provides the ‘correct’ lower bound on χ(G):
conn
(
Hom(Sk,m, G)
)
≤ htZ2
(
Hom(Sk,m, G)
)
≤ χ(G) − (k + 2) = χ(G)− χ(Sk,m).
In this sense a general pattern emerges: the k-connectivity of the original Lova´sz
Hom(K2, G) complexes implies the existence of homomorphisms from certain ‘k-dimensional’
graphs into G, which in turn imply stronger lower bounds on the chromatic number of G
in terms of their connectivity. In addition, as with odd cycles, the family of graphs Sk,r
are Stiefel-Whitney test graphs which ‘sit below’ the original bound obtained by K2 in the
sense that
htZ2
(
Hom(Sk,r, G)
)
+ k ≤ htZ2
(
Hom(K2, G)
)
≤ χ(G)− 2.
Hence the topological bounds obtained from height of the Hom(Sk,r, •) (or similarly
the Hom(Tk,m, •)) complexes are no better than the original bounds obtained by Lova´sz.
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3.4 Generalized Mycielski Graphs
As a further application of our general methods, we show that test graphs can be obtained
via the generalized Mycielski-construction introduced in [20].
Definition 3.19 (Generalized Mycielski construction). For m ≥ 0 let P ′m be a path of
length m with a loop added at one end,
V (P ′m) = {0, 1, . . . ,m},
E(P ′m) = {(n,m) : |n−m| = 1} ∪ {(0, 0)}.
For m ≥ 1 and G a graph we define the graph
MmG := (P
′
m ×G)/({m} × V (G)).
Proposition 3.20. Let G be a graph and m ≥ 1. Then χ(MmG) ≤ χ(G) + 1.
Proof. The graph obtained from MmG by removing the vertex {m} × V (G) is isomorphic
to P ′m−1 ×G and hence admits a graph homomorphism to G. 
In [6] Csorba showed that Hom(K2,MmG) is homotopy equivalent to ΣHom(K2, G),
the suspension of Hom(K2, G) (in fact Csorba worked with the neighborhood complex
of G, but this is known to be homotopy equivalent to Hom(K2, G)). It follows that
Hom(K2,M
k
mK2) ≃ Σ
k Hom(K2,K2) ≈ Σ
k
S
0 ≈ Sk and therefore χ(MkmK2) = k + 2.
Hence we have examples of graphs with an arbitrarily large gap between the chromatic
number and the odd girth, since the odd girth of MkmK2 equals 2m+ 1, independent of k.
In [10] the authors mention the desirability of a Z2-version of this result, and in [19] it
was shown that Hom(K2,MmG) ≃Z2 ΣHom(K2, G). To show that the construction in fact
yields test graphs, we will also have to understand the actions on Hom(K2,MmG) induced
by actions on G. On the other hand, to obtain our result we only need an equivariant map
to Hom(K2,MmG), and do not need to establish that it is a homotopy equivalence. For our
purposes, the following is sufficient.
Proposition 3.21. Let G be a graph with at least one edge and m ≥ 1. There is an
equivariant map Σ|Hom(K2, G)| →Z2 |Hom(K2,MmG)| which is natural with respect to
automorphisms of G.
Proof. For a Z2-space X we identify its suspension ΣX with the space
([−(m+ 1),m+ 1]×X)
/
({−(m+ 1)} ×X, {m+ 1} ×X) ,
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a Z2-space with action τ [(r, x)] = [(−r, τx)]. It is easily seen that |Hom(K2, P
′
m)| is homeo-
morphic to an interval. Indeed, there is a homeomorphism
h : [−m,m]→Z2 |Hom(K2, P
′
m)|
satisfying, for integers n with −m ≤ n ≤ m,
h(n) =


(0, 0), n = 0,
(2s+ 1, 2s), n = 2s+ 1 > 0,
(2s− 1, 2s), n = 2s > 0,
(2s, 2s+ 1), n = −(2s+ 1) < 0,
(2s, 2s− 1), n = −2s < 0,
where we write graph homomorphisms K2 → G as pairs of vertices of G. This yields a map
f : [−m,m]× |Hom(K2, G)| → |Hom(K2, P
′
m)| × |Hom(K2, G)| → |Hom(K2, P
′
m ×G)|
→ |Hom(K2,MmG)|.
The second map in this composition is induced by (α, β) 7→ (v 7→ α(v)×β(v)), compare the
beginning of the proof of Lemma 5.11.
We let (A,B) denote an element of Hom(K2, G), where A,B ⊂ V (G). The restriction
f
(
(−1)mm, •
)
maps (A,B) ∈ Hom(K2, G) to(
{(m− 1, a) : a ∈ A} , ∗
)
∈ Hom(K2,MmG),
where we identify a vertex (n, v) ∈ V (P ′m×G) with its unique image in MmG if n < m and
denote the vertex of MmG which is the equivalence class {m} × V (G) by ∗. Since each of
these elements of Hom(K2,MmG) is less than or equal to(
{(m− 1, a) : there is u s.t. (a, u) ∈ E(G)} , ∗
)
∈ Hom(K2,MmG),
the map f
(
(−1)mm, •
)
extends from Hom(K2, G) to a cone over Hom(K2, G). Consequently,
the map f extends to a Z2-map Σ|Hom(K2, G)| → |Hom(K2,MmG)|. This construction is
natural with respect to automorphisms of G. 
Corollary 3.22. Let G be a graph with at least one edge. Then
coindHom(K2,MmG) ≥ coindHom(K2, G) + 1
for all m ≥ 1. 
Corollary 3.23. Let m ≥ 1 and k ≥ 0. There is a (Z2×Z2)-map S
k
b → |Hom(K2,M
k
mK2)|.
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Proof. We note that Sk+1b ≈Z2×Z2 Σ S
k
b , where the left action on S
k
b is extended to Σ S
k
b
by also changing the sign of the suspension parameter as in Proposition 3.21, while the
right action is extended by keeping the suspension parameter fixed, i.e. using the functo-
riality of the suspension. The result now follows from Proposition 3.21 by induction, since
Hom(K2,K2) ≈Z2×Z2 S
0
b . 
This corollary is sufficient to apply [17, Thm. 4.6] together with Proposition 3.20 to
obtain that the graphs MkmK2 are test graphs. However, we repeat the argument here for
the reader’s convenience.
Theorem 3.24. For m ≥ 1 and k ≥ 0, the graph MkmK2 is a Stiefel-Whitney test graph
with χ(MkmK2) = k + 2
Proof. The inequality χ(MkmK2) ≤ k + 2 follows by induction from Proposition 3.20. For
any graph G, we have maps
S
k
b ×Z2 |Hom(M
k
mK2, G)| →Z2 |Hom(K2,M
k
mK2)| ×Z2 |Hom(M
k
mK2, G)|
→Z2 |Hom(K2, G)|.
The first map we obtain from Corollary 3.23, the second by composition of multihomomor-
phisms. So whenever Hom(MkmK2, G) 6= Ø, from Proposition 1.4 we have
htZ2
(
Hom(MkmK2, G)
)
+ k + 2 ≤ htZ2
(
S
k
b ×Z2 |Hom(M
k
mK2, G)|
)
+ 2
≤ htZ2
(
Hom(K2, G)
)
+ 2 ≤ χ(G).
Setting G = Kχ(MkmK2), we obtain k + 2 ≤ χ(M
k
mK2). 
4 Further applications
In this section we discuss other applications of the structural results and constructions from
above. The spherical graphs lead us to a notion of generalized homomorphism duality,
while the twisted toroidal graphs have an application to a conjecture of Lova´sz. We use
Theorem 1.6 to give graph-theoretical interpretations of some topological invariants (Z2-
index and coindex) of Hom complexes. Finally, we use Theorem 1.7 to obtain the result
regarding Sn-universality for Hom complexes mentioned above.
4.1 Homomorphism duality
Duality in homomorphisms of graphs and other relational structures has been extensively
studied in the work of Nesˇetrˇil and his coauthors (see for instance [16]). The basic idea is to
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identify a family F of obstructions to the existence of a homomorphism into a given graph
G. For us the exemplary example is the collection of all odd cycles Codd, a family which
provides obstructions to homomorphisms to the edge K2 (2-colorings). For a collection C
of graphs we let hom(C, H) denote the set of graph homomorphisms {f : G → H,G ∈ C}.
This duality can then be expressed as:
hom(Codd, G) 6= Ø⇔ hom(G,K2) = Ø.
The primary focus in [16] is the study of finite dualities (where the family F is required
to be a finite set). Although an infinite set, Codd represents a particularly nice family in that
there exist homomorphisms C2r+3 → C2r+1 which form a linear direct system:
· · · → C2r+3 → C2r+1 → · · · → C5 → C3.
A naive hope would be to search for a similar direct system Fk (for k > 1) which
provided obstructions to homomorphisms into larger complete graphs:
hom(Fk, G) 6= Ø⇔ hom(G,Kk+1) = Ø.
Although we do not see any obvious reason why such a family could not exist, it does
seem like a lot to hope for as it would for instance imply the long-standing conjecture of
Hedetniemi which states that the chromatic number of the (categorical) product G ×H is
equal to the minimum of the chromatic numbers of G and H .
Here we modify the ‘classical’ duality picture and consider the space Hom(K2, G) of
homomorphisms. This leads us to a connection between homomorphism duality and the
(equivariant) topology of Hom complexes. We have seen that the topological complexity
of Hom(K2, G) provides a lower bound on chromatic number (and hence an obstruction to
homomorphisms to complete graphs). We then search for a family Sk of graphs which have
the property that
hom(Sk, G) 6= Ø⇔ Hom(K2, G) has ‘complexity k’.
Our construction of the spherical graphs Sk,m in Section 3.1 (see Definition 3.5) pro-
vides us with a candidate for such a family. Recall that these graphs were defined as
Sk,m := K2 × Z2
(
F (Xkm)
)1
, where Xkm denotes the mth barycentric subdivision of the
boundary of the regular k + 1-dimensional cross polytope, and F (Xkm) its face poset. We
have a map of posets F (Xkm+1)→ F (X
k
m) which, for each k, gives a direct system of graphs
· · · → Sk,m+1 → Sk,m → · · · → Sk,0.
We use Sk :=
(
Sk,m
)
m≥0
to denote this direct system of graphs. Our result regarding
generalized duality is then the following.
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Proposition 4.1. For any graph G we have
hom(Sk, G) 6= Ø⇔ coindZ2
(
Hom(K2, G)
)
≥ k.
Proof. We apply Proposition 3.2 with T = K2. For some k ≥ 0, we have hom(Sk, G) 6= Ø if
and only if there exists a graph homomorphism Sk,m → G for some m. By Proposition 3.2
this is the case exactly when we have coindZ2
(
Hom(K2, G)
)
≥ k. The result follows. 
4.2 A conjecture of Lova´sz
We next see how the twisted toroidal graphs from Section 3.2 (see Definition 3.8) lead us to
a proof of a weakened version of the following conjecture, attributed to Lova´sz.
Conjecture 4.2. Let G be a graph with no loops and at least one edge. If Hom(T,G) is
empty or k-connected for all graphs T of maximum degree ≤ d, then χ(G) ≥ k + d+ 2.
In [4] Brightwell and Winkler have managed to prove a weaker version of this conjec-
ture for the case k = 0.
Theorem 4.3 (Brightwell and Winkler). If Hom(T,G) is empty or connected for all graphs
T of maximum degree ≤ d then χ(G) ≥ d2 + 2.
We note that the d = 2 case of Conjecture 4.2 follows from what we already know. If
Hom(K2, G) is k-connected, then Hom(C2r+1, G) is nonempty for some r. Hence the space
Hom(C2r+1, G) is k-connected by assumption, and so χ(G) ≥ k + 4 = k + d + 2 by the
Babson-Kozlov result. We can apply this same simple argument with the graphs Tk,m to
get the following (weakened) version of the original conjecture.
Proposition 4.4. Suppose G is a graph with no loops and at least one edge. If Hom(T,G)
is empty or k-connected for every graph T with maximum degree ≤ d, then
χ(G) ≥ min{k + 1, ⌊log3 d⌋}+ k + 3.
In particular, if d = 3k+1, we have χ(G) ≥ 2k + 4.
Proof. Since G has at least one edge, we have that Hom(K2, G) is nonempty and hence by
assumption is k-connected. So then we have coindZ2 Hom(K2, G) ≥ k + 1, and hence by
Corollary 3.16 we have a graph homomorphism Tj,m → G for some m, for all j ≤ k + 1.
From Proposition 3.13 we have that Tj,m has maximum degree dj = 3
j . We take j =
min{k+1, ⌊log3 d⌋}, and by assumption we get that Hom(Tj,m, G) is k-connected. Since the
Tj,m are Stiefel-Whitney test graphs (and hence homotopy test graphs) this implies that
χ(G) ≥ χ(Tj,m) + k + 1 = j + 2 + k + 1 = min{k + 1, ⌊log3 d⌋}+ k + 3.
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In the case d = 3k+1 we take j = k + 1 and get χ(G) ≥ 2k + 4. 
Remark 4.5. We note that in the case of T1,m we have subgraphs of smaller degree (namely
the odd cycles) which suffice to provide the desired topological bounds on chromatic number.
It would be interesting to find similar subgraphs of Tk,m for larger k.
4.3 Index and coindex of Hom complexes
In Proposition 3.2 we saw that homomorphisms from the spherical graphs gave a graph-
theoretic interpretation of the coindex of Hom complexes. In fact we can use Theorem 1.6
to give a graph-theoretical interpretation of the space of all Z2-maps from a k-sphere (with
the antipodal action) into the complex Hom(K2, G). Recall that Sk,m are the spherical
graphs defined in Definition 3.5.
Proposition 4.6. Let T be a graph with a right Z2-action. Then we have
colim
m
Hom(Sk,m, G) ≃Z2 MapZ2
(
S
k
b ,Hom(K2, G)
)
,
where the direct system that defines the colimit is described in the proof.
Proof. The proof runs along the lines of Proposition 3.2, and so we provide only a sketch
here. A similar statement for the case k = 1 was proved in [17] and a non-equivariant version
was established in [8].
We apply Theorem 1.6, with the spherical graphs Sk,m := K2×Z2
(
F (Xkm)
)1
in place
of T ×Z2 P
1. To complete the proof we need to describe the direct system involved in the
colimit. For a fixed k we have a natural poset map F (Xkm+1) → F (X
k
m) which induces a
graph homomorphism Sk,m+1 → Sk,m. This homomorphism respects each of the Z2-actions,
and gives us our desired direct system. Since any Z2-map from a k-sphere into Hom(T,G)
can be approximated up to homotopy as a map from Xkm for m sufficiently large, the result
follows. 
In addition, we can use the observation from Remark 5.5 along with the fact that
Hom(K2,Kn) is a sphere (see [2]) to give the following interpretation of the index of the
free Z2-space Hom(T,G). For a graph G let BG be the graph whose vertices are cliques
of looped vertices of G and in which two cliques are neighbors if one of them contains the
other; Bi+1G can be thought of as the looped 1-skeleton of the ith barycentric subdivision
of the order complex of Hom(1, G). We then get the following.
Proposition 4.7. Let T be a graph with an involution that flips an edge. Then the index
of Hom(T,G) is the minimum of the chromatic numbers of Bi(GT )×Z2 K2, i ≥ 0.
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Proof. We make the appropriate substitutions in Remark 5.5 to obtain
PosetZ2
(
Hom(1, GT ),Hom(K2,Kn)
)
≃ Hom
(
S(GT )×Z2 K2,Kn
)
. (3)
Hence, given a Z2-equivariant map
|Hom(1, GT )| ≃Z2 |Hom(T,G)| →Z2 S
n ≃ |Hom(K2,Kn)|,
we use simplicial approximation to obtain an equivariant map
Chaini
(
Hom(1, GT )
)
→Z2 Hom(K2,Kn).
But we have Hom(1, Bi(GT )) = Chaini
(
Hom(1, GT )
)
, so that
Hom(1, Bi(GT ))→Z2 Hom(K2,Kn).
Applying (3) provides us with a coloring Bi(GT )→ Kn.
On the other hand if we have a coloring Bi(GT )×Z2 K2 → Kn, then (3) gives us an
equivariant map
Chaini
(
Hom(1, GT )
)
= Hom(1, Bi(GT ))→Z2 Hom(K2,Kn) ≃Z2 S
n,
and hence an equivariant map |Hom(T,G)| →Z2 S
n. 
5 Proofs
In this section we provide the complete proofs of Theorem 1.6 and Theorem 1.7, out main
structural results mentioned in the first section of the paper.
5.1 Proofs of Theorem 1.6 and related lemmas
We begin with Theorem 1.6. For this we first establish certain auxiliary results which are
used in the proof of the theorem at the end of the section. We need the following construction.
Definition 5.1. Let Γ be a group and suppose G and H are graphs with left Γ-actions.
The poset Hom(G,H) then has a left Γ-action given by
(γ · α)(g) = γ ·
(
α(γ−1 · g)
)
,
for α ∈ Hom(G,H) and γ ∈ Γ. Define HomΓ(G,H) to be the subposet of Hom(G,H) given
by the fixed point set of this action.
We note that the equivariant graph homomorphisms f : G→Γ H are (in general only
some of the) atoms of HomΓ(G,H).
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Lemma 5.2. Let T , G, and H be graphs and suppose Γ is a group acting from the right
on T , on the left on H, and hence on the right on T ×H by (t, h) · γ = (tγ−1, γh). Then
the poset Hom(T ×ΓH,G) can be included in HomΓ(H,G
T ) so that Hom(T ×ΓH,G) is the
image of a closure map on HomΓ(H,G
T ). In particular, we have the inclusion of a strong
deformation retract of posets
Hom(T ×Γ H,G)


≃
// HomΓ(H,G
T ).
Proof. We recall the proof of Hom(T × H,G) → Hom(H,GT ) from [7]. Define a map of
posets ϕ : Hom(T ×H,G)→ Hom(H,GT ) by
ϕ(α)(h) = {f : V (T )→ V (G) : f(t) ∈ α(t, h), ∀t ∈ T },
for α ∈ Hom(T ×H,G) and h ∈ H .
We next construct a map of posets ψ : Hom(H,GT )→ Hom(T ×H,G) according to
ψ(β)(t, h) = {f(t) : f ∈ β(h)},
for β ∈ Hom(H,GT ), and (t, h) ∈ T×H . In [7] it is shown that φ and ψ are both well-defined
and that ψ ◦ ϕ = id and ϕ ◦ ψ ≥ id. Hence the map ψ induces a homotopy equivalence.
Next we note that Γ acts onGT and hence we have an action on the poset Hom(H,GT )
as described in Definition 5.1, where HomΓ(H,G
T ) is the fixed point poset. Also, Γ acts
on T × H and hence on Hom(T × H,G) according to (γ · α)(t, h) = α((t, h) · γ). We
let HomΓ(T ×H,G) denote the subposet consisting of the fixed points of this action. The
construction of ϕ and ψ are both natural with respect to the automorphisms of T andH , and
hence are equivariant with respect to the Γ actions on the posets. Hence the restriction of ϕ
induces a homotopy equivalence on the fixed point sets HomΓ(T ×H,G)→ HomΓ(H,G
T ).
Finally we claim that HomΓ(T×H,G) ∼= Hom(T×ΓH,G) (an isomorphism of posets),
which would complete the proof. For this note that the quotient map p : T × H → (T ×
H)/Γ = T×ΓH induces an injective poset map p
G : Hom(T×ΓH,G)→ Hom(T×H,G). The
image im(pG) is contained in the subposet HomΓ(T ×H,G) since if α ∈ Hom(T ×Γ H,G)
we have
(
γ · (pG(α))
)
(t, h) = pG(α)
(
(t, h) · γ)
)
= pG(α)(t · γ−1, γ · h) = pG(α)(t, h). To
show that pG is surjective onto HomΓ(T × H,G) suppose α ∈ HomΓ(T × H,G) and let
α˜([(t, h)]) := α(t, h). This is well-defined, since if [(t, h)] = [(t′, h′)] then there is a γ ∈ Γ
such that (t, h) · γ = (t′, h′) and therefore α(t′, h′) = (γ · α)(t, h) = α(t, h), the latter
equality since α is in the fixed point set. Also α˜ is an element of Hom(T ×Γ H,G), since if
[(t, h)] ∼ [(t′, h′)] we have by definition of a quotient graph (t, h) · γ ∼ (t′, h′) · γ′ for some
γ, γ′ ∈ Γ. It follows that α˜([t, h]) × α˜([t′, h′]) = α((t, h) · γ)× α((t′, h′) · γ′) ⊂ E(G), and α˜
is a multihomomorphism with pG(α˜) = α. 
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Proposition 5.3. Suppose G is a graph with a left Γ-action and P is a poset with a left
Γ-action, for some group Γ. Then there is a closure map on the level of posets that induces
a homotopy equivalence
HomΓ
(
P 1, G
)
≃ PosetΓ
(
P,Hom(1, G)
)
.
Proof. We first note that Γ acts on Poset
(
P,Hom(1, G)
)
according to (γ ·f)(x)(1) =
{
γ ·y :
y ∈ (f(γ−1 · x))(1)
}
. The poset PosetΓ
(
P,Hom(1, G)
)
is the subposet corresponding to
the fixed point set of this action. As in the proof of Lemma 5.2, Γ acts on Hom
(
P 1, G
)
according to (γ · α)(x) =
{
γ · y : y ∈ α(γ−1 · x)
}
for γ ∈ Γ, α ∈ Hom
(
P 1, G
)
, and x ∈ P 1.
By definition (see Definition 5.1) HomΓ
(
P 1, G
)
is the fixed point set.
We define a map of posets ϕ : Hom
(
P 1, G
)
→ Poset
(
P,Hom(1, G)
)
, according to
ϕ(α)(x)(1) =
⋃
y≤x, y an atom
α(y),
for x ∈ P , α ∈ Hom
(
P 1, G
)
, and x ∈ P .
To check that ϕ(α)(x) ∈ Hom(1, G) let z ∈ α(y) and z′ ∈ α(y′) where y, y′ ≤ x are
atoms. Then y ∼ y′ in P 1 and hence z ∼ z′ in G as desired. We see that ϕ(α) is a poset map
since if x ≤ x′ in P , then y ≤ x′ for every atom y with y ≤ x, and hence ϕ(α)(x) ≤ ϕ(α)(x′).
To see that ϕ itself is a poset map we suppose α ≤ α′ in Hom
(
P 1, G
)
. Since α ≤ α′, we
have α(y) ⊂ α′(y) for any y ∈ P 1. Hence we have
ϕ(α)(x) =
⋃
y≤x
α(y) ⊂
⋃
y≤x
α′(y) = ϕ(α′)(x),
and we conclude ϕ(α) ≤ ϕ(α′).
Next we define a map ψ : Poset
(
P,Hom(1, G)
)
→ Hom(P 1, G) according to ψ(f)(x) =
f(x)(1), for f ∈ Poset
(
P,Hom(1, G
)
and x ∈ P 1. It is clear that ψ ◦ ϕ = id, and also
ϕ ◦ ψ ≤ id since
ϕ ◦ ψ(f)(x)(1) =
⋃
y≤x, y an atom
ψ(f)(y) =
⋃
y≤x, y an atom
f(y)(1),
and f(y)(1) ⊂ f(x)(1) for all y ≤ x.
The maps ϕ and ψ are natural with respect to automorphisms of P and G, and hence
are equivariant with respect to the Γ actions described above. The restriction of ϕ provides
the desired homotopy equivalence. 
Lemma 5.4. Suppose Q is a poset, and c : Q→ Q is a closure map (say with c(q) ≥ q for
all q ∈ Q). Then given a poset P , the induced maps c∗ : Poset(P,Q) → Poset(P,Q) and
c∗ : Poset(Q,P )→ Poset(Q,P ) are both closure maps.
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Proof. For the first case, suppose φ ∈ Poset(P,Q). Then we have c∗(φ)(p) = c(φ(p)) ≥ φ(p)
since c is a closure map. Hence c∗(φ) ≥ φ.
For the other case, suppose ψ ∈ Poset(Q,P ). Then we have c∗(ψ)(q) = ψ(c(q)) ≥ ψ(q)
since ψ is a poset map and c(q) ≥ q. Hence c∗(ψ) ≥ ψ. 
We can now string together these results to provide the proof of Theorem 1.6.
Proof of Theorem 1.6. For Γ, P , and T and G as above we have homotopy equivalences:
Hom(T ×Γ P
1, G) ≃ HomΓ(P
1, GT ) (by Lemma 5.2)
≃ PosetΓ(P,Hom(1, G
T )) (by Proposition 5.3)
≃ PosetΓ(P,Hom(T,G)) (by Lemma 5.4).

Theorem 1.6 shows that the functor T ×Γ (•)
1 from the category of posets to graphs
provides an ‘approximate’ left adjoint to the functor Hom(T, •). See the last section of the
paper for further discussion regarding the categorical context of this statement.
Remark 5.5. If we have P := Hom(1, BA) for graphs A and B, we see that P is the face poset
of the clique complex (on the looped vertices) of the graph BA. In this case P 1 = S(BA),
where S is the functor that takes the induced subgraph on looped vertices. From [7] we have
Hom(1, BA) ≃ Hom(A,B) and we obtain:
PosetΓ
(
Hom(A,B),Hom(T,G)
)
≃ PosetΓ
(
Hom(1, BA),Hom(T,G)
)
(by Lemma 5.4)
≃ Hom
(
(Hom(1, BA))1 ×Γ T,G
)
(by Theorem 1.6)
= Hom
(
S(BA)×Γ T,G
)
.
5.2 Proofs of Theorem 1.7 and related lemmas
We next turn to the proof of Theorem 1.7. Once again this amounts to establishing some
auxiliary results which we combine in the proof at the end of the section. We begin by estab-
lishing conditions on a group action on a poset which guarantees that realization commutes
with taking quotients. The following definition is taken from [1].
Definition 5.6. Suppose a group Γ acts freely on a poset P . We call the action strongly
regular if for all u, v,m ∈ P and γ ∈ Γ such that u, v ≤ m and γ · u = v we have γ = e.
The definition given in [1] (property SRP) also applies to non-free actions, although
this requires a slightly different formulation. In addition, the authors of [1] consider the
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more general situation of group actions on small categories. We are only interested in the
special case of free actions on posets, and for the reader’s convenience provide a proof of the
following lemma.
Lemma 5.7. Let P be a finite poset on which the group Γ acts freely and strongly regularly.
Then the map P → P/Γ induces a homeomorphism |P |/Γ
≈
−→ |P/Γ|.
Proof. We denote the quotient map by π : P → P/Γ. Let p, q ∈ P , p < q. We show that
π(p) < π(q). By definition of P/Γ we have π(p) ≤ π(q). Now if also π(q) ≤ π(p) then
there is γ ∈ Γ such that γ · q ≤ p ≤ q. But since P is finite and multiplication by γ an
isomorphism γ · q ≤ q implies γ · q = q and hence p = q, contradicting p < q. Therefore
π maps each chain in P injectively to P/Γ and the restriction of the map |π| : |P | → |P/Γ|
to each simplex is injective. To show that the map |P |/Γ → |P/Γ| is bijective and hence
(by compactness) a homeomorphism it therefore suffices to show that the preimage of each
k-simplex of |P/Γ| consists of exactly one orbit of k-simplices of |P |. Let π(p0) < π(p1) <
· · · < π(pk) be such a simplex of P . Since the action of Γ on P is strongly regular and free,
there is a unique γk−1 ∈ Γ such that γk−1 · pk−1 < pk. Repeating this argument, we obtain
unique γ0, . . . , γk−1 ∈ Γ such that γ0 · p0 < γ1 · p1 < · · · < γk−1 · pk−1 < pk. The chains
of P which are mapped to {π(p0), π(p1), . . . , π(pk)} are therefore exactly those of the form
{ηγ0 · p0, ηγ1 · p1, . . . , ηγk−1 · pk−1, η · pk} for η ∈ Γ. This concludes the proof. 
Proposition 5.8. Let T , G be graphs and Γ a group acting on G. Let p : G→ G/Γ denote
the projection. Assume that T is finite, connected, has at least one edge, and that a spanning
tree S of T has been chosen. Each edge of T which is not in S defines a cycle in T consisting
of that edge and a simple path in S. Let L be the set of the lengths of these cycles. Assume
that for all v ∈ V (G), γ ∈ Γ and l ∈ L∪{4} such that there is a (not necessarily simple) path
of length l in G from v to γ · v we have γ = e. Then the induced action of Γ on Hom(T,G)
is strongly regular and free, the map of posets pT : Hom(T,G) → Hom(T,G/Γ) is rank
preserving, and the induced map
p¯T : Hom(T,G)/Γ→ Hom(T,G/Γ)
is an isomorphism.
Remark 5.9. We have 1 ∈ L if and only if T has a looped vertex. We never have 2 ∈ L.
Proof. Let α ∈ Hom(T,G), u ∈ V (T ), v ∈ V (G), γ ∈ Γ, and v, γv ∈ α(u). Since there is
an edge incident with u, it follows that there is a path of length 2, and hence also one of
length 4, from v to γv. Thus γ = e, which shows that the map Hom(T,G)→ Hom(T,G/Γ)
is rank preserving and that the action of Γ on Hom(T,G) is strongly regular and free.
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Now let β ∈ Hom(T,G/Γ), u ∈ V (T ), v ∈ V (G), and p(v) ∈ β(u). We will show
that β can be lifted uniquely starting in v, i.e. that there is a unique α ∈ Hom(T,G) with
β = pT (α) and v ∈ α(u). This will immediately imply that p¯T is a bijection.
We first show that there is a β0 ≤ β that lifts uniquely. Choose any β0 ≤ β of rank 0,
i.e. let β0 be a graph homomorphism. By the same argument as in the first paragraph, edges
lift uniquely with the lift of one of the vertices prescribed. By induction, the restriction of β0
to the tree S has a unique lift α0. This is a lift of β0, because if (w,w
′) ∈ E(T )\E(S), then
there must be a γ ∈ Γ such that (α0(w), γ · α0(w
′)) ∈ E(G). But now there is an l ∈ L and
a path w = w1, w2, . . . , wl = w
′ in T , so γ · α0(wl), α0(w1), α0(w2), . . . , α0(wl) is a path of
length l in G and we must have γ = e. Next we show that if some β′ < β has a unique
lift, there is a β′′ with β′ < β′′ ≤ β which also has unique lift. Let α′ be the unique lift
of β′, and w ∈ V (T ), z ∈ β(w)\β′(w). Let n ∈ V (T ) be a neighbor of w and x˜ ∈ α′(n).
Since (p(x˜), z) ∈ E(G/Γ), there is a unique z˜ ∈ p−1[{z}] with (x˜, z˜) ∈ E(G), and any lift
α′′ of β′′ which extends α′ must satisfy α′′(w) = α′(w)∪ {z˜} and agree with α′ on the other
vertices of T . We will show that the function α′′ thus defined is in Hom(T,G). First note
that if w is looped then so is z and hence also z˜, because otherwise there would be a path of
length 1 between different vertices of p−1[{z}]. Now let n′ be a neighbor of w, x˜′ ∈ α′(n′).
Also choose z˜′ ∈ α′(w). Since p(z˜) ∈ β′(w), p(x˜′) ∈ β′(n′), there is a γ ∈ Γ such that
(z˜, γ · x˜′) ∈ E(G). Now x˜′, z˜′, x˜, z˜, γ · x˜′ is a path of length 4 and hence γ = e, which means
that x˜′ is a neighbor of z˜ as required.
Finally, if α ∈ Hom(T,G) and β′ ≤ pT (α), then α
′(w) := α(w) ∩ p−1[β′(w)] defines a
lift of β′ and α′ ≤ α. This shows that the poset map φ is not only a bijection, but in fact
an isomorphism. 
Corollary 5.10. Let T be a finite tree without loops, and suppose G is a graph with a
Z2-action with the property that for all v ∈ G, there is no path of length four from v to γv,
its image under the action. Then the induced action of Z2 on Hom(T,G) is strongly regular
and free, the map of posets pT : Hom(T,G) → Hom(T,G/Z2) is rank preserving, and the
induced map
p¯T : Hom(T,G)/Z2 → Hom(T,G/Z2)
is an isomorphism. 
Lemma 5.11. Let T , G, and H be graphs and suppose Γ is a group acting from the right
on G and from the left on H, and hence on G ×H by γ · (u, v) := (uγ−1, γv). Then there
is a homotopy equivalence of posets
Hom(T,G×H)/Γ ≃ Hom(T,G)×Γ Hom(T,H)
natural with respect to automorphisms of T and Γ-automorphisms of G and H. Also, if the Γ-
action on Hom(T,G×H) is strongly regular and free, then so is the Γ-action on Hom(T,G)×
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Hom(T,H).
Proof. We recall the proof of Hom(T,G × H) ≃ Hom(T,G) × Hom(T,H) from [7]. Let
p1 : G×H → G, p2 : G×H → H denote the projections. Let
ϕ := (p1T , p
2
T ) : Hom(T,G×H)→ Hom(T,G)×Hom(T,H)
and
ρ : Hom(T,G)×Hom(T,H)→ Hom(T,G×H)
(α, β) 7→ (v 7→ α(v) × β(v)).
Then ϕ ◦ ρ = id, ρ ◦ ϕ ≥ id, and since the maps are natural with respect to automorphisms
of the graphs, ϕ induces the desired homotopy equivalence. Also, ρ is injective, and so the
last statement follows. 
Proof of Theorem 1.7. If, for some r, the action on P 1 is r-discontinuous then so is the
diagonal action on T × P 1. Therefore by Proposition 5.8 we have
Hom(G, T ×Γ P
1) ∼= Hom(G, T × P 1)/Γ
and the action on Hom(G, T × P 1) is strongly regular and free. By Lemma 5.11,
Hom(G, T × P 1)/Γ ≃ Hom(G, T )×Γ Hom(G,P
1),
with the quotient on the right hand side obtained from an action that is strongly regular
and free. Consequently we get
|Hom(G, T ×Γ P
1)| ≈ |Hom(G, T × P 1)/Γ|
≃ |Hom(G, T )×Γ Hom(G,P
1)|
≈ |Hom(G, T )| ×Γ |Hom(G,P
1)|,
the last homeomorphism by Lemma 5.7. 
6 Proof of Theorem 1.10 and Sn-universality
In this section we turn to the proof of Theorem 1.10 (restated in its more precise form
as Theorem 6.12), which says that any free Sn space X can be approximated up to Sn-
homotopy type as Hom(Kn, G) for some suitably chosen loopless graph G, where Sn acts on
this complex via Sn ∼= Aut(Kn). The graph G will be constructed by taking the face poset of
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X˜ , a sufficiently large subdivision ofX , and then applying the construction G := Kn×Sn X˜
1.
The result then follows from
Hom(Kn,Kn ×Sn X˜
1) ≃Sn Hom(Kn, X˜
1) ≃Sn Hom(1, X˜
1) ≈ X,
the first homotopy equivalence coming from Theorem 1.7 and the second from Corollary 6.8.
The details are below, but we point out that the Sn-action on Hom(Kn, X˜
1) in this chain
of equivalences will use the actions of Sn on both Kn and X . Seen as an Sn-space via the
Sn ∼= Aut(Kn) action, the complex Hom(Kn, X˜
1) is Sn-homotopy equivalent to X with the
trivial Sn action, as we will see in Corollary 6.8.
Universality results of this kind are also found in [5] and [9]. In [5], Csorba establishes
the case n = 2 of our result: given a simplicial complex X with a free Z2-action, there exists
a graph GX and a (simple) Z2-homotopy equivalence Hom(K2, GX) ≃Z2 X (see also [21]
for an independent proof of this result). Csorba’s construction of GX involves taking the
1-skeleton of the barycentric subdivision of X and adding additional edges between each
vertex v and the neighbors of γv (for γ ∈ Z2 the nonidentity element). One can check that
the resulting graph is isomorphic to the graph K2 ×Z2 (ChainFX)
1, and in Theorem 6.10
we show that this subdivision suffices to establish the n = 2 case of the Theorem.
We begin by establishing Theorem 6.6, which states that for certain graphs T and G
the homotopy type of |Hom(T,G)| does not change if loops are added to all vertices of T .
Since multi-homomorphisms send looped vertices to cliques of looped vertices, we will have
to produce such cliques near given sets of vertices. We start with some notation.
Notation 6.1. For a graph G and M ⊂ V (G) we set
ν(M) := {v ∈ V (G) : (u, v) ∈ E(G) for all u ∈M} .
Remark 6.2. We have νM ⊃ N if and only if (u, v) ∈ E(G) for all u ∈ M and v ∈ N , so
this relation is symmetric in M and N . In particular ν2M = ν(νM) ⊃M , since νM ⊃ νM .
We collect some properties of ν that we will need. Note that in particular it follows
from (ii) below that νM ∩ ν2M is a clique of looped vertices.
Lemma 6.3. Let G be a graph and M,N ⊂ V (G).
(i) If νM ⊃M then M ⊂ νM ∩ ν2M .
(ii) If N ⊂M ⊂ V (G) then ν(νM ∩ ν2M) ⊃ νN ∩ ν2N .
(iii) If M ⊂ νN then ν(νM ∩ ν2M) ⊃ νN ∩ ν2N .
(iv) If νM ⊃ N then ν(νM ∩ ν2M) ⊃ N .
33
Proof.
(i) This follows since M ⊂ ν2M .
(ii) ν(νM ∩ ν2M) ⊃ ν2M ⊃ ν2N ⊃ νN ∩ ν2N .
(iii) ν(νM ∩ ν2M) ⊃ ν3M = νM ⊃ ν2N ⊃ νN ∩ ν2N .
(iv) ν(νM ∩ ν2M) ⊃ ν3M = νM ⊃ N . 
Definition 6.4. We call a graph G fine if for every M ⊂ V (G) with M, νM 6= Ø we have
νM ∩ ν2M 6= Ø.
The following key idea is from [21, Section 7].
Proposition 6.5. Let P be the proper part of a finite lattice and G = Chain(P )1 its com-
parability graph. Then G is fine.
Proof. Let M be a non-empty subset of P , regarded as a set of vertices of G. Induction on
the cardinality of M shows that there are k ≥ 0 and a1 ≤ b1 ≤ a2 ≤ b2 ≤ · · · ≤ ak ≤ bk,
allowing a1 = 0ˆ and bk = 1ˆ, such that νM = ([a1, b1] ∪ · · · ∪ [ak, bk])\
{
0ˆ, 1ˆ
}
. It follows that
{a1, b1, . . . , ak, bk} \
{
0ˆ, 1ˆ
}
⊂ νM ∩ ν2M . 
Theorem 6.6. Let G be a fine graph and T a graph without isolated vertices. Denote by T ◦
the reflexive graph obtained from T by adding loops to all vertices. Then the inclusion map
i : Hom(T ◦, G)→ Hom(T,G)
induced by the inclusion map T → T ◦ induces a homotopy equivalence of spaces with the
homotopy inverse and the homotopies natural in T and with respect to automorphisms of G.
Proof. We define
j : Chain
(
Hom(T,G)
)
→ Hom(T ◦, G)
(M ru)
0≤r≤k
u∈V (T ) 7→
(
k⋃
r=0
(νM ru ∩ ν
2M ru)
)
u∈V (T ).
To clarify the notation, for example the left hand side represents the chain {f0, . . . , fk} with
fr(u) = M
r
u, and we assume f0 ≤ · · · ≤ fk. We have to check that the image of j is actually
in Hom(T ◦, G). Since G is fine, we have νM ru ∩ ν
2M ru 6= Ø for all u and r. Furthermore,
ν(νM ru ∩ ν
2M ru) ⊃ νM
s
v ∩ ν
2M sv for all 0 ≤ r, s ≤ k and (u, v) ∈ E(T
◦). For (u, v) ∈ E(T )
this follows from 6.3(iii), for u = v it follows from 6.3(ii).
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We have
(
j ◦ Chain(i)
) (
(M ru)
0≤r≤k
u∈V (T )
)
≥ (νMku ∩ ν
2Mku )u ≥ (M
k
u )u by 6.3(i), so
|j| ◦ |i| ≃ id|Hom(T◦,Gp)|.
To examine i ◦ j, we define an auxiliary map
h : Chain
(
Hom(T,G)
)
→ Hom(T,G),
(M ru)
0≤r≤k
u∈V (T ) 7→
(
Mku ∪
k⋃
r=0
(νM ru ∩ ν
2M ru)
)
u∈V (T )
.
We have to check Mku ⊂ ν(νM
r
v ∩ ν
2M rv ) for (u, v) ∈ E(T ). This follows from 6.3(iv). Since
i ◦ j ≤ h and h
(
(M ru)
0≤r≤k
u∈V (T )
)
≥ (Mku )u, we have |i| ◦ |j| ≃ id|Hom(T,GP )|.
All maps have been natural in T and with respect to automorphisms of G. 
For the following, recall that a (finite) reflexive graph H is called dismantlable if
there exists an ordering of the vertices v1, . . . , vn such that for all i < n we have NHi(vi) ⊂
NHi(vi+1), where Hi is the subgraph of H induced on the vertices {vi, vi+1, . . . , vn}. In [7] it
is shown that if H is dismantlable then for any graph G the homomorphism H → 1 induces
a homotopy equivalence Hom(1, G) → Hom(H,G), with homotopy inverse induced by the
graph homomorphism which sends 1 to vn.
Corollary 6.7. Let G be a fine graph and T a graph without isolated vertices such that T ◦
is dismantlable. Then the map
Hom(1, G)→ Hom(T,G)
induced by the graph homomorphism T → 1 induces a homotopy equivalence of spaces with
the homotopy inverse and the homotopies natural with respect to automorphisms of G.
Proof. The map T → 1 factorizes as T → T ◦ → 1. Hence this follows from Theorem 6.6
and the result from [7] mentioned above. 
Corollary 6.8. Let G be a fine graph and n ≥ 2. Then the map
Hom(1, G)→ Hom(Kn, G)
induced by the graph homomorphism Kn → 1 induces a homotopy equivalence of Sn-spaces,
where the action on Hom(1, G) is trivial, with the homotopy inverse and the homotopies
natural with respect to automorphisms of G.
Proof. The map Kn → 1 factorizes as Kn → K
◦
n → 1. The constant homomorphism
c : Kn → 1 and the multi-homomorphism t ∈ Hom(1,Kn), t(∗) = V (Kn), satisfy c ◦ t =
id ∈ Hom(1,1) and t ◦ c ≥ id ∈ Hom(Kn,Kn). 
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Figure 3: Retracting |Hom(K2, C
1
2m)| onto |Hom(1, C
1
2m)|.
Example 6.9. For m > 2 the graph C12m is fine. This is easily checked directly but also
follows from Proposition 6.5 applied to the face poset of an m-gon. Hence Corollary 6.8 can
be applied. Figure 6.9 shows Hom(K2, C
1
2m) and in bold the subposet which is the image of
Hom(1, C12m). The two rows in the labels on the vertices correspond to the images of the
two vertices of K2.
With these preliminary results in place we now turn to the universality theorems.
The first one is a reformulation of a result by Csorba [5] in our language.
Theorem 6.10. Let X be a finite simplicial complex with a free Z2-action. Then G :=
K2 ×Z2 Chain(FX)
1 is a loopless graph for which |Hom(K2, G)| ≃Z2 |X |.
Remark 6.11. We note that the vertices of G correspond to vertices of the barycentric
subdivision of X . The neighborhood in G of such a vertex is composed of the vertex of the
barycentric subdivision to which it is mapped under the Z2-action, along with its neighbors
there. With this direct description of the construction, the theorem is proved in [5].
We postpone the proof of Theorem 6.10, and first establish the following new result
with Kn in the place of K2. This is the main result of this section.
Theorem 6.12. [restatement of Theorem 1.10] Let X be a finite simplicial complex with
a free Sn-action, n ≥ 2. Then G := Kn ×Sn Chain
3(FX)1 is a loopless graph for which
|Hom(Kn, G)| ≃Sn |X |.
We will need the following lemma. Recall that the concept of d-discontinuity is defined
in Definition 2.4.
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Lemma 6.13. Let P be a poset with a free action of a finite group Γ, and let k ≥ 0. Then
the induced Γ-action on (Chaink(P ))1 is 2k-discontinuous.
Proof. The proof is by induction on k. If the action is free on P then it is also free on P 1,
and is therefore is 1-discontinuous.
Note that for a poset P , the graph Chain(P )1 can be regarded as the comparability
graph of P . Let p ∈ P and γ ∈ Γ. If γp ≤ p then since Γ is finite it follows that γp = p.
Hence if the action on P is free, we see that the action on Chain(P )1 is 2-discontinuous.
Next we show that if the action on Chaink(P )1 is d-discontinuous for k ≥ 1 then the
action on Chaink+1(P )1 is 2d-discontinuous. Let c0, c1, . . . , cr be a finite sequence of chains
in Chaink−1(P ), which represents a path in Chaink+1(P )1 from c0 to cr = γc0 with γ 6= e,
and is of minimal length among such paths. If c0 ≥ c1 then for any p ∈ c1 we have γp ∈ cr
and {p} , c2, . . . , cr, {γp} is a path of the same length. The same construction can be applied
if cr−1 ≤ cr. Together with minimality we can therefore assume that c0 < c1 > c2 < · · · >
cr−2 < cr−1 > cr, and in particular that r = 2s for some integer s. Furthermore, by picking
elements we can assume that all of the c2i are singletons. Then c0, c2, . . . , c2s is a path in
Chaink(P )1 from c0 to γc2s. Hence s ≥ d and r ≥ 2d. 
Proof of Theorem 6.12. Since Kn is loopless and since the action on X (and hence that on
Chain3(FX)1) is free, the graph Kn×Sn Chain
3(FX)1 is loopless. From Proposition 5.8 we
get
Hom(Kn,Kn ×Sn Chain
3(FX)1) ∼= Hom(Kn,Kn × Chain
3(FX)1)/Sn,
provided that no two vertices in the same Sn-orbit of Kn ×Chain
3(FX)1 are connected by
a path of length 3 or 4. Since the action on X is free, all such paths have at least length 8
by Lemma 6.13. Now by Lemma 5.11,
Hom(Kn,Kn × Chain
3(FX)1)/Sn ≃ Hom(Kn,Kn)×Sn Hom(Kn,Chain
3(FX)1). (4)
Both equivalences are natural with respect to automorphisms of the Kn in coordinate, so
we obtain
ϕ : Hom(Kn,Kn ×Sn Chain
3(FX)1) ≃Sn Hom(Kn,Kn)×Sn Hom(Kn,Chain
3(FX)1), (5)
where the Sn-action on the right hand side is obtained by acting simultaneously on the
first variables of both factors, i.e. γ[α, β] = [γα, γβ] with γ ∈ Sn, α ∈ Hom(Kn,Kn),
β ∈ Hom(Kn,Chain
3(FX)1). Also note that the equivalence relation on the right hand
side is [α, β] = [αγ, βγ] with (βγ)(v) = γ−1β(v). Since Hom(Kn,Kn) ∼= Sn, where Sn is
regarded as a trivial poset with n! disjoint elements, we have
ρ : Hom(Kn,Kn)×Sn Hom(Kn,Chain
3(FX)1) ∼= Hom(Kn,Chain
3(FX)1)
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with ρ−1(h) = [id, h]. Now ρ(γ[id, β]) = ρ([γid, γβ]) = ρ([idγ, γβ]) = ρ([id, γβγ−1])
and therefore ρ(γx) = γ · ρ(x) · γ−1 for all x. So (γ, β) 7→ γβγ−1 is the Sn-action on
Hom(Kn,Chain
3(FX)1) that we will have to keep track of.
Finally, by Corollary 6.8 and Proposition 6.5, we have
|Hom(Kn,Chain
3(FX)1)| ≃Sn×Sn |Hom(1,Chain
3(FX)1)|.
If u is the unique vertex of 1 and β ∈ Hom(1,Chain3(FX)1), then (γβγ−1)(u) = γ ·β(uγ) =
γ · β(u). Since, with only slight abuse of notation (identify a vertex of Chain3(FX)1 with
an element of Chain2(FX)), β 7→ β(u) is an isomorphism
Hom(1,Chain3(FX)1)
∼=
−→ Chain3(FX),
we obtain an Sn-homotopy equivalence
|Hom(Kn,Kn ×Sn Chain
3(FX)1)| ≃Sn |Chain
3(FX)|,
and since Chain3(FX) is the face poset of an iterated barycentric subdivision of X , the
result follows. 
Remark 6.14. Following the maps in the proof, one sees that the map that induces the
homotopy equivalence is
Chain3(FX)→ Hom(Kn,Kn ×Sn Chain
3(FX)1),
M 7→ (u 7→ {[(u, v)] : v ∈M}) .
Here we again regard vertices of Chain3(FX)1 as elements of Chain2(FX) (instead of sin-
gletons), so that an element of Chain3(FX) is a set of vertices of Chain2(FX)1. It is also
easy to see that this map is equivariant, since for γ ∈ Sn we have {[(u, v)] : v ∈ γM} =
{[(u, γv)] : v ∈M} = {[(uγ, v)] : v ∈M}.
Remark 6.15. Since every element of Hom(Kn,Kn) is a true graph homomorphism, the
equivalence in (4) and hence in (5) is actually an isomorphism.
Proof of Theorem 6.10. Again, the graph G is loopless, since K2 is loopless and the action
on X is free (see also Remark 6.11). Since there is no path of even length from one vertex
of K2 to the other, there is no path of even length from a vertex of K2×Chain(FX)
1 to the
other vertex of its orbit under the diagonal Z2-action. Hence Proposition 5.8 can be applied
to obtain
Hom(K2,K2 ×Z2 Chain(FX)
1) ∼= Hom(K2,K2 × Chain(FX)
1)/Z2.
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The rest of the proof now proceeds exactly as for Theorem 6.12. In short, we have
|Hom(K2,K2 ×Z2 Chain(FX)
1)| ≃Z2 |Hom(K2,K2)×Z2 Hom(K2,Chain(FX)
1)|
≈Z2 |Hom(K2,Chain(FX)
1)|
≃Z2 |Hom(1,Chain(FX)
1))|
≈Z2 |X |.
For details on the various actions of Z2 we refer to the proof of Theorem 6.12. 
7 Further comments – enriched categories
One can ask is if the homotopy equivalence of posets described in Theorem 1.6 can be seen
as a true adjointness statement between the functors Hom(T, •) and T × •1. It turns out
that this is indeed the case and we sketch the construction here, focussing our attention on
the non-equivariant situation (Γ taken to be trivial). For this it will be convenient to use
the language of enriched category theory, and we refer to [12] for undefined terms. The basic
idea behind enriched category theory is to identify (in a natural way) the set of morphisms
between any two objects in a certain category with an object in some other (monoidal)
category.
As we have seen, Hom(G,H) is a way to assign a poset structure to the set of ho-
momorphisms between graphs G and H . To correctly understand this in the context of an
enriched category, we have to work with the following slightly modified category of posets,
one which mimics the category of simplicial complexes.
Definition 7.1. Define P0 to be the category whose objects are finite posets P with the
property that for every element x ∈ P , the set {y ∈ P : y ≤ x, y is an atom} has a least upper
bound. The morphisms of P0 are equivalence classes of order-preserving maps f : P → Q
which take atoms to atoms, under the equivalence relation f ∼ g if f and g agree on atoms.
Note that the existence of least upper bounds implies that each equivalence class [f ]
has a minimal element when regarded as a subposet of Poset(P,Q). Therefore, if [f ] = [g]
then there is an h ∈ [f ] such that f ≥ h ≤ g and hence |f | ≃ |h| ≃ |g| : |P | → |Q|. We
conclude that geometric realization | • | is a well defined functor from P0 to HT OP , the
homotopy category of topological spaces.
Also note that for each poset P ∈ P0 we obtain a simplicial complex S(P ) whose faces
are given by all bounded sets of atoms of P . Similarly, the face poset F (X) of a simplicial
complex X gives an object in P0. These two functors determine an equivalence of categories.
Indeed, we have S ◦ F = idS and a natural isomorphism (F ◦ S)→ idP . One advantage of
viewing the category in terms of P0 is the following fact, whose proof we leave to the reader.
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Lemma 7.2. There exists a categorial product P × Q in P0, given by the usual product
of posets. In particular the elements of P × Q are given by the underlying set P × Q with
relation (p, q) ≤ (p′, q′) if p ≤ p′ and q ≤ q′.
One can check that the category P0 is a cartesian category, with final object given
by the poset 1 consisting of a single element. In particular, this gives P0 the structure of a
symmetric monoidal category (with product given by the categorical product), which we call
P . The category P is also closed in the sense that the product has a right adjoint, provided
by the following construction. For posets Q and R in P we define [Q,R] := Poset(Q,R) to
be the poset of all order-preserving maps f : Q→ R with relation f ≤ g if f(x) ≤ g(x) for
all x ∈ Q. We then have the following adjunction, whose proof we again leave to the reader.
Lemma 7.3. For any P , Q, and R in P there exists a natural bijection of sets
P0(P ×Q,R) ∼= P0(P, [Q,R]).
This gives the category P the structure of a P-category by setting P(P,Q) := [P,Q].
Returning now to our situation, if P is an object of P0 and T and G are finite graphs,
then the proof of Theorem 1.6 provides a natural isomorphism
Poset
(
P,Hom(T,G)
)
∼= Hom
(
T × P 1, G
)
, (6)
in the category P0. There are now two ways to interpret this as an adjunction of functors.
For the stronger statement we first note that we can obtain a P-category G with objects finite
graphs and G(G,H) = Hom(G,H). We then see that Hom(T, •) : G → P and T ×•1 : P → G
become P-functors, and (6) an adjunction
P
(
P,Hom(T,G)
)
∼= G
(
T × P 1, G
)
of P-functors. To obtain an adjunction of ordinary functors, we apply the ‘underlying
elements’ functor P0(1, •) : P0 → SET to this isomorphism. As a special case of Lemma 7.3
we obtain P0(1,Poset(P,Q)) ∼= P0(P,Q). On the other hand, if we denote by G0 the category
of finite graphs and graph homomorphisms, we have P0
(
1,Hom(H,G)
)
∼= G0(H,G), since
the atoms of Hom(H,G) are the graph homomorphisms from H to G. Therefore we obtain
P0
(
P,Hom(T,G)
)
∼= G0
(
T × P 1, G
)
,
an adjunction between the (ordinary) functors Hom(T, •) : G0 → P0 and T × •
1 : P0 → G0.
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