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Abstract: We present a two-loop calculation of the supersymmetric circular Wilson loop
in theN = 2∗ super Yang-Mills theory on the four-sphere. We develop an efficient framework
for computing contributing Feynman graphs that relies on using the embedding coordinates
combined with the Mellin-Barnes techniques for propagator-like integrals on the sphere.
Our results exactly match predictions of supersymmetric localization providing a nontrivial
consistency check for the latter in non-conformal settings.
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1 Introduction
The supersymmetric localization offers a very powerful tool to study supersymmetric gauge
theories both in perturbative and nonperturbative regimes, see, e.g., the review [1]. It
allows one to compute various observables in theories defined on the four-sphere in terms
of interacting matrix models. One notable example of this is the N = 2∗ theory, which
arises as a massive deformation of the maximally supersymmetric Yang-Mills theory in four
dimensions preserving N = 2 supersymmetry. The Lagrangian of the latter in conformally-
flat spaces is uniquely fixed by its extended supersymmetry [2, 3].
To date, the localization has been applied to calculations of partition functions, circular
Wilson loops and certain correlators in various supersymmetric theories [1]. The correspond-
ing matrix model predictions have been successfully checked at weak coupling against explicit
perturbative analyses in superconformal [4, 5] and in massless non-conformal supersymmet-
ric gauge theories [6–15]. In all of these circumstances, perturbation theory was developed in
flat four-dimensional Euclidean space and observables were shown to be the same (at least
to the order considered) as the ones on the four-sphere.
The use of flat-space analysis is invalidated, however, when the theory contains an
additional scale, like a deformation mass-scale in the N = 2∗ theory. In this case, conformal
symmetry is explicitly broken and the theory possesses different properties at short and
long distances. In particular, observables exhibit dependence on a dimensionless parameter
determined by the product of the mass and the radius of the four-sphere. To check the
localization formulas on the sphere, we have to therefore generalize conventional Feynman
integral technique to theories on curved backgrounds. This is what we are set to do in
the present work. Namely, we develop an appropriate formalism for evaluating Feynman
diagrams on the sphere and apply it to computing the circular Wilson loop in the N = 2∗
theory to two-loop order.
A convenient way to organize the calculation in the N = 2∗ theory is to decompose
all contributing graphs into those present in the N = 4 theory and remaining ones, as it
was done in a related but different context in Refs. [4, 13]. The contribution of the former
diagrams is known explicitly whereas the latter define the difference between the circular
Wilson loops in the two theories. To two-loop perturbative order, the difference only arises
from graphs with gluon and scalar propagators dressed by one-loop corrections due to massive
particles circulating in the virtual loop. This allows us to focus on propagator-like integrals
containing massless external lines and massive loops.
Using the formalism of embedding coordinates [16–19], it is straightforward to obtain a
representation for two-loop corrections to the circular Wilson loop in terms of scalar integrals
built from propagators of massless and massive particles. However, due to rather involved
form of the latter, evaluating them by brute force becomes prohibitively complicated. We
demonstrate in this paper, that all calculations can significantly be simplified by employing
the Mellin-Barnes transformation for propagators involved. This yields a very compact
representation for contributing graphs as triple Mellin-Barnes integrals. Expanding them at
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small and large values of the mass, we obtain expressions for the circular Wilson loop to two
loops. We verify below that it agrees with the prediction from the localization and, at the
same time, it differs from the analogous expression for the circular Wilson loop in flat space.
The rest of the paper is organized as follows. In Section 2, we present the N = 2∗ super
Yang-Mills theory on the four-sphere. We then introduce the embedding coordinates, which
prove to be of extreme value in our calculations, and provide expressions for free propagators
of fields belonging to the vector and hypermultiplets. In Section 3, we define the circular Wil-
son loop in N = 2∗ theory. We compute it to two loops in flat space and compare the result
with the analogous expression on the sphere predicted by the supersymetric localization. In
Section 4, we use the embedding formalism to express relevant two-loop corrections in terms
of scalar integrals on the sphere. The calculation of these integrals is discussed in Section 5.
We outline our results and check them against the localization prediction both numerically,
for finite mass, and analytically, in the regime of small and large mass. In both cases we
observe a perfect agreement. Concluding remarks are presented in Section 6. Calculational
details, which are too bulky for the main text, are summarized in six appendices.
2 N = 2∗ super Yang-Mills theory on the sphere
In this section, we define the N = 2∗ super Yang-Mills theory on the sphere. It arises as
a mass deformation of the maximally supersymmetric N = 4 super Yang-Mills theory in
four-dimensional space. The deformation breaks the conformal symmetry of the latter but
preserves the residual N = 2 Poincare´ supersymmetry. The Lagrangian of this theory on
the four-sphere has been constructed in Refs. [2, 3] and we review it below.
2.1 Mass deformation
The maximally supersymmetric Yang-Mills theory can be obtained by compactifying the
N = 1 super Yang-Mills in ten space-time dimensions down to four spatial dimensions. It
describes gauge fields Aµ, six real scalars XI (with I = 1, . . . , 6) and four gauginos λ
A and λ¯A
(with A = 1, . . . , 4) all belonging to the adjoint representation of the SU(N) gauge group. 1
The action of the N = 4 on the four-sphere S4 looks as
SN=4 =
ˆ
d4x
√
g (L0 + Lint) , (2.1)
1The gauge fields and scalars arise as components of the gauge field AM = (Aµ, XI) in D = 10 dimensional
space-time with Minkowski signature. Rewriting the action of N = 4 theory in terms of these fields, one
finds that the last component of AM has a different sign in front of the kinetic term. This implies that the
action is no longer real for conventionally defined involution of fields. This requires either compexification
of the path integral or introduction of a different involution such as symplectic Majorana condition [20] or
just giving up hermiticity altogether.
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where L0 contains minimally-coupled kinetic terms of the fields and Lint describes Yukawa
interaction and quartic self-interaction of scalars,
L0 = tr
[
1
2
F µνFµν − 2iλAα 6Dαβ
′
λ¯β′,A +
1
2
Dµφ¯ABDµφAB + 1
R2
φ¯ABφ
AB
]
,
Lint = tr
[√
2g φ¯AB{λα,A, λBα }+
√
2g φAB{λ¯α′A , λ¯α′,B}+
g2
8
[
φAB, φCD
] [
φ¯AB, φ¯CD
] ]
. (2.2)
Here the scalar fields are grouped into skew-symmetric matrices φAB = ΣI,ABXI/
√
2 and
φ¯AB ≡ ABCDφCD/2 (with A,B = 1, . . . , 4) with the expansion coefficients ΣI ,AB being the
chiral blocks of Dirac matrices in six dimensions. The gauginos λAα and λ¯
α′
A transform under
the two subgroups of the rotation group in four dimensions SO(4) = SU(2)⊗ SU ′(2). The
covariant derivative for gauginos looks as 6Dαβ′λ¯β′,A = /∇αβ
′
λ¯β′,A − g[Aαβ′ , λ¯β′,A] where /∇αβ
′
is the spinor covariant derivative on the sphere (see Eq. (C.2) below). Similar definition
holds for derivatives acting on other fields, see, e.g., Eq. (B.2). Finally, the last term in the
expression for L0 describes the conformal coupling of the scalars to the scalar curvature of
the four-sphere with radius R.
Upon the mass deformation, the massless N = 4 multiplet is decomposed into the N = 2
vector multiplet (A, λ,Φ) consisting of
Aµ , λ
1
α , λ
2
α , Φ1 = X3, Φ2 = X6 , (2.3)
and the massive hypermultiplet (ψ,Z) consisting of
ψ1α = λ
3
α , ψ
2
α = λ
4
α , Zi =
1√
2
(Xi + iXi+3) , (2.4)
where i = 1, 2. It is straightforward to rewrite the action (2.1) in terms of these fields.
To save space, we refrain from doing it. Also, the scalar field Φ2 does not appear in our
calculation and we do not display it in all formulas that follow.
The mass deformation of the N = 4 theory is driven by the following term
Lmass = tr
[
4igm(Z¯1Z2 − Z¯2Z1)Φ + 2m2Z¯iZi
]
− im tr
(
ψiαψiα + ψ¯
iα′ψ¯iα′
)
+
im
R
tr
(
Z2i + Z¯
2
i
)
, (2.5)
where Z¯i and ψ¯
iα′ are conjugated fields to their unbarred counterparts and we displayed only
the coupling to the real scalar Φ ≡ Φ1. 2 In flat space, i.e., for R → ∞, it is generated by
the superpotential [21],
W = tr
(
2ig [Z1, Z2] Φ +m(Z
2
1 + Z
2
2)
)
. (2.6)
2Strictly speaking, the fields that are complex conjugated in Lorentzian signature are independent in
Euclidean signature.
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It corresponds to giving a vacuum expectation value to Z’s via the mechanism of spontaneous
symmetry breaking. Then, upon the shift by 〈Z〉 = O(m), the four-scalar interaction in (2.2)
yields the first term in (2.5) and the Yukawa coupling induces a mass term for the gauginos.
The last term in the right-hand side of (2.5) is required by supersymmetry [2, 3]. It breaks,
however, the reflection positivity on the sphere [22].
The resulting action of the N = 2∗ model on the sphere takes the form
SN=2∗ =
ˆ
d4x
√
g (L0 + Lint + Lmass) , (2.7)
where the first two terms inside the brackets are given by Eq. (2.2) with the fields redefined
according to Eqs. (2.3) and (2.4).
To reveal the particle mass spectrum in this theory, we examine the action (2.7) at zero
value of the gauge coupling. We get
SN=2∗
∣∣∣
g=0
=
ˆ
d4x
√
g tr
[
1
2
F µνFµν − 2iλiα 6∇αβ
′
λ¯β′,i +∇µΦ∇µΦ + 2
R2
Φ2
+∇µAi∇µAi +∇µBi∇µBi +
(
µ2+ +
2
R2
)
A2i +
(
µ2− +
2
R2
)
B2i
−2iψiα /∇αβ
′
µ ψ¯β′,i − im
(
ψiαψiα + ψ¯
iα′ψ¯iα′
)]
, (2.8)
where the first and the following two lines encode the field content of the vector and hyper-
multiplets, respectively. The kinetic terms for fields involve the covariant derivatives on the
sphere defined in (B.2) and (C.2). Here we introduced two real (pseudo)scalar fields Ai and
Bi
Zi =
1√
2
(Ai + iBi) , (i = 1, 2) . (2.9)
According to (2.4), they originate from the progenitor N = 4 fields (X1, X4) and (X2, X5),
respectively. It follows from (2.8) that Ai and Bi acquire complex “masses’,
µ2± = m
2 ± im
R
, (2.10)
respectively. Different, though real, masses for (pseudo)scalars of the Wess-Zumino multiplet
in the anti-de Sitter space were known to be enforced by supersymmetry [23].
By construction, the N = 2∗ theory coincides with the N = 4 one for m → 0. In the
opposite limit, i.e., m→∞, the hypermultiplet becomes infinitely heavy and we recover the
N = 2 super Yang-Mills.
To simplify the analysis that follows, we set the radius of the four-sphere to be R =
1. When needed, the dependence on R can be easily restored by rescaling the mass and
distances.
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2.2 Embedding coordinates
The action of the N = 2∗ theory (2.7) is defined on the four-dimensional sphere. For the
reason that will become clear in the next section, we have to rather generalize the definition
(2.8) to the D−dimensional sphere.
Instead of using local coordinates on the sphere (see Appendix A), it is advantageous
to embed SD in a flat Euclidean space RD+1. Introducing the embedding coordinates XM
(with M = 0, . . . , D), the D−dimensional sphere of radius R = 1 is defined as
SD :
D∑
M=0
X2M = 1 . (2.11)
Employing a stereographic projection
X0 =
x2 − 1
x2 + 1
, Xµ =
2xµ
x2 + 1
, (2.12)
we can map the sphere to a hyperplane X ′M = (0, xµ) with µ = 1, . . . , D and x
2 = x2µ. An
important property of this transformation is that it is conformal in RD+1. Therefore, had
the N = 2∗ theory (2.8) possessed conformal symmetry, we could apply (2.12) to obtain the
same theory in the flat space-time RD.
Since the conformal symmetry of the N = 2∗ theory (2.7) is broken for m 6= 0, we
are bound to study it on the sphere. Notice that at zero coupling, the Lagrangian of the
vector multiplet, given by the first line in (2.8), does in fact enjoy the conformal symmetry.
We exploit this fact in the next subsection to obtain a compact representation for free
propagators of massless fields in the N = 2∗ model.
A lot of activity has been devoted in the past to study field theories in the de Sitter
space. This space can be obtained from (2.11) by a Wick rotation, X0 → iX0,
dSD : ηMNX
MXN = −1 , (2.13)
where XM are the embedding coordinates in R1,D with the Minkowskian signature ηMN =
diag(+,−, . . . ,−). A convenient choice of local coordinates in the de Sitter space, widely
used in applications to cosmology, looks as
X0 = −1− z
2
2z0
, X i =
zi
z0
, XD = −1 + z
2
2z0
, (2.14)
where i = 1, . . . , D − 1 and zµ (with µ = 0, 1, . . . , D − 1) are the Minkowskian coordinates,
z2 ≡ (z0)2 − (zi)2. The inverse transformation takes the form
z0 = − 1
X0 +XD
, zi = − X
i
X0 +XD
. (2.15)
We show in Appendices B and C that calculations on the sphere can sometimes be simplified
by Wick rotating to de Sitter space and using the coordinates (2.14) instead.
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2.3 Propagators of vector multiplet
As a first step toward computing the circular Wilson loop in the N = 2∗ theory, we derive
in the next two subsections expressions for free propagators of fields entering (2.8)
We start with the massless sector of the theory. As was mentioned in the previous
subsection, free propagators of massless fields on the sphere SD can be obtained from anal-
ogous expressions in flat space by a conformal transformation (2.12). For the scalar field Φ
belonging to the vector multiplet we have [18],
DΦ(X12) =
Γ(D
2
− 1)
4piD/2
1
|X12|D−2 , (2.16)
with the notation X12 = X1 −X2 used throughout the paper.
Let us turn to the gauge propagator. The gauge field on the sphere is related by a
coordinate transformation to its analogue in RD+1
Aµ(x) =
∂XM
∂xµ
AM(X) , (2.17)
where xµ are the local coordinates on the sphere S
D and XM are the embedding coordinates
in RD+1. In the Feynman gauge, the propagator DMNA (X12) = 〈AM(X1)AN(X2)〉 obeys the
same equation as the scalar propagator and, therefore, it reads [16, 19]
DMNA (X12) = η
MNDΦ(X12) , (2.18)
where ηMN = diag(+, . . . ,+) is the metric tensor in RD+1.
To determine the massless gaugino propagators, it is convenient to combine two Weyl
fermions into a Majorana one, Λ = (λα, λ¯α′), and to work with four-components spinors and
Dirac matrices γM (with M = 0, . . . , D) in RD+1. As before, the fermion propagator on the
sphere is related to that on RD+1 by [16, 19]
DΛ(X1, X2) =
Γ(D
2
)
2piD/2
U−11 6X12U2
|X12|D , (2.19)
where the rotation matrices Ui = U(Xi) satisfy the following defining relations
UγaU−1 = eaµ(x)
∂
∂xµ
6X , UγDU−1 = 6X , (2.20)
with the usual notation for 6X ≡ γMXM , xµ being the local coordinates on SD and the
corresponding vielbeins eaµ(x) (with a = 0, . . . , D−1). The explicit form of the matrix U(X)
can be found in the Appendix C, although is not important for our purposes.
2.4 Propagators of massive hypermultiplet
Moving on to the massive hypermultiplet, we can not rely on the conformal symmetry
anymore. The details of calculations of the gaugino and scalar propagators entering the last
two lines of (2.8) can be found in the Appendices B and C, respectively.
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We start with the scalars Ai and Bi (with i = 1, 2), which differ in their complex
“masses” (2.10). Their propagators take the following form in the embedding coordinates
DA(X12) = S+(X
2
12) , DB(X12) = S−(X
2
12) , (2.21)
where a new notation is introduced for
S±(X212) =
Γ(D
2
− 1± im)Γ(D
2
∓ im)
(4pi)D/2Γ(D
2
)
2F1
( 1
2
D − 1± im , 1
2
D ∓ im
1
2
D
∣∣∣∣ 1− |X12|24
)
, (2.22)
to emphasize the relation between the two via the reflection transformation m → −m. We
verify that for m→ 0 the functions S±(X212) coincide with the massless propagator (2.16).
As in the massles case, it is convenient to introduce a Majorana fermion Ψ = (ψα, ψ¯α′).
Referring to the Appendix C for a thorough exposition of the calculations involved, we
only quote here the result for the free propagator of the Majorana fermion of the massive
hypermultiplet
DΨ(X1, X2) = U
−1
1
[
A(X212) 6X˜12 6X2 +B(X212)6X12
]
U2 . (2.23)
It involves the same rotation matrices as in the massless case (2.19) but contains an additional
Dirac matrix structure, 6X˜12 6X2 with 6X˜12 ≡ 6X1 + 6X2. The coefficient functions A(X212) and
B(X212) are given in terms of S± introduced earlier,
A(X212) =
(1
2
D − 1 + im)S+(X212)− (12D − 1− im)S−(X212)
|X12|2 − 4 ,
B(X212) =
(1
2
D − 1 + im)S+(X212) + (12D − 1− im)S−(X212)
|X12|2 . (2.24)
We verify that for m → 0 the function A(X212) vanishes and the expression for DΨ(X1, X2)
coincides with the massless propagator (2.19). The properties of the functions A(X212) and
B(X212) are discussed in the Appendix D.
3 Circular Wilson loop
In this work, we study the circular supersymmetric Wilson loop in N = 2∗ theory on the
four-sphere. It is defined as [24]
W =
1
N
〈
trP exp
(
ig
˛
C
ds (x˙µ(s)A
µ(x(s)) + iΦ(x(s))|x˙(s)|)
)〉
, (3.1)
where the gauge field Aµ(x) and the real scalar Φ from the vector multiplet (2.3) are
integrated along a great circle C on the four-sphere of radius R = 1. Here |x˙(s)| =
(gµν x˙µ(s)x˙ν(s))
1/2 with x˙µ(s) = ∂sxµ(s) and g
µν(x) being the metric tensor on the sphere.
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Using (2.17), we obtain an equivalent representation for the circular Wilson loop in the
embedding coordinates
W =
1
N
〈
trP exp
(
ig
˛
C
ds
(
X˙M(s)A
M(X(s)) + iΦ(X(s))|X˙(s)|
))〉
, (3.2)
where |X˙(s)| = (X˙2M(s))1/2 and the great circle on the sphere C can conveniently be
parametrized as
XM(s) = (cos s, sin s,0) , (3.3)
with an affine parameter s ranging in the interval 0 ≤ s < 2pi.
To lowest order in the coupling constant, we apply (2.16) and (2.18) for D = 4 to get
from (3.2)
W = 1− g
2CF
8pi2
ˆ 2pi
0
ds1
ˆ 2pi
0
ds2
(X˙1 · X˙2)− |X˙1||X˙2|
|X1 −X2|2 +O(g
4) = 1 +
1
4
g2CF +O(g
4) , (3.4)
where Xi ≡ X(si) and CF = (N2 − 1)/(2N) is the quadratic Casimir in the fundamental
representation of the SU(N). Here the first term in the numerator of the integrand comes
from the gauge field and the second one from the scalar.
The one-loop correction to (3.4) is not sensitive to the hypermultiplet and, therefore,
it is the same both in the N = 2∗ and N = 4 theories. The massive hypermultiplet (2.4)
contributes to (3.2) starting at order O(g4) and, as a consequence, the circular Wilson loops
in the two theories differ already at two loops. In the N = 4 theory, the circular Wilson
loop can be found exactly at arbitrary value of the gauge coupling g2 and finite N . At
weak coupling, it was demonstrated by an explicit calculation in [25] (see also [26–28]) that
W receives a nonzero contribution from ladder diagrams only and it can be expressed as a
matrix integral. In the planar limit, the planar circular Wilson loop reads
WN=4
N→∞
=
2√
g2N
I1(
√
g2N) = 1 +
λ
8
+
λ2
192
+O(λ3) , (3.5)
where I1 is the modified Bessel function and λ = g
2N is the ’t Hooft coupling.
The relation (3.5) was proved in Ref. [2] using supersymmetric localization. It was also
generalized there to the case of the massless superconformal N = 2 Yang-Mills theory with
fundamental hypermultiplets and the N = 2∗ theory on the sphere. The former result was
tested in Ref. [4, 5] against explicit three-loop calculation of the Wilson loop in flat space.
However, up to now not a single study was dedicated to testing the localization predictions
in the N = 2∗ theory. The reason for this is quite simple: in virtue of conformal symmetry,
all of perturbative checks without exceptions were performed in flat space. In N = 2∗
theory this simplification does not hold and one has to perform fullfledged calculations on
the sphere with massive propagators. As we discussed in the previous section, the latter are
quite involved on their own.
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3.1 Prediction from localization
The circular Wilson loop in the N = 2∗ theory is a finite function of the gauge coupling and
the dimensionless parameter mR. Although we put R = 1 for simplicity, the dependence on
R can be easily restored by replacing m→ mR. The conformal symmetry of N = 2∗ theory
is explicitly broken by the mass deformation. As a consequence, in distinction to the N = 4
theory, one expects that the circular Wilson loop should admit different forms in the N = 2∗
case on the sphere and in the flat space. We will show this explicitly below.
As was alluded to above, the circular Wilson loops are identical in the N = 4 and
N = 2∗ theories at one loop. The difference emerges only at two loops due to massive
hypermultiplets circulating in virtual loops. Following Refs. [4, 13], we find it convenient to
consider the difference of the Wilson loops in the two models, WN=2? −WN=4. This allows
us to avoid computation of diagrams with the massless N = 2 vector multiplet in internal
subgraphs and, thus, reduce significantly the number of contributing Feynman integrals.
The supersymmetric localization predicts the following result for the difference of the
circular Wilson loops at weak coupling [2]
∆WS4 ≡ WN=2? −WN=4 = g
4CFN
16pi2
f(m) +O(g6) , (3.6)
where we inserted the subscript S4 to indicate that the gauge theories are defined on the
four-sphere. Writing down the color factor in the right-hand side of (3.6) in terms of the
quadratic Casimir CF = (N
2− 1)/(2N), we made use of the known property of non-Abelian
exponentiation for Wilson loops in gauge theories [29, 30].
The function f(m) carries the dependence on the mass parameter. 3 Since it is indepen-
dent of the rank of the gauge group N , it can be derived from the localization formulas for
the SU(2) gauge group. This gives
f(m) =
1
2
[ψ(1− im) + ψ(1 + im)− imψ′(1− im) + imψ′(1 + im) + 2γ] , (3.7)
where ψ(x) = (log Γ(x))′ is the digamma function and γ is the Euler-Mascheroni constant.
For future reference, we present its expansion in two different asymptotic regions:
f = 3m2ζ(3)− 5m4ζ(5) +O (m6) , for m 1, (3.8)
f = logm+ γ + 1− 1
12m2
− 1
40m4
+O
(
1
m6
)
, for m 1. (3.9)
The logarithm in the last relation is related to the beta-function in pure N = 2 super
Yang-Mills theory. Indeed, for m → ∞, the hypermultiplet becomes infinitely heavy and
WN=2? should match the Wilson loop in the pure N = 2 super Yang-Mills theory endowed
with an ultraviolet cut-off m. The coupling constant in the latter theory depends on m and
3For the four-sphere of arbitrary radius R 6= 1, this function obviously depends on the dimensionless
parameter mR.
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Figure 1. One-loop corrections to the gauge field and scalar propagators. The wavy and dotted
lines denote, respectively, the gluons and massless scalars belonging to the vector multiplet. The
solid and dashed lines represent the massive fermions and scalars from the matter hypermultiplet.
this dependence is driven by the known one-loop-exact beta-function. The logarithmically
enhanced term in the expression for
WN=2 = 1 +
1
4
g2CF +
g4CFN
16pi2
(logm+O(m0)) +O(g6) (3.10)
has to be proportional to the beta function in order for WN=2 to remain finite as m→∞.
Our goal in this work is to verify (3.6) by computing ∆WS4 to order O(g
4). As we just
explained, the difference comes from graphs with the massive hypermultiplet circulating in
loops. To two loop order, the only graphs we have to account for are those describing one-
loop correction to propagators of the gauge field and massless scalar belonging to the vector
multiplet, D
(1),MN
m and D
(1)
m , respectively (see Fig. 1). Their contribution to the difference
of the Wilson loops (3.6) is
∆WS4 = −1
2
g2CF
ˆ 2pi
0
ds1
ˆ 2pi
0
ds2
×
[
X˙1,MX˙2,ND
(1),MN
m (X1, X2)− |X˙1||X˙2|D(1)m (X1, X2)
]
− (m = 0) , (3.11)
where Xi,M ≡ XM(si) is given by (3.3). Here the last term in the right-hand side subtracts
the contribution at m = 0, so that this difference vanishes for m→ 0.
Each individual graph shown in Fig. 1 depends on the mass parameter m and develops
an ultraviolet divergence. The divergences cancel, however, in the right-hand side of Eq.
(3.11), after we subtract the contribution of the same graphs with m = 0. Still, to define
the contribution of individual diagrams, we have to introduce a regularization. For this
purpose we employ conventional dimensional regularization and perform all calculations on
the sphere SD with D = 4− 2.
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3.2 Circular Wilson loop in flat space
In this subsection, we compute the difference WN=2? −WN=4 in flat space and compare it
with the analogous expression on the sphere predicted by the localization (3.6). As was
explained at the beginning of this section, we anticipate the two expressions to be different
due to conformal symmetry breaking in the N = 2∗ theory.
To lowest order in gauge coupling, the difference ∆WR4 is given by the same relation
(3.11) with XM = (xµ, 0) and xµ being local coordinates in R4. The most concise and efficient
way to perform calculations in flat space is to take advantage of translational invariance and
pass to the reciprocal momentum space via the Fourier transform
D(1),µνm (x12) = g
2N
ˆ
dDp
(2pi)D
eip·x12
ΠµνG (p)
(p2)2
, (3.12)
where we factored out the dependence on the gauge coupling and the color factor. A similar
relation holds for the scalar propagator D
(1)
m (x12). Thus, there are two polarization operators
we have to evaluate, one for the gauge field, ΠµνG (p), and another for the massless scalar,
ΠΦ(p). Let us consider them in turn.
The Feynman diagrams contributing to the gluon polarization operator at one loop
are depicted in the top row of Fig. 1. In dimensional regularization with D = 4 − 2,
the contribution from the graphs in G1, G2 and G3 reads, respectively, in the momentum
representation
ΠµνG (p) =
ˆ
dDk
(2pi)D
[
−tr[(6k + im)γ
µ(6k+ 6p+ im)γν ]
(k2 +m2)[(k + p)2 +m2]
+
2(2k + p)µ(2k + p)ν
(k2 +m2)[(k + p)2 +m2]
− 4g
µν
k2 +m2
]
.
(3.13)
The relative multiplicative factors are as follows: (−1) in front of the first term comes from
the Dirac-Fermi statistics, the factor of 2 in front of the second term is from two pairs
of real (pseudo)scalars Ai/Bi in the hypermultiplet, and, finally, 4 is from the same two
pairs of scalars inside the tadpole. Due to the gauge invariance, the polarization operator is
transverse,
ΠµνG (p) =
(
gµν − p
µpν
p2
)
pim(p
2) . (3.14)
Contracting both sides with gµν , we find the integral representation for Πm(p
2),
pim(p
2) =
ˆ
dDk
(2pi)D
2p2
(k2 +m2)[(k + p)2 +m2]
. (3.15)
Integration over the large loop momentum yields a pole 1/(D − 4) but it cancels in the
difference pim(p
2)− pi0(p2).
The polarization operator for the massless scalar receives contributions from the Feyn-
man diagrams in the second row of Fig. 1. It reads
ΠΦ(p
2) =
ˆ
dDk
(2pi)D
[
4(k · (k + p)−m2)
(k2 +m2)[(k + p)2 +m2]
+
8m2
(k2 +m2)[(k + p)2 +m2]
− 4
k2 +m2
]
,
(3.16)
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for the Yukawa coupling (S1), three-scalar interaction (S2) and tadpole (S3), respectively.
Here the multiplicities of the hypermultiplet fields get altered by the strengths of couplings
as governed by the Lagrangian (2.7) in the limit R → ∞. Adding up all contributions, we
find
ΠΦ(p
2) = pim(p
2) , (3.17)
with pim(p
2) given in Eq. (3.15), in agreement with expectations based on supersymmetry.
Combining together the above relations, we obtain from (3.11)
∆WR4 = −1
2
g4CFN
ˆ 2pi
0
ds1
ˆ 2pi
0
ds2 [(x˙1 · x˙2)− |x˙1||x˙2|]D(1)(x212) , (3.18)
where the notation was introduced for
D(1)(x212) =
ˆ
d4p
(2pi)4
eipx12
pim(p
2)− pi0(p2)
(p2)2
=
ˆ
d4p
(2pi)4
eipx12
p2
ˆ 1
0
dξ
8pi2
[
Γ(2−D/2)
(ξ(1− ξ)p2 +m2)2−D/2 − (m = 0)
]
. (3.19)
Here in the second relation, we replaced pim(p
2) with its integral representation (3.15) and
performed the loop momentum integration using Feynman parametrization. To proceed
further, we use the Mellin-Barnes representation for the first term inside the brackets in
(3.19)
(X + Y )−ν =
1
Γ(ν)
ˆ
dj
2pii
Γ(−j)Γ(j + ν) Y
j
Xj+ν
, (3.20)
where the integration contour runs parallel to the imaginary axis and separates poles gener-
ated by the two Γ−functions in the integrand.
Substituting (3.19) into (3.18) and performing sequentially the integrations over the
momentum and parameters s1, s2, we finally obtain
∆WR4 = −g
4CFN
64pi2
ˆ −δ+i∞
−δ−i∞
dj
2pii
(2m)2j+2
Γ3(−j − 1)Γ (j + 3
2
)
Γ
(
1
2
− j)Γ(j + 1) , (3.21)
where Re j = −δ and 0 < δ < 1. We can use this relation to find asymptotic behavior of
∆WR4 at small and large values of m. At large m, we move the integration contour to the
left and pick up residues at poles j = −1,−3/2,−5/2, . . .
∆WR4
m1
=
g4CFN
16pi2
[
log m¯+ 1 +
pi
16m
+
3pi
2048m3
+O
(
1
m5
)]
, (3.22)
where m¯ = m eγ /2. At small m, we move the integration contour to the right and observe
that the integrand has third order poles at j = 0, 1, . . . . Evaluating the residue at these
poles, we obtain
∆WR4
m→0
=
g4CFN
16pi2
[
m2
(
log2 m¯− log m¯+ pi
2
12
)
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+m4
(
3 log2 m¯
8
− 5 log m¯
16
+
pi2
32
− 9
32
)
+O(m6)
]
. (3.23)
This expression vanishes for m → 0 since in this limit N = 2∗ coincides with the N = 4
theory.
The relations (3.22) and (3.23) are in agreement with results obtained in Refs. [31, 32].
Let us compare ∆WR4 with corresponding expression for the difference of the Wilson
loops on the sphere found via the localization, see Eqs. (3.6) – (3.9). As explained above,
at large m, the leading O(logm) term in ∆WS4 and ∆WR4 is driven by the beta-function
and, therefore, it should be the same. The two expressions differ starting from O(m0) terms.
It is interesting to note that subleading, i.e., power suppressed, corrections to the circular
Wilson loop have a form different on the sphere than in the flat space: for ∆WS4 and ∆WR4
they run, respectively, in even and odd powers of 1/m. The difference also persists at small
m, though expansions of both ∆WS4 and ∆WR4 run in powers of m
2, in the latter case the
accompanying coefficients are enhanced by powers of logm.
The underlying reason why the circular Wilson loop is different in the flat space and on
the sphere is due to conformal symmetry breaking in N = 2∗ SYM for m 6= 0. Naively one
may expect that ∆WS4 and ∆WR4 should coincide in the limit when the radius of the four-
sphere becomes large, or equivalently mR  1. We just demonstrated that this is not the
case. To see why this happens, consider the massive scalar propagator on the sphere (2.22).
Restoring the dependence on the radius R, we observe that the propagator is a function of
two dimensionless parameters mR and X212/R
2, with X212 being a chordal distance on the
sphere. Going to the limit R → ∞ with m held fixed, we have to distinguish two cases:
X212/R
2 → 0 and X212/R2 = O(R0) corresponding to the short and large distances on the
sphere. The scalar propagator coincides with its flat-space counterpart in the former case
only. The latter situation is realized for the circular Wilson loop when the scalar propagator
is stretched across the great circle of the sphere.
4 Circular Wilson loop at two loops
In this section, we apply the relation (3.11) and work out the representation for ∆WS4 to
order O(g4) in terms of Feynman integrals on the sphere. The technique for computing these
integrals is addressed in the following sections.
Applying (3.11), we have to compute one-loop corrections to propagators of the gluon and
massless scalar. The corresponding Feynman diagrams are shown in Fig. 1. In close analogy
with the flat-space analysis of Section 3.2, their contribution is given by the product of
propagators integrated over the position of the interaction vertices on the sphere. Performing
calculations, we will use the embedding coordinates, which prove to be very efficient.
In what follows we use the notation XN(s) (with 0 ≤ s < 2pi) for points on the great
circle of the sphere and Zi,N for the coordinates of the integration vertices σi. The integration
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measure on SD is ˆ
dσi ≡
ˆ
dD+1Zi δ(1− |Zi|2) , (4.1)
where |Zi|2 = ηNMZi,NZi,M and ηNM = diag (+, . . . ,+). The metric on the sphere is con-
formally flat,
ds2 = ηNMdZNdZM = g
µν(x)dxµdxν , (4.2)
where xµ are some local coordinates on S
D and gµν(x) = ηNM(∂ZM/∂xµ)(∂ZN/∂xν) is the
corresponding metric tensor. We will also need the following tensor
QNM(Z) = gµν(x)
∂ZM
∂xµ
∂ZN
∂xν
= ηNM − ZNZM , (4.3)
that obeys the relations QNMZ
M = 0 and QNM1η
M1M2QM2M = QNM and serves as a pro-
jector onto a hyperplane orthogonal to ZM .
4.1 Corrections to gluon propagator
Using the Feynman rules previously presented in Section 2, we deduce the following repre-
sentation for the contribution of diagrams displayed in the first line of Fig. 1
X˙1,MX˙2,ND
(1),MN
m (X1, X2) = g
2N
ˆ
dσ1dσ2DΦ(X1 − Z1)DΦ(X2 − Z2)ΠG(Z1, Z2) , (4.4)
where we replaced the gauge propagator with (2.18) and introduced a notation for the one-
loop polarization operator contracted with the tangent vectors X˙1 and X˙2. It can be split
into the sum of three terms
ΠG = ΠG1 + ΠG2 + ΠG3 , (4.5)
according to the graphs shown in the top row of Fig. 1, respectively.
We start with the contribution of the fermion loop. It takes the form
ΠG1 = −(X˙1 · ∂µx1Z1)(X˙2 · ∂νx2Z2)ea,µ(x1)eb,ν(x2) tr
[
γaDΨ(Z1, Z2)γ
bDΨ(Z2, Z1)
]
, (4.6)
where the first two factors come from the contraction of the gauge field (2.17) with the
tangent vectors and ea,µ(x) are the vielbeins. Replacing the fermion propagator DΨ with its
explicit expression (2.23), we encounter the following expression
(X˙1 · ∂µx1Z1)ea,µ(x1)U1γaU−11 = (X˙1 · ∂µx1Z1)ea,µ(x1)eaν(x1) ∂νx1Z1,MγM
= (X˙1 · ∂µx1Z1)gµν(x1)∂νx1Z1,MγM = X˙N1 QNM(Z1)γM . (4.7)
Here, in the first line, we applied (2.20), while in the second line, we used (C.6) and (4.3).
Taking into account the last relation, we get from (4.6)
ΠG1 = −X˙N11 QN1M1(Z1)X˙N22 QN2M2(Z2) tr
[
γM1D̂Ψ(Z1, Z2)γ
M2D̂Ψ(Z2, Z1)
]
, (4.8)
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where D̂Ψ(Z1, Z2) is the fermion propagator (2.23) stripped down from the rotation matrices
U and U−1
D̂Ψ(Z1, Z2) = A(Z
2
12) 6Z˜12 6Z2 +B(Z212)6Z12 . (4.9)
The relation (4.8) has a form that is similar to the fermion loop correction to the gauge
propagator in a flat space. One important difference, however, is that all vector indices are
contracted using the tensor QNM . This ensures gauge invariance of ΠG1 [16, 19].
Going through calculations of (4.8), we obtain 4
ΠG1(Z1, Z2) =− 16(X˙1 · X˙2)A2(Z212)
+ 4[Z212(X˙1 · X˙2) + 2(X˙1 · Z2)(X˙2 · Z1)][A2(Z212) +B2(Z212)] , (4.10)
where the functions A(Z2) and B(Z2) are given by (2.24).
The calculation of the scalar loop goes along the same lines
ΠG2 = 2X˙
N1
1 QN1M1(Z1)X˙
N2
2 QN2M2(Z2)
×
∑
σ=±
[
∂M1Z1 ∂
M2
Z2
Sσ(Z
2
12)Sσ(Z
2
12)− ∂M1Z1 Sσ(Z212)∂M2Z2 Sσ(Z212)
]
. (4.11)
As in the previous case, this expression is similar to its analogues in the flat space. Here the
two terms in the sum describe the contribution of the (pseudo)scalars Ai and Bi, respectively.
Their propagators are defined in (2.21) and (2.22). The functions S± satisfy nontrivial
relations (see Eqs. (D.1) and (D.9)) and they can be expressed in terms of the functions
A(Z2) and B(Z2) introduced in Eq. (2.24). Using these results, we can cast ΠG2 into the
form
ΠG2(Z1, Z2) = −8(X˙1 · Z2)(X˙2 · Z1)[A2(Z212) +B2(Z212)] . (4.12)
Combining together (4.10) and (4.12), we find that the sum ΠG1+ΠG2 takes a remarkably
simple form
ΠG1+G2(Z1, Z2) = −4(X˙1 · X˙2)
[
Z˜212A
2(Z212)− Z212B2(Z212)
]
, (4.13)
where Z˜212 = (Z1 + Z2)
2 = 4− Z212 and Z12 = Z1 − Z2.
Finally, the tadpole contribution to the gauge propagator is localized at Z1 = Z2 and it
is proportional to propagators of the massive scalars at zero separation
ΠG3(Z1, Z2) = −2[S+(0) + S−(0)](X˙1 · X˙2)δ(Z12) , (4.14)
where the delta function on the sphere is defined as
´
dσ1δ(Z12)f(Z1) = f(Z2) for an arbi-
trary test function.
4Arriving at this relation, we neglected terms containing total derivatives with respect to s1 and s2. They
yield vanishing contributions in the circular Wilson loop upon the integration over the contour in Eq. (3.11).
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4.2 Corrections to scalar propagator
Analogously, for the one-loop correction to the massless scalar propagator, we get
D(1)m (X1, X2) = g
2N
ˆ
dσ1dσ2DΦ(X1 − Z1)DΦ(X2 − Z2)ΠS(Z1, Z2) , (4.15)
where the scalar polarization operator is again a sum of three contributions
ΠS = ΠS1 + ΠS2 + ΠS3 , (4.16)
for the Yukawa, triple scalar and tadpole contributions shown in the bottom row of Fig. 1,
respectively. They read
ΠS1(Z1, Z2) = −4
[
Z˜212A
2(Z212) + Z
2
12B
2(Z212)
]
,
ΠS2(Z1, Z2) = −4m2[S2+(Z212) + S2−(Z212)] ,
ΠS3(Z1, Z2) = −2[S+(0) + S−(0)]δ(Z12) . (4.17)
The first expression should be compared with the analogous equation in (4.13).
4.3 General expression
Combining together Eqs. (4.4) and (4.15), we conclude that the one-loop correction to the
linear combination of gauge and scalar propagators in (3.11) is given by
X˙1,MX˙2,ND
(1),MN
m (X1, X2)− |X˙1||X˙2|D(1)m (X1, X2) = g2N [Dloop +Dtadpole] , (4.18)
where Dloop and Dtadpole describe contributions from diagrams in Fig. 1 containing loops and
tadpoles, respectively.
We take into account (4.14) and (4.17) to find
Dtadpole = −2[S+(0) + S−(0)]((X˙1 · X˙2)− |X˙1||X˙2|)
ˆ
dσ1DΦ(X1 − Z1)DΦ(X2 − Z1) ,
Dloop = −4
ˆ
dσ1dσ2DΦ(X1 − Z1)DΦ(X2 − Z2)
[
(X˙1 · X˙2)Π1(Z212) + |X˙1||X˙2|Π2(Z212)
]
.
(4.19)
Here in the first relation, we used δ(Z12) to integrate over Z2 and, in the second relation, we
introduced notations for
Π1 = Z˜
2
12A
2(Z212)− Z212B2(Z212) ,
Π2 = Z˜
2
12A
2(Z212) + Z
2
12B
2(Z212) +m
2[S2+(Z
2
12) + S
2
−(Z
2
12)] , (4.20)
where Z˜212 = 4− Z212. These equations involve functions defined in (2.22) and (2.24).
In the next section, we describe a technique for computing integrals entering (4.19).
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4.4 Propagators at zero separation
Before we turn to computing all integrals, let us examine the contribution from the tadpoles
(4.19). It depends on the scalar propagators S±(0) at coincident points. To find them, it is
convenient to use the relation (2.24) for X212 → 0 (see also (D.1))
S+(0) = − 4A(0)
D − 2 + 2im , S−(0) =
4A(0)
D − 2− 2im , (4.21)
so that the sum of the two propagators becomes
S+(0) + S−(0) =
16imA(0)
(D − 2)2 + 4m2 . (4.22)
To find A(0), it is instructive to use the Mellin-Barnes representation of A(X212) derived in
the Appendix D. As a result, we find (see Eq. (D.10))
A(0) = − im
2(4pi)D/2
Γ(1− 1
2
D)Γ(1
2
D + im)Γ(1
2
D − im)
Γ(1 + im)Γ(1− im) . (4.23)
For D = 4− 2, we expand (4.22) in powers of  to get
S0 ≡ −2(S+(0) + S−(0)) = m
2
4pi2
(4pi eγ)
[
1

+ (1−Him −H−im) +O()
]
, (4.24)
where H(x) = ψ(x+ 1) + γ are the harmonic numbers. In the above equation, the pole 1/
has a UV origin. In the two-loop expression for the circular Wilson loop, it cancels against
contributions of other diagrams in Fig. 1.
5 Comparison with localization
In this section, we compute the integrals (4.19) on the sphere and, then, use them to evaluate
the circular Wilson loop (3.11).
Echoeing (4.18), we can split ∆WS4 into the sum of two terms coming from loop and
tadpoles
∆WS4 = Wloop +Wtadpole . (5.1)
5.1 Contribution of tadpoles
We start with the contribution of tadpole, which reads
Wtadpole = −1
2
g4CFN
ˆ 2pi
0
ds1
ˆ 2pi
0
ds2Dtadpole(X1, X2)− (m = 0) . (5.2)
Replacing Dtadpole with its explicit expression (4.19), we obtain
Wtadpole = −1
2
g4CFNS0
ˆ 2pi
0
ds1
ˆ 2pi
0
ds2 [(X˙1 · X˙2)− |X˙1||X˙2|]I(X212) , (5.3)
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where S0 is determined by Eq. (4.24). Here we took into account that S0 vanishes for m = 0
and introduced the notation for the integral
I(X212) =
ˆ
dσ1DΦ(X1 − Z1)DΦ(X2 − Z1)
=
1
(4pi)2−
ˆ
dz
2pii
Γ(−z)Γ(−z + )Γ2(z + 1− )(X212/4)z , (5.4)
where the integration contour separates increasing and decreasing poles stemming from
Γ(−z + . . . ) and Γ(z + . . . ), respectively. The details of the calculation can be found in
the Appendix E.
We recall that Xi = X(si) parameterizes points on the great circle of the sphere (see
Eq. (3.3)). Substituting (5.4) into (5.3), we encounter the following contour integrals
ˆ 2pi
0
ds1ds2
(
X212/4
)z |X˙1||X˙2| = 4pi3/2 Γ(z + 12)
Γ(z + 1)
,
ˆ 2pi
0
ds1ds2
(
X212/4
)z
(X˙1 · X˙2) = −4pi3/2
zΓ
(
z + 1
2
)
Γ(z + 2)
. (5.5)
Notice that these two only differ by a factor of (−z/(z + 1)) in the right-hand side.
Combining the above relations together, we arrive at
Wtadpole =
g4CFN
(4pi)2−
S0 × 4pi3/2
ˆ
dz
2pii
Γ(−z)Γ(− z)Γ2(z + 1− )Γ(z + 3
2
)
Γ(z + 2)
. (5.6)
The integral is finite for  = 0 and it can be expanded at small  using the MBTools package
[33]. In this way, we find
Wtadpole =
1
2
g4CFNS0(pi e
γ) (1− log 2) [1 + 2+O(2)]
=
g4CFN
8pi2
(2pi eγ)2m2 (1− log 2)
[
1

+ (3−Him −H−im) +O()
]
. (5.7)
This relation defines the contribution of the sum of the diagrams G3 and S3 in Fig. 1,
Wtadpole = WG3+S3 .
5.2 Contribution of loops
In a close analogy with (5.2), the contribution of graphs containing massive loops is
Wloop = −1
2
g4CFN
ˆ 2pi
0
ds1
ˆ 2pi
0
ds2Dloop(X1, X2)− (m = 0) , (5.8)
where Dloop is given by (4.19).
Due to quite an intricate form of the functions involved, a direct closed-form evaluation
of the integral in Eq. (4.19) is way too complicated. As we show below, these difficulties
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can be alleviated by employing a Mellin-Barnes representation of the polarization operators
(4.20)
Πi(X
2) =
ˆ
dj
2pii
Π˜i(j) (X
2/4)j . (5.9)
In this manner, replacing the scalar propagator in (4.19) with its expression (2.16), we find
that the integrals over the sphere in (4.19) can be expressed in terms of a ‘simple’ integral
ˆ
dσ1dσ2DΦ(X1 − Z1)DΦ(X2 − Z2)(Z212/4)j =
ˆ
dz
2pii
I˜(j, z)(X212/4)
z . (5.10)
Here, the amplitude I˜(z, j) is a meromorphic function of z and j
I˜(j, z) =
Γ(j − + 2)Γ(−z)Γ(j − z + 2)Γ(z − j)Γ2(z − + 1)
Γ(−j)Γ2(j − + 3)Γ(z − + 2) . (5.11)
Its derivation can be found in Appendix E, (see Eq. (E.12)).
Combining together the above relations, we get from (5.8) the representation of Wloop
as a double Mellin-Barnes integral
Wloop = 2g
4CFN
ˆ
dj
2pii
ˆ
dz
2pii
I˜(j, z)
×
ˆ 2pi
0
ds1
ˆ 2pi
0
ds2
[
(X˙1 · X˙2)Π˜1(j) + |X˙1||X˙2|Π˜2(j)
]
(X212/4)
z − (m = 0) , (5.12)
where the amplitudes Π˜1(j) and Π˜2(j) can be obtained from (5.9) and (4.20) by replacing
the functions A, B and S± by their Mellin-Barnes images (see Eqs. (D.2) and (D.5)).
The contour integrals in the second line of (5.12) can be evaluated using (5.5). This
leads to
Wloop = −8pi3/2g4CFN
ˆ
dz
2pii
Γ(z + 1
2
)
Γ(z + 1)
[
z
z + 1
M1(z)−M2(z)
]
− (m = 0) , (5.13)
where the notations were introduced for
M1(z) =
ˆ
dj
2pii
I˜(j, z)Π˜1(j) =MA −MB ,
M2(z) =
ˆ
dj
2pii
I˜(j, z)Π˜2(j) =MA +MB +MS . (5.14)
Here the functions MA, MB and MS describe contributions of various terms in the right-
hand side of Eq. (4.20). Their explicit expressions in terms of the Mellin-Barnes amplitudes
of the functions A, B and S± are
MA = 4
ˆ
dz1dz2
(2pii)2
A˜(z1)A˜(z2)
[
I˜(z1 + z2, z)− I˜(z1 + z2 + 1, z)
]
,
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MB = 4
ˆ
dz1dz2
(2pii)2
B˜(z1)B˜(z2)I˜(z1 + z2 + 1, z) ,
MS = m2
ˆ
dz1dz2
(2pii)2
[
S˜+(z1)S˜+(z2) + S˜−(z1)S˜−(z2)
]
I˜(z1 + z2, z) , (5.15)
where I˜ is given by (5.10) while S˜±, A˜ and B˜ are determined in Eqs. (D.3) and (D.6).
It is convenient to split the relation (5.13) into the sum of contributions of individual
graphs shown in Fig. 1
Wloop = WG1+G2 +WS1 +WS2 − (m = 0) . (5.16)
We recall that the sum of graphs (G1) and (G2) yields Π1 in the first equation of (4.20)
and, therefore, it produces the contribution to (5.13) proportional toM1. The diagram (S1)
generates the first two terms in the expression for Π2 in (4.20) and its contribution to (5.13)
is described by the sum of two terms MA +MB in the expression for M2 in (5.14). The
remaining MS term in (5.14) comes from the graph (S2).
The calculation of the contribution to (5.13) from MB term in the expression for M2
is presented in Appendix F. The contribution of the remaining terms can be found in a
similar manner. The resulting expressions for the individual graphs in (5.16) take the form
of (complicated) triple Mellin-Barnes integrals. In the next subsection, we present their
expansion in the limit of small and large masses. For finite mass, we used the MBTools
package [33] to compute them numerically.
5.3 Two loops versus localization
In this subsection, we summarize the obtained results and present the two-loop expressions
for the circular Wilson loop
∆WS4 =
∑
α
(Wα(m)−Wα(0)) , (5.17)
where α = {G1 +G2, S1, S2, G3 + S3} enumerates the graphs shown in Fig. 1.
In the small mass limit, the individual contributions of the diagrams admit the following
general form
Wα(m) = −g
4CFN
8pi2
[
w(0)α +m
2w(1)α +O(m
4)
]
, (5.18)
Explicit expressions for the leading coefficients w
(0)
α read
w
(0)
G1+G2
= (pi eγ)2
[
1
4
+ 1 +O()
]
,
w
(0)
S1
= −1
2
+O() ,
w
(0)
S2
= w
(0)
G3+S3
= 0 . (5.19)
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The subleading coefficients are given by
w
(1)
G1+G2
= (2pi eγ)2
[
1− 2 log 2
2
+
(
−3
2
ζ(3) +
3
2
+ 2 log 2
)
+O ()
]
,
w
(1)
S1
= (2pi eγ)2
[
3
2
+
(
11
2
− 11 log 2
)
+O ()
]
,
w
(1)
S2
= (2pi eγ)2
[
−1

+ (6 log 2− 4) +O ()
]
,
w
(1)
G3+S3
= (2pi eγ)2
[
log 2− 1

+ (3 log 2− 3) +O ()
]
, (5.20)
where w
(1)
G3+S3
was obtained by expanding the tadpole contribution (5.7) at small m. Sub-
stituting (5.18) into (5.17), we find in the limit → 0
∆WS4 = −g
4CFN
4pi2
m2
∑
α
w(1)α =
g4CFN
16pi2
[
3ζ(3)m2 +O(m4)
]
. (5.21)
In agreement with our expectations, UV poles cancel in the sum of all graphs. Moreover,
finite rational terms and terms proportional to log 2 also cancel against each other as well.
The resulting expression for ∆WS4 coincides with the localization prediction (3.6) and (3.8).
In the opposite large-mass limit, the contribution of the graphs in Fig. 1 looks like
Wα(m) = −g
4CFN
8pi2
( pi
m
)2
w(∞)α , (5.22)
with the explicit expressions for the coefficients being
w
(∞)
G1+G2
=
1

(
m2
(1− 2 log 2)
2
+
1
4
)
+m2
(
3
2
− 2 log2 2− log 2
)
+
pim
2
+
5 + 2 log 2
12
− pi
32m
+
2 + log 2
60m2
− 11pi
2048m3
+
43 + 40 log(2)
5040m4
+O () ,
w
(∞)
S1
=
3m2
2
+
7m2
2
− 3pim
4
− 3
4
+
9pi
128m
− 1
40m2
+
63pi
4096m3
− 1
84m4
+O () ,
w
(∞)
S2
= −m
2

− 2m2 + pim
4
+
1
6
− 5pi
128m
+
1
60m2
− 41pi
4096m3
+
1
126m4
+O () ,
w
(∞)
G3+S3
= m2
(log 2− 1)

+m2
(−3 + 2 log2 2 + log 2)
+
1− log 2
6
+
1− log 2
60m2
+
1− log(2)
126m4
+O () . (5.23)
The sum of the coefficients takes a remarkably simple form∑
α
w(∞)α =
1
4
+
1
24m2
+
1
80m4
+O() . (5.24)
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Substituting (5.22) into (5.17) and using this relation, we obtain the circular Wilson loop at
large m as
∆WS4 = −g
4CFN
8pi2
∑
α
[( pi
m
)2
w(∞)α − w(0)α
]
=
g4CFN
16pi2
(
logm+ γ + 1− 1
12m2
− 1
40m4
+O
(
1
m6
))
. (5.25)
As in the previous case, we observe perfect agreement with the localization prediction,
Eqs. (3.6) and (3.9).
For finite values of the mass, we computed (5.17) numerically for various values of m
and reproduced the expected result (3.6) and (3.7) to high precision.
6 Conclusions
In this paper, we developed a framework that allowed us to compute the circular Wilson
loop in the N = 2∗ super Yang-Mills on the four-sphere at two loop order. We verified
that it perfectly agrees with the prediction of the supersymmetric localization but differs
from analogous perturbative calculations in the flat space. In the latter case, the difference
arises due to the presence of a mass scale in the theory. The reason being that the mass
deformation explicitly breaks the conformal symmetry of the model and, as a consequence,
a coordinate transformation from the sphere to the flat space becomes anomalous. This
question deserves further investigation.
The main findings of our work are rather technical but they have a potential to be of
value in other circumstances as well. We demonstrated that the calculation on the sphere
can be simplified by employing the embedding coordinates instead of local coordinates (like
spherical angles or stereographic coordinates). We derived, in particular, a new, very con-
cise representation for a massive fermion propagator which proves to be very convenient in
evaluating Feynman integrals on the sphere.
Having worked in the difference theory, we encountered two-loop graphs of propagator
type only, that is, one-loop graphs with massless propagators modified by corrections from
massive fields circulating in virtual loops. As a first step in computing these graphs, we
proposed to use the Mellin-Barnes representation for the massive propagators. The main
advantage of this representation is that it allows us to disentangle the dependence on the
mass and the chordal distance on the sphere and, as a consequence, to reduce our calculations
merely to the evaluation of integrals on the sphere containing products of powers of chordal
distances. With all integrations done, we arrived at a compact representation for the two-
loop circular Wilson loop as a sum of three-fold Mellin-Barnes integrals involving ratios of
Euler Γ−functions. These integrals are performed in the complex plane along the contours
separating increasing and decreasing sequences of poles generated by the latter.
Using the Mellin-Barnes representation as a starting point, we can apply conventional
techniques, reviewed in Ref. [34], and compute emerging integrals by residues. We did not
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succeed in getting their closed-form expressions for finite value of the mass since a brute
force use of Cauchy theorem is unwieldy and results in nested infinite series representation
that we failed to resum. This is the reason why we limited ourselves only to their small
and large mass expansions. For finite value of the mass, however, we computed contributing
Mellin-Barnes integrals numerically to high precision. In all cases, we found that the two-
loop result for the circular Wilson loop is in an exact agreement with the localization. Our
consideration can thus be regarded as a first test of the latter in massive non-conformal
settings.
The eventual two-loop result for the circular Wilson loop arises after massive cancel-
lations between contributing two-loop graphs. This observation, as well as the simplicity
of the localization formulae, hints that the Mellin-Barnes integrals mentioned above can be
computed exactly for finite value of the mass as well. It would be interesting to observe this
explicitly.
The formalism developed in this work can be used in computation of other observables
in massive super Yang-Mills theories on the four-sphere, e.g., correlation functions of local
operators or Wilson loops with insertions of these. Also, since de Sitter space can be ob-
tained in the embedding coordinates by a Wick rotation, all ingredients of our perturbative
construction can be used in cosmological applications as well.
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A Local coordinates on the sphere
The spherical coordinates on the sphere X2 = R2 are defined as
X0 = R cos θ1 ,
X1 = R sin θ1 cos θ2 ,
X2 = R sin θ1 sin θ2 sin θ3 ,
...
XD = R sin θ1 sin θ2 sin θ3 . . . sin θD−1 sin θD .
(A.1)
The volume element then reads
dσ ≡ √g dDx = RDdΩ(D+1) , (A.2)
– 24 –
where dΩ(D+1) is the element of the solid angle in the above spherical coordinates. The total
volume of SD is
volSD ≡
ˆ
dσ =
2pi
D+1
2
Γ
(
D+1
2
)RD . (A.3)
B Scalar propagator
In this Appendix, we derive the massive scalar propagator on the sphere (2.21) and (2.22).
As was mentioned in Section 2.2, the calculation can be simplified by Wick rotating to
the de Sitter space and using the coordinates (2.14). The de Sitter space is conformally flat
and its metric can be cast into the form
gµν = (z
0)−2ηµν , g = det gµν = −(z0)−8 , (B.1)
with ηµν = diag (+,−, . . . ,−) and z0 being the conformal time (2.15). The Laplace-Beltrami
operator admits the form
∇2 ≡ ∇µ∇µ = 1√
g
∂µ
√
ggµν∂ν = (z
0)2(∂20 − ∂2i )− 2z0∂0 . (B.2)
The propagator of a conformally coupled real scalar of mass µ obeys the equation(−∇21 + 14D(D − 2) + µ2)Gµ(z1, z2) = √−g1δ(D)(z1 − z2) . (B.3)
The function Gµ(z1, z2) depends on the coordinates only through the chordal distance,
s(z1, z2) ≡ −(z
0
12)
2 + (zi12)
2
z01z
0
2
. (B.4)
Then, for z1 − z2 6= 0 the above equation reduces to[
s(s− 4)∂2s +D(s− 2)∂s + 14D(D − 2) + µ2
]
Gµ(s) = 0 . (B.5)
The solution to this equation yields the well-known expression for the massive scalar prop-
agator [35–37]
Gµ(s) =
Γ(1
2
(D − 1 +M))Γ(1
2
(D − 1−M))
(4pi)D/2Γ(D
2
)
2F1
( 1
2
(D − 1 +M), 1
2
(D − 1−M)
1
2
D
∣∣∣∣ 1− s4
)
,
(B.6)
where a notation was introduced for M =
√
1− 4µ2. In the vanishing mass limit, i.e., for
µ→ 0, we obtain
G0(s) =
Γ(D
2
− 1)
4piD/2
1
sD/2−1
, (B.7)
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After the analytic continuation, for s = X212, this relation yields the massless scalar propa-
gator on the sphere (2.16).
The the N = 2∗ theory contains two pairs of scalars with masses µ±, see Eq. (2.10).
Substitution of µ = µ± into (B.6) yields the two propagators (with M = 1± 2im)
Gµ±(s) =
Γ(D
2
− 1± im)Γ(D
2
∓ im)
(4pi)D/2Γ(D
2
)
2F1
( 1
2
D − 1± im , 1
2
D ∓ im
1
2
D
∣∣∣∣ 1− s4
)
. (B.8)
Upon the analytic continuation to the sphere, these provide the propagators for A and B
scalars introduced in (2.21) with S±(X212) = Gµ±(s) for s = X
2
12.
C Fermion propagator
In this appendix, we derive the massive fermion propagator (2.23). 5 We do it a step-wise
manner, first, by finding the propagator in the de Sitter coordinates (2.15), and then, lifting
it to the embedding space. It is the latter form that we use in the main body.
The propagator of the fermion with the mass m obeys the following equation
(i /∇1 −m)Sm(z1, z2) =
1√−g1 δ
(D)(z1 − z2) , (C.1)
where the Dirac operator can be written in terms of vielbeins as
/∇ = γaeµa
(
∂
∂zµ
+
1
2
Σab ω
ab
µ
)
, (C.2)
with the spin matrix and the spin connection given by
Σab =
1
4
[γa, γb] , ω
ab
µ = e
ν,a
(
∂
∂zµ
ebν − Γρνµebρ
)
. (C.3)
They involve the flat-space Dirac matrices obeying the Clifford algebra {γa, γb} = 2ηab and
the affine connection
Γλρµ =
1
2
gλν
(
∂
∂zρ
gµν +
∂
∂zµ
gρν − ∂
∂zν
gµρ
)
. (C.4)
In the conformally-flat de Sitter metric, its only nonvanishing components are
Γ0ij =
δij
z0
, Γi0j = −
δij
z0
, Γij0 = −
δij
z0
, Γ000 = −
1
z0
. (C.5)
The de Sitter metric in terms of vielbeins looks as
gµν = e
a
µeν,a , e
a
µ = (z
0)−1δaµ , eν,a = (z
0)−1ηνa , (C.6)
5We provide a comprehensive analysis since we failed to find it in the existing literature.
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where the Greek labels denote the curved space-time indices and the Latin ones stand for
the flat space-time indices of a local inertial frame. The inverse metric is then
gµν = eµae
ν,a , eµa = z
0δµa , e
ν,a = z0ηνa . (C.7)
The spin connection possesses the following nonzero elements
ω0ij = −ωi0j =
δij
z0
, (C.8)
such that the Dirac operator explicitly reads
/∇ = γ0
(
z0
∂
∂z0
− D − 1
2
)
− z0γi ∂
∂zi
= (z0)(D+1)/2 6∂(z0)−(D−1)/2 . (C.9)
Then, the solution to (C.1) has the form
Sm(z1, z2) =
1
z01
(i /∇1 +m)
(
z01z
0
2
)1/2 [1 + γ0
2
S+(s) +
1− γ0
2
S−(s)
]
, (C.10)
where S±(s) are the functions of the chordal distance (B.4) defined in Eq. (2.22). To verify
this relation, we use the identity
−
√
z01(i /∇1 −m)
1
z01
(i /∇1 +m)
√
z01 = s(s− 4)∂2s +D(s− 2)∂s + 14D(D − 2) +m2 + imγ0 .
(C.11)
Notice that the first three terms in its right-hand side coincide with those inside the brackets
in Eq. (B.5). Substituting (C.10) into (C.1), we find that S±(s) obey Eq. (B.5) with µ2± =
m2 ± im. Since S± = Gµ± these equations are automatically verified.
Expanding the expression in the right-hand side of Eq. (C.10) and taking into account
the relation (D.9), we find after some algebra
iSm(z1, z2) = − 6 z˜12γ
0√
z01z
0
2
(1
2
D − 1 + im)S+(s)− (12D − 1− im)S−(s)
s− 4
− 6z12√
z01z
0
2
(1
2
D − 1 + im)S+(s) + (12D − 1− im)S−(s)
s
, (C.12)
where a notation was introduced for 6 z˜12 = (z01 + z02)γ0− (z1 − z2) ·γ and 6z12 =6z1− 6z2 with
6zi = z0i γ0 − zi · γ and a convention used for γ · z =
∑D−1
i=1 γ
izi.
The representation of the fermion propagator in the form (C.10) has been known for quite
some time from Ref. [37]. Our next goal is to obtain an analogous, covariant representation
of this propagator in the embedding coordinates.
Let us transform the fermion propagator (C.10) from the local z-coordinates to the
embedding X-coordinates (2.15). To this end, we introduce the matrix
U(z) =
1
2
√
z0
[
(1 + z0) + γ0γD(1− z0)− (γ0 + γD)γ · z] , (C.13)
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where γM (with M = 0, . . . , D) are the Dirac matrices in (D+1)-dimensional flat space-time
with the signature ηMN = diag(+,−, . . . ,−). The inverse matrix looks as
U−1(z) =
1
2
√
z0
[
(1 + z0)− γ0γD(1− z0) + (γ0 + γD)γ · z] . (C.14)
A simple calculation shows that
Uγ0U−1 = z0γM
∂XM
∂z0
, UγiU−1 = z0γM
∂XM
∂zi
, UγDU−1 = γMXM , (C.15)
where the embedding coordinates XM are given by (2.14) for R = 1. In the covariant form,
these relations were presented in the main text in Eq. (2.20).
It is straightforward to verify that
U1γ
az12,aU
−1
2 =
(
z01z
0
2
)1/2
γMX12,M ,
U1γ
aγ0z˜12,aU
−1
2 = −
(
z01z
0
2
)1/2
γMγNX˜12,MX2,N , (C.16)
where Ui ≡ U(zi) and X˜12 ≡ X1 + X2. Combining these relations with (C.12), we finally
obtain
iSm(z1, z2) = U
−1
1
[
(1
2
D − 1 + im)S+(s)− (12D − 1− im)S−(s)
s− 4 6X˜12 6X2
− (
1
2
D − 1 + im)S+(s) + (12D − 1− im)S−(s)
s
6X12
]
U2 . (C.17)
After the analytical continuation from the de Sitter space to the sphere, this relation yields
the propagator of the massive fermion quoted in Eq. (2.23).
D Mellin-Barnes representation of massive propagators
In this appendix, we discuss the properties of the functions S±, A and B defining the
propagators of the massive scalars (2.21) and fermions (2.23).
These functions are not independent and are related to each other by the linear relations
(2.24). The inverse transformation looks like
S+(s) =
(s− 4)A(s) + sB(s)
D − 2 + 2im , S−(s) =
−(s− 4)A(s) + sB(s)
D − 2− 2im , (D.1)
where s = X2 and D = 4− 2.
We start with the functions S±(X2) given by Eq. (2.22). Using the properties of the
hypergeometric functions (see Eq. (E.8)), we can immediately obtain its Mellin-Barnes rep-
resentation
S±(X2) =
ˆ
dz
2pii
(X2/4)z S˜±(z) , (D.2)
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where its image is given by
S˜±(z) =
Γ(−z)Γ(−z − 1 + )Γ(z + 1± im− )Γ(z + 2∓ im− )
(4pi)2−Γ(±im)Γ(1∓ im) . (D.3)
The integration contour in (D.2) separates increasing and decreasing poles generated by
Γ−functions of the form Γ(−z + . . . ) and Γ(z + . . . ), respectively. The main advantage of
this form is that the integrand has a power-like dependence on the chordal distance X2 and
is better suited for performing integration on the sphere.
Substituting (2.22) into (2.24), we can re-express the functions A(X2) and B(X2) in
terms of the hypergeometric functions
A(X2) = −imΓ(D/2 + im)Γ(D/2− im)
2D+1piD/2Γ(D/2 + 1)
2F1
(
D/2 + im,D/2 + im
D/2 + 1
∣∣∣1−X2/4) ,
B(X2) =
Γ(D/2 + im)Γ(D/2− im)
2D+1piD/2Γ(D/2)
2F1
(
D/2 + im,D/2 + im
D/2
∣∣∣1−X2/4) . (D.4)
It is obvious from the first relation that A(X2) vanishes as m→ 0.
As in the previous case, we can work out the Mellin-Barnes representation of the func-
tions (D.4)
A(X2) =
ˆ
dz
2pii
(X2/4)z A˜(z) , B(X2) =
ˆ
dz
2pii
(X2/4)z B˜(z) , (D.5)
where their amplitudes now read
A˜(z) = −imΓ(−z)Γ(−z − 1 + )Γ(2 + im+ z − )Γ(2− im+ z − )
2(4pi)2−Γ(1 + im)Γ(1− im) ,
B˜(z) =
Γ(−z)Γ(−z − 2 + )Γ(2 + im+ z − )Γ(2− im+ z − )
2(4pi)2−Γ(im)Γ(−im) . (D.6)
Again, the integration contour in (D.5) separates increasing and decreasing poles generated
by Γ(−z+ . . . ) and Γ(z+ . . . ), respectively. Note that the two amplitudes differ by a simple
factor, A˜(z)/B˜(z) = (−z − 2 + )/(im). The relation (D.1) translates to the analogous
relation between their Mellin-Barnes images
S˜±(z) = 2
B˜(z − 1)± (A˜(z − 1)− A˜(z))
1± im−  . (D.7)
We can apply (D.5) to show that the functions satisfy the following differential equations
A′(s) =
DA(s) + 2imB(s)
2(4− s) , B
′(s) = −DB(s) + 2imA(s)
2s
. (D.8)
Combining them with (D.1), we verify that
S ′±(s) =
2(1
2
D − 1∓ im)
s(s− 4) S∓(s) +
(2− s)(1
2
D − 1± im)
s(s− 4) S±(s) ,
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(S ′+(s))
2 + (S ′−(s))
2 =
1
2
(A2(s) +B2(s)) . (D.9)
The contribution of tadpole graphs involves the function A(X2) evaluated at coincident
points X2 = 0. It can be found from the first relation in (D.5) by moving the integration
contour to the right and picking up the residue at z = 0
A(0) = −imΓ(− 1)Γ(2− − im)Γ(2− + im)
2(4pi)2−Γ(1− im)Γ(1 + im) . (D.10)
E Integrals on the sphere
In this appendix, we evaluate integrals on the sphere which appear in the calculation of the
circular Wilson loop.
We begin with the simplest integral
J(ν) =
ˆ
dσ
|X − Z|2ν , (E.1)
where the integration measure is defined in (4.1) and |X−Z|2ν = [(X−Z)2]ν . In virtue of the
rotational invariance, J(ν) does not depend on the choice of X on the sphere. Choosing X =
(1, 0, . . . , 0) and passing to the spherical coordinates (A.1), we get (X −Z)2 = 2(1− cos θ1).
Replacing the integration measure with
dσ = dΩ(D+1) = dΩ(D)dθ1 sin
D−1 θ1 , (E.2)
we get from (E.3)
J(ν) = 2D−2ν−1
Γ(D/2)Γ(D/2− ν)
Γ(D − ν) Ω
(D) =
(4pi)D/2Γ (D/2− ν)
22νΓ(D − ν) . (E.3)
Setting ν = 0, we verify that J(0) reduces to Eq. (A.3).
Next, let us consider a more complicated integral
J(ν1, ν2) =
ˆ
dσ
|X1 − Z|2ν1|X2 − Z|2ν2 . (E.4)
Taking into account that |Xi−Z|2νi = [2(1− (XiZ))]νi and using the conventional Feynman
parametrization, we get
1
|X1 − Z|2ν1|X2 − Z|2ν2 =
Γ(ν1 + ν2)
Γ(ν1)Γ(ν2)
ˆ 1
0
dy yν1−1(1− y)ν2−1
[2(1− |V (y)| cos θ)]ν1+ν2 , (E.5)
where θ is the angle between Z and the vector V (y) = yX1 + (1−y)X2 with length |V (y)| =
[1− y(1− y)X212]1/2. Applying (E.2) and changing the integration variable to x = cos θ, we
obtain
J(ν1, ν2) = Ω
(D) Γ(ν1 + ν2)
Γ(ν1)Γ(ν2)
ˆ 1
−1
dy yν1−1(1− y)ν2−1
ˆ 1
0
dx(1− x2)D/2−1
[2(1− x|V (y)|)]ν1+ν2 . (E.6)
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The integral over x can be evaluated in terms of the hypergeometric function
ˆ 1
0
dx(1− x2)D/2−1
[2(1− x|V (y)|)]ν1+ν2 = 2
D−ν−1 Γ
2
(
D
2
)
Γ(D)
2F1
(
ν + 1
2
,
ν
2
;
D + 1
2
∣∣∣1− y(1− y)X212) , (E.7)
where ν = ν1 + ν2. Then, we replace the latter with its Mellin-Barnes representation
2F1
(
a, b
c
∣∣∣∣ 1−X) = ˆ dz2piiXzΓ(c)Γ(−z)Γ(a+ z)Γ(b+ z)Γ(c− a− b− z)Γ(a)Γ(b)Γ(c− a)Γ(c− b) , (E.8)
and combine with the previous relation to arrive at the following formula
J(ν1, ν2) =
(4pi)D/2
4ν1+ν2Γ(ν1)Γ(ν2)Γ(D − ν1 − ν2)
×
ˆ
dz
2pii
(X212/4)
zΓ(−z)Γ(D/2− ν1 − ν2 − z)Γ(z + ν1)Γ(z + ν2) . (E.9)
Here, as before, the integration contour separates increasing and decreasing poles, generated
by the product of Γ−functions, Γ(−z)Γ(D/2−ν1−ν2−z) and Γ(z+ν1)Γ(z+ν2), respectively.
According to the definition (E.4), the function J(ν1, 0) should coincide with (E.3) for ν = ν1.
Indeed, for ν2 → 0 the leading contribution to (E.9) arises from the pole at z = 0 and it
is given by (E.3). The relation (5.4) involves the integral (E.9) evaluated for ν1 = ν2 =
(D − 2)/2.
Finally, we consider the integral containing the chain of three propagators
J(ν1, ν2, ν3) =
ˆ
dσ1dσ2
|X1 − Z1|2ν1|Z1 − Z2|2ν2|Z2 −X2|2ν3 . (E.10)
Subsequently applying (E.9), we can express J(ν1, ν2, ν3) as a two-fold Mellin-Barnes integral.
One of the integrals can be evaluated using the second Barnes lemma leading to
J(ν1, ν2, ν3) =
(4pi)DΓ(D/2− ν1)Γ(D/2− ν2)Γ(D/2− ν3)
4ν1+ν2+ν3Γ(ν1)Γ(ν2)Γ(ν3)Γ(D − ν1 − ν2)Γ(D − ν1 − ν3)Γ(D − ν2 − ν3)
×
ˆ
dz
2pii
(
X212/4
)z Γ(−z)Γ(z + ν1)Γ(z + ν2)Γ(z + ν3)Γ(D − ν1 − ν2 − ν3 − z)
Γ(D/2 + z)
.
(E.11)
As a check, we examine the limit ν2 → 0. Taking the residue at the pole z = 0 we get
J(ν1, 0, ν3) =
(4pi)DΓ(D/2− ν1)Γ(D/2− ν3)
4ν1+ν3Γ(D − ν1)Γ(D − ν3) = J(ν1)J(ν3) ,
in agreement with the expected result for (E.10). The relation (5.10) involves the integral
(E.11) evaluated for ν1 = ν2 = (D − 2)/2 and ν3 = −j,
I(j, z) = J(1− , 1− ,−j) . (E.12)
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F Melin-Barnes integrals
To illustrate the technique that we use in our calculation of the the circular Wilson loop
(5.13), we present detailed account for the following integral
IS1 =
ˆ 2pi
0
ds1
ˆ 2pi
0
ds2
ˆ
dσ1dσ2DΦ(X1 − Z1)DΦ(X2 − Z2)|X˙1||X˙2|Z212B2(Z212) . (F.1)
It arises in the calculation of the contribution of the diagram S1 in Fig. 1.
The factor of Z212B
2(Z212) in the right-hand side of (F.1) comes from the second term in
the expression for ΠS1 in Eq. (4.17). Following (5.9), we replace it with the Mellin-Barnes
representation
Z212B
2(Z212) = 4
ˆ
dz1dz2
(2pii)2
(Z212/4)
z1+z2+1B˜(z1)B˜(z2) , (F.2)
where B˜(zi) is defined in (D.6). Substituting this relation into Eq. (F.1), we can perform
the integrations over Z1 and Z2 using (5.10), followed by the ones with respect to s1 and s2
with the help of (5.5),
IS1 = 16pi
3/2
ˆ
dz1dz2dz3
(2pii)3
B˜(z1)B˜(z2)I˜(z1 + z2 + 1, z3)
Γ(z3 +
1
2
)
Γ(z3 + 1)
. (F.3)
Replacing the functions B˜ and I˜ by their explicit expressions, Eqs. (D.6) and (5.11), respec-
tively, we obtain the following Mellin-Barnes integral
IS1 =
m2 sinh2(pim)
26−4pi
9
2
−2
ˆ
dz1dz2dz3
(2pii)3
Γ (−z1) Γ (−z2) Γ (−z1 − 2 + ) Γ (−z2 − 2 + ) (F.4)
× Γ (2− im− + z1) Γ (2 + im− + z1) Γ (2− im− + z2) Γ (2 + im− + z2)
× Γ (3 + z1 + z2 − z3) Γ (−z3) Γ
(
1
2
+ z3
)
Γ (z3 − z1 − z2 − 1) Γ (3− + z1 + z2) Γ2 (1− + z3)
Γ (−1− z1 − z2) Γ (1 + z3) Γ (2− + z3) Γ2 (4− + z1 + z2) .
This expression depends on the mass m and the parameter of the dimensional regularization
D = 4− 2.
The Mellin-Barnes integral (F.4) can be analyzed using the available packages [33]. In
particular, it is straightforward to expand IS1 in the Laurent series at small  and compute
the corresponding expansion coefficients numerically for any value of the mass m. In what
follows, we develop expansion of IS1 at small and large mass m.
Small mass limit
For small m2, the integral in (F.4) is accompanied by powers of m2. Therefore, IS1 can
receive the O(m0) correction only if the integral diverges as 1/m4 as m→ 0.
Such divergences arise when the integration contour in the Mellin-Barnes integral (F.4) is
pinched by the poles. Indeed, we notice that the increasing and decreasing poles coming from
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Γ (−z1 − 2 + ) Γ (2− im− + z1) collide for m→ 0. As a result, the leading contribution to
the integral in the small−m2 limit only comes from the poles at z1 = −2+ and z2 = −2+.
Evaluating the double residue, we get
I
(0)
S1
=
√
pi
(4pi)3−2
Γ(−1 + )Γ2(2− )
Γ2()Γ(3− 2)
×
ˆ
dz3
2pii
Γ (−z3) Γ
(
z3 +
1
2
)
Γ (2− z3 − 1) Γ (3− 2+ z3) Γ2 (1− + z3)
Γ (z3 + 1) Γ (−+ z3 + 2) , (F.5)
where we dressed it with the superscript to indicate that I
(0)
S1
is the leading term in the small
m expansion of (F.4).
The factor in the first line of (F.5) vanishes for  → 0. Therefore, by the same reason
as before, the integral is localized at poles that are pinched as → 0. Such poles come from
Γ (2− z3 − 1) Γ2 (−+ z3 + 1). Moving the integration contour to the right, we pick up the
residue at z3 = −1 + 2 (with minus sign) and obtain
I
(0)
S1
=
1
32pi2
+O () . (F.6)
To get the subleading correction to IS1 at small m, we rewrite zi−integrals in (F.4) asˆ
dzi
2pii
= −reszi=−2+ +
ˆ
Re zi=−2+δ
dzi
2pii
, (F.7)
where δ > . Here the contribution of the integral in the right-hand side is suppressed by
the factor of m2. Then, in the double integral over z1 and z2, the O(m
2) correction arises
from
−
(ˆ
Re z1=−2+δ
dz1
2pii
resz2=−2+ +
ˆ
Re z2=−2+δ
dz2
2pii
resz1=−2+
)
. (F.8)
In this way, we get the O(m2) correction to (F.4) as
I
(1)
S1
= m2
Γ(2− )
(4pi)
5
2
−2
ˆ
dz1dz3
(2pii)2
Γ (+ z1 − z3 + 1) Γ2 (1− + z3) Γ (1− − z1 + z3)
× Γ (−z1) Γ (z1 + 1) Γ (−z3) Γ
(
z3 +
1
2
)
Γ (− z1 − 2) Γ2 (−+ z1 + 2)
Γ2 (z1 + 2) Γ (z3 + 1) Γ (−− z1 + 1) Γ (−+ z3 + 2) , (F.9)
where the integration contour verifies Re z1 = −2 + δ with δ > .
At the next step, we examine the limit → 0. We find that, in the expressions for I(1)S1 ,
the increasing pole at z1 = −1 +  collides with the decreasing pole at z1 = −1. Evaluating
the residue at z1 = −1 we obtain
I
(1)
S1
= − m
2
32pi5/2
ˆ
dz3
2pii
Γ2 (−z3) Γ
(
z3 +
1
2
)
Γ (z3 + 1) +O
(
0
)
= − m
2
16pi2
+O
(
0
)
. (F.10)
The O(0) correction can be computed using the MBTools package [33]. Being combined
together with (F.6), this results in the small mass expansion
IS1 =
1
32pi2
+
m2
64pi2
(2pi eγ)2
[
−4

− 14 + pi
2
3
+ 24 log 2
]
+O(m4) .
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Large mass limit
Finally, in the large-mass limit, we replace sinh(pim) = exp(pim)/2 + . . . and substitute
the product of the Γ−functions in the second line of (F.4) with its asymptotic behavior as
m→∞,
Γ(x− im)Γ(x+ im) = 2pi e−pimm2x−1
[
1 +
x(x− 1)(2x− 1)
6m2
+
x(x− 2)(x− 1)(2x− 3)(2x− 1)(5x+ 1)
360m4
+O
(
1
m6
)]
, (F.11)
where x = 2 −  + z. The resulting integral can again be evaluated using the MBTools
package [33] leading to
IS1 =
1
64pi2
[
m2
(
−4

+ 8 log
(m
pi
)
− 10
)
+
5pim
2
+
5
3
− 9pi
64m
+
1
15m2
+O
(
1
m3
)]
.
(F.12)
The integral develops a simple UV pole and has the following unusual feature – it receives
O(m) correction. It is ultimately related to poles generated by Γ(z3 +
1
2
) which arise from
the integration over the circle, see Eq. (5.5).
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