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Quantifying and understanding the global carbon cycle is essential for the analysis
and prediction of climate change. Observations of greenhouse gases in the atmosphere
of the Earth have come a long way since Dave Keeling started the first continuous
measurements of carbon dioxide (CO2) on Mauna Loa, Hawaii, in 1958. Nevertheless,
our picture of the global carbon cycle is far from complete. One observational gap lies
between the measurements taken at surface stations and those carried out on manned
aircraft. A versatile and cost-effective tool that could fill this gap is presented by small
unmanned aircraft systems (UASs) or “drones”. However, the lack of small and light,
yet accurate gas analysers has prevented practical realisation of this idea in the past.
In this dissertation the COmpact Carbon dioxide analyser for Airborne Platforms
(COCAP) is presented. COCAP measures the abundance of carbon dioxide in ambient
air as well as air temperature, humidity and pressure, and is specifically designed for
the use on board small UASs. Accurate CO2 measurements are ensured by extensive
calibration in an environmental chamber, by regular calibration in the field and by
chemical drying of sampled air. In addition, the analyser is equipped with a custom-
built, lightweight thermal stabilisation system that reduces the influence of ambient
temperature changes on the CO2 sensor by two orders of magnitude. The robustness of
COCAP under varying environmental conditions has been verified through a series of
tests both in the lab and in the field.
As a first application of the newly developed instrument, COCAP was used to con-
strain the nocturnal carbon dioxide emission of an ecosystem based on the nocturnal
boundary layer (NBL) budget method. The NBL budgets were calculated from a series
of CO2 profiles measured by COCAP on board a UAS during the course of two nights.
The fluxes obtained in the pilot study are plausible and insensitive to experimental
uncertainties. Given the versatility and moderate cost of UASs and their minimal in-
frastructure requirements, this innovative sampling technique makes the NBL budget
method for the quantification of surface fluxes more accessible and cost-effective.
This work demonstrates how the potential of UASs for measuring trace gases in the




Die Quantifizierung und das Verständnis des globalen Kohlenstoffkreislaufs sind ent-
scheidend für die Analyse und Vorhersage des Klimawandels. Die Beobachtung von
Treibhausgasen in der Erdatmosphäre hat sich stetig weiter entwickelt, seit Dave Keeling
1958 die erste kontinuierliche Messung von Kohlenstoffdioxid (CO2) auf dem Mauna
Loa in Hawaii etablierte. Dennoch ist unser Bild vom globalen Kohlenstoffkreislauf
noch längst nicht vollständig. Es klafft eine Beobachtungslücke zwischen den Daten von
Messstationen am Erdboden und jenen, die mithilfe von bemannten Forschungsflugzeu-
gen gesammelt werden. Ein vielseitiges und kostengünstiges Werkzeug, das diese Lücke
füllen könnte, sind unbemannte Luftfahrtsysteme (“Drohnen”). In Ermangelung kleiner,
leichter und dennoch genauer Gasanalysatoren konnte diese Idee in der Vergangenheit
allerdings nicht realisiert werden.
In dieser Dissertation wird ein kompakter Kohlendioxidanalysator für Flugsyste-
me (COmpact Carbon dioxide analyser for Airborne Platforms, COCAP) vorgestellt.
COCAP misst den Kohlendioxidanteil, die Temperatur, die Feuchte und den Druck
der Umgebungsluft und ist speziell für den Einsatz auf kleinen unbemannten Luft-
fahrtsystemen ausgelegt. Genaue Kohlendioxidmessungen werden durch umfangreiche
Kalibrierungen in einer Klimakammer, regelmäßige Kalibrierungen während des Feld-
einsatzes und durch chemische Trocknung der Probenluft sichergestellt. Darüber hinaus
enthält das Messsystem einen speziell entwickelten Temperaturregler mit geringer Mas-
se, der den störenden Einfluss äußerer Temperaturänderungen auf den CO2-Sensor um
zwei Größenordnungen verringert. COCAPs Robustheit gegenüber wechselnden Umge-
bungsbedingungen wurde in einer Reihe von Tests im Labor und im Feld nachgewiesen.
COCAPs erster wissenschaftliche Einsatz diente der Abschätzung nächtlicher Kohlen-
dioxidflüsse mithilfe von Budgets der nächtlichen Grenzschicht (nocturnal boundary
layer, NBL). Diese NBL-Budgets wurden aus CO2-Profilen errechnet, welche COCAP
während einer Reihe von Flügen mit einem unbemannten Luftfahrtsystem im Verlauf
zweier Nächte aufzeichnete. Die in dieser Pilotstudie ermittelten Flüsse sind plausibel
und robust gegenüber experimentellen Unsicherheiten. Angesichts der Vielseitigkeit und
der moderaten Kosten unbemannter Luftfahrtsysteme sowie ihrer minimalen Ansprüche
an die Infrastruktur im Feld eröffnet diese innovative Messstrategie eine vergleichsweise
einfache und günstige Möglichkeit, Flüsse durch NBL-Budgets zu bestimmen.
iii
Diese Arbeit zeigt auf, wie das Potenzial unbemannter Luftfahrtsysteme für Spuren-
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This dissertation is the result of my work at the Max Planck Institute for Biogeochemistry
in Jena between 2012 and 2019. My main goal throughout this period of time was to en-
able the accurate measurement of CO2 content in the atmosphere using small unmanned
aircraft. The most important considerations, experimental results and conclusions from
this project are presented in the following chapters.
During writing I had to make the fundamental choice of how to report on my work: (1)
exclusively in the passive voice, (2) using the active voice in the singular form “I” or (3)
using the active voice in the plural for “we”. I was determined not to restrict my writing
to the passive voice for two reasons. Firstly, the passive voice makes any longer text dull
and unpleasant to read – and this text is a really long one. Secondly, the objectivity that
many attribute to the passive voice is in my eyes quite often abused. Constructs like
“the analysis was carried out” might imply that the analysis was a completely objective
process, but if a human did it, it certainly was not. Instead of creating the appearance of
objectivity through grammatical tricks, I aim to convince the reader of the fidelity of my
work by precisely describing what I did and by explicitly stating any data selection.
This left me with the choice between “I” and “we”. Certainly I had a major part in
the design and building of our analyser’s custom-made parts detailed in Chapter 2, in
designing and carrying out both the validation experiments described in Chapter 3 and
the pilot study covered in Chapter 4. I prepared most of the data presented, produced the
figures and interpreted the results. However, none of these I could have done without
the practical help, important ideas or moral support of others. I feel that reporting
in the singular form would not do their contributions justice. “My results” conveys
the message that all the work was carried out by a single person. In contrast, “our
results” indicates that several people contributed, without stating that the quantity of
contribution was necessarily equal. The plural form most faithfully captures how the
results presented here were obtained, and therefore I decided to use the plural pronouns
throughout this dissertation. Excluding the Foreword, as the reader may have noticed.
Large parts of the work presented here relied on Free and Open Source Software
(FOSS), i.e. software that anyone can freely use, copy, study and modify and that is
available not only in binary form, but also as source code. The long list of FOSS projects
I am indebted to includes (in alphabetic order) ArduPilot, BibTEX, GIMP, GNU/Linux,
GNU Octave, gnuplot, Inkscape, KiCad, LATEX, LYX, Mozilla Firefox, Mozilla Thunder-
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bird, Paparazzi UAV, QGIS and Zotero. The colours in diagrams and maps are based on
the work of Cynthia A. Brewer (Brewer, 2017), Peter Kovesi (Kovesi, 2015) and on the
Wikicarto 2.0 colour map (Wikipedia contributors, 2012).
The world wide web is full of valuable resources, and during my PhD I have taken
advantage of a good number of them. However, would I be denied access to all websites
but one that I could pick, my choice would be clear: the free encyclopedia Wikipedia.
Countless times Wikipedia has provided me with a concise overview of a new topic, with
a clear definition for a concept I had only a fuzzy idea of, or with a helpful clarification
of a set of linked terms that were used seemingly randomly in literature. Nothing is
perfect, but the selection and quality of information on Wikipedia surprisingly often
comes close. And just in case I am totally without internet access, I carry an offline
version of Wikipedia on the smartphone in my pocket.
First of all I thank Jošt Lavricˇ, my main supervisor. He supported me and my PhD
project with knowledge, ideas and with the funds I needed to buy equipment and to
finance trips to international conferences. Jošt’s courage to take risks when justified by
the potential benefits inspired me. I am grateful for the large freedom he gave me in
pursuing my project, allowing me to unleash my creativity and to do things (what I
thought was) right instead of quick and dirty. The possibility to follow my own ideas
with very few limits was a strong source of motivation and satisfaction. With his friendly
attitude and good humour it was always a pleasure to work in Jošt’s group.
Invaluable support for my PhD project was provided by my three co-supervisors.
I thank Christoph Gerbig for always being open for discussion of questions or ideas,
for generously sharing his extensive knowledge about trace gas measurements, atmo-
spheric transport and meteorology and for his motivating appreciation of my work. I
am indebted to Pieter Tans for openly sharing his enthusiasm for my project and his
recognition, for his thoughtful comments and for hosting me at the NOAA Earth System
Research Laboratory for two months in 2015. The time in Boulder has definitely been
one of the highlights of my PhD and Pieter’s generous support had a large part in
that. I offer my gratitude to Prof. Wolfgang Weigand for his interest in my project and
his important hints on the promotion process at the Friedrich Schiller University Jena.
Special thanks are due to Christoph and Prof. Wolfgang Weigand for reviewing the
proposal that gained me a stipend for my research stay in Boulder.
During my PhD I benefited from several lucky coincidences. Of those, meeting Henrik
Rödjegård of SenseAir at a workshop of the COST action TD1105 was probably the
most important one. Following Henrik’s presentation of a new gas sensor prototype in
2013, a very fruitful collaboration developed between the MPI for Biogeochemistry in
Jena and SenseAir. I thank Hans Martin for inviting me to Delsbo, Sweden, for a one
month research stay. I owe my deepest gratitude to Maksym Bryzgalov, who granted me
deep insight into the HPP family of gas sensors, was full of good advice and made my
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time at SenseAir most enjoyable. I extend my appreciation to Christine Hummelgård,
Ingrid Bryntse, Erik Wilhemsson, Jan Wigg and Jan-Åke Henning for scientific input,
technical support and for providing me with the sensors and accessories I needed for
the development of COCAP. Thanks to all the staff at SenseAir for the warmth and
friendliness they showed me during my stay.
I acknowledge Hök Instruments AB (Sweden) for kindly providing software for
COCAP’s data logger.
I thank Hartmut Müller, chairman of the Jena aeromodelling club, for teaching me
how to fly remotely controlled aircraft and for supporting our project
I am indebted to Jens Dünnermann and Burkhard Wrenger for providing their multi-
copters and piloting skills during several flight campaigns. Special thanks to Burkhard
for a memorable van drive to the Centre de Recherche Atmospheriques in Lannemezan
near Toulouse and back.
My research stay in Boulder was highly productive, insightful and enjoyable due
to the kind support I received from the staff at NOAA. I am particularly grateful to
Don Neff, who spent hours driving COCAP and me up and down mountains, to
Stephen Conley, Gabrielle Pétron and Stefan Schwietzke for stimulating discussions of
airborne measurements and for giving COCAP a ride on a manned aircraft. Thanks to
Anne Thorne for valuable assistance in the organisational aspects of my stay and to Ed
Dlugokencky for a camping stove and pot that served me very well during a one week
road trip at the end of my visit to the US.
Special thanks are due to Richard Grant for providing his multicopter for the flights
during the ScaleX 2016 campaign, as well as to Evan Flatt for piloting it. In addition I
thank Richard for help in the data analysis and interpretation. The ScaleX 2016 campaign
at the TERENO site Fendt was only possible thanks to the staff of the KIT IMK-IFU
in Garmisch-Partenkirchen, who went through large efforts by organising a campaign
with more than 60 participants. In particular I acknowledge Matthias Zeeman, who
did an amazing job as coordinator of ScaleX 2016 and who also helped me a lot by
sharing his data and discussing our results. I am thankful to Klaus Schäfer for making
me aware of the ScaleX campaign, for coordinating work package 2 and for providing
us with magnesium perchlorate when I had forgotten ours in Jena. I thank Rainer
Gasche and Benjamin Wolf for sharing and discussion of data. Special thanks to Andreas
Philipp for lending us his fixed-wing UAS and teaching me how to fly it. I thank
Andreas Angerer, Claire Brenner, Caroline Brosy and all the other ScaleX participants for
making the campaign and the associated workshops a fruitful and fun experience. The
TERrestrial Environmental Observatory (TERENO) pre-Alpine infrastructure is funded
by the Helmholtz Association and the Federal Ministry of Education and Research.
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I thank Frank Beyrich, Matthias Lindauer, Udo Rummel and Marcus Schumacher of
the German Weather Service (DWD) for access to the ICOS station Lindenberg, technical
support and data sharing.
This work has been enabled by generous financial support from the Max Planck
Society. I acknowledge COST (European cooperation in science and technology) and
the German Academic Exchange Service (DAAD) for funding my stays at SenseAir and
NOAA, respectively.
I am grateful for the manifold support I received at the MPI for Biogeochemistry Jena.
Thanks to Martin Heimann, who has fostered the idea of utilising unmanned aircraft
for atmospheric research for years, contributed valuable ideas and provided the funds
for the project. I thank Bernd Schlöffel, Reimo Leppert, Harald Schmalwasser, Martin
Strube and Frank Voigt for their various contributions to COCAP. To Wieland Jeschag
and Till Fastnacht I am indebted for adapting and extending the firmware of COCAP’s
data logger. I gratefully acknowledge Jürgen Kaulfuß for designing and building the
field calibration device. I thank the staff of the gas lab for preparing the gas standards
we used for calibration in the lab and in the field. I greatly appreciated the help of Field
Experiments and Instrumentation group, from whom I borrowed on several occasions
equipment that made my work in the field much easier. I thank Julia Marshall for
providing free English language consultancy a number of times. A big thank you is
due to Ulrike Schleier for relieving me of administrative and organisational burdens,
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1.1 The global carbon cycle
Carbon is a central building block of life. All organisms have to exchange carbon with
their environment in order to grow. This exchange takes place in the form of different
carbon compounds, such as carbohydrates that are ingested by humans and other
animals, carbon dioxide (CO2) that is exhaled by animals and taken up by plants, or
methane (CH4) that is produced and consumed by microbes. In many cases, carbon runs
through a chain of compounds that forms a closed cycle, i.e. carbon is recycled in the
Earth system. A typical example of this recycling is the interplay between photosynthesis
and cellular respiration: Plants convert CO2 into carbohydrates, while animals or fungi
convert these carbohydrates back into CO2. As many carbon compounds are transported
over long distances, e.g. by the wind or by running water, the flow of carbon takes place
on a global scale. The transport, conversion and storage of all carbon on Earth is called
the global carbon cycle.
Organisms are neither the only nor the biggest players in the carbon cycle. The oceans,
soil and rocks, the Earth’s fossil fuel reserves and the atmosphere contain large amounts
of carbon (Figure 1.1). The distribution and exchange of carbon between these reservoirs
remained widely unchanged over thousands of years before the Industrial Revolution
(Joos and Spahni, 2008). However, since the beginning of the industrial era we humans
have been altering the global carbon cycle. On the one hand, we are extracting fossil fuel
from geological reservoirs and burn it, effectively transporting carbon from the ground
into the atmosphere. On the other hand, the fast growth of the human population since
1700 entailed the conversion of more and more parts of the landmass to arable land,
mainly by deforestation. This ongoing land use change is transporting carbon from the
biosphere into the atmosphere. It was only in the last 50 years that mankind realised
which consequences this change of the carbon cycle may yield.
The atmospheric part of the carbon cycle is dominated by CO2, a colourless and in
low concentrations odourless gas. Roughly 4 out of 10 000 molecules or 400 µmol·mol−1
of the Earth’s atmosphere are CO2 molecules. The main sources of CO2 are cellular
respiration (e.g. by animals and fungi), burning of biomass or fossil fuels and cement
production. Its main sinks are photosynthesis and, in the current state of the Earth
system, dissolution in the oceans.
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Figure 1.1: Schematic view of the global carbon cycle. Numbers in boxes indicate carbon
stocks in Pg (1015 g), numbers on arrows indicate carbon fluxes in Pg · yr−1. Elements
in black represent the state until the year 1750, elements in red the changes since then.
Authorised reproduction from (Ciais et al., 2013, p. 471)
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1.2 The greenhouse eﬀect
Carbon dioxide is important for life on Earth not only as a nutrient or metabolite of
organisms, but also due to its influence on the climate. It is a so called greenhouse gas.
In the atmosphere, greenhouse gases absorb infrared radiation that is emitted by the
Earth’s surface and would otherwise be radiated into space. The atmosphere heats up
and emits more infrared radiation towards the ground than without the absorption. This
is known as the greenhouse effect and leads to a warming of the Earth.
The strength of the greenhouse effect is commonly quantified using the concept of
radiative forcing, which is the change in the Earth’s energy balance expressed as a
change in energy flux density (Myhre et al., 2013, p. 664). The globally averaged CO2
dry air mole fraction in the atmosphere has increased by 276–280 µmol·mol−1 between
1750 and 2011, causing a radiative forcing of 1.63–2.01 W·m−2 (Myhre et al., 2013, p.
676). During the same period, the fraction of CH4 has risen as well. CH4 is the second
most abundant carbon compound in the atmosphere and a potent greenhouse gas. The
globally averaged CH4 dry air mole fraction has increased by 1056–1106 nmol·mol−1
between 1750 and 2011, causing a radiative forcing of 0.43–0.53 W·m−2 (Myhre et al.,
2013, p. 677). The rise of atmospheric CO2 and CH4 abundance since 1750 is in stark
contrast to their relatively stable preindustrial levels, as can be seen in Figure 1.2.
The radiation from the sun is a permanent heat source for the Earth. The incoming
energy flux density at the top of the Earth’s atmosphere is approximately 1360 W·m−2
(Kopp and Lean, 2011). Considering the Earth’s nearly spherical shape, the average
received radiative power per surface area is 340 W·m−2. Hence, the increase in atmo-
spheric abundance of CO2 and CH4 between 1750 and 2011 affects the Earth’s energy
budget as much as would an increase in solar irradiance by 5.3 ‰ and 1.4 ‰, respectively.
This change might seem negligibly small.
However, even small changes in the radiation balance of the Earth can lead to dramatic
effects for the biosphere. One well-documented example of this sensitivity was the year
1816, called the “Year without summer”. The eruption of Tambora volcano in Indonesia
in April 1815 transported 10–100 Tg of sulphur into the stratosphere (Oppenheimer,
2003), which affected the weather around the globe during the following years. In 1816,
the mean surface temperature in the northern hemisphere exhibited an anomaly of
-0.5 °C (Briffa et al., 1998), which resulted in crop failures in Europe and large parts of
North America. As a consequence, in the years 1816–1817 the Western world was hit by
the worst famine in more than a century (Oppenheimer, 2003).
Recent temperature changes have been slower. Between 1951 and 2012, the combined
land and ocean surface temperatures have increased by 0.49–0.59 °C (Hartmann et al.,
2013, p. 162). Nevertheless, if the abundance of greenhouse gases continues to increase
at the current rate, the global average temperature may rise to more than 2 °C above
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Figure 1.2: Evolution of CO2, CH4 and N2O dry air mole fraction over the past 2 000
years, determined from ice cores and firn (dots) and atmospheric measurements (lines).
Note the different scaling of the time axis in the right panels. The pronounced increase
in abundance of CO2 and CH4 since the 19th century illustrates the influence of the
industrial revolution on the global carbon cycle. Units: 1 ppm (part per million) =
1 µmol·mol−1, 1 ppb (part per billion) = 1 nmol·mol−1. Authorised reproduction from
(Ciais et al., 2013, p. 493)
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the second half of the 19th century by the year 2100 (Collins et al., 2013, p. 1055) . This
warming entails melting of ice sheets and glaciers worldwide, which will – together
with thermal expansion of the oceans – result in a sea level rise by 32–63 cm compared
to the period from 1986–2005 (IPCC, 2013, p. 25). Among the projected consequences
of global warming are a higher frequency of extreme heat events (Collins et al., 2013, p.
1065), changes in precipitation patterns (Collins et al., 2013, pp. 1076) and weakening of
the Atlantic Meridional Overturning Circulation including the Gulf stream (Kirtman
et al., 2013, p. 994). Many of these changes are already being observed.
All these changes in the Earth system have immediate consequences for mankind.
Rising sea levels pose an increased risk of flooding to people living near the coasts.
Extreme heat events lead to crop loss and mortality due to hyperthermia. While changes
in precipitation patterns can have positive or negative effects for a region, studies on
crop yield suggest a dominantly negative impact (IPCC, 2014, pp. 4).
It is worth noting that the strongest greenhouse effect in the atmosphere is caused
by water vapour, owing to its high abundance (Myhre et al., 2013, p. 666). However,
water behaves differently than CO2 and CH4 in the atmosphere because of its physical
properties: it can evaporate and precipitate within the temperature range of the tropo-
sphere and the Earth’s surface. Under rising surface temperature more water evaporates,
leading to an increase in atmospheric water vapour mole fraction and hence a stronger
radiative forcing. On the other hand, under decreasing surface temperatures water
precipitates, lowering the atmospheric water vapour mole fraction and consequently
reducing radiative forcing. The abundance of water vapour is mainly driven by tem-
perature, not by emissions. Therefore, water vapour exerts an amplifying feedback on
climatic shifts, but is not an initial cause of changes.
Global warming is a reality mankind has to cope with. Policy makers are seeking
ways to mitigate global warming and to adapt to those changes that cannot be avoided.
Effective mitigation and adaptation both require precise predictions of the development
of the Earth system under different scenarios, because the outcome and side effects
of possible actions must be evaluated. Such predictions can only be made if all major
components of the Earth system are well understood. As CO2 and CH4 are the main
drivers of global warming (Myhre et al., 2013, pp. 666–667), the carbon cycle is of
particular importance for these predictions.
1.3 Observation of the carbon cycle
Atmospheric measurements of carbon dioxide and methane are essential for our under-
standing of the carbon cycle and how it changes in a warming climate. Such measure-
ments are made on a regular basis by global networks of surface stations, by specially
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instrumented aircraft and by research ships (Masarie and Tans, 1995). When local in-
fluences are filtered out, the data from these measurements allow the identification of
global trends in the abundance of greenhouse gases. Moreover, by using atmospheric
transport models and inverse methods, major greenhouse gas sources and sinks can be
localised and quantified, generally on the scale of continents (Fan et al., 1998; Ciais et al.,
2010). This is called the top-down approach to the quantification of the carbon cycle.
The complementary strategy, called bottom–up approach, starts with quantifying
sources and sinks on a small scale such as the single plant or ecosystem level. Regional
or global estimates of carbon exchange can be derived from this data by generalising and
upscaling the findings with the help of larger-scale data sets, e.g. from Earth observation
satellites and weather models. Generalisation can be achieved by formulation and
parametrisation of models (e.g. Knorr, 2000) or by application of machine learning
algorithms (Jung et al., 2009).
Atmospheric phenomena such as diffusion, plume dispersion, convection and syn-
optic weather events cover a large spatial range from sub-meter to continental scale.
As they are important for both the top-down and the bottom-up approach, a complete
picture of the carbon cycle can only be obtained if experimental methods are available
that cover all of these scales. For studying the small end of the scale a variety of enclosure
based measurement techniques have been developed, while the large end of the scale
is reasonably well covered by global networks such as the WMO GAW (World Meteo-
rological Organization Global Atmospheric Watch) program (WMO, 2001). However,
intermediate scales are less well accessible. Specifically, the transition region between
micro- and mesoscale in the sense of Orlanski (1975) poses a challenge. It comprises
horizontal extents of 200 m to 20 km and periods from minutes to hours. The size of
many human settlements and many ecosystems, both important contributors to the
carbon cycle, lies in this region.
Stationary observations on instrumented masts or towers can deliver data on and
beyond the time scale from minutes to hours, but due to their fixed location, the simul-
taneous sampling of phenomena on the micro- and mesoscale requires a network of
stations so dense that it becomes prohibitively expensive for most use cases. Moreover,
even tall towers can sample only the lowest few hundred meters of the atmosphere at a
typically low number of fixed levels. Manned research aircraft, on the other hand, can
take profiles and transects of the atmosphere in little time. However, for safety reasons
they are generally not permitted to fly in the lowest layers of the atmosphere besides
during take-off and landing. Missed approaches, i.e. intentionally discontinued landing
approaches, allow the collection of air samples close to the ground, but this manoeuvre
may only be performed at sites where the aircraft could actually land. Furthermore,
because their operation is costly, manned aircraft are typically deployed for short periods
of time only.
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1.4 Unmanned aircraft systems
Unmanned aircraft systems (UAS), also called remotely piloted aircraft systems (RPAS),
unmanned aerial vehicles (UAVs) or “drones”, have the potential to fill this observational
gap. The International Civil Aviation Organization (ICAO) defines them as “pilotless
aircraft [. . . ] either remotely and fully controlled from another place (ground, another
aircraft, space) or programmed and fully autonomous” (ICAO, 2005, p. B-6). For small-
scale studies, UAS match or surpass the versatility of manned aircraft at a much lower
operational cost. Especially smaller UAS with a mass of few kilograms are becoming
more and more attractive for research. They can be operated by one or two persons in
almost any environment and their prices are particularly low. UAS that are capable of
fully autonomous flight are now available for few thousand Euros, which has become
possible by the development of small and cheap electronics for inertial measurements
and satellite navigation as well as a growing consumer market. Obtaining an operating
permit is easier for lightweight platforms and no certification is required for potential
custom modifications. Consequently, the use of small unmanned aircraft for research
purposes has increased substantially over the past years.
A fundamental limitation of small UAS is their payload capacity, both in space and
mass. For the meteorological quantities air temperature, humidity and pressure, compact
and lightweight instrumentation has long been available, which is one reason why small
UAS have been used in the field of meteorology for two decades (e.g. Egger et al. 2002;
Spiess et al. 2007; Reuder et al. 2008). Airborne studies of the carbon cycle, however,
require accurate trace gas sensors, which are hard to miniaturise.
1.5 Aim and structure of this work
With this work we want to demonstrate that natural and anthropogenic CO2 signals in
the atmosphere can be studied in a cost-effective and highly flexible way by using small
unmanned aircraft. To this end, an analyser is needed that provides accurate measure-
ments and is small and light enough to be carried by a small UAS. Atmospheric signals
on the micro- and mesoscale in CO2 are typically in the range of 1–100 µmol·mol−1,
while the background CO2 dry air mole fraction1 xCO2 is about 400 µmol·mol−1. If the
sensitivity of the CO2 analyser changes by only 1 % during flight, e.g. due to the changes
in ambient temperature, the resulting disturbance of 4 µmol·mol−1 will obscure small
signals. The uncertainty of the CO2 measurements should therefore not be higher than
1 µmol·mol−1, even under fast changes in environmental conditions. To be compatible
with a variety of small UAS, the analyser’s weight should be not more than 1 kg. There




is no commercial off-the-shelf instrument available that fulfils these requirements. There-
fore, we decided to develop COCAP, the COmpact Carbon dioxide analyser for Airborne
Platforms. Its components and our calibration strategy are detailed in Chapter 2. In
Chap. 3 we present the results from different tests that we carried out to assess COCAP’s
performance.
Once COCAP was ready for use and had proven its reliability, we applied this new
tool to a question where traditional approaches struggle to yield reliable answers. Gas
exchange between biosphere and atmosphere on the ecosystem level is commonly
measured using the eddy covariance (EC) technique, which works well under turbulent
conditions, but is subject to biases under stable conditions. This problem is most
pronounced during the night, when radiative cooling of the surface often leads to stable
stratification of the lowest part of the atmosphere. Therefore, independent methods
for the measurement of nocturnal biogenic fluxes are required. Nocturnal boundary
layer (NBL) budgets provide such a method, but difficulties in data collection have
hindered their application in the past. In Chapter 4 we explain how the NBL budget
method works and how the strengths of a UAS-borne carbon dioxide analyser can be
leveraged to acquire the necessary data. Furthermore, we present enhancements to the
NBL budget method such as the treatment of subsidence and a way to calculate the
budgets’ area of sensitivity, i.e. their footprint. We compare the flux estimates obtained
from NBL budgets to fluxes observed in similar ecosystems and analyse the sensitivity
of the flux estimates to experimental uncertainties.
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2.1 Literature review
Solutions for the measurement of greenhouse gases on board unmanned platforms
have been found, but are not yet widely used, likely for practical and financial reasons.
Berman et al. (2012) deployed a custom-built laser-based water vapour, carbon dioxide
and methane analyser on the NASA SIERRA UAS, but the dimensions of 30×30×28 cm3
and the mass of 20 kg prevent the use of this analyser on small, cost-effective sys-
tems. Khan et al. (2012) developed a smaller laser-based analyser for carbon dioxide
or methane dry air mole fraction with a mass of 2 kg and a size of 20×5×5 cm3. The
estimated drift in xCO2 during 5–10 minute flights with a small helicopter was 1 %, which
limits the system’s suitability for environmental studies. Watai et al. (2006) deployed a
3.5 kg measurement package containing a nondispersive infrared CO2 sensor on a UAS.
They reported a comparably low bias of 0.21 µmol·mol−1 during tests with temperature
changes similar to the conditions during flight. However, their setup requires 1 minute
of in-flight calibrations every 6 minutes and comprises two gas cylinders, a pump and a
drying cartridge in addition to a 20×14×8 cm3 main module.
Recently, attempts have been made to equip UASs with commercial off-the-shelf CO2
sensors designed for indoor air quality measurements. Their advantages are low cost,
compact size and small mass of the measurement system. Brady et al. (2016) flew a
500 g payload containing such a CO2 sensor on a small multicopter, but due to its high
uncertainty (30 ppm plus 3% of reading according to manufacturer’s specifications) the
resulting data is hard to interpret. Numerous other groups have improved the accuracy
of compact sensors by custom calibrations (e.g. Yasuda et al., 2012; Piedrahita et al., 2014;
Shusterman et al., 2016; Martin et al., 2017). In some of these studies, measurement
uncertainties below 5 µmol·mol−1 have been achieved (Shusterman et al., 2016; Martin
et al., 2017). However, none of these efforts aimed at the deployment of the sensors on
UAS, which requires immunity to rapid changes in pressure and temperature as well as
a high time resolution.
Aiming for a measurement package that is compact, accurate and robust, we have
developed COCAP, the COmpact Carbon dioxide analyser for Airborne Platforms. It is
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Figure 2.1: Flow of air, electrical power and data inside COCAP. FC – mass flow con-
troller, TT – temperature transmitter (sensor), PT – pressure transmitter, FT – mass
flow transmitter, TSS - temperature stabilisation system. The NDIR (nondispersive
infrared) CO2 sensor contains additional temperature sensors which are not included
in this schematic view.
not merely a CO2 sensor, but a self-contained package including meteorological sensors,
a pump, a data logger and a temperature stabilisation system. The components of
COCAP are explained in Sect. 2.2. Section 2.3 is a description of the field calibration
device we designed for use with COCAP. Section 2.4 provides an overview of the
different types of unmanned aircraft on which COCAP has been or could be deployed.
The cost of the different elements of the measurement system is estimated in Sect. 2.5.
Section 2.6 focuses on our strategy to ensure accurate measurements through calibration
of COCAP’s sensors. A summary of the whole chapter can be found in Sect. 2.7.
2.2 COCAP
2.2.1 System overview
COCAP measures CO2 dry air mole fraction, temperature, relative humidity and pres-
sure of ambient air. Furthermore, flow rate, pressure and temperature at different
locations inside the analyser are recorded. We designed COCAP as an independent
package containing not only sensors, but also control and data logging capabilities as
well as a GPS receiver that provides position data and acts as time source. The mass of
COCAP is 1 kg, excluding battery.
A schematic view of COCAP is provided in Fig. 2.1. All components but the battery
and the drying cartridge are housed in a custom-built enclosure made from expanded
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Figure 2.2: COCAP’s carbon dioxide sensor, based on SenseAir AB’s HPP family (High
Performance Platform) of gas sensors. For deployment in COCAP it was built with a
custom, 3D-printed measurement cell. The arrows indicate the location of temperature
sensors inside inlet and outlet.
polypropylene (EPP). The enclosure has a wall thickness of 3 cm and acts both as
mechanical protection and as thermal insulation. The enclosure is covered with a
reflective metallised polymer film (“space blanket”) to prevent heating of COCAP by
sunlight.
2.2.2 Carbon dioxide sensor
COCAP measures carbon dioxide using a sensor (Fig. 2.2) from SenseAir AB based
on their HPP (High Performance Platform) family of gas sensors (Hummelgård et al.,
2015). It is a nondispersive infrared sensor operating at a wavelength of 4.26 µm. The
optical path has a length of 128 cm, which is obtained by 16 passes in an 8 cm long
White cell (White, 1942). The total internal volume of the cell is 48 cm3. The mirrors are
fabricated using plastic moulding which lowers the production cost. Heating elements
and temperature sensors that enable temperature stabilisation of the optics are moulded
into the mirrors. The sensor’s mass is 80 g, including electronics. It was built with a
custom, 3D-printed measurement cell that minimizes the time required for flushing by
preventing dead volumes.
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Figure 2.3: Cartridges for drying agent (magnesium perchlorate)
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2.2.3 Other components in the gas sampling line
Air that is drawn into COCAP’s sample line is chemically dried as a first step. The drying
facilitates the measurement of the dry air mole fraction of CO2, avoids spectroscopic
interferences and prevents condensation of water in the pump. We use magnesium per-
chlorate (105873, Merck KGaA, Germany) in cartridges built in-house from aluminium
(Fig. 2.3). For improved drying performance we sieve the magnesium perchlorate and
use only particles smaller than 2 mm. A single drying cartridge holds 1.5 g magnesium
perchlorate, which is sufficient to dry nearly saturated air at a temperature of 24 °C and
a flow rate of 300 ml·min−1 to a water mole fraction of less than 200 µmol·mol−1 for one
hour.
Downstream of the drying cartridge a 0.2 µm filter (CM-0118, CO2Meter.com, USA)
protects pump, flow regulator and CO2 sensor from particles. The air flow through
the gas line is driven by a diaphragm pump (NMS 020 B, KNF Neuberger GmbH,
Germany) and throttled to a flow rate of 300 ml·min−1 by the mechanical flow controller
(PCFCDH-1N1-V, Beswick Engineering Inc., USA). At this flow rate the pump reaches a
differential pressure of 350 hPa, whereas the flow controller is preset at the factory to a
higher pressure difference of 700 hPa. We lowered the setting of the flow controller, but
tests indicate that in the current configuration the flow rate is directly proportional to
ambient pressure, i.e. the flow controller behaves like a needle valve. In future designs
we recommend to better tune the flow controller for performance at low pressure
differences or to reduce mass by replacing it with a needle valve.
The temperature of sample air is measured inside the inlet and the outlet of the CO2
sensor with miniature thermistors (NCP15XH103F03RC, Murata Ltd., Japan) that are
suspended from 0.2 mm diameter wire (Fig. 2.2 and 2.5). Pressure is measured with a
compact piezoresistive pressure sensor (LPS331AP, ST Microelectronics, Switzerland).
This model was chosen for its small physical size, high resolution and digital interface.
As it lacks a connection port, we glued a 3D-printed cap with a turned stainless steel port
connector to the PCB so that it forms an airtight enclosure around the pressure sensor
(Fig. 2.4). The sample pressure is measured downstream of the CO2 sensor close to its
outlet. As the flow between the measurement cell and this point is virtually unrestricted,
we assume equal pressure, i.e. we treat the reading of the pressure sensor as the pressure
of the air inside the CO2 sensor’s measurement cell.
Finally, the mass flow rate of the sample air is measured with an analogue sensor
(AWM3300V, Honeywell, USA). Downstream of the mass flow sensor the sample air is
released from the gas line into COCAP’s housing.
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Figure 2.4: Sensor board for measurement of pressure in the gas line. The pressure
sensor is located beneath the white cap (7×7×6 mm3). The shape of the PCB prevents
bending of the sensor which would degrade the measurement.
2.2.4 Ambient sensors
The measurement of features in temperature and humidity on the scale of tens of meters
with UAS that can move several meters per second requires fast measurements with
time constants on the order of 1 s. This calls for unrestricted or even forced ventilation
of the sensing elements. To this end we designed a small (60×35 mm2) printed circuit
board (PCB) that can be mounted in the most suitable location for any UAS (Fig. 2.6).
Temperature is measured with a platinum resistance thermometer (Platinum 600 °C
MiniSens Pt1000, IST AG, Switzerland), humidity is measured with a capacitive humidity
sensor (P14 rapid in wired configuration, IST AG, Switzerland). Both sensors protrude
over the edge of the PCB, which minimises thermal mass and improves ventilation. They
are protected from mechanical damage and contamination by an aluminium tube (length
30 mm, inner diameter 12 mm). The tube is polished on the outside to prevent heating
by the sun and anodized matt black on the inside which avoids reflection and focusing
of sunlight onto the sensors. On fixed-wing UAS we mount the PCB forward-facing, on
rotary-wing UAS upward-facing in the downwash of the rotors.
2.2.5 Data logger
The data from all sensors are recorded to a memory card by a data logger. For this
purpose we modified an electronics board designed for the operation with SenseAir’s
14
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Figure 2.5: Detail of the outlet temperature sensor
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Figure 2.6: PCB for measuring temperature and relative humidity of ambient air. The
sensors are protected by an aluminium tube (right hand side). A conformal coating
covering all electronic components but the sensors prevents stray currents under
humid conditions.
HPP gas sensors (Hök Instruments AB, Sweden) by adding connectors that provide an
interface for the GPS receiver and different digital sensors. The board runs a firmware
written for COCAP at the MPI for Biogeochemistry (Jeschag, 2014). Sensor data is
recorded at 1 Hz. If a sensor samples at a higher rate, the measurements are aver-
aged over one second. Data are continuously output via a serial interface and can be
transmitted to a computer by means of an adaptor cable or a pair of radio modules
(XBee 868, Digi International Inc., USA), allowing for real-time data visualisation and
analysis. In addition, the data logger controls the built-in heaters of the CO2 sensor to a
user-adjustable temperature.
2.2.6 Temperature stabilisation
The temperature inside and outside COCAP influences the measurement of carbon
dioxide in different ways. First, the density of the sample air and therefore the number
of absorbing molecules in the measurement cell is inversely proportional to absolute
temperature (ideal gas law, Clapeyron, 1834). Secondly, electronic components and the
optical band-pass filter in the CO2 sensor change their properties with temperature
(Wilson, 2011; SCHOTT, 2015). Thirdly, the intensity of the absorption lines of any gas
depends on temperature, which makes the optical depth of the sample air temperature
dependent (McClatchey et al., 1973). Fourthly, changes in temperature influence the
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emission strength of the IR source. Fifthly, thermal expansion may cause mechanical
deformations of the optical assembly. We correct the xCO2 readings for changes of the
measurement system with temperature (see Sect. 2.6.1), but experience with earlier
setups shows that for best possible precision an active stabilisation of temperature is
needed.
The HPP CO2 sensor has built-in heaters and temperature sensors that are thermally
coupled to the optical surfaces, the IR source and the optical detector. In an earlier
version of COCAP we covered the CO2 sensor with isolating material and preheated the
air stream with a heated tube that was connected to the sensor inlet. In this setup, the
temperature at three points could be precisely controlled to 50 °C, but the distribution
of temperature was inhomogeneous and varying with ambient conditions. Although a
total of 9 temperature sensors were present at different locations in COCAP, the uneven
temperature distribution made it impossible to fully determine the system’s thermal
state and a satisfactory temperature correction could not be established.
Consequently, we redesigned the stabilisation system to minimise temperature dif-
ferences around the CO2 sensor. This goal requires a setup where the heat exchange
between different parts of the sensor happens much faster than dissipation of heat
from the sensor to the changing environment. In many instruments this is achieved
by means of massive bodies of copper or aluminium, which are characterised by high
thermal diffusivity. However, as the mass of large metal parts is unacceptable for our
application, we use air to transport heat inside COCAP. The lower thermal diffusivity of
air is compensated for by forced convection driven by a fan. A heater, a temperature
sensor and a custom PCB are connected and programmed as a control loop that sta-
bilises the air temperature at 50 °C. The warm air stream circulates throughout COCAP’s
housing (Fig. 2.7) so that not only the CO2 sensor is decoupled from changes in ambient
temperature, but all electronics boards benefit from the stabilisation as well.
While being flown on a UAS the temperature around COCAP can change by several
degrees within seconds. Compensation of these changes requires a fast control loop,
which calls for a heating element and a temperature sensor with low thermal mass. We
built the heating element (Fig. 2.8) from 38 surface-mount technology resistors (nominal
resistance 360Ω, length×width 2×1.25 mm2, rated power 0.5 W) which are connected in
parallel and provide a maximum heating power of 15 W at 12 V. We installed the heating
element just above the air inlet of the fan (RLF 35-8/12 N, ebm-papst Mulfingen GmbH
& Co. KG, Germany). Placing the heating element at the outlet of the fan would reduce
the response time, but likely result in a less homogeneous temperature distribution
across the air stream.
The temperature sensor (“air stream sensor”, Fig. 2.9) in the control loop is a miniature
thermistor (NCP15XH103F03RC, Murata Ltd., Japan). It is placed close to the detector
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Figure 2.7: Temperature stabilisation of COCAP. A fan drives circulation of air inside
the housing as indicated with the large arrows. The heater at the fan inlet is controlled
to stabilise the temperature of the air stream to 50 °C. The values given are mean and
standard deviation of temperature at the respective point during flight simulations in
an environmental chamber (see Sect. 5.1.2). During the simulations the temperature
of the ambient air varied between 6.7 and 15.5 °C. Temperatures outside this range
may be encountered in field deployments, but the change in temperature between
two calibrations is typically smaller.
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Figure 2.8: Fan and heating element used to stabilise temperature inside COCAP. The
heating element is made of surface-mount technology resistors soldered to two con-
centric rings of wire. It is located just above the air inlet of the radial fan.
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Figure 2.9: Sensor used for the measurement of the temperature of the air circulating
inside COCAP. The sensing element (located in the centre of the blue 3D-printed frame)
is a miniature thermistor (1 mm×0.5 mm×0.5 mm). Two 23 mm long pieces of 0.5 mm
wire are soldered to both sides of the thermistor. They conduct heat, facilitating the
measurement of a temperature that is averaged across the air stream.
of the CO2 sensor and oriented perpendicular to the flow of circulating air to minimise
flow resistance.
Fan, heating element and air stream sensor are connected to an in-house-built control
board (Fig. 2.10 and 2.11) that runs a PID (proportional–integral–derivative) controller
implemented in software. The temperature-dependent resistance of the air stream
sensor is measured in a Wheatstone bridge configuration with a resolution of 1 mK at
50 °C. A trimmer potentiometer allows calibration of the temperature measurement. The
control board detects if the thermistor is shorted or disconnected and disables heating in
such cases.
The power dissipation of the heating element is controlled by pulse-width modulation
with 16 bits resolution. The control board monitors the current drawn by the fan and
powers the heating element only if the fan is operating normally. This protection




Figure 2.10: Front side of the temperature control board. Two control channels for
temperature measurement and heater control are available, but only one is currently
in use.
Figure 2.11: Back side of temperature control board with the Atmega32A (Atmel, USA)
microcontroller that runs the PID controller
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The performance of the temperature stabilisation under flight conditions is discussed
in Sect. 3.3 and Sect. 3.4.
2.2.7 Battery
COCAP requires a source of electrical power with a voltage in the range 10.2–14.0 V. We
use a single lithium polymer battery with a nominal voltage of 11.1 V. The battery life
time depends on the ambient temperature, but generally we can operate COCAP for
more than one hour from a 2 200 mAh battery weighing 200 g. By choosing a different
battery size the package can be optimised for lower mass or longer run time.
2.3 Field calibration device
The periodic calibration of COCAP in the field with two different gas standards is
necessary to avoid drift of the CO2 measurement. In order to make the handling of gas
cylinders in the field easier and safer we developed a field calibration device (Fig. 2.12).
It consists of a gas cylinder dolly, accommodating two 10 l aluminium cylinders, and a
valve box. The cylinders are securely tied to the dolly so that they can stay in place at all
times, which simplifies transportation. Inside the valve box a three way valve allows
switching between the two gas standards or shutting off the gas stream. The flow rate is
controlled to 400 ml·min−1 with a mechanical flow controller (PCFCDH-1N1-V, Beswick
Engineering Inc., USA). The connection to COCAP has an open-split configuration so
that there is always an 100 ml·min−1 overflow and the gas standard is delivered at
ambient pressure. At a field site three steps are necessary to make the system ready for
use: (1) removing the protective caps from the cylinders, (2) mounting (including leak
checking and flushing) of the pressure regulators (Model 14, Air Liquide USA LLC) and
(3) connecting them to the valve box. For details of the field calibration sequence and
gas standards see Sect. 2.6.3
2.4 Unmanned aircraft
2.4.1 Requirements of COCAP
COCAP has no dependence on any external system and can therefore be deployed
on a variety of UAS. The only requirements are a payload capacity of typically 1.2 kg
(depending on the choice of battery, see Sect. 2.2.7) and space for the 14×14×42 cm3
package, either inside the fuselage or attached to the outside of the vehicle. Sufficient
ventilation must be ensured to prevent overheating. In Germany, UAS can be operated
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Figure 2.12: Field calibration device
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without a permit at low heights1 up to 100 m if their take-off mass is lower than 5 kg.
COCAP’s size and mass generally allow to meet this limit. In the following we give an
overview of the platforms that we have used in the past and others that are potentially
suitable for carrying COCAP.
2.4.2 Multicopters
Multicopters are rotary-wing aircraft with more than two rotors. They are generally
easier to handle than fixed-wing aircraft due to their hovering ability and their built-in
electronic control systems. Multicopters feature vertical take-off and landing as well as
arbitrarily low vertical and horizontal flight speed. However, for aerodynamic reasons
they typically have a lower endurance than fixed-wing aircraft of similar mass. Moreover,
the strong mixing around and below the rotors gives rise to an uncertainty of the origin
of a measured air sample. We alleviate this problem by sampling air through a carbon
fibre tube with the inlet placed sideways or above the rotors.
So far we have flown COCAP on two different multicopters. One is an octocopter
(S1000, DJI Ltd., China) with a total take-off mass of 8 kg. The other one is a quad-
copter (custom-built, Sensomotion UG, Germany and Ostwestfalen-Lippe University
of Applied Sciences, Germany, Fig. 2.13) weighing 4.8 kg with COCAP mounted. Both
multicopters are electrically powered and provide at least 10 minutes of flight time.
2.4.3 Fixed-wing aircraft
Fixed-wing aircraft require a minimum air speed to fly and generally depend on an
airstrip or additional equipment like bungees and nets for take-off and landing. On the
other hand, they tend to have higher endurance and longer reach than multicopters.
In addition, their high forward air speed makes it easy to mount sensors in a way that
they are well ventilated by undisturbed air, i.e. by air that was not in contact with or
displaced by the aircraft.
We carried out successful flight tests with an electrically powered fixed-wing aircraft
(X8, Skywalker Technology Ltd., China) using a dummy that has the same mass and size
as COCAP. The complete system weighed approximately 3.6 kg.
2.4.4 Other platforms
Two potentially suitable types of UAS that we have not yet tested are helicopters and
tethered balloons. Helicopters, being lifted by one or two rotors, share the strengths
of multicopters listed in Sect. 2.4.2. Additionally, they are more efficient, more stable
1Throughout this dissertation, “height” specifies the vertical distance from ground level
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Figure 2.13: COCAP mounted under a custom-built multicopter
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in windy conditions and generally achieve higher speeds, which translates to a longer
reach.
Tethered balloons need no power to generate lift, allowing measurement periods
that are limited only by the battery capacity of COCAP. Furthermore, they cause less
disturbance of the air as they create no downwash. Their main disadvantages are the
limited or absent manoeuvrability and the need for special ground equipment, at the
least a winch.
2.5 Cost estimation
The cost estimate provided here includes materials and components in the state in
which we procured them, but excludes any labour associated to their modification
and assembly. We estimate the material costs for COCAP at EUR 4 500 and for the
field calibration device (including two cylinders, but not the gas standards inside) at
EUR 3 300. The recurring costs for gas standards and drying agent are few euros per
flight and thus negligible.
Commercial off-the-shelf multicopters with a payload capacity of at least 1.2 kg are
available for EUR 3 000, including essential equipment such as battery, charger and
remote control.
2.6 Calibration
2.6.1 Calibration curve of the CO2 sensor
A nondispersive infrared gas sensor measures the fraction of one component in a mixture
of gases utilising the characteristic absorption bands that many substances exhibit in
the infrared. The HPP sensor inside COCAP outputs a signal that is approximately
proportional to the intensity of infrared radiation that has passed through the gas
mixture. Absorption by one constituent of the gas reduces the intensity, but the relation
between the mole fraction of this component and the intensity is non-linear and depends
on temperature and pressure of the gas. Furthermore, sensor elements like the infrared
source and detector can have a temperature dependence that influences the measurement.
Generally, the carbon dioxide mole fraction xCO2 of the gas mixture can be calculated as
xCO2 = k(s, TG, pG, . . .) (2.6.1)
where s is the infrared signal, TG and pG are temperature and pressure of the gas
mixture, respectively, and the ellipsis indicates that other quantities may be included in
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the calculation. The function k will henceforth be called the “calibration curve” of the
carbon dioxide sensor.
Although an ab initio calculation of the calibration curve is in principle possible, we
did not follow this approach due to lack of information (e.g. the precise transmission
characteristics of the optical band-pass filter). Instead, we made a series of measurements
with known CO2 dry air mole fraction under changing ambient conditions and used
regression analysis to approximate the calibration curve. To this end we placed COCAP
in an environmental chamber where ambient temperature and pressure could be varied
over the range expected in field deployments (Fig. 2.14 panel b and c). Temperature was
changed in a step pattern from 28 °C to 0 °C while pressure was smoothly adjusted from
1100 hPa to 700 hPa and back during each temperature step. These disparate patterns
were chosen to ease the attribution of sensitivities to one of the independent variables.
Sample air with gradually changing CO2 dry air mole fraction was provided to COCAP
from a spherical, stainless steel, 8 l buffer volume that was continuously flushed with
air from one of two gas cylinders (Fig. 2.15). One cylinder contained a lower-than-
ambient CO2 dry air mole fraction (349.9 µmol·mol−1), the other one was enriched
with CO2 (648.6 µmol·mol−1). At a flow rate of 400 ml·min−1 the buffer volume acted
approximately as a first order low-pass filter with a time constant of 20 min (Fig. 2.14a).
Air leaving COCAP was directed to a Picarro G2401 cavity ring-down spectroscopy
(CRDS) analyser (O’Keefe and Deacon, 1988) that had been calibrated to the WMO CO2
X2007 scale and served as reference. Open splits upstream and downstream of COCAP
ensured that sample air was delivered to both analysers at chamber pressure despite
different flow rates (COCAP 300 ml·min−1, Picarro G2401 200 ml·min−1).
The dominant features in the infrared signal (Fig. 2.14d) are the step changes in xCO2
and the influence of pressure changes. Note that in a nondispersive infrared sensor the
signal is inversely related to the amount of absorbing molecules in the measurement
cell. Hence, both low xCO2 and low pressure lead to a high signal. The gradual changes
in xCO2 by 200 µmol·mol−1 between 0:40 h and 6:30 h have a smaller influence on the
infrared signal than the changes in pressure do. This shows the importance of a precise
correction for ambient influences.
In total we carried out three experiments similar to the one depicted in Fig. 2.14 on
consecutive days. The variation in temperature and pressure were the same for all
experiments, but the initial CO2 dry air mole fraction in the buffer volume differed and
the switching between low-CO2 and high-CO2 cylinders took place at different times.
Regression analysis of the experimental data was carried out in GNU Octave (Eaton
et al., 2017) using the leasqr function from the optim package. It is an implementation of
the Levenberg–Marquardt algorithm for non-linear least-squares regression that allows
the variation of some parameters of a model while others are fixed. This capability
enabled a stepwise approach in which we fitted one part of a model at a time until finally
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Figure 2.14: Conditions during one of the experiments carried out to define a calibra-
tion curve for the CO2 sensor: (a) CO2 dry air mole fraction xCO2 measured with a
reference analyser, (b) ambient temperature T, (c) ambient pressure p. (d) Normalised
infrared signal s from the optical detector of COCAP’s CO2 sensor. The variations
in pressure influence the observed signal more strongly than the changes in xCO2 by
200 µmol·mol−1, which illustrates the need for a precise pressure correction.
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Figure 2.15: Setup used to determine a calibration curve for the CO2 sensor. FC is a mass
flow controller. The 8 l buffer volume was flushed with either of two gas standards
differing in CO2 content, providing a slowly changing CO2 dry air mole fraction. The
second three-way valve is used to deliver nitrogen with zero CO2 at the beginning
and the end of each experiment.
all parameters could be set free. In contrast, straightforward fitting of a complete model
at once did not converge. We attribute this to the high number of parameters (10 or
more) and to the lack of initial values sufficiently close to the optimum.
The models that we fitted to the experimental data are of the form




· g3(g4(s, . . .)) + b (2.6.3)
The function g1 represents the gas temperature, g2 the pressure inside the measure-
ment cell of the CO2 sensor. The fraction g1/g2 originates from the ideal gas law, but
in many of our models it has a more general form, including constant and quadratic
terms to account for other effects like temperature or pressure broadening of absorption
lines. The function g3 is a polynomial of second or third order that approximates the
non-linear relation between the amount of absorbing molecules in the measurement
cell and the light intensity at the detector. The purpose of g4 is to correct the detector
signal for disturbances, e.g. change of gain with temperature. Finally, b is a constant
representing the CO2 sensor’s offset.
In our regression analysis we repeatedly performed three steps: (1) formulation of
a model, (2) fitting of the model to the experimental data by minimising the sum of
squared residuals and (3) evaluation of the model performance. Given the large number
of parameters in the models, the second step was susceptible to “overfitting”, i.e. fitting
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Table 2.1: Summary of the calibration of COCAP’s ambient sensors: Conditions during
calibration, correction model and root mean square error (RMSE) of the corrected
indications with respect to the reference. T, U and p are temperature, relative humidity
and pressure, respectively. The subscript R stands for raw, the subscript C for corrected
measurements.
Sensor T in°C U in % p in hPa Model RMSE
Temperature 5–40 50 1000 a1TR2 + a2TR + a3 0.04 °C
Humidity 10–30 15–100 1000
a1U2R + a2UR + a3
+a4UR · TC + a5TC 1.4 %
Pressure 0–40 N/A 400–1000 a1p2R + a2pR + a3 1.1 hPa
to a point at which the model represents not only an underlying process, but also random
variations in the experimental data. We countered overfitting in two ways. On the one
hand, we rejected models in which an additional parameter reduced the sum of squared
residuals only insignificantly. On the other hand, we validated the fitted models against
independent data measured on a different day, which allowed us to assess the stability












a1 through a10 are the parameters fitted in the regression. The capability of this
calibration curve to compensate for ambient influences is illustrated in Fig. 2.16.
2.6.2 Calibration of ambient sensors
We calibrated COCAP’s temperature, humidity and pressure sensors prior to measure-
ments in the field. The general calibration approach was the same for all three sensor
types: As a first step, we placed them together with a reference instrument in an envi-
ronmental chamber, varied the relevant ambient conditions and recorded the indications
of both the sensor under test and the reference. As a second step, we fitted a model
that relates the indications of the sensor under test to the reference measurements. This
model can later be used to correct sensor indications during field measurements.
Calibration of the temperature and humidity sensors was carried out in a PSL-2KPH
chamber (ESPEC Corp., Japan). A chilled-mirror dew point hygrometer (Dewmet TDH,
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Figure 2.16: (a) Normalised infrared signal of COCAP’s CO2 sensor under changing
ambient conditions. This is a subset of the data shown in Fig. 2.14d. (b) xCO2 calculated
using the calibration curve (Eq. 2.6.4 and 2.6.5) compared to the measurements of
a reference analyser (Picarro G2401). The xCO2 signal is recovered despite strong
influences from changing pressure.
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Michell Instruments Ltd., UK) with a measurement uncertainty of 0.1 °C for temperature
and 0.2 °C for dew point served as the reference. Reference and sensor under test were
placed close to each other and actively ventilated during the measurements.
The pressure sensors were calibrated in a CH3030 chamber (SIEMENS AG, Germany).
The reference instrument (Druck DPI 740, General Electric Company, USA) has a mea-
surement uncertainty of 0.26 hPa.
Details of the calibrations are listed in Table 2.1. The correction model for the humidity
sensor depends not only on the raw humidity signal, but also on air temperature. It
therefore relies on the corrected indication of the temperature sensor.
A potential source of error in the humidity calibrations are the different response
times of the chilled-mirror dew point hygrometer and the slower reacting capacitive
humidity sensor. We avoid the introduction of a bias by calibrating with slowly varying
symmetric humidity patterns, i.e. by using the same rate of change during humidity
increase and decrease.
2.6.3 Field calibration
The CO2 dry air mole fraction reported by COCAP drifts over time (see Sect. 3.5),
necessitating periodic calibration. We decided against in-flight calibrations to reduce the
system mass, to save space and to have the full flight time available for the measurement
of ambient air. Instead we sample two gas standards before and after each flight using
the field calibration device described in Sect. 2.3. One of the standards has a CO2 dry air
mole fraction close to clean ambient air (397.57 µmol·mol−1), the other one is enriched
with CO2 (447.44 µmol·mol−1). Both standards consist of natural air collected at the Max
Planck Institute for Biogeochemistry in Jena, Germany, i.e. the standards are similar
in isotopic composition to the air that we typically measure in the field. This way we
avoid isotope related errors that can occur with synthetic air standards (Tohjima et al.,
2009). The standards are sampled for 5 minutes each. We discard the first 3 minutes to
ensure that the measurement system is well flushed, leaving 2 minutes for averaging.
This time span is a compromise between noise reduction (the minimum standard error
of the mean would be achieved by averaging over 4 minutes, see Sect. 3.5) on the one
hand and consumption of gas standards and time spent for the field calibration (and
lost for ambient measurements) on the other.
During data analysis, the calibration curve (see Sect. 2.6.1) is applied to all measure-
ments of COCAP, resulting in a time series of CO2 dry air mole fraction. Averaging is
carried out for each gas standard and each sampling period by calculating the arithmetic
mean of the CO2 dry air mole fraction. Next, “virtual” standard measurements are
created by interpolating between the calculated averages linearly in time. Using these
virtual standard measurements two correction parameters aS(t) (slope) and aO(t) (offset)
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are calculated for each point in time between the first and last standard measurement
such that the difference between corrected measurement and assigned value vanishes.
The corrected CO2 dry air mole fraction is thus calculated as
xCO2 = aS(t) · k(s, T, p . . .) + aO(t) (2.6.6)
2.7 Summary of Chapter 2
With COCAP we have developed a self-contained analyser for the measurement of CO2
dry air mole fraction, temperature, humidity and pressure of ambient air. The analyser is
designed for deployment on unmanned aircraft without any dependency on the carrier
system. COCAP is typically operated under ambient conditions that change quickly and
over wide ranges. These challenging conditions can compromise the accuracy of CO2
sensors. We ensure COCAP’s accuracy by (1) temperature stabilisation, (2) drying of
sample air, (3) a calibration curve that includes correction terms for temperature and
pressure and (4) by regular field calibrations.
With a volume of 14×14×42 cm3and a mass of 1 kg COCAP fits onto small UASs with
a take-off mass below 5 kg. It is therefore a cost-effective tool to study carbon dioxide
in the lowest 100–1000 m of the Earth’s atmosphere. On a multicopter or fixed-wing
aircraft COCAP enables measurements at a finer scale than manned aircraft and without
restrictions of minimum flight altitude.
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3 Tests and validation
3.1 Overview
A measuring instrument can be affected not only by the quantity it is intended to
measure, but also by other influencing quantities. If these influencing quantities are
known, they can be reduced by design of the instrument or a correction can be applied to
the measured values. The influence of humidity and ambient temperature on COCAP are
reduced by drying sampled air before measurement and by stabilisation of the internal
temperatures. Furthermore, COCAP’s sensitivity to the remaining temperature changes
and to ambient pressure are corrected for by the calibration curve. The effectiveness
of such measures must be verified in experiments before a newly designed instrument
can be relied on. Moreover, unexpected influencing quantities can be revealed by tests
carried out in an environment that resembles the intended operating conditions of the
measuring instrument as closely as possible.
An instrument that is carried by a small UAS can be exposed to rapid changes in
temperature and pressure, especially if the flight pattern covers a large range in altitude.
Moreover, an instrument on a UAS is subject to vibrations, electromagnetic interferences
and fluctuating levels of wind and sunlight. Additionally, testing COCAP under realistic
conditions requires the measurement of xCO2 in ambient air with varying composition.
Specifically, changes in humidity are desirable to reveal potential problems with the
drying of the sample gas. At the same time, changes in CO2 content allow validation
of COCAP’s calibration curve and could reveal potential adsorption and desorption
of substantial amounts of CO2 inside the analyser. To provide a reference, another
instrument must simultaneously sample the same air that is measured by COCAP. Laser-
based analysers are widely used for high-accuracy measurements of greenhouse gases
(e.g. Laurent, 2016) and their high precision and stability makes them suited for use as a
reference. However, with a mass of more than 10 kg they are too large to fly on any UAS
available for this work.
As an intermediate step between stationary indoor testing and UAS flights we in-
tegrated COCAP into an instrumented van and took measurements while driving on
a road that climbs 700 m from a city into a rural area. We cover this experiment in
Section 3.2 and explain how we compare time series from two analysers with different
time constants.
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Insights gained during the measurements with the instrumented van led to modifica-
tions of the thermal control inside COCAP. In order to assess the improved temperature
stabilisation, we placed COCAP in an environmental chamber and simulated the changes
in ambient pressure and temperature that would typically be encountered during a
flight to 1000 m height (Sect. 3.3). Carrying out this experiment in the lab allowed us to
measure a standard, i.e. an air sample with known CO2 dry air mole fraction, during
the simulated flights. This facilitates the quantification of COCAP’s measurement error
by comparing the measured mole fraction to the value assigned to the standard.
However, the simulated flights did not include all disturbances that are present during
an actual flight on a UAS. To investigate how well the temperature stabilisation works
in presence of vibration, electromagnetic interference, wind and sunlight, we mounted
COCAP to a multicopter and performed a flight to a height of 430 m. In Sect. 3.4 the
results of this test flight are presented.
The influence of noise, especially of thermal noise generated in electronic circuits,
on a measurement can be reduced by averaging over several samples. However, the
precision achievable by averaging is limited by drift of the instrument over time, i.e.
over long averaging periods the error caused by drift becomes larger than the error
caused by noise. We characterised COCAP’s noise and drift performance based on Allan
deviation, a measure that is explained in Section 3.5.
The final validation experiment for COCAP was a series of flights on board a UAS
near the instrumented, 99 m high mast of the ICOS station Lindenberg. This study
enabled direct comparison of COCAP’s in-flight xCO2 measurements to the high-accuracy
measurements taken at different heights at the mast. The study and its results are detailed
in Section 3.6.
A summary of our findings in Sect. 3.7 concludes this chapter.
3.2 Measurements with an instrumented van
3.2.1 Experimental setup
We integrated COCAP into the “Mobile Lab” (Pétron et al., 2012), an instrumented van
equipped with a laser-based cavity ring-down spectrometer for carbon dioxide, carbon
monoxide, methane and water (G2401-m, Picarro Inc., USA). Air was sampled at 3.5 m
above street level while driving up and down a road that covers 700 m in elevation
(1650–2360 m above sea level). During the drive, COCAP was exposed to the same
pressure changes that would occur during a flight at these altitudes. Field calibrations
(see Sect. 2.6.3) were carried out by injecting air from cylinders with slightly higher-
than-ambient pressure into the sampling line at regular intervals. We carried out the
experiment with the Mobile Lab in Boulder, Colorado, USA, on 15 October 2015. The
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drive started in the city, went up Flagstaff Road to a rural area near Flagstaff Mountain
and Green Mountain and then the same way back down to the city. During the drive,
the weather was mostly sunny and ambient temperature varied between 6 and 13 °C.
At the time of the experiment, the temperature stabilisation described in Sect. 2.2.6 had
not yet been fully implemented. The built-in heaters of the CO2 sensor were active, but
no heated air stream was circulating in COCAP’s enclosure. Instead, a comparatively
slow heater was connected to a metal tube attached to the inlet of the CO2 sensor.
This heater was controlled for a stable gas temperature at the inlet temperature sensor
(Sect. 2.2.3).
3.2.2 Compensating for diﬀerent ﬂushing time of two analysers
As COCAP and the CRDS analyser were connected to the same sampling line, delay and
mixing caused by tubing and inlet filter affected them equally. However, the flushing
time of the analyser’s measurement cells is different, which makes direct comparison of
their readings inappropriate. In the following we explain how we handled this issue
mathematically.
The flushing process can be described as a convolution of the CO2 dry air mole fraction
at the inlet of the sampling line, xInlet(t), with an analyser-specific instrument function
f (t):




xInlet(t− t′) · f (t′)dt′ (3.2.2)
The response x(t) of the analyser is the reported CO2 dry air mole fraction. Due to
causality, x(t) cannot depend on future CO2 dry air mole fractions at the inlet. Hence,




xInlet(t− t′) · f (t′)dt′ (3.2.3)
The instrument function f (t) is not known a priori, but can be estimated from the
response to a step change in xInlet(t). Such step changes occurred at the end of calibration
measurements when the supply of gas standard into the sampling line was shut off.
From the data we found that for both analysers the response xSC(t) to a step change can
be modelled by an exponential decay of the form
xSC(t) = (x0 − x∞) · e−t/τ + x∞ (3.2.4)
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where x0 and x∞ are the CO2 dry air mole fractions before and after the step change,
respectively, and τ is the characteristic time constant of the flushing process, also called
the step response time. We determined time constants of 25 s for COCAP and 13 s for












f (t′) · d
dt
xInlet(t− t′)dt′ (3.2.6)
In case of a step change at the inlet, the differentiation yields the Dirac delta function






f (t′) · (x∞ − x0) · δ(t− t′)dt′ (3.2.7)
= (x∞ − x0) · f (t) (3.2.8)




x∞ − x0 (3.2.9)
=
(x∞ − x0) · e−t/τ





This means that the instrument function of either analyser can be described with an
exponential decay which has the same time constant as the analyser’s step response. For
practical reasons, we treat f (t) as equal to zero outside 0 ≤ t ≤ 5τ. Because no carbon
dioxide is created or removed inside the analysers, the time integral over f (t) must be
equal to one, necessitating normalisation of the truncated response function:
f ′(t) =
⎧⎪⎪⎨⎪⎪⎩
0 if t < 0
f (t)
1−e−5 if 0 ≤ t ≤ 5τ
0 if t > 5τ
(3.2.12)
Through the measurement process both analysers effectively convolute the xCO2 signal
present at the inlet of the sampling line with their respective instrument function. To
make the results comparable, we convolute the measurements of each analyser with the
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instrument function of the other analyser. If both measurements were perfect, this would
yield identical results because convolution is commutative:
xCOCAP ∗ fCRDS = (xInlet ∗ fCOCAP) ∗ fCRDS (3.2.13)
= (xInlet ∗ fCRDS) ∗ fCOCAP (3.2.14)
= xCRDS ∗ fCOCAP (3.2.15)
Here xCOCAP and xCRDS are the CO2 dry air mole fractions measured by COCAP and
the CRDS analysers, respectively. Convoluting each analyser’s measurement with the
instrument function of the other analyser can therefore be viewed as an equalisation of
the flushing times of both analysers.
3.2.3 Results and discussion
The temperature inside the van increased from 14 °C to 20 °C during the drive. Despite
the substantial changes in ambient conditions, the measurements from both analysers
agree to within 2 µmol·mol−1 during most of the experiments (Fig. 3.1). Differences are
mainly caused by limitations of the simple model for the instrument functions, which
become apparent during fast changes in xCO2, and by sensor noise. They are reduced to
less than 1 µmol·mol−1 when high-frequency variations are filtered out. Between 9:55
and 10:15 a consistently negative difference of about -0.8 µmol·mol−1 is observed. This
difference might be related to sunlight exposure. Other experiments, carried out in the
lab under a strong lamp or outside in the sunlight, had also suggested a sensitivity to
changes in irradiance. Consequently, we redesigned the temperature stabilisation of
COCAP with the aim of a faster response to changing ambient conditions and a more
homogeneous temperature distribution inside the enclosure. The solution we came up
with was the combination of fan, heater and controller described in Sect. 2.2.6. It was
used in all other experiments covered in this and the next chapter.
3.3 Simulated ﬂights
3.3.1 Experimental setup
Three consecutive flights between 0 and 1000 m above sea level (Fig. 3.2 panels a and b)
were simulated by placing COCAP in an environmental chamber (CH3030, SIEMENS
AG, Germany). Temperature and pressures were controlled to approximately resemble
the International Civil Aviation Organization Standard Atmosphere (ICAO, 1993). Each
simulated flight had a duration of 20 minutes with 5 minutes ascent and 15 minutes
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Figure 3.1: (a) CO2 dry air mole fraction xCO2 of ambient air measured by COCAP and a
CRDS analyser during a car drive. The three step-like patterns originate from the field
calibration during which two gas standards are sampled. The peak at 9:16 occurred
while waiting at a traffic light on a busy street. (b) Difference and smoothed difference
of xCO2 measured by COCAP minus xCO2 measured by the CRDS analyser. The
smoothing is implemented by convolution with a Gauss window of 200 s full width at
half maximum. The measurements of both analysers have been corrected using the
field calibrations and the flushing times have been equalised as explained in the text.
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Figure 3.2: Stability test in an environmental chamber. The variations in ambient pres-
sure p and temperature T approximately represent three flights between 0 and 1000
meters above sea level in the International Standard Atmosphere. Air with constant
dry air mole fraction of CO2 was supplied to COCAP from a cylinder. Calibrations
were carried out before and after the flights (not shown) using two gas standards
(397.5 µmol·mol−1 and 447.4 µmol·mol−1). The dry air mole fraction xCO2 measured
with COCAP has been smoothed by convolution with a Gauss window of 200 s full
width at half maximum in order to reduce the high-frequency noise. The sharp
features in pressure were caused by turning the environmental chamber’s pressure
regulation off after and back on before each flight.
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descent. After a 20 minutes break without changes in temperature and pressure this
pattern was repeated. Only dry air samples from cylinders were supplied to COCAP,
hence no drying cartridge was necessary. Otherwise, the analyser was operated in
standard configuration, including pump and flow control. An open split with overflow
upstream of the analyser’s inlet ensured that air was sampled at the pressure of the
environmental chamber at all times. First we measured two gas standards with CO2
dry air mole fractions of 397.5 µmol·mol−1 and 447.4 µmol·mol−1 for 5 minutes each
at 15 °C and 100 kPa. Afterwards, air with 418.6 µmol·mol−1 CO2 was supplied over a
period of two hours while the environmental chamber was simulating three flights as
detailed above. Finally, we sampled the two gas standards again for 5 minutes each at
15 °C and 100 kPa. The xCO2 measurement by COCAP is affected by different sources of
error: random noise, drift over time, calibration errors and influence of temperature and
pressure. We reduced the noise by convoluting the time series with a Gauss window of
200 s full width at half maximum (Fig. 3.2c). A two-point calibration was derived from
the standard measurements at the beginning and end of the test and applied to the full
time series using linear interpolation in time. This procedure cancels out linear drift
over time, but due to the influence of noise on the measurement of the gas standards
and non-linearity in the instrument response a calibration error remains. The influence
of temperature and pressure was corrected for with the calibration curve described in
Sect. 2.6.1.
3.3.2 Results and discussion
The xCO2 time series in Fig. 3.2c exhibits a local minimum whenever pressure and tem-
perature are minimal, with a maximum deviation from the assigned value of the cylinder
(418.6 µmol·mol−1) of -1.2 µmol·mol−1 at 2:10 h. This indicates that the calibration curve
does not completely eliminate the effect of pressure and temperature changes on the
measurement result. The bias of the mean over the whole test, representing the combined
effect of the calibration error and changes of the measurement system with temperature
and pressure, was -0.03 µmol·mol−1. The standard deviation of the 1 Hz time series
before noise reduction was 2.7 µmol·mol−1, the standard deviation after noise reduction
was 0.41 µmol·mol−1.
Figure 3.3 shows time series of temperatures measured at different points inside
COCAP during the simulated flights. Statistics of these time series are given in Table 3.1.
The differences in the observed patterns result from the air circulation inside COCAP’s
housing: First, heated air from the fan streams along the inlet tube of the CO2 sensor.
Next, it passes the air stream sensor (see Sect 2.2.6). Finally, it reaches the outlet tube
and the detector of the CO2 sensor.
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Figure 3.3: Temperatures inside and outside COCAP under simulated flight conditions
(depicted in Fig 3.2 panels a and b). The temperature sensors in the detector, inlet
and outlet of the CO2 sensor are uncalibrated, hence they have an unknown offset of
up to 1.1 °C. The detector is about 5 K warmer than the other parts (note the broken
temperature axis) due to heat transfer from one of the mirrors, which is heated to
55 °C. Ambient temperature is plotted at a different scale as it varies two orders of
magnitude more than the stabilised internal temperatures. The spikes in air stream
temperature are related to fast pressure changes in the environmental chamber (see
Fig 3.2a).
Table 3.1: Mean T, standard deviation d and range Tmax − Tmin of temperatures under
simulated flight conditions.
Sensor T in °C d in mK Tmax − Tmin in mK
Ambient 12.83 2366 8786
Air stream 50.00 4 79
Inlet 50.25 10 50
Outlet 50.12 32 110
Detector 54.86 10 50
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The air stream sensor is part of the control loop and therefore its temperature stays
close to the set point of 50 °C. The inlet and outlet temperature sensors measure the
temperature of the sample gas, which indirectly reflects the temperature of the air
circulation because heat is exchanged through the walls of the inlet and outlet tubes.
The temperatures of the outlet exhibits minima whenever the ambient temperature is
reduced. This is caused by increased heat transfer from the circulating air to outside
COCAP’s housing. The inlet shows the inverse behaviour, i.e. increasing temperature
under reduced ambient temperature, because it is located between fan and air stream
sensor. In an colder environment the air has to be heated more to keep the temperature
at the air stream sensor constant, so the temperature at the inlet rises.
The temperature of the detector varied qualitatively similar to that of the outlet be-
cause detector and outlet are located close to each other. However, the temperature of
the detector is approximately 5 K higher and the amplitude of the temperature variations
is roughly three times lower than at the outlet. This is due to the detector’s thermal
coupling to one of the two mirrors of the CO2 sensor, which is temperature controlled to
55 °C. Overall, the temperature stabilisation reduces the variability in the internal tem-
peratures by two orders of magnitude compared to the changes in ambient temperature
(see Table 3.1).
3.4 Lannemezan ﬂights
The so far highest flight of COCAP on a UAS was carried out in Lannemezan, France,
on 20 May 2016 at 15:30 UTC (17:30 local time). COCAP was mounted under a custom-
built multicopter (Sensomotion UG, Germany and Ostwestfalen-Lippe University of
Applied Sciences, Germany, Fig. S10). Starting from an elevation of 600 m above sea
level a maximum height of 430 m was reached. The flight took place under clear sky
in a light breeze (2 m · s−1 wind speed). It served as a real-world test of COCAP’s
temperature stabilisation (Fig. 3.4). While ambient pressure p changed by 5 kPa and
ambient temperature TAmbient by 4.5 °C during the flight, the temperature of the air
stream at the CO2 sensor’s outlet TOutlet varied by only 0.13 °C and the temperature of the
optical detector TDetector by only 0.02 °C. These results demonstrate that the temperature
stabilisation functions as expected despite the presence of wind, sunlight, vibration and
radio signals.
3.5 Allan deviation of CO2 dry air mole fraction
The Allan or two-sample variance σ2y (τ) is defined as (Allan, 1987)
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Figure 3.4: Stability of COCAP’s internal temperatures during a flight to a maximum
height of h = 430 m. p is ambient pressure, T is temperature. The temperatures of
outlet and detector during take-off are indicated with a filled dot. Note the broken
temperature axis and the different scaling used for ambient, outlet and detector
temperature.
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Figure 3.5: Allan deviation σxCO2 of unfiltered CO2 dry air mole fraction versus av-
eraging period τ. Air from a cylinder was measured under laboratory conditions
and during the simulated flights described in Sect 3.3. The latter is depicted until
τ = 1000 s, i.e. one sixth of the length of the time series. The characteristic -1/2 slope








where ∆y is the difference between two consecutive arithmetic means of measure-
ments over periods of τ and the angle brackets denote the expected value. The square
root of the Allan variance is called Allan deviation σy.
To characterise noise and drift of COCAP we connected the analyser in an open split
configuration to a cylinder containing natural air with a CO2 dry air mole fraction of
384.3 µmol·mol−1. This air sample was measured in a lab environment over a period
of 24 hours. The Allan deviation of this dataset (Fig. 3.5) reaches a minimum of ap-
proximately 0.2 µmol·mol−1 at an averaging period of 230 s. For averaging periods
shorter than 100 s the curve has a slope of − 12 in the log-log plot, which is characteristic
of white noise. At τC = 1800 s, the typical time between field calibrations, the Allan
deviation is approximately 0.7 µmol·mol−1 and dominated by drift. Our correction
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scheme (see Sect. 2.6.3) removes offset and gain errors at the point in time when the
field calibrations were carried out and uses linear interpolation between the calibrations.
Therefore, the largest uncorrected drift is expected to be lower than 0.4 µmol·mol−1, the
Allan deviation for 12τC = 900 s. The error caused by noise is lower than 0.4 µmol·mol−1
if averaging is performed over an interval of at least 32 s.
Figure 3.5 also shows the Allan deviation of COCAP’s xCO2 measurements during
the simulated flights described in Sect. 3.3. Forced ventilation and substantial changes
in ambient pressure and temperature during the simulated flights lead to an increased
Allan deviation compared to the measurements in a lab environment. Estimation of
the expected drift for 12τC = 900 s is not feasible based on that dataset due to artefacts
which become visible at averaging periods beyond 400 s. What we can say with confi-
dence is that even under simulated flight conditions the Allan deviation is lower than
0.5 µmol·mol−1 for averaging periods between τ = 40 s and τ = 400 s.
3.6 Comparison to the ICOS station Lindenberg
3.6.1 Measurement site and ﬂight pattern
The Lindenberg observatory is part of the Integrated Carbon Observation System (ICOS,
www.icos-ri.eu) and meets the WMO GAW recommendations for high accuracy atmo-
spheric trace gas measurements (WMO, 2016). The ICOS station Lindenberg (ICOS short
name: LIN) is located in the eastern part of Germany (52°10’ N, 14°07’ E) in a flat, rural
area. At LIN a 99 m high mast is equipped with inlets at 2.5 m, 10 m, 40 m and 98 m
above ground level. Air is drawn from all inlets continuously, but only one sampling
line is analysed at a time. The gas analyser is connected to a different sampling line every
five minutes (“quasi-continuous sampling”). It measures carbon dioxide and methane
dry air mole fraction.
We mounted COCAP on the same multicopter that was used in Lannemezan (see
Sect. 3.4) and carried out a total of 21 flights close to the mast (distance less than 150 m)
on 18 and 27 October 2016, using the same setup on both days. During each flight, the
multicopter ascended vertically to 100 m above ground level at a climb rate of 0.5 m·s−1,
followed by a descent at a rate of 2 m·s−1. The same pattern was then repeated at
approximately 70 m distance from the first ascent. Each flight lasted 9 minutes and the
two ascents were separated in time by 4 minutes. The only exception was flight 7, which
we had to abort after the first ascent due to a technical problem with the multicopter.
In flight, the multicopter mixes the air around it. To avoid artefacts in our measure-
ments caused by this mixing, we sampled air from 70 cm above the rotors. Furthermore,
for the analysis detailed below we used only the data collected during the ascents, i.e.
when the UAS was flying into and sampling undisturbed air. In each flight, we carried
47
3 Tests and validation
out the second ascent upwind of the first ascent, which ensured that the mixing caused
by the first ascent did not degrade the measurements during the second ascent.
On the evening of 18 October, the sky was cloudy with occasional drizzle, the wind
speed was low (1.5 m·s−1), and the lowest 100 meters of the atmosphere were weakly
stable. On the early evening of 27 October, conditions were similar, but without pre-
cipitation. After 21:00 local time on 27 October, the sky cleared up, followed by the
formation of radiation fog.
3.6.2 Results and discussion
At the mast’s 2.5 and 10 m inlets, the variability of the CO2 dry air mole fraction was
larger than above due to respiration fluxes from soil and vegetation that were inter-
mittently mixed upwards by turbulence. This high variability makes these levels less
suitable for comparison to COCAP, as our flights were not synchronised with the
sampling at the mast. We were not allowed to fly higher than 100 m, hence few measure-
ments were taken at the same height as or above the 98 m inlet. We therefore focus our
comparison on the 40 m inlet of the mast.
After applying the calibration curve to the measurements of COCAP’s CO2 sensor,
we corrected for its temporal response by deconvolution. For each ascent, we then
calculated the arithmetic mean of the measurements taken between a height of 30 and
50 m. Figure 3.6 shows these means together with the LIN measurements at 40 m plotted
against time. Overall, there is good agreement between COCAP and LIN. The variability
in COCAP’s data is higher, likely caused by a low-pass effect of the mast’s sampling
system. Further differences are due to the measurements being taken 100–150 m apart
and at different times. Finally, instrument noise leads to discrepancies. All these factors
should have a zero mean effect, whereas a consistent bias between COCAP and the
ICOS station Lindenberg would indicate a problem with the calibration. A change of
bias over time would suggest instrument drift.
To better assess the presence of bias, we averaged the measurements from the mast’s
40 m inlet over a period starting 20 min before and ending 20 min after the respective
flight (Fig. 3.7a). We then calculated the difference between the measurements by
COCAP and LIN (Fig. 3.7b). Additionally, we estimated the noise level of COCAP’s
CO2 sensor. The correction for COCAP’s finite time response by deconvolution has the
side effect of amplifying high frequency electronic noise. Therefore, we did not use the
Allan deviation of the data described in Sect 3.5, but calculated the Allan deviation of
the deconvoluted time series. During each ascent, the multicopter climbed from 30 to
50 m height in approximately 40 s. In analysing a period during which a standard gas
was measured, we found an Allan deviation of 1 µmol·mol−1 for τ = 40 s. This number
is represented as error bars in Fig. 3.7b.
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Figure 3.6: Comparison between the CO2 dry air mole fraction xCO2 measured by CO-
CAP and by the instrumented mast at LIN. Large dots represent calibrated measure-
ments taken by COCAP during the ascents at a height of (40±10) m, small dots are
measurements from the LIN mast’s 40 m inlet. Times are in local time (UTC+2). The
sun set at 18:02 local time on 18 October and at 17:43 local time on 27 October. The
gaps in the station data are due to the measurement of other inlets and working tanks
at those times.
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Figure 3.7: (a) Data from COCAP are same as in Fig. 3.6. Measurements from the mast’s
40 m inlet have been averaged over a period that starts 20 min before and ends 20 min
after the respective flight. No measurements from the mast are available for flight 10
because calibration cylinders have been measured at this time. (b) xCO2 measured by
COCAP minus xCO2 measured by LIN. Error bars indicate the noise level of COCAP’s
CO2 sensor after deconvolution (see text). Flights 1 through 9 were carried out on 18
October, flights 10 through 21 on 27 October (indicated by dashed vertical line).
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Table 3.2: Mean of the difference between COCAP’s CO2 dry air mole fraction measure-
ments xCOCAP and the corresponding measurements by LIN xLIN (± 1 standard error).
Subsets of COCAP’s measurements are also analysed.
COCAP measurements xCOCAP − xLIN in µmol·mol−1
All 0.23± 0.45
18 October 0.16± 0.85
27 October 0.28± 0.49
All first ascents 0.39± 0.66
All second ascents 0.06± 0.52
Table 3.3: Statistical tests for bias. Here x denotes measurements by COCAP and the
index defines a subset: ‘A’ for all measurements, ‘18’ and ‘27’ for 18 and 27 October, re-
spectively, and ‘A1’ and ‘A2’ for first and second ascent, respectively. D(x) represents
the difference between x and the corresponding measurements by LIN. An overline
denotes the arithmetic mean.
Null hypothesis Statistical test Test result p
D(xC) = 0 Welch’s t-test 0.75
D(x18) = D(x27) Welch’s t-test 0.72
D(xA1) = D(xA2) Student’s t-test 0.75
Table 3.2 contains the mean difference between the measurements by COCAP and
LIN. A bias of zero lies within one standard error of the mean difference. This is also
true for both nights considered individually and for both ascents of all flights considered
individually. Table 3.3 lists the results of statistical tests of three hypotheses: (1) no bias
between COCAP and LIN, (2) no change in the mean difference between COCAP and
LIN from 18 October to 27 October and (3) no change in the mean difference between
COCAP and LIN from the first to the second ascends. None of the hypotheses was
rejected (p > 0.7 in all cases).
The physical connection between COCAP and the multicopter did not include a
dedicated shock absorber (see Fig. S10). Although COCAP’s plastic foam housing and
the flexibility of the mounting straps provided limited mechanical isolation, sudden
movements and vibrations of the multicopter due to turbulence, rotor unbalance and
flight manoeuvres have been partially transmitted to the measurement system. In theory,
these mechanical disturbances could deteriorate the accuracy of the CO2 measurements,
e.g. by causing misalignment of the optical bench of the CO2 sensor. The data collected
during the flights at LIN, however, do not exhibit increased noise levels or instrument
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drift compared to data collected on the ground, suggesting that the movements and
vibrations did not degrade COCAP’s performance.
3.7 Summary of Chapter 3
We have characterised COCAP’s performance in a range of experiments in the lab and in
the field. When high-frequency noise is filtered out, COCAP’s measurements of CO2 dry
air mole fraction were found to deviate from a reference by not more than 1.2 µmol·mol−1
during simulated flights and by not more than 1 µmol·mol−1 during deployment in an
instrumented van. During three simulated and one actual flight COCAP’s improved
temperature stabilisation kept the variation of internal temperatures one to two orders
of magnitude lower than the variation in ambient temperature. A flight on board a
multicopter demonstrated that the temperature stabilisation is robust against wind,
vibrations and electromagnetic interference. The Allan deviation plot of a 24 h long
measurement in the lab suggests that the error caused by noise and drift is lower than
0.4 µmol·mol−1 if the measurements are averaged over at least 32 s and calibrations are
carried out every 30 min. In a comparison to the ICOS station Lindenberg we found
no indication of (1) calibration problems, (2) uncorrected drift of COCAP between two
measurement days, (3) drift of COCAP during flight or (4) degradation of COCAP’s
accuracy due to vibrations and sudden movements of the multicopter.
Altogether, our results show that COCAP takes reliable measurements of CO2 dry
air mole fraction even under the challenging environmental conditions encountered on
board unmanned aircraft.
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4.1 Nocturnal boundary layer budgets
On the ecosystem level, sources and sinks of carbon dioxide and methane are commonly
quantified using the eddy covariance (EC) technique (Baldocchi, 2003). By correlating
high-frequency (typically 10–20 Hz) measurements of gas concentration with equally fast
measurements of the three-dimensional wind vector, eddy covariance provides a direct
measurement of vertical tracer flux. This approach works well at daytime when the air
is turbulently mixed. However, EC measurements often underestimate nighttime fluxes
(Goulden et al., 1996; Gu et al., 2005). This is related to the stable stratification that often
develops close to the surface at night. Stable conditions violate assumptions underlying
the EC technique: firstly, fluxes are not transported predominantly by turbulence as
opposed to advection and secondly, in case of sporadic turbulent events in an otherwise
stable layer, the assumption of stationarity is not justified. Despite large efforts, there
is currently no final solution how to obtain reliable measurements of nighttime fluxes
using the EC technique (Gu et al., 2005; Aubinet et al., 2010; Hayek et al., 2018).
Daytime NEE consists of photosynthetic uptake and release of carbon through respi-
ration. Nighttime NEE is governed by respiration only, as photosynthesis cannot take
place without light. Photosynthetic uptake and total respiration fluxes have similar
magnitude, but opposite sign. Therefore, even slight underestimation of nocturnal respi-
ration can result in a considerable overestimation of an ecosystem’s long-term carbon
uptake. Furthermore, daytime fluxes are often partitioned into photosynthetic uptake
and respiration using methods that rely on the nighttime measurements (Wohlfahrt and
Galvagno, 2017). Errors in the nocturnal fluxes might compromise this partitioning.
The nighttime problem of EC measurements calls for complementary methods to quan-
tify and potentially correct for the errors. Biometric approaches, including enclosure-
based methods, plant growth assessment and stock inventories, are often employed
to obtain independent estimates for NEE (Goulden et al., 1996; Wilson and Baldocchi,
2001; Campioli et al., 2016). However, these methods quantify the exchange of carbon
on a much smaller spatial scale than EC measurements. The chambers used for de-
termining soil respiration typically cover an area of less than one square meter, while
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the EC technique is sensitive to fluxes from an area of 104–106 m2, depending on the
site and on meteorological conditions (Chen et al., 2009). Given these different scales,
comparing NEE values obtained using different methods is difficult. Inhomogeneities
in the ecosystem under study, such as spatial variability of soil properties (e.g., texture,
carbon content, nitrogen content), soil environmental conditions (e.g., soil temperature
and moisture) or plant community composition can lead to biases in the comparison.
In the absence of a method with a sensitivity area similar to the EC technique, larger-
scale flux estimates are the next best choice to better constrain the errors of EC measure-
ments. Nocturnal boundary layer (NBL) budgets, first described by Choularton et al.
(1995) and Denmead et al. (1996), provide such estimates. The NBL budget method
makes use of the stable stratification at night, which can act as a flux-integrating en-
closure. During clear nights, the emission of thermal radiation cools down the Earth’s
surface much faster than the air, owing to the surface’s higher emissivity. An inversion
layer forms, inhibiting exchange of air between the stable NBL and the neutral residual
layer above (Stull, 1988, p. 15). Any tracer emitted from the surface into the atmosphere
is therefore accumulated within the NBL. By measuring the rate of accumulation, the
tracer flux can be estimated.
Different setups have been used for NBL budgeting. Acevedo et al. (2004) measured
CO2 dry air mole fractions at a 12 m tower, sampling only the lowest parts of the NBL.
Although they did not sample the whole layer, they were able to create a budget by
determining an effective accumulation height from either heat flux or balloon-borne
humidity and temperature measurements and assuming a uniform accumulation rate of
CO2 up to this height. Winderlich et al. (2014) used CO2 and CH4 dry air mole fraction
measurements at 6 heights on a 301 m tall tower, yielding profiles that encompass the
whole NBL during most nights. Often the NBL budget method is applied without a
tower. A tethered balloon can lift a 100–300 m long hose through which a ground-based
gas analyser samples air from different heights (Choularton et al., 1995; Denmead et al.,
1996; Culf et al., 1999). Alternatively, a light analyser can be carried by the tethered
balloon directly (Pattey et al., 2002).
Despite providing unique information, the NBL budget method has been applied only
infrequently in recent years. This might be related to the cost and operational limits of
towers and tethered balloons. Unmanned aircraft systems (UAS) could make the NBL
budget method more accessible. UAS with payload capabilities on the order of 1 kg
are now available for few thousand Euros. When equipped with lightweight trace gas
analysers and meteorological sensors they have the potential to probe the NBL with
large flexibility at low cost. Multicopters are a particularly attractive type of UAS for this
kind of study, because their vertical take-off, vertical landing and hovering capability
makes them easy to operate in a range of environments.
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However, the air movement caused by a UAS can disturb the NBL and thereby
compromise the measurements. A reliable NBL budget can be created only if this
issue is addressed. A second challenge is not specific to UAS, but common to all NBL
budgets: the area contributing to the budget depends heavily on the meteorological
conditions and can extend far from the point of measurement. For a given time and site
this footprint cannot be influenced by experimental design. Nevertheless, knowledge
of the footprint is beneficial for the data analysis and interpretation of the results. In
earlier NBL studies, this topic has received only basic treatment (Culf et al., 1999) or was
ignored altogether.
To assess the suitability of UAS as measurement platforms for the creation of NBL
budgets we carried out a proof of concept study. We deployed a carbon dioxide analyser
on a multicopter and repeatedly sampled vertical profiles of the NBL during two nights
in July 2016 as part of the ScaleX 2016 campaign in Fendt, Germany. In the following, we
report on this study and present our findings. Section 4.2 is a description of the site and
the available ground-based instrumentation, the airborne measurement system and the
unmanned aircraft. In Section 4.3 we explain how we dealt with the disturbance caused
by the UAS, which post-processing steps we carried out and how we created the NBL
budget. Furthermore, we delineate how a Lagrangian transport model can be applied
to identify which areas contribute to the budget, i.e. how to determine the footprint of
our flux estimates. In Section 4.4 we present and discuss the profiles taken by the UAS,
the fluxes obtained from the NBL budget and a summary of the footprint analysis. We
compare our observations to references and assess the robustness of our flux calculation.
In Section 4.5 we summarise the merits and experimental challenges of our approach.
4.2 Site and instrumentation
4.2.1 Fendt site
The Fendt site is located in southern Germany in the Alpine Foreland (Figure 4.1) at
11.060°N 47.833°E (WGS84), 600 m above mean sea level. The site lies in a flat valley
bordered by a gentle slope to the east and a steep slope leading to a 100 m higher plateau
to the west. The valley floor is dominated by pasture and some crops, while the slopes
to the east and west are covered with coniferous and mixed forest, respectively. Fendt
belongs to the district Weilheim–Schongau, which has a population density of 139 km−2
(Statistisches Bundesamt (Destatis), 2018, 35th percentile of all districts in Germany).
Five kilometres south-west of the Fendt site lies an isolated, 988 m high mountain,
the “Hoher Peißenberg”. Close to its summit the German Weather Service (Deutscher
Wetterdienst DWD) operates the Meteorological Observatory Hohenpeißenberg (MOHP)
and the ICOS station Hohenpeißenberg (HPB).
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Figure 4.1: Location, topography and aerial image of the Fendt site and its surround-
ings. MOHP is the Meteorological Observatory Hohenpeißenberg, HPB is the ICOS
station Hohenpeißenberg. Digital elevation model and aerial imagery by Bayerische
Vermessungsverwaltung, www.geodaten.bayern.de.
4.2.2 Ground-based instrumentation
Fendt is part of the TERENO (Terrestrial Environmental Observatories) network and
therefore extensively instrumented. For a detailed description see Wolf et al. (2017) and
Zeeman et al. (2017). In the following, we list only those instruments that produced the
data presented in this chapter.
During the ScaleX 2016 campaign, CO2 dry air mole fraction at 1, 3 and 9 meters
above ground level was measured with a cavity ring-down spectrometer by successive
sampling of air through three inlets installed at a 9 m high mast. Each inlet was sam-
pled once every 7.5 min, with occasional interruptions due to calibrations and other
measurements. An EC system installed at 3.5 m height (Zeeman et al., 2017) quantified
the turbulent exchange of CO2. Air temperature and upward as well as downward
radiation were measured at 2 m height. Two sets of automated chambers were operated
to determine the total NEE or respiration flux of grass and soil. One set comprised four
LI-8100 long-term chambers (LI-COR, Lincoln, NE, USA), two with clear enclosure for
measuring NEE and two with opaque enclosure for measuring respiration. All four
chambers covered an area of 317.8 cm2 and will be referred to as “small chambers” from
here on. The other set consisted of 5 custom-built opaque chambers covering an area of
2500 cm2, referred to as “big chambers” hereafter. All the instruments mentioned so far
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Figure 4.2: COCAP carried by a multicopter during the ScaleX 2016 campaign. The
position of the sample inlet for the CO2 measurement and of the temperature and
humidity sensor board are indicated.
were located close to each other and our UAS flew within 200 m horizontal distance to
each of them.
Besides the on-site instruments we use two more data sources for our analysis. One
is the observation of cloudiness at the Meteorological Observatory Hohenpeißenberg,
recorded every hour either by a person or an automated instrument. We consider
these 5 km distant measurements representative for Fendt, with a potential time lag
on the order of 1 h in case of synoptic events. The second non-local data source is the
greenhouse gas monitoring system at the ICOS station Hohenpeißenberg, situated at
934 m above mean sea level. We use its measurements of the CO2 dry air mole fraction
at 131 m tower height, i.e. at 460 m above the Fendt site.
4.2.3 Airborne payload
For the study presented here, temperature, pressure, relative humidity and CO2 dry air
mole fraction of ambient air were measured using COCAP (see chapter 2). COCAP was
mounted below the multicopter. Air samples for the measurement of carbon dioxide
dry air mole fraction were drawn from an inlet placed 30 cm below and 20 cm to the side
of the rotors (Figure 4.2). The temperature and humidity sensor board, requiring strong
ventilation for fastest response, was placed directly below one of the rotors. The sensor
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for ambient pressure was located inside COCAP’s housing, which was not hermetically
sealed and therefore in equilibrium with ambient pressure.
4.2.4 Unmanned aircraft
During ScaleX 2016 COCAP was deployed on an S1000 multicopter (SZ DJI Technology,
China) controlled by a Pixhawk autopilot (3D Robotics, Berkeley, CA, USA) running
the ArduPilot APM:Copter V.3.3.3 Firmware. Take-off mass of the whole system was
8 kg. The multicopter was powered by three lithium polymer batteries with a voltage
of 22.2 V and a capacity of 5000 mAh each, achieving a maximum flight time of 12 min.
Our special flight permit included nighttime flights, but because the take-off mass of
our UAS exceeded 5 kg, all flights were limited to a maximum height of 150 m.
4.3 Methods
4.3.1 Disturbance by the UAS
A multicopter as a rotary-wing aircraft counterbalances gravity by accelerating air
downwards through the movement of its rotors. The resulting displacement of air can
interfere with in situ measurements, because air might be sampled at a location where
it would normally not reside. In addition, volumes of air originating from different
locations can be mixed together.. The greater the displacement and mixing caused by
the UAS, the greater is the potential impact on e.g. the measurement of a gradient. Air
movement below and above the rotors is not symmetric: below a rotor, air is pushed
downwards as a directed stream with high speed. In contrast, the air flow towards
the rotor comes from different directions and has lower speed. The reader can easily
confirm this with a fan or a hair dryer: while the outflow of air can be felt meters away,
the inflow is hard to sense even near the rotor.
In view of the asymmetric flow pattern we expect that during ascent of the UAS
air parcels are measured with negligible displacement from their undisturbed location.
During descent, however, the sensors are moved into a volume that potentially has
been flushed with air originating from several meters above. During hovering at a fixed
location or during purely horizontal movement, the sensors might reside in a partially
closed flow loop that extends below and aside the multicopter, effectively measuring a
mixture of air from different locations.
For the study presented here, flying near the ground can have a particularly strong
influence on the measurements for three reasons. Firstly, downward motion of the air
stops at the ground and displaced air must move laterally or upwards, making a fast
flow path back to the UAS more likely. Secondly, in our nighttime experiments the air
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near the ground is stably stratified. Therefore, air pushed downwards by the rotors
experiences a restoring upward force, increasing the chance that closed flow loops form.
Thirdly, the strongest gradients in temperature and CO2 dry air mole fraction are present
close to the ground, hence even a small displacement of air can have a large effect on the
measured values.
In case of considerable horizontal air speed, due to either wind or horizontal flight,
the rotor-induced airflow should have a smaller effect on measurements because the
sampling system is moving away from air that has been displaced. We investigated
this effect by flying horizontally at different speeds over a homogeneous meadow (see
Section 4.4.4).
Based on the considerations above and the data presented in Sections 4.4.3 and 4.4.4
we create the NBL budget only from those measurements that were taken during ascent
of the multicopter. The sensitivity of the NBL-derived fluxes to inclusion of hover and
descent data is discussed in Section 4.4.5. We discard COCAP xCO2 data collected below
9 m height for the calculation of the NBL budget. Instead, the lowest part of the xCO2
profile is defined by the stationary measurements at the 9 m mast at 1, 3 and 9 m height.
Pressure and temperature at these levels are interpolated from COCAP’s measurements.
During flight, the horizontal distance between COCAP and the 9 m mast was lower than
150 m at any time. Hence, we do not expect pronounced horizontal gradients in xCO2
between the measurement locations. In Sect. 4.4.6 the effect of the replacement with
stationary measurements on the mean and spread of the derived fluxes is discussed.
4.3.2 Correction for response time of sensors
On a moving platform the finite response time of sensors can be a source of measurement
error, as the response time distorts the attribution of data points to time and location.
COCAP’s pressure and temperature sensors are fast enough for this effect to be neglected,
but both the humidity and the CO2 sensor require correction.




= aU(Ua −Um). (4.3.1)
Ua and Um are ambient and measured relative humidity, respectively. The coefficient aU
is inversely related to the sensor’s response time and might be temperature-dependent.
Solving Equation 4.3.1 for Ua provides a simple way to compute true humidity from
measurements. We use a 4th order Savitzky-Golay filter (Savitzky and Golay, 1964)
with a length of 15 samples to compute dUmdt while keeping high-frequency noise at an
acceptable level. The coefficient aU = 14 s was determined by an optimisation that
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minimises the difference between the corrected humidity profiles for ascent and descent.
We tested a linear and quadratic dependence of aU on ambient temperature, but found
no improvement that would justify the additional degrees of freedom in the model.
The response of COCAP’s CO2 sensor is more complex. Its response to step changes
in CO2 dry air mole fraction can be approximated as
xSC(t) =
{
x0 if t < td
aC(x0 − x∞)e(td−t)/τ1 + (1− aC)(x0 − x∞)e(td−t)/τ2 + x∞ if t ≥ td.
(4.3.2)
Here x0 and x∞ denote the CO2 dry air mole fraction before and infinitely long after the
step change, respectively, and td is the sensor’s dead time.
We determined the parameter aC, the dead time td as well as the time constants τ1
and τ2 from experimental data collected in the field. With COCAP running in flight
configuration, i.e. with the inlet tube attached, we connected a tube with gas flowing
from a cylinder. We observed a dead time of td = 5 s between making the connection
and the first change of COCAP’s reading. The remaining parameters were found by
least-squares regression of Equation 4.3.2 to the data. In our setup, τ1 was equal to 27 s
and τ2 equal to 3.2 s.
Ignoring noise and calibration error, any CO2 signal xa is reported by COCAP as the
convolution of xa with the CO2 sensor’s instrument function f (see chapter 2):
xm(t) = (xa ∗ f )(t) (4.3.3)
with f =
{




dt if t ≥ td.
(4.3.4)
As xSC is known from experiment, f can be calculated. The ambient signal xa can be
recovered from the measured signal xm by deconvolution (Figure 4.3). We carried out
the deconvolution in Fourier space where it is equal to a division. In the numerical
implementation it is important to discretise f in a way that does not underestimate the
slope of f between the time steps td and td+∆t, because doing so would lead to a strong
enhancement of the noise during the deconvolution of xm with f . The opposite error,




Figure 4.3: Response of COCAP to an abrupt change in CO2 dry air mole fraction xCO2 at
the inlet at time t = 0 s. The measured signal reveals a dead time of 5 s of the sampling
system. Furthermore, the step change in xCO2 is smoothed out. Both effects are
removed by deconvolution at the cost of higher noise. Smoothing the deconvoluted
signal reduces the noise with only minor impact on the time response. Smoothing
was carried out by convolution with a Gaussian of 5 s full width at half maximum
(FWHM).
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4.3.3 Calculation of the NBL budget


















Here E is the strength of a volume source (or sink) of carbon dioxide (in units µmol ·
m−3 · s−1), c is the concentration of carbon dioxide and t denotes time. The components
u, v and w of the wind vector −→u point towards east (l1-direction), towards north (l2-
direction) and upwards (z-direction), respectively. Molecular diffusion is neglected. Due
to continuity of the air flow, the term c(∇ · −→u ) equals zero. If we follow an air parcel
as it is transported by horizontal winds , those terms that contain a horizontal wind








Now we integrate vertically over those air parcels that form a vertical column over our
site at the time of measurement (at earlier or later points in time, the air parcels are not
aligned in a vertical column, unless the wind vector is equal at all heights):
∫ zt
0












For our measurements, we choose zt = 125 m, so all biotic sources of carbon dioxide are
within the column and S represents NEE.


































dz dt . (4.3.10)
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tF − t0 .
(A) (B)
(4.3.11)
Term A represents the enhancement in CO2 concentration and term B the vertical
exchange of CO2. We choose t0 as the time when the surface radiation balance becomes
negative, i.e. the time when the stable NBL starts to form. A positive S means emission
of CO2 from the surface into the atmosphere.
The CO2 concentration c can be calculated from CO2 dry air mole fraction xCO2, air






As COCAP measures xCO2, T, p and relative humidity U, the integral
∫ zt
0 c(z, tF) dz in
Equation 4.3.11 term A is readily computed. However, each air parcel is sampled only
once, at the time tF when it passes the Fendt site. In order to evaluate the second integral
in term A,
∫ zt
0 c(z, t0) dz, we assume horizontal and vertical homogeneity of the CO2
dry air mole fraction at the time t0, i.e. x(t0) is assumed to be independent of l1, l2 and
z within the spatial domain relevant for our experiments. Thus we can calculate the
second integral from the measurement of a different column at Fendt at t0.
Note that this is a weaker assumption than the horizontal homogeneity of the CO2
concentration in the NBL presumed in other studies (Choularton et al., 1995; Culf et al.,
1999; Acevedo et al., 2004). All natural environments exhibit a certain horizontal het-
erogeneity in S. The sign of the daytime CO2 flux is generally negative, whereas the
sign of the nighttime flux is positive, but they are often of similar magnitude. Before t0,
the convective boundary layer is well mixed up to a height of typically 1 km, whereas
after t0 a strong NBL confines emissions from the surface to the lowest ≈ 100 mof the
atmosphere (see Sect. 4.4.3). Therefore, the horizontal heterogeneity in c caused by the
horizontal heterogeneity in S is one order of magnitude smaller during day time than
during the night. The convective mixing during the day also keeps vertical gradients
inside the boundary layer low, hence the approximation of x(t0) being independent of z
is justified.
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Term B in Equation 4.3.11 contains the product w ∂c/∂z, which generally includes
both turbulent exchange and subsidence. In a stable NBL, however, little turbulent
exchange takes place. In the statically neutral residual layer above the NBL, turbulence
is present, but the vertical concentration gradient in the residual layer is small and as a
consequence the vertical transport of CO2 is small as well. Hence, we neglect turbulent
exchange and identify w ∂c/∂z with subsidence or lifting. The vertical wind speed w
due to subsidence at a height of 100 m is usually on the order of 100 m·d−1, i.e. very low
and therefore challenging to measure. We retrieve an estimate of w from the Integrated
Forecast System (IFS) run by the European Centre for Medium-Range Weather Forecasts
(ECMWF).
In order to calculate ∂c/∂z at different times between t0 and tF, we use a simple model
for the growth of the NBL:
xCO2(t, z) = xCO2(tF,
tF − t0
t− t0 z) (t0 < t ≤ tF) . (4.3.13)
Where tF−t0t−t0 z exceeds the maximum height of the profile measured at time tF we assume
the CO2 dry air mole fraction to be equal to x(t0). This model for the growth of the NBL
can be visualised best by starting at tF and looking back in time. At t = tF the factor
(tF − t0)/(t− tF) is equal to unity and the model yields the measured profile. At earlier
times, the measured profile is compressed in z-direction, such that the height of the NBL
decreases linearly as we go back in time. As t approaches t0, the model yields a thin
layer enriched with CO2 at the surface and a constant CO2 dry air mole fraction of x(t0)
above.
The concentration c(t, z) is calculated from xCO2(t, z) using Equation 4.3.12. To this
end, we determine pd(t, z) and T(t, z) by linear interpolation in time between the first
profile of the night and the profile measured at tF.
In summary, the model for the growth of the NBL represents four simplifying as-
sumptions: (1) During the night, the NBL height increases linearly, (2) the integral∫ zt
0 xCO2(t, z) dz increases linearly with time, (3) the shape of the xCO2 profile (constant,
linear, exponential. . . with height) within the NBL remains the same throughout the
night and (4) the dry pressure and temperature of an air column measured at Fendt are
representative for the whole footprint of the measurement (see Sect. 4.3.4).
4.3.4 Footprint calculation
The columns of air probed at Fendt at different times had a different history, depending
on the wind field and atmospheric stability. Atmospheric transport models can identify
the surface areas that have contributed to an observed tracer concentration, i.e. the foot-
print of an observation. We simulate atmospheric transport with STILT, the Stochastic
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Time-Inverted Lagrangian Transport model (Lin et al., 2003; Gerbig et al., 2003), which
is based on NOAA’s HYSPLIT particle dispersion model (Stein et al., 2015). In our con-
figuration, STILT launches 10 000 air parcels at different heights (see below) at every full
hour during the period of our NBL measurements . Driven by meteorological data with
a resolution of 0.1°×0.1° from the ECMWF IFS (European Centre for Medium-Range
Weather Forecasts Integrated Forecast System), STILT calculates the back trajectories of
these parcels until 10 h in the past. For each time step of the simulated transport the
model determines the sensitivity of the CO2 concentration in the parcel to the CO2 flux
at the surface. To do so, the height up to which mixing occurs is estimated from the
meteorological data. Surface fluxes are expected to be diluted into a column that extends
from the surface to 1/2 this height in each time step.
The back trajectories calculated by STILT are then aggregated into mole fraction
footprints on a regular grid with a resolution of 2 km×2 km. As explained in the
previous section we assume the xCO2 distribution to be homogeneous in the lateral and
horizontal directions at time t0. We therefore restrict the aggregation to that part of each
back trajectory that lies between t0 and the time of measurement.
A single STILT run determines the sensitivity of an observation at a specific height
to upwind fluxes. Formally, the mole fraction footprint of a measurement taken at
the geographic location (l1, l2) at time t and observation height z can be written as
f (l1, l2, z, t | lG1, lG2). As all our measurements were taken at the same horizontal
location, the dependency of f on l1 and l2 will be omitted hereafter. The mole fraction
footprint is a function whose value is the sensitivity to the surface flux at the grid cell
specified by (lG1, lG2) in units of [ f ] = µmol ·mol−1 · µmol−1 ·m2 · s. To determine the
relative contribution of surface fluxes in different areas to our NBL-derived fluxes we
need a different, but related function, the flux footprint fF with units [ fF] = µmol ·
m−2 · s−1 · µmol−1 ·m2 · s = 1. The flux footprint is calculated by integration over an
array of mole fraction footprints for different measurement heights, i.e. analogous to
Equation 4.3.11 term A and Equation 4.3.12:





· f (z, t | lG1, lG2)dz
t− t0 (4.3.14)
Dry pressure pd and air temperature T at time t and height z are inter- or extrapo-
lated from the measured profiles. The ensemble of mole fraction footprints comprises
footprints for 12 different measurement heights between 10 m and 120 m in 10 m-steps.
The meteorological data we use have a horizontal resolution of 0.1°×0.1°, correspond-
ing to 11 km×8 km at the latitude of Fendt. Terrain features that are smaller than a
grid cell, like the valley slope to the west of the Fendt site, cannot be represented at
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Figure 4.4: Allan deviation of CO2 dry air mole fraction σxCO2 as measured, after de-
convolution and after deconvolution followed by smoothing (convolution with a
Gaussian of 5 s FWHM) for different averaging periods τ. All three cases converge for
averaging periods longer than 100 s.
these resolutions. The vertical resolution of the meteorological data depends on height
above ground. The lowest layer extends from the ground to 10 m height, the following 5
layers extend from the top of the next lower layer to 31 m, 55 m, 80 m, 108 m and 138 m,
respectively.
4.4 Results and discussion
4.4.1 Uncertainty of xCO2 measurements
The uncertainty of COCAP’s xCO2 measurements due to drift and calibration errors is
about 1 µmol·mol−1 (see chapter 2). The additional uncertainty caused by noise is de-
pendent on the data treatment, as can be seen from Figure 4.4. This Allan deviation plot
(Allan, 1987) is based on measurements of a gas standard (xCO2 = 447.44 µmol·mol−1)
over a period of 1.4 h, taken in the field on 6 July 2016.
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The curves illustrate that deconvolution amplifies noise in the data by a factor of 7
if no averaging is applied (τ = 1 s). However, if more than 100 samples are averaged,
the difference between original and deconvoluted data becomes negligible and the
uncertainty of the average due to noise is lower than 0.5 µmol·mol−1. All our column
integrals (see Section 4.3.3) have a sample size larger than 100.
Figure 4.4 also shows the Allan deviation of deconvoluted data that has been smoothed
by convolution with a Gaussian of 10 s FWHM. The Allan deviation increases be-
tween τ = 1 s and τ = 5 s. This increase is an artefact caused by the autocorre-
lation that the smoothing induces. If COCAP was perfectly calibrated and exhib-
ited no drift, any single point in the smoothed dataset would have an uncertainty
of 2.1 µmol·mol−1(corresponding to τ = 5 s), not 0.8 µmol·mol−1 (corresponding to
τ = 1 s).
4.4.2 Meteorological conditions
From the data collected during ScaleX 2016 we calculate NEE for the nights 6–7 July and
9–10 July. The sun set at 19:15 UTC and 19:14 UTC on 6 and 9 July, respectively, and
rose at 03:25 UTC and 03:27 UTC on 7 and 10 July, respectively. Both nights were free
of precipitation. Cloud cover was high during the first night (see Figure 4.5a), but the
pronounced negative net radiation (Figure 4.5b) indicates that the clouds were mostly
transparent for outgoing long-wave radiation. In the second night the sky was clearer,
resulting in a steadier radiation balance. During both nights, strong radiative cooling
was observed. Air temperature decreased from 18 °C to 9 °C and from 24 °C to 11 °C over
the course of the first and second night, respectively (Figure 4.5c). In combination with
low wind speeds (Figure 4.5d) this lead to the development of a pronounced temperature
inversion at the surface, i.e. a stable NBL. The change from positive to negative net
radiation occurs approximately at t0 = 18 : 00 UTC in both nights.
4.4.3 Proﬁles
We carried out a total of 27 flights during the ScaleX 2016 campaign. For the calculation
of a NBL budget we analyse those flights that took place after t0 = 18:00 UTC and
reached a height of at least 125 m. Twelve flights fulfil these criteria: flight 4 through 10
(first night, Figure 4.6) and flight 19 through 23 (second night, Figure 4.7). The location
of take-off and landing differs slightly between flights, but all flights took place within
the same 250×250×150 m3 bounding box. For display in panel b of Figures 4.6 and 4.7
the CO2 dry air mole fraction has been smoothed with a Gauss filter of 5 s FWHM. To
prevent distortion in the vertical direction, the height z has been filtered the same way.
For this reason, the upper end of the profiles in panel b is at slightly lower height than in
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Figure 4.5: Meteorological conditions during the NBL soundings: (a) cloud cover, (b)
net radiation E∗, (c) temperature T of air (2 m height) and soil (2 cm depth), (d)
horizontal wind speed u (3.5 m height). Cloud cover was determined at MOHP, all
other observations were made directly at Fendt.
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panel a. Calculation of the NBL fluxes (see Section 4.4.5) was carried out with unfiltered
xCO2 and z.
During the first night, a stable NBL can be identified from the UAS profiles for flights
6 through 10. The upper end of the temperature inversion aligns with the top of the CO2
enhancement to within 10–20 m. At the time of flights 6 and 8 through 10, the NBL has a
height of 50–70 m, whereas the profile from flight 7 indicates a greater NBL height of
≈ 100 m. We interpret this as an indication that the column measured in flight 7 has been
influenced by katabatic inflow of cool, CO2-enriched air at some point during the night,
potentially hours before the flight and kilometres away from Fendt. . This interpretation
is supported by the flux estimates (see Section 4.4.5).The profiles from flight 5, which
exhibit virtually no gradient, are discussed below.
During the second night, a stable NBL with a height of 50–70 m is visible in all profiles.
The flight pattern had been refined and included two ascents and descents far enough
from each other to avoid disturbance of the measurements in the second part by air
movements caused during the first part. These redundant measurements give insight to
the reliability of the measurement system and to the variability of temperature and CO2
dry air mole fraction on small temporal and spatial scales. The data from flight 21 agrees
well between each of the two ascents and descents, suggesting that disturbance by the
UAS, instrument noise and drift are small compared to the observed signals. Flight 22
and 23 were carried out only one and two hours later, respectively, and followed the
same flight track. However, the data from these flights reveals considerable differences
between each of the two ascents and descents, especially in xCO2 for heights below
50 m. We interpret this as natural variability on the scale of the flight track, i.e. ≈ 200 m
in horizontal distance and ≈ 3 min in time. This small-scale variability is a source of
random error in NBL budgets. Multiple ascents during the same flight are effectively
averaged in our flux calculations, resulting in a reduction of the random error.
The xCO2 profiles measured during flight 20, 22 and 23 all exhibit a non-zero gradient
with height in the region above the strong inversion, indicating that some CO2 has
escaped the stable NBL. This is supported by the profiles of virtual potential temperature,
which are more inclined above the NBL in comparison to the first night. Both features
might be the result of intermittent turbulence, a phenomenon often observed at night
that can have different causes (see Aubinet, 2008 and references therein). Our budgets
include the measurements up to 125 m height, so any CO2 that has been transported
higher than this is missing in the budgets. In future campaigns, flights with a greater
maximum height could be carried out to quantify the effect this has on the NBL-derived
fluxes, or to extend the budget vertically.
The flight pattern used during the second night also included two horizontal transects
at 10 m height that were flown at a ground speed of 3 m·s−1. Their purpose was to
enable measurements of undisturbed air near the ground, but later analysis of flight
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Figure 4.6: Profiles from flights 4 through 10, carried out in the night from 6 to 7 July
2016. Due to space constraints see Fig. 4.7 for complete caption.
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Figure 4.7: Profiles from flights 19 through 23 carried out in the night from 9 to 10 July
2016. Times are given in UTC. (a) Virtual potential temperature θv at height z. Axis
is shifted towards higher temperatures compared to Figure 4.6, but covers the same
span. (b) Carbon dioxide dry air mole fraction xCO2 at height z. To reduce noise xCO2
has been smoothed (for details see text). In both (a) and (b) the light grey curves are
copies of the previous profile (ascent, horizontal flight and descent combined). (c)
Flight track with horizontal projections (grey). Northward and eastward direction
marked, tick marks 100 m apart.
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Figure 4.8: Comparison of xCO2 measurements by COCAP, by the ICOS station Hohen-
peißenberg (HPB) and by the on-site 9 m mast (a) for flight 5 and (b) for flight 8.
The dots and bars are mean and standard deviation, respectively, for each 1-minute
sampling period of the mast. Note that the scaling of the vertical axis changes at
height z = 10 m.
14 (see Section 4.3.1) revealed that the ground speed was insufficient to fully reach this
goal.
The profiles for flight 5 are close to straight vertical lines, which would indicate a
well-mixed atmosphere. However, they were measured under low wind speed one
full hour after the surface radiation balance became negative, i.e. under conditions
favourable for the development of a stable nocturnal boundary layer and accumulation
of CO2 near the ground. This apparent contradiction can be explained by comparing
COCAP’s data to stationary measurements. Figure 4.8a shows the CO2 profile taken
by COCAP together with data from the 9 m mast and from HPB (see Sections 4.2.1 and
4.2.2). The diagram includes those measurements from the mast that fall into the time
interval from 15 min before take-off to 15 min after landing. They reveal that the CO2
dry air mole fraction near the ground was increased relative to the upper two thirds of
the profile and fluctuated strongly, e.g. at 3 m height between 450 and 650 µmol·mol−1.
These observations are in line with a weakly stable layer near the surface: Surface
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fluxes accumulated in this layer, but weak turbulent events caused e.g. by wind shear
occasionally spread them out to higher layers. The disturbance by the multicopter during
take-off or landing prevented COCAP from seeing this accumulation. On the other hand,
the higher part of COCAP’s profile, taken in the residual layer that is left over from the
daytime mixed layer, matches the mean CO2 dry air mole fraction measured at HPB
during the time interval from 1 h before take-off to 1 h after landing. This agreement
confirms that COCAP was working properly during the flight.
The profile from flight 8, carried out later in the same night, is consistent with the
measurements at the 9 m mast (Figure 4.8). We see two reasons for this difference to
flight 5. Firstly, the radiative cooling (see Figure 4.5) at the time of flight 8 (23:10) was
stronger than at the time of flight 5 (19:10). The temperature gradient near the ground
was not resolved in COCAP’s measurements during flight 5, but the weaker radiative
cooling compared to the later flight has likely resulted in a weaker temperature inversion,
allowing more vertical displacement of air by the multicopter. Secondly, the thicker
NBL at 23:10 with a less steep CO2 gradient close to the ground means that potential
sampling of air parcels originating from above or below the multicopter did not affect
the measurements during flight 8 as much as during flight 5.
At heights above 70 m the CO2 profile from flight 8 approaches the CO2 mole fraction
measured at HPB, indicating that the stable NBL retains most of the surface fluxes.
Likewise, the CO2 profiles of all other flights come near the measurements at HPB above
the NBL (not shown). This suggests that any transport of CO2 across the top of the NBL
is small in magnitude.
The measurement of continuous profiles of the CO2 dry air mole fraction up to heights
of 100 m or more has been challenging in the past. In some studies, NBL budgets were
therefore based on a measurement near the ground and an assumed gradient up to the
top of the NBL. However, the complex shape of the profiles displayed in Figures 4.6
and 4.7 suggest that neither the assumption of a constant (cf. Acevedo et al., 2004) nor
a linearly decreasing (cf. Culf et al., 1997) CO2 dry air mole fraction would properly
represent the conditions at Fendt. The detailed structures resolved in our measurements
also indicate great potential of combined measurements of meteorological parameters
and trace gas mole fractions for studying small-scale phenomena in the NBL.
4.4.4 Disturbance by the UAS
The potential virtual temperature measured at heights between 10 and 60 m are generally
higher during descent than during ascent. This effect is more pronounced for flights
19 through 23 (Figure 4.7), likely due to the stronger temperature gradient compared
to flights 5 through 10 (Figure 4.6). The observed difference supports the reasoning of
Section 4.3.1: As the multicopter descends, the onboard sensors measure warmer air
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that was pushed downwards by the rotors. Close to the ground (at heights below 10 m)
closed flow loops start to form and colder air from below the multicopter reaches the
sensors during descent, as can be seen in the profiles from flights 6, 8, 9, 10 and 23.
Systematic differences between ascent and descent are less visible in the profiles of
CO2 dry air mole fraction, likely due to a larger variability of CO2 within the nocturnal
boundary layer. This variability is reflected in the difference in xCO2 between each of the
two ascents and descents in the flights 19 through 23, esp. flight 20 and 23.
Flight 14 was dedicated to the investigation of vertical mixing during horizontal
movement at different air speeds. It was carried out on 7 July at 22:15 UTC. Winds
were particularly low that night (on average 0.3 m·s−1 between 22:00 and 22:30 UTC)
and hence ground speed of the UAS was approximately equal to air speed. A stable
nocturnal boundary layer had developed, as can be seen from the profiles of θv and
xCO2 measured during an earlier flight at 20:15 UTC (see Figure 4.9 panels a and b). The
UAS flew a spiral pattern at a height of 10 m above ground with decreasing ground
speed (Figure 4.9c). Throughout flight 14, COCAP’s air inlet faced the direction of
movement. The flight took place over a flat, homogeneous meadow. Hence, we assume
that terrain and vegetation had caused no heterogeneity in the lateral distribution of
temperature and CO2. We analyse three sections of nominal speed 5 m·s−1, 3 m·s−1
and 1 m·s−1. Figure 4.9d shows the median virtual potential temperature and CO2 dry
air mole fraction for each section. The standard error of the median was calculated
by bootstrapping with 1000 samples generated from the empirical distribution of the
measurements (Wilcox, 2012, pp. 43) and is depicted as horizontal and vertical bars.
The decrease of virtual potential temperature with decreasing speed in Figure 4.9d
suggests that upward mixing of air from lower layers has a stronger influence on the
measurements at lower speed. Likewise, the CO2 dry air mole fraction measured at
1 m·s−1 is 20 µmol·mol−1 higher than during faster flight. However, we did not observe
a significant difference in xCO2 between a ground speed of 3 m·s−1 and 5 m·s−1. The
sample inlet for the CO2 measurement extends 20 cm to the side of the rotors, while
temperature and humidity are measured directly below a rotor (see Fig 4.2). As the
sample inlet was pointing forward throughout the flight, it might have mostly avoided
partially closed flow loops during movement at 5 m·s−1, while the temperature and
humidity sensors were still affected.
In summary, our results suggest that measurements taken during the ascent of the
multicopter are more reliable than those taken during descent and hover. Horizontal
transects at low heights can yield measurements that are contaminated with air from
below the sampling height. This contamination is lower at higher horizontal air speed,
because the multicopter moves away from the vortices it has created. Our experiment
does not answer the question whether at 10 m height a horizontal speed of 5 m·s−1 is
sufficient to avoid the contamination entirely.
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Figure 4.9: Vertical profiles of (a) virtual potential temperature θv and (b) CO2 dry air
mole fraction xCO2 at 20:15 UTC on 7 July 2016. (c) Track of flight at 22:15 UTC on
the same night coloured by horizontal ground speed. Three sections of nominal
speed 5 m·s−1, 3 m·s−1 and 1 m·s−1 are marked with brackets. Height was 10 m above
ground throughout the flight. (d) Median of virtual potential temperature and CO2
dry air mole fraction measured during those three sections of the flight. Bars represent
the bootstrapped standard error of the median, see text for details. The standard error
of the virtual potential temperature is so small that the vertical bars are barely visible.
At lower speeds, θv is lower and xCO2 higher, suggesting the sampling of air that
originates from below the flight height.
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4.4.5 Carbon dioxide ﬂuxes
The first profiles of the first and second night were taken at 18:10 UTC (flight 4) and
20:10 UTC (flight 19), respectively. Hence, Flight 4 is representative for the xCO2 profile
at t0 = 18 : 00 UTC, but flight 19 is not. We therefore need an estimate for the profile at
t0. Due to the convective mixing that takes place during the day, the CO2 dry air mole
fraction within the boundary layer is nearly independent of height, an assumption that
is supported by the profile from flight 4 (see Fig. 4.6). Assuming further that all surface
fluxes were trapped in the developing NBL, air parcels above the NBL height should
have preserved the CO2 dry air mole fraction of the column between t0 and the time of
the first flight. Consequently, we assume the whole column xCO2(t0, z) to be equal to the
mean dry air mole fraction of the first measured profile between 50 m and 125 m height.
For consistency we apply this approach to both nights.
The fluxes we calculated from the NBL budgets are listed in Table 4.1, given as amount
of CO2 per time and surface area. We refrain from the common unit µgC-CO2 ·m−2 · s−1
as it does not comply with the SI rules1. The storage flux in Table 4.1 corresponds to
term (A) in Equation 4.3.11, the subsidence flux to term (B) and the total flux is equal
to S, i.e. the NEE averaged over the time from t0 to tF. During both nights, horizontal
convergence of air masses lead to lifting and consequently a negative subsidence flux.
However, the subsidence flux was small compared to the storage flux, accounting for
about 1 percent of the total flux. An important consequence of the low subsidence flux
is that errors stemming from the simplified model of the NBL growth (see Sect. 4.3.3)
have only a minor influence on the uncertainty of the total flux.
The plausibility of our results can be checked against EC and chamber measurements
taken at Fendt. Both the EC and the chamber measurements observed only the fluxes
from the pasture at the site, while the NBL budget has a larger footprint. Even at low
wind speeds of 0.5 m · s−1 air parcels travel 1.8 km every hour. Therefore, the NBL budget
also includes sources that are located at several kilometres distance. Given the land
cover around Fendt, those sources likely include forests, crop fields and potentially some
residential areas (see Section 4.14 for an exemplary footprint). Nevertheless, as pasture
is the dominant land cover in the area, all three methods should agree in magnitude at
night.
No EC measurements of good quality are available for either of the nights during
which we probed the NBL (Figure 4.10), because strong radiative cooling with little
wind resulted in stable stratification and hence violation of the assumptions underlying
the EC technique. Therefore, we resorted to calculating the mean diurnal cycle from
1“Units are never qualified by further information about the nature of the quantity; any extra information
on the nature of the quantity should be attached to the quantity symbol and not to the unit symbol.“
(International Bureau of Weights and Measures, 2006, p. 132)
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4 Using COCAP to estimate nocturnal fluxes
the EC measurements taken between 4 July 2016 00:00 UTC and 11 July 2016 23:59
UTC, a period that includes all our flights and was reasonably consistent in the diurnal
variations of temperature. The result is presented in Figure 4.10. All fluxes calculated
from the NBL budget lie within the range of NEE observed by EC between 18:00 and
01:00 UTC (6–16 µmol ·m−2 · s−1). However, the two methods disagree on the trend
during the night. The later the flight at Fendt took place, the lower the NBL-based
average NEE, indicating a decreasing flux over the course of the night. We interpret this,
at least partially, as an effect of the temperature decrease during the night (Figure 4.5),
which reduces respiration. In contrast, NEE from the EC station increases during the
night. The reason for this trend is not clear.
Figure 4.11 shows the NBL-derived fluxes in comparison to chamber measurements.
Data from the small chambers is available only for the second night. Opaque chambers
measure respiration, while clear chambers, the EC station and the NBL budget observe
NEE. Therefore, a comparison of the fluxes obtained with these different techniques is
only meaningful when photosynthesis is low or absent, i.e. roughly between sunset and
sunrise. The convergence of the fluxes of the clear and dark chambers just after 18:00
UTC suggests that photosynthesis has largely ceased as early as t0. Hence, throughout
the time span for which we create the NBL budget NEE is dominated by respiration and
all the different techniques are comparable. Surprisingly, the measurements with the
big chambers yield fluxes only 1/3 as high as obtained with the small chambers, even
though all chambers were deployed close to each other on the same meadow. Despite
careful investigation the reason for this discrepancy has not yet been found. The NBL
budgets agrees in magnitude to the fluxes measured with the small chambers. Similar to
the NBL budget, all chamber measurements exhibit a negative trend in fluxes over the
course of both nights.
In addition to in situ measurements at Fendt, the range of nighttime NEE of pasture
and forests observed in other studies at central European sites with a climate similar
to Fendt (Cfb or Dfb in the Köppen-Geiger classification according to Peel et al., 2007)
provides a plausibility check for the NBL budgets (Table 4.2). We exclude crop fields
from the comparison, as their NEE depends heavily on crop type and time of harvest.
Compared to the literature values, NEE for Fendt derived from the NBL budget is
on the high end of ranges reported for pasture and higher than fluxes reported for
forests. One explanation is that our measurements took place on two fair weather days
in the warmest month of the year 2016, which likely resulted in higher respiration than
observed on average over a longer period. Another potential cause for higher fluxes
observed with the NBL budget relates to the terrain at Fendt. At night, katabatic flows
of cool, CO2-rich air can stream down the steep slope west of the measurement site.
Though Fendt is situated in a valley with only a shallow slope to the east, this inflow
might lead to localised lifting of air that is not accounted for in the ECMWF IFS data
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Figure 4.10: Comparison of vertical fluxes F calculated from the NBL budget and using
the EC method. The fluxes from the NBL budget are depicted as lines, where the
vertical position of each line represents the average flux over the time span specified
by the horizontal extend of the line. Open circles represent the quality-filtered EC
measurements taken on the same days as the NBL measurements. Solid dots represent
the mean diurnal cycle of the quality-filtered EC measurements averaged over the
period from 4 July 2016 00:00 UTC to 11 July 2016 23:59 UTC. Upward and downward
arrows mark the time of sunrise and sunset, respectively. NBL budget and EC agree
in magnitude of NEE at night, but not in sign of the trend.
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Figure 4.11: Comparison of flux F calculated from the NBL budget and flux measured
with different chambers. The axis scaling and sunset/sunrise markers are the same as
in Figure 4.10. Nighttime fluxes observed with the small and the big chambers differ
by a factor of three for unknown reasons. The NBL budget agrees in magnitude and
trend to the measurements with the small chambers.
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4 Using COCAP to estimate nocturnal fluxes
and hence not included in our calculation of subsidence. The increased NBL height and
high variability in the lowest 50 m observed during flight 7 as well as the higher flux
derived from the NBL budget are an indication of such an inflow event.
4.4.6 Sensitivity of ﬂuxes
The NBL budget is influenced by measurement uncertainty, incomplete knowledge
about the state of the atmosphere and data selection. In order to quantitatively assess
the influence of these factors on our results, we changed the procedure of calculating
fluxes in either of the following ways:
1. by adding a bias of ±2 m to the altitude measurements,
2. by adding a bias of ±3 µmol·mol−1 to xCO2 of all but the first profile of each night,
3. by using COCAP data for the whole column instead of replacing xCO2 in the lowest
9 m with stationary measurements taken at the 9 m mast,
4. by using COCAP data taken during the whole flight, i.e. using ascent, descent and
hover instead of ascent only, or
5. by disregarding subsidence.
Check 1 accounts for the uncertainty of COCAP’s pressure-based altitude measurements.
Check 2 allows us to evaluate the influence of both the uncertainty of COCAP’s xCO2 mea-
surements and the spatial heterogeneity of x(t0). The former is known from experiment
(see Section 4.4.1) and the latter can be estimated from the CO2 measurements at HPB.
Assuming that the 131 m inlet at HPB is in the residual layer all night, the interquartile
range of the xCO2 measurements of a single night approximately reflects the variability
of the background onto which fluxes accumulate. It amounts to 1.1 µmol·mol−1 and
2.4 µmol·mol−1 for the period from 18:00 UTC to 02:00 UTC in the first and second
night, respectively. Check 3 and 4 relate to the disturbance caused by the UAS, which is
discussed in Sections 4.3.1 and 4.4.4.
The mean fluxes for each night obtained using the changed procedures are sum-
marised in Table 4.3. The largest difference to the normal (“No change”) procedure
occurs when xCO2 is altered (±11 % for the first and ±7 % for the second night, re-
spectively). Biasing the altitude or not using the data from the 9 m mast also have a
considerable influence on the mean flux.
Figure 4.12 shows the values from Table 4.3 in graphical form. In addition, the fluxes
calculated for each flight are depicted, visualising how their spread is affected by the
different checks. A substantial increase in spread is observed only when the data from
the 9 m mast is not used.
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4 Using COCAP to estimate nocturnal fluxes
Figure 4.12: Sensitivity of flux to changes in calculation procedure. Dots denote the
fluxes calculated for each flight, crosses mark the mean of these fluxes. The lines are
visual aids to facilitate comparison to the mean flux of the normal (“No change”)
procedure.
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Figure 4.13: Footprint of an NBL budget at Fendt on 6 July 21:00 UTC. (a) Relative
contribution of each grid cell to the total sensitivity of the budget to surface fluxes.
Water bodies depicted for orientation. (b) Contour of all grid cells with a relative
sensitivity of 1% or higher on top of a simplified land cover map (CORINE 2012 v18.5,
European Environment Agency, EEA (2016)). The area observed is dominated by
forests, pasture and crop land.
Overall, the results from the sensitivity checks indicate that the NBL method is
robust against measurement uncertainty in the altitude and xCO2 measurements, spatial
heterogeneity of x(t0), disturbance of the NBL caused by the UAS and the effect of
subsidence. It should be noted that the mean vertical wind extracted from the ECMWF
IFS model was relatively small during the two nights of our measurements. Under
different conditions, e.g. in a strong high pressure system, the effect of subsidence or
lifting on the NBL budget could be much higher.
4.4.7 Flux footprint
An example flux footprint of an NBL budget is visualised in Figure 4.14.
The footprint depicted in Fig. 4.13 was calculated for a column of air passing Fendt on
6 July 2016 at 21:00 UTC, i.e. close to the time of flight 6. The 1% contour of the footprint
encloses an area of 60 km2, which accounts for 60 % of the total sensitivity. The land
cover map suggests that the NBL budget represents mainly the respiration of forests,
pasture and crop lands north of Fendt, with little contribution from urban areas.
The footprint depicted in Fig. 4.14 was calculated for a column of air passing Fendt
on 9 July 2016 at 21:00 UTC, i.e. close to the time of flight 20. The 1% contour of the
footprint encloses an area of 80 km2, which accounts for 70 % of the total sensitivity.
Again, the NBL budget is mainly influenced by forests, pasture and crop lands.
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Figure 4.14: Same as Fig. 4.13, but for 9 July 21:00 UTC
The footprints for other times during the two nights are similar in size, i.e. on the
order of 100 km2. They mostly cover the sector within 20 km north-west to north-east of
Fendt.
We recognise that the relatively low spatial and temporal resolution of the ECMWF
IFS meteorological model entails errors in the transport modelling. However, as our
NBL budgets cover time scales of 1–7 hours and the footprints extend over many grid
cells, sub-scale variability should play only a minor role. We are therefore confident
that that the model results provide a reasonable estimate of the region seen by the NBL
budget method.
4.5 Summary of Chapter 4
To the best of our knowledge, we have for the first time created nocturnal boundary layer
budgets that are based on trace gas measurements with a UAS. During two nights we
repeatedly sampled the NBL with a multicopter carrying COCAP, a lightweight analyser
designed for deployment on unmanned aircraft. Simultaneous measurement of CO2
dry air mole fraction, air temperature, humidity and pressure allowed us to quantify
the rate of accumulation of carbon dioxide in the NBL. By applying deconvolution we
could improve the temporal resolution of the CO2 measurements, thus achieving a
higher vertical resolution of the profiles. We estimated the effect of subsidence or lifting
on the NBL budgets with the help of weather forecast data and corrected the budgets
accordingly. The respiration fluxes obtained from the NBL budgets are plausible in
comparison to other flux measurements at the Fendt site, though at the high end of
the range reported in the literature for sites with land cover and climatic conditions
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similar to Fendt. A potential positive bias in the obtained fluxes could be caused by
convergence of cool, CO2-rich air at the floor of the valley in which Fendt is located. The
current data set does not allow to confirm or rule out this effect. In a future campaign,
however, simultaneous deployment of a second UAS on the elevated plateau west of
the site could provide more insight, as downward transport of CO2 should result in
consistently lower fluxes obtained on the plateau.
We have investigated how the disturbance of the NBL caused by a multicopter influ-
ences in situ measurements. We found that while flying close to the ground, air from
below the UAS can reach the sensors, causing a bias if the respective quantity has a
non-zero gradient. To prevent this bias from affecting the NBL budget we replaced the
airborne xCO2 measurements taken at low height with stationary measurements from a
9 m mast. At greater height, some of our profiles exhibit a systematic difference between
ascent and descent. During descent, the airborne sensors are moved into a volume of air
that may have been disturbed by the downwash of the multicopter’s rotors. Therefore,
we use only data captured during ascent for NBL budgeting.
The robustness of our approach has been demonstrated by a sensitivity analysis.
The largest uncertainty of the NBL budget is caused by spatial heterogeneity of the
CO2 dry air mole fraction in the late afternoon combined with the uncertainty of the
CO2 measurement. The estimated combined error in xCO2 results in ±11 % change of
the mean of the fluxes obtained from the NBL budget for the first night. Using only
data from the UAS and not from the 9 m mast increased the spread of the fluxes, but
changed their mean by no more than 8 %. This suggests that satisfactory NBL budgets
can be created from UAS data even if no stationary measurements near the ground are
available.
The region that influences an NBL budget has often not been reported in past studies.
We improved on this situation by carrying out mesoscale modelling. While the driving
meteorological data and the underlying topography do not resolve small structures at
the scale of 1 km and below, our method gives at least an estimate of the region that
influences the NBL budget. Under the conditions of our measurements the footprints had
a size on the order of 100 km2. In situ wind measurements would allow the validation of
the meteorological data and possibly an improvement of the transport modelling. Such
measurements could be taken by UAS without the need for additional sensors (Mayer
et al., 2012, Neumann and Bartholmai, 2015).
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5 Conclusions and outlook
We have developed COCAP, a compact carbon dioxide analyser for deployment on
board unmanned aircraft. By including a fast and precise temperature stabilisation,
by thorough calibration in an environmental chamber and by implementation of a
field calibration procedure we ensured that COCAP delivers accurate measurements
of CO2 dry air mole fraction even under the fast changing environmental conditions
encountered on a UAS during flight. We verified this robustness against external
influences in various tests. If high-frequency noise is filtered out, a maximum CO2 dry
air mole fraction error of 1.2 µmol ·mol−1 in comparison to reference instruments was
found, making COCAP suitable for a wide range of environmental studies.
COCAP is a self-contained package without any dependency on the carrier system,
which makes deployment on various platforms simply a matter of physical mounting.
The built-in GPS module not only provides position data, but also accurate time stamps,
which facilitates integration of COCAP’s data with other data streams.
Since the design of COCAP, newer versions of SenseAir’s HPP sensor family have
become available. They exhibit lower drift and lower noise at a slightly smaller form
factor (Arzoumanian et al., 2016). The integration of these newer sensors into COCAP
would be straightforward and is expected to further improve the accuracy of the xCO2
measurements.
The technological approaches presented in this thesis are applicable to other measure-
ment systems as well. Many sensors benefit from a stable temperature and we have
shown how an effective temperature stabilisation can be achieved within the mass, size
and power restrictions of a small UAS. Likewise, the presented method for obtaining a
calibration curve can be applied to other gas sensors. Regular calibrations are important
to ensure the accuracy of trace gas measurements and we have given an example how
to implement them in a practicable way.
Flying a CO2 analyser on small UASs opens up new possibilities in studying the
carbon cycle. As a first application we have constrained the nocturnal carbon dioxide
emissions of an ecosystem using the NBL budget method. The NBL budgets were
calculated from a series of xCO2 profiles measured by COCAP on board an unmanned
aircraft during the course of two nights. Given the moderate cost of UASs and their
minimal infrastructure requirements this innovation makes the NBL budget method for
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the quantification of surface fluxes more accessible. The fluxes we obtained in our pilot
study are plausible and insensitive to experimental uncertainties.
While we carried out our measurements with a multicopter, fixed-wing aircraft would
also be capable platforms for NBL studies. The vortices generated by their wings are
slower and spread out wider than the concentrated downwash produced by the rotors
of a multicopter. Therefore they should cause less interference with the NBL soundings
and could provide accurate measurements down to ground level. Additionally, their
typically higher horizontal speed makes it easier to evade any disturbance that they
create.
Another possibility to reduce the disturbance of measurements near the ground would
be a different placement of the inlet. Given the asymmetric flow pattern below and
above a multicopter’s rotors (see Section 4.3.1), sampling from several rotor diameters
above the UAS should reduce the artefacts caused by closed flow loops. However, even
in the non-optimised setup the air displacement by the multicopter changed the NBL
budgets by no more than 10 %.
Future NBL studies could employ multiple UASs simultaneously to quantify spatial
heterogeneity and horizontal gradients in the CO2 dry air mole fraction. Firstly, this
supports the analysis of the uncertainty of the NBL-derived fluxes. Secondly, concurrent
profiles could yield constraints for the net advection of CO2. A similar approach could be
used to estimate CO2 emissions of cities, ideally by simultaneously deploying multiple
UASs at different downwind locations. Furthermore, the strength of point sources like
power plants or factories could be estimated by applying a mass balance technique as
is commonly used in aircraft-based studies (Conley et al., 2017 and references therein).
The main advantages of small UAS over manned aircraft in these applications is their
full vertical coverage from the ground to several hundred meters height and their
much lower acquisition and operating cost. As small unmanned aircraft are typically
limited to a range between 1 and 10 km in a single flight, they are best suited for
studying processes on the small end mesoscale and below. Their low air speed and high
manoeuvrability enables them to sample the atmosphere with high spatial resolution.
Equipped with an analyser for carbon dioxide, UASs could also become powerful
validation tools for models of tracer dispersion on fine scales, e.g. inside street canyons.
Small and lightweight sensors for other tracers such as methane would open up even
more possibilities. Alternatively, compact time-resolved sampling systems (Andersen
et al., 2018) or long flexible tubing (Brosy et al., 2017) can be used in connection with
conventional ground-based instrumentation to measure a whole range of species.
Due to their unique capabilities and low cost, we foresee that the use of unmanned
aircraft in the Earth sciences will significantly increase in the near future. We have
shown how accurate measurements of the CO2 dry air mole fraction can be taken on
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board small UAS and we anticipate these platforms to play an important role in closing
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