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Abstract 
Directionlet transform is a lattice-based skewed discrete wavelet transform. It has advantages of multi-directional and 
anisotropy compared with standard two-dimensional wavelet transform, thus, it is better at describing the characteristics of 
images. For the research focus of different-source image fusion, a novel fusion algorithm based on Directionlet transform 
was proposed, and the fusion speed was improved efficiently by combing the transform with a lifting scheme. Firstly, 
between transform direction and alignment direction, two registered source images were decomposed by using lifting 
Directionlet transform respectively in different times, thus anisotropic sub images were obtained. Then, the low frequency 
components were combined averagely and the selection principle of high frequency sub images were based on which has 
stronger anisotropic edge information. Finally, the fused image was obtained by using inverse Directionlet transform. 
Experimental results show that the fusion effect and speed are both better than standard wavelet transform and other 
second generation wavelet transform. 
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1. Main text  
1.1. Introduction 
Fusion of infrared and visible images is an important branch of image fusion area. Many domestic and 
abroad research institutes have paid great attention to it for its application value in the military field and as a 
result, it developed rapidly. Complementarities exist between infrared images and visible images due to the 
different imaging principle of the infrared sensor and the visible sensor. As infrared imaging mainly depends 
on the emissivity and temperature distribution of the object, the gray values of the infrared image fluctuate 
according to the emissivity of the object. It can overcome some of the obstacles to discover the target and can 
work day and night. However, infrared images have low spatial resolution, so the visual effect of infrared 
images is usually poorer than that of visible images. On the opposite side, the imaging capability of visible 
sensors is poor on bad weather conditions, especially in the night. So the fusion of infrared and visible images 
can help us to take advantage of complementary information of both. It can help us obtain more detailed and 
accurate information from the scene, so that we can more accurately determine the location of the thermal 
target and achieve the identification of camouflage, night vision or some other purposes. It has high 
application value in military operations, electronic product testing, resource exploration and many other areas. 
The main purpose of this research project is to find a suitable fusion method for infrared and visible images 
in order to take full advantage of the complementary information between infrared and visible image. With 
the method, the fused image should maintain outstanding thermal target and clear background. Base on 
theories of image fusion, we developed a novel method for fusion of the infrared and the visible images on the 
basis of the complementary information.  
Image fusion is an important component of image processing. Fusion is to combine advantageous 
information from multiple images of the same scene to acquire more exact and comprehensive description of 
the image. Wavelet transform has found wide applications in image processing in recent years. Wavelet is the 
optimal bases for functions with point singularity. But in the case of high dimensional, wavelet analysis can 
not take advantages of the data geometrical features. Then it is not the optimal or the sparsest representation 
of the functions, so it can not make good use of direction information in images. To solve this problem, a 
series of new multiscale geometric analysis emerges to building the optimal representation of high 
dimensional functions, which have a wonderful prospect in the research of image fusion.[1]-[5] 
This paper studies one of the multiscale geometric analysis tools, i.e. Directionlet, and its application on 
image fusion. The main innovative points are as follows: 
(1)We proposed an improved multiscale Directionlet transformation method. When the direction of the 
Directionlet bases matches that of the anisotropic object in images, Directionlet can represent images 
well,otherwise bases of Directionlet will degenerate into wavelets and have poor approximation power. In this 
paper, we find main directions of an image and construct the sample matrix adaptively, which can adaptively 
catch the anisotropic features in images. 
 (2)We also study the application of the improved Directionlet transform. As the improved Directionlet can 
catch image information from different directions, so it has better directionality and anisotropy. Image fusion 
with improved Directionlet transform and regional measures outperforms wavelet fusion method. 
1.2. The Directionlet transformation 
The basis functions of the  Skewed-Anisotropic Wavelet Transform S-AWT( 1 2, ,M n n ), which is denoted 
as directionlets, built on lattice   that has  and   transforms in one iteration step along the transform direction   
and alignment direction  d2: 
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An example of separating the image cosets is using generator matrix. From the separation results we can 
see, the separation of the two cosets of relative with the direction of ±45° to texture transformation in vertical 
and horizontal directions, then use the AWT transform to accompany cosets can be generated small amounts 
of big coefficient, thus realize image spare representation.  
DDT was constructed by Skewed Anisotropy Wavelet Transform (S-AWT) along a dominant direction and 
an aligned direction. Directionlet selected transform and scaling vectors by generator matrix and redirection 
matrix (Fig. 1(a)[3]). Compared with 2D-DWT, the combination of matrix vectors provides more distinct and 
self-iterated directional basis functions, while retaining the advantages of simple filter design, separated 
transform and sub-sampling steps (Fig. 1(b))[6]-[8]. 
 
Fig.1. (a) Constructions of Directionlets based on integer lattices for direction pair; (b) Directionlet filtering and sub-sampling 
 
Fig.2. (a) Lattice based filtering and iterated redirection; (b) 2D regular symmetry basis functions 
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1.3. The fusion algorithm 
In this paper, we use a region-based fusion rules: first, the source image in the fusion is mapped to the 
improved Directionlet domain. In order to ensure the fusion coefficient, we must consider the coefficients of 
corresponding image and the local neighborhood and the local operator maintains the local direction. The 
initial fusion coefficient is tested by local consistency verification to get more accurate result of fusion. 
Let A, B as source images, F as the fused image, based on improved Directionlet transform fusion steps are 
as follows: 
(1) The images A and B are divided to 64× 64 segmentation sub-image, and we determine the image 
sampling matrix; 
(2) The segmentation sub-images are sampled by M sampling matrix for sampling, get det(M) cosets; 
(3) Each coset is applied by one-dimensional wavelet transform along the transform direction and queue 
direction respectively, named by AWT (2,1). Then we get corresponding high and low frequency subband 
coefficients of the improved Directionlet transform; 
(4) The low frequency subbands are fused with the averaging rules fusion: 
(1) ( (1) (1)) / 2F A BY Y Y                                                                                                                      (2) 
(5) For the high frequency subband coefficients, we calculate energy region and determine the high 
frequency fusion coefficient, and get fusion decision diagram Map at the same time: 
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(6) According to Map, fusion coefficients are corrected by regional uniformity: if a coefficient is derived 
from the image of A, while in the 8 neighborhood, 6 or more than 6 coefficients are derived from the image of 
B, the adjusting coefficient is also derived from the image B.  
(7) The fusion processing coefficients are applied by AWT (2,1) inverse transform; 
(8) According to the selection coset direction, we weight synthesis and reconstruct the segmentation graph; 
(9) We will reconstruct separate sub-graphs in the original image positions and obtain the fusion image. 
2. Author Artwork 
The experiment still adopts the infrared image and low light level image fusion, as shown in figure3. Then 
we compare experiments. Firstly, we fuse two images based on the spatial average fusion method. Secondly, 
we fuse the original image based on wavelet fusion method. The low frequency part is fused using the average 
fusion, and the high frequency part is fused by the max absolute value method, results as shown in figure 4. 
Then we use Contourlet transform for image fusion, as shown in figure 5. Finally, the infrared and low light 
level images are fused based on the improved Directionlet transform fusion method, as shown in figure 5. 
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Fig.3. (a) low light level image; (b) the infrared image 
 
Fig.4. (a) the spatial average fusion results; (b) the wavelet transformation fusion results 
  
Fig.5. (a) the Contourlet transformation fusion results (b) the Directionlet transform fusion results; 
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