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Abstract
One from the most important properties of accretive and monotone operators is the existence
of zeros and surjectivity. In the paper we introduce relaxed variants of dissipative, accretive and
monotone operators. Using essentially the properties of the solution set of appropriate differential
inclusions we study the existence of zeros of such operators. As corollaries the existence of fixed
points of relaxed contractive and relaxed nonexpansive multifunctions are obtained.
 2004 Elsevier Inc. All rights reserved.
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1. Preliminaries
In the paper we investigate some properties of the so-called relaxed one sided Lipschitz
multimaps. We study the existence of zeros (surjectivity) of relaxed dissipative maps and
the existence of fixed points of relaxed contractive (nonexpansive) multifunctions. The
paper joints to [7,9]. We use the main properties of the differential inclusions examined in
earlier author’s papers. We refer to [1,11] for the theory of multifunctions, to [4,11] for the
theory of differential inclusions and fixed points. The needed properties of m-dissipative
multimaps can be found in [11,12]. We mention only that our assumptions are essentially
weaker than these in the existing literature.
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526 T. Donchev / J. Math. Anal. Appl. 299 (2004) 525–533Let E be a Banach space with dual E∗. For A ⊂ E we let −A= +(−A) = {−a: a ∈ A}.
Denote by Pc(E) the set of all nonempty closed bounded subsets of E. The duality pairing
(between E and E∗) is denoted by 〈· , ·〉 and by supa∈B〈l, a〉 = σ(l,B)—the support func-
tion. We let J (x) = {x∗ ∈ E∗: |x∗| = |x| and 〈x∗, x〉 = |x|2}—the duality map. When E∗
is uniformly convex, J (·) is single valued and uniformly continuous on the bounded sets.
The Hausdorff distance is DH(A,B) = max{supa∈A infb∈B |a−b|, supb∈B infa∈A |a−b|}.
Equipped with this distance the set Pc(E) becomes a complete metric space. Denote by Uˆ
the open unit ball in E. The multifunction F(·) is said to be
– upper semicontinuous (USC) (at x) when for every ε > 0 there exists δ such that
F(y) ⊂ F(x)+ εUˆ for every y ∈ x + δUˆ ;
– upper hemicontinuous (UHC) when for every l ∈E∗ the support function σ(l,F (·)) is
upper semicontinuous as a real valued function;
– continuous when it is continuous with respect to the Hausdorff distance.
Definition 1. The multifunction F defined on E is said to be relaxed one sided Lipschitz
(ROSL) when there exists a constant L such that for every x, y ∈ E, every fx ∈ F(x), there
exists fy ∈ F(y) with
[x − y,fx − fy ]+  L|x − y|. (1)
Here [x, y]+ = limh→0+ h−1{|x+hy|− |x|}. The map [· , ·]+ is USC as a real valued func-
tion and [x, ·]+ is nonexpansive. Moreover [x, y + αx]+ = [x, y]+ + α|x|. Furthermore
when E∗ is uniformly convex |x|[x, y]+ = 〈J (x), y〉 (cf. [12, p. 7]), i.e., (1) becomes
σ
(
J (x − y),F (x))− σ (J (x − y),F (y)) L|x − y|2.
When L< 0 the multimap F is called relaxed uniformly dissipative (relaxed dissipative
for L = 0). If L < 1 then F is called relaxed contractive and for L = 1—relaxed nonex-
pansive.
When  in (1) is replaced by , the multimap F is called relaxed uniformly accretive
for L> 0 (relaxed accretive for L = 0) and strengthened expansive for L> 1.
In the second section we show that if F(·) is relaxed uniformly dissipative (relaxed
dissipative), then for every t > 0 the reachable set R(t, x0) of
x˙(t) ∈ F(x), x(0)= x0, (2)
is a contractive (nonexpansive) multimap with respect to the initial value x0. Afterwards the
well-known fixed point theorems for contractive and nonexpansive multimaps are applied.
Let D ⊂ E be closed. The Bouligand contingent cone at x ∈ D is
TD(x) =
{
y ∈ E lim inf
λ→0+
λ−1ρ(x + λy,D) = 0
}
.
The paper consists of three sections. In the next one we present our main results. First
we give new proofs of some results of [7]. We obtain the existence of zeros and fixed points
of A+ F when A is m-dissipative.
In the last section we consider the case when F :E → Pc(E∗) is coercive and relaxed
monotone, i.e., (1) holds with L = 0 and  replaced by . We prove that such maps are
surjective. In this case we require F(·) to be only upper hemicontinuous.
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In this section we prove the main results of the paper. We investigate the existence of
fixed points of relaxed nonexpansive multifunctions when both spaces E and E∗ are uni-
formly convex. Afterward the existence of zeros and fixed points of perturbed m-dissipative
operators is studied. Further we assume that F(·) is USC with nonempty convex and com-
pact values.
Theorem 1. Let F(·) be continuous (USC for uniformly convex E∗) and ROSL. Then the
solution set of (2) is nonempty C([0,∞),E) compact.
Proof. The local existence has been proved in [5] when F(·) is continuous and in [6] when
F(·) is USC. It is standard (cf. [5,6]) that every solution x(·) of (2) satisfies
∣∣x(t)∣∣ exp(Lt)
(
1 − exp(−Lt)
L
∣∣F(0)∣∣+ |x0|
)
when L = 0
or ∣∣x(t)∣∣ t∣∣F(0)∣∣+ |x0| when L= 0.
Furthermore since the solution set is nonempty and C([0, S],E) compact (for some S > 0)
one can conclude that DH(R(t),R(s))  MN(s, t), where M = max{|F(0)|, |F(x0)|},
N(t, s) = max{exp(Lt), exp(Ls)} and R(t) is the reachable set of (2) at the time t . Fur-
thermore R(t) is a nonempty compact for every t ∈ [0, S]. Suppose the reachable set exists
on [0, T ) and is nonempty compact for every t ∈ [0, T ). From the inequality above one
can conclude that R(·) is Lipschitz continuous on [0, T ). Hence limt↑T R(t) = RT exists
(with respect to the Hausdorff metric). Furthermore RT is nonempty compact and hence F
is bounded on some neighborhood of RT . Therefore there exists λ > 0 such that the result
of the (local) existence applies on [T ,T + λ) for (2) and every x0 ∈ RT . Thus the solution
set is nonempty C([0, T + λ],E) compact. The theorem follows from simple application
of Zorn’s lemma. 
Let L < 0. As we have proved DH(R(t),R(s)) MN(s, t). Obviously in this case
limτ→∞ N(s, t) = 0, where τ = min{s, t}. Therefore the net {R(t)}t>0 is a Cauchy net.
Hence there exists a compact set R = limt→∞R(t). It is not difficult to see that (at it is
shown in [9]) R is a strongly flow invariant, i.e., every solution of
x˙(t) ∈ F (x(t)), x(0) ∈ R, (3)
is extendable on [0,∞) and x(t) ∈ R for every t  0. Evidently the solution set of (3) is
C([0, T ],E) compact on every interval [0, T ]. Furthermore it is not difficult to see that
DH(R(t, u),R(t, v))  exp(Lt)|u − v|, where R(t, u) is the reachable set of (2) when
x0 = u. Consequently the map u → R(t, u) is a set-valued contraction for every t > 0.
Therefore for every t > 0 there exists a periodic solution xt (·) of (3) such that xt (t) =
xt (0). Consider the sequence {x1/n(0)}∞n=1. Since R is compact, passing to subsequences if
necessary, one has that limn→∞ x1/n(0) = x¯ ∈R. Evidently the solution x¯(t) with x¯(0) = x¯
is a constant. Consequently F(x¯) 
 0. Therefore we have proved
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The following corollary generalizes the well-known Nadler fixed point result.
Corollary 1. Under the conditions of Theorem 1 if L < 1, i.e., F is relaxed contractive,
then the multimap F has a fixed point. The conclusion holds also when F is strengthened
expansive.
Further we assume (in this section) that E∗ is uniformly convex. We will use the method
of the proof of Proposition 1 to prove the existence of fixed points of relaxed nonexpansive
multimaps.
Lemma 1. Let L  0 in Theorem 1. Suppose E is uniformly convex (and hence F(·) is
USC). If there exists a weakly compact and convex set D and a constant M > 0 such that
F(x) ⊂ TD(x) and |F(x)|M for every x ∈D, then there exists y ∈D with 0 ∈ F(y).
Proof. Consider the differential inclusion (2) when x0 ∈ D. It is easy to see that the so-
lution (and hence the reachable set) set is nonempty and compact (see [6], for instance).
Furthermore DH(R(t, u),R(t, v))  |u − v|, i.e., u → R(t, u) is a compact valued non-
expansive map. Therefore there exists xt ∈ R(t, xt ) (see Theorem 11.2 of [4]). Consider
a sequence {xn(·)}∞n=1 of solutions of (1) with xn(1/n) = xn(0). Denote xn(0) = xn. Fol-
lowing the proof of Theorem 11.2 of [4] we consider a subsequence denoted by yk = xnk
such that {yk}∞k=1 has an asymptotic radius r > 0 and asymptotic center z. Furthermore
every subsequence of yk has the same asymptotic radius r and the same asymptotic cen-
ter z. Fix tˆ = i/2nm for some i = 1,2, . . . ,2nm and some m = 0,1, . . . ,∞. As it is shown
in [4, p. 147], z ∈ R(tˆ, z). Since tˆ is arbitrary, one has that z ∈R(t, z) for every t = i/2nm .
Consequently there exists a solution x(·) of (2) with x(0) = z and x(t) = z. Since x(·) is
M-Lipschitz, one has that x(t) = z, i.e., F(z) 
 0. 
Remark 1. When F(·) is defined only on D we know from Theorem 1 of [10] that the
solution and attainable sets of (2) are nonempty and compact.
The proof in this case is similar.
Theorem 2. Under the assumptions of Lemma 1 every relaxed nonexpansive (relaxed ac-
cretive with L  1) G with G(x) ⊂ x + TD(x) (G(x) ⊂ x − TD(x)) ∀x ∈ D has a fixed
point.
Proof. The map F(x) = G(x) − x satisfies all the conditions of Lemma 1. Hence 0 ∈
G(y)− y for some y ∈D, i.e., y ∈G(y). 
The operator A is called m-dissipative when R(I − λA) = E for every λ > 0 and
〈J (x − y),u− v) 0 for all x, y ∈ D(A) and all u ∈ Ax , v ∈Ay .
Every m-dissipative A generates a semigroup {T (t): t  0} of contractions on D(A)
(see [11,12], for instance). The semigroup T (·) is called compact when T (t) is a compact
map for every t > 0. It is called equicontinuous if the family of functions {T (·)x: x ∈ B}
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sense of Bochner. The continuous function x(·) :∆ → D(A) is said to be an (integral)
solution of
x˙(t) ∈ Ax(t)+ f (t), x(0)= x0, (4)
if x(0) = x0 and for every u ∈ D(A), v ∈ Au, 0  s  t  1, the following inequality
holds:
∣∣x(t)− u∣∣2  ∣∣x(s)− u∣∣2 + 2
t∫
s
〈
J
(
x(τ)− u), f (τ )+ v〉dτ.
Definition 2. The continuous function x(·) is said to be (integral) solution of
x˙(t) ∈ Ax + F(x), x(0)= x0 ∈ D(A), (5)
when it is an (integral) solution of (4) for some (strongly) measurable f (t) ∈ F(x(t)).
Suppose A is m-dissipative and F(·) is bounded on the bounded sets. We assume
(F1) F(·) is UHC with convex and weakly compact values.
(F2) A generates an equicontinuous semigroup and F(·) is USC with compact values.
(F3) A generates a compact semigroup.
Now we are ready to prove the following theorem.
Theorem 3. Suppose (F1) and either (F2) or (F3) hold. If F is relaxed uniformly dissipative
then for every x ∈ E there exist y ∈D(A) such that x ∈Ay+F(y), i.e., A+F is surjective.
If F is relaxed contractive then there exists a fixed point x ∈ Ax+F(x). If A is m-accretive
then A+F is surjective when F is relaxed accretive and A+ F has a fixed point when F
is strengthened expansive.
Proof. As it is shown in [8], the reachable set R(t, u) of (5) at the time t (when x0 is re-
placed by u) satisfies DH(R(t, u),R(t, v)) exp(Lt)|u−v|. Furthermore limt→∞ R(t, v)
= R (does not depend on x0).
Consider the problem (5) when x0 ∈R. Since u →R(t, u) is contractive for every t > 0
and since R is strongly flow invariant compact set one can repeat the proof of Theorem 1.
The solution set of x˙ ∈ Ax+F(x), x(0) ∈R is also C([0, T ],E) compact for every T > 0.
Therefore there exists an (integral) solution x(t) ≡ x¯ ∈D(A). From Definition 2 it follows
that there exists a (strongly) measurable f (t) ∈ F(x¯) such that for every u ∈ D(A), v ∈Au
and every t  s,
|x¯ − u|2 − |x¯ − u|2  2
t∫ 〈
J (u− x¯), v + f (τ)〉dτ,s
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0
t∫
s
〈
J (u− x¯), v + f (τ)〉dτ.
Hence 0 〈J (u− x¯), v + f (t)〉 for a.a. t . Since A is m-dissipative, one has that x¯ ∈D(A)
and −f (t) ∈ Ax¯. Thus f (t) ≡ const and hence 0 ∈ Ax¯ + F(x¯). If x ∈ E is arbitrary then
Bu = Au − x is m-dissipative and all the assumptions of the theorem hold, i.e., A + F is
surjective. If F(·) is relaxed contractive, then G(x) = F(x) − x satisfies the assumptions
of the theorem. 
Remark 2. In [2] the problem (5) is investigated in case of locally compact C ⊂ E, when
the semigroup T of A maps C in C, F(x) ⊂ TC(x) and F(·) is LSC and bounded. Fur-
thermore (F3) hold. Evidently the approach in this paper works also when C is not locally
compact. If C is convex then the solution set of (5) will be nonempty and C([0, T ],E)
compact for every T > 0. Furthermore the set-valued map
G(t, x) = {u ∈ F (x(t)): 〈J (x(t)− u),f (t) − v〉 L∣∣x(t)− u∣∣2},
where x(·) is a solution of (5) with corresponding f (·) of (4), is evidently UHC with
nonempty convex weakly compact values. Thus the evolution inclusion
y˙(t) ∈ Ay +G(t, y), y(0)= y0 ∈ D(A), y(t) ∈ C,
has a solution y(·). Hence |x(t) − y(t)|  exp(Lt)|x0 − y0|, i.e., the following theorem
hold.
Theorem 4. Let C be convex weakly compact set and let E be uniformly convex. Suppose
(F1) and (F3) hold. If the semigroup T :C → C and if F(x) ⊂ TC(x) ∀x ∈ C is relaxed
dissipative, i.e., ROSL with L 0 then there exists x ∈ C with 0 ∈ Ax + F(x). If F(x) ⊂
x + TC(x) and F(·) is relaxed contractive, then there exists a fixed point y ∈Ay +F(y).
3. Relaxed monotone mappings
In this section we introduce and study the main properties of relaxed monotone. We
refer to [3,11,13,14] for the properties of the monotone operators.
Definition 3. The map F :E→ Pc(E∗) is said to be relaxed monotone when
σ
(
x − y,F (x))− σ (x − y,F (y)) 0 for every x, y ∈D(F).
In this section every multimap will be UHC with convex compact values.
Proposition 2. Let ω ⊂ E be convex and let A be relaxed monotone and B :ω → Pc(E∗).
Fix u ∈ ω and z ∈E∗, then
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(
v − u,A(u)+B(u)− z) 0 ∀v ∈ ω
⇔ σ (v − u,A(v)+B(u) − z) 0 ∀v ∈ ω.
Proof. σ(v − u,A(u) − z) = σ(v − u,A(u)) − 〈v − u, z〉. Hence σ(v − u,A(v) − z) −
σ(v − u,A(u)− z) 0, i.e., (i) ⇒ (ii).
Conversely for w ∈ ω and t ∈ [0,1] we let v = tu + (1 − t)w, that is v − u =
(1 − t)(w−u). Therefore σ(v−u,A(v)+B(u)− z)= (1 − t)σ (w−u,A(v)+B(u)− z)
 0. However 1 − t > 0, i.e., σ(w − u,A(v)+B(u)− z) 0. Since A(·) is UHC, one has
that 0 lim supt→1− σ(w − u,A(v)+B(u) − z) σ(w − u,A(u)+B(u) − z). 
Lemma 2. Let Un be a closed ball in Rn centered in the origin. Let ϕ :Un → Pc(Rn). If
0 /∈ ϕ(x)+ λx for every λ > 0 and x ∈ ∂Un then there exists y ∈ int(Un) with ϕ(y) 
 0.
Proof. Since ϕ(·) is USC and ∂Un is compact, one has that
inf
x∈∂Un,λ0
dist
(
0, ϕ(x)+ λx)= δ > 0.
It is well known that for every n  1 there exists a continuous map fn(·) with
dist[(x, fn(x)),Graph(ϕ)] < 1/n. For n sufficiently large therefore fn(x) + λx = 0
∀x ∈ ∂Un, ∀λ  0. From Proposition 1.6.1 of [13] we know that there exists yn
such that fn(yn) = 0. Passing to subsequences if necessary limn→∞ yn = y . Obviously
ϕ(y) 
 0. 
Lemma 3. Let Un be as in the previous lemma. Let A :Un → Pc(Rn). Then there exists
x0 ∈ Un such that σ(y − x0,Ax0) 0 ∀y ∈ Un.
Proof. Suppose the contrary. That is ∀x ∈ Un, ∃y ∈ Un such that σ(y − x,Ax) < 0. Con-
sider the case x ∈ ∂Un. If Ax 
 −λx for some λ 0 then
〈y − x,−λx〉 σ(y − x,Ax)< 0 ⇒ λ〈x, x〉 < λ〈x, y〉,
i.e.,
|x|2 < |x||y| |x|2.
Therefore 0 /∈ Ax + λx ∀λ 0. Since x ∈ ∂Un is arbitrary, Lemma 2 applies. Thus there
exists x0 ∈Un with Ax0 
 0, i.e., σ(y − x0,Ax0) 〈y − x0,0〉 = 0 ∀y ∈ Un. 
The following theorem is the main result in this section. It extends the well-known
surjectivity result of Mitny–Browder.
Theorem 5. Let E be reflexive Banach space with a closed ball U centered in the origin.
Let F :U → Pc(E∗) be relaxed monotone. Let G :U → Pc(E∗) be USC and map bounded
sets in relative compacts. If σ(−x,F (x) + G(x)) < 0 ∀x ∈ ∂U , then there exists y ∈ U
with F(y)+G(y) 
 0.
Proof. Let L be the family of all finite dimensional subspaces of E ordered by inclusion
and furnished with the E-norm. For each Y ∈ L, let iY :Y → E be the inclusion map
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monotone since F is. Also let KY = Y ∩ U . From Lemma 3 we know that there exists
x¯ ∈U such that σ(y − x¯, F (x¯)+G(x¯)) 0 ∀y ∈KY .
For every y ∈ U consider S(y) = {x ∈ U : σ(y − x,F (y) + G(x))  0}. Let
{xi}∞i=1 ⊂ S(y) and let xi → x0 weakly in E. Let yi ∈ F(y) be such that 〈y − xi, yi〉 =
σ(y−xi,F (y)). Since F(y) is strongly compact passing to subsequences one has yi → y0
strongly in E∗. Therefore 〈y − xi, yi〉 → 〈y − x0, y0〉. Furthermore
lim
i→∞σ
(
y − x0,G(xi)
)
 σ
(
y − x0,G(x0)
)
,
i.e.,
σ
(
y − x0,F (y)+G(x0)
)
 0.
Consequently S(y) is weakly closed thanks to Lemma 3.2.11 of [11, vol I, p. 318]. Since
S(y) ⊂ U , one has that S(y) is weakly compact. Let Y1, Y2 ∈ L and let Y3 = span{Y1, Y2}.
Evidently SY3(y) ⊂ SY1 ∩ SY2 = ∅. One can prove by induction that the system S(y)
has the finite intersection property. Consequently M = ⋂Z∈L SZ(y) = ∅. If x0 ∈ M then
σ(y − x0,F (y)+G(x0)) 0 ∀y ∈ U . Therefore σ(y − x0,F (x0) + G(x0)) 0 ∀y ∈ U
thanks to Proposition 2. Thus F(x0)+G(x0) 
 0. 
Corollary 2. Let F,G :E → Pc(E∗) be as in Theorem 5. If
lim|x|→∞
σ(−x,F (x)+G(x))
|x| = −∞,
i.e., F + G is coercive, then F(·) + G(·) is surjective. The result holds also when F(·) is
relaxed dissipative and
lim|x|→∞
σ(x,F (x)+G(x))
|x| = −∞.
Proof. Let y ∈ E∗. Consider the map A(x) = F(x)+G(x)− y . Since F +G is coercive,
one has that there exists a ball U such that A(·) satisfies all the assumptions of Theorem 5
(on U ). Therefore there exists x0 ∈ U such that A(x0) 
 0. In case of relaxed dissipative F
the map Aˆ(x) = −A(x) satisfies the assumptions of the corollary. 
Remark 3. In case of Hilbert E the result of Corollary 2 is stronger than the correspond-
ing results for relaxed uniformly dissipative (accretive) multimaps in the previous section.
Namely we require L= 0 (in previous section L< 0). Furthermore F(·) is only UHC (not
USC) and it is perturbed with “completely USC” multimap.
Using Corollary 2 one can easily prove in case of Hilbert E the following theorem.
Theorem 6. Let F(·) be relaxed nonexpansive and let G(·) be as in Theorem 5. Assume
moreover that
lim|x|→∞
σ(x,F (x)+G(x))
|x| = −∞,
then there exists x ∈ E such that x ∈ F(x)+G(x), i.e., F +G has a fixed point.
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maps in the previous section.
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