In this paper, we give a regularized directional derivative-based Newton method for solving the inverse singular value problem. The proposed method is also globalized by employing the directional derivative-based Wolfe line search conditions. Under some mild assumptions, The global and quadratic convergence of our method is established. To improve the practical effectiveness, we also propose a hybrid method for solving the inverse singular value problem. We show that the hybrid method converges locally quadratically and globally in the sense that a stationary point of a merit function for the inverse singular value problem is computed. Numerical tests demonstrate that the proposed hybrid method is very effective for solving the inverse singular value problem with distinct and multiple singular values.
Introduction
The inverse problem of reconstructing a matrix from the given singular values, i.e. the inverse singular value problem, has a growing importance in many applications such as the optimal sequence design for direct-spread code division multiple access [40] , the passivity enforcement in nonlinear circuit simulation [34] , the constructions of Toeplitz-related matrices from prescribed singular values [1, 2, 13] , the inverse problem in some quadratic group [27] , and the construction of nonnegative matrices, positive matrices and anti-bisymmetric matrices with prescribed singular values [23, 24, 43] , and others [31] .
In this paper, we consider the inverse singular value problem defined as follows.
ISVP: Let {A i } n i=0 be n + 1 real m × n matrices (m ≥ n) and let σ * 1 ≥ σ * 2 ≥ · · · ≥ σ * n be n nonnegative numbers. Find a vector c * ∈ R n such that the singular values of the matrix
are exactly σ * 1 , . . . , σ * n . This is a special kind of inverse singular value problems, which was originally proposed by Chu [5] . It is easy to check that the ISVP can be converted into the following inverse eigenvalue problem (IEP): Given n + 1 real m × n matrices {A i } n i=0 and n numbers σ * 1 ≥ σ * 2 ≥ · · · ≥ σ * n ≥ 0, find a vector c * ∈ R n such that the eigenvalues of the matrix
are exactly σ * 1 , . . . , σ * n , −σ * 1 , . . . , −σ * n , and zero of multiplicity m − n. Therefore, the ISVP is solvable if and only if the above IEP is solvable. To our knowledge, there is no literature on the existence and uniqueness questions for the ISVP. For more discussion on the ISVP, one may refer to [6, 7] .
However, there exist some numerical methods developed for computational purpose. For any c ∈ R n , denote the singular values of A(c) by {σ i (A(c))} n i=1 with the ordering σ 1 (A(c)) ≥ σ 2 (A(c)) ≥ · · · ≥ σ n (A(c)) ≥ 0. Then, the ISVP is to find a solution c * ∈ R n of the following nonlinear equation: 
Based on the nonlinear equation (2) , Newton-type methods and an Ulm-like method were developed for solving the ISVP [4, 5, 41] . The advantage of Newton-type methods and Ulm's method lies in its superlinear convergence. However, these methods converge only locally. Based on the generalized Jacobian and the directional derivative, many nonsmooth versions of Newton's method were developed for solving nonsmooth equations [26, 29, 30] and their globalized versions were proposed for solving nonlinear complementarity problems [9, 20, 21, 26] . A typical nonlinear complementarity problem is to find a vector x ∈ R n such that
where F : R n → R n is a continuously differentiable function and x ≥ 0 means that x j ≥ 0 for j = 1, . . . , n. For various applications of nonlinear complementarity problems, the interested reader may refer to the survey papers by Harker and Pang [18] and Ferris and Pang [11] .
The directional differentiability of all singular values of a rectangular matrix was discussed in [35] and the directional derivatives of all eigenvalues of a symmetric matrix were provided in [19] . Also, it was showed in [39] that all singular values of a rectangular matrix are strongly semismooth and the generalized Newton method in [38] can be employed to solve the ISVP. The regularization techniques were also used in generalized Newton methods for nonlinear complementary problems [10, 37] . Motivated by this, in this paper, we propose a regularized directional derivative-based Newton method for solving the ISVP. We first give the explicit formulas of the directional derivatives of sums of singular values of A(c) for any c ∈ R n . Then, we present a regularized directional derivative-based Newton method for the ISVP. Our method is globalized by the directional derivative-based Wolfe line search conditions. Under the assumptions that all elements in the generalized Jacobian of a nonlinear function of the ISVP are nonsingular at a solution of the ISVP (see Assumption 4.3 below) and the subset D := {c ∈ R n : A(c) has distinct singular values} of R n is dense in R n , the global and quadratical convergence of our method is established. To further improve the feasibility, sparked by [17, 29] , we also propose a hybrid method for solving the ISVP by combining the directional derivative-based generalized Newton method with an Armijo-like line search based on a merit function of the ISVP. Under the same assumptions, the hybrid method is shown to converge quadratically and globally (in the sense of finding a stationary point of the merit function for the ISVP). Compared to the generalized Newton method in [38] , our method makes use of the directional derivatives of singular values of A(c) instead of their generalized Jacobians [8] and the direction generated by the directional derivative-based generalized Newton equation can be applied to globalizing our method by using the Armijo-like line search or the Wolfe line search. Some numerical tests are reported to illustrate the effectiveness of the proposed hybrid method for solving the ISVP with both distinct and multiple singular values. This paper is organized as follows. In Section 2 we review some preliminary results on nonsmooth analysis. In Section 3 we propose a regularized directional derivative-based Newton method for solving the ISVP. In Section 4 we give the convergence analysis. In Section 5 we present a hybrid method for solving the ISVP. In Section 6 we report some numerical experiments.
Preliminaries
In the section, we review some necessary concepts and basic properties related to Lipschitz continuous functions. Let X be a finite dimensional real vector space, equipped with the Euclidean inner product ·, · and its induced norm · . We note that a function Φ : X → R n is directionally differentiable at x ∈ X if the directional derivative
exists for all ∆x ∈ X . In the following, we recall the definition of B-differentiability [32] .
Definition 2.1 A function Φ : X → R n is said to be B-differentiable at x ∈ X if it is directionally differentiable at x and
For a locally Lipschitzian function Φ : X → R n , it was shown that the B-differentiability of Φ is equivalent to its directional differentiability [36] .
Let Φ : X → R n be a locally Lipschitz continuous function. We study the following nonlinear equation:
Φ(x) = 0.
If Φ is nonsmooth, one may use Clarke's generalized Jacobian-based Newton method for solving (3) [30] . Notice that Φ is Fréchet differentiable almost everywhere [33] . Clarke's generalized Jacobian ∂Φ(x) [8] of Φ at x ∈ X is defined by:
where "co" means the convex hull and Φ (x) means the Jacobian of Φ at x ∈ X . Then, the generalized Newton method for solving (3) is given as follows [30] : Set
If Φ is both locally Lipschitz continuous and directionally differentiable, then a directional derivative-based Newton method for solving (3) is given as follows [26, 29] : Set
We point out that (5) coincides with (4) since there is a relation between Clarke's generalized Jacobian and the directional derivative of a locally Lipschitzian function [30, Lemma 2.2].
Lemma 2.2 Let Φ : X → R m be a locally Lipschitzian function and directionally differentiable on a neighborhood of x ∈ X . Then Φ (x; ·) is Lipschitzian and for any ∆x ∈ X , there exists a V ∈ ∂Φ(x) such that Φ (x; ∆x) = V ∆x.
To give the convergence analysis of (4) or (5), we need the following definition of semismoothness. For the original concept of semismoothness for functionals and vector-valued functions, one may refer to [22, 30] . Definition 2.3 Let Φ : X → R m be a locally Lipschitz continuous function.
(a) Φ is said to be semismooth at x ∈ X if for any V ∈ ∂Φ(x + h) and h → 0,
(b) Φ is said to be strongly semismooth at x if for any V ∈ ∂Φ(x + h) and h → 0,
Definition 2.3 shows that a (strongly) semismooth function must be B-differentiable. Therefore, if Φ is semismooth (strongly semismooth, respectively) at x ∈ X , then for any h → 0,
We now give the convergence result of (4) [30, Theorem 3.2] . The result on superlinear convergence of (5) can be found in [29, Theorem 4.3] . Proposition 2.4 Let Φ : X → R n be a locally Lipschitz continuous function. Letx ∈ X be an accumulation point of a sequence {x k } generated by (4) and Φ(x) = 0. Assume that Φ is semismooth atx and all V ∈ ∂F (x) are nonsingular. Then the sequence {x k } converges tō x superlinearly provided that the initial guess x 0 is sufficiently close tox. Moreover, if Φ is strongly semismooth atx, then the convergence rate is quadratic.
On the nonsingularity of Clarke's generalized Jacobian of a locally Lipschitz continuous function, we have the following lemma [29, 30] .
Lemma 2.5 Let Φ : X → R m be a locally Lipschitz continuous function. Suppose that all elements in ∂ B Φ(x) are nonsingular. Then there exist a constant κ and a neighborhood N (x) of x such that, for any y ∈ N (x) and any V ∈ ∂ B Φ(y), V is nonsingular and V −1 ≤ κ. If Φ is semismooth at y, then, for any h ∈ X , there exists V ∈ ∂ B Φ(y) such that Φ (y; h) = V h and h ≤ κ Φ (y; h) .
Finally, we have the following lemma on the (strongly semismoothness) semismoothness of composite functions [12, 22] . Lemma 2.6 Suppose that Φ : X → R m is (strongly semismooth) semismooth at x ∈ X and Ψ : R m → R q is (strongly semismooth) semismooth at Φ(x). Then the composite function Υ = Ψ • Φ is (strongly semismooth) semismooth at x.
A regularized directional derivative-based Newton method
In this section, we first reformulate the ISVP as a new nonsmooth equation and then propose a regularized directional derivative-based Newton method for solving the nonsmooth equation. In what follows, let M m×n , S n and O(n) denote the set of all m-by-n real matrices, the set of all nby-n real symmetric matrices and the set of all n-by-n orthogonal matrices, respectively. Denote by M T the transpose of a matrix M . Let I n be the identity matrix of order n. Let {σ j (M )} n j=1 stand for the singular values of a matrix M ∈ M m×n with σ 1 
In this case, we call σ j (M ) the j-th largest singular value of M .
Define the linear operator Θ :
The singular value decomposition of a matrix M ∈ M m×n (m ≥ n) is given by [16] 
where P ∈ O(m), Q ∈ O(n), and σ 1 (M ) ≥ σ 2 (M ) ≥ · · · ≥ σ n (M ) ≥ 0 are the singular values of M . Partition P by P = [P (1) , P (2) ], where P (1) ∈ M m×n and P (2) ∈ M m×(m−n) . Let U ∈ O(m + n) be defined by
It is easy to check that the matrix Θ(M ) admits the following spectral decomposition:
That is, Θ(M ) has the eigenvalues ±σ i (M ), i = 1, 2, . . . , n, and 0 of multiplicity m − n. For j = 1, . . . , n, define
By using the strong semismoothness of all eigenvalues of a real symmetric matrix [38] , the linearity of Θ(·) and Lemma 2.6, we have the following result on the strong semismoothness of {σ j (·)} n j=1 and {ϕ j (·)} n j=1 [39] .
The functions {σ j (·)} n j=1 and {ϕ j (·)} n j=1 are strongly semismooth functions over M m×n . Now, we consider the ISVP. For the convenience of theoretical analysis, instead of (2), in what follows, we focus on a new nonsmooth reformulation of the ISVP: Find a solution c * ∈ R n of the following nonsmooth equation:
where
We point out that the function g : R n → R n defined in (8) is a composite nonsmooth function, where ϕ : M m×n → R n is strongly semismooth and the linear function A : R n → M m×n defined in (1) is continuously differentiable. It follows from Lemma 2.6 that g is strongly semismooth and thus for any c, h ∈ R n ,
For any c ∈ R n , define the sets P(c) and Q(c) by
For the j-th largest singular value σ j (A(c)) of A(c) with multiplicity r j , let s j be the number of singular values, ranking before j, which are equal to σ j (A(c)) and define
By using (6), (7), and [19, Theorem 4.4], we can easily derive the following proposition on the directional derivative of g in (8).
Proposition 3.2 For any c ∈ R n and h ∈ R n , we set
Then, the directional derivative of g(
. . , n, where "tr(·)" and µ i (·) denote the trace and the i-th largest eigenvalue of a matrix, respectively.
Proposition 3.2 shows that for any c ∈ R n , the directional derivative g (c; h) in the direction h ∈ R n can be formulated easily once the singular value decomposition of A(c) is computed. This motivates us to propose the following directional derivative-based Newton method for solving the ISVP:
Notice that g is strongly semismooth. By Lemma 2.5, there exists a
Hence, the direction derivative-based Newton method (9) coincides with the generalized Newton method [29, 30] 
Therefore, the equation (9) can be solved by an iterative method (e.g., the transpose-free quasiminimal residual (TFQMR) method [14] ). In addition, by Proposition 2.4, we know that (9) converges locally quadratically if the initial guess c 0 is sufficiently close to a zeroc of g under the nonsingularity assumption of ∂g(c).
However, when the initial guess c 0 is far away from a zeroc of g, the directional derivativebased Newton equation (9) is not necessarily solvable even though we assume that all elements in ∂g(c) are nonsingular. To improve the global solvability and practical effectiveness of the directional derivative-based Newton equation (9), one may use the similar regularization techniques for nonlinear complementary problems [10, 37] , i.e., we replace g by g , where
For the ISVP, we define a regularized function w :
Then, w is strongly semismooth and c * solves (8) if and only if (0, c * ) solves w(z) = 0. To develop global convergence, we also define the merit function ω :
By Lemma 2.6 and Lemma 3.1, it is easy to know that ω is strongly semismooth. By the chain rule, the directional derivative of ω at any z ∈ R n+1 is given by
for all d := (∆ , ∆c) ∈ R n+1 . By Proposition 3.2 and (11), we know that for any z = ( , c) ∈ R × R n , the directional derivative w (z; d) in the direction d := (∆ , ∆c) ∈ R n+1 can be formulated explicitly since w (c; ∆c) is available once the singular value decomposition of A(c) is obtained. Also, sparked by the generalized Newton method in [26] for solving B-differentiable equations, we propose the following regularized directional derivative-based Newton method for solving w(z) = 0.
Algorithm I: A Regularized Directional Derivative-Based Newton Method
Step 0. Given 0 < λ 1 < λ 2 < 1, η ∈ (0, (1 − λ 2 )/(1 + λ 2 )) and 0 =¯ ∈ (−1, 1). Let z 0 := ( 0 , c 0 )
be the initial point, where 0 :=¯ and c 0 ∈ R n is arbitrary. k := 0.
Step 1. If w(z k ) = 0, then stop. Otherwise, go to Step 2.
Step 2. Apply an iterative method (e.g., the TFQMR method) to solve
and
where η k := min{η, w(z k ) }.
Step 3. Compute the steplength α k > 0 satisfying the directional derivative-based standard Wolfe conditions [25] :
Step 4. Replace k by k + 1 and go to Step 1.
We point out that in Algorithm I, we use a line search that satisfies the directional derivativebased Wolfe conditions (15) and (16) instead of the directional derivative-based Armijo rule (15) since the directional derivative-based Armijo rule may not reduce the slope sufficiently [25] .
Convergence analysis
In this section, we shall establish the global and quadratic convergence of Algorithm I. We first recall some necessary perturbation results, which can be found in [3, 4, 41] .
For any x, y ∈ R n , we have
be the singular values and associated normalized left singular vectors and normalized right singular vectors of A(x) respectively. Suppose that {σ i (A(x))} n i=1 are all distinct. Then there exist positive numbers δ 0 and ξ such that, for any y ∈ R n with y − x ≤ δ 0 ,
Notice that w is already strongly semismooth. By Proposition 2.4, to show the superlinear convergence of Algorithm I, we also need the following nonsingularity assumption on the generalized Jacobian ∂ B w(·). Assumption 4.3 All elements in ∂ B w(z) are nonsingular, wherez is an accumulation point of the sequence {z k } generated by Algorithm I.
Remark 4.4 Letz = (0,c) is an accumulation point of the sequence {z k := ( k , c k )} generated by Algorithm I such that w(z) = 0. Obviously,
If A(c) has distinct singular values, then
, 
In this case, Assumption 4.3 holds if and only if g (c) is nonsingular. If for all k sufficiently large, A(c k ) has distinct eigenvalues, then
In this case, Assumption 4.3 can be measured by
Therefore, in practice, Assumption 4.3 can be tested by checking whether the matrix g (c k )+ k I n is nonsingular for all k sufficiently large.
To establish the global and quadratic convergence of Algorithm I, we prove the following preliminary lemma.
Lemma 4.5 Letz ∈ R n+1 be an accumulation point of the sequence {z k } generated by Algorithm I. Suppose that Assumption 4.3 holds and D is dense in R n . If equation (12) is solvable for d k ∈ R n+1 such that the conditions (13) and (14) are satisfied, then there exists a constant κ > 0 such that for all k sufficiently large,
and L is the Lipschitz constant of w around z.
In addition, if w(z) = 0, then for any 0 ≤ δ ≤ 1/2 and for all k sufficiently large,
Proof: We show the conclusions (18)- (21) as follows. We first prove (18) . By the semismoothness of w, Assumption 4.3, Lemma 2.5, we have, for all k sufficiently large, there exist a constant κ > 0 and a V k ∈ ∂ B w(z k ) such that
By the hypothesis and (22), for all k sufficiently large,
which confirms (18) . Next, we show (19) .
By the definition of ∂ B g(c) and ∂ B g(c k + ∆c k ), there exist x k , y k ∈ R n , at which g is differentiable (i.e., A(·) has distinct singular values at the points x k , y k ), such that for all k sufficiently large,
By using (23), we get for all k sufficiently large,
By (25) and Lemma 4.2, there exists a positive number ξ such that, for all k sufficiently large,
Since A(·) has distinct singular values {σ l (A(·))} n l=1 at x k , y k , we have [41] 
This, together with (24), (25) , (26) , and Lemma 4.1, implies that, for all k sufficiently large,
We further derive from (11) and (27) that, for all k sufficiently large,
Therefore, the estimate (19) holds. We now verify (20) . By using the strong semismoothness of w and (22), it follows that for all k sufficiently large,
Also, by the hypothesis, one has
Using the strong semismoothness of w, (22) , (29) , and (30), we obtain, for all k sufficiently large,
which verifies (20) . Finally, we establish (21). Since w is strongly semismooth, by Lemma 2.2 and (20), one has, for any δ ∈ (0, 1/2) and for all k sufficiently large,
By (20) , for all k sufficiently large,
It follows from (31) and (32) that, for all k sufficiently large,
Also, by (18) and (32), we get, for all k sufficiently large,
which implies that, for all k sufficiently large,
By (33) and (34), we obtain, for all k sufficiently large,
This completes the proof of (21).
We now offer a lower and an upper bound for the sequence {ω (z k ; d k )} generated by Algorithm I. Lemma 4.6 Let {z k } and {d k } be generated by Algorithm I. Then one has
Proof: It follows from (11) and (13) that
The following theorem gives the global convergence of Algorithm I. Proof: By the hypothesis, it is obvious that the conclusions (a) and (b) hold. In the following, we verify the conclusions (c) and (d). Since the sequence {ω(z k ) ≥ 0} is strictly monotone decreasing. Hence, {ω(z k )} is convergent and
Using (15) and (36), we have
Relations (37) and (38) imply that
If lim inf α k > 0, then, any accumulation pointz of {z k } is a solution to w(z) = 0. Now, we assume that lim inf α k = 0. Letz be an accumulation point of {z k }. By taking a subsequence if necessary, we may assume that {z k } converges toz and lim α k = 0. Thus {w(z k )} converges to w(z). From Lemma 4.5, we know that the sequence {d k } is bounded for all k sufficiently large. Hence, {d k } has an accumulation pointd. Without loss of generality, we may assume that d k converges tod. As the proofs of (27) and (28), we can derive that, for all k sufficiently large,
By the strong semismoothness of ω and Lemma 2.2,
where W 1 and W 2 are, respectively, the Lipschitz constants of ω (z k + α k d k ; ·) and ω (z k ; ·) aroundd. One has by (39) and (40), for all k sufficiently large,
Relations (16), (35) and (36) imply that
By passing to the limit as k → ∞, we have by (41) and (42),
and hence
Finally, we can establish the quadratic convergence of Algorithm I as follows.
Theorem 4.8 Letz ∈ R n+1 be an accumulation point of the sequence {z k } generated by Algorithm I and w(z) = 0. Assume that w(z k ) = 0 for all k and each generalized Newton equation (12) can be solved inexactly such that the conditions (13) and (14) are satisfied. Suppose that Assumption 4.3 is satisfied and D is dense in R n . Then the sequence {z k } converges toz quadratically and α k eventually becomes 1.
Proof: By Lemma 4.5, for all k sufficiently large,
Let γ = κ(1 + η) > 0. By Lemma 4.5 again, for all k sufficiently large,
By (43), there exists a sufficiently small scalar θ > 0 such that, for all k sufficiently large,
This, together with (44), implies that, for all k sufficiently large,
Thus one has, for all k sufficiently large,
where L is the Lipschitz constant of w atz. Furthermore, we can choose a sufficiently small θ satisfying the condition
Then, we have by (35) and (45), for all k sufficiently large,
On the other hand, using (43), we get, for all k sufficiently large,
. This, together with (44), implies that
By the strong semismoothness of ω, Lemma 4.5, Theorem 4.7(a), (36) , and (47), for all k sufficiently large,
Notice that λ 2 > λ 1 > 0. We have by (48), for all k sufficiently large,
Combining (46) with (49) yields, for all k sufficiently large,
This, together with (43), completes the proof. 
A hybrid method
We observe from Theorem 4.8 that, when z k is sufficiently near a zeroz of w, the generalized Newton equation (12) exhibits a good local property: if Assumption 4.3 is satisfied and D is dense in R n , (12) is solvable and the convergence rate is quadratic. However, globally, the vector d k generated by (12) is not necessarily a descent direction for the merit function ω in (10). Some globally convergent descent methods were provided in [17] for solving the nonlinear equations defined by locally Lipschitzian functions. To improve the practical effectiveness of Algorithm I, sparked by [17, 29] , we give a hybrid method for solving w(z) = 0, which combines the directional derivative-based generalized Newton equation (12) with an Armijo-like line search based on the merit function ω in (10). We will show that the hybrid method converges quadratically and globally (in the sense of computing a stationary point of the merit function ω).
Algorithm II: A hybrid Method
Step 0. Given η ∈ (0, 1/2), ρ ∈ (0, 1), λ ∈ (0, 1 − η), and¯ ∈ R. Let z 0 := ( 0 , c 0 ) be the initial point, where 0 :=¯ and c 0 ∈ R n is arbitrary. k := 0.
Step 1. Solve (12) for d k := (∆ k , ∆c k ) ∈ R × R n such that the conditions (13) and (14) are satisfied.
Step 2. Compute the steplength α k = ρ l k , where l k is the smallest nonnegative integer l satisfying the Armijo-like condition:
Step 3. Replace k by k + 1 and go to Step 1.
We observe that, in Algorithm II, the Armijo-like rule (50) ensures that {ω(z k )} is strictly decreasing and is bounded below (by zero), i.e.,
In our numerical tests, we will report the numerical performance of Algorithm II instead of Algorithm I since Algorithm II is more effective and feasible in pratice.
As in [17] , we can derive the follow lemma on the Armijo-like rule (50) in Algorithm II.
Lemma 5.1 Let η ∈ (0, 1/2) and ρ ∈ (0, 1). Suppose that ω(z k ) = 0 for all k. If Equation (12) is solvable such that the conditions (13) and (14) are satisfied, then there exists a scalarτ > 0 such that for all τ ∈ [0,τ ],
Proof: We show the conclusion by contradiction. Suppose there exists a sequence {τ i > 0} such that {τ i } converges to zero and
Dividing both sides by τ i and then passing to the limit i → ∞, we get
On the other hand, by (11) and (13),
By (51) and (52),
This is a contradiction by the choice of λ and the assumption that ω(z k ) = 0 for all k.
We see from Lemma 5.1 that the Armijo-like rule (50) always holds for some nonnegative integer l k under the assumption that each generalized Newton equation (12) is solvable such that the conditions (13) and (14) are satisfied.
On the global and quadratic convergence of Algorithm II, we have the following result.
Theorem 5.2 Letz be any accumulation point of the sequence {z k } generated by Algorithm II. Suppose that the level set {z ∈ R n+1 : w(z) ≤ w(z 0 ) } is bounded and each generalized Newton equation (12) can be solved inexactly such that the conditions (13) and (14) are satisfied. Assume that w(z k ) = 0 for all k. Then the conclusions (a)-(d) hold:
In addition, suppose that w(z) = 0, all elements in ∂ B w(z) are nonsingular and D is dense in R n . Then the sequence {z k } converges toz quadratically and α k eventually becomes 1.
Proof: Obviously, the conclusions (a) and (b) hold.
If all elements in ∂ B w(z) are nonsingular and D is dense in R n , we can show the conclusions (c) and (d) by following the similar proof of Theorem 4.7.
Suppose that w(z) = 0, all elements in ∂ B w(z) are nonsingular and D is dense in R n . Then, by Theorem 4.8, we can easily prove that {z k } converges toz quadratically and α k eventually becomes 1.
Numerical tests
In this section, we report some numerical tests to illustrate the effectiveness of Algorithm II for solving the ISVP. The tests were carried out in MATLAB 7.10 running on a PC Intel Pentium IV of 3.0 GHz CPU.
In our numerical experiments, we set λ = 10 −4 and η = 10 −6 . We implement the Armijo-like rule (50) by
For demonstration purpose, for Examples 6.1-6.5 below, we set the stopping criterion to be w(z k ) − w(z k+1 ) ≤ 10 −5 and the linear system (12) is solved by the TFQMR method [14] (we set the largest number of iterations in TFQMR to be 100). One may solve (12) by other iterative methods.
Example 6.1 This is an inverse problem with distinct singular values (m = 7 and n = 4). The test data is given as follows: 
We report our numerical results for different starting points: Tables 1-10 display the numerical results for Examples 6.1-6.5, where SP., IT., NF., w(z k ) , α k , and κ 2 (g (c k ) + k I n ) := g (c k ) + k I n (g (c k ) + k I n ) −1 stand for the starting point, the number of Newton iterations and the number of function evaluations, the values of w(z k ) at last 3 iterates of Algorithm II, the eventual value of the steplength α k at the final iteration of Algorithm II, and the condition number of g (c k ) + k I n at last 3 iterates of Algorithm II, where A(c k ) has distinct singular values, respectively. Here,"*" denotes that g (c k ) + k I n could not be estimated at current iterate c k since A(c k ) has multiple singular values.
We observe from Table Tables 1-10 that both Algorithm II with regularization (i.e.,¯ = 0) and Algorithm II without regularization (i.e.,¯ = 0) are convergent for different starting points. Furthermore, the values of κ 2 (g (c k )+ k I n ) are not large and thus g (c k )+ k I n are all nonsingular for all k sufficiently large where A(c k ) has distinct singular values and thus Assumption 4.3 is satisfied. The quadratic convergence occurs at the final stage of the iterations. This confirms our theoretical prediction. We also see that our algorithm converges to a solutionc of the ISVP, which is not necessarily equal to the original c * .
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