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Abstract
We introduce a quantum Minkowski space-time based on the quan-
tum group SU(2)q extended by a degree operator and formulate a
quantum version of the anti-self-dual Yang-Mills equation. We con-
struct solutions of the quantum equations using the classical ADHM
linear data, and conjecture that, up to gauge transformations, our con-
struction yields all the solutions. We also find a deformation of Pen-
rose’s twistor diagram, giving a correspondence between the quantum
Minkowski space-time and the classical projective space P3.
1
Introduction
Our present view of the mathematical structure of space-time was first for-
mulated by H. Minkowski in [21], based on Einstein’s discovery of Special
Relativity. Since then, many mathematicians and physicists have tried to
develop various generalizations of Minkowski’s concept of space-time, in dif-
ferent directions.
One such generalization was strongly advocated by R. Penrose [28]. He
studied the conformal compactification of the complexified Minkowski space-
time, denoted by M, and the associated space of null straight lines, de-
noted by P, showing that various equations from Mathematical Physics (e.g.
Maxwell and Dirac equations) over M can be transformed into natural holo-
morphic objects over P.
One of the most celebrated examples of the Penrose programme was the
solution of the anti-self-dual Yang-Mills (ASDYM) equations by M. Atiyah,
V. Drinfeld, N. Hitchin and Yu. Manin. These authors described explicitly
the moduli space Mreg(n, c) of finite action solutions of the ASDYM equa-
tion over R4, usually called instantons, of fixed rank n and charge c in terms
of some linear data [1]. In particular, they constructed an instanton associ-
ated to any linear data, and proved, conversely, that every instanton can be
obtained in this way, up to gauge transformations.
The Penrose approach has also been successfully applied to massless linear
equations, the full Yang-Mills equation, self-dual Einstein equation, etc. (see
[31] and the references therein).
Another generalization of the Minkowski space-time based on noncom-
mutative geometry was proposed by A. Connes [5]. The first step in this
approach is the replacement of geometric objects by their algebras of func-
tions and the reformulation of various geometric concepts in algebraic lan-
guage. The next step is the deformation of the algebraic structures and the
introduction of noncommutativity. The algebraic structures so obtained are
no longer associated with the original geometry, being regarded as geometric
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structures on a “noncommutative space”.
The simplest example of noncommutative space-time can be obtained
by replacing the commutative algebra R4 by the Heisenberg algebra. Re-
cently, N. Nekrasov and A. Schwarz [26] have defined instantons on such
noncommutative R4 and argued that the corresponding moduli space can be
parametrized by a modification of the Atiyah, Drinfeld, Hitchin and Manin
(ADHM) linear data.
Another source for the deformation of the Minkowski space-time emerged
with the discovery of quantum groups by V. Drinfeld [10] and M. Jimbo [13].
It quickly led to the notion of a quantum Minkowski space-time and various
related structures; some of the early papers are [3, 18, 29]. In particular, a
quantum version of the ASDYM equation was studied in [35].
One expects that the linear data of Atiyah, Drinfeld, Hitchin and Manin
should also be deformed in order to yield solutions of the quantum ASDYM
equation. Thus the quantum Minkowski space-time and related structures,
though mathematically sensible, seem rather dubious in terms of physical
applications. In fact, the quantum deformation destroys the classical sym-
metry groups and the possible reconstruction of these symmetries is far from
apparent.
In the present paper we observe a new phenomenon, which goes against
the typical intuition related to quantum deformations of the Minkowski
space-time and various equations on it. We show that there exists a natu-
ral quantum deformation of the Minkowski space-time (in fact, of the whole
compactified complexified Minkowski spaceM, along with its real structures)
and the ASDYM equation, such that the moduli space of quantum instantons
is naturally parameterized by the classical, non-deformed ADHM data.
Starting from the classical ADHM data, we will explicitly construct so-
lutions of the quantum ASDYM equation. Furthermore, we conjecture that
our construction yields all the solutions up to gauge equivalence. We hope
to prove this conjecture using a generalization of the Penrose twistor trans-
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form, which takes the quantum Minkowski space-time to the classical space
of straight lines. Such procedure thus realizes Penrose’s dream, who regarded
light rays as more fundamental than points in space-time: in our construc-
tion, space-time is being deformed while the space of light rays is kept fixed.
Moreover, this phenomenon of quantum equations with classical solutions
does not seem to be restricted only to the ASDYM equation, but it is also
steadfast for massless linear equations, full Yang-Mills equations, etc. This
opens new venues for physical applications of the quantum Minkowski space-
time here proposed: the classical symmetry groups can be restored if one
considers all quantum deformations of the classical Minkowski space-time,
since the spaces of solutions of the quantum equations admit natural identi-
fications.
Our constructions are based on the theory of the quantum group SU(2)q
extended by a natural degree operator, which makes possible for a surprising
construction of solutions of the quantum ASDYM equation from the classical
ADHM data. The extended quantum group S˜U(2)q has functional dimen-
sion 4, the same as the quantum space-time, and we show that the relation
between them extends to deep structural levels.
To formulate the ASDYM equation we need a theory of exterior forms on
quantum Minkowski space-time. This is derived from the differential calculus
on SU(2)q first developed in [32, 34], with the addition of the differential of
the degree operator. The R-matrix formulation of the quantum group SU(2)q
[11] and its exterior algebra [30] allows us to present the construction of the
quantum connections even more compactly than in the classical case, and
efficiently verify the quantum ASDYM equation.
Our results bring us to the conclusion that the correct notion for a quan-
tum Minkowski space-time is precisely the extended quantum group S˜U(2)q.
This relation, which might seem artificial at the classical level (q = 1), is
imposed on us by the mathematical structure itself. We believe that future
research will reveal the full potential of this new incarnation of the Minkowski
4
space-time.
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1 QuantumMinkowski space-time from SU(2)q
1.1 Algebraic structures on Minkowski space-time
We begin with some well known facts regarding Penrose’s approach to the
Minkowski space-time for the convenience of the reader; further details can
be found in [19, 31].
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Let T be a 4 dimensional complex vector space and consider M = G2(T),
the Grassmannian of planes in T. As usual in the literature, we will often
refer to M as the compactified complexified Minkowski space, since M can be
obtained via a conformal compactification of M4⊗C, where M4 denotes the
usual Minkowski space.
The Grassmannian M can be realized as a quadric in P5 via the Plu¨cker
embedding. More precisely, note that P(Λ2T) ≃ P5, and take homogeneous
coordinates [zrs] for r, s = 1, 2, 3, 4 (where zrs = −zsr is the coefficient of
dzr ∧ dzs). Then M becomes the subvariety of P(Λ
2T) given by the quadric:
z12z34 − z13z24 + z14z23 = 0 (1)
Let us now fix a direct sum decomposition of T into two 2-dimensional
subspaces:
T = L⊕ L′ (2)
Such choice induces a decomposition of the second exterior power as follows:
Λ2T = Λ2L⊕ Λ2L′ ⊕ L ∧ L′
Now fix basis {e1, e2} and {e1′ , e2′} in L and L
′, respectively. To help us
keep track of the choices made, we will use indexes {1, 2, 1′, 2′} instead of
{1, 2, 3, 4}. Since the variables z12 and z1′2′ will play a very special role in
our discussion, we will introduce the notation D = z12 and D
′ = z34 = z1′2′ .
The quadric (1) is then rewritten in the following way:
z11′z22′ − z12′z21′ = DD
′ (3)
The decomposition (2) also induces the choice of a point at infinity in
the compactified complexified Minkowski space M. Let S(x) denote the
plane in T corresponding to the point x ∈ M and ℓ denote the point in M
corresponding to the plane L. Consider the sets:
MI = {x ∈M | S(x) ∩ L = {0}} complexified Minkowski space
C(ℓ) = {x ∈M | dim (S(x) ∩ L) = 1} light cone at infinity
6
Then clearlyM =MI∪C(ℓ)∪{ℓ}, andMI is an affine space, being isomorphic
to C4 = M4 ⊗ C. Moreover, we note that the light cone at infinity C(ℓ) has
complex codimension one in M.
We will denote the local coordinates on MI by xrs′ = zrs′/D, where
r, s = 1, 2. They are related to the Euclidean coordinates xk on MI in the
following way:
x11′ = x
1 − ix4 x12′ = −ix
2 − x3
x21′ = −ix
2 + x3 x22′ = x
1 + ix4
(4)
We will denote by E4 the real Euclidean space spanned by xk.
Similarly, let ℓ′ be the point in M corresponding to the plane L′. It can
be regarded as the origin in C4. We define:
MJ = {x ∈M | S(x) ∩ L′ = {0}}
C(ℓ′) = {x ∈M | dim (S(x) ∩ L′) = 1}
so thatMJ is also a 4-dimensional affine space andM =MJ∪C(ℓ′)∪{ℓ′}. We
will denote the local coordinates on MJ by yrs′ = zrs′/D
′, where r, s = 1, 2.
It is important to note that even though the affine spaces MI and MJ do
not cover the entire compactified complexified Minkowski space M, only a
codimension two submanifold is left out, sinceM\
(
MI ∪MJ
)
= C(ℓ)∩C(ℓ′).
The intersection MIJ = MI ∩MJ is given by the set of all x ∈ MI such
that det(X) = x11′x22′ − x12′x21′ 6= 0. Equivalently, this is also the set of
all y ∈ MJ such that det(Y ) = y11′y22′ − y12′y21′ 6= 0. The gluing map
τ : MIJ → MIJ relates the local coordinates on MI and MJ in the following
way:
x11′ =
y22′
det(Y )
x12′ = −
y12′
det(Y )
x21′ = −
y21′
det(Y )
x22′ =
y11′
det(Y )
Since M is an algebraic variety, it can also be characterized via its homo-
geneous coordinate algebra:
M = C[D,D′, z11′ , z12′ , z21′ , z22′ ]h/Im
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where Im is the ideal generated by the quadric (3). The subscript “h” means
that M consists only of the homogeneous polynomials.
In this picture, the coordinate algebras of the affine varieties MI and MJ
introduced above can be interpreted as certain localizations of the quadratic
algebraM. Indeed, the coordinate rings forMI andMJ are respectively given
by:
MI = M[D−1]0 = C [x11′ , x12′ , x21′ , x22′ ]
MJ = M[D′−1]0 = C [y11′, y12′ , y21′, y22′]
where the subscript “0” means that we take only the degree zero part of the
localized graded algebra.
Finally, we note that MI and MJ can be made isomorphic by adjoining
the inverses of the determinants det(X) and det(Y ), respectively. Indeed,
define the matrices of generators:
X =
(
x11′ x12′
x21′ x22′
)
Y =
(
y22′ −y12′
−y21′ y11′
)
(5)
The map η : MI[det(X)−1]→MJ[det(Y )−1] given by:
η(X) =
Y
det(Y )
is an isomorphism. It is the algebraic analogue of the gluing map τ described
above in geometric context, while MI[det(X)−1] ≃ MJ[det(Y )−1] plays the
role of the intersection MIJ =MI ∩MJ.
1.2 The quantum group SU(2)q and its extension
Let q be a formal parameter. Recall that the quantum group GL(2)q is
the bialgebra over C generated by g11′ , g12′, g21′ , g22′ subject to the following
commutation relations, see e.g. [4]:
g11′g12′ = q
−1g12′g11′ g11′g21′ = q
−1g21′g11′
g12′g22′ = q
−1g22′g12′ g21′g22′ = q
−1g22′g21′ (6)
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g12′g21′ = g21′g12′
g11′g22′ − q
−1g12′g21′ = g22′g11′ − qg21′g12′ (7)
The comultiplication ∆ and the counit ε are given by:
∆(grs′) =
∑
k=1,2
grk′ ⊗ gks′, r, s = 1, 2 (8)
ε(grs′) = δrs′, r, s = 1, 2 (9)
The expression (7) is called the quantum determinant and it is denoted
by detq(g). One easily checks that:
grs′detq(g) = detq(g)grs′, r, s = 1, 2 (10)
∆(detq(g)) = detq(g)⊗ detq(g) (11)
In order to define a Hopf algebra structure on GL(2)q we adjoin the
inverse of the quantum determinant detq(g)
−1 to the generators grs′ with the
obvious relations. Then the antipode exists, and it is given by:
γ(g11′) = g22′detq(g)
−1 γ(g12′) = −qg12′detq(g)
−1
γ(g21′) = −q
−1g21′detq(g)
−1 γ(g22′) = g11′detq(g)
−1
We will assume that the quantum group GL(2)q contains detq(g)
−1 and is
therefore a Hopf algebra.
The quantum group SL(2)q is defined by the quotient:
SL(2)q = GL(2)q/〈detq(g) = 1〉
It is a well defined Hopf algebra by equations (10) and (11).
It is also useful to re-express the commutation relations for the quantum
group GL(2)q by means of the R-matrix; let
R12 =


p−1 0 0 0
0 1 p−1 − q 0
0 p−1 − q−1 1 0
0 0 0 p−1

 , p = q±1 (12)
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and let T be the matrix of generators, i.e.:
T =
(
g11′ g12′
g21′ g22′
)
Then the relations (6) and (7) can then be put in the following compact form:
R12T1T2 = T2T1R12
where T1 = T ⊗1 and T2 = 1⊗T [11]. Note that the commutation relations
(6) and (7) do not depend on the parameter p. The R-matrix (12) also
satisfies the Hecke relation:
R12 − (R21)
−1 = (p−1 − p)P (13)
where R21 = R
t
12 (with the superscript “t” meaning transposition) and P is
the permutation matrix. Equivalently, we also have for Rˆ12 = PR12:
(Rˆ12)
2 = (p−1 − p)Rˆ12 + 1 (14)
Next, we will extend the quantum groups GL(2)q and SL(2)q by introduc-
ing a new generator δ and its inverse, satisfying the following commutation
relations with the quantum group generators:
δg11′ = g11′δ δg12′ = qg12′δ
δg21′ = q
−1g21′δ δg22′ = g22′δ
(15)
In matrix form, the above relations become:
δTQ2 = Q2Tδ
where Q is the following matrix:
Q =
(
q
1
4 0
0 q−
1
4
)
(16)
Strictly speaking, one should consider q
1
4 to be the formal parameter, instead
of q. However, fractional powers of q will rarely appear in this paper.
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In other words, we define
G˜L(2)q = GL(2)q[δ, δ
−1]/(15) and S˜L(2)q = SL(2)q[δ, δ
−1]/(15)
The comultiplication, counit and antipode in G˜L(2)q and S˜L(2)q are given
by:
∆(δ) = δ ⊗ δ, ε(δ) = 1, γ(δ) = δ−1
It is easy to check that G˜L(2)q and S˜L(2)q satisfy the axioms of a Hopf
algebra, and can thus be thought as quantum groups. Besides, we have the
identity:
γ2(g) = δ2gδ−2, for all g ∈ GL(2)q, SL(2)q
Thus conjugation by δ can be viewed as a square root of the antipode squared.
In this paper, we will be primarily interested in the quantum group SL(2)q
and its extension S˜L(2)q. For these quantum groups we define an involution
† which fixes the formal parameter (i.e. q† = q) and acts on the generators
as follows:
g†11′ = g22′ , g
†
12′ = −g21′
g†21′ = −g12′ , g
†
22′ = g11′
δ† = δ, (δ−1)† = δ−1
(17)
We extend the †-involution to the quantum group S˜L(2)q by requiring it to
be a conjugate linear anti-homomorphism, that is:
(xy)† = y†x†, where x, y ∈ S˜L(2)q;
a† = a, for all a ∈ C.
(18)
We define SU(2)q and S˜U(2)q as the quantum groups SL(2)q and S˜L(2)q,
respectively, equipped with the †-involution:
SU(2)q = (SL(2)q, †) and S˜U(2)q = (S˜L(2)q, †)
Note that instead of the formal parameter q in the definitions of the quan-
tum groups, we could have used a positive real number, which is automaticaly
fixed by the involution †. However, we prefer to consider various specializa-
tions of formal q later on, the most interesting one being the specialization
to a root of unity (see also Section 4.2 below).
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1.3 Quantum Minkowski space-time
Let us introduce two new sets of variables on the extended quantum group
S˜L(2)q:
x11′ = δg11′ = g11′δ, x12′ = q
−1/2δg12′ = q
1/2g12′δ,
x21′ = q
1/2δg21′ = q
−1/2g21′δ, x22′ = δg22′ = g22′δ
(19)
and
y11′ = δ
−1g11′ = g11′δ
−1, y12′ = q
1/2δ−1g12′ = q
−1/2g12′δ
−1,
y21′ = q
−1/2δ−1g21′ = q
1/2g21′δ
−1, y22′ = δ
−1g22′ = g22′δ
−1
(20)
It is easy to determine their commutation relations:
x11′x12′ = x12′x11′ , x21′x22′ = x22′x21′ , (21)
[x11′ , x22′ ] + [x21′ , x12′ ] = 0 (22)
x11′x21′ = q
−2x21′x11′ , x12′x22′ = q
−2x22′x12′ ,
x21′x12′ = q
2x12′x21′
(23)
and
y11′y21′ = y21′y11′ , y12′y22′ = y22′y12′ (24)
[y11′, y22′ ] + [y12′ , y21′] = 0 (25)
y11′y12′ = q
−2y12′y11′ , y21′y22′ = q
−2y22′y21′ ,
y12′y21′ = q
2y21′y12′
(26)
The determinant condition detq(g) = 1 in the new variables becomes:
x11′x22′ − x12′x21′ = x22′x11′ − x21′x12′ = δ
2 (27)
and
y11′y22′ − y21′y12′ = y22′y11′ − y12′y21′ = δ
−2 (28)
Furthermore, the † involution acts on these new variables in the following
way:
x†11′ = x22′ x
†
12′ = −x21′ x
†
21′ = −x12′ x
†
22′ = x11′
y†11′ = y22′ y
†
12′ = −y21′ y
†
21′ = −y12′ y
†
22′ = y11′
(29)
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We will consider the following subalgebras of S˜L(2)q:
MIq = C[x11′ , x12′ , x21′ , x22′ ]/(21− 23)
and
MJq = C[y11′ , y12′, y21′ , y22′]/(24− 26)
regarding them as q-deformations of MI and MJ, the coordinate algebras
corresponding to the affine subspaces MI and MJ of the compactified com-
plexified Minkowski space-time M. Moreover, we introduce the †-algebras:
SIq = (M
I
q, †) and S
J
q = (M
J
q , †)
regarding them as q-deformations of S4 \ {∞} and S4 \ {0}, respectively.
Note also that MIq and M
J
q are isomorphic (as Hopf algebras) once the
generators δ and δ−1 are adjoined. Let X and Y be again the matrices of
generators as defined in (5); the map:
η : MIq[δ
−1] −→ MJq [δ]
X 7→ δ2Y (30)
is an isomorphism. More explicitly, in coordinates:
x11′ 7→ δ
2y22′ x12′ 7→ −δ
2y12′
x21′ 7→ −δ
2y21′ x22′ 7→ δ
2y11′
(31)
The inverse map η−1 is given by Y 7→ Xδ−2. Moreover, η(X†) = η(X)†,
so that η(f †) = η(f)† for all f ∈MIq[δ
−1].
Geometrically, the algebras MIq[δ
−1] and MJq [δ] play the role of the inter-
section MIJ =MI ∩MJ, while η plays the role of the gluing map τ .
Furthermore, as in the case of the quantum group GL(2)q, the above
commutation relations can also be put in a compact form by means of an
R-matrix. It is now convenient to consider the following matrix of generators:
X =
(
x11′ x12′
x21′ x22′
)
Y =
(
y11′ y12′
y21′ y22′
)
(32)
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Notice that:
X = Q−1δTQ = QTδQ−1 and Y = Qδ−1TQ−1 = Q−1Tδ−1Q
where Q was defined in (16). In order to write down the above commutation
relations in matrix form, define X1 = X ⊗ 1, X2 = 1 ⊗ X and similarly
Q1 = Q⊗ 1, Q2 = 1⊗Q . Therefore:
X1X2 =
(
Q−11 δT1Q1
) (
Q2T2δQ
−1
2
)
=
(
Q−11 Q2
)
δT1T2δ
(
Q1Q
−1
2
)
=
=
(
Q−11 Q2R
−1
12 Q2Q
−1
1
)
X2X1
(
Q−12 Q1R12Q1Q
−1
2
)
Thus we define RI12 = Q
−1
2 Q1R12Q1Q
−1
2 ; more precisely:
RI12 =


p−1 0 0 0
0 q−1 p−1 − q 0
0 p−1 − q−1 q 0
0 0 0 p−1

 , p = q±1 (33)
The commutation relations (21-23) can then be presented in matrix form:
RI12X1X2 = X2X1R
I
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Performing a similar calculation for the yrs′ variables, we obtain:
RJ12 = Q2Q
−1
1 R12Q
−1
1 Q2 =


p−1 0 0 0
0 q p−1 − q 0
0 p−1 − q−1 q−1 0
0 0 0 p−1

 , p = q±1
(34)
with the commutation relations (24-26) being given by:
RJ12Y1Y2 = Y2Y1R
J
12
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2 Differential forms on quantum Minkowski
space-time
2.1 Differential forms on Minkowski space-time
Since MI and MJ are affine spaces, their modules of differential forms are
very simple to describe. Indeed, recall that:
MI = C[x11′ , x12′ , x21′ , x22′ ]
Therefore, the module of differential 1-forms is given by the free MI-module
generated by dxrs′:
Ω1
MI
= MI〈dxrs′〉
while the module of differential 2-forms is given by the free MI-module gen-
erated by dxrs′ ∧ dxkl′:
Ω2
MI
= Λ2(Ω1
MI
) = MI〈dxrs′ ∧ dxkl′〉
with r, s, k, l = 1, 2.
The action of the de Rham operator d : MI → Ω1
MI
is given on the
generators as xrs′ 7→ dxrs′, and it is then extended to the whole M
I by
C-linearity and the Leibnitz rule:
d(fg) = gdf + fdg (35)
where f, g ∈MI. One also defines the de Rham operator d : Ω1
MI
→ Ω2
MI
on
the generators as fdxrs′ 7→ df ∧ dxrs′, also extending it by C-linearity and
the Leibnitz rule (35).
The modules of differential forms and de Rham operators over MJ are
similarly described.
Now let Ω2E4 denote the bundle of 2-forms on Euclidean space E
4 with
coordinates {x1, x2, x3, x4}. Recall that the Hodge operator ∗ : Ω2E4 → Ω
2
E4
is defined as follows:
∗dx1 ∧ dx2 = dx3 ∧ dx4 ∗dx3 ∧ dx4 = dx1 ∧ dx2
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∗dx1 ∧ dx3 = −dx2 ∧ dx4 ∗dx2 ∧ dx4 = −dx1 ∧ dx3
∗dx1 ∧ dx4 = dx2 ∧ dx3 ∗dx2 ∧ dx3 = dx1 ∧ dx4
We can then use the relation between Euclidean and twistor coordinates on
MI = E4 ⊗ C given by (4) to express the action of the Hodge operator on
Ω2
MI
. One obtains:
∗dx11′ ∧ dx12′ = dx11′ ∧ dx12′ ∗dx11′ ∧ dx21′ = −dx11′ ∧ dx21′
∗dx11′ ∧ dx22′ = −dx12′ ∧ dx21′ ∗dx12′ ∧ dx21′ = −dx11′ ∧ dx22′
∗dx12′ ∧ dx22′ = −dx12′ ∧ dx22′ ∗dx21′ ∧ dx22′ = dx21′ ∧ dx22′
Clearly ∗2 = 1, thus the complexified Hodge operator ∗ : Ω2
MI
→ Ω2
MI
induces a splitting of Ω2
MI
into two submodules corresponding to eigenvalues
±1. More explicitly, we have:
Ω2
MI
= Ω2,+
MI
⊕ Ω2,−
MI
where
Ω2,+
MI
= MI〈dx11′ ∧ dx12′ , dx21′ ∧ dx22′ , dx11′ ∧ dx22′ − dx12′ ∧ dx21′〉
Ω2,−
MI
= MI〈dx11′ ∧ dx21′ , dx12′ ∧ dx22′ , dx11′ ∧ dx22′ + dx12′ ∧ dx21′〉
Connection and curvature Let E be a MI-module; a connection on E
is a C-linear map:
∇ : E → E ⊗MI Ω
1
MI
satisfying the Leibnitz rule:
∇(fσ) = σ ⊗ df + f∇σ (36)
where f ∈ MI and σ ∈ E. The connection ∇ also acts on 1-differentials,
being defined as the additive map:
∇ : E ⊗MI Ω
1
MI
→ E ⊗MI Ω
2
MI
16
satisfying:
∇(σ ⊗ ω) = σ ⊗ dω + ω ∧ ∇σ (37)
where ω ∈ Ω1
MI
.
Moreover, two connections ∇ and ∇′ are said to be gauge equivalent if
there is g ∈ AutMI(E) such that ∇ = g
−1∇′g.
The curvature F∇ is defined by the composition:
E
∇
−→ E ⊗MI Ω
1
MI
∇
−→ E ⊗MI Ω
2
MI
and it is easy to check that it is actually MI-linear. Therefore, F∇ can be
regarded as an element of EndMI(E)⊗MI Ω
2
MI
. Furthermore, if ∇ and ∇′ are
gauge equivalent, then there is g ∈ AutMI(E) such that F∇ = g
−1F∇′g.
If E is projective (hence free), any connection ∇ can be encoded into a
matrix A ∈ EndMI(E) ⊗MI Ω
1
MI
. Simply choose a basis {σk} for E, and let
s =
∑
akσk, so that:
∇s =
∑
k
(
σk ⊗ da
k + ak∇σk
)
Thus it is enough to know how ∇ acts on the basis {σk}:
∇σk =
∑
l,α
Al,αk σl ⊗ dxα
and we define A as the matrix with entries given by the 1-forms
∑
αA
l,α
k dxα.
Conversely, given A ∈ EndMI(E)⊗MI Ω
1
MI
, we define the connection:
∇As =
∑
k,l,α
(
σk ⊗ da
k + Al,αk a
kσl ⊗ dxα
)
2.2 Differential forms on the quantum group SU(2)q
Let us now recall a few facts regarding the exterior algebra over the relevant
quantum groups [30, 32, 34]. The module of 1-forms over the quantum group
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GL(2)q, which we shall denote by Ω
1
GL, is the GL(2)q-bimodule generated by
dgrs′ satisfying the following relations (written in matrix form):
R12T1dT2 = dT2T1(R21)
−1 (38)
where R12 is again the matrix (12) and dT2 = 1⊗ dT , with:
dT =
(
dg11′ dg12′
dg21′ dg22′
)
Similarly, the module of 2-forms Ω2GL, is the GL(2)q-bimodule generated by
dgrs′ ∧ dgkl′, which satisfy the relations (written in matrix form):
R12dT1 ∧ dT2 = −dT2 ∧ dT1(R21)
−1 (39)
where dT1 = dT ⊗ 1. Furthermore, the commutation relations between gmn′
and dgrs′ ∧ dgkl′ can be deduced from (38) and (39) as follows. Let dT3 =
1 ⊗ 1 ⊗ dT . Denoting Rba = (Rab)
t, we have R12T1dT2R21 = dT2T1 and
R13T1dT3R31 = dT3T1. Therefore,
dT3 ∧ dT2T1 = dT3 ∧ (R12T1dT2R21) = R12dT3T1 ∧ dT2R21 =
= R12R13T1dT3R31 ∧ dT2R21 = (R12R13)T1dT3 ∧ dT2 (R12R13)
t
The noncommutative de Rham operators are given by their action on the
generators as follows:
d : GL(2)q → Ω
1
GL d : Ω
1
GL → Ω
2
GL
grs′ 7→ dgrs′ gkl′dgrs′ 7→ dgkl′ ∧ dgrs′
This is then extended to the whole GL(2)q and Ω
1
GL by C-linearity and the
Leibnitz rule:
d(f1f2) = df1f2 + f1df2
for all f1, f2 ∈ GL(2)q.
The modules Ω1GL and Ω
2
GL also have natural involutions, extended from
† in a natural way, namely:
(fdgrs′)
† = dg†rs′f
†
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(fdgrs′ ∧ dgkl′)
† = −dg†kl′ ∧ dg
†
rs′f
†
To get the modules of forms on SL(2)q it is enough to take the quotient
by the appropriate relations:
Ω1SL = Ω
1
GL
/
detq T = 1
d(detq T ) = 0
and Ω2SL = Λ
2(Ω1SL)
Finally, modules of forms on SU(2)q are then defined as the pairs:
ΩkSU = (Ω
k
SL, †), k = 1, 2
It is also important for our purposes to describe the modules of 1- and
2-forms on the extended quantum group S˜L(2)q. To do that, we add the
generators δ and dδ satisfying the relations (written in matrix form):
δdTQ2 = Q2dTδ and dδdTQ2 = −Q2dTdδ
We extend the involution † to Ωk
S˜L
by declaring that (dδ)† = dδ; thus we
have:
Ωk
S˜U
= (Ωk
S˜L
, †), k = 1, 2
Let us now introduce the noncommutative analogue of the Hodge operator
on Ω2GL. This will serve as a model on our Definition of self-dual and anti-
self-dual 2-forms on quantum space-time.
Recall that R12 denotes the R-matrix (12) for GL(2)q. Define:
P+ =
Rˆ12 + p1
p + p−1
and P− =
−Rˆ12 + p
−11
p+ p−1
(40)
Clearly, P+ + P− = 1. Moreover, using the Hecke relations (14), one easily
checks that (P+)2 = P+ and (P−)2 = P−. Now the Hodge ∗-operator is
defined on the generators of Ω2GL by:
∗ dT1 ∧ dT2 =
(
P+ − P−
)
dT1 ∧ dT2 (41)
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2.3 Differential forms on quantum Minkowski space-
time
In analogy with the classical case, we define the module of 1-forms over the
algebra MIq, which we shall denote by Ω
1
MIq
, as the MIq-bimodule generated
by:
dX =
(
dx11′ dx12′
dx21′ dx22′
)
= Q−1δdTQ = QdTδQ−1
Moreover, the generators dxrs′ satisfy the following relations (written in
matrix form):
X1dX2 =
(
Q−11 Q2
)
δT1dT2δ
(
Q1Q
−1
2
)
=
(
Q−11 Q2
)
δR−112 dT2T1R
−1
21 δ
(
Q1Q
−1
2
)
=
=
(
Q−11 Q2R
−1
12 Q2Q
−1
1
)
dX2X1
(
Q−12 Q1R
−1
21 Q1Q
−1
2
)
where R12 is again the matrix (12) and dX2 = 1 ⊗ dX . Thus using the
R-matrix for MIq (33) and defining R
I
21 = Q
−1
1 Q2R21Q
−1
1 Q
2, we obtain:
RI12X1dX2 = dX2X1(R
I
21)
−1 (42)
Similarly, the module of 2-forms Ω2
MIq
, is the MIq-bimodule generated by
dxrs′ ∧ dxkl′ satisfying the relations below (written in matrix form), which
can be deduced from (42):
RI12dX1 ∧ dX2 = −dX2 ∧ dX1(R
I
21)
−1 (43)
where dX1 = dX ⊗ 1.
Performing the same calculations for MJq , we conclude that Ω
1
MJq
and
Ω2
MJq
are the MJq-bimodules generated by dyrs′ and dyrs′ ∧ dykl′, respectively,
satisfying the following relations (written in matrix form):
RJ12Y1dY2 = dY2Y1(R
J
21)
−1 and RJ12dY1 ∧ dY2 = −dY2 ∧ dY1(R
J
21)
−1
(44)
where RJ12 is the R-matrix for M
J
q (34), R
J
21 = Q
−1
2 Q1R21q1Q
−1
2 and
dY =
(
dy11′ dy12′
dy21′ dy22′
)
= Qδ−1dTQ−1 = Q−1dTδ−1Q
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with dY1 = dY ⊗ 1 and dY2 = 1⊗ dY .
We now introduce the concept of anti-self-duality of quantum 2-forms over
the quantum Minkowski space-time. Notice that the matrices RI12, R
I
21 and
RJ12, R
J
21 also satisfy Hecke relations (recall that P denotes the permutation
matrix):
RI12 − (R
I
21)
−1 = (p−1 − p)P and RJ12 − (R
J
21)
−1 = (p−1 − p)P
Moreover, defining RˆI12 = PR
I
12 and Rˆ
J
12 = PR
J
12, we obtain:
(RˆI12)
2 = 1+ (p−1 − p)RˆI12 and (Rˆ
J
12)
2 = 1+ (p−1 − p)RˆJ12 (45)
in analogy with (14). Therefore we can proceed as in the case of G˜L(2)q
discussed above and define the projectors:
P I+ =
RˆI12 + p1
p + p−1
and P I− =
−RˆI12 + p
−11
p+ p−1
P J+ =
RˆJ12 + p1
p + p−1
and P J− =
−RˆJ12 + p
−11
p+ p−1
Now we define the Hodge operator on Ω2
MIq
(in matrix form):
∗dX1 ∧ dX2 =
(
P I+ − P I−
)
dX1 ∧ dX2
Since ∗2 = 1, the module Ω2
MIq
can be decomposed into two submodules
corresponding to eigenvalues ±1. Denote such submodules by Ω2,+
MIq
and Ω2,−
MIq
.
In order to compare with the commutative case, it is instructive to write
down their bases, which are given by the entries of the matrices P I+dX1 ∧
dX2 and P
I−dX1 ∧ dX2. After applying the commutation relations (39), we
conclude that:
Ω2,+
MIq
= MIq〈dx11′ ∧ dx12′ , dx21′ ∧ dx22′ , dx11′ ∧ dx22′ − dx12′ ∧ dx21′〉 (46)
Ω2,−
MIq
= MIq〈dx11′ ∧ dx21′ , dx12′ ∧ dx22′ , dx11′ ∧ dx22′ + dx12′ ∧ dx21′〉 (47)
in complete analogy with the commutative case.
Finally, replacing all the I’s by J’s, we define the Hodge operator on Ω2
MJq
as well:
∗dY1 ∧ dY2 =
(
P J+ − P J−
)
dY1 ∧ dY2
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Connection and curvature Let E be a right MIq-module. In analogy
with the commutative case, a connection on E is a C-linear map:
∇ : E → E ⊗MIq Ω
1
MIq
satisfying the Leibnitz rule:
∇(σf) = σ ⊗ df +∇(σ)f
where f ∈ MIq and σ ∈ E. The connection ∇ also acts on 1-forms, being
defined as the C-linear map:
∇ : E ⊗MIq Ω
1
MIq
→ E ⊗MIq Ω
2
MIq
satisfying:
∇(σ ⊗ ω) = σ ⊗ dω +∇σ ∧ ω
where ω ∈ Ω1
MIq
.
Moreover, two connections ∇ and ∇′ are said to be gauge equivalent if
there is g ∈ AutMIq(E) such that ∇ = g
−1∇′g.
The curvature F∇ is defined by the composition:
E
∇
−→ E ⊗MIq Ω
1
MIq
∇
−→ E ⊗MIq Ω
2
MIq
and it is easy to check that F∇ is actually rightM
I
q-linear. Therefore, F∇ can
be regarded as an element of EndMIq(E)⊗MIq Ω
2
MIq
. Furthermore, if ∇ and ∇′
are gauge equivalent, then there is g ∈ AutMI(E) such that F∇ = g
−1F∇′g.
A connection ∇ is said to be anti-self-dual if F∇ ∈ EndMIq(E)⊗MIq Ω
2,−
MIq
.
Finally, if E is projective (though not necessarily free in this case), any
connection∇ can be encoded into the connection matrixA ∈ EndMIq(⊕
nMIq)⊗MIq
Ω1
MIq
(where n is the rank of E) in the following way. First, we recall the
following basic result from algebra (see e.g. [16]):
Theorem 1 (Dual basis theorem). A finitely generated right R-module
M is projective of rank n if and only if there are elements σk ∈ M and
ρk ∈ M∨ = HomR(M,R) for k = 1, ..., n such that m =
∑
k σkρ
k(m), for any
m ∈M .
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Let {σk, ρ
k} be a dual basis for E, so that any s ∈ E can be written as
s =
∑
k σkρ
k(s); applying the Leibnitz rule, we get:
∇s =
∑
k
(
σk ⊗ d(ρ
k(s)) +∇(σk)ρ
k(s)
)
Thus, as in the commutative case, it is enough to know how ∇ acts on {σk};
we set:
∇σk =
∑
l
σlA
l
k, with A
l
k = ρ
l ⊗ 1(∇σk) ∈ Ω
1
MIq
and we define A as the matrix with entries given by the 1-forms Alk. Clearly,
A depends on the choice of dual basis; changing the dual basis amounts to a
change of gauge for A.
Conversely given a matrix A ∈ EndMIq(⊕
nMIq) ⊗MIq Ω
1
MIq
, we define the
connection:
∇As =
∑
l,k
σk ⊗ d(ρ
k(s)) + σlA
l
kρ
k(s)
3 Construction of quantum instantons
3.1 Classical instantons and the ADHM data
As we mentioned in Introduction, solutions of the classical ASDYM equations
can be constructed from certain linear data, so-called ADHM data. We will
now briefly review some relevant facts regarding this correspondence.
Recall that the ASDYM equation can be defined for a complex vector
bundle E over any four dimensional Riemannian manifoldX , provided with a
connection∇. This connection is said to be anti-self-dual if the corresponding
curvature 2-form F∇ satisfies the equation (∗ is the Hodge operator on 2-
forms):
∗F∇ = −F∇
i.e., if F∇ ∈ End(E)⊗Ω
2,−
X . An ASD connection is usually called an instanton
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if the integral:
c =
1
8π2
∫
X
Tr(F∇ ∧ F∇)
converges. If X is a compact manifold, c is actually an integer, so-called
instanton number or charge, and coincides with the second Chern class of
E. In view of the symmetry between self-dual and anti-self-dual connections
(they only differ by the choice of orientation on X), one can assume without
loss of generality that c > 0. Furthermore, a framing for an instanton on X
at a point p ∈ X is the choice of an isomorphism Ep ≃ C
n, where Ep denotes
the fiber of E at p.
In the celebrated paper [1], Atiyah, Drinfeld, Hitchin and Manin con-
structed a class of ASD connections on the simplest compact four dimen-
sional manifold, namely the four dimensional sphere S4. They also proved
that their construction is complete in the sense that any ASD connection on
S4 is gauge equivalent to a connection constructed by them from a certain
algebraic data that depends on the rank n of the vector bundle E and the
instanton number c.
More precisely, let V and W be Hermitian vector spaces of dimensions
c and n, respectively. The algebraic data of Atiyah, Drinfeld, Hitchin and
Manin consists of four linear operators:
B1, B2 ∈ End(V ), i ∈ Hom(W,V ), j ∈ Hom(V,W ) (48)
satisfying the following linear relations († denotes Hermitian conjugation):
[B1, B2] + ij = 0 (49)
[B1, B
†
1] + [B2, B
†
2] + ii
† − j†j = 0 (50)
plus a regularity condition which we describe below.
The ADHM data admits a natural action of the unitary group U(V ):
g(B1, B2, i, j) = (gB1g
−1, gB2g
−1, gi, jg−1), g ∈ U(V ) (51)
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We say that the ADHM datum (B1, B2, i, j) is regular if its stabilizer subgroup
is trivial. Equivalently, (B1, B2, i, j) is regular if and only if it satisfies the
following two conditions:
• stability: there is no proper subspace S ⊂ V such that Bk(S) ⊂ S
(k = 1, 2) and i(W ) ⊂ S;
• costability: there is no proper subspace S ⊂ V such that Bk(S) ⊂ S
(k = 1, 2) and S ⊂ ker j.
The following lemma is probably well known to the experts:
Lemma 2. Suppose that (B1, B2, i, j) satisfies the ADHM equations (49) and
(50). Then (B1, B2, i, j) is stable if and only if it is also costable.
Proof. If (B1, B2, i, j) is not stable, then by duality on V there is a proper
subspace S⊥ ⊂ V such that B†k(S
⊥) ⊂ S⊥ and S⊥ ⊂ ker i†. So restricting
(50) to S⊥ and taking the trace, we conclude that Tr(j†j|S⊥) = 0. Hence
S⊥ ⊂ ker j, and (B1, B2, i, j) is not costable.
Conversely, (B1, B2, i, j) is not costable, take S
⊥ ⊂ V nonempty such
that B†k(S
⊥) ⊂ S⊥ and S⊥ ⊂ ker j. Restricting (50) to S⊥ and taking the
trace we conclude that Tr(ii†|S⊥) = 0. Hence S
⊥ ⊂ ker i†, and dualizing
equation (49) we see that [B†1, B
†
2]|S⊥ = 0. Thus S is a proper subspace of V
such that Bk(S) ⊂ S and i(W ) ⊂ S, contradicting stability. ✷
We denote the space of regular orbits by:
Mreg(n, c) = {(B1, B2, i, j) | (49), (50)}/U(V ) (52)
The main result of [1] is the following:
Theorem 3. The space Mreg(n, c) is the moduli space of framed instantons
of rank n and charge c on S4. In other words, there is a bijection between
points ofMreg(n, c) and gauge equivalence classes of framed ASD connections
of rank n and charge c.
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3.2 Quantum Haar measure and duality
For later reference, we now explain the notion of duality on free MIq- and
MJq-modules. We also now specialize the formal parameter q to a positive
real number for the remainder of this section.
Recall that a Haar functional on a Hopf algebra A is a linear functional
H : A → C satisfying the following conditions:
• bi-invariance: (H ⊗ 1) ◦∆(a) = (1⊗H) ◦∆(a) = H(a);
• antipode invariance: H(γ(a)) = H(a);
• normalization: H(1) = 1.
Theorem 4. There is a unique Haar functional H on the quantum group
SL(2)q, which induces a positive definite Hermitian form on SU(2)q, namely:
(g1, g2) = H(f
†g), g1, g2 ∈ SL(2)q (53)
Proof. The existence and uniqueness of the Haar functional was established
in [14, 20, 33]. The verification of the fact that H induces a Hermitian form
also can be found in these papers. ✷
Now let U be a finite dimensional Hermitian vector space, and let (·, ·)
denote its Hermitian inner product, which is chosen to be conjugate linear
in the first argument. We define the pairing:
(·, ·) : U ⊗MIq × U ⊗M
I
q → M
I
q
(v1 ⊗ f1, v2 ⊗ f2) = (v1, v2)f
†
1f2 (54)
From a geometrical point of view, the pairing above plays the role of a Her-
mitian metric on a (trivial) vector bundle over the Euclidean R4: the pairing
of two sections of the bundle gives a function on R4.
Proposition 5. The pairing (54) is non-degenerate, i.e.:
(σ, σ) = 0 ⇔ σ = 0
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Proof. We extend the Haar functional to S˜L(2)q as the homomorphism H˜ :
S˜L(2)q → C[δ, δ
−1] such that (n ∈ Z):
H˜(δng) = δnH(g)
Now let {vk} be an orthonormal basis for U , and take σ =
∑
k vk ⊗ fk,
where fk ∈M
I
q; we can assume that fk =
∑
α≥0 δ
αfkα, with fkα ∈ SLq(2).
Then 0 = H˜((σ, σ)) forces, by the non degeneracy of H , fk0 = 0, i.e.
σ = σ1δ, for some σ1. Then 0 = (σ, σ) = δ(σ1, σ1)δ, and (σ1, σ1) = 0 by the
invertibility of δ in S˜Lq(2). By iterating this procedure we get that σ = 0.
✷
Now consider Fl = Ul⊗M
I
q as right M
I
q-modules, where Ul are Hermitian
vector spaces, l = 1, 2. Let F †l denote the set of all maps µ : Fl → M
I
q such
that µ(σx) = µ(σ)x, for all σ ∈ Fl and x ∈M
I
q, with the structure of a right
MIq-module defined by:
(µx)(σ) = x†µ(σ) ∀σ ∈ Fl
By Proposition 5, the map:
Il : Fl −→ F
†
l (55)
σ 7→ (σ, ·)
is injective, and it is easy to see that I must also be surjective. Moreover,
notice that
I(σx) = x†I(σ)
In other words, the map I provides an identification between a free MIq-
module and its dual. In particular, one can also regard † as an involution on
Fl, defined as follows:
(v ⊗ f)† = v ⊗ f † (56)
and it is easy to see that (σx)† = x†σ† (with this equality being understood
in terms of the bimodule structure of the free modules Fl).
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Any map L : F1 → F2 satisfying L(σx) = L(σ)x induces a dual map
L∨ : F †2 → F
†
1 in the usual way:
L∨(ϕ) = ϕ ◦ L
Finally, the identification (55) yields a map L† = I−11 L
∨I2 : F2 → F1 with
the property:
(L†σ1, σ2) = (σ1,Lσ2) σl ∈ Fl
In particular, let us consider L = L⊗x, where L ∈ Hom(U1, U2) and x means
multiplication by x ∈ MIq in the left. Then the definition (54) immediately
implies that L† = L† ⊗ x†.
Proposition 6. If L : F1 → F2 is injective, then
F2 = ImL ⊕ kerL
†
Proof. Since L is injective, it is easy to see that ImL is a free submodule of
F2. Let N ⊂ F2 be such that F2 = ImL ⊕N . Define:
(ImL)0 = {ψ ∈ F †2 | ψ(ν) = 0 ∀ν ∈ ImL}
One can then show that N † ≃ (ImL)0 ≃ kerL∨. The desired decomposition
now follows from the identification N ≃ N †. ✷
3.3 Construction of quantum instantons
First of all, we must explain precisely what we mean by a quantum instanton
on the quantum affine Minkowski space.
Definition. A quantum instanton on SIq is a triple (E,∇, †) consisting of:
• a finitely generated, projective right MIq-module E equipped with an
involution † : E → E satisfying (σx)† = x†σ† for all x ∈ MIq and
σ ∈ E;
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• anti-self-dual connection ∇ : E → E ⊗ Ω1
MIq
which is compatible with
the involution †, i.e. ∇† = †∇.
Quantum instantons on SJq are similarly defined. Moreover, we also define
the notion of consistency between quantum instantons on SIq and S
J
q :
Definition. Quantum instantons (EI,∇I, †I) on S
I
q and (EJ,∇J, †J) on S
J
q
are said to be consistent if:
• there is an isomorphism
Γ : EI[δ
−1]→ EJ[δ] (57)
such that Γ(σf) = Γ(σ)η(f), for all σ ∈ EI[δ
−1] and f ∈MIq[δ
−1];
• ∇JΓ = Γ∇I;
• †JΓ = Γ†I.
Recall that η is the isomorphism MIq[δ
−1] → MJq [δ] described in (30).
Geometrically, the consistency condition means that the quantum instantons
∇I and ∇J coincide in the “intersection” variety M
I
q[δ
−1] ≃ MJq [δ], up to a
gauge transformation.
The goal of this Section is to convert ADHM data into a consistent pair
of quantum instantons, in close analogy with the classical case.
Quantum Instantons on quantum Minkowski space-time As before,
let V , W denote Hermitian vector spaces of dimension c and n, respectively.
Let W˜ = V ⊕ V ⊕W .
Let (B1, B2, i, j) be an ADHM datum, as in (48). We start by considering
the following sequence of free MIq-modules:
V ⊗MIq
αI−→ W˜ ⊗MIq
βI−→ V ⊗MIq
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where the maps αI and βI are given by:
αI =

 B1 ⊗ 1− 1⊗ x21′B2 ⊗ 1− 1⊗ x22′
j ⊗ 1

 (58)
and
βI =
(
−B2 ⊗ 1+ 1⊗ x22′ B1 ⊗ 1− 1⊗ x21′ i⊗ 1
)
(59)
The induced dual maps β†I : V ⊗M
I
q → W˜ ⊗M
I
q and α
†
I : W˜ ⊗M
I
q →
V ⊗MIq are given by:
β†I =

 −B†2 ⊗ 1+ 1⊗ x11′B†1 ⊗ 1+ 1⊗ x12′
i† ⊗ 1

 (60)
and
α†I =
(
B†1 ⊗ 1+ 1⊗ x12′ B
†
2 ⊗ 1− 1⊗ x11′ j
† ⊗ 1
)
(61)
Proposition 7. 1. βIαI = 0 if and only if [B1, B2] + ij = 0.
2. βIβ
†
I = α
†
IαI if and only if [B1, B
†
1] + [B2, B
†
2] + ii
† − j†j = 0.
Proof. It is easy to check that:
βIαI = ([B1, B2] + ij)⊗ 1+ 1⊗ [x22′ , x21′ ]
Since [x22′ , x21′ ] = 0 (see equation (21)), the first statement follows.
Another straightforward calculation reveals that:
βIβ
†
I−α
†
IαI =
(
[B1, B
†
1] + [B2, B
†
2] + ii
† − j†j
)
⊗1+1⊗([x11′ , x22′ ]−[x12′ , x21′ ])
and the second statement follows from equation (22). ✷
Proposition 8. 1. αI is injective.
2. βI is surjective if and only if (B1, B2, i, j) is stable.
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Proof. Let X1 = C[x11′ , x12′ ] and X2 = C[x21′ , x22′ ]. Then M
I
q can be repre-
sented in the following way:
MIq = X1 ⊗ X2/(22), (23)
Clearly, αI and βI can be restricted to maps
V ⊗X2
αI−→ W˜ ⊗X2
βI
−→ V ⊗ X2
It then follows from Nakajima (see [23], lemma 2.7) that αI|X2 is injective
and that βI|X2 is surjective if and only if (B1, B2, i, j) is stable. Since αI =
1X1 ⊗ αI|X2 and βI = 1X1 ⊗ βI|X2 , we conclude that αI is also injective, and
that βI is surjective if and only if (B1, B2, i, j) is stable. ✷
Thus we have the short sequence of free MIq-modules:
0→ V ⊗MIq
αI−→ W˜ ⊗MIq
βI−→ V ⊗MIq → 0 (62)
which is exact on the first and last terms. Its middle cohomology EI =
kerβI/ImαI is then a well defined right M
I
q-module since both βI and αI
are right linear. Clearly EI is torsion-free, since it is a submodule of a free
module; we argue that it is projective.
Furthermore, notice that the pairing (54) also induces a pairing EI×EI →
MIq.
Proposition 9. 1. β†I is injective.
2. α†I is surjective if and only if (B1, B2, i, j) is costable.
Proof. Same argument as Proposition 8, just replacing X2 by X1 and vice-
versa. ✷
Proposition 10. ξI = βIβ
†
I = α
†
IαI is an isomorphism if and only if (B1, B2, i, j)
is stable.
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Proof. Applying Proposition 6 to the map β†I , we get that:
W˜ ⊗MIq = Imβ
†
I ⊕ ker βI (63)
In particular, Imβ†I ∩ ker βI = {0} so that the injectivity of ξI follows from
the injectivity of β†I .
Now if (B1, B2, i, j) is stable then βI is surjective, so given ν ∈ V ⊗M
I
q,
there is µ ∈ W˜ ⊗MIq such that βI(µ) = ν. By the decomposition (63), we
know that µ = µ′ + µ′′ for some µ′ ∈ Imβ†I and µ
′′ ∈ ker βI. Let µ
′ = β†I (ν
′).
Then ν = βI(µ) = βI(µ
′) = βI(β
†
I (ν
′)), hence ξI is also surjective.
Conversely, if (B1, B2, i, j) is not stable, then βI is not surjective, so βIβ
†
I
is not surjective either, and ξI is not an isomorphism. ✷
Now consider the Dirac operator:
DI : W˜ ⊗M
I
q → (V ⊕ V )⊗M
I
q
DI =
(
βI
α†I
)
(64)
Moreover, we define the Laplacian:
ΞI : (V ⊕ V )⊗M
I
q → (V ⊕ V )⊗M
I
q
ΞI = DID
†
I =
(
βIβ
†
I 0
0 α†IαI
)
(65)
Proposition 10 implies that ΞI = ξI1V⊕V and ΞI is an isomorphism too. We
can then define the projection map:
PI : W˜ ⊗M
I
q → EI
PI = 1−D
†
IΞ
−1
I DI (66)
For the next two Propositions, we assume that (B1, B2, i, j) is stable. We
have:
Proposition 11. EI ≃ kerDI. In particular, EI is a projective right M
I
q-
module.
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Proof. Given ψ ∈ kerβI, we show that there is a unique ν ∈ V ⊗M
I
q such
that ψ′ = ψ + αI(ν) ∈ kerDI, i.e. βI(ψ
′) = α†I(ψ
′) = 0. Indeed:
βI(ψ
′) = βIαI(ν) = 0
α†I(ψ
′) = 0⇔ α†I (ψ) = −α
†
IαI(ν)
but ξI = α
†
IαI is an isomorphism, thus ν = ξ
−1
I α
†
I(ψ), as desired.
Finally, it is easy to see that given ν ∈ W˜ ⊗MIq, there are unique ψ ∈
kerDI and ϕ ∈ ImD
†
I such that ν = ψ + ϕ. Indeed, just take ψ = PIν and
ϕ = D†IΞ
−1
I DIν.
In other words, we conclude that EI ⊕ ImD
†
I = W˜ ⊗M
I
q, which implies
that EI is projective as a M
I
q-module. ✷
Note also that EI is finitely generated and has rank n = dimW .
To define the connection, let ιI : EI → W˜ ⊗ M
I
q denote the natural
inclusion and d : MIq → Ω
1
MIq
denote the quantum de Rham operator. We
define ∇I via the composition:
EI
ιI // W˜ ⊗MIq
1⊗d // W˜ ⊗ Ω1
MIq
PI⊗1// EI ⊗MIq Ω
1
MIq
Proposition 12. F∇I is anti-self-dual.
Proof. Note that F∇I = ∇I∇I = PIdPId; therefore given e ∈ EI we have:
F∇Ie = PI
(
d(1−D†IΞ
−1
I DI)de
)
= PI
(
dD†IΞ
−1
I (dDI)e
)
=
= PI
(
(dD†I )Ξ
−1
I (dDI)e+D
†
Id(Ξ
−1
I (dDI)e)
)
=
= PI
(
(dD†I )Ξ
−1
I (dDI)e
)
for PI
(
D†Id(Ξ
−1
I (dDI)e)
)
= 0. Since Ξ−1I = ξ
−1
I 1, we conclude that F∇I is
proportional to dD†I ∧ dDI, as a 2-form.
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It is then a straightforward calculation to show that each entry of dD†I ∧
dDI belongs to Ω
2,−
MIq
; indeed:
dD†I ∧ dDI =

 dx11′ −dx21′dx12′ −dx22′
0 0

 ∧( dx22′ −dx21′ 0
dx12′ −dx11′ 0
)
=
=

 dx11′dx22′ − dx21′dx12′ −dx11′dx21′ + dx21′dx11′ 0dx12′dx22′ − dx22′dx12′ −dx12′dx21′ + dx22′dx11′ 0
0 0 0


Applying the commutation relations (43), we obtain:
dD†I ∧ dDI =

 dx11′dx22′ + dx12′dx21′ −2dx11′dx21′ 02dx12′dx22′ −(dx11′dx22′ + dx12′dx21′) 0
0 0 0


Comparing with (47), we have proved our claim. ✷
Gauge equivalence We show that if (B1, B2, i, j) and (B
′
1, B
′
2, i
′, j′) are
equivalent ADHM data, then the respective pairs (EI,∇I) and (E
′
I,∇
′
I) are
gauge equivalent, in the sense that there is a MIq-isomorphism G : E
′
I → EI
such that ∇′I = G
−1∇IG.
To do that, recall that (B1, B2, i, j) and (B
′
1, B
′
2, i
′, j′) are equivalent if
there exists g ∈ U(V ) such that:
B′k = gBkg
−1, k = 1, 2 i′ = gi j′ = jg−1
Let G ∈ U(W˜ ) be given by g × g × 1W . It is then easy to check that the
following diagram is commutative:
0 // V ⊗MIq
α′
I //
g⊗1

W˜ ⊗MIq
β′
I //
G⊗1

V ⊗MIq //
g⊗1

0
0 // V ⊗MIq
αI // W˜ ⊗MIq
βI // V ⊗MIq // 0
(67)
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Therefore the modules EI = kerβI/ImαI and E
′
I = kerβ
′
I/Imα
′
I are isomorphic;
indeed, it is easy to see that G maps E ′I onto EI (regarded as submodules of
W˜ ⊗MI). We shall also denote by G the induced isomorphism E ′I → EI).
Now denote by ι′I : E
′
I → W˜⊗M
I
q the inclusion and by P
′
I : W˜ ⊗M
I
q → E
′
I
the projection (66). Clearly, ι′I = G
−1ιIG and P
′
I = G
−1PIG. In addition, we
have:
∇′I = P
′
Idι
′
I = G
−1PIGdG
−1ιIG =
= G−1PI
(
GdG−1(ιIG) + dιIG
)
=
= G−1PIdιIG = G
−1∇IG
since G acts as the identity on MIq, so that dG
−1 = 0.
Real structure Dualizing the monad (62) and using the identifications
(V ⊗MIq)
† ≃ V ⊗MIq and (W˜ ⊗M
I
q)
† ≃ W˜ ⊗MIq one obtains:
0→ V ⊗MIq
β†
I→ W˜ ⊗MIq
α†
I→ V ⊗MIq → 0
From Proposition 9, this monad is again exact at the first and last terms.
Let us denote its cohomology by E†I , which also has the structure of a right
MIq-module. Moreover, via the procedure in the proof of Proposition 11, E
†
I
can be identified with the kernel of the map:(
α†I
βI
)
: W˜ ⊗MIq → (V ⊕ V )⊗M
I
q
which is clearly isomorphic to kerDI ≃ EI. Therefore, the involution † :
W˜ ⊗MIq → W˜ ⊗M
I
q induces a map † : EI → EI; the desired property follows
easily from (56). To check the compatibility of † with the connection ∇I,
note that:
∇I(e
†) = PId(e
†) = PI(de)
† = (PIde)
† = (∇Ie)
†
Summing up the work done so far, we have constructed a well-defined
map from the set of equivalence classes of classical ADHM data to the set
of gauge equivalence classes of quantum instantons on quantum Minkowski
space-time MIq, in the sense of Definition 3.3.
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Connection matrix Finally, let us describe the connection matrix asso-
ciated with the connection ∇I given above. To do that, let {σk, ρ
k}rk=1 be a
dual basis for EI. Let also {wk}
r
k=1 be an orthonormal basis for W . These
choices induce a natural map:
Ψ : W ⊗MIq → W˜ ⊗M
I
q
Ψ(wk ⊗ f) = ιI(σk)f
extended by linearity. Then Ψ has the property DI ◦Ψ = 0:
DI ◦Ψ(
∑
k
wk ⊗ fk) = DI(
∑
k
fkι(σk)) =
∑
fkDI(ι(σk)) = 0
The map Ψ is clearly injective, so that Ψ†Ψ : W ⊗MIq → W ⊗M
I
q is an
isomorphism. Moreover, the basis {wk}
r
k=1 can be chosen such that Ψ
†Ψ = 1.
On the other hand, consider the map:
ρ : EI → W ⊗M
I
q
ρ(e) =
∑
k
wk ⊗ ρ
k(e)
Then ρPIΨ = 1, thus ρPI = Ψ
†.
Recalling that the entries of the connection matrix are given by Alk =
ρl ⊗ 1(∇Iσk), we have:
Alk = ρ
l (PIdΨ(wk ⊗ 1))
But the right hand side are just the matrix coefficients of Ψ†dΨ, so that
A = Ψ†dΨ, as in the classical ADHM construction.
Quantum instantons on SJq Consider the monad
0→ V ⊗MJq
αJ→ W˜ ⊗MJq
βJ→ V ⊗MJq → 0 (68)
with the maps:
αJ =

 B1 ⊗ 1− 1⊗ y12′B2 ⊗ 1− 1⊗ y22′
j ⊗ 1


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and
βJ =
(
−B2 ⊗ 1+ 1⊗ y22′ B1 ⊗ 1− 1⊗ y12′ i⊗ 1
)
so that αJ = (1⊗ η)αI(1⊗ η
−1) and βJ = (1⊗ η)βI(1⊗ η
−1)
It is again easy to check that βJαJ = 0, that αJ is injective, and that βJ
is surjective if and only if (B1, B2, i, j) is stable. Thus, the cohomology of
(68), denoted by EJ, is a projective right M
J
q-module. The connection ∇J
and real structure †J : EJ → EJ can be similarly defined, and we obtain a
quantum instanton on MJq.
Consistency If the modules EI and EJ are constructed as above, the con-
sistency map (57) arises in the following way. Consider the diagram:
0 // V ⊗MIq[δ
−1]
αI //
1V ⊗η

W˜ ⊗MIq[δ
−1]
βI //
1
W˜
⊗η

V ⊗MIq[δ
−1] //
1V ⊗η

0
0 // V ⊗MJq [δ]
αJ // W˜ ⊗MJq [δ]
βJ // V ⊗MJq [δ] // 0
(69)
Clearly, the cohomology of the first row is EI[δ
−1], while the cohomology of
the second row is EJ[δ]. Moreover, the diagram is commutative. Therefore,
the isomorphism 1W˜ ⊗ η induces an isomorphism Γ : EI[δ
−1] → EJ[δ], as
required in Definition 3.3.
To establish the consistency between the connections ∇I and ∇J, it is
enough to show that the connection matrices AI and AJ are related via a
gauge transformation on the “intersection algebra” MIq[δ
−1]
η
→ MJq [δ]. In-
deed, fix a trivialization: ΨI of EI such that Ψ
†
IΨI = 1; consider the diagram:
0 //W ⊗MIq[δ
−1]
ΨI //
1V ⊗η

W˜ ⊗MIq[δ
−1]
DI //
1
W˜
⊗η

V ⊗MIq[δ
−1] //
1V ⊗η

0
0 // V ⊗MJq [δ] //____ W˜ ⊗M
J
q [δ]
DJ // V ⊗MJq [δ] // 0
The commutativity of the second square on the above follows from the com-
mutativity of the diagram (69). This means that ΨJ = (1W˜ ⊗η)ΨI(1V ⊗η
−1)
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is a trivialization of EJ. To simplify notation, let us simply use η to denote
1⊗ η. Hence:
AJ = (ηΨIη
−1)†dJ(ηΨIη
−1) = ηΨ†Iη
−1ηdI(ΨIη
−1) =
= η(Ψ†IdIΨI)η
−1 + ηΨ†IΨIdI(η
−1) = ηAIη
−1 + ηdIη
−1
where dI and dJ denote the de Rham operators on MI and MJ, respectively.
In other words, ∇J = Γ∇IΓ
−1. We also used the fact that (η−1)† = η and
that dJη = ηdI.
Finally, recall that †η = η†. Since Γ is induced from η and † is induced
from †, we conclude that indeed: †JΓ = Γ†I.
We sum up the work done in this Section in the following statement,
which motivated the title of this paper:
Theorem 13. There exists a well-defined map from the set of equivalence
classes of regular ADHM data to the moduli space of gauge equivalence classes
of consistent pairs of quantum instantons.
4 Quantum Penrose transform and further
perspectives
4.1 Completeness conjecture and the quantum Pen-
rose transform
As we mentioned in Introduction, we conjecture that all anti-self-dual con-
nections on MIq are gauge equivalent to the ones produced above. In other
words, the map given by Theorem 13 is invertible: given a consistent pair
of quantum instantons, there is an ADHM datum (B1, B2, i, j) such that
the consistent pair can be reconstructed from (B1, B2, i, j) via the procedure
above.
As a consequence of this conjecture, we are able to conclude that the
moduli space of quantum instantons actually coincides with the moduli space
of classical instantons, therefore fully justifying the title of this paper.
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The key ingredient in the proof of the classical version of this conjecture
is Penrose’s twistor diagram (also termed the flat self-duality diagram by
Manin [19]):
F1,2(T)
µ
zzuu
uu
uu
uu
u
ν
&&NN
NN
NN
NN
NN
N
P(T) G2(T) =M
where F1,2(T) denotes the flag manifold of lines within planes in T, a 4-
dimensional complex vector space.
Recall also that the four sphere S4 is naturally embedded into M. It can
be realized as the fixed point set of the following real structure σ on M:
σ(z11′) = z22′ σ(z12′) = −z21′
σ(z21′) = −z12′ σ(z22′) = z11′
σ(D) = D σ(D′) = D′
(70)
Moreover, we observe that even though the affine pieces MI and MJ do not
cover M, all of its real points lie within their union, that is S4 →֒ MI ∪MJ.
We claim that there are q-deformations of G2(T) and F1,2(T) which pro-
vide a correspondence between a q-deformed Grassmannian and the classical
twistor space P(T). Furthermore, our quantum Minkowski space-time MIq is
an affine patch of the q-deformed Grassmannian. Moreover, all relevant non-
commutative varieties can also be obtained from the quantum group GL(4)q
extended by appropriate derivations. However, in the construction below, we
will only use the quantum group SL(2)q enlarged by its corepresentations of
functional dimension 2 and by certain degree operators.
Once these noncommutative varieties are constructed, we hope that our
conjecture will be proved in complete parallel with the classical version.
Quantum Grassmannian Let us now describe the noncommutative va-
riety from which the quantum Minkowski space-time MIq is obtained via
localization. Recall that q is a formal parameter.
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Definition. The quantum compactified, complexified Minkowski space Mp,q
is the associative graded C-algebra generated by z11′ , z12′ , z21′ , z22′ , D,D
′ sat-
isfying the relations (71) to (75) below (p = q±1):
z11′z12′ = z12′z11′ z11′z21′ = z21′z11′
z12′z22′ = z22′z12′ z21′z22′ = z22′z21′
z12′z21′ = z21′z12′
(71)
q−1(z11′z22′ − z12′z21′) = q(z22′z11′ − z12′z21′) (72)
Dz11′ = pq
−1z11′D D
′z11′ = p
−1q−1z11′D
′
Dz12′ = pq
−1z12′D D
′z12′ = p
−1qz12′D
′
Dz21′ = pqz21′D D
′z21′ = p
−1q−1z21′D
′
Dz22′ = pqz22′D D
′z22′ = p
−1qz22′D
′
(73)
p−1DD′ = pD′D (74)
q−1(z11′z22′ − z12′z21′) = p
−1DD′ (75)
The relations (71)-(74) are simply commutation relations, while (75) plays
the role of the quadric (3) that defines M as a subvariety of P5. In other
words, the algebra Mp,q can be regarded as a quantum Grassmannian. Note
also that the relations (71)-(75) can be expressed in R-matrix form.
Furthermore, in analogy with the classical case, it is not difficult to es-
tablish the following:
Proposition 14. The algebras MIq and M
J
q are localizations of Mp,q with
respect to D and D′, respectively, independently on p = q±1. In particular,
xrs′ =
zrs′
D
and yrs′ =
zrs′
D′
Proof. The proof is a straightforward calculation left to the reader. Note only
that the notation
zrs′
D
means c
−1/2
rs′ D
−1zrs′ = c
1/2
rs′ zrs′D
−1 whenever D−1zrs′ =
crs′zij′D
−1 for some constant crs′, and similarly for
zrs′
D′
. ✷
It is also important to note that it follows from the comparison of equa-
tions (73) with equations (19) and (20) that δ2 = D
′
D
.
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In geometric terms, our quantum Minkowski space-time MIq appears as
an affine patch of the quantum Grassmannian Mp,q, thus justifying our Def-
inition.
The quantum 4-sphere Let us define the action of the †-involution on
the generators of Mp,q as follows:
z†11′ = z22′ z
†
12′ = −z21′
z†21′ = −z12′ z
†
22′ = z11′
D† = D D′† = D′
q† = q p† = p
We then extend † to Mp,q by requiring it to be a conjugate linear anti-
homomor-phism. Note that † interchanges the quantum Grassmannians,
i.e. † : Mp,q → Mp−1,q. One easily checks that it is consistent with the
†-involutions previously defined on MIq and M
J
q . Also, comparing with (70),
we see that the map † just defined is the analogue of the real structure σ on
M. Therefore, we propose the following definition.
Definition. The quantum 4-dimensional sphere Sq is the pair of algebras
Mq±1,q equipped with the map † : Mp,q →Mp−1,q:
Sq = (Mq±1,q, †)
Alternative definitions of quantum 4-dimensional spheres have been pro-
posed by several other authors, see in particular [2, 6, 7]. Note however that
Mp,q is a deformation of the algebra of homogeneous coordinates, not of the
algebra of polynomial functions as in the examples discussed in the refer-
ences mentioned above. Our definition is justified by the analogy with the
commutative case and by the construction of quantum instantons on the two
“affine patches” SIq and S
J
q of Sq done in Section 3.
Quantum flag variety Let P denote the projective twistor space P(T); re-
call that the flag variety F = F1,2(T) can be naturally embedded in the prod-
uct P×M by sending the flag [line⊂plane]∈ F to the pair (line,plane)∈ P×M.
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More precisely, let [zk] (k = 1, 2, 1
′, 2′, consistently with the splitting (2)) be
homogeneous coordinates in P; then F can be described as an intersection of
the following quadrics in P×M:
Dz1′ + z1z21′ − z2z11′ = 0 Dz2′ + z1z22′ − z2z12′ = 0 (76)
D′z1 + z2′z11′ − z1′z12′ = 0 D
′z2 + z2′z21′ − z1′z22′ = 0 (77)
Let us now introduce the quantum flag variety that provides a correspon-
dence between the quantum Grassmannian described above and the classical
twistor space. Notice that the coordinate algebra of the projective twistor
space P is simply given by:
P = C[z1, z2, z1′ , z2′ ]h
where the subscript “h” means that P consists only of the homogeneous
polynomials.
Again, the starting point lies in a natural extension of the quantum group
SU(2)q, this time by left and right corepresentations of functional dimension
2. We define left and right corepresentations of GL(2)q as the vector spaces
Lq and Rq of polynomials on two noncommutative variables g1, g2 and g1′, g2′ ,
respectively, satisfying the commutation relations:
g1g2 = q
−1g2g1 (78)
g1′g2′ = q
−1g2′g1′ (79)
The coaction is given by, respectively:
∆L(gr) =
∑
k=1,2
grk′ ⊗ gk (80)
∆R(gs′) =
∑
k=1,2
gk′ ⊗ gks′ (81)
The commutation relations (6) and (7) for the quantum group GL(2)q imply
that ∆L and ∆R are indeed corepresentations (in fact, they are also necessary
conditions).
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We can also regard Lq and Rq as corepresentations of the quantum groups
SL(2)q, G˜L(2)q and S˜L(2)q. Again, we will be primarily interested in S˜L(2)q.
We define the †-involution on the generators of Lq and Rq as follows:
g†1 = g2, g
†
2 = −g1
g†1′ = g2′, g
†
2′ = −g1′
(82)
As before, we extend † to a conjugate linear anti-homomorphisms of Lq and
Rq; see page 11. We also get:
∆L(x
†) = (∆L(x))
†⊗ (∆L(x))
†, and ∆R(y
†) = (∆R(y))
†⊗ (∆R(y))
† (83)
for x ∈ Lq and y ∈ Rq, which means that ∆L and ∆R are well defined as
corepresentations of the quantum groups SU(2)q and S˜U(2)q.
Next, we define the semi-direct product quantum groups (SL(2)q ⋉ Lq)p
and (Rq ⋊ SL(2)q)p as the algebras with the combined generators of SL(2)q
and Lq and SL(2)q and Rq, respectively, satisfying the relations (in R-matrix
form):
p1/2RT1S2 = S2T1 and T1S
′
2 = S
′
2T1Rp
1/2
where R is the R-matrix given in (12) and
S =
(
g1
g2
)
and S ′ =
(
g1′
g2′
)
are the generating matrices for Lq and Rq, respectively, with S2 = 1⊗S, S
′
2 =
1⊗ S ′. We define a comultiplication on (SL(2)q ⋉ Lq)p and (Rq ⋊ SL(2)q)p
by the formulas (8), (80) and (81). Remark that:
Proposition 15. The multiplication and comultiplication in (SL(2)q ⋉Lq)p
and (Rq ⋊ SL(2)q)p are consistent, and they yield a bialgebra structure.
The bialgebras (SL(2)q ⋉Lq)p and (Rq ⋊ SL(2)q)p are quantum versions
of the classical groups SL(2) ⋉ L and R ⋊ SL(2), respectively, where L
and R denote left and right two-dimensional representations of SL(2). It is
well known that these two groups are isomorphic, where the isomorphism is
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given by the identification L ≃ R. It turns out that this isomorphism has
a quantum analogue, and the bialgebras (SL(2)q ⋉ Lq)p and (Rq ⋊ SL(2)q)p
are also isomorphic. The quantum isomorphism κ : (SL(2)q ⋉Lq)p → (Rq ⋊
SL(2)q)p is the identity on SL(2)q and acts in the generators of Lq as follows:
κ(g1) = p
−3/4
(
−q1/2g11′g2′ + q
−1/2g12′g1′
)
κ(g2) = p
−3/4
(
−q1/2g21′g2′ + q
−1/2g22′g1′
)
Therefore we define Fp,q as Rq⋊SL(2)q⋉Lq modulo the equivalence given by
the isomorphism κ. One can compute the following commutation relations:
g1g1′ = p
1/2g1′g1 g2g1′ = p
1/2g1′g2
g1g2′ = p
1/2g2′g1 g2g2′ = p
1/2g2′g2
(84)
We proceed by adjoining two new generators ∂ and ∂′ to Fp,q, and pos-
tulating the following relations (keeping in mind that p = q±1):
∂g11′ = q
−1/2g11′∂ ∂
′g11′ = q
−1/2g11′∂
′
∂g12′ = q
−1/2g12′∂ ∂
′g12′ = q
1/2g12′∂
′
∂g21′ = q
1/2g21′∂ ∂
′g21′ = q
−1/2g21′∂
′
∂g22′ = q
1/2g22′∂ ∂
′g22′ = q
1/2g22′∂
′
(85)
∂g1 = p
1/2q−1/2g1∂ ∂
′g1 = p
1/2g1∂
′
∂g2 = p
−1/2q1/2g2∂ ∂
′g2 = p
1/2g2∂
′
∂g1′ = p
−1/2g1′∂ ∂
′g1′ = p
1/2q−1/2g1′∂
′
∂g2′ = p
−1/2g2′∂ ∂
′g2′ = p
1/2q1/2g2′∂
′
(86)
∂∂′ = p1/2∂′∂ (87)
We denote the extended algebra Fp,q[∂, ∂
′] by F˜p,q; this is the prototype of
our quantum flag variety.
Furthermore, we also define the †-involution on F˜p,q by extending the
†-involutions on S˜L(2)q, Lq and Rq defined on (17) and (82) and declaring:
∂† = ∂ and ∂′† = ∂′ (88)
44
As in the construction of the quantum Minkowski space-time, we intro-
duce a new set of variables zrs′, zk, zk′ in the bialgebra F˜p,q = Fp,q[∂, ∂
′],
related to the original variables grs′, gk, gk′ via:
zrs′
∆
= grs′
zk
∂
= gk
zk′
∂′
= gk′
where ∆ = p1/4∂′∂ = p−1/4∂∂′. The fractions above have the same meaning
as in Proposition 14. We also set:
D = ∂2 D′ = ∂′2
Using relations (85) and (87), one re-obtains the relations (71-75), which
defineMp,q. In other words, the quantum compactified, complexified Minkowski
space Mp,q can be regarded as a subalgebra of the extended quantum group
SL(2)q[∂, ∂
′]. Notice in particular that the quantum quadric (75) is just the
relation detq(T ) = 1 expressed in the new variables zrs′.
Now using relations (86) and (87), it is easy to check that:
z1, z2, z1′z2′ commute with one another (89)
Furthermore, we also obtain:
z1z11′ = z11′z1 z1z12′ = z12′z1
z2z21′ = z21′z2 z2z22′ = z22′z2
z1′z11′ = z11′z1′ z1′z21′ = z21′z1′
z2′z12′ = z12′z2′ z2′z22′ = z22′z2′
(90)
and, keeping in mind that p = q±1:
z1z21′ = pqz21′z1 + (1− pq)z11′z2
z1z22′ = pqz22′z1 + (1− pq)z12′z2
z2z11′ = pq
−1z11′z2 + (1− pq
−1)z21′z1
z2z12′ = pq
−1z22′z2 + (1− pq
−1)z22′z1
z1′z12′ = p
−1qz12′z1′ + (1− p
−1q)z11′z2′
z1′z12′ = p
−1qz22′z1′ + (1− p
−1q)z21′z2′
z2′z11′ = p
−1q−1z11′z2′ + (1− p
−1q−1)z12′z1′
z2′z21′ = p
−1q−1z21′z2′ + (1− p
−1q−1)z22′z1′
(91)
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The commutation relations between the degree operators D and D′ and the
commuting generators z1, z2, z1′ , z2′ are given by:
Dz1 = p
−1q−1z1D D
′z1 = z1D
′
Dz2 = p
−1qz2D D
′z2 = z2D
′
Dz1′ = z1′D D
′z1′ = pq
−1z1′D
′
Dz2′ = z2′D D
′z2′ = pqz2′D
′
(92)
The last set of relations below follows from the identifications induced by
the isomorphism κ and its inverse, and yields the quantum analogues of the
quadrics (76) and (77) defining F as a subvariety of P×M:
Dz1′ = p(z11′z2 − z21′z1)
Dz2′ = p(z12′z2 − z22′z1)
D′z1 = p
−1(−z11′z2′ + z12′z1′)
D′z2 = p
−1(−z21′z2′ + z22′z1′)
(93)
This observation motivates our next definition:
Definition. The quantum flag variety Fp,q is the associative graded C-algebra
with generators z11′ , z12′ , z21′ , z22′ , D,D
′, z1, z2, z1′z2′ satisfying relations (71)-
(75) and (90)-(93) above.
In particular, note that Fp,q can be regarded as a subalgebra of F˜p,q. We
also remark that:
Fp,q = Mp,q ⊗C P/(90)− (93) (94)
in close analogy with the classical case. All the relations (90-93) can also be
expressed in R-matrix form.
Now let
FIq = Fp,q[D
−1]0 ≃M
I
q ⊗ C[z1, z2]h
FJq = Fp,q[D
′−1]0 ≃M
J
q ⊗ C[z1, z2]h
where Fp,q[D
−1] and Fp,q[D
′−1] denote the localization of Fp,q as a Mp,q-
bimodule and the subscript “0” means that we take only the degree zero part
of the localized graded algebra, and the subscript “h” means that only the
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homogeneous polynomials are considered. Geometrically, notice that these
algebras are playing the roles of q-deformations of the “affine” flag varieties
FI = ν−1(MI) = MI × P1 and FJ = ν−1(MJ) = MJ × P1 [31]. To further
justify Definition 4.1 we prove:
Theorem 16. The maps mp,q : P → Fp,q and np,q : Mp,q → Fp,q defined as
identities on the generators are injective homomorphisms. Furthermore, the
multiplication in the associative algebras Mp,q, M
I
p,q, M
J
p,q and Fp,q, F
I
p,q, F
J
p,q
described above is consistent, and they have the same Hilbert polynomials as
their commutative counterparts M, MI, MJ and F, FI, FJ, respectively.
Proof. The statement regarding the maps mp,q and np,q is clear from our
construction, see (94).
For the second part of the Theorem, we must first check the consistency
of multiplication in the algebra Mp,q by embedding it into its localization
Mp,q[D
−1]. The commutation relations (71), (72) and the first column of
(73) allow us to choose a basis in C[zrs′ , D
±1] of the form:
z
n
11′
11′ z
n
12′
12′ z
n
21′
21′ z
n
22′
22′ D
n, with nrs′ ∈ Z+, n ∈ Z (95)
Inverting D in (75) we obtain an expression for D′, and we can check directly
the second column of (73) and relation (74). Thus the basis (95) is in fact
a basis of Mp,q[D
−1], and its Hilbert polynomial coincides with the classical
one.
Next we find the Hilbert polynomial of the algebra Mp,q. Using (75), we
can present an arbitrary element from Mp,q uniquely in the following form:
P0(zrs′) + P1(zrs′ , D)D + P2(zrs′, D
′)D′ (96)
where P0, P1, P2 are polynomials and zrs′ are ordered as in (95). This pre-
sentation coincides with the classical one, and allows to compute explicitly
the Hilbert polynomial of Mp,q.
Similarly, we check the consistency of multiplication in the algebra Fp,q
by embedding it into Fp,q[D
−1]. In addition to the relations used above, we
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use the the first half of the commutation relations (90), (91) and the first
column of (92) to choose a basis in C[zrs′, zk, D
±1] of the form:
z
n
11′
11′ z
n
12′
12′ z
n
21′
21′ z
n
22′
22′ z
n1
1 z
n2
2 D
n, with nrs′, nk ∈ Z+, n ∈ Z (97)
Inverting D in (75) and also in the first half of (93), we obtain expressions
for D′, z1′ and z2′ and check directly all the other relations involving these
three generators, namely the second half of the commutation relations (90),
(91) and the second column of (92). We conclude that the multiplication in
Fp,q[D
−1] is consistent and its basis is given by (97).
Finally, we obtain the Hilbert polynomial of Fp,q by noticing that using
(75) and (93) we can present an arbitrary element of Fp,q uniquely in the
form
P0(zrs′, zk, zk′) + P1(zrs′ , zk, D)D + P2(zrs′, zk′, D
′)D′ (98)
where P0, P1, P2 are polynomials and zrs′, zk, zk′ are ordered as in (97). Again
this presentation coincides with the classical one, and yields an explicit for-
mula for the Hilbert polynomial of Fp,q.
Alternatively, one could also check the consistency of multiplication more
efficiently using the R-matrix formulation. ✷
Summing up, we have constructed noncommutative varieties Mp,q and
Fp,q, thought as quantum deformations of M and F, and injective morphisms
mp,q and np,q fitting into the following diagram:
Fp,q
P
mp,q
>>}}}}}}}}
Mp,q
np,q
bbEEEEEEEE
(99)
where P is just the commutative projective 3-space. In analogy with the
classical case, diagram (99) will be called the quantum twistor diagram.
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Furthermore, we also have the quantum local twistor diagrams:
FIq
PI
@@        
MIq
__????????
FJq
PJ
??        
MJq
__????????
(100)
where
PI = C[z1, z2, x11′z2 − x21′z1, x12′z2 − x22′z1]h
PJ = C[y12′z1′ − y11′z2′ , y22′z1′ − y21′z2′ , z1′, z2′ ]h
as commutative subalgebras of FIq and F
J
q , respectively. Notice that P
I and
PJ are exactly the coordinate algebras of µ(ν−1(MI)) and µ(ν−1(MJ)), the
“affine” twistor spaces [31].
It is also clear from our construction that the quantum twistor diagram
(99) comes with a real structure defined by the † involutions on Fp,q and Mp,q
defined above, acting on the generators of P as follows:
z†1 = z2 z
†
2 = −z1 z
†
1′ = z2′ z
†
2′ = −z1′
After rewriting the classical Penrose transform in algebraic terms, we
can use the quantum twistor diagrams (99) and (100) to transform quan-
tum objects (solutions of the quantum ASDYM equation) into classical ones
(holomorphic bundles with a real structure). This is the strategy for the
proof of our completeness conjecture, and a topic for a future paper.
4.2 Remarks on roots of unity and representation the-
ory
In our construction of quantum instantons, we have specialized the formal
parameter q to a positive real number. Thus it is natural to ask what happens
if we consider other specializations. Since our construction is deeply related
with the behaviour of the Haar functional on the quantum group SL(2)q, we
expect that our results remain valid for all specializations of q for which the
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Haar functional has a similar structure, namely for any complex q that is not
a root of unity.
It is an interesting problem to obtain a modified ADHM data for any
given root of unity, and then describe the corresponding moduli space of
quantum instantons in terms of this data. We expect that such description
will be given by certain quiver varieties.
Moreover, equivariant anti-self-dual connections on R4 has long been a
topic of intense research. In particular, instantons on the quotient spaces
C2/Γ, where Γ is a finite subgroup of SU(2), and on their desingularizations
(known as ALE spaces) have been studied by Kronheimer and Nakajima in
[15, 25]. The moduli spaces of instantons on ALE spaces play a fundamental
role on Nakajima’s construction of representations of affine Lie algebras [24].
To obtain a quantum analogue of this construction, we first need to de-
scribe “finite subgroups” of SU(2)q. This turns out to be a deep problem,
recently solved by Ostrik [27], though only at the level of representation
categories. The resulting classification, as in the classical case, is given by
Dynkin diagrams of ADE type. This suggests that the corresponding moduli
spaces of quantum instantons might shed a new light at Nakajima’s quiver
varieties and his results on representation theory.
We would also like to notice the similarities between the deformation of
the representation theory for SU(2) (as well as other compact simple Lie
groups) and the deformation of instanton theory presented in this paper. As
it is well known, the classification of irreducible corepresentations of the quan-
tum group SU(2)q, the behaviour of the Haar functional, the decomposition
of their tensor products, etc, is the same as in the classical, non-deformed
case if q is not a root of unity, see [4].
The anti-self-duality condition can be viewed as half of the relations nec-
essary to determine a representation of the quantum group SU(2)q, and we
also obtain a classification identical to the non-deformed case. Tensor prod-
ucts of representations of quantum groups correspond in our context to the
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composition of instantons of different ranks, and again we expect it not to
depend on the quantization parameter, if it is not a root of unity.
4.3 Further perspectives
It is well known that the Penrose transform can be used to obtain solutions
not only of the ASDYM equation, but also of a variety of other differential
equations on Minkowski space-time [31]. One can then expect to define the
quantum analogue of such equations in a way that our proposed quantum
Penrose transform still yields the same result for generic q.
The most basic class of examples are the massless free field equations,
which includes the wave, Dirac and Maxwell equations. In particular, the
polynomial solutions to the wave equation on MI are given by the matrix
coefficients of irreducible representations of SU(2). Thus the appropriate
quantum wave equation should have solutions on MIq given by the matrix
coefficients of representations of the quantum group SU(2)q, and a similar
relation should also be true for the higher spin equations.
Moreover, the wave equation for the anti-self-dual connection plays a
prominent role in the proof of completeness of instantons [19] and its solu-
tions correspond, via Penrose transform, to certain sheaf cohomology classes
defined over P(T). We expect that all this structure will be preserved under
our quantum deformation of the twistor diagram, leading to a proof of our
completeness conjecture.
Finally, we cannot avoid to mention another remarkable noncommuta-
tive deformation of instantons discovered by Nekrasov and Schwarz [26].
The moduli spaces of such noncommutative instantons can be regarded as
a smooth compactification of the classical ADHM data, though the relation
with the latter is not as straightforward as in our case [22].
A version of the Penrose transform for the Nekrasov-Schwarz noncommu-
tative instantons has been discussed in [12]. Also, it has been observed in
[17] that the factorization of the noncommutative Minkowski space by a fi-
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nite subgroup Γ →֒ SU(2) in the Nekrasov-Schwarz setting yields the smooth
varieties previously introduced by Nakajima [24].
It is an interesting and challenging problem to obtain a natural compact-
ification of the moduli spaces of quantum instantons by considering a more
general type of MIq-modules than those considered here, and then compare
with the smooth compactification appearing in the Nekrasov-Schwarz ap-
proach. This might lead to a further extension of our understanding of the
mathematical structure of space-time.
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