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Introduction générale
1. Les concepts de symétrie et d’invariance sont très importants dans les théories physiques modernes.
L’étude des symétries est liée à la notion algébrique de groupes en mathématiques. En effet, les
transformations de symétrie qui agissent sur un système forment un ensemble muni de la loi de
composition vérifiant les axiomes d’un groupe.
Les origines de la théorie des groupes remontent au XIXème siècle. Très rapidement, la théorie des
groupes s’est développée et s’est avérée être connectée avec de nombreux domaines des mathématiques
(algèbre, géométrie, théorie des nombres, etc). A la suite de ses nombreux développements, la théorie
des groupes a mené à la définition de diverses structures algébriques, qui sont maintenant grandement
étudiées et utilisées ; citons les groupes et algèbres de Lie (et toute la théorie, dite de Lie, qui s’en suit,
qui est d’une grande importance, par exemple, pour les théories de jauge en physique), les algèbres
associatives, les supergroupes et superalgèbres de Lie, et également les groupes quantiques (ou plus
généralement les algèbres de Hopf).
La théorie des représentations d’un groupe, ou d’une structure algébrique associative, étudie les
possibilités de "représenter" les éléments du groupe par des matrices, de telle sorte que la multiplication
du groupe devienne la multiplication des matrices. Cela permet d’utiliser, dans l’étude des structures
algébriques, les outils de l’algèbre linéaire. De plus, dans les applications en physique, une structure
algébrique abstraite (comme un groupe de symétrie) intervient très souvent par l’intermédiaire de son
action sur un espace, c’est-à-dire au travers de ses représentations.
2. Un objet fondamental, qui est apparu dès le début de la théorie des groupes, est le groupe symé-
trique. Le groupe symétrique Sn est le groupe formé par toutes les permutations d’un ensemble à n
éléments. L’ensemble des groupes symétriques forment une chaîne ascendante de groupes
S0 ⊂ S1 ⊂ . . . Sn ⊂ . . . , (0.1)
c’est-à-dire que pour tout entier naturel k, le groupe Sk est un sous-groupe du groupe Sk+1 ; plus
précisément, le sous-groupe Sk de Sk+1 est formé par les permutations d’un ensemble à k+1 éléments
qui laissent fixe le (k+1)-ème élément. L’étude des groupes symétriques a été le point de départ
de la théorie combinatoire des groupes. Les objets combinatoires qui apparaissent dans la théorie des
représentations des groupes symétriques sont les partitions (ou, de manière équivalente, les diagrammes
de Young) et les tableaux de Young.
L’algèbre de Hecke de type A, notée Hn(q), est une déformation à un paramètre q de l’algèbre
du groupe symétrique Sn. L’algèbre de Hecke de type A joue un rôle important dans de nombreux
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domaines : nous mentionnons juste la théorie des noeuds, la dualité de Schur-Weyl pour le groupe
linéaire quantique ; la théorie des représentations de l’algèbre de Hecke Hn(q), où q est une racine de
l’unité (pour une valeur générique du paramètre q, l’algèbre de Hecke est isomorphe à l’algèbre du
groupe symétrique Sn), est reliée à la théorie des représentations modulaires du groupe symétrique.
Les algèbres de Hecke forment une chaîne d’algèbres
H0(q) ⊂ H1(q) ⊂ . . . Hn(q) ⊂ . . . .
(La définition que nous utilisons de chaînes d’algèbres ou de groupes, dont nous venons de donner
deux exemples, sera rappelée dans le premier chapitre.)
La principale relation intervenant dans la définition de l’algèbre de Hecke (et qui est aussi présente
au niveau des groupes symétriques) est la relation d’Artin, qui est très liée avec l’équation de Yang–
Baxter. L’équation de Yang–Baxter a suscité de nombreux travaux et intervient dans les modèles
statistiques, et plus généralement dans la physique en 2 dimensions [29], dans le groupe des tresses,
dans la théorie des noeuds et de leurs invariants [55, 58], dans les systèmes intégrables [55], etc. Elle a
contribué à la découverte des groupes quantiques qui sont, d’un certain point de vue parmi beaucoup
d’autres, des "machines" à produire des solutions de l’équation de Yang–Baxter [13, 24, 28, 39, 51, 58,
60, 83]. Cette équation a été formulée indépendamment par Yang et par Baxter.
L’équation de Yang–Baxter apparaît comme condition de factorisabilité de la matrice S (la matrice
de diffusion) dans un modèle de particules relativistes à 1 + 1 dimensions, i.e. sur une droite [108]
(voir aussi e.g. [29, 39]). La factorisabilité signifie que tout évènement peut se décomposer en séquence
d’évènements n’impliquant que deux particules. L’équation de Yang–Baxter peut être représentée
graphiquement :
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Dans la figure ci-dessus, chaque ligne représente une particule, le temps s’écoule de bas en haut
et chaque intersection représente une interaction entre deux particules. En terme de la matrice de
diffusion pour deux particules, notée R, l’équation représentée ci-dessus est :
R12R13R23 = R23R13R12,
où la notation R12 signifie que R agit sur les espaces correspondant aux particules 1 et 2, et ainsi de
suite pour R13 et R23 (pour simplifier, on a omis les paramètres spectraux). L’équation ci-dessus est
l’équation de Yang–Baxter.
Dans les travaux de Baxter [5], l’équation apparaît dans les systèmes statistiques à 2 dimensions
(spatiales), dits vertex models. Prenons un réseau rectangulaire. En chaque sommet du réseau, l’énergie
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dépend de l’état des 4 arêtes qui s’y joignent, les états étant labellisés par un indice discret (par exemple
deux états : spin up ou spin down). Les coefficients de la matrice R sont reliés aux différents poids
de Boltzmann associés à chaque possibilité pour un sommet. Ici, l’équation de Yang–Baxter pour la
matrice R est une condition qui permet de diagonaliser la matrice de transfert, et ainsi de calculer la
fonction de partition du système (voir par exemple [55]) dans la limite thermodynamique.
Une autre équation, qui joue un rôle similaire à celui de l’équation de Yang–Baxter, a été découverte
et a donné lieu à de nombreuses études. C’est l’équation dite équation de réflexion. Comme nous l’avons
déjà dit, la relation d’Artin apparait dans le groupe de tresses usuel ; quand on rajoute d’une certaine
manière l’équation de réflexion, on obtient le groupe de tresses affine 1. La structure algébrique associée
à cette équation est appelée une algèbre de réflexion [63].
L’équation de réflexion apparaît aussi dans les modèles de particules relativistes à 1+1 dimensions,
mais cette fois-ci lorsqu’on considère la diffusion sur une demi-droite, voir [14, 39, 63]. En plus de la
matrice R de diffusion pour les évènements à 2 particules, il existe aussi une matrice de diffusion K
pour l’interaction entre une particule et le bord de la demi-droite. La condition de factorisabilité pour
la matrice de diffusion, en plus de l’équation de Yang–Baxter pour la matrice R, est représentée ainsi
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Dans la figure ci-dessus, les lignes 1 et 2 représentent des particules et la ligne verticale épaisse
représente le bord. Le temps s’écoule de bas en haut et chaque intersection représente soit une interac-
tion entre deux particules, soit une interaction entre une particule et le bord. L’équation représentée
graphiquement ci-dessus est :
K1R12K2R21 = R12K2R21K1,
où K1 (respectivement, K2) intervient pour l’interaction de la particule 1 (respectivement, 2) avec le
bord. Cette équation est l’équation de réflexion (pour simplifier, on a omis les paramètres spectraux).
3. En plus de l’algèbre de Hecke de type A, une autre algèbre de Hecke est naturellement associée
au groupe symétrique ; c’est l’algèbre de Hecke affine de type A. La principale relation qui est ajoutée
1. Dans le groupe de tresses usuel, les générateurs correspondant au tressage de deux brins voisins satisfont à la
relation d’Artin. Le groupe de tresses affine est formé à partir du groupe de tresses usuel, en rajoutant une barre fixe
à côté du premier brin autour de laquelle ce brin peut venir s’enrouler ; le générateur correspondant au tressage des
deux premiers brins et le générateur correspondant à l’enroulement du premier brin autour de la barre fixe satisfont à
l’équation de réflexion.
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dans la définition de l’algèbre de Hecke affine de type A, et qui gouverne la commutativité des éléments
appelés éléments de Jucys–Murphy (voir plus bas) est l’équation de réflexion. Les éléments de Jucys–
Murphy et l’équation de réflexion apparaissent dans beaucoup d’applications : la diffusion sur une
demi-droite [14], la théorie des noeuds sur le tore (voir, e.g., [64] et les références à l’intérieur), le
complexe standard et les opérateurs BRST pour les algèbres de Lie quantiques [31, 47], les intégrales
matricielles [110], l’algèbre multilinéaire quantique [48], la construction de l’espace de Minkowski
quantique [23, 85], les versions quantiques des isomorphismes accidentels [50], etc.
Les algèbres de Hecke affines ont été introduites dans le cadre de l’étude des groupes p-adiques
[49], puis ont donné lieu à beaucoup de travaux [1, 3, 6, 93, 99, 109], en raison de leurs nombreuses
applications, par exemple dans l’étude des polynômes symétriques et leurs généralisations [68] (dans
ce cadre, des algèbres de Hecke doublement affines ont aussi été introduites par I. Cherednik [17]).
L’algèbre de Hecke affine de type A et sa théorie des représentations trouve également des applications
dans la construction de systèmes intégrables, basés sur les chaînes de spin avec un bord [45].
L’algèbre de Hecke affine de type A contient un large sous-ensemble commutatif engendré par les
éléments de Jucys–Murphy 2. Il existe un homomorphisme surjectif de l’algèbre de Hecke affine de type
A vers l’algèbre de Hecke Hn(q) de type A. Les images des éléments de Jucys–Murphy de l’algèbre de
Hecke affine par cet homomorphisme sont les éléments de Jucys–Murphy pour Hn(q) et engendrent
un ensemble commutatif maximal dans Hn(q). La limite classique (de Hn(q) dans l’algèbre de groupe
CSn du groupe symétrique) de ces éléments sont les éléments de Jucys–Murphy usuels du groupe
symétrique ; ils engendrent un ensemble commutatif maximal dans CSn.
Dans [86], Okounkov et Vershik ont développé une approche inductive pour la théorie des repré-
sentations de la chaîne des groupes symétriques. Dans le cadre de cette approche, la description des
représentations irréductibles, le graphe de Young et la forme orthogonale de Young proviennent de
l’étude du spectre de la famille des éléments de Jucys–Murphy de l’algèbre de groupe CSn. Cette
approche a ensuite été généralisée avec succès aux représentations projectives du groupe symétrique
[96], au produit en couronne G ≀ Sn d’un groupe fini arbitraire G par le groupe symétrique [87], aux
algèbres de Hecke de type A [44] et aux algèbres de Birman-Murakami-Wenzl de type A [46].
Le groupe symétrique Sn est un cas particulier de groupe de Coxeter fini. Les groupes de Coxeter
sont une abstraction des groupes engendrés par des réflexions dans un espace euclidien [19]. Les groupes
de Coxeter finis (dont les groupes symétriques font partie) coïncident exactement avec les groupes
de réflexions finis d’un espace euclidien [20, 37]. Un analogue de l’algèbre de Hecke (et du groupe de
tresses) existe pour tout groupe de Coxeter, et également pour tout groupe de réflexions complexe. Les
groupes de réflexions complexes généralisent les groupes de Coxeter au cas des pseudo-réflexions (les
transformations non-triviales qui fixent point par point un hyperplan d’un espace vectoriel complexe),
et la liste complète des groupes de réflexions complexes finis et irréductibles consiste en la série
de groupes notés G(m, p, n), où m, p, n sont des entiers positifs tels que p divise m, et 34 groupes
exceptionnels [95], voir aussi [11].
L’algèbre de Hecke, notée H(m, 1, n), du groupe de réflexions complexe G(m, 1, n) est appelée
2. Les éléments de Jucys–Murphy sont historiquement des éléments de l’algèbre du groupe symétrique. Leurs géné-
ralisations pour différentes algèbres sont également appelés éléments de Jucys–Murphy.
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l’algèbre de Hecke cyclotomique (ou aussi algèbre de Ariki-Koike), et est apparue indépendamment
dans [4, 10, 16]. L’algèbre H(m, 1, n) est un quotient de l’algèbre de Hecke affine de type A, et hérite
des éléments de Jucys–Murphy. C’est le premier objectif de cette thèse que de généraliser l’approche
de Okounkov et Vershik pour le groupe symétrique à la théorie des représentations de la chaîne des
algèbres de Hecke cyclotomiques H(m, 1, n) (plus bas, nous décrivons plus en détail les résultats
obtenus).
4. Une algèbre semisimple de dimension finie (par exemple, l’algèbre sur le corps C des nombres com-
plexes d’un groupe fini, ou les algèbres de Hecke génériques associées aux groupes de réflexions finis)
est isomorphe à une somme directe d’algèbres matricielles, la somme portant sur les représentations
irréductibles non-isomorphes deux à deux de l’algèbre. Il y a donc, dans l’algèbre, un projecteur cano-
nique associé à chaque représentation irréductible, qui projette sur l’algèbre matricielle correspondant
à la représentation. De plus, si on fixe une base dans chaque représentation irréductible, il existe, pour
chaque vecteur de base de chaque représentation irréductible, un projecteur qui projette sur la droite
engendrée par ce vecteur. L’ensemble de ces projecteurs forme un ensemble complet d’idempotents
primitifs orthogonaux deux à deux. Si on note {pi}i=1,...,k l’ensemble de ces projecteurs (l’entier k est
la somme des dimensions des représentations irréductibles), cela signifie que
k∑
i=1
pi = 1 et pipj = δi,jpi pour tout i, j = 1, . . . , k,
où l’élément 1 est l’élément neutre de l’algèbre et δi,j est le delta de Kronecker ; de plus, aucun pi ne
peut se décomposer en une somme de deux projecteurs orthogonaux.
Dans [57], une construction d’un système complet d’idempotents primitifs orthogonaux deux à
deux de l’algèbre du groupe symétrique a été donnée ; la construction, appelée maintenant procédure
de fusion, met en jeu une fonction rationnelle à plusieurs variables, et les idempotents sont obtenus
en prenant certaines valeurs limites de cette fonction. Nous renvoyons à [15, 32, 35, 53, 79, 80, 82]
pour différents aspects et applications de la procédure de fusion pour le groupe symétrique. Il existe
des analogues de la procédure de fusion pour l’algèbre de Hecke de type A [33, 81], et pour l’extension
spinorielle du groupe symétrique [54, 78] (voir [56] pour son q-analogue).
Dans la version de la procédure de fusion pour le groupe symétrique donnée dans [75], les idem-
potents sont obtenus par évaluations consécutives d’une fonction rationnelle. Un analogue de cette
procédure de fusion existe pour l’algèbre de Hecke de type A [41], l’algèbre de Brauer [40, 42] et
l’algèbre de Birman–Murakami–Wenzl de type A [43]. La fonction rationnelle utilisée pour le groupe
symétrique [75] et pour l’algèbre de Hecke de type A [41] est construite de la façon suivante. Il faut
prendre l’élément le plus long dans le groupe symétrique 3 (respectivement, dans l’algèbre de Hecke de
type A), et remplacer chaque générateur intervenant dans son expression par sa version "Baxterisée".
La Baxterisation est un procédé consistant à construire une solution de l’équation de Yang–Baxter
avec paramètre spectral à partir d’une solution de l’équation de Yang–Baxter sans paramètre spectral.
3. L’élément le plus long est bien défini pour tout groupe de Coxeter fini. Cet élément a beaucoup de propriétés
algébriques et géométriques remarquables.
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Le terme fusion est à l’origine utilisé pour désigner un procédé permettant de construire de nou-
velles solutions de l’équation de Yang–Baxter (i.e. des matrices R) à partir d’anciennes (voir par
exemple [52, 61, 62]). Il s’avère que la combinaison des générateurs Baxterisés dans la fonction ration-
nelle utilisée pour le groupe symétrique (ou l’algèbre de Hecke de type A) reproduit la combinaison
des solutions de l’équation de Yang–Baxter utilisée dans la procédure de fusion pour les matrices R.
La procédure de fusion pour les matrices R peut être décrite par une figure dans le même esprit que
les figures dessinées ci-dessus. La nouvelle matrice R "fusionnée" est reliée au processus d’interaction
de plusieurs particules avec plusieurs particules (alors que l’ancienne matrice R, voir figure plus haut,
correspondait à l’interaction de 1 seule particule avec 1 seule autre). Nous donnons l’exemple de deux
particules avec deux particules :
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La combinaison d’anciennes matrices R correspondant à la figure ci-dessus est (pour simplifier,
nous omettons encore les paramètres spectraux) :
R12R13R14R23R24R34 .
L’opérateur obtenu est une nouvelle matrice R (i.e. une nouvelle solution de l’équation de Yang–
Baxter). L’expression ci-dessus peut être traduite en une écriture de l’élément le plus long du groupe
symétrique S4 (ou de l’algèbre de Hecke associée) en termes des générateurs standards.
La procédure de fusion existe également pour les solutions de l’équation de réflexion [63, 71, 107].
Nous en donnons la représentation graphique pour deux particules, puis trois particules, qui arrivent
sur le bord :
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La combinaison des anciennes matrices R et K correspondant aux deux figures ci-dessus sont (pour
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simplifier, nous omettons encore les paramètres spectraux), respectivement :
K1R12K2R21 et K1R12K2R21R23R13K3R31R32 .
Les opérateurs obtenus sont de nouvelles solutions de l’équation de réflexion.
Pour le groupe de réflexions complexe G(m, 1, n) et l’algèbre de Hecke cyclotomique H(m, 1, n),
il n’existe pas la notion d’élément le plus long comme dans les groupes de Coxeter finis. Néanmoins,
étant donnés un ensemble de générateurs et une forme normale pour les éléments du groupe G(m, 1, n)
(respectivement, une base de H(m, 1, n)), nous pouvons considérer les éléments de cette forme normale
qui ont l’écriture la plus longue en termes des générateurs. Nous avons construit dans cette thèse une
forme normale pour les éléments du groupe G(m, 1, n), et nous avons généralisé ce résultat en une
base de H(m, 1, n). Cette base a plusieurs applications intéressantes (nous y reviendrons plus tard),
et elle possède un élément le plus long dans un certain sens.
Lorsque l’on prend l’expression de l’élément le plus long de la base en termes des générateurs de
H(m, 1, n), on obtient une combinaison de générateurs qui reproduit les expressions obtenues avec la
procédure de fusion pour l’équation de réflexion (voir les deux exemples ci-dessus).
Nous montrons dans cette thèse qu’un ensemble complet d’idempotents primitifs orthogonaux deux
à deux de l’algèbre du groupe G(m, 1, n) et de l’algèbre de Hecke cyclotomique H(m, 1, n) peuvent être
obtenus par évaluations consécutives d’une fonction rationnelle ; cette fonction rationnelle est obtenue
en Baxterisant certains générateurs dans l’expression, sous la forme normale obtenue auparavant, de
l’élément le plus long. Ces résultats semblent reliés à la procédure de fusion pour l’équation de réflexion,
de la même manière que la procédure de fusion du groupe symétrique et de l’algèbre de Hecke de type
A est reliée à la procédure de fusion pour l’équation de Yang–Baxter.
Notons qu’il existe un procédé de Baxterisation pour l’équation de réflexion, c’est-à-dire un procédé
consistant à construire une solution de l’équation de réflexion avec paramètre spectral à partir d’une
solution de l’équation de réflexion sans paramètre spectral, dans le cadre des algèbres de Hecke et des
algèbres de Birman-Murakami-Wenzl [45]. Mais, et c’est peut-être surprenant, la solution Baxterisée
de l’équation de réflexion n’intervient pas dans la procédure de fusion construite ici pour l’algèbre de
Hecke cyclotomique.
La base, différente de celles obtenues dans [4, 8], de l’algèbre H(m, 1, n) présentée ici a plusieurs
applications intéressantes (notons qu’une base semblable est étudiée dans [64], mais cette étude s’ap-
puie sur la base présentée dans [4], et donc sur la théorie des représentations). Tout d’abord, nous
n’utilisons pas la théorie des représentations dans la démonstration, ce qui donne une preuve de la
platitude de la déformation indépendante de la théorie des représentations. Ensuite, cette base est,
par construction, bien adaptée à la structure de chaîne des algèbres H(m, 1, n) ; elle permet d’écrire
explicitement les matrices des générateurs pour les représentations de l’algèbre H(m, 1, n) induites par
rapport à H(m, 1, n − 1) (en particulier, nous donnons un analogue de la représentation de Burau).
Enfin, nous définissons une forme linéaire sur les éléments de base, que nous prouvons, par un calcul
explicite, être centrale. Ces résultats fournissent une description, différente de celle dans [8], d’une
forme symétrisante sur l’algèbre de Hecke cyclotomique.
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5. Une autre chaîne de groupes est associée naturellement à la chaîne des groupes symétriques ;
c’est la chaîne des groupes alternés. Pour tout groupe de Coxeter, il existe un sous-groupe d’indice 2
appelé le sous-groupe alterné, formé par les éléments qui s’écrivent comme produit d’un nombre pair
de générateurs standards. Dans le cas des groupes de Coxeter finis (qui coïncident avec les groupes de
réflexions finis), le sous-groupe alterné est le sous-groupe des rotations. Pour le groupe symétrique Sn,
le sous-groupe alterné A+n−1
4 est le sous-groupe des permutations paires, c’est-à-dire des permutations
qui s’écrivent comme produit d’un nombre pair de transpositions. Les groupes alternés (de type A)
forment une chaîne de groupes
A+0 ⊂ A
+
1 ⊂ A
+
2 ⊂ · · · ⊂ A
+
n ⊂ . . . ,
qui peut être vue comme une sous-chaîne de la chaîne des groupes symétriques.
La théorie des représentations des groupes alternés de type A est bien connue, car A+n−1 est un
sous-groupe d’indice 2 de Sn. Néanmoins, une approche inductive et indépendante, à la Okounkov-
Vershik, pour la théorie des représentations de cette chaîne de groupes n’existe pas pour l’instant,
comme cela a été noté dans [96]. Les propriétés de la chaîne des groupes symétriques qui entrainent
la commutativité des éléments de Jucys–Murphy, et qui permettent d’utiliser une approche inductive,
sont les propriétés de localité et de stationnarité de la présentation standard (de Artin) de la chaîne ;
voir chapitre I pour les définitions précises. Ces propriétés (qui peuvent être affaiblies, par exemple,
la stationnarité remplacée par la stationnarité retardée) sont un ingrédient essentiel dans l’approche
de Okounkov et Vershik pour la théorie des représentations des groupes symétriques.
Il existe une présentation par générateurs et relations pour le sous-groupe alterné de tout groupe
de Coxeter, donnée comme un exercice par Bourbaki [7, 9]. Pour cette présentation, on doit choisir
arbitrairement un sommet du graphe de Coxeter, et les générateurs sont ensuite indexés par les autres
sommets du graphe. La présentation dépend en général du choix du sommet distingué.
Dans cette thèse, nous donnons une nouvelle présentation des groupes alternés de tous les groupes
de Coxeter. Dans le cas où le graphe de Coxeter est connexe (c’est-à-dire, le groupe de Coxeter associé
est irréductible), les générateurs sont indexés par les arêtes du graphe de Coxeter et aucun sommet
n’est distingué. Dans le cas où le graphe de Coxeter n’est pas connexe, nous fixons une extension
connexe de ce graphe en rajoutant des arêtes "virtuelles". Les générateurs sont indexés par les arêtes
et les arêtes virtuelles. Pour le type A, cette présentation de la chaîne des groupes alternés est locale
et stationnaire (une présentation semblable, mais légèrement différente a été obtenue seulement pour
le type A dans [101]). Pour les types B et D, cette présentation de la chaîne des groupes alternés est
locale et stationnaire retardée.
La présentation à la Bourbaki et notre présentation avec les arêtes du graphe de Coxeter sont
ensuite généralisées à plusieurs structures reliées aux groupes alternés : les extensions spinorielles, les
algèbres de Hecke alternées et les sous-groupes alternés des groupes de tresses.
Les extensions spinorielles des groupes alternés sont des extensions centrales. Dans le cas des
groupes alternés des groupes de Coxeter finis et affines, ces extensions dérivent des extensions spino-
4. La notation A+n−1, qui est celle qui sera utilisée dans la thèse, vient du fait que le groupe symétrique Sn est
isomorphe au groupe de Coxeter de type A et de rang n− 1, noté An−1.
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rielles des groupes de rotations SO(n), et sont non-triviales [76]. Notons que l’étude de ces extensions
centrales est reliée à l’étude des représentations projectives des groupes alternés.
La notion de groupe alterné peut être étendue aux groupes de tresses associé à un groupe de
Coxeter. Le groupe de tresses associé à un groupe de Coxeter est obtenu en prenant des générateurs
indexés par les sommets du graphe, comme pour le groupe, avec les relations définissantes qui sont
les mêmes que pour le groupe excepté le fait que l’on supprime la relation de la forme "s2 = 1" pour
les générateurs. Pour le type A, on obtient ainsi le groupe de tresses usuel. Le sous-groupe alterné
d’un groupe de tresses est défini comme le sous-groupe d’indice 2 formé par les éléments qui s’écrivent
comme produit d’un nombre pair de générateurs et de leurs inverses.
Les algèbres de Hecke alternées sont les analogues des algèbres de Hecke pour les groupes alternés 5.
En effet, ce sont des déformations de l’algèbre de groupe des groupes alternés. Ce sont également des
sous-algèbres des algèbres de Hecke. En raison de la déformation de l’équation caractéristique pour
les générateurs de l’algèbre de Hecke (s2 = 1 devient g2 = (q − q−1)g + 1), les éléments qui s’écrivent
comme produit d’un nombre pair de générateurs standards ne forment pas une sous-algèbre. Nous
devons donc d’abord définir de nouveaux générateurs dans les algèbres de Hecke, avant de pouvoir
prendre la sous-algèbre des éléments qui s’écrivent comme produit d’un nombre pair de ces générateurs.
Une conséquence de ce fait est que l’algèbre de Hecke alternée n’est pas un quotient du sous-groupe
alterné du groupe de tresses (contrairement au cas "non-alterné", où l’algèbre de Hecke est un quotient
du groupe de tresses).
Les présentations avec les générateurs reliés aux arêtes du graphe de Coxeter ont la particularité
suivante : les relations définissantes pour les algèbres de Hecke alternées sont obtenues à partir des
relations définissantes pour les groupes alternés en ne déformant que l’équation caractéristique pour
les générateurs (ce phénomène reproduit la situation "non-alternée") ; ce n’est pas le cas pour les
présentations à la Bourbaki. De plus, pour le type A (respectivement, B et D), les présentations, avec
les générateurs reliés aux arêtes du graphe de Coxeter, des chaînes des extensions spinorielles, des
chaînes des algèbres de Hecke alternées et des chaînes des sous-groupes alternés des groupes de tresses
sont locales et stationnaires (respectivement, stationnaires retardées).
Organisation et contenu de la thèse
Nous décrivons brièvement l’organisation de la thèse, et indiquons plus précisément les résultats
obtenus dans chaque chapitre. Chaque chapitre contient sa propre introduction spécifique. La numé-
rotation des formules redémarre à 0 à chaque Section, et est de la forme "(C.S.f)" pour la formule
numéro f de la Section S du Chapitre C. La numérotation des définitions, des lemmes, des proposi-
tions, des théorèmes et des corollaires redémarre à 0 à chaque Chapitre, et est de la forme "C.x" pour
la définition/lemme/... numéro x du Chapitre C.
5. Pour les types A et B, elles ont été définies et étudiées dans [73, 74] ; dans le cas général, une définition peut
être trouvée dans [90], mais aucune présentation n’est prouvée, même si des générateurs à la Bourbaki sont identifiés et
certaines relations calculées.
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Chapitre I. Dans le Chapitre I, nous rappelons quelques définitions et propriétés générales concer-
nant les chaînes d’algèbres (et les chaînes de groupes), car les objets étudiés dans le reste de la thèse
rentreront dans ce cadre théorique. Les résultats présentés dans ce Chapitre sont connus. Pour chaque
notion, des exemples sont donnés, et nous nous appuyons en particulier sur la chaîne des groupes
symétriques.
Nous rappelons la définition de chaînes d’algèbres et de présentations par générateurs et relations, et
donnons la définition d’une présentation locale et stationnaire car nous retrouverons ces propriétés tout
au long des travaux présentés ci-après. L’information sur les sous-algèbres commmutatives maximales
est également présente. Une Section est consacrée aux diagrammes de Bratteli, et nous expliquons leur
apparition en théorie des représentations. Enfin, une Section traite de l’algorithme de Coxeter–Todd,
et explique son utilisation dans le cas d’une chaîne de groupes.
Chapitre II. Le Chapitre II contient les premiers résultats obtenus dans cette thèse. Il correspond
aux articles [A1,A4,A5]. Nous développons une approche inductive pour la théorie des représentations
des algèbres de Hecke cyclotomiques H(m, 1, n), reposant sur l’étude des analogues d’éléments de
Jucys–Murphy. Nous étudions le spectre commun de ces éléments dans les représentations en utilisant
les représentations de l’algèbre de Hecke affine la plus simple ; nous prouvons que ce spectre est inclus
dans un ensemble en bijection avec l’ensemble des m-tableaux standards.
Puis, les représentations irréductibles de H(m, 1, n) sont construites à l’aide d’une nouvelle algèbre
associative dont l’espace vectoriel sous-jacent est le produit tensoriel de l’algèbre de Hecke cyclotomique
avec l’algèbre associative libre engendrée par les m-tableaux standards. Nous concluons, de façon
standard, que toutes les représentations irréductibles sont obtenues dans cette approche, que le spectre
commun des éléments de Jucys–Murphy est en bijection avec l’ensemble des m-tableaux standards et
nous retrouvons que ces éléments engendrent une sous-algèbre commutative maximale dansH(m, 1, n).
Enfin, nous étudions l’analogue de toute la construction dans le cas du groupe de réflexions com-
plexe G(m, 1, n) (la limite classique de H(m, 1, n)). Comme nous l’avons déjà dit plus haut, l’approche
de Okounkov et Vershik a déjà été généralisée au produit en couronne d’un groupe fini arbitraire par
le groupe symétrique (dont le groupe G(m, 1, n) est un cas particulier). Les résultats nouveaux ob-
tenus ici concernent tout d’abord la façon d’obtenir les éléments de Jucys–Murphy pour les groupes
G(m, 1, n) à partir des éléments de Jucys–Murphy de H(m, 1, n). Nous montrons que l’analogue clas-
sique cyclotomique (qui dépend de m) de l’algèbre de Hecke affine peut être obtenue par une certaine
procédure de limites à partir de l’algèbre de Hecke affine. L’analogue de la construction des représen-
tations semble également être nouvelle au niveau classique. Pour finir, nous discutons les connections
entre les opérateurs d’entrelacement de l’algèbre de Hecke affine et les opérateurs d’entrelacement au
niveau classique. En particulier, nous montrons que ces derniers peuvent être obtenus comme limite
classique de certains opérateurs d’entrelacement (attentivement choisis) de l’algèbre de Hecke affine.
Chapitre III. Dans le Chapitre III, nous étudions tout d’abord l’algèbre H(m, 1, n) d’un point de
vue plus structurel, avant de retourner à la théorie des représentations en présentant des procédures
de fusion. Les résultats présentés dans ce Chapitre ont donné lieu à [A2,A7,A8].
Nous présentons tout d’abord les résultats de l’algorithme de Coxeter–Todd pour la chaîne des
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groupes G(m, 1, n). La forme normale qui en résulte donne des expressions réduites pour les éléments
du groupe, et se généralise en une base de l’algèbre H(m, 1, n). Nous donnons la démonstration sans
utiliser la théorie des représentations, et écrivons explicitement les formules pour les représentations
induites. Nous définissons également une forme symétrisante sur H(m, 1, n) à l’aide de cette base.
Nous prouvons ensuite une procédure de fusion pour l’algèbre H(m, 1, n) et le groupe G(m, 1, n).
Un ensemble complet d’idempotents primitifs orthogonaux deux à deux de l’algèbreH(m, 1, n) (respec-
tivement, de l’algèbre du groupe G(m, 1, n)) sont obtenus par évaluations consécutives d’une fonction
rationnelle ; la forme de cette fonction rationnelle est reliée à la forme de l’élément le plus long parmi
les éléments de la base présentée précédemment.
Chapitre IV. Dans le Chapitre IV, nous étudions les groupes alternés des groupes de Coxeter, leurs
extensions spinorielles, leurs déformations et leurs généralisations au niveau des groupes de tresses.
Les résultats présentés ici ont donné lieu à [A3,A6].
Le principal résultat est une nouvelle présentation pour les groupes alternés des groupes de Coxeter.
Dans cette présentation, les générateurs sont reliés aux arêtes du graphe de Coxeter. Pour les types
A, B et D, nous présentons les résultats de l’algorithme de Coxeter–Todd pour trois présentations du
groupe alterné : la présentation à la Bourbaki, la présentation à la Carmichael (généralisée ici pour
les types B et D) et la nouvelle présentation. Cela donne trois formes normales différentes pour les
éléments des groupes alternés de chaque type.
Ensuite, nous rappelons la définition des algèbres de Hecke alternées, comme la sous-algèbre de
l’algèbre de Hecke constituée des éléments de degré 0 pour une certaine graduation. Nous étendons
cette définition au cas des algèbres de Hecke avec plusieurs paramètres.
L’idée de la preuve de la présentation à la Bourbaki des groupes alternés est généralisée pour
prouver une présentation à la Bourbaki des extensions spinorielles des groupes alternés, des algèbres
de Hecke alternés et des sous-groupes alternés des groupes de tresses. Enfin, une présentation avec les
générateurs identifiés avec les arêtes du graphe de Coxeter est également donnée pour ces trois objets.
Perspectives de recherche
Nous listons quelques perspectives de recherche, qui se situent dans la continuité des travaux
présentés dans cette thèse, et que nous aimerions explorer par la suite.
• La forme symétrisante sur l’algèbre de Hecke cyclotomique est un exemple particulier d’analogue
d’une trace de Markov pour les algèbres H(m, 1, n). Avec l’aide de la base étudiée dans cette
thèse (Chapitre III), et d’une manière similaire à la construction de la forme symétrisante, nous
pouvons construire des traces de Markov sur l’algèbre de Hecke cyclotomique. Il serait intéressant
de comparer les traces obtenues avec celles déjà existantes et de calculer les poids de ces traces
de Markov (ici, la formule de fusion pour les algèbres de Hecke cyclotomiques peut fournir une
nouvelle approche au calcul de ces poids). De plus, nous sommes intéressés par la possibilité de
définir, avec l’aide de la base, une “espérance conditionnelle“ sur l’algèbre de Hecke cyclotomique
(et aussi sur l’algèbre de Hecke affine de type A), généralisant ainsi le cas de l’algèbre de Hecke
usuelle. Une perspective intéressante est la connection avec d’éventuels analogues, pour l’algèbre
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de Hecke cyclotomique et l’algèbre de Hecke affine de type A, des sous-algèbres de Bethe de
l’algèbre de Hecke usuelle.
• L’approche que nous avons développée (Chapitre II) pour la théorie des représentations des
algèbres de Hecke cyclotomiques est également pertinente pour les algèbres de Hecke affines de
type A. Il serait possible de décrire, avec cette méthode, une certaine classe de représentations de
l’algèbre de Hecke affine, paramétrisée par les multiplets de partitions tordues. En particulier, la
classification de ces représentations de l’algèbre de Hecke affine de rang n proviendra, de manière
inductive, de l’étude de l’algèbre de Hecke affine de rang 2 (l’algèbre de Hecke affine non-triviale
la plus simple).
• Un objectif futur est de généraliser l’approche décrite ci-dessus pour l’algèbre de Hecke affine de
type A aux algèbres de Hecke affines d’autres types. Une étape intermédiaire est la définition et
l’étude d’analogues de l’algèbre de Hecke cyclotomique pour tous les types. De nouvelles struc-
tures algébriques pourraient émerger, et leurs théories des représentations seront intéressantes à
étudier (par exemple, en ce qui concerne les objets combinatoires jouant un rôle analogue aux
multiplets de partitions et de partitions tordues).
• Pour le type A (respectivement les types B et D), la chaîne des groupes alternés est munie
(Chapitre IV) d’une présentation locale et stationnaire (respectivement, stationnaire retardée).
Une question ouverte est de développer, pour ces chaînes de groupes, l’analogue de l’approche
inductive de Okounkov et Vershik à la théorie des représentations de la chaîne des groupes
symétriques. En particulier, il serait intéressant de trouver de bons analogues des éléments de
Jucys–Murphy, et de comprendre quelle serait la structure algébrique remplaçant l’algèbre de
Hecke affine dégénérée dans l’étude du spectre de ces éléments. En particulier, cela fournirait
une approche à la théorie des représentations des groupes alternés indépendante de la théorie
des représentations du groupe symétrique. Les représentations des extensions spinorielles et des
déformations (algèbres de Hecke alternées) pourraient aussi être étudiées selon cette approche.
• Pour le groupe de Coxeter de type A - le groupe symétrique-, il existe une déformation plate
de l’extension spinorielle (qui peut aussi être vue comme une extension centrale de l’algèbre
de Hecke). L’analogue de cette structure existe aussi pour les groupes alternés de type A. Or
(Chapitre IV), les extensions spinorielles et les algèbres de Hecke (alternées) existent pour tous
les types. Une perspective intéressante est de chercher une déformation plate des extensions
spinorielles pour les groupes de Coxeter finis (qui généraliseraient le cas des groupes symétriques).
La question se pose de la même façon aux niveaux des groupes alternés.
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Chapitre I
Généralités sur les chaînes d’algèbres
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Dans ce Chapitre, nous présentons le cadre théorique commun aux objets étudiés par la suite dans
cette thèse, à savoir les chaînes ascendantes d’algèbres et de groupes. Ce Chapitre a pour but de
rappeler certaines définitions et d’exposer des résultats standards, qui seront ensuite utilisés dans les
Chapitres suivants. Il ne contient pas de résultats nouveaux.
Nous rappelons dans la Section I.1 la définition que nous utiliserons de chaînes d’algèbres (ou de
groupes), et de présentations par générateurs et relations d’une chaîne d’algèbres. Nous donnons en-
suite la définition de présentation locale, de présentation stationnaire et de présentation stationnaire
retardée pour une chaîne d’algèbres. Plusieurs exemples de telles chaînes sont présentés. Nous rappe-
lons ensuite ce que sont les règles de branchement d’une algèbre par rapport à une sous-algèbre, et
étudions les connections entre les règles de branchement pour une chaîne d’algèbres et les sous-algèbres
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commutatives maximales. Certaines parties de cette Section s’appuient sur des définitions inspirées de
[100], et sur certains résultats présents dans [86].
Dans la Section I.2, nous présentons des définitions et résultats standards sur les diagrammes de
Bratteli et leurs produits, ainsi que leurs connections avec la théorie des représentations des chaînes
d’algèbres. Nous traitons en détail le cas du graphe de Young (le diagramme de Bratteli de la chaîne
des groupes symétriques) et de ses puissances. Ces résultats seront explicitement utilisés dans le
Chapitre II, car les puissances du graphe de Young s’avèreront être les diagrammes de Bratteli associés
aux chaînes des algèbres de Hecke cyclotomiques. Nous dessinons, comme exemples, les débuts des
diagrammes de Bratteli pour les chaînes des groupes symétriques et des groupes alternés, ainsi que le
début du carré du graphe de Young.
La Section I.3 concerne les chaînes de groupes. Nous rappelons le principe de l’algorithme de
Coxeter–Todd, qui a été donné dans [22], pour un groupe G et un sous-groupe H, et expliquons
comment obtenir, à partir du résultat de l’algorithme, une forme normale pour les éléments du groupe
G. Nous illustrons l’utilité de l’algorithme dans le cas de la chaîne des groupes symétriques ; nous
expliquons en détail sa réalisation, ainsi que son utilisation pour prouver la présentation standard du
groupe symétrique et pour obtenir une forme normale.
Nous travaillerons dans ce Chapitre sur le corps des nombres complexes C.
Nous notons N l’ensemble des entiers positifs ou nuls, et Z l’ensemble des entiers.
Pour un espace vectoriel (complexe) V , notons End(V ) l’algèbre des endomorphismes de V .
Nous notons Mat(n), n ≥ 0, l’algèbre des matrices carrées de taille n avec des entrées complexes.
I.1 Chaînes d’algèbres
I.1.1 Définitions
Nous donnons la définition d’une chaîne ascendante d’algèbres. Comme les chaînes considérées
seront toujours ascendantes, nous omettrons très souvent par la suite de le préciser, et parlerons
simplement de chaînes d’algèbres.
Définition I.1. Une chaîne (ascendante) d’algèbres est la donnée de :
(a) un ensemble d’algèbres (Ai)i∈N ;
(b) pour tout i ∈ N, un morphisme injectif de Ai vers Ai+1.
On note la chaîne
A0 ⊂ A1 ⊂ · · · ⊂ An ⊂ . . . . (I.1.1)
Les chaînes d’algèbres étudiées dans cette thèse vérifieront que A0 = C (en particulier, dans ce cas,
les algèbres Ai, i ∈ N, sont unitales). Dans la suite, nous supposerons donc que cette condition est
vérifiée.
Le point (b) de la définition équivaut à dire que Ai est isomorphe à une sous-algèbre de Ai+1.
L’isomorphisme n’est, en général, pas unique ; la spécification de l’isomorphisme, pour tout i ∈ N, fait
partie de la définition.
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Une chaîne (ascendante) de groupes :
G0 ⊂ G1 ⊂ · · · ⊂ Gn ⊂ . . . (I.1.2)
est définie de manière similaire. Les chaînes de groupes étudiés dans cette thèse vérifieront toutes
que G0 = {e}, le groupe réduit à l’élément neutre. Dans la suite de cette Section, nous donnons les
définitions pour les chaînes d’algèbres ; les définitions sont similaires dans le cas des chaînes de groupes.
L’étude de la chaîne de groupes (I.1.2) peut être remplacée par l’étude de la chaîne des algèbres de
groupes
C ⊂ CG1 ⊂ · · · ⊂ CGn ⊂ . . . (I.1.3)
(Rappelons que l’algèbre CG d’un groupe G est formée par l’ensemble des combinaisons linéaires
d’éléments de G à coefficients complexes ; la loi de multiplication dans CG provient de la loi de
multiplication de G étendue par linéarité.)
Présentations par générateurs et relations d’une chaîne d’algèbres. Soit F l’algèbre libre
(sur C) engendrée par des éléments a1, . . . , ak (une base de F est constituée par les mots en a1, . . . , ak,
et la multiplication dans F provient de la concaténation des mots étendues par linéarité). Soit R un
ensemble d’éléments de F. Par définition, on dit qu’une algèbre A est engendrée par les éléments
a1, . . . , ak avec l’ensemble de relations définissantes R lorsque A est isomorphe au quotient de F par
l’idéal engendré par les éléments de R. Nous dirons souvent que A est l’algèbre engendrée par les
éléments a1, . . . , ak avec les relations définissantes :
r = 0 pour r ∈ R .
La donnée des éléments a1, . . . , ak et de l’ensemble R est appelée une présentation par générateurs et
relations (ou, par abus de langage, une présentation) de l’algèbre A.
Définition I.2. Soient un ensemble d’éléments {xi}i∈N, et une chaîne d’ensembles
∅ ⊂ R1 ⊂ · · · ⊂ Rn ⊂ . . . , (I.1.4)
telle que, pour tout i ∈ N, l’ensemble Ri est un ensemble formé par des combinaisons linéaires (à
coefficient complexes) de mots en les éléments x1, . . . , xi.
La donnée de l’ensemble {xi}i∈N et de la chaîne (I.1.4) est une présentation (par générateurs et
relations) de la chaîne d’algèbres
C ⊂ A1 ⊂ · · · ⊂ An ⊂ . . .
lorsque les conditions suivantes sont vérifiées :
(a) pour tout i ∈ N, Ai est isomorphe à l’algèbre engendrée par x1, . . . , xi avec l’ensemble de
relations définissantes Ri ;
(b) pour tout i ∈ N, Ai est isomorphe à la sous-algèbre de Ai+1 engendrée par x1, . . . , xi.
16
Remarques. (i) A priori, la notation pour les générateurs x1, . . . , xi devrait être différente selon que
ces éléments sont considérés comme des éléments de l’algèbre Ai, ou de l’algèbre Ai+1, ou de l’algèbre
Ai+2, etc. La notation dans la définition ci-dessus ne prête pas à confusion, et est donc justifiée,
seulement lorsque la condition (b) de la définition est vérifiée.
(ii) Dans cette remarque, nous donnons un exemple montrant que, en général, la condition (b) de
la définition ci-dessus n’est pas automatiquement vérifiée. Soit A1 l’algèbre engendrée par un élément
x˜ avec la relation définissante
x˜4 = 1 ,
et soit A2 l’algèbre engendrée par deux éléments x, y avec les relations définissantes
x4 = 1 , yxy3 = 1 et y4 = 1 .
Il est facile de vérifier que l’appplication x˜ Ô→ y définit un morphisme injectif de A1 dans A2. Donc,
C ⊂ A1 ⊂ A2 est le début d’une chaîne d’algèbres.
Par contre, les relations définissantes de l’algèbre A2 impliquent que yx = y
−3 et ensuite, en
multipliant par la gauche par y3, que x = 1. Ainsi, dans cet exemple, l’algèbre A1 n’est pas isomorphe
à la sous-algèbre de A2 engendrée par l’élément x.
(iii) On peut considérer le cas où l’on ne rajoute pas qu’un seul générateur à chaque étage de
la chaîne, mais un nombre arbitraire de générateurs. C’est-à-dire que l’on considère une chaîne d’en-
sembles :
∅ ⊂ X1 ⊂ · · · ⊂ Xn ⊂ . . . ,
et une chaîne d’ensembles
∅ ⊂ R1 ⊂ · · · ⊂ Rn ⊂ . . .
telle que, pour tout i ∈ N, l’ensemble Ri est un ensemble formé par des combinaisons linéaires de mots
en les éléments de Xi. La donnée des deux chaînes ci-dessus est une présentation par générateurs et
relations de la chaîne d’algèbres
C ⊂ A1 ⊂ · · · ⊂ An ⊂ . . .
lorsque les conditions suivantes sont vérifiées :
(a) pour tout i ∈ N, Ai est isomorphe à l’algèbre engendrée par les éléments de Xi avec l’ensemble
de relations définissantes Ri ;
(b) pour tout i ∈ N, Ai est isomorphe à la sous-algèbre de Ai+1 engendrée par les éléments de Xi.
La situation de la définition I.2 correspond au cas où Xi = {x1, . . . , xi}, i ∈ N. Il est facile d’adapter
les définitions ci-dessous à la situation plus générale présentée dans cette remarque.
I.1.2 Présentations locales et stationnaires
Soit une chaîne d’algèbres
A0 = C ⊂ A1 ⊂ · · · ⊂ An ⊂ . . . (I.1.5)
Nous noterons symboliquement par {R} une chaîne de relations, comme dans (I.1.4), pour la chaîne
(I.1.5).
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Définition I.3. Une présentation par générateurs et relations, {xi}i∈N et {R}, de la chaîne d’algèbres
(I.1.5) est locale lorsqu’il existe un entier non-négatif k0 tel que, pour tout i = 1, 2, . . . , on ait :
xixi+k = xi+kxi pour tout k tel que k > k0.
Prenons pour k0 le plus petit entier non-négatif vérifiant la propriété ci-dessus. On dit que la présen-
tation est locale de profondeur k0.
Par exemple, toute présentation d’une chaîne d’algèbres commutatives est locale de profondeur 0.
Définition I.4. Une présentation par générateurs et relations, {xi}i∈N et {R}, de la chaîne d’algèbres
(I.1.5) est stationnaire lorsque pour tout p, q ∈ N :
l’ensemble Rp, dans lequel on effectue les remplacements x1 Ô→ x1+q, . . . , xp Ô→ xp+q, coïncide avec
l’ensemble Rp+q\Rq (en d’autres mots, les relations concernant les générateurs x1, . . . , xp ont la même
forme que les relations concernant les générateurs x1+q, . . . , xp+q).
Nous distinguons la notion de présentation stationnaire de la notion plus forte (voir Remarque (i)
ci-dessous) de chaîne stationnaire.
Définition I.5. Une chaîne (I.1.5), munie d’une certaine présentation par générateurs et relations,
{xi}i∈N et {R}, est stationnaire lorsque pour tout p, q ∈ N :
l’algèbre Ap est isomorphe à la sous-algèbre de Ap+q engendrée par x1+q, . . . , xp+q.
On dit que la présentation munit la chaîne d’algèbres d’une structure de chaîne stationnaire.
Remarques. (i) Supposons qu’une présentation, {xi}i∈N et {R}, munit une chaîne d’algèbres
d’une structure de chaîne stationnaire. Ceci implique que, pour tout p, q ∈ N, les relations définissantes
concernant les générateurs x1, . . . , xp sont vérifiées lorsqu’on effectue les remplacements x1 Ô→ x1+q,
. . . , xp Ô→ xp+q. Inversement, les relations définissantes concernant les générateurs x1+q, . . . , xp+q sont
vérifiées lorsqu’on effectue les remplacements x1+q Ô→ x1, . . . , xp+q Ô→ xp. Ainsi, il est facile de voir
que, quitte à rajouter des relations définissantes qui ne modifient pas les structures d’algèbres, il est
possible d’obtenir une présentation stationnaire (en gardant les mêmes générateurs).
(ii) La réciproque de la remarque précédente n’est pas vraie en général. En effet, une présentation
stationnaire ne munit pas forcément la chaîne d’une structure de chaîne stationnaire. Par exemple,
prenons l’algèbre A1 engendrée par un élément x˜ avec la relation définissante
x˜4 = 1 .
Soit l’algèbre A2 engendrée par des éléments x et y avec les relations définissantes
x4 = 1, y4 = 1, xy2x3 = y .
On peut vérifier que l’algèbre A1 est isomorphe à la sous-algèbre de A2 engendrée par x. Mais, bien
que la relation concernant seulement le générateur x et la relation concernant seulement le générateur
y soient les mêmes, il n’est pas vraie que la sous-algèbre de A2 engendrée par y est isomorphe à A1.
En effet, nous avons, dans l’algèbre A2, y
2 = xy4x−1 = 1.
Les notions de stationnarité peuvent être affaiblies quelque peu, pour prendre en compte la situation
où la stationnarité n’est effective qu’à partir d’un certain niveau de la chaîne.
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Définition I.6. Une présentation par générateurs et relations, {xi}i∈N et {R}, de la chaîne d’algèbres
(I.1.5) est stationnaire retardée lorsque il existe un entier non-négatif r tel que, pour tout p, q ∈ N, on
ait :
l’ensemble Rr+p\Rr, dans lequel on effectue les remplacements xr+1 Ô→ xr+1+q, . . . , xr+p Ô→ xr+p+q,
coïncide avec l’ensemble Rr+p+q\Rr+q (en d’autres mots, les relations concernant les générateurs
xr+1, . . . , xr+p ont la même forme que les relations concernant les générateurs xr+1+q, . . . , xr+p+q).
Prenons pour r le plus petit entier non-négatif vérifiant la propriété ci-dessus. On dit que la pré-
sentation est stationnaire retardée de retard r.
Définition I.7. Une chaîne (I.1.5), munie d’une certaine présentation par générateurs et relations,
{xi}i∈N et {R}, est stationnaire retardée lorsque il existe un entier non-négatif r tel que, pour tout
p, q ∈ N, on ait :
les sous-algèbres de Ar+p+q engendrées respectivement par xr+1, . . . , xr+p, et par xr+1+q, . . . , xr+p+q,
sont isomorphes.
Prenons pour r le plus petit entier non-négatif vérifiant la propriété ci-dessus. On dit que la pré-
sentation munit la chaîne d’algèbres d’une structure de chaîne stationnaire retardée de retard r.
La notion de stationnarité retardée avec un retard égal à 0 correspond simplement à la notion de
stationnarité. Les deux remarques suivant la Définition I.5 se généralisent tout de suite à la notion de
stationnarité retardée.
Exemples. (a) Le groupe de Coxeter de type A, An
1, (i.e. le groupe symétrique Sn+1) est engendré
par les éléments s1, . . . , sn avec les relations définissantes :
s2i = 1 pour i = 1, . . . , n,
sisi+1si = si+1sisi+1 pour i = 1, . . . , n− 1,
sisj = sjsi pour i, j = 1, . . . , n tels que |i− j| > 1.
(I.1.6)
Il est connu que le sous-groupe de An engendré par s1, . . . , sn−1 est isomorphe à An−1
2 (nous en
donnons une preuve s’appuyant sur l’algorithme de Coxeter–Todd à la fin de ce Chapitre). Ainsi, on
obtient une présentation de la chaîne des groupes symétriques. Cette présentation est stationnaire
et locale de profondeur 1. De plus, il s’avère que la chaîne des groupes symétriques, munie de cette
présentation, est stationnaire (voir également fin du Chapitre).
(b) L’algèbre de Hecke de type A, Hn, est une déformation, à un paramètre q, de l’algèbre du
groupe de Coxeter de type A. L’algèbre Hn est engendrée par les éléments σ1, . . . , σn avec les relations
1. La notation An est souvent utilisée pour le sous-groupe alterné du groupe symétrique ; dans cette thèse, pour la
cohérence avec le dernier Chapitre, nous noterons toujours par A+n le sous-groupe alterné.
2. L’isomorphisme entre le groupe engendré par les éléments s1, . . . , sn avec les relations définissantes (I.1.6) et le
groupe des permutations d’un ensemble à n+1 éléments est donné par si Ô→ (i, i+1), où (i, i+1) est la transposition de
i et i+1 ; on peut voir ainsi que le plongement de An−1 dans An (i.e. de Sn dans Sn+1) défini dans cet exemple coïncide
avec celui évoqué dans le paragraphe 2. de l’Introduction générale.
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définissantes :
σ2i = (q − q
−1)σi + 1 pour i = 1, . . . , n,
σiσi+1σi = σi+1σiσi+1 pour i = 1, . . . , n− 1,
σiσj = σjσi pour i, j = 1, . . . , n tels que |i− j| > 1.
(I.1.7)
La sous-algèbre de Hn engendrée par les éléments σ1, . . . , σn−1 est isomorphe à Hn−1 (voir exemple
ci-dessous pour m = 1). Ainsi, on obtient une présentation de la chaîne des algèbres de Hecke de type
A. Cette présentation est stationnaire et locale de profondeur 1. De plus, il s’avère que la chaîne des
des algèbres de Hecke de type A, munie de cette présentation, est stationnaire.
(c) Les algèbres de Hecke cyclotomiques,H(m, 1, n), sont des déformations des algèbres des groupes
de réflexions complexes de type G(m, 1, n). Pour m = 1, l’algèbre H(1, 1, n) est l’algèbre de Hecke
de type A, Hn−1, et pour m = 2, l’algèbre H(2, 1, n) est l’algèbre de Hecke de type B. L’algèbre
H(m, 1, n) est engendrée par les éléments τ, σ1, . . . , σn−1 avec les relations définissantes :
(τ − v1) . . . (τ − vm) = 0 ,
σ2i = (q − q
−1)σi + 1 pour i = 1, . . . , n− 1,
τσ1τσ1 = σ1τσ1τ ,
σiσi+1σi = σi+1σiσi+1 pour i = 1, . . . , n− 2,
τσi = σiτ pour i > 1,
σiσj = σjσi pour i, j = 1, . . . , n− 1 tels que |i− j| > 1.
(I.1.8)
Les paramètres q, v1, . . . , vm sont les paramètres de déformation. La chaîne des algèbres H(m, 1, n)
est le principal objet d’étude des deux Chapitres suivants. La sous-algèbre de H(m, 1, n) engendrée
par les éléments τ, σ1, . . . , σn−1 est isomorphe à l’algèbre H(m, 1, n − 1) (une démonstration de ce
résultat connu est présente dans le Chapitre III). Ainsi, on obtient une présentation de la chaîne des
algèbres de Hecke cyclotomiques. Cette présentation est locale de profondeur 1 et stationnaire retardée
de retard 1. De plus, il s’avère que la chaîne des des algèbres de Hecke cyclotomiques, munie de cette
présentation, est stationnaire retardée de retard 1 (voir également Chapitre III).
(d) Soit sln l’algèbre de Lie de type An−1 : c’est l’algèbre de Lie des matrices carrées de taille n
et de trace nulle. L’algèbre universelle enveloppante U(sln) est engendrée par les éléments ei, hi, fi,
i = 1, . . . , n− 1 avec les relations définissantes
[ei, fj ] = δijhi, hihj = hjhi pour i, j = 1, . . . , n− 1,
[hi, ej ] =


2ej si i = j,
−ej si |i− j| = 1,
0 si |i− j| > 1,
and[hi, fj ] =


−2fj si i = j,
fj si |i− j| = 1,
0 si |i− j| > 1,
e2i ej − 2eiejei + eje
2
i = 0 si |i− j| = 1,
f2i fj − 2fifjfi + fjf
2
i = 0 si |i− j| = 1,
[ei, ej ] = 0, [fi, fj ] = 0 si |i− j| > 1,
(I.1.9)
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où δij est le delta de Kronecker, et [a, b] représente le commutateur de deux éléments, [a, b] := ab −
ba. Grâce au théorème de Poincaré–Birkhoff–Witt, on peut montrer que la sous-algèbre de U(sln)
engendrée par les éléments ei, hi, fi, i = 1, . . . , n − 2 est isomorphe à U(sln−1). Ainsi, on obtient
une présentation de la chaîne des algèbres U(sln). Cette présentation est stationnaire et locale de
profondeur 1. De plus, il s’avère que la chaîne des algèbres U(sln), munie de cette présentation, est
stationnaire (ceci est encore une conséquence du théorème de Poincaré–Birkhoff–Witt). Notons que
c’est un exemple de présentation d’une chaîne d’algèbres où l’on rajoute à chaque étage plusieurs
générateurs.
I.1.3 Règles de branchement
Nous considérons dans cette Sous-Section les règles de branchement d’une algèbre semi-simple vers
une sous-algèbre semi-simple. Nous reviendrons à la situation des chaînes d’algèbres dans la prochaine
Sous-Section. Par commodité, nous allons nous restreindre aux algèbres semi-simples de dimension
finie.
Nous rappelons une définition possible de la semi-simplicité d’une algèbre de dimension finie sur
le corps C.
Définition I.8. Une algèbre A de dimension finie, sur le corps C, est semi-simple lorsque tout module
sur A ( i.e. toute représentation de A) peut se décomposer en somme directe de modules simples ( i.e.
de représentations irréductibles).
Pour comprendre la théorie des représentations d’une algèbre semi-simple de dimension finie sur C, il
suffit donc de considérer les représentations irréductibles. De plus, la structure de l’algèbre est encodée
dans l’ensemble de ses représentations irréductibles. En effet, on a le théorème suivant, qui est un cas
particulier du théorème d’Artin–Wedderburn,
Théorème I.9. Soit A une algèbre semi-simple de dimension finie sur le corps C. On a l’isomor-
phisme d’algèbres
A ∼=
⊕
k
End(Vk) , (I.1.10)
où la somme directe porte sur les représentations irréductibles non-isomorphes deux à deux de A.
Une algèbre semi-simple de dimension finie est donc une algèbre multi-matricielle, c’est-à-dire une
algèbre qui se décompose en une somme directe d’algèbres matricielles, voir [30]. D’après le théorème,
tout élément a de A peut être vu, par l’isomorphisme (I.1.10), comme une matrice par blocs de taille∑
k dim(Vk) ; chaque bloc sur la diagonale correspond à un terme de la somme (I.1.10), et est l’image
de a dans la représentation irréductible correspondante ; les blocs hors de la diagonale sont nuls.
Soient A une algèbre semi-simple et B une sous-algèbre semi-simple de A. Toute représentation
irréductible de A se décompose par rapport à B, c’est-à-dire se décompose en somme directe de
représentations irréductibles de B. Ces décompositions sont appelées les règles de branchement pour
la paire (A,B).
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Définition I.10. On dit que les règles de branchement pour la paire (A,B) sont simples (ou sans
multiplicité) lorsque, dans la décomposition de toute représentation irréductible de A, chaque repré-
sentation irréductible de B apparait avec la multiplicité égale à 0 ou 1.
Rappelons que le centralisateur de B dans A est l’ensemble des éléments de A qui commutent
avec tous les éléments de B. C’est une sous-algèbre de A que nous notons ZA(B). Il existe une
caractérisation de la simplicité des règles de branchement pour la paire (A,B) en termes de ZA(B).
Proposition I.11. Soient une algèbre A semi-simple de dimension finie sur C et B une sous-algèbre
semi-simple de A.
Les règles de branchement pour la paire (A,B) sont simples si et seulement si le centralisateur ZA(B)
est commutatif.
Nous présentons une preuve de ce résultat connu, en utilisant le Lemme de Schur :
Lemme I.12. Soient ρ : A → End(V ) et ρ′ : A → End(V ′) deux représentations irréductibles de
l’algèbre A. Soit X un opérateur d’entrelacement entre ces deux représentations, c’est-à-dire tel que
ρ(a)X = Xρ′(a) pour tout a ∈ A. On a alors :
– Si ρ et ρ′ sont non-isomorphes comme représentations de A, alors X = 0.
– si ρ et ρ′ sont isomorphes, alors on les identifie et on a X = λ · Id avec λ ∈ C, où Id est
l’endomorphisme identité de V .
Preuve de la Proposition. Supposons que les règles de branchement de la paire (A,B) soient simples.
Soit V une représentation irréductible de A de dimension n. Dans la représentation V , il existe une
base telle que les éléments de B sont représentés par des matrices diagonales par blocs, de la forme :


(. . . ) 0 0
0
. . . 0
0 0 (. . . )

 (les 0 représentent des blocs nuls). (I.1.11)
Les blocs correspondent aux représentations irréductibles de B intervenant dans la décomposition de
V . Par hypothèse, ces représentations sont non-isomorphes 2 à 2. D’après le lemme de Schur, les seuls
éléments dans End(V ) qui commutent avec tous les éléments de la forme (I.1.11) sont les matrices
diagonales, où les valeurs sur la diagonale sont constantes dans chaque bloc. Donc les éléments de
ZA(B) commutent entre eux dans toute représentation irréductible V de A. D’après l’isomorphisme
(I.1.10), cela implique que le centralisateur ZA(B) est commutatif.
Réciproquement, supposons que les règles de branchement de la paire (A,B) ne soient pas simples.
Il existe donc une représentation irréductible V de A telle que, dans la décomposition de V par rapport
à B, une représentation irréductible ρ : B → End(W ) apparait avec la multiplicité au moins égale à
2. Dans la représentation V , en se restreignant à un sous-espace isomorphe à W ⊕W (qui existe par
hypothèse), il existe une base telle que tout élément x de B a pour image :
(
ρ(x) 0
0 ρ(x)
)
.
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Par le lemme de Schur, dans cette base de W ⊕W , les éléments de A qui commutent avec toutes les
images d’éléments de B sont de la forme :(
α · Id β · Id
γ · Id δ · Id
)
avec α, β, γ, δ ∈ C, (I.1.12)
où Id est l’endomorphisme identité de W . Les éléments (I.1.12) forment une algèbre isomorphe à
l’algèbre des matrices carrées de taille 2, qui est une algèbre non-commutative. Ainsi, ZA(B) n’est pas
commutatif. 
Exemple. La Proposition I.11 relie une information sur la théorie des représentations à un résultat
structurel sur l’algèbre A et sa sous-algèbre B. Nous illustrons son utilité sur l’exemple de la chaîne des
algèbres des groupes symétriques dans l’Appendice I.1.A à cette Section. Nous rappelons une preuve
connue [86] du fait que le centralisateur ZCSn(CSn−1) est commutatif pour tout n ≥ 1, ce qui implique
la simplicité des règles de branchement pour la chaîne des groupes symétriques.
I.1.4 Sous-algèbre commutative maximale d’une chaîne d’algèbres
Sous-algèbre commutative maximale d’une algèbre. Considérons une algèbre semi-simple A
de dimension finie sur C. Pour toute représentation irréductible Vk de A, notons pk l’élément de A qui
est l’image de l’endomorphisme identité de Vk par l’isomorphisme (I.1.10)
3. L’élément pk appartient
au centre de A et l’opérateur de multiplication (à gauche ou à droite) par cet élément est un projecteur
de A sur sa sous-algèbre isomorphe à End(Vk) : pkA ∼= End(Vk) ; ainsi, on a
A =
⊕
k
pkA ,
où la somme directe porte sur les représentations irréductibles non-isomorphes deux à deux de A.
Les éléments pk forment un ensemble complet d’idempotents centraux orthogonaux deux à deux,
c’est-à-dire qu’ils vérifient les relations pipj = δijpi et
∑
k
pk = 1. De plus, l’ensemble des éléments
pk, pour k parcourant l’ensemble des représentations irréductibles non-isomorphes deux à deux de A,
forment une base du centre de A. Par la suite, nous allons très souvent identifier les sous-algèbres pkA
avec les blocs End(Vk), et pour la simplicité de l’exposé, nous omettrons la référence à l’isomorphisme
(I.1.10).
Remarque. Les éléments pk ne sont pas en général des idempotents primitifs. En effet, si la
représentation irréductible Vk est de dimension supérieure ou égale à 2, alors l’élément pk peut se
décomposer en une somme d’idempotents orthogonaux deux à deux :
pk = pk,1 + pk,2 + · · ·+ pk,dim(Vk) avec pk,ikpk,jk = δik,jkpk,ik pour tout ik, jk = 1, . . . , dim(Vk).
3. Du point de vue "multi-matriciel", l’élément pk est la matrice constituée de 0 partout sauf dans le bloc corres-
pondant à la représentation Vk, où il contient la matrice identité de taille dim(Vk). Ce point de vue permet de vérifier
immédiatement les propriétés données ici des éléments pk.
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Il suffit de prendre pour les pk,ik , ik = 1, . . . , dim(Vk), les idempotents associés aux vecteurs de base
pour une base quelconque de Vk
4. L’ensemble des pk,ik , k labellisant les représentations irréductibles
de A non-isomorphes deux à deux, et ik = 1, . . . , dim(Vk), forment un ensemble complet d’idempotents
primitifs orthogonaux deux à deux ; ils consituent une base d’une sous-algèbre commutative maximale
de A. En particulier, on voit que le centre de A (dont une base est formée par les éléments pk) est une
sous-algèbre commutative maximale de A si et seulement si l’algèbre A est commutative (car dans ce
cas les représentations irréductibles sont de dimension 1). 
Fixons maintenant une base dans chaque représentation irréductible Vk, ce qui donne une base pour
l’écriture multi-matricielle d’un élément de A (notons que la forme des projecteurs pi ne dépend pas
du choix de cette base). L’ensemble des matrices diagonales dans cette base forment une sous-algèbre
commutative maximale de A. On va noter une telle algèbre DA (elle dépend des bases choisies).
Reprenons A et B comme dans la Proposition I.11 : A est une algèbre semi-simple de dimension
finie sur C et B est une sous-algèbre semi-simple de A. Ecrivons
A =
xA⊕
i=1
aiA ∼=
xA⊕
i=1
End(Wi) et B =
xB⊕
α=1
bαB ∼=
xB⊕
α=1
End(Uα),
où les sommes directes portent sur l’ensemble des représentations irréductibles non-isomorphes deux à
deux de A (respectivement, de B), et xA (respectivement, xB) est le cardinal de cet ensemble. L’élément
ai (respectivement, bα) est le projecteur central associé à Wi (respectivement, à Uα), comme expliqué
plus haut. Notons di la dimension de Wi et dα la dimension de Uα.
Soit µαi la multiplicité de Uα dans la décomposition de Wi en somme de représentations irréduc-
tibles de B. La donnée des nombres entiers positifs µαi équivaut à connaitre les règles de branchement
pour la paire (A,B). On a, par définition des nombres µαi,
di =
∑
α
µαidα .
Notons DB la sous-algèbre commutative maximale de B constituée, du point de vue multi-matriciel
pour B, par les matrices diagonales dans une base quelconque. Fixons une base de A compatible avec la
restriction par rapport à B ; c’est-à-dire, telle que chaque bloc aiA se décompose en sous-blocs lorsque
l’on se restreint à B, ces sous-blocs correspondant aux représentations irréductibles de B (celles qui
interviennent dans la décomposition de aiA). Notons DA la sous-algèbre commutative maximale de A
constituée des matrices diagonales dans cette base.
Soit ZA le centre de A, et soit 〈DB ∪ ZA〉 la sous-algèbre de A engendrée par l’union des sous-
algèbres DB et ZA.
Lemme I.13. Les sous-algèbres DA et 〈DB ∪ZA〉 coïncident si et seulement si les règles de branche-
ment pour la paire (A,B) sont simples.
4. Du point de vue "multi-matriciel", l’élément pk,ik , ik ∈ {1, . . . , dim(Vk)}, est la matrice constituée de 0 partout
sauf dans le bloc correspondant à la représentation Vk, où il contient la matrice diagonale de taille dim(Vk) avec un 1 en
ik-ème position et des 0 partout ailleurs.
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Preuve. Nous commençons par prouver les formules suivantes :
dim(DA) =
xA∑
i=1
di =
xA∑
i=1
xB∑
α=1
µαidα , (I.1.13)
dim(〈DB ∪ ZA〉) =
xA∑
i=1
dim(aiDB) =
xA∑
i=1
∑
α tels que
µαi Ó= 0
dα , (I.1.14)
La formule (I.1.13) est immédiate.
En ce qui concerne (I.1.14), la première égalité vient de :
〈DB ∪ ZA〉 =
xA⊕
i=1
aiDB ; (I.1.15)
ceci est une conséquence directe du fait que les projecteurs ai forment une base de ZA. La sous-algèbre
aiDB est la projection de l’algèbre DB dans le bloc aiA.
Il reste à prouver la deuxième égalité de (I.1.14). Fixons i ∈ {1, . . . , xA}, et soit α ∈ {1, . . . , xB}
tel que µαi Ó= 0. Considérons les éléments de aiDB qui ont pour écriture multi-matricielle les matrices
formées de 0 partout, sauf dans le sous-bloc de aiA de taille µαidα correspondant à la somme directe
de µαi copies de la représentation Uα. De plus, dans ce bloc, considérons les éléments qui ont la forme
suivante : 

D 0 . . . 0
0
. . .
. . .
...
...
. . .
. . . 0
0 . . . 0 D

 , (I.1.16)
où D ∈ bαDB est une matrice carrée diagonale de taille dα, et il y a µαi blocs D. Tout élément de
aiDB est une combinaison linéaire d’éléments décrits ci-dessus, avec α parcourant {1, . . . , xB} tout
en vérifiant µαi Ó= 0. De plus, il est immédiat que deux de ces éléments sont indépendants lorsqu’ils
correspondent à deux α différents. En conclusion pour chaque α tel que µαi Ó= 0, il y a une contribution
à la dimension de aiDB égale à dα. Ceci termine la preuve de la formule (I.1.14).
En comparant les formules (I.1.13) et (I.1.14), on voit que les dimensions de DA et de 〈DB ∪ ZA〉
sont égales si et seulement si les multiplicités µαi sont égales à 0 ou 1. Comme de plus, 〈DB ∪ ZA〉
est contenue dans DA, ces 2 algèbres coïncident si et seulement si les nombres µαi appartiennent à
l’ensemble {0, 1}. 
Retour au cas d’une chaîne d’algèbres. Soit la chaîne d’algèbres semi-simples de dimensions
finies
A0 := C ⊂ A1 ⊂ · · · ⊂ An ⊂ . . . (I.1.17)
On dit que les règles de branchement de la chaîne sont simples si, pour tout i ∈ N, les règles de
branchement pour la paire (Ai+1,Ai) sont simples. Le résultat suivant relie la simplicité des règles de
branchement avec une information sur les algèbres commutatives maximales [86].
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Proposition I.14. Les assertions suivantes sont équivalentes :
(i) Pour tout k ≥ 0, la sous-algèbre engendrée par l’union des centres des Ai, i = 0, . . . , k, est une
sous-algèbre commutative maximale de Ak.
(ii) Les règles de branchement de la chaîne (I.1.17) sont simples.
(iii) Pour tout k ≥ 1, la sous-algèbre engendrée par l’union des centres des Ai, i = 0, . . . , k,
coïncide avec la sous-algèbre engendrée par l’union des centralisateurs ZAi(Ai−1), i = 1, . . . , k.
Preuve. Supposons que (i) est vérifiée. Soit n ∈ N. L’assertion dans (i) pour k = n et pour k = n+1
implique, par le Lemme (I.1.15), que les règles de branchement pour la paire (An+1,An) sont simples.
Donc, les règles de branchement de la chaîne (I.1.17) sont simples.
Supposons maintenant que (ii) est vérifiée. Nous prouvons (i) par récurrence sur k. La base de
récurrence, pour k = 0, est triviale car A0 = C est commutative. Supposons que la sous-algèbre
engendrée par l’union des centres des Ai, i = 0, . . . , k, est une sous-algèbre commutative maximale de
Ak. Alors, comme les règles de branchement pour la paire (Ak+1,Ak) sont simples, on obtient par le
Lemme I.1.15 que la sous-algèbre engendrée par l’union des centres des Ai, i = 0, . . . , k + 1, est une
sous-algèbre commutative maximale de Ak+1.
L’équivalence entre (ii) et (iii) est une conséquence de l’équivalence entre (i) et (ii) et de la Pro-
position I.11. Tout d’abord (ii) implique (iii). En effet, Supposons que les règles de branchement de la
chaîne (I.1.17) sont simples, et soit k ≥ 1. D’après la Proposition I.11, la sous-algèbre engendrée par
l’union des centralisateurs ZAi(Ai−1), i = 1, . . . , k est commutative. De plus, elle contient, par défini-
tion, la sous-algèbre engendrée par l’union des centres des Ai, i = 0, . . . , k, qui est une sous-algèbre
commutative maximale d’après l’équivalence entre (i) et (ii). Donc, les deux sous-algèbres coïncident.
Enfin, (iii) implique (ii). En effet, si pour tout k ≥ 1, la sous-algèbre engendrée par l’union des
centres des Ai, i = 0, . . . , k, coïncide avec la sous-algèbre engendrée par l’union des centralisateurs
ZAi(Ai−1), i = 1, . . . , k, alors ZAk+1(Ak) est commutatif pour tout k ∈ N. D’après la Proposition I.11,
cela implique que les règles de branchement de la chaîne (I.1.17) sont simples. 
Remarque. Dans la démonstration de la Proposition I.11, nous avons considéré le cas de 2 re-
présentations irréductibles isomorphes de B intervenant dans la décomposition d’une représentation
irréductible de A. Dans la terminologie de cette Sous-Section, cela correspond à l’existence d’un µαi = 2
pour certains α et i. Nous avons vu que cette situation implique la présence d’un terme isomorphe à
Mat(2) dans la décomposition en somme directe du centralisateur ZA(B). Plus généralement, dans le
cas d’un µαi Ó= 0, le terme dans la somme directe est isomorphe à Mat(µαi). On obtient facilement
ZA(B) ∼=
⊕
i, α tels que µαi Ó=0
Mat(µαi).
On calcule en fonction des multiplicités la dimension suivante :
dim(〈DB ∪ ZA(B)〉) =
xA∑
i=1
xB∑
α=1
µ2αidα, (I.1.18)
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où 〈DB ∪ ZA(B)〉 est la sous-algèbre de M engendrée par l’union de DB et du centralisateur ZA(B)
de B dans A. En effet, on a
〈DB ∪ ZA(B)〉 ∼=
⊕
i, α tels que µαi Ó=0
bαDB ⊗Mat(µαi). (I.1.19)
C’est l’analogue ici de la somme directe (I.1.15) : pour chaque i et α tels que µαi Ó= 0, bαDB
⊗
Mat(µαi)
est la sous-algèbre formée par les produits d’éléments de la forme (I.1.16) avec les éléments de la forme
(les analogues pour µαi > 2 des éléments (I.1.12)) :

c11 · Id . . . c
1
µαi · Id
...
. . .
...
cµαi1 · Id . . . c
µαi
µαi · Id

 avec clk ∈ C pour k, l ∈ {1, . . . , µαi}, (I.1.20)
où Id est la matrice identité de taille dα. Pour i et α tels que µαi Ó= 0, la dimension de cette sous-algèbre
est µ2αidα, ce qui donne la formule (I.1.18).
En utilisant (I.1.18) avec les formules (I.1.13) et (I.1.14), on obtient à nouveau l’équivalence entre
les 3 assertions de la proposition précédente. En fait, on a les inclusions d’algèbres
〈DB ∪ ZA〉 ⊂ DA ⊂ 〈DB ∪ ZA(B)〉 ,
ce qui implique les inégalités
dim(〈DB ∪ ZA〉) ≤ dim(DA) ≤ dim(〈DB ∪ ZA(B)〉) .
De plus, si les règles de branchement de la paire (A,B) sont simples, il y a égalité entre les 3 termes,
et si les règles de branchement de la paire (A,B) ne sont pas simples, les inégalités sont strictes.
Appendice I.1.A Centralisateurs pour la chaîne des groupes symétriques
Nous donnons ici une démonstration (voir [86]), indépendante de la théorie des représentations,
de la commutativité du centralisateur de CSn−1 dans CSn, pour tout n ≥ 1 ; ceci prouve, d’après la
Proposition I.11, la simplicité des règles de branchement pour la paire (Sn, Sn−1), n ≥ 1, et donc la
simplicité du diagramme de Bratteli des groupes symétriques (voir Section suivante).
Tout d’abord, rappelons ce qu’est l’écriture cyclique d’une permutation. Le cycle (i1, i2, . . . , ik) de
Sn, avec i1, i2, . . . , ik ∈ {1, . . . , n} différents deux à deux, est la permutation de Sn qui envoie i1 à i2,
i2 à i3 et ainsi de suite jusqu’à ik−1 à ik, qui envoie ik à i1 et qui envoie tout j /∈ {i1, i2, . . . , ik} à
lui-même. Un cycle est invariant par permutation cyclique des éléments qui le composent.
L’ensemble {i1, i2, . . . , ik} est appelé le support du cycle (i1, i2, . . . , ik). Deux cycles dont les sup-
ports ne s’intersectent pas commutent. L’inverse d’un cycle est un cycle de même support, mais les
éléments du support sont ordonnés à l’inverse du cycle original :
(i1, i2, . . . , ik)
−1 = (ik, . . . , i2, i1) .
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L’action par conjugaison d’un élément de Sn sur un cycle est la suivante :
π(i1, i2, . . . , ik)π
−1 = (π(i1), π(i2), . . . , π(ik)) pour tout π ∈ Sn.
Notons en particulier que le cycle (i1, i2, . . . , ik) est conjugué à son inverse par la permutation qui
envoie i1 à ik, i2 à ik−1 et ainsi de suite.
Toute permutation peut s’écrire comme produit de cycles à supports disjoints deux à deux. L’in-
verse d’une permutation est le produit des inverses des cycles qui la composent.
Proposition I.15. Pour tout n ≥ 1, le centralisateur ZCSn(CSn−1) de CSn−1 dans CSn est commu-
tatif.
Preuve. Soit π une permutation de Sn. Il est possible (voir ci-dessus) d’écrire π et π−1, avec l’écriture
cyclique, de la manière suivante
π = (a1, a2, . . . , ai) . . . (. . . ) . . . (n, b1, . . . , bj)
π−1 = (ai, . . . , a2, a1) . . . (. . . ) . . . (n, bj , . . . , b1).
On vérifie aisément avec l’écriture ci-dessus que π−1 est conjugué à π, par la permutation qui envoie :
a1 Ô→ ai, a2 Ô→ ai−1, . . . , n Ô→ n, b1 Ô→ bj , b2 Ô→ bj−1 et etc. Ainsi, π et π−1 sont conjuguées par un
élément de Sn−1.
Soit f =
∑
π∈Sn fπ · π un élément du centralisateur de CSn−1 dans CSn, où fπ ∈ C. Pour π0 ∈ Sn
quelconque, il existe σπ0 ∈ Sn−1 telle que σπ0π0σ
−1
π0 = π
−1
0 . De plus, comme f est dans le centralisateur
de C[Sn−1], on a
σπ0fσ
−1
π0 = f,
d’une part, et d’autre part
σπ0fσ
−1
π0 =
∑
π Ó=π0
fπ · σπ0πσ
−1
π0 + fπ0 · π
−1
0 .
En identifiant les coefficients devant π−10 obtenus dans les deux cas, il vient que fπ0 = fπ−10
, et ceci
pour tout π0 ∈ Sn. Donc, tout élément f du centralisateur de CSn−1 dans CSn est une combinaison
linéaire d’éléments de la forme (π + π−1) avec π ∈ Sn.
Soit S l’antiautomorphisme de CSn défini sur les éléments de base par S(π) = π−1 pour tout
π ∈ Sn, et étendu par linéarité. D’après l’analyse ci-dessus, nous avons que S(f) = f pour tout
élément f du centralisateur de CSn−1 dans CSn.
Donc, pour tout f, f ′ ∈ ZCSn(CSn−1), nous avons
f · f ′ = S(f · f ′) = S(f ′) · S(f) = f ′ · f.
Ainsi, le centralisateur de CSn−1 dans CSn est commutatif. 
I.2 Diagrammes de Bratteli
Dans cette Section, nous rappelons plusieurs faits sur les diagrammes de Bratteli (voir, e.g., [30]) et
leurs produits gradués. Nous expliquons les connections avec la théorie des représentations des chaînes
d’algèbres. Ensuite, nous rappelons l’information, dont on aura besoin dans les autres chapitres, sur
les dimensions des sommets des puissances du graphe de Young.
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I.2.1 Définition
Un diagramme de Bratteli est un graphe gradué ; cela signifie qu’il existe une fonction, appelée
degré, de l’ensemble des sommets à l’ensemble des entiers non-négatifs. Il y a un seul sommet de degré
0 qui est noté ∅. Les arêtes du graphe ne peuvent connecter que deux sommets voisins ("voisins"
signifie que la valeur absolue de la différence de leurs degrés est égale à 1). Quand on dessine un
diagramme de Bratteli, il est pratique de placer au niveau a tous les sommets de degré a (le niveau a
correspond à la valeur de l’ordonnée (−a)). Ensuite, un sommet du niveau a a des arêtes "entrantes"
du niveau a−1 et des arêtes "sortantes" vers le niveau a+1. La dimension du sommet x est le nombre
de chemins qui descendent du sommet ∅ vers x.
En théorie des représentations, on associe un diagramme de Bratteli à une chaîne ascendante
A0 = C ⊂ A1 ⊂ · · · ⊂ An ⊂ . . . (I.2.1)
d’algèbre associatives : les sommets de degré k correspondent aux représentations (selon les circons-
tances, indécomposables, irréductibles etc.) de l’algèbre Ak, et les arêtes du diagramme de Bratteli
retracent les règles de branchement des paires (Ak+1,Ak), k ∈ N ; plus précisément, il y a µαi arêtes
entre le sommet correspondant à la représentation Uα de Ak et le sommet correspondant à la repré-
sentation Vi de Ak+1, lorsque Uα intervient avec la multiplicité µαi dans la décomposition de Vi.
Dans cette situation, la dimension d’un sommet est simplement égale à la dimension de la repré-
sentation correspondante.
De la même manière, un diagramme de Bratteli est associé à une chaîne ascendante de groupes
G0 = {e} ⊂ G1 ⊂ · · · ⊂ Gn ⊂ . . . (I.2.2)
La simplicité des règles de branchement pour la chaîne d’algèbres (I.2.1) (respectivement, pour la
chaîne de groupes (I.2.2)) correspond au fait que, dans le diagramme de Bratteli associé à la chaîne,
il n’y a jamais plus d’une arête reliant deux sommets voisins. Cela motive la définition suivante
Définition I.16. Un diagramme de Bratteli est simple lorsque le nombre d’arêtes entre deux sommets
voisins est toujours égal à 0 ou 1.
Exemples. (a) Dans l’Appendice I.2.A, nous rappelons les définitions d’une partition et de son
diagramme de Young associé, et nous donnons le début du diagramme de Bratteli pour la chaîne des
groupes symétriques. Il correspond au diagramme de Hasse de l’ensemble partiellement ordonné des
partitions. En effet, les représentations irréductibles du groupe symétrique Sn sont labellisées par les
partitions de taille n, et les règles de branchement retranscrivent la notion d’inclusion d’une partition
de taille n− 1 dans une partition de taille n. La graduation du diagramme de Bratteli est donnée ici
par la taille des partitions. Ce diagramme de Bratteli est simple.
(b) Dans l’Appendice I.2.B, nous donnons le début du diagramme de Bratteli pour la chaîne des
groupes alternés. Rappelons que le groupe alterné est un sous-groupe d’ordre 2 de Sn, défini comme
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le noyau de la signature 5. Nous notons λ la partition conjuguée à la partition λ (nous rappelons la
définition dans l’Appendice I.2.B).
Les sommets du diagramme de Bratteli de la chaîne des groupes alternés sont les suivants. Pour
les partitions λ vérifiant λ Ó= λ, un sommet du graphe correspond à la classe d’équivalence de λ par
la conjugaison ; appelons-le le sommet [λ]. Pour les partitions λ auto-conjuguées, c’est-à-dire vérifiant
λ = λ, deux sommets du graphe correspondent à λ ; appelons-les [λ] et [λ]′. Il n’y a pas d’autres
sommets.
La graduation est donnée par la taille des partitions. En ce qui concerne les arêtes, soient µ une
partition de taille n et λ une partition de taille n+ 1, telles que µ soit une sous-partition de λ ou de
λ. Il y a 4 cas à considérer :
– Si µ et λ ne sont ni l’une ni l’autre auto-conjuguées, alors une arête relie les sommets [µ] et [λ].
– Si µ est auto-conjuguée et λ ne l’est pas, alors une arête relie les sommets [µ] et [λ], et une arête
relie les sommets [µ]′ et [λ].
– Si µ n’est pas auto-conjuguée et λ l’est, alors une arête relie les sommets [µ] et [λ], et une arête
relie les sommets [µ] et [λ]′.
– Si µ et λ sont auto-conjuguées, alors une arête relie les sommets [µ] et [λ], et une arête relie les
sommets [µ]′ et [λ]′.
Il n’y a pas d’autres arêtes.
Remarque. Le procédé permettant d’obtenir le diagramme de Bratteli de la chaîne des groupes
alternés à partir du diagramme de Bratteli de la chaîne des groupes symétriques est un exemple
d’un procédé général. Considérons un diagramme de Bratteli et une involution sur l’ensemble des
sommets de ce diagramme respectant la graduation. Alors, on peut répéter la même construction que
dans l’exemple (b) ci-dessus, avec l’involution jouant le rôle de la conjugaison des partitions. Cette
construction apparait naturellement en théorie des représentations lorsque l’on considère une chaîne
de groupes possédant une sous-chaîne de sous-groupes d’indice 2. C’est donc le cas, par exemple, pour
les groupes alternés des groupes de Coxeter, dont l’exemple (b) ci-dessus est un cas particulier.
I.2.2 Produits de diagrammes de Bratteli
Soient G(1) et G(2) deux diagrammes de Bratteli. Les sommets du produit G(1) × G(2) sont par
définition les couples (x, y) où x est un sommet de G(1) et y est un sommet de G(2). Le degré de (x, y)
est la somme du degré de x et du degré de y. Le sommet tout en haut de G(1) ×G(2), qui est encore
noté ∅, est (∅,∅). Si il existe une arête entre x et x′ dans G(1), on dessine une arête entre (x, y) et
(x′, y) pour tout y ; nous dirons que ces arêtes sont de type 1. Si il existe une arête entre y et y′ dans
G(2), on dessine une arête entre (x, y) et (x, y′) pour tout x ; nous dirons que ces arêtes sont de type
2. Par définition, ce sont toutes les arêtes : toute arête est soit de type 1, soit de type 2.
En itérant, on définit le produit d’un nombre arbitraire m de diagrammes de Bratteli.
5. La signature est l’unique homomorphisme de Sn vers {−1, 1} qui envoie si à −1 pour tout i = 1, . . . , n− 1, où les
éléments si sont les générateurs dans la présentation (I.1.6) de Sn.
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Dimensions des sommets du produit. Soit G un diagramme de Bratteli. Notons P(G) l’en-
semble des chemins qui commencent au sommet tout en haut de G, et qui descendent. Pour p ∈ P(G),
notons E(p) la collection des arêtes de p, et end(p) le sommet final de p ; si z = end(p), alors deg(z)
est égal à la longueur de p, le cardinal de E(p). L’ensemble E(p) est naturellement ordonné : les arêtes
du chemin se suivent l’une après l’autre.
Soit (x, y) un sommet de G(1) × G(2). Soit p un élément de P(G(1) × G(2)) avec end(p) = (x, y).
L’ensemble E(p) est l’union disjointe de deux sous-ensembles, E1(p) et E2(p), où E1(p) (respectivement,
E2(p)) est le sous-ensemble de E(p) consistant en les arêtes de type 1 (respectivement, de type 2).
Chaque arête de E1(p) définit naturellement une arête de G(1) et l’ensemble des arêtes ainsi défini
forme un chemin p1 dans le graphe G(1), descendant du sommet ∅ de G(1) vers x, p1 ∈ P(G(1)) ; de la
même façon, chaque arête dans E2(p) définit naturellement une arête dans le graphe G(2), et l’ensemble
des arêtes ainsi défini forme un chemin p2 dans le graphe G(2), descendant du sommet ∅ de G(2) vers
y, p2 ∈ P(G(2)). Nous avons ainsi une application de P(G(1)×G(2)) vers le produit P(G(1))×P(G(2)),
définie par
π : p Ô→ (p1, p2) . (I.2.3)
On ne peut pas reconstruire uniquement le chemin p connaissant les chemins p1 et p2. Soit a le degré
de x et b le degré de y. Tout ordre ≻ sur l’union E(p1) ∪ E(p2) qui est compatible avec les ordres
naturels sur E1(p) et E2(p) (dans le sens que si une étape γ est après une étape γ′ dans E1(p) ou E2(p),
alors γ est après γ′ par rapport à l’ordre ≻) détermine un chemin de P(G(1)×G(2)) En d’autres mots,
dans la séquence de a + b arêtes d’un chemin de longueur a + b de P(G(1) × G(2)), on peut assigner
le type 1 à un sous-ensemble arbitrairement choisi de a arêtes, et donc le cardinal de la préimage de
l’élément (p1, p2) par rapport à l’application π, donnée par (I.2.3), est
(
a+ b
b
)
; ce cardinal dépend
seulement des sommets finaux x et y des chemins p1 et p2, donc nous avons
dim
(
(x, y)
)
=
(
a+ b
b
)
dim(x) dim(y) . (I.2.4)
Pour un diagramme de Bratteli G, définissons D(G)a par
D(G)a :=
∑
x : deg(x)=a
(
dim(x)
)2
. (I.2.5)
Quand le diagramme de Bratteli est associé à une chaîne ascendante d’algèbres associatives semi-
simples de dimension finie, comme (I.2.1), et les sommets correspondent aux représentations irréduc-
tibles, le nombre D(G)a est la dimension de l’algèbre Aa.
Par (I.2.4), nous avons pour le produit
D(G(1) ×G(2))c =
∑
a, b : a+ b = c
x : deg(x) = a
y : deg(y) = b
dim
(
(x, y)
)2
=
∑
a, b : a+ b = c
x : deg(x) = a
y : deg(y) = b
(
a+ b
b
)2 (
dim(x)
)2(
dim(y)
)2
=
c∑
a=0
(
c
a
)2
D(G(1))a D(G
(2))c−a .
(I.2.6)
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I.2.3 Puissances du graphe de Young
Comme nous le verrons dans le Chapitre suivant, Section II.3 (respectivement, la Section II.6), les
sommets du diagramme de Bratteli de la chaîne (par rapport à n) des algèbres H(m, 1, n) (respecti-
vement, des groupes G(m, 1, n)) correspondent naturellement aux m-partitions (voir Chapitre suivant
pour la définition des m-partitions, m-tableaux, etc) ; le niveau a consiste en toutes les m-partitions
de taille a ; les arêtes sortantes du niveau a correspondent à l’inclusion des m-partitions de taille a
dans les m-partitions de taille a+ 1. Ainsi, le diagramme de Bratteli pour H(m, 1, n) (ou G(m, 1, n))
est la m-ème puissance du graphe de Young.
1. Dimensions. Nous aurons besoin de connaître les dimensions des sommets des puissances du
graphe de Young. Nous rappelons la définition de la longueur de crochet, et la formule pour les
dimensions des sommets du graphe de Young. Pour une case α d’un diagramme de Young, le crochet
de α est un ensemble de cases, qui contient α et les cases qui sont placées soit au-dessous de α dans
la même colonne, soit à la droite de α dans la même ligne. La longueur hα du crochet de α est le
nombre de cases dans le crochet de α. La dimension d’une représentation (d’un groupe symétrique)
correspondant à une partition λ de n est donnée par la formule des crochets,
dim(Vλ) =
n!∏
α∈λ
hα
, (I.2.7)
où le produit
∏
α∈λ
hα signifie le produit de la longueur de crochet de toutes les cases α du diagramme
de Young de forme λ.
Considérons unem-partition λ(m) := (λ1, . . . , λm) telle que |λ(m)| = n (nous rappelons que |λ(m)| =
|λ1| + · · · + |λm|). Anticipons le Chapitre suivant, et notons Vλ(m) la représentation irréductible de
H(m, 1, n) associée à λ(m). Par la généralisation de (I.2.4) au produit de m diagrammes de Bratteli,
la dimension de Vλ(m) est
dim(Vλ(m)) =
n!
|λ1|! . . . |λm|!
|λ1|!∏
α∈λ1
hα
. . .
|λm|!∏
α∈λm
hα
=
n!
m∏
i=1
∏
α∈λi
hα
, (I.2.8)
Lemme I.17. Nous avons ∑
λ(m)
(dim(Vλ(m)))
2 = n!mn , (I.2.9)
où la somme porte sur toutes les m-partitions λ(m) = (λ1, . . . , λm) telles que |λ(m)| = n.
Preuve. Pour m = 1, nous savons que les représentations Vλ où λ est une partition de n sont toutes
les représentations irréductibles du groupe symétrique Sn, et donc :
∑
λ
(dim(Vλ))
2 =
∑
λ

 n!∏
α∈λ
hα


2
= n! . (I.2.10)
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La preuve de (I.2.9) est par récurrence sur m. Nous avons :
∑
λ(m):|λ(m)|=n
(dim(Vλ(m)))
2 =
n∑
j=0
(
n!
(n−j)!j!
)2 ∑
λ(1):|λ(1)|=j
(
dim(Vλ(1))
)2 ∑
λ(m−1):|λ(m−1)|=n−j
(
dim(Vλ(m−1))
)2
=
n∑
j=0
((
n!
(n−j)!j!
)2
· j! · (n− j)! · (m− 1)n−j
)
= n! ·
n∑
j=0
n!
(n−j)!j!(m− 1)
n−j = n!mn ;
ici λ(1) est une partition usuelle et λ(m−1) est une (m−1)-partition. Dans la première égalité, nous avons
utilisé (I.2.6) ; dans la seconde égalité, nous avons utilisé (I.2.10) et l’hypothèse de récurrence ; nous
avons simplifié le résultat dans la troisième égalité, et utilisé le théorème binomial dans la quatrième.

Remarque. La m-ème puissance du graphe de Young est un poset m-différentiel (la terminologie
poset vient de "partially ordered set", et signifie donc un ensemble partiellement ordonné) ; la formule
(I.2.9) est vérifiée pour un poset m-différentiel quelconque (voir [98] pour les définitions et les détails).
2. m-tableaux standards et dimensions. Il est bien connu que la dimension d’une représentation
du groupe symétrique correspondant à une certaine partition λ est égale à la dimension du sommet
correspondant du graphe de Young, et est égale au nombre de tableaux standards de forme λ. Il
est immédiat de généraliser ces égalités au cas cyclotomiques : la dimension d’une représentation du
groupe G(m, 1, n) correspondant à un certain m-diagramme de Young λ(m) est égale à la dimension
du sommet correspondant dans la m-ème puissance du graphe de Young, et est égale au nombre de
m-tableaux standards de forme λ(m).
Avec l’aide du Lemme I.17, nous vérifions d’ores et déjà que la somme des carrés des dimensions des
représentations qui seront construites dans la Sous-Section II.4.3 (respectivement, dans la Sous-Section
II.6.5) est égale à la dimension de H(m, 1, n) (respectivement, au cardinal du groupe G(m, 1, n)) :∑
λ(m)
(dim(Vλ(m)))
2 = dim(H(m, 1, n)) = |G(m, 1, n)| . (I.2.11)
Appendice I.2.A Diagramme de Bratteli pour la chaîne des groupe symétriques
Rappelons qu’une partition est un multiplet : λ = (λ1, . . . , λk), avec λ1, . . . , λk des entiers stric-
tement positifs tels que λ1 ≥ · · · ≥ λk. La taille d’une partition λ est notée |λ|, et est par définition
|λ| := λ1 + · · ·+ λk.
Nous représentons une partition par son diagramme de Young (appelé aussi diagramme de Ferrers) :
Le diagramme de Young associé à une partition (λ1, λ2, . . . , λk) est un ensemble de cases constitué
de k lignes, telles que la i-ème ligne contienne λi cases ; par convention, les lignes sont numérotées de
haut en bas, et sont alignées sur la gauche (ci-dessous, et dans l’Appendice suivant, nous avons placé
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des points à la place des cases). Nous dirons que le diagramme de Young associé à une partition λ est
de forme λ.
Par exemple, les 5 sommets du 5-ème étage du diagramme de Bratteli ci-dessous correspondent,
de gauche à droite, aux 5 partitions de taille 4 suivantes :
(4) , (3, 1) , (2, 2) , (2, 1, 1) et (1, 1, 1, 1) .
Nous avons tracé ci-dessous le début du diagramme de Bratteli de la chaîne des groupes symétriques
(les 8 premiers niveaux), voir exemple (a) de la Section I.2. Nous indiquons à côté de chaque sommet
sa dimension.
Fig. I.1. Diagramme de Bratteli (huit premiers niveaux) pour la chaîne des groupes symétriques.
Appendice I.2.B Diagramme de Bratteli pour la chaîne des groupes alternés
Rappelons la notion de partitions conjuguées : la conjugaison d’une partition λ correspond à la
réflexion de son diagramme de Young par rapport à la diagonale partant du coin en haut à gauche.
Par exemple,



et  sont deux partitions conjuguées l’une à l’autre ; la partition

 est
auto-conjuguée.
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Dans le cas d’une partition auto-conjuguée, deux sommets du graphe correspondent à cette parti-
tion ; ci-dessous, le premier sommet est noté par le diagramme de Young de la partition, et le deuxième
par le diagramme de Young avec un ′.
Nous traçons les diagrammes de Young de la même façon que dans l’Appendice précédent. Nous
avons tracé ci-dessous le début du diagramme de Bratteli de la chaîne des groupes alternés (les 9
premiers niveaux), voir l’exemple (b) de la Section I.2. Nous indiquons à côté de chaque sommet sa
dimension.
Fig. I.2. Diagramme de Bratteli (neuf premiers niveaux) pour la chaîne des groupes alternés.
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Appendice I.2.C Carré du graphe de Young
Ci-dessous, le début du diagramme de Bratteli pour la chaîne d’algèbres H(2, 1, n), le carré du
graphe de Young, est dessiné.
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Fig. I.3. Diagramme de Bratteli (quatre premiers niveaux) pour H(m, 1, n) avec m = 2.
I.3 Algorithme de Coxeter–Todd
Nous présentons dans cette Section l’algorithme de Coxeter–Todd. Cette algorithme s’applique à
une paire constituée d’un groupe, muni d’une présentation par générateurs et relations, et d’un sous-
groupe engendré par un sous-ensemble des générateurs. Nous expliquons son utilisation dans le cadre
d’une chaîne de groupes, et traitons en détail l’exemple de la chaîne des groupes symétriques. Nous
utiliserons l’algorithme de Coxeter–Todd dans les Chapitres III et IV.
I.3.1 Principe de l’algorithme
Soit G un groupe fini avec une présentation donnée par des générateurs g1, . . . , gm et un ensemble
de relations définissantes R. Soit I un sous-ensemble de {1, . . . ,m} et H le sous-groupe de G engendré
par ga, a ∈ I. L’algorithme de Coxeter–Todd pour la paire (G,H) construit l’ensemble des classes à
gauche de H dans G, et l’action des générateurs sur cet ensemble [22]. Le résultat de l’algorithme de
Coxeter–Todd est une figure dont les sommets sont labellisés par les classes à gauche, et des flèches
représentent l’action des générateurs.
Rappelons que les classes à gauche de H dans G sont les classes d’équivalence par la relation
d’équivalence suivante :
x ∼ y ⇔ il existe h ∈ H tel que x = yh.
La classe d’un élément x ∈ G est notée xH, et nous avons, soit xH = yH (⇔ x ∼ y), soit xH∩yH = ∅.
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L’ensemble des classes à gauche de H dans G est noté G/H ; le groupe G agit sur cet ensemble par
multiplication à gauche : pour tout x, y ∈ G, l’élément x envoie la classe yH à la classe xyH. La classe
notée H est la classe de l’élément neutre (elle est consituée par les éléments de H).
L’algorithme commence en plaçant la classe H ; seulement les générateurs ga, a /∈ I, peuvent
agir non-trivialement sur cette classe et produire de nouveaux sommets. La première étape consiste
donc à placer les classes gaH, a /∈ I, avec une flèche labellisée par ga de H vers gaH. Ensuite, nous
analysons, en utilisant les relations de R, l’action des générateurs sur les sommets, et dessinons de
nouveaux sommets, ou identifions deux sommets existants. Plus précisément, à chaque sommet déjà
existant, nous appliquons, pour chaque relation, la partie gauche de la relation, puis la partie droite, et
identifions le résultat. Au cours de ce procédé, il peut être nécessaire de placer de nouveaux sommets.
Ces nouveaux sommets devront ensuite aussi être étudiés de la même façon. L’algorithme est terminé
lorsque nous connaissons l’action de chaque générateur sur chaque sommet.
L’algorithme de Coxeter–Todd pour (G,H) liste les classes à gauche de H dans G, et fournit
ainsi une forme normale pour les éléments de G par rapport à H. L’algorithme implique une borne
supérieure pour le cardinal de G. A savoir, soit H˜ le groupe abstrait avec des générateurs g˜a, a ∈ I ; les
relations définissantes de H˜ reproduisent les relations de R qui concernent seulement les générateurs
ga, a ∈ I. En raison du morphisme surjectif naturel de H˜ vers H, g˜a Ô→ ga, a /∈ I, le cardinal de G est
inférieur ou égal au nombre de sommets de la figure, multiplié par le cardinal de H˜.
Pour une chaîne
{e} = G0 ⊂ G1 ⊂ · · · ⊂ Gn ⊂ . . .
de groupes, à partir du résultat de l’algorithme de Coxeter–Todd pour chaque paire (Gk, Gk−1), on
peut construire récursivement une forme normale globale pour les éléments de tout Gn, en utilisant la
forme normale de Gk par rapport à Gk−1, k = 1, 2, . . . , n.
I.3.2 Exemple pour la chaine des groupes symétriques
Considérons la chaîne des groupes symétriques
{e} = S0 ⊂ S1 ⊂ · · · ⊂ Sn ⊂ . . .
Rappelons, (I.1.6), que le groupe Sn (que nous noterons souvent aussi An−1, car il est isomorphe au
groupe de Coxeter de type A et de rang n − 1) est engendré par des éléments s1, . . . , sn−1 avec les
relations définissantes
s2i = 1 pour i = 1, . . . , n− 1,
sisi+1si = si+1sisi+1 pour i = 1, . . . , n− 2,
sisj = sjsi pour i, j = 1, . . . , n− 1 tels que |i− j| > 1.
(I.3.1)
Nous allons utiliser l’algorithme de Coxeter–Todd pour montrer que la présentation ci-dessus est bien
une présentation du groupe symétrique Sn, pour montrer que le sous-groupe engendré par s1, . . . , sn−2
est isomorphe à Sn−1, et enfin pour construire une forme normale globale pour les éléments de Sn.
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Nous raisonnons par récurrence. Il n’y a rien à prouver pour la base, n = 1, de la récurrence.
Notons Hn le groupe engendré par les éléments s1, . . . , sn−1 vérifiant les relations (I.3.1). Notons H le
sous-groupe de Hn engendré par s1, . . . , sn−2. Nous allons réaliser l’algorithme de Coxeter–Todd pour
la paire (Hn, H). Dans la figure suivante, on a remplacé les paires de flèches ayant une orientation
opposée (qui apparaissent car on considère des générateurs d’ordre 2) par des segments non-orientés.
tt t
ﬀ

ﬀ

ﬀ
sn−2 s1
s1 . . . sn−1H
s2, . . . , sn−1
H sn−1H
sn−1
s1, . . . , sn−2 s1, . . . , sn−3
Fig. I.4. Figure de Coxeter–Todd pour la paire (Hn, H).
La première classe est H. Le seul générateur de Hn qui ne laisse pas H invariante est sn−1, on
place donc une nouvelle classe sn−1H (cf figure I.4). Ensuite, s1, . . . , sn−3 commutent avec sn−1 et
laissent la classe H invariante, donc ils laissent la classe sn−1H invariante également. Il y a ainsi une
seule nouvelle classe qui est sn−2sn−1H. De même, les générateurs s1, . . . , sn−4 laissent invariante cette
classe, et de plus :
sn−1 · sn−2sn−1H = sn−2sn−1sn−2H
= sn−2sn−1H
.
On place donc une seule nouvelle classe, sn−3sn−2sn−1H. Plus généralement, nous avons :
si · sksk+1 . . . sn−1H = sksk+1 . . . sn−1H pour i < k − 1,
et, pour i ∈ {k + 1, . . . , n− 1},
si · sksk+1 . . . sn−1H = sk . . . sisi−1si . . . sn−1H
= sk . . . si−1sisi−1 . . . sn−1H
= sk . . . si−1si . . . sn−1si−1H car si−1 commute avec si+1, . . . , sn−1
= sk . . . si−1si . . . sn−1H
= sk . . . sn−1H .
Donc, pour la classe sksk+1 . . . sn−1H, les seuls générateurs qui ne la laissent pas stable sont sk,
qui l’envoie à sk+1 . . . sn−1H, et sk−1 qui crée une nouvelle classe. Ainsi, on arrive jusqu’à la classe
s1s2 . . . sn−1H et l’algorithme est terminé.
La borne supérieure pour le cardinal du groupe Hn ainsi obtenu est, en utilisant l’hypothèse de
récurrence, n · |Sn−1| = n! .
L’inégalité inverse provient du morphisme surjectif de Hn dans Sn suivant :
si Ô→ (i, i+1) pour i = 1, . . . , n− 1,
où (i, i+1) est la transposition qui échange i et i + 1. Les groupes Hn et Sn ont donc le même
cardinal, et ainsi le morphisme ci-dessus est un isomorphisme. De plus, le cardinal du groupe engendré
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par s1, . . . , sn−2 est égal à (n − 1)!, le cardinal de Sn−1, et donc on obtient que ce sous-groupe est
isomorphe à Sn−1.
L’algorithme fournit une forme normale globale pour les éléments de Sn. Soient
Rk := {1, sk−1, sk−2sk−1, . . . , s1s2 . . . sk−1} pour k = 1, 2, . . . , n (R1 := {1}).
Tout élément de Sn appartient à l’une des classes de la figure I.4, et donc peut s’écrire de manière
unique comme unh où un ∈ Rn et h ∈ Sn−1. Ainsi, par récurrence, on obtient :
Proposition I.18 Soit x ∈ Sn. L’élément x s’écrit de façon unique comme x = unun−1 . . . . . . u1 où
uk ∈ Rk pour tout k = 1, . . . , n.
Corollaire I.19 La chaîne des groupes symétriques, munie de la présentation (I.3.1), est stationnaire.
Preuve. Soient p, q ∈ N. Le sous-groupe de Sp+q+1 engendré par les éléments s1+q, . . . , sp+q est iso-
morphe à Sp+1. En effet, il suffit de compter le nombre d’éléments de Sp+q+1 qui s’écrivent, selon la
forme normale donnée par la Proposition I.18, seulement en termes de s1+q, . . . , sp+q. On trouve qu’il
y en a p!, ce qui est égal au cardinal de Sp+1. Ainsi, le morphisme surjectif qui envoie s1 Ô→ s1+q, . . . ,
sp Ô→ sp+q est l’isomorphisme requis. 
Remarque. Le résultat de l’algorithme de Coxeter–Todd pour la paire (Sk, Sk−1) est, pour tout
k, similaire à la Fig. I.4 (seul le nombre de segments dans la Fig. I.4 change). C’est la propriété de
stationnarité de la chaîne des groupes symétriques munie de la présentation (I.3.1) qui est responsable
de ce phénomène. De façon générale, la stationnarité (ou la stationnarité retardée) d’une chaîne de
groupes est très utile pour l’obtention d’une forme normale globale avec l’algorithme de Coxeter–Todd
(voir les Chapitres III et IV pour d’autres exemples).
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Chapitre II
Algèbres de Hecke cyclotomiques : éléments de
Jucys–Murphy, représentations et limite
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II.1 Introduction
L’algèbre de Hecke de type A, Hn(q), est une déformation à un paramètre de l’algèbre du groupe
symétrique (voir le Chapitre Introduction générale). Nous omettrons la plupart de temps la référence au
paramètre de déformation q et écrirons simplementHn (pour les autres familles d’algèbres apparaissant
dans ce Chapitre, la référence aux paramètres sera aussi très souvent omise).
Les algèbres de Hecke Hn forment, par rapport à n, une chaîne ascendante d’algèbres. Ces algèbres
possèdent un ensemble d’éléments de Jucys–Murphy. C’est un ensemble commutatif maximal (pour q
générique et dans la limite classique) dont les avantages sont : description explicite (comparativement
aux autres ensembles maximaux commutatifs découverts dans l’étude des modèles de chaînes de spin)
et une relation simple avec les centralisateurs des membres de la chaîne. De plus, la formule inductive
pour les éléments de Jucys–Murphy peut être relevée au niveau universel : il existe une chaîne d’algèbres
de Hecke affines Hˆn pour lesquelles on définit également les éléments de Jucys–Murphy ; la sous-algèbre
de Hˆn engendrée par les éléments de Jucys–Murphy est isomorphe à une algèbre polynômiale et il
existe une surjection Hˆn → Hn qui envoie les éléments de Jucys–Murphy de l’algèbre de Hecke affine
aux éléments de Jucys–Murphy de l’algèbre de Hecke Hn.
Le principal objet d’étude de ce Chapitre est l’algèbre de Hecke, que nous notons H(m, 1, n),
associée au groupe de réflexions complexe G(m, 1, n). L’algèbre H(m, 1, n) a été introduite dans [4,
10, 16] et est appelée l’algèbre de Hecke cyclotomique (ou aussi algèbre de Ariki–Koike). Pour m = 1
elle est l’algèbre de Hecke de type A, et pour m = 2 elle est l’algèbre de Hecke de type B. La théorie
des représentations de l’algèbre H(m, 1, n) a été développée dans [4] (et dans [36] pour l’algèbre de
Hecke de type B) ; les représentations irréductibles de l’algèbre H(m, 1, n) sont labellisées, comme
pour le groupe G(m, 1, n), par les m-uplets de diagrammes de Young.
Les algèbres de Hecke cyclotomiques H(m, 1, n) forment aussi (comme les algèbres de Hecke
usuelles), par rapport à n, une chaîne ascendante d’algèbres. De plus, l’algèbre H(m, 1, n) est na-
turellement un quotient de l’algèbre de Hecke affine Hˆn et hérite ainsi de l’ensemble d’éléments de
Jucys–Murphy de l’algèbre de Hecke affine. Un objectif de ce Chapitre est de reproduire la théo-
rie des représentations de l’algèbre de Hecke cyclotomique en analysant le spectre des éléments de
Jucys–Murphy. Nous généralisons l’approche de Okounkov et Vershik à la théorie des représentations
de l’algèbre de Hecke cyclotomique H(m, 1, n) ; nous construisons les représentations irréductibles et
montrons que l’utilisation de cette approche permet de décrire toutes les représentations irréductibles
de H(m, 1, n) sous certaines conditions (légèrement plus fortes que les conditions de semi-simplicité)
sur les paramètres de l’algèbre H(m, 1, n).
Nous insistons sur le fait que notre objectif ici n’est pas la construction de la théorie des repré-
sentations en soi - elle a déjà été construite dans [4] - mais nous voulons retrouver les représentations
directement à partir de l’analyse des opérateurs de Jucys–Murphy, encoder les bases des représenta-
tions en terme d’ensembles de nombres qui satisfont à des règles simples, et qui sont en fait les ensemble
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de valeurs propres communes des éléments de Jucys–Murphy, et réinterpréter les multi-tableaux de
Young en terme de lignes de valeurs propres des éléments de Jucys–Murphy. Il suit de la construction
des bases des représentations que l’ensemble des éléments de Jucys–Murphy est commutatif maxi-
mal (cette observation est présente dans [4]). L’approche, basée sur les opérateurs de Jucys–Murphy,
est de nature récursive - elle utilise la structure de chaîne ascendante, par rapport à n, des algèbres
cyclotomiques H(m, 1, n).
Comme l’algèbre de Hecke cyclotomique est un quotient de l’algèbre de Hecke affine, une représen-
tation de l’algèbre de Hecke cyclotomique est aussi une représentation de l’algèbre de Hecke affine. Les
représentations des algèbres de Hecke affines sont habituellement exprimées dans un langage différent,
voir [1, 3, 6, 93, 99, 109] pour les papiers originaux et des articles de revues sur les situations classique
et q-déformée.
Une nouveauté de la construction présentée ici des représentations de l’algèbre de Hecke cyclo-
tomique consiste en l’introduction d’une nouvelle algèbre associative. Nous équipons d’une structure
d’algèbre le produit tensoriel de l’algèbre H(m, 1, n) avec une algèbre libre associative engendrée par
les m-tableaux standards correspondant aux m-partitions de n. Nous notons l’algèbre qui résulte
de cette construction par T. Les représentations sont ensuite construites par évaluation à droite avec
l’aide de la représentation unidimensionnelle la plus simple de H(m, 1, n). Il existe un homomorphisme
"d’évaluation" naturel de T vers H(m, 1, n) envoyant le générateur associé à un m-tableau standard à
l’idempotent correspondant de l’algèbre H(m, 1, n).
Une conséquence intéressante de l’existence de ce "produit smash" avec l’algèbre libre est une
structure de H(m, 1, n)-module sur le produit tensoriel de représentations correspondant à deux (en
général, un nombre arbitraire de) m-partitions. Nous déterminons les règles de décomposition de ces
produits tensoriels en sommes directes de représentations irréductibles. Les règles de décomposition
elles-mêmes sont plutôt simples : Vλ(m)⊗ˆVλ′(m) ∼= dim(Vλ′(m)) Vλ(m) ; pourtant un opérateur d’entre-
lacement, établissant l’isomorphisme, est difficile à décrire explicitement - déjà pour de petits n le
choix le plus simple d’un opérateur d’entrelacement est relativement complexe. Par ailleurs, pour ob-
tenir les règles de décomposition nous avons besoin du résultat de complétude qui assure que tout
H(m, 1, n)-module est isomorphe à une somme directe de H(m, 1, n)-modules correspondant à des
m-partitions de n ; pourtant la définition de la structure de module sur le produit tensoriel n’utilise
pas la complétude. Nous pensons que la structure de module sur le produit tensoriel mérite une étude
plus poussée.
L’espace vectoriel d’une représentation obtenue avec l’aide du produit smash est équipé d’une base
distinguée qui est analogue à la base semi-normale pour les représentations du groupe symétrique.
Il s’avère qu’il existe plusieurs analogues d’un produit scalaire invariant sur les espaces des repré-
sentations. L’un est bilinéaire, les définitions des autres utilisent la conjugaison complexe, ainsi que
l’involution ω : q → q−1, vj → v−1j , j = 1, . . . ,m (q et vj , j = 1, . . . ,m, sont les paramètres de
l’algèbre H(m, 1, n), voir Section II.2 pour les définitions précises). Nous calculons ces produits pour
toute représentation irréductible de H(m, 1, n), construisant ainsi les analogues des représentations
orthogonales du groupe symétrique. En conséquence, une large classe de représentations irréductibles
de dimension finie de l’algèbre de Hecke affine sont unitarisables dans un certain sens. Si les paramètres
q et vj , j = 1, . . . ,m, de l’algèbre H(m, 1, n) prennent des valeurs dans le cercle unitaire (dans C)
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alors un de ces produits devient un produit Hermitien usuel.
L’approche inductive pour la théorie des représentations de l’algèbre de Hecke usuelle (de type
A) utilise de manière cruciale la théorie des représentations de l’algèbre de Hecke affine de type A.
On pourrait s’attendre à ce que il soit nécessaire d’utiliser ici les représentations de l’algèbre de
Hecke affine de type B (voir [25, 72] pour les définitions) pour la théorie des représentations des
algèbres de Hecke cyclotomiques. Mais – et cela peut être surprenant – dans le cas non-dégénéré,
la théorie des représentations des algèbres H(m, 1, n), par l’approche inductive, requiert également
l’étude de l’algèbre de Hecke affine de type A. Pourtant, dans la limite classique, une certaine version
d’algèbre de Hecke affine dégénérée cyclotomique, que nous notons Am,n dans le texte, apparaît ;
les représentations de l’algèbre de Hecke affine dégénérée cyclotomique la plus simple,Am,2, servent
pour l’étude de la théorie des représentations du groupe de réflexions complexe G(m, 1, n) – la limite
classique de l’algèbre de Hecke cyclotomique H(m, 1, n).
Les algèbres Am,n pour tout m = 1, 2, . . . peuvent être obtenues par une certaine limite à partir
d’une seule et même algèbre de Hecke affine Hˆn.
La théorie des représentations de G(2, 1, n) (le groupe de Coxeter de type B) a été étudiée par
Young dans [106] et la théorie des représentations du produit en couronne A ≀ Sn d’un groupe fini
arbitraire A par le groupe symétrique (dont G(m, 1, n) est un cas particulier) a été étudiée par Specht
dans [97]. Etant donné un groupe fini A, les produits en couronne A ≀ Sn forment, par rapport à n,
une chaîne ascendante de groupes. L’approche de Okounkov et Vershik a été étendue à la théorie des
représentations du produit en couronne d’un groupe fini quelconque par le groupe symétrique dans
[87]. Les règles de branchement de la chaîne des groupes A ≀ Sn sont sans multiplicité si et seulement
si le groupe A est abélien. La chaîne des groupes G(m, 1, n) est l’exemple le plus simple (ici A est un
groupe cyclique) d’une chaîne sans multiplicité de produits en couronne A ≀ Sn.
Dans ce travail, nous décrivons attentivement la limite classique de toute la construction faite pour
H(m, 1, n), incluant en particulier le produit smash, cette fois de l’algèbre du groupe G(m, 1, n), avec
l’algèbre libre associative des m-tableaux standards. Certaines parties de cette construction s’avèrent
être plus compliquées que dans le cas non-dégénéré. Nous omettrons systématiquement les preuves
dans la limite classique quand elles sont pratiquement une répétition des preuves de l’assertion cor-
respondante pour l’algèbre de Hecke cyclotomique H(m, 1, n). Mais quand la situation dans le cas
dégénéré ne suit pas exactement le cas non-dégénéré, nous donnons toute l’information nécessaire.
Cela concerne, en particulier, la structure des algèbre de Hecke affines dégénérées cyclotomiques et
leurs ensembles commutatifs, et aussi certaines subtilités concernant les opérateurs d’entrelacement.
Les représentations obtenues avec l’aide du produit smash sont les analogues, pour G(m, 1, n), des
représentations semi-normales du groupe symétrique. Nous déterminons le produit scalaire Hermitien
G(m, 1, n)-invariant sur les espaces de représentations et décrivons les analogues des représentations
orthogonales du groupe symétrique.
II.1.1 Organisation du chapitre
Dans la Section II.2 nous rappelons les définitions de diverses chaînes de groupes et d’algèbres
intervenant plus tard, et la définition des éléments de Jucys–Murphy de la chaine des groupes de
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tresses et des chaînes des quotients de l’algèbre du groupe de tresses.
Les Sections II.3, II.4 et II.5 sont consacrées à la théorie des représentations de l’algèbre de Hecke
cyclotomique H(m, 1, n).
Dans la Section II.3 nous commençons l’étude de la théorie des représentations de la chaîne, par
rapport à n, des algèbres de Hecke cyclotomiques H(m, 1, n), généralisant l’approche de Okounkov
et Vershik de la théorie des représentations du groupe symétrique. Un outil important ici est la liste
des représentations, satisfaisant certaines propriétés naturelles, de l’algèbre de Hecke affine Hˆ2. Nous
relions l’ensemble des m-tableaux standards de Young avec l’ensemble Spec(J1, . . . , Jn) des valeurs
propres communes des éléments de Jucys–Murphy J1, . . . , Jn dans une certaine classe de représenta-
tions (que nous appelons C-représentations) de H(m, 1, n). Plus précisément, nous montrons que toute
ligne de nombres appartenant à Spec(J1, . . . , Jn) est contenue dans un ensemble appelé Contm(n) qui
est en bijection avec l’ensemble des m-tableaux standards de Young.
Dans la Section II.4 nous équipons, pour toutem-partition λ(m) de n, l’espace C[Xλ(m) ]⊗H(m, 1, n)
d’une structure d’algèbre associative. Ici C[Xλ(m) ] est l’algèbre libre associative dont les générateurs
Xλ(m) sont labellisés par les m-tableaux standards de forme λ
(m). Pour définir la structure d’algèbre,
il est pratique d’utiliser la forme Baxterisée de (seulement) une partie des générateurs de H(m, 1, n).
Etant donnée une représentation unidimensionnelle de l’algèbre H(m, 1, n), nous construisons, avec
l’aide de la structure d’algèbre sur C[Xλ(m) ]⊗H(m, 1, n), une représentation Vλ(m) sur l’espace vectoriel
dont une base est paramétrée par lesm-tableaux standards de forme λ(m). Cette construction implique
que l’ensemble Spec(J1, . . . , Jn) des valeurs propres communes des éléments de Jucys–Murphy dans
les C-représentations coïncide avec l’ensemble Contm(n) et ainsi avec l’ensemble des m-tableaux stan-
dards. A la fin de la Section II.4 nous calculons des analogues d’un produit scalaire invariant pour
toute représentation Vλ(m) .
Dans l’Appendice à la Section 4 nous expliquons comment la structure d’algèbre sur l’espace
C[Xλ(m) ]⊗H(m, 1, n) induit une structure tensorielle sur l’ensemble des C-représentations de l’algèbre
de Hecke cyclotomique H(m, 1, n) ; plus généralement, étant donné un H(m, 1, n)-moduleW , la struc-
ture d’algèbre sur C[Xλ(m) ] ⊗ H(m, 1, n) permet de définir une structure de H(m, 1, n)-module sur
l’espace Vλ(m) ⊗W , où Vλ(m) est la C-représentation correspondant à la m-partition λ
(m). Nous déter-
minons les règles de décomposition des produits tensoriels de C-représentations en sommes directes
de représentations irréductibles. Au cours de la preuve nous donnons plusieurs exemples explicites de
telles décompositions. Cet Appendice est plutôt technique et n’est pas nécessaire pour la compréhen-
sion du reste du chapitre. Il peut être sauté lors d’une première lecture.
Dans la Section II.5 nous complétons la théorie des représentations des algèbres de Hecke cycloto-
miques ; nous montrons que les représentations construites sont irréductibles et non-isomorphes deux
à deux (la preuve est inclue pour être complet ; elle est adoptée de [4]). Utilisant une borne supérieure
(prouvée indépendamment dans le Chapitre III) pour la dimension de l’algèbre de Hecke cyclotomique
et certains résultats sur les produits de diagrammes de Bratteli (rappelés dans le Chapitre I, Section
I.2), nous concluons de façon standard que la classe des C-représentations irréductibles contient toutes
les représentations irréductibles de l’algèbre de Hecke cyclotomique, quand les paramètres de l’algèbre
satisfont les restrictions de la Section II.2.
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De plus, nous incluons dans la Section II.5 plusieurs conséquences directes de la théorie des repré-
sentations (valides soit dans le cadre générique, soit sous les restrictions sur les paramètres considérées
dans ce chapitre) : la semi-simplicité de l’algèbre de Hecke cyclotomique H(m, 1, n), la simplicité
des règles de branchement pour les représentations de l’algèbre H(m, 1, n) 1 et la maximalité dans
H(m, 1, n) de l’ensemble commutatif formé par les éléments de Jucys–Murphy. Nous mentionnons
aussi l’information, impliquée par la théorie des représentations développée, sur la structure du cen-
tralisateur de l’algèbre H(m, 1, n− 1) considérée comme une sous-algèbre de H(m, 1, n).
La limite classique de l’algèbre de Hecke cyclotomique H(m, 1, n) est l’algèbre du groupe de ré-
flexions complexe G(m, 1, n). La Section II.6 est entièrement consacrée au groupe G(m, 1, n).
La théorie des représentations de H(m, 1, n) développée dans les Sections II.3, II.4 et II.5 peut
être utilisée pour obtenir immédiatement la théorie des représentations du groupe G(m, 1, n) : on doit
seulement prendre la limite classique des paramètres dans les formules pour les éléments matriciels
des générateurs. Néanmoins il est intéressant de construire la théorie des représentations de la chaîne
des groupes indépendamment du cas non-dégénéré. Nous présentons la limite classique de toute l’ap-
proche développée dans les Sections II.3, II.4 et II.5, établissant l’approche inductive à la théorie des
représentations de la chaîne, par rapport à n, des groupes G(m, 1, n).
Tout d’abord, nous expliquons comment obtenir les éléments de Jucys–Murphy classiques de l’al-
gèbre de groupe CG(m, 1, n) à partir des éléments de Jucys–Murphy de l’algèbre de Hecke cyclotomique
non-dégénérée H(m, 1, n) (nous étendons ainsi un résultat de [88] sur les groupes de Weyl et leurs al-
gèbres de Hecke). En ce qui concerne la relation avec l’algèbre de Hecke affine, la situation se complique
au niveau classique ; nous introduisons une algèbre de Hecke affine dégénérée cyclotomique Am,n. Les
algèbres de Hecke affines dégénérées cyclotomiques forment aussi une chaîne par rapport à n. Nous
établissons la commutativité d’un certain ensemble d’éléments de l’algèbre Am,n ; nous appelons les
éléments de cet ensemble commutatif les éléments de Jucys–Murphy "classiques universels". Il existe
une surjection Am,n → CG(m, 1, n) et les éléments de Jucys–Murphy classiques sont les images des
éléments de Jucys–Murphy classiques universels de Am,n par cette surjection ; nous obtenons ainsi,
indépendamment du cadre non-dégénéré, une preuve de la commutativité de l’ensemble formé par les
éléments de Jucys–Murphy classiques.
Ensuite nous répétons grosso modo les mêmes étapes que dans le cas non-dégénéré. Nous étudions
une certaine classe de représentations de l’algèbre Am,2 et déduisons que le spectre des éléments de
Jucys–Murphy classiques dans les C-représentations est inclus dans un ensemble cContm(n) qui est
en bijection avec l’ensemble des m-tableaux de Young standards. Nous introduisons une structure
d’algèbre sur le produit tensoriel de CG(m, 1, n) avec une algèbre libre associative engendrée par les
m-tableaux standards. Nous expliquons brièvement l’analogue de la construction des représentations
de H(m, 1, n) dans le cadre classique et concluons que les représentations construites contiennent
toutes les représentations irréductibles du groupe G(m, 1, n). Nous ne donnons pas les preuves des
1. L’article [34] défend le point de vue que c’est l’algèbre de Hecke affine "qui est responsable du phénomène des
multiplicités égales à 1" ; pour les représentations génériques de dimension finie, la simplicité des règles de branchement
(le phénomène des multiplicités égales à 1) de l’algèbre de Hecke affine est une conséquence de la simplicité des règles de
branchement des algèbres de Hecke cyclotomiques car dans une représentation générique de dimension finie, le spectre
de l’élément de Jucys–Murphy J1 est fini, et donc une telle représentation est en fait une représentation d’un quotient
cyclotomique de l’algèbre de Hecke affine.
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propriétés concernant G(m, 1, n) quand elles suivent les mêmes lignes que dans le cas non-dégénéré ;
nous indiquons seulement les modifications quand elles apparaissent.
La Section II.6 se termine avec deux appendices. Le premier traite la structure des algèbres de
Hecke affines dégénérées cyclotomiques Am,n ; nous construisons une base de Am,n, ce qui donne une
forme normale pour les éléments de Am,n. Dans le deuxième appendice, nous étudions les opérateurs
d’entrelacement classiques, utiles dans l’analyse du spectre des opérateurs de Jucys–Murphy ; nous
montrons comment obtenir les opérateurs d’entrelacement classiques comme des limites classiques de
certains opérateurs d’entrelacement de l’algèbre de Hecke affine non-dégénérée Hˆn.
Certains des résultats de la Section II.6 peuvent être trouvés dans la littérature. Les éléments de
Jucys–Murphy de l’algèbre de groupe du produit en couronne d’un groupe fini A par le groupe symé-
trique (dont CG(m, 1, n) est un exemple particulier) ont été définis indépendamment dans [87] et [104] ;
les éléments de Jucys–Murphy de l’algèbre du groupe de Coxeter G(2, 1, n) ont été introduits dans [88].
Dans [87], l’approche de Okounkov et Vershik est étendue aux produits en couronne d’un groupe fini
quelconque A par le groupe symétrique. Egalement, il s’avère que l’algèbre de Hecke affine dégénérée
cyclotomique Am,n coïncide avec l’algèbre de Hecke en couronne adaptée à notre situation ; l’algèbre
de Hecke en couronne a été définie et étudiée dans [103] (voir aussi [102]). L’algèbre Am,n, définie diffé-
remment, apparait aussi dans [89] comme un analogue pour G(m, 1, n) d’une algèbre de Hecke graduée.
Dans notre présentation, nous insistons spécialement sur les connections entre le traitement pour les
groupes G(m, 1, n) avec notre traitement pour les algèbres H(m, 1, n) ; en particulier, comme nous
l’avons dit plus haut, nous obtenons les éléments de Jucys–Murphy pour G(m, 1, n) (respectivement,
les opérateurs d’entrelacement de Am,n) en prenant la limite dans certaines expressions impliquant les
éléments de Jucys–Murphy de H(m, 1, n) (respectivement, les opérateurs d’entrelacement de Hˆn).
Ce chapitre se termine avec l’Appendice A, qui contient plusieurs exemples des relations définis-
santes de l’algèbre sur le produit tensoriel de H(m, 1, n) avec l’algèbre libre associative engendrée par
les m-tableaux standards ; les formules explicites pour les éléments matriciels des générateurs dans des
représentations irréductibles de H(m, 1, n) de basse dimension sont données.
Notations.
Dans ce chapitre, le corps de base est le corps C des nombres complexes.
Le spectre d’un opérateur T est noté Spec(T ).
Nous notons, pour k, l ∈ Z avec k < l, par [k, l] l’ensemble des entiers {k, k + 1, . . . , l − 1, l}.
Le q-nombre jq est défini par jq :=
qj − q−j
q − q−1
.
La matrice diagonale qui a pour entrées z1, z2, . . . , zk (sur la diagonale) est notée diag(z1, z2, . . . , zk).
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II.2 Algèbres de Hecke cyclotomiques et éléments de Jucys–Murphy
Le groupe de tresses Bn de type A (ou simplement le groupe de tresses) à n brins est engendré
par les éléments σ1, . . . , σn−1 avec les relations définissantes :


σiσi+1σi = σi+1σiσi+1 pour i = 1, . . . , n− 2 ,
σiσj = σjσi pour i, j = 1, . . . , n− 1 tels que |i− j| > 1 .
(II.2.1)
(II.2.2)
Le groupe de tresses αBn de type B (parfois appelé groupe de tresses affine) est obtenu en ajoutant
aux générateurs σ1, . . . , σn−1 le générateur τ avec les relations définissantes (II.2.1), (II.2.2) et :
{τσ1τσ1 = σ1τσ1τ ,
τσi = σiτ pour i > 1 .
(II.2.3)
(II.2.4)
Les éléments Ji, i = 1, . . . , n, du groupe de tresses de type B définis de manière inductive par la
condition initiale et la récursion suivantes :
J1 = τ , Ji+1 = σiJiσi , (II.2.5)
sont appelés éléments de Jucys–Murphy. Il est connu que ces éléments forment un ensemble commu-
tatif. De plus, Ji commute avec tous les σk, exceptés σi−1 et σi,
Jiσk = σkJi si k > i ou k < i− 1 . (II.2.6)
L’algèbre de Hecke affine Hˆn est le quotient de l’algèbre du groupe de tresses affine αBn par :
σ2i = (q − q
−1)σi + 1 pour i = 1, . . . , n− 1 . (II.2.7)
L’algèbre de Hecke usuelle de type A, Hn, est l’algèbre engendrée par les éléments σ1, . . . , σn−1 avec
les relations (II.2.1)–(II.2.2) et (II.2.7).
L’algèbre de Hecke cyclotomique H(m, 1, n) est le quotient de l’algèbre de Hecke affine Hˆn par
(τ − v1) . . . (τ − vm) = 0 . (II.2.8)
Ainsi, l’algèbre H(m, 1, n) est engendrée par les éléments τ, σ1, . . . , σn−1 avec les relations définis-
santes (II.2.1)–(II.2.4) et (II.2.7)–(II.2.8). En particulier, H(1, 1, n) est l’algèbre de Hecke de type A et
H(2, 1, n) est l’algèbre de Hecke de type B. La sous-algèbre de H(m, 1, n) engendrée par les éléments
σ1, . . . , σn−1 est isomorphe à l’algèbre de Hecke de type A (voir, par exemple, Chapitre suivant).
L’algèbreH(m, 1, n) est une déformation de l’algèbre de groupe CG(m, 1, n) du groupe de réflexions
complexe G(m, 1, n). Le groupe G(m, 1, n) est isomorphe à Sn ≀Cm, le produit en couronne du groupe
cyclique àm éléments par le groupe symétrique Sn. Nous rappelons la présentation standard du groupe
G(m, 1, n) dans la Section II.6.
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La déformation de CG(m, 1, n) vers l’algèbre H(m, 1, n) est plate dans le sens où H(m, 1, n) est
un C[q, q−1, v1, . . . , vm]-module libre de dimension égale au cardinal de G(m, 1, n), c’est-à-dire :
dim(H(m, 1, n)) = n! ·mn . (II.2.9)
La platitude est prouvée dans [4] avec l’aide de la théorie des représentations, et dans le Chapitre III,
Section III.4, dans le cadre de la théorie des algèbres associatives.
La spécialisation de H(m, 1, n) est semi-simple si et seulement si les valeurs numériques des para-
mètres satisfont (voir [2])
1 + q2 + · · ·+ q2N Ó= 0 pour tout N : N < n (II.2.10)
et
q2ivj − vk Ó= 0 pour tout i, j, k tels que j Ó= k et − n < i < n . (II.2.11)
Par la suite, nous travaillons soit avec une algèbre de Hecke cyclotomique générique (c’est-à-dire, v1,
. . . , vm et q sont des indéterminées), soit dans le cas semi-simple avec une condition supplémentaire :
vj Ó= 0 , j = 1, . . . ,m . (II.2.12)
En faisant varier n, les algèbres H(m, 1, n) forment une chaîne ascendante d’algèbres, au sens du
Chapitre I, Section I.1 :
H(m, 1, 0) = C ⊂ H(m, 1, 1) ⊂ · · · ⊂ H(m, 1, n) ⊂ . . . (II.2.13)
(les éléments τ et σ1, . . . , σn−2 de H(m, 1, n) engendrent une sous-algèbre isomorphe à H(m, 1, n− 1),
voir Chapitre III, Section III.4). De la même manière, les groupes de tresses, les groupes de tresses
affines et les algèbres de Hecke affines forment des chaînes ascendantes d’algèbres. Ainsi, la référence
à n (comme dans Hn, H(m, 1, n), etc.) dans la notation pour les générateurs peut être omise.
La théorie des représentations de l’algèbre générique H(m, 1, n) a été étudiée dans [4]. Ici, nous
présentons une autre approche qui est une généralisation de l’approche de Okounkov et Vershik de la
théorie des représentations du groupe symétrique [86], et qui fait référence à la structure de chaine
(II.2.13).
Nous noterons par les mêmes symboles Ji les images des éléments de Jucys–Murphy dans l’al-
gèbre de Hecke cyclotomique. Comme conséquence de la théorie des représentations de l’algèbre gé-
nérique H(m, 1, n), l’ensemble des éléments de Jucys–Murphy {J1, . . . , Jn} est commutatif maximal
dans H(m, 1, n) ; plus précisément, l’algèbre des polynômes en les éléments de Jucys–Murphy coïncide
avec l’algèbre engendrée par l’union des centres de H(m, 1, k) pour k = 1, . . . , n.
Remarque. Nous utilisons la même notation "σi" pour les générateurs de différents groupes et
algèbres : ce sont les groupes de tresses usuels et affines et les algèbres de Hecke usuelles, affines et
cyclotomiques. Le symbole τ est aussi utilisé pour un générateur de plusieurs différents objets. Cela ne
devrait pas prêter à confusion, il sera clair selon le contexte quel(le) est le groupe/algèbre en question.
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II.3 Spectre des éléments de Jucys–Murphy etm-tableaux de Young
Nous entamons le développement d’une approche, basée sur les éléments de Jucys–Murphy, à
la théorie des représentations de la chaîne (par rapport à n) des algèbres de Hecke cyclotomiques
H(m, 1, n). Cela généralise l’approche développée par Okounkov et Vershik dans [86].
1. La première étape consiste en l’étude des représentations de H(m, 1, n) vérifiant deux condi-
tions. Premièrement, les éléments de Jucys–Murphy J1, . . . , Jn sont représentés par des opérateurs
semi-simples (diagonalisables). Deuxièmement, pour tout i = 1, . . . , n− 1, l’action de la sous-algèbre
engendrée par Ji, Ji+1 et σi est complètement réductible. Nous utiliserons le nom de C-représentations
(C vient de la première lettre de "complètement réductible") pour de telles représentations. A la fin
de la construction, nous verrons que toutes les représentations irréductibles de H(m, 1, n) sont des
C-représentations.
En analogie avec [86], nous notons Spec(J1, . . . , Jn) l’ensemble des lignes de valeurs propres des
éléments de Jucys–Murphy dans l’ensemble des C-représentations : Λ = (a(Λ)1 , . . . , a
(Λ)
n ) appartient à
Spec(J1, . . . , Jn) si il existe un vecteur eΛ dans l’espace d’une C-représentation tel que Ji(eΛ) = a
(Λ)
i eΛ
pour tout i = 1, . . . , n. Toute C-représentation possède une base formée par des vecteurs eΛ (ceci
est une reformulation de la première condition dans la définition des C-représentations). Comme σk
commute avec Ji pour k > i et k < i− 1, l’action de σk sur un vecteur eΛ, Λ ∈ Spec(J1, . . . , Jn), est
"locale" dans le sens où σk(eΛ) est une combinaison linéaire de vecteurs eΛ′ tels que a
(Λ′)
i = a
(Λ)
i pour
i Ó= k, k + 1.
2. Algèbre de Hecke affine Hˆ2. Considérons l’algèbre de Hecke affine Hˆ2, engendrée par X, Y et
σ avec les relations :
XY = Y X, Y = σXσ, σ2 = (q − q−1)σ + 1 . (II.3.1)
Pour tout i = 1, . . . , n− 1, la sous-algèbre de H(m, 1, n) engendrée par Ji, Ji+1 et σi est un quotient
de Hˆ2. Nous reproduisons ici les résultats de [44] concernant la classification des représentations
irréductibles avec X et Y diagonalisables de l’algèbre Hˆ2.
On trouve des représentations irréductibles de dimension 1 et de dimension 2.
– Les représentations irréductibles unidimensionnelles sont données par
X Ô→ a, Y Ô→ q2εa, σ Ô→ εqε, où ε = ±1. (II.3.2)
– Les représentations irréductibles de dimension 2 sont données par
σ Ô→
(
0 1
1 q − q−1
)
, X Ô→
(
a −(q − q−1)b
0 b
)
, Y Ô→
(
b (q − q−1)b
0 a
)
,
avec b Ó= a pour que X et Y soient diagonalisables, et avec b Ó= q±2a pour assurer l’irréductibilité.
Par un changement de base, nous mettons X et Y sous forme diagonale :
σ Ô→

 (q−q−1)bb−a 1− (q−q−1)2ab(b−a)2
1 − (q−q
−1)a
b−a

 , X Ô→
(
a 0
0 b
)
, Y Ô→
(
b 0
0 a
)
. (II.3.3)
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3. Nous retournons aux lignes de valeurs propres des éléments de Jucys–Murphy.
Proposition II.1. Soit Λ = (a1, . . . , ai, ai+1, . . . , an) ∈ Spec(J1, . . . , Jn) et soit eΛ un vecteur cor-
respondant.
(a) On a ai Ó= ai+1.
(b) Si ai+1 = q2εai avec ε = ±1, alors σi(eΛ) = εqεeΛ.
(c) Si ai+1 Ó= q±2ai, alors Λ′ = (a1, . . . , ai+1, ai, . . . , an) ∈ Spec(J1, . . . , Jn) ; de plus, le vecteur
σi(eΛ)−
(q−q−1)ai+1
ai+1−ai
eΛ correspond à la ligne Λ′ (voir (II.3.3) avec b = ai+1 et a = ai).
C’est une conséquence directe de la théorie des représentations de l’algèbre Hˆ2, décrite ci-dessus (cf.
la Proposition 4.1 dans [86] et la Proposition 3 dans [44]).
4. Lignes de contenus.
Définition II.2. Une ligne de contenus (a1, . . . , an) est une ligne de nombres satisfaisant les condi-
tions suivantes :
(c1) a1 ∈ {v1, . . . , vm} ;
(c2) pour tout j > 1 : si aj = vkq2z pour un certain k et z Ó= 0, alors {vkq2(z−1), vkq2(z+1)} ∩
{a1, . . . , aj−1} Ó= ∅ ;
(c3) si ai = aj = vkq2z avec i < j pour un certain k et un certain z, alors {vkq2(z−1), vkq2(z+1)} ⊂
{ai+1, . . . , aj−1}.
Nous notons Contm(n) l’ensemble des lignes de contenus de longueur n .
La proposition suivante est l’analogue "cyclotomique" du Théorème 5.1 dans [86] et de la Propo-
sition 4 dans [44]. Nous adaptons la preuve, en portant une attention particulière aux endroits où les
restrictions (II.2.10)–(II.2.12) sont essentielles.
Proposition II.3. Si une ligne de nombres (a1, . . . , an) appartient à Spec(J1, . . . , Jn), alors elle
appartient à Contm(n).
Preuve. Comme J1 = τ , la condition (c1) est impliquée par l’équation caractéristique de τ .
Supposons que (c2) n’est pas vérifiée, c’est-à-dire il existe une ligne (a1, . . . , an) ∈ Spec(J1, . . . , Jn)
telle que, pour un certain j > 1, un certain k et un certain z Ó= 0, on a aj = vkq2z mais ai Ó= vkq2(z−1)
et ai Ó= vkq2(z+1) pour tout i plus petit que j. Par des applications successives du point (c) de
la Proposition II.1, nous obtenons un élément de Spec(J1, . . . , Jn) avec vkq2z en première position.
Les restrictions (II.2.10)–(II.2.12) impliquent vkq2z Ó= vi pour tout i = 1, . . . ,m, ce qui contredit la
condition (c1).
Nous prouvons la condition (c3) par récurrence sur j − i. La base de la récurrence est le point (a)
de la Proposition II.1. Supposons qu’il existe i et j tels que i < j et ai = aj = vkq2z pour une certaine
ligne (a1, . . . , an) ∈ Spec(J1, . . . , Jn). Par récurrence nous supposons que la condition (c3) est vérifiée
pour tout i′, j′ tels que |j′ − i′| < j − i. Si {vkq2(z−1), vkq2(z+1)} ∩ {ai+1, . . . , aj−1} = ∅, alors par une
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application du point (c) de la Proposition II.1, nous bougeons aj vers la gauche dans la position (j−1)
(notons que (j − 1) est toujours plus grand que i par le point (a) de la Proposition II.1) et obtenons
un élément de Spec(J1, . . . , Jn) qui contredit l’hypothèse de récurrence. Maintenant supposons que
seulement un élément parmi {vkq2(z−1), vkq2(z+1)} est présent dans {ai+1, . . . , aj−1}. Par hypothèse
de récurrence, cet élément apparait seulement une fois dans {ai+1, . . . , aj−1}. Si j − i > 2, alors,par
une application du point (c) de la Proposition II.1, nous obtenons un élément de Spec(J1, . . . , Jn)
contredisant l’hypothèse de récurrence. Donc j − i = 2, ce qui est impossible car la relation de tresse
σiσi+1σi = σi+1σiσi+1 est incompatible avec σi Ô→ −εq−ε et σi+1 Ô→ εqε, où ε = ±1 (ces valeurs
viennent du point (b) de la Proposition II.1). 
Remarque. Soit ES un espace vectoriel avec une base {eΛ} dont les vecteurs sont labellisés par Λ ∈
Spec(J1, . . . , Jn). Soit EC un espace vectoriel avec une base {eµ} dont les vecteurs sont labellisés par
µ ∈ Contm(n). D’après la Proposition II.3, Spec(J1, . . . , Jn) ⊂ Contm(n) et donc ES est naturellement
un sous-espace vectoriel de EC . L’espace ES est équipé avec une action de l’algèbre H(m, 1, n) :
l’opérateur correspondant au générateur τ est simplement J1 ; les formules pour l’action des générateurs
σi, i = 1, . . . , n− 1, sont données dans la Proposition II.1.
La Définition II.2 implique immédiatement que si (a1, . . . , ai, ai+1, . . . , an) ∈ Contm(n) avec ai+1 Ó=
q±2ai, alors (a1, . . . , ai+1, ai, . . . , an) ∈ Contm(n). C’est pourquoi les opérateurs correspondant aux
générateurs τ et σi, i = 1, . . . , n− 1, ont un sens en tant qu’opérateurs sur l’espace EC . Le but de la
Sous-Section II.4.3 ci-dessous est de montrer que ces opérateurs continuent de définir une action de
l’algèbre H(m, 1, n) - maintenant sur le, en principe, plus grand espace EC . On pourrait construire les
représentations en travaillant directement avec les lignes de nombres, mais il est pratique et intéressant
de réinterpréter l’ensemble Contm(n) en termes plus géométriques de multi-tableaux de Young.
A la fin de toute la construction, on aura, voir la Section II.5, que les espaces ES et EC en fait
coïncident.
5. En utilisant les opérateurs "d’entrelacement" Ui+1 := σiJi−Jiσi, i = 1, . . . , n−1, on peut prouver,
comme dans [44], que :
Spec(Ji+1) ⊂ Spec(Ji) ∪ q
±2 · Spec(Ji). (II.3.4)
Comme Spec(J1) ⊂ {v1, . . . , vm}, nous arrivons à la conclusion suivante.
Proposition II.4. Pour tout i = 1, . . . , n,
Spec(Ji) ⊂ {vkq
2 [1−i,i−1], k = 1, . . . ,m} . (II.3.5)
La Proposition II.4 provient également des Propositions II.1 et II.3. En effet, supposons que pour la
ligne (a1, . . . , an) ∈ Spec(J1, . . . , Jn) la Proposition II.4 n’est pas vraie. Soit i l’entier le plus petit pour
lequel ai /∈ {vkq2 [1−i,i−1], k = 1, . . . ,m}. En utilisant le point (c) de la Proposition II.1 nous bougeons
ai vers la gauche jusqu’à ce qu’il atteigne la première position dans la ligne, et nous obtenons ainsi un
élément de Spec(J1, . . . , Jn) qui ne vérifie pas la condition (c1). Cela contredit la Proposition II.3.
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6. m-diagrammes et m-tableaux de Young . Une m-partition, ou m-diagramme de Young, est
un m-uplet de partitions λ(m) = (λ1, . . . , λm). Nous identifions les partitions avec leurs diagrammes
de Young, voir Chapitre I, Appendice I.2.A.
La taille d’une partition λ est le nombre de cases du diagramme et est notée |λ|. Par définition, la
taille d’un m-uplet λ(m) = (λ1, . . . , λm) est
|λ(m)| := |λ1|+ · · ·+ |λm| . (II.3.6)
Nous rappelons la terminologie standard. Pour une partition usuelle λ, une case α est appelée
supprimable si l’ensemble des cases obtenu à partir de λ en enlevant la case α est toujours une
partition ; Une case β, qui n’est pas dans λ, est appelée ajoutable si l’ensemble des cases obtenu à
partir de λ par ajout de β est toujours une partition.
Nous étendons cette terminologie pour les m-partitions. Dans ce but, nous définissons la notion
de m-case : une m-case α(m) est un couple (α, p) consistant en une case usuelle α et un entier p avec
1 ≤ p ≤ m. Par la case de la m-case α(m), nous ferons référence à α, et nous écrirons case(α(m)) = α ;
Par la position de la m-case α(m), nous ferons référence à l’entier p et nous écrirons pos(α(m)) = p.
Avec cette définition, une m-partition λ(m) est un ensemble de m-cases tel que, pour tout p entre 1 et
m, le sous-ensemble consistant en les m-cases α(m) avec pos(α(m)) = p forme une partition usuelle.
Soit λ(m) unem-partition de taille n. Unem-case α(m) de λ(m) est appelée supprimable si l’ensemble
des m-cases obtenu à partir de λ(m) en enlevant α(m) est toujours une m-partition. Une m-case β(m),
qui n’est pas dans λ(m), est appelée ajoutable si l’ensemble des m-cases obtenu à partir de λ(m) en
rajoutant β(m) est toujours une m-partition. La m-partition obtenue à partir de λ(m) en enlevant
une m-case supprimable α(m) sera notée λ(m)\{α(m)}. Pour toute m-partition λ(m), on note E−(λ(m))
l’ensemble des m-cases supprimables de λ(m) et E+(λ(m)) l’ensemble des m-cases ajoutables de λ(m).
Une m-partition dont les m-cases sont remplies par des nombres est un m-tableau.
Soit n la taille de la m-partition λ(m). Nous plaçons maintenant les nombres 1, . . . , n dans les m-
cases de λ(m) de telle manière que, dans tout diagramme, les nombres dans les m-cases soient en ordre
croissant le long des lignes vers la droite, et le long des colonnes vers le bas. Ceci est un m-tableau de
Young standard de forme λ(m).
Nous associons à chaque m-case d’une m-partition un nombre (le "contenu") qui est vkq2(s−r) pour
la m-case α(m) telle que pos(α(m)) = k et case(α(m)) se trouve dans la ligne r et la colonne s (de
manière équivalente, nous disons que la m-case α(m) se trouve dans la ligne r et la colonne s du k-ème
diagramme de la m-partition). Notons que la notion de contenu a un sens pour une m-case arbitraire
d’un ensemble arbitraire de m-cases.
Pour un ensemble arbitraire de m-cases, deux m-cases sur la même diagonale du même diagramme
ont le même contenu, ce qui permet de parler du "contenu d’une diagonale".
Nous donnons ci-dessous un exemple de m-tableau standard avec m = 2 et n = 10 (les contenus
des m-cases sont indiqués) :
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

21
6 9
7
v1v1q
−2
v1q
−4
v1q
2 v1q
4v1
4
,
3 8 10
5
v2q
−2
v2 v2q
2 v2q
4


. (II.3.7)
Proposition II.5. On a une bijection entre l’ensemble des m-tableaux de Young standards de taille
n et l’ensemble Contm(n).
Preuve. A tout m-tableau de Young standard de taille n, nous associons une ligne de nombres
(a1, . . . , an) telle que ai pour i = 1, . . . , n est le contenu de la m-case dans laquelle le nombre i est
placé. Cette ligne appartient à Contm(n). En effet, la condition (c1) est immédiatement vérifiée. La
condition (c2) est vraie : si i occupe une m-case dont le contenu est vkq2z, avec z Ó= 0, d’un m-tableau
standard de forme λ(m), alors il existe soit une m-case juste au-dessus dans la même colonne, soit
une m-case juste sur la gauche dans la même ligne, du même diagramme de λ(m) ; cette case porte
un nombre plus petit que i, et donc son contenu, qui est vkq2(z+1) ou vkq2(z−1), apparait avant vkq2z
dans la ligne. La condition (c3) est vraie parce que si ai = aj = vkq2z pour i < j, alors en raison des
restrictions (II.2.10)–(II.2.12) les m-cases portant i et j sont sur la même diagonale du même tableau
du m-tableau. Ainsi, la m-case juste au-dessus de la m-case portant le nombre j, et la m-case juste
sur la gauche de la m-case portant le nombre j sont présentes dans λ(m) ; ces m-cases ont les contenus
vkq
2(z+1) et vkq2(z−1) et sont occupées par les nombres k and l avec k, l ∈ {i + 1, . . . , j − 1} car le
m-tableau est standard.
Réciproquement, à toute ligne (a1, . . . , an) ∈ Contm(n) nous associons tout d’abord un ensemble
de m-cases de cardinal n. De plus, cette association distribue les nombres de 1 à n dans ces m-cases ;
chaque m-case porte un nombre et différentes m-cases portent des nombres différents. Ensuite nous
vérifions que le m-uplet obtenu est un m-tableau standard. La construction est la suivante.
Les m-cases sont construites l’une après l’autre. Etant donné une ligne (a1, . . . , an) ∈ Contm(n) et
en supposant que (i− 1) m-cases sont déjà construites, nous ajoutons à l’étape numéro i une m-case
sur la première place non-occupée de la diagonale dont le contenu est ai ; nous plaçons le nombre i dans
cette m-case. Cette construction est sans ambigüité car les restrictions (II.2.10)–(II.2.12) assurent que
deux diagonales différentes de m-cases ont des contenus différents. La construction d’un ensemble de
m-cases de cardinal total n est terminée.
Nous allons montrer que l’ensemble de m-cases construit est un m-tableau standard. Supposons
par récurrence que pour i = 1, . . . , n−1 l’ensemble obtenu de m-cases après i étapes est un m-tableau
standard (pour i = 1 il n’y a rien à prouver ; l’hypothèse de récurrence est justifiée car, pour tout
(a1, . . . , an) ∈ Contm(n), il est clair d’après la Définition II.2 que (a1, . . . , ai) ∈ Contm(i) pour tout
i = 1, . . . , n− 1). Il reste à ajouter une m-case à la position dictée par la valeur an = vkq2z, à placer
le nombre n à l’intérieur et à vérifier que l’on obtient bien un m-tableau standard.
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Si, pour tout i = 1, . . . , n − 1, le nombre ai est différent du nombre an, alors la n-ème m-case
est ajoutée à la première place de la diagonale correspondant. Si z = 0, alors il n’y a rien à prouver,
donc supposons que z > 0 (la situation avec z < 0 est similaire) ; la n-ème m-case est ajoutée dans
la première ligne et nous devons prouver qu’il existe un certain i, 0 < i < n, tel que ai = vkq2(z−1).
Supposons que ce n’est pas le cas ; alors par la condition (c2) de la Définition II.2 il existe un certain i,
0 < i < n, tel que ai = vkq2(z+1). Comme vkq2z n’est pas présent dans la ligne avant la i-ème position,
l’ensemble de m-cases construit à l’étape i ne peut pas être un m-tableau standard, ce qui contredit
l’hypothèse de récurrence.
Supposons qu’il existe un certain i, 0 < i < n, tel que ai = an. Nous prenons le plus grand entier
i satisfaisant cette propriété. Par construction, nous ajoutons la n-ème m-case sur la première place
non-occupée de la diagonale qui contient la m-case portant le nombre i. Le résultat est un m-tableau
standard seulement si la m-case juste sur la droite de la m-case portant le nombre i et la m-case juste
en dessous de la m-case portant le nombre i sont présentes. Et ceci vient de la condition (c3) de la
Définition II.2 et de l’hypothèse de récurrence. 
Dans l’exemple (II.3.7) le 2-tableau de Young standard est associé à la ligne de nombres :
(v1, v1q
2, v2, v1q
4, v2q
−2, v1q
−2, v1q
−4, v2q
2, v1, v2q
4).
Remarque. La condition "z Ó= 0" dans la partie (c2) de la Définition II.2 peut être supprimée pour
l’algèbre de Hecke de type A ; mais cette condition est nécessaire dès lors que m > 1. C’est transparent
du point de vue géométrique. Pour l’algèbre de Hecke de type A, si aj = 1 (c’est-à-dire, z = 0) pour
un certain j > 1, alors le nombre j est placé sur la diagonale principale, mais pas dans le coin en haut
à gauche, du tableau de Young standard ; c’est pourquoi les deux valeurs q2 et q−2 sont présentes dans
ligne {a1, . . . , aj−1}. Néanmoins, pour m > 1, si aj = vk pour un certain k et un certain j > 1, le
nombre j peut occuper le coin en haut à gauche d’un tableau du m-tableau standard ; dans ce cas, il
peut clairement arriver que aucune des valeurs vkq2 et vkq−2 n’apparaisse dans {a1, . . . , aj−1}.
II.4 Construction des représentations
Nous procédons de manière analogue à [84]. Nous définissons premièrement une structure d’algèbre
sur le produit tensoriel de l’algèbre H(m, 1, n) avec une algèbre libre associative engendrée par les
m-tableaux standards correspondant aux m-partitions de n ; les éléments Baxterisés sont utiles ici.
Ensuite, par évaluation (avec l’aide de la représentation unidimensionnelle la plus simple deH(m, 1, n))
sur la droite, nous construisons les représentations.
En utilisant le produit tensoriel de l’algèbreH(m, 1, n) avec l’algèbre libre associative engendrée par
les m-tableaux standards, nous définissons et étudions dans l’Appendice à cette Section une structure
de module sur le produit tensoriel de deux représentations correspondant à des m-partitions.
II.4.1 Eléments Baxterisés
Dans la définition du produit tensoriel de l’algèbre H(m, 1, n) avec une algèbre libre associative,
nous allons utiliser fréquemment les éléments Baxterisés.
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Définissons, pour tout σi parmi les générateurs σ1, . . . , σn−1 de H(m, 1, n), les éléments Baxterisés
σi(α, β) par
σi(α, β) := σi + (q − q
−1)
β
α− β
. (II.4.1)
Les paramètres α et β sont appelés les paramètres spectraux. Nous rappelons certaines relations utiles
pour les générateurs Baxterisés σi. Soit
f(α, β) =
qα− q−1β
α− β
. (II.4.2)
Proposition II.6. Les relations suivantes sont vérifiées :
σi(α, β)σi(β, α) = f(α, β)f(β, α),
σi(α, β)σi+1(α, γ)σi(β, γ) = σi+1(β, γ)σi(α, γ)σi+1(α, β),
σi(α, β)σj(γ, δ) = σj(γ, δ)σi(α, β) si |i− j| > 1.
(II.4.3)
Preuve. C’est un calcul direct et bien connu. 
Pendant la construction des représentations, nous allons souvent vérifier des relations pour les élé-
ments Baxterisés, comme dans [84]. Les relations seront vérifiées pour certaines valeurs des paramètres
spectraux. Le lemme suivant montre que les relations d’origine sont impliquées par les relations pour
les éléments Baxterisés avec des valeurs fixées des paramètres spectraux.
Lemme II.7. Soient A et B des éléments d’une algèbre associative unitale arbitraire A. Notons
A(α, β) := A+ (q − q−1) βα−β et B(α, β) := B + (q − q
−1) βα−β où α et β sont des paramètres.
(i) Si
A(α, β)A(β, α) = f(α, β)f(β, α) ,
où f est définie par (II.4.2), pour certaines valeurs (arbitrairement) fixées des paramètres α et β
(α Ó= β), alors
A2 − (q − q−1)A− 1 = 0 .
(ii) Si
A2 − (q − q−1)A− 1 = 0 , B2 − (q − q−1)B − 1 = 0
et
A(α, β)B(α, γ)A(β, γ) = B(β, γ)A(α, γ)B(α, β)
pour certaines valeurs (arbitrairement) fixées des paramètres α,β et γ (α Ó= β Ó= γ Ó= α), alors
ABA = BAB .
(iii) Si
A(α, β)B(γ, δ) = B(γ, δ)A(α, β)
pour certaines valeurs (arbitrairement) fixées des paramètres α,β,γ et δ (α Ó= β et γ Ó= δ), alors
AB = BA .
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Preuve. (i) Nous avons
A(α, β)A(β, α) = f(α, β)f(β, α)
⇒ A2 + (q − q−1)
(
β
α− β
+
α
β − α
)
A− (q − q−1)2
αβ
(β − α)2
=
α2 + β2 − αβ(q2 + q−2)
(β − α)2
⇒ A2 − (q − q−1)A− 1 = 0 .
(ii) Nous avons
A(α, β)B(α, γ)A(β, γ)−B(β, γ)A(α, γ)B(α, β) = 0
⇒ ABA−BAB + (q − q−1)(A2 −B2)
γ
α− γ
+
+(q − q−1)2(A−B)
(
γ
α− γ
(
β
α− β
+
γ
β − γ
)−
γ
β − γ
β
α− β
)
= 0
⇒ ABA−BAB + (q − q−1)2(A−B)
γ
α− γ
(
1 +
β
α− β
+
γ
β − γ
−
β(α− γ)
(β − γ)(α− β)
)
= 0
⇒ ABA−BAB = 0 .
(iii) Il est immédiat que A(α, β)B(γ, δ) = B(γ, δ)A(α, β) implique AB = BA. 
II.4.2 Produit smash
Nous passons à la définition d’une structure d’algèbre associative sur le produit tensoriel de l’al-
gèbre H(m, 1, n) avec une algèbre libre associative dont les générateurs sont indexés par lesm-tableaux
standards correspondant auxm-partitions de n. Nous noterons T l’algèbre qui résulte de cette construc-
tion.
Soit λ(m) une m-partition de taille n. Considérons un ensemble de générateurs libres labellisés par
les m-tableaux standards de forme λ(m) ; pour un m-tableau standard Xλ(m) , nous notons Xλ(m) le
générateur libre correspondant et c(Xλ(m) |i) le contenu (voir la Section précédente pour la définition)
de la m-case portant le nombre i.
Dans la suite, nous utiliserons les générateurs d’Artin (ou de Coxeter) du groupe symétrique.
Rappelons que le groupe symétrique (dont l’algèbre de groupe est la limite classique de l’algèbre de
Hecke de type A Hn), dans la présentation d’Artin (ou de Coxeter), est engendré par les éléments si,
i = 1, ..., n− 1, avec les relations définissantes


sisi+1si = si+1sisi+1 pour i = 1, . . . , n− 2 ,
sisj = sjsi pour i, j = 1, . . . , n− 1 tels que |i− j| > 1 ,
s2i = 1 pour i = 1, . . . , n− 1 .
(II.4.4)
(II.4.5)
(II.4.6)
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Soit Xλ(m) une m-partition de n dont les m-cases sont remplies par les nombres de 1 à n ; ainsi,
différentes m-cases du m-tableau Xλ(m) portent différents nombres. Le m-tableau Xλ(m) n’est pas
nécessairement standard. Par définition, pour un tel m-tableau Xλ(m) et pour toute permutation
π ∈ Sn, le m-tableau Xπλ(m) est obtenu à partir du m-tableau Xλ(m) en appliquant la permutation π
aux nombres occupant les m-cases de Xλ(m) ; par exemple, X
si
λ(m)
est le m-tableau obtenu à partir de
Xλ(m) en échangeant les nombres i et (i+ 1) dans le m-tableau Xλ(m) . Nous avons par construction :
c(Xπλ(m) |i) = c(Xλ(m) |π
−1(i)) pour i = 1, . . . , n. (II.4.7)
Pour un m-tableau standard Xλ(m) , le m-tableau X
π
λ(m)
n’est pas nécessairement standard. En ce
qui concerne les générateurs de l’algèbre libre associative, nous notons X π
λ(m)
le générateur correspon-
dant au m-tableau Xπ
λ(m)
si le tableau Xπ
λ(m)
est standard. Et si le m-tableau Xπ
λ(m)
n’est pas standard,
alors nous posons X π
λ(m)
= 0.
Proposition II.8. Les relations
(
σi +
(q − q−1)c(Xλ(m) |i+ 1)
c(Xλ(m) |i)− c(Xλ(m) |i+ 1)
)
· Xλ(m) = X
si
λ(m)
·
(
σi +
(q − q−1)c(Xλ(m) |i)
c(Xλ(m) |i+ 1)− c(Xλ(m) |i)
)
(II.4.8)
et (
τ − c(Xλ(m) |1)
)
· Xλ(m) = 0 (II.4.9)
sont compatibles avec les relations pour les générateurs τ, σ1, . . . , σn−1 de l’algèbre H(m, 1, n).
Avant la preuve nous expliquons le sens du mot "compatible" dans la formulation de la Proposition.
Soit F l’algèbre libre associative engendrée par τ˜ , σ˜1, . . . , σ˜n−1. L’algèbre H(m, 1, n) est naturel-
lement le quotient de F .
Soit C[X ] l’algèbre libre associative dont les générateurs Xλ(m) parcourent l’ensemble des m-
tableaux standards de forme λ(m) pour toutes les m-partitions λ(m) de n.
Considérons une structure d’algèbre sur l’espace C[X ]⊗F pour laquelle : (i) l’application ι1 : x Ô→
x⊗ 1, x ∈ C[X ], est un isomorphisme de C[X ] avec son image par ι1 ; (ii) l’application ι2 : φ Ô→ 1⊗ φ,
φ ∈ F , est un isomorphisme de F avec son image par ι2 ; (iii) les formules (II.4.8)-(II.4.9), étendues
par associativité, donnent les règles pour récrire les éléments (1⊗ φ)(x⊗ 1), x ∈ C[X ], φ ∈ F , comme
des élément de C[X ]⊗F .
La "compatibilité" signifie que nous avons une structure induite d’algèbre associative, notée T,
sur l’espace C[X ] ⊗H(m, 1, n). Plus précisément, si on multiplie une relation de l’algèbre H(m, 1, n)
(la relation est vue comme un élément de l’algèbre libre F) par la droite par un générateur Xλ(m)
(c’est une combinaison de la forme "une relation de H(m, 1, n) · Xλ(m)") et utilisons les "instructions"
(II.4.8)-(II.4.9) pour déplacer les X ’s qui apparaissent vers la gauche (le générateur libre change mais
l’expression reste toujours linéaire en X ), alors nous obtenons une combinaison linéaire de termes de
la forme "X π
λ(m)
· une relation de H(m, 1, n)", avec π ∈ Sn.
Preuve. Nous récrivons la relation (II.4.8) en utilisant la forme Baxterisée des générateurs σi :
σi
(
c(Xλ(m) |i), c(Xλ(m) |i+ 1)
)
· Xλ(m) = X
si
λ(m)
· σi
(
c(Xλ(m) |i+ 1), c(Xλ(m) |i)
)
.
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Pour simplifier la suite, nous définissons c(k) := c(Xλ(m) |k) pour k = 1, . . . , n.
Nous allons vérifier la compatibilité des "instructions" (II.4.8)-(II.4.9) avec l’ensemble des relations
définissantes (II.2.1)–(II.2.4) et (II.2.7)–(II.2.8). Nous commençons avec les relations n’impliquant que
les générateurs σi. Nous utilisons ici la forme Baxterisée des relations et le Lemme II.7.
Ci-dessous nous utiliserons sans les mentionner les inégalités c(k) Ó= c(k+1), c(k) Ó= c(k+2), c(k+1) Ó=
c(k+2) (pour tout k) qui proviennent des restrictions (II.2.10)–(II.2.12).
(a) Considérons tout d’abord la relation σ2i = (q− q
−1)σi+1. Si le m-tableau X
si
λ(m)
est standard,
nous analysons cette relation dans sa forme équivalente, donnée dans (i) du Lemme II.7. Nous avons
σi(c
(i+1), c(i)) σi(c
(i), c(i+1)) · Xλ(m)
= σi(c
(i+1), c(i)) · X si
λ(m)
· σi(c
(i+1), c(i))
= Xλ(m) · σi(c
(i), c(i+1)) σi(c
(i+1), c(i)) .
(II.4.10)
Nous avons utilisé (II.4.7) dans la seconde inégalité. Ainsi,
(
σi(c
(i+1), c(i)) σi(c
(i), c(i+1))− f(c(i+1), c(i))f(c(i), c(i+1))
)
· Xλ(m)
= Xλ(m) ·
(
σi(c
(i), c(i+1)) σi(c
(i+1), c(i))− f(c(i+1), c(i))f(c(i), c(i+1))
)
et la compatibilité pour cette relation est vérifiée, car l’expression sur la droite de Xλ(m) appartient,
par la Proposition II.6, à l’idéal engendré par les relations.
Si le m-tableau Xsi
λ(m)
n’est pas standard, alors (i+1) est placé dans le même tableau du m-tableau
Xλ(m) que i, et est situé juste sur la droite ou juste en dessous de i. Dans cette situation, la relation
(II.4.8) peut être récrite comme σiXλ(m) = wXλ(m) , où w est égal à q ou à (−q
−1), et la vérification de
la compatibilité de la relation σ2i − (q− q
−1)σi−1 = 0 avec les instructions (II.4.8)-(II.4.9) est directe.
(b) Nous analysons la relation σiσi+1σi = σi+1σiσi+1 dans sa forme équivalente, donnée dans (ii)
du Lemme II.7. Nous avons
σi(c
(i+1), c(i+2))σi+1(c
(i), c(i+2))σi(c
(i), c(i+1)) · Xλ(m)
= X
sisi+1si
λ(m)
· σi(c
(i+2), c(i+1))σi+1(c
(i+2), c(i))σi(c
(i+1), c(i))
(II.4.11)
et
σi+1(c
(i), c(i+1))σi(c
(i), c(i+2))σi+1(c
(i+1), c(i+2)) · Xλ(m)
= X
si+1sisi+1
λ(m)
· σi+1(c
(i+1), c(i))σi(c
(i+2), c(i))σi+1(c
(i+2), c(i+1)) .
(II.4.12)
Nous avons utilisé plusieurs fois la relation (II.4.7).
On pourrait penser que, comme pour la relation σ2i − (q− q
−1)σi− 1 = 0, nous devrions considérer
séparément le cas où, dans le processus de transformation, le m-tableau devient non-standard. Mais
on vérifie que pour un m-tableau standard arbitraire Yλ(m) :
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– Si le m-tableau Y si
λ(m)
n’est pas standard, alors les m-tableaux Y sisi+1
λ(m)
et Y sisi+1si
λ(m)
ne sont pas
standard non plus ;
– Si le m-tableau Y si+1
λ(m)
n’est pas standard, alors les m-tableaux Y si+1si
λ(m)
et Y si+1sisi+1
λ(m)
ne sont pas
standards non plus.
Il vient donc que
– Si le m-tableau Y sisi+1si
λ(m)
est standard, alors les m-tableaux Y si
λ(m)
et Y sisi+1
λ(m)
sont standards aussi ;
– Si le m-tableau Y si+1sisi+1
λ(m)
est standard, alors les m-tableaux Y si+1
λ(m)
et Y si+1si
λ(m)
sont standards
aussi.
Ainsi, nous ne pouvons pas retourner à un m-tableau standard si un des m-tableaux intermédiaires
n’est pas standard. Les égalités (II.4.11) et (II.4.12) sont toujours valides, contrairement à (II.4.10).
Nous remplaçons X si+1sisi+1
λ(m)
par X sisi+1si
λ(m)
dans la partie droite de (II.4.12) et soustrayons (II.4.12)
à (II.4.11). Dans le résultat, l’expression à la droite de X sisi+1si
λ(m)
appartient, par la Proposition II.6, à
l’idéal engendré par les relations.
(c) Nous analysons la relation σiσj = σjσi pour |i− j| > 1 dans sa forme équivalente, donnée dans
(iii) du Lemme II.7. Nous avons
(
σi(c
(i), c(i+1))σj(c
(j), c(j+1))− σj(c
(j), c(j+1))σi(c
(i), c(i+1))
)
· Xλ(m)
= X
sisj
λ(m)
·
(
σi(c
(i+1), c(i))σj(c
(j+1), c(j))− σj(c
(j+1), c(j))σi(c
(i+1), c(i))
)
.
(II.4.13)
De même, comme pour la relation précédente, une inspection directe montre que (II.4.13) est toujours
valide.
L’expression à la droite de X sisj
λ(m)
dans la partie droite de (II.4.13) appartient encore à l’idéal
engendré par les relations, d’après la Proposition II.6.
(d) Il reste à analyser les relations impliquant le générateur τ .
La vérification de la compatibilité des relation (τ − v1) . . . (τ − vm) = 0 et τσi = σiτ pour i > 1
avec les instructions (II.4.8)-(II.4.9) est immédiate.
La compatibilité de la relation restante τσ1τσ1 = σ1τσ1τ avec les instructions (II.4.8)-(II.4.9) est
une conséquence directe du Lemme ci-dessous. 
Lemme II.9. Les relations (II.4.8)-(II.4.9) impliquent les relations :
(
Ji − c(Xλ(m) |i)
)
· Xλ(m) = 0 pour i = 1, . . . , n . (II.4.14)
Preuve. Pour simplifier, posons c(k) := c(Xλ(m) |k) pour k = 1, . . . , n.
Rappelons que J1 = τ et que Ji+1 = σiJiσi. Nous raisonnons par récurrence sur i. Pour i = 1 la
relation (II.4.14) est la relation (II.4.9).
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Supposons tout d’abord que le m-tableau Xsi
λ(m)
est standard. Alors
σiJiσi · Xλ(m) = σiJi ·
(
−(q − q−1) c
(i+1)
c(i)−c(i+1)
Xλ(m) + X
si
λ(m)
· σi(c
(i+1), c(i))
)
= σi ·
(
−(q − q−1)c(i) c
(i+1)
c(i)−c(i+1)
Xλ(m) + c
(i+1)X si
λ(m)
· σi(c
(i+1), c(i))
)
= (q − q−1)2c(i) c
(i+1)c(i+1)
(c(i+1)−c(i))2
Xλ(m) − (q − q
−1) c
(i)c(i+1)
c(i)−c(i+1)
X si
λ(m)
· σi(c
(i+1), c(i))
−(q − q−1) c
(i+1)c(i)
c(i+1)−c(i)
X si
λ(m)
· σi(c
(i+1), c(i)) + c(i+1)Xλ(m) · σi(c
(i), c(i+1))σi(c
(i+1), c(i))
= c(i+1)
(
(q − q−1)2 c
(i)c(i+1)
(c(i+1)−c(i))2
+ c
(i)c(i)+c(i+1)c(i+1)−c(i)c(i+1)(q2+q−2)
(c(i+1)−c(i))2
)
Xλ(m)
= c(i+1)Xλ(m) .
Ici, nous avons déplacé l’élément σi vers la droite en utilisant la relation (II.4.8) ; nous avons utilisé
ensuite les relations (II.4.7), l’hypothèse de récurrence et la première relation dans la Proposition II.6.
Ensuite supposons que le m-tableau Xsi
λ(m)
n’est pas standard. Cela signifie que les m-cases portant
les nombres i and (i+1) sont adjacentes (voisines dans la même ligne ou la même colonne d’un tableau
du m-tableau). Dans cette situation, nous avons c(i) = q±2c(i+1) et
σiJiσi · Xλ(m) = σiJi ·
(
−(q − q−1) c
(i+1)
q±2c(i+1)−c(i+1)
)
Xλ(m)
= σi ·
(
−(q − q−1) q
±2c(i+1)c(i+1)
q±2c(i+1)−c(i+1)
)
Xλ(m)
= (q − q−1)2 q
±2c(i+1)c(i+1)c(i+1)
(q±2c(i+1)−c(i+1))2
Xλ(m)
= c(i+1)Xλ(m) .
Nous avons déplacé l’élément σi vers la droite en utilisant la relation (II.4.8) ; nous avons utilisé ensuite
l’hypothèse de récurrence. 
II.4.3 Représentations
La Proposition II.8 fournit un outil effectif pour la construction des représentations de l’algèbre
de Hecke cyclotomique H(m, 1, n).
Soit |〉 un "vide" - un vecteur de base d’un H(m, 1, n)-module unidimensionnel ; par exemple,
σi|〉 = q|〉 pour tout i et τ |〉 = v1|〉 . (II.4.15)
En déplaçant, dans les expressions φXλ(m) |〉, φ ∈ H(m, 1, n), les éléments X ’s vers la gauche et en
utilisant la structure de module (II.4.15), nous construisons, grâce à la compatibilité, une représenta-
tion de H(m, 1, n) sur l’espace vectoriel Uλ(m) avec la base Xλ(m) |〉. Nous allons, par un léger abus de
notation, noter Xλ(m) |〉 encore par Xλ(m) . Cette procédure mène aux formules suivantes pour l’action
des générateurs τ, σ1, . . . , σn−1 sur les vecteurs de base Xλ(m) de Uλ(m) :
σi : Xλ(m) Ô→
(q − q−1)c(Xλ(m) |i+ 1)
c(Xλ(m) |i+ 1)− c(Xλ(m) |i)
Xλ(m) +
qc(Xλ(m) |i+ 1)− q
−1c(Xλ(m) |i)
c(Xλ(m) |i+ 1)− c(Xλ(m) |i)
X si
λ(m)
(II.4.16)
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et
τ : Xλ(m) Ô→ c(Xλ(m) |1)Xλ(m) . (II.4.17)
Comme avant, nous supposons ici que X si
λ(m)
= 0 si Xsi
λ(m)
n’est pas un m-tableau standard. Notons
Vλ(m) ce H(m, 1, n)-module.
Supposons que le m-tableau Xsi
λ(m)
est standard. Le sous-espace de dimension 2 de Uλ(m) engendré
par {Xλ(m) ,X
si
λ(m)
} est σi-invariant. Pour un usage futur, nous écrivons la matrice donnant l’action du
générateur σi sur ce sous-espace :
1
c(i+1) − c(i)

 (q − q−1)c(i+1) q−1c(i+1) − qc(i)
qc(i+1) − q−1c(i) −(q − q−1)c(i)

 , (II.4.18)
où nous avons posé c(i) = c(Xλ(m) |i) et c
(i+1) = c(Xλ(m) |i+ 1).
Remarques.
(a) Dans notre construction des représentations, la Baxterisation du générateur τ (qui est dans
[45]) n’est jamais utilisé tandis que les générateurs Baxterisés σi, i = 1, . . . , n − 1, apparaissent. La
relation (II.4.9) assure que τ , placé avant Xλ(m) , peut être immédiatement remplacé par un nombre.
C’est similaire à la situation de l’élément σ1 dans la théorie des représentations de l’algèbre de Hecke
(m = 1). En effet, si m = 1, alors pour tout tableau standard Xλ, le tableau X
s1
λ est non-standard et
donc σ1, placé avant Xλ, peut être immédiatement remplacé par un nombre ; en particulier, l’action
de σ1 est donnée par une matrice diagonale dans la base Xλ|〉 de Uλ ; le comportement de τ étend ce
phénomène à m > 1.
(b) Il vient de la remarque précédente que l’action des générateurs dans les représentations
construites ne dépend pas de la valeur de τ sur le vide |〉. De plus, les représentations construites
ne dépendent pas (à un isomorphisme près) de la valeur de σi, i = 1, . . . , n − 1, sur le vide. En ef-
fet, si on prend pour le vide un vecteur de base |〉′ du H(m, 1, n)-module unidimensionnel tel que
σi|〉
′ = −q−1|〉′ pour tout i et τ |〉′ = v1|〉′, la procédure décrite dans cette sous-section conduit à des
représentations V˜λ(m) de H(m, 1, n). Par construction, Vλ(m) et V˜λ(m) ont le même espace vectoriel
sous-jacent Uλ(m) . On peut vérifier directement que pour toute m-partition λ
(m), il existe un isomor-
phisme de H(m, 1, n)-modules entre Vλ(m) et V˜λ(m) ; les opérateurs pour la représentation V˜λ(m) sont
obtenus à partir des opérateurs pour la représentation Vλ(m) par le changement de base diagonal de
Uλ(m) suivant :
Xλ(m) Ô→ cX
λ(m)
Xλ(m) , où cX
λ(m)
=
∏
i :X
si
λ(m)
Ó=0
(
q c(Xλ(m) |i)− q
−1c(Xλ(m) |i+ 1)
)
.
Par construction, cX
λ(m)
Ó= 0.
(c) Dans le cas de l’algèbre de Hecke (m = 1), les coefficients apparaissant dans l’action des
générateurs peuvent être exprimés en termes des longueurs lj,j+1 entre cases (voir, e.g., [84]). Nous
ne définissons pas la notion de longueur entre des cases qui n’appartiennent pas au même tableau du
m-tableau ; la forme de l’action, faisant référence à la longueur, n’est plus utile ici.
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(d) L’action des générateurs construite dans les représentations Vλ(m) coïncide avec l’action donnée
dans [4].
(e) L’action des opérateurs d’entrelacement Ui+1 = σiJi − Jiσi, i = 1, . . . , n− 1, (voir paragraphe
5 de la Section II.3) dans une représentation Vλ(m) est :
Ui+1(Xλ(m)) =
(
q−1c(i) − qc(i+1)
)
X si
λ(m)
, (II.4.19)
où c(i) = c(Xλ(m) |i), i = 1, . . . , n. En effet, nous récrivons Ui+1 = σiJi − σ
−1
i Ji+1 = σi(Ji − Ji+1) +
(q − q−1)Ji+1, et donc, par le Lemme II.9,
Ui+1(Xλ(m)) = (c
(i) − c(i+1))
(
σi(Xλ(m)) +
(q − q−1)c(i+1)
c(i) − c(i+1)
Xλ(m)
)
.
En utilisant (II.4.16), nous obtenons la formule (II.4.19).
II.4.4 Produit scalaire
Les représentations construites sur les espaces Uλ(m) , où λ
(m) est une m-partition de taille n,
sont des analogues pour H(m, 1, n) des représentations semi-normales du groupe symétrique. Nous
calculons ici des analogues, pour les espaces de représentations de H(m, 1, n), des produits scalaires
invariants sur les espaces de représentations du groupe symétrique.
S-invariance. Soit A une algèbre associative, U un A-module, O un groupe abélien et 〈, 〉 : U×U →
O une application bi-additive. Soit S un ensemble de générateurs de A.
Définition II.10. Nous disons que 〈, 〉 est S-invariant si, pour tout u, v ∈ U et pour tout a ∈ S,
〈a(u), a(v)〉 = 〈u, v〉 . (II.4.20)
Nous disons que 〈, 〉 est S−-invariant si, pour tout u, v ∈ U et pour tout a ∈ S,
〈a(u), a−1(v)〉 = 〈u, v〉 . (II.4.21)
Pour un S-invariant 〈, 〉 nous avons, pour tout u, v ∈ U ,
〈a1 . . . ak(u), a1 . . . ak(v)〉 = 〈u, v〉 pour k ≥ 0 et a1, . . . , ak ∈ {τ, σ1, . . . , σn−1} .
Pour un S−-invariant 〈, 〉 nous avons, pour tout u, v ∈ U ,
〈a1 . . . ak(u), a
−1
1 . . . a
−1
k (v)〉 = 〈u, v〉 pour k ≥ 0 et a1, . . . , ak ∈ {τ, σ1, . . . , σn−1} .
Note. Dans ce qui suit, A = H(m, 1, n) et nous choisirons toujours S = {τ, σ1, . . . , σn−1}.
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L’anneau R. Soit
D := {1 + q2 + · · ·+ q2N}N=1,...,n ∪ {q
2ivj − vk}i,j,k : j Ó=k;−n<i<n
et soit R l’anneau C[q, q−1, v1, v−11 , . . . , vm, v
−1
m ] des polynômes de Laurent en les variables q, v1, . . . , vm
localisé par rapport à l’ensemble multiplicatif engendré par D.
Dans cette Sous-section nous travaillerons avec l’algèbre de Hecke cyclotomique générique, ce qui
signifie ici l’algèbre de Hecke cyclotomique sur R. Nous notons par le même symbole Uλ(m) le module
libre, maintenant sur l’anneau R, avec la base B := {Xλ(m)}. Comme précédemment, les générateurs
τ, σ1, . . . , σn−1 de l’algèbre H(m, 1, n) agissent sur Uλ(m) d’après les formules (II.4.16)–(II.4.17).
Nous allons définir une application B×B→ R que nous noton s par le même symbole 〈, 〉 comme
ci-dessus, car elle sera étendue en plusieurs applications bi-additives Uλ(m) × Uλ(m) → R.
Soit λ(m) une m-partition de taille n et soient Xλ(m) et X
′
λ(m)
deux m-tableaux standards différents
de forme λ(m). Nous posons c(i) = c(Xλ(m) |i) pour i = 1, . . . , n. L’application 〈, 〉 est donnée par
〈Xλ(m) ,X
′
λ(m)〉 = 0 , (II.4.22)
〈Xλ(m) ,Xλ(m)〉 =
∏
j,k : j<k , c(j) Ó=c(k) , c(j) Ó=c(k)q±2
q−1c(j) − qc(k)
c(j) − c(k)
. (II.4.23)
Notons que, si Xsi
λ(m)
est un m-tableau standard, nous avons
〈X si
λ(m)
,X si
λ(m)
〉 =
qc(i) − q−1c(i+1)
q−1c(i) − qc(i+1)
〈Xλ(m) ,Xλ(m)〉 . (II.4.24)
Nouvelle base. Dans la situation générique, un analogue pour H(m, 1, n), correspondant à la m-
partition λ(m), d’une représentation orthogonale du groupe symétrique sera défini sur une exten-
sion R˜λ(m) de l’anneau R. Soit Fλ(m) l’ensemble des m-tableaux standards de forme λ
(m). Soit aussi
E
X
λ(m)
:= {(j, k)|j < k , c(j) Ó= c(k) , c(j) Ó= c(k)q±2} (c’est l’ensemble sur lequel le produit dans la par-
tie droite de (II.4.23) est pris). Introduisons, pour chaque m-tableau standard Xλ(m) , une collection
de variables ςjk
X
λ(m)
et soit
R˜λ(m) := R
[
ςjk
X
λ(m)
]
X
λ(m)
∈F
λ(m)
,(j,k)∈E
X
λ(m)
/I ,
où I est l’idéal engendré par
{(
ςjk
X
λ(m)
)2
−
c(j) − c(k)
q−1c(j) − qc(k)
}
X
λ(m)
∈F
λ(m)
,(j,k)∈E
X
λ(m)
.
Nous définissons une nouvelle base {X˜λ(m)} du R˜λ(m)-module R˜λ(m) ⊗R Uλ(m) par le changement
de base (diagonal) suivant :
Xλ(m) Ô→ X˜λ(m) := dX
λ(m)
Xλ(m) , où dX
λ(m)
=
∏
j,k : (j,k)∈E
X
λ(m)
ςjk
X
λ(m)
(II.4.25)
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pour tout m-tableau standard Xλ(m) de forme λ
(m).
1. Produit scalaire bilinéaire.
1.1. Soit U un module libre sur R. Nous appelons produit scalaire bilinéaire sur U une application
bi-additive 〈, 〉bilin : U × U → R avec la propriété
〈f u, g v〉bilin = f g 〈u, v〉bilin , f, g ∈ R , u, v ∈ U . (II.4.26)
SoitB une base de U . Une application arbitraireB×B→ R s’étend, par bi-additivité et par (II.4.26),
en un produit scalaire bilinéaire sur U .
Ainsi les formules (II.4.22)–(II.4.23) définissent un produit scalaire bilinéaire, noté 〈, 〉bilin, sur le
H(m, 1, n)-module Uλ(m) . Rappelons que S = {τ, σ1, . . . , σn−1}.
Proposition II.11. Le produit scalaire bilinéaire 〈, 〉bilin sur Uλ(m) est S
−-invariant.
Preuve. il est immédiat que (II.4.21) est valide pour le générateur τ de H(m, 1, n). La vérification de
la S−-invariance de (II.4.22) pour le générateur σi de H(m, 1, n) est non-triviale seulement si X
si
λ(m)
est
standard et X ′
λ(m)
= Xsi
λ(m)
. Cette vérification se fait par un calcul direct de 〈σi(Xλ(m)), σ
−1
i (X
si
λ(m)
)〉bilin
(l’action de σ−1i sur l’espace à deux dimensions engendré par Xλ(m) ,X
si
λ(m)
est facilement obtenue à
partir de (II.4.18)) ; le produit 〈σi(Xλ(m)), σ
−1
i (X
si
λ(m)
)〉bilin est égal à
−
(q − q−1)c(i+1)
(c(i) − c(i+1))2
(
(qc(i) − q−1c(i+1))〈Xλ(m) ,Xλ(m)〉bilin + (qc
(i+1) − q−1c(i))〈X si
λ(m)
,X si
λ(m)
〉bilin
)
,
ce qui fait 0 grâce à (II.4.24).
Si Xsi
λ(m)
n’est pas standard, alors σi(Xλ(m)) = ǫq
ǫXλ(m) , ǫ = ±1, et la S
−-invariance de (II.4.23)
pour σi suit.
Si Xsi
λ(m)
est standard, alors un calcul direct donne que 〈σi(Xλ(m)), σ
−1
i (Xλ(m))〉bilin est égal à
(q − q−1)2c(i)c(i+1)〈Xλ(m) ,Xλ(m)〉bilin + (q
−1c(i) − qc(i+1))2〈X si
λ(m)
,X si
λ(m)
〉bilin
(c(i) − c(i+1))2
.
En utilisant (II.4.24), on obtient
〈σi(Xλ(m)), σ
−1
i (Xλ(m))〉bilin = 〈Xλ(m) ,Xλ(m)〉bilin .
La preuve de la Proposition est terminée. 
Remarques.
(a) Notons que (II.4.26) est compatible avec toute spécialisation des paramètres q et vj , j =
1, . . . ,m.
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(b) Pour m = 1, c’est-à-dire pour l’algèbre de Hecke usuelle H(1, 1, n), nous avons c(i) = q2cc
(i)
où cc(i) est le contenu classique de la case contenant i, et la formule (II.4.23) peut être récrite sous la
forme suivante
〈Xλ(m) ,Xλ(m)〉bilin =
∏
j,k : j<k , c(j) Ó=c(k) , c(j) Ó=c(k)q±2
(cc(j) − cc(k) − 1)q
(cc(j) − cc(k))q
. (II.4.27)
1.2. Soit A la matrice correspondant au générateur a ∈ {τ, σ1, . . . , σn−1} de H(m, 1, n) dans la
base {X˜λ(m)}, voir (II.4.25). Alors
A (A−1)T = Id , (II.4.28)
où Id est la matrice identité et, étant donnée une matrice x, xT signifie la matrice transposée
2. Produits scalaires sesquilinéaires.
2.1. Pour tout polynôme de Laurent f ∈ C[q, q−1, v1, v−11 , . . . , vm, v
−1
m ], notons par γ(f) le poly-
nôme de Laurent en q, v1, . . . , vm obtenu en conjuguant les coefficients de f . L’involution γ s’étend
à l’anneau R. Soit U un R-module libre. Nous appelons produit scalaire γ-sesquilinéaire sur U une
application bi-additive 〈, 〉γ : U × U → R avec la propriété (remplaçant (II.4.26))
〈f u, g v〉γ = f γ(g) 〈u, v〉γ , f, g ∈ R , u, v ∈ U . (II.4.29)
SoitB une base de U . Une application arbitraireB×B→ R s’étend, par bi-additivité et par (II.4.29),
en un produit scalaire γ-sesquilinéaire sur U .
Ainsi les formules (II.4.22)–(II.4.23) définissent un produit scalaire γ-sesquilinéaire sur Uλ(m) qui
est S−-invariant, où S = {τ, σ1, . . . , σn−1} ; la vérification répète la preuve de la Proposition II.11.
Les C-spécialisations compatibles avec la définition d’un produit scalaire γ-sesquilinéaire sont celles
où q et vj , j = 1, . . . ,m, sont des nombres réels ; pour de telles spécialisations, le produit scalaire γ-
sesquilinéaire devient un produit scalaire Hermitient usuel sur un espace vectoriel complexe.
2.2. Notons par ω l’involution sur C[q, q−1, v1, v−11 , . . . , vm, v
−1
m ] qui envoie q à q
−1 et vj à v−1j ,
j = 1, . . . ,m. L’involution ω est compatible avec la localisation par rapport à l’ensemble multiplicatif
engendré par D, et s’étend donc à R. Soit U comme avant un module libre sur R. Nous appelons
produit scalaire ω-sesquilinéaire une application bi-additive 〈, 〉ω : U × U → R avec la propriété
〈f u, g v〉ω = f ω(g) 〈u, v〉ω , f, g ∈ R , u, v ∈ U . (II.4.30)
SoitB une base de U . Une application arbitraireB×B→ R s’étend, par bi-additivité et par (II.4.30),
en un produit scalaire ω-sesquilinéaire sur U .
Ainsi, les formules (II.4.22)–(II.4.23) définissent un produit scalaire ω-sesquilinéaire sur Uλ(m) qui
est S-invariant, où S = {τ, σ1, . . . , σn−1} ; la vérification est similaire à la preuve de la Proposition
II.11.
les seules C-spécialisations compatibles avec la définition d’un produit scalaire ω-sesquilinéaire sont
celle où q et vj , j = 1, . . . ,m, appartiennent à {−1, 1}.
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2.3. Les involutions γ et ω commutent. Soit ̟ l’involution sur R définie comme la composition de
γ et ω, ̟(f) := ω
(
γ(f)
)
pour f ∈ R. Nous appelons produit scalaire ̟-sesquilinéaire une application
bi-additive 〈, 〉̟ : U × U → R avec la propriété
〈f u, g v〉̟ = f ̟(g) 〈u, v〉̟ , f, g ∈ R , u, v ∈ U . (II.4.31)
SoitB une base de U . Une application arbitraireB×B→ R s’étend, par bi-additivité et par (II.4.31),
en un produit scalaire ̟-sesquilinéaire sur U .
Ainsi, les formules (II.4.22)–(II.4.23) définissent un produit scalaire ̟-sesquilinéaire sur Uλ(m) qui
est S-invariant, où S = {τ, σ1, . . . , σn−1} ; la vérification est similaire à la preuve de la Proposition
II.11.
Les C-spécialisations compatibles avec la définition d’un produit scalaire ̟-sesquilinéaire sont
celles où q et vj , j = 1, . . . ,m, sont des nombres complexes de norme 1 ; pour de telles spécialisations,
le produit scalaire ̟-sesquilinéaire devient un produit scalaire Hermitient usuel sur un espace vectoriel
complexe.
2.4. Réintroduisons les paramètres de déformation q, v1, . . . , vm dans la notation pour l’algèbre de
Hecke cyclotomique : Hq,v1,...,vm(m, 1, n). Il existe une autre façon d’interpréter des formules (II.4.22)-
(II.4.23) dans les situations ω-sesquilinéaire et ̟-sesquilinéaire. A savoir, ces formules définissent un
couplage 〈, 〉 entre les espaces de représentations Uλ(m) et U
′
λ(m)
où le premier espace Uλ(m) porte la
représentation de l’algèbre Hq,v1,...,vm(m, 1, n) , et le second espace U
′
λ(m)
porte la représentation de
l’algèbre Hq−1,v−11 ,...,v−1m
(m, 1, n) . Dans la situation ω-sesquilinéaire, le couplage est bilinéaire au sens
usuel, 〈fu, gv〉 = fg〈u, v〉, f, g ∈ R. Dans la situation̟-sesquilinéaire, le couplage est γ-sesquilinéaire,
〈fu, gv〉 = fγ(g)〈u, v〉, f, g ∈ R .
Les deux espaces Uλ(m) et U
′
λ(m)
ont la même base B = {Xλ(m)}. La formule (II.4.20), clamant la
S-invariance du couplage, est vérifiée ; maintenant, dans la formule (II.4.20), x(u) est compris comme
le résultat de l’action du générateur x ∈ Hq,v1,...,vm(m, 1, n) sur le vecteur u ∈ Uλ(m) , tandis que x(v)
est le résultat de l’action du générateur x ∈ Hq−1,v−11 ,...,v−1m
(m, 1, n) sur le vecteur v ∈ U ′
λ(m)
.
2.5. Comme chaque facteur
c(j) − c(k)
q−1c(j) − qc(k)
dans le produit dans la partie droite de (II.4.23) est
stable par rapport aux involutions γ et ω, on peut étendre les involutions γ et ω à l’anneau R˜λ(m) par
les règles γ
(
ςjk
X
λ(m)
)
= ςjk
X
λ(m)
et ω
(
ςjk
X
λ(m)
)
= ςjk
X
λ(m)
pour tout Xλ(m) ∈ Fλ(m) et tout (j, k) ∈ EX
λ(m)
.
Soit A la matrice correspondant au générateur a ∈ {τ, σ1, . . . , σn−1} de H(m, 1, n) dans la base
{X˜λ(m)}, voir (II.4.25). Alors
A γ(A−1)T = Id , Aω(A)T = Id et A̟(A)T = Id . (II.4.32)
Pour une spécialisation où q et vj , j = 1, . . . ,m, sont des nombres complexes de norme 1, les
matrices des générateurs de H(m, 1, n) dans la base {X˜λ(m)} sont unitaires au sens usuel.
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3. Soit ρ : Hˆn → End(V) une représentation irréductible de l’algèbre de Hecke affine Hˆn sur un
espace vectoriel complexe V de dimension finie L. Supposons que l’opérateur ρ(τ) est diagonalisable
et que le spectre de ρ(τ) est {(v1)l1 , (v2)l2 , . . . , (vm)lm} ; ici, les nombres {v1, v2, . . . , vm} sont différents
deux à deux, lj est la multiplicité de la valeur propre vj , j = 1, . . . ,m. Alors, la représentation ρ
passe au quotient cyclotomique Hq,v1,...,vm(m, 1, n) de l’algèbre de Hecke affine. Supposons que les
paramètres q, v1, . . . , vm satisfont aux restrictions (II.2.10)-(II.2.12). Par le résultat de complétude de
la Section II.5, la représentation ρ est isomorphe, en tant que représentation de Hq,v1,...,vm(m, 1, n), à
Vλ(m) pour une certaine m-partition λ
(m). Notons que, étant donnée la connaissance des valeurs de q
et vj , j = 1, . . . ,m, la base {Xλ(m)} est uniquement déterminée, à un facteur global constant près –
si il y avait deux base, alors l’opérateur transformant l’une en l’autre contredirait à l’irréducibilité de
la représentation ρ. Le changement de base diagonal ne pose aucun problème : dans le produit dans
(II.4.25), ςjk
X
λ(m)
peut être choisie comme une racine carrée arbitraire de
c(j) − c(k)
q−1c(j) − qc(k)
, (j, k) ∈ E
X
λ(m)
.
Soit A la matrice du générateur a ∈ {τ, σ1, . . . , σn−1} de Hˆn dans la base {X˜λ(m)}. Alors
A (A−1)T = IdV ,
où IdV est l’opérateur identité sur l’espace V.
Si les paramètres q et vj , j = 1, . . . ,m sont des nombres complexes de norme 1, les matrices des
générateurs, dans la base {X˜λ(m)}, sont unitaires au sens usuel, A A
† = IdV , où A† est la matrice
transposée conjuguée.
Appendice II.4.A Structure de module sur les produits tensoriels
Les résultats qui suivent ne sont pas nécessaires pour la compréhension du reste du Chapitre
et la preuve du résultat principal est un peu longue ; c’est pourquoi nous les avons placés dans un
Appendice, qui peut donc être sauté lors d’une première lecture.
L’algèbre T, définie dans la Sous-Section II.4.2, a été utilisée dans la Sous-Section II.4.3 pour
construire les modules sur l’algèbre de Hecke cyclotomiqueH(m, 1, n). Une extension de cette construc-
tion équipe les produits tensoriels des espaces sous-jacents des H(m, 1, n)-modules, correspondant aux
m-partitions de n, d’une structure de H(m, 1, n)-module. Dans cet Appendice, nous donnons les défi-
nitions précises et étudions le produit tensoriel, noté ⊗ˆ, des représentations.
Dans la Section II.5, nous prouvons que, sous les restrictions (II.2.10)–(II.2.12) sur les paramètres
de H(m, 1, n), les représentations irréductibles de H(m, 1, n) sont toutes des représentations corres-
pondant à des m-partitions de n. Notre méthode pour étudier le produit tensoriel ⊗ˆ est inductive, et
repose largement sur le résultat de complétude de la Section II.5. A priori, nous ne connaissons pas
la nature des représentations apparaissant dans la décomposition du produit tensoriel Vλ(m)⊗ˆVλ′(m)
de deux représentations correspondant aux m-partitions λ(m) et λ′(m). C’est à ce moment-là que nous
avons besoin d’un résultat fort de complétude, assurant que tout H(m, 1, n)-module est isomorphe
à une somme directe de H(m, 1, n)-modules correspondant à des m-partitions de n. Notons que le
résultat de complétude est établi dans la Section II.5 indirectement, en comptant des dimensions.
Les règles de décomposition du produit tensoriel ⊗ˆ sont données dans la Proposition II.12 de cet
Appendice. Qualitativement, le résultat est formulé très facilement : le produit tensoriel Vλ(m)⊗ˆVλ′(m)
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est isomorphe à la somme directe de dim(Vλ′(m)) copies de la représentation Vλ(m) . Pour quelques
choix parmi les plus simples de λ(m) et λ′(m), la décomposition du produit tensoriel Vλ(m)⊗ˆVλ′(m)
peut être faite par un calcul direct. Néanmoins, malgré la simplicité de la formulation du résultat
de la Proposition II.12, nous n’avons pu trouver un moyen de faire un calcul explicite pour deux
m-partitions arbitraires. En outre, les partitions rectangulaires jouent un rôle particulier dans notre
façon de prouver la Proposition II.12, mais pas dans la formule finale des règles de décomposition. Il
serait intéressant de trouver une façon plus explicite de prouver la Proposition II.12, sans utiliser le
résultat de complétude de la Section II.5.
Par construction dans la Sous-Section II.4.3, la représentation Vλ(m) correspondant à une m-
partition λ(m) est équipée avec la base naturelle Xλ(m) indexée par les m-tableaux standards de forme
λ(m). La forme explicite de l’isomorphisme Vλ(m)⊗ˆVλ′(m) ∼= dim(Vλ′(m)) Vλ(m) est assez complexe, indi-
quant à nouveau que le produit tensoriel ⊗ˆ requiert probablement une meilleure compréhension. Nous
donnons plusieurs exemples.
Certaines assertions ci-dessous sont valides dans une situation plus générale, sans le résultat de
complétude de la Section II.5. Pour formuler précisément ces assertions, nous dirons qu’une représen-
tation de l’algèbre H(m, 1, n) appartient à la classe S si elle est isomorphe à une somme directe de
représentations correspondant à des m-partitions.
II.4.A.1 Définition du produit tensoriel ⊗ˆ
1. Etant donnée une m-partition λ(m) de taille n, rappelons que Uλ(m) est l’espace vectoriel avec
la base choisie {Xλ(m)}. Nous insistons sur le fait que Uλ(m) est compris seulement comme un es-
pace vectoriel, sans structure de H(m, 1, n)-module spécifiée, alors que Vλ(m) est compris comme le
H(m, 1, n)-module donné par les formules (II.4.16)-(II.4.17) avec l’espace vectoriel sous-jacent Uλ(m) .
En particulier, une représentation de H(m, 1, n) est dans la classe S si elle est isomorphe à une somme
directe de représentations de la forme Vλ(m) .
Soient λ(m) et λ′(m) deux m-partitions de taille n. Les instructions de la Proposition II.8 sont
homogènes en les générateurs X . Une base du produit tensoriel de Uλ(m) et Uλ′(m) est naturellement
indexée par les produits Xλ(m)Xλ′(m) , où Xλ(m) est le générateur labellisé par le m-tableau standard
Xλ(m) (de la forme λ
(m)) et Xλ′(m) est le générateur labellisé par le m-tableau standard Xλ′(m) (de la
forme λ′(m)).
Maintenant, en déplaçant les éléments X ’s vers la gauche (d’après les instructions de la Proposition
II.8) dans les expressions φXλ(m)Xλ′(m) |〉, où φ ∈ H(m, 1, n), et en évaluant, avec l’aide de (II.4.15), les
éléments de H(m, 1, n) sur le vide, nous définissons la structure de H(m, 1, n)-module sur le produit
tensoriel Uλ(m) ⊗Uλ′(m) des espaces vectoriels sous-jacents aux représentations Vλ(m) et Vλ′(m) . Notons
Vλ(m)⊗ˆVλ′(m) la représentation résultante de H(m, 1, n).
En principe, le produit tensoriel ⊗ˆ est défini pour un m et un n donnés, et devrait être noté ⊗ˆm,n.
Pour la clarté de l’exposition, nous omettrons m dans la notation pour le produit, la valeur de m étant
fixée ici. En ce qui concerne n, nous introduisons ci-dessous l’opération de restriction de n à (n − 1)
et expliquons que le produit tensoriel ⊗ˆ est compatible avec la restriction ; grâce à la compatibilité,
nous omettrons aussi n dans la notation pour le produit tensoriel.
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Notons que pour tout produit Xλ(m)Xλ′(m) , le générateur τ ne passe jamais à travers Xλ(m) vers
la droite (en raison de la forme particulière (II.4.9) des instructions pour le générateur τ). Seulement
les générateurs σ1, . . . , σn−1 passent à travers Xλ(m) et ensuite agissent sur Xλ′(m) |〉. La sous-algèbre
de H(m, 1, n) engendrée par σ1, . . . , σn−1 est isomorphe à l’algèbre de Hecke H(1, 1, n) (ceci est une
conséquence de la forme normale prouvée dans le Chapitre III, Section III.4, Corollaire III.20). Ainsi,
cela a du sens de considérer le produit tensoriel Vλ(m)⊗ˆV , où V est une représentation de H(1, 1, n),
comme une représentation de H(m, 1, n). De plus, par construction, la représentation Vλ(m)⊗ˆVλ′(m) est
naturellement isomorphe à la représentation Vλ(m)⊗ˆW , où W est la restriction de la représentation
Vλ′(m) à la sous-algèbre engendrée par σ1, . . . , σn−1.
Produit ⊗ˆ : exemples simples. Soit ̟(m) la m-partition (λ1, . . . , λm) de taille n telle que λ1 est
la partition à une seule ligne (n) et λ2, . . . , λm sont des partitions vides. Il existe un seul m-tableau
standard de forme ̟(m) que nous notons X̟(m) . Pour cette m-partition particulière, les formules
(II.4.8)–(II.4.9) deviennent :
(σi − q)X̟(m) = 0 pour i = 1, . . . , n− 1 et (τ − v1)X̟(m) = 0 . (II.4.33)
Ainsi la représentation V̟(m) est isomorphe à la représentation de dimension 1 de l’algèbre H(m, 1, n)
engendrée par le vide |〉. Par construction, les propriétés suivantes sont vérifiées (les isomorphismes
doivent être compris comme isomorphismes de H(m, 1, n)-modules) : pour toute m-partition λ(m) de
taille n,
Vλ(m)⊗ˆV̟(m)
∼= Vλ(m) , (II.4.34)
et
V̟(m)⊗ˆVλ(m)
∼= V̟(m) ⊕ · · · ⊕ V̟(m)
∼= dim(Vλ(m)) V̟(m) . (II.4.35)
En fait, dans les formules (II.4.34)–(II.4.35), on peut remplacer ̟(m) par toute m-partition ̟′(m) telle
que V̟′(m) est de dimension 1 ; ce sont les m-partitions (λ1, ..., λm) avec une seule partition λj non-vide
qui est égale à (n) ou (1n). Pour la validité de (II.4.34) pour ̟′(m) voir, par exemple, la Remarque
(b) après les formules (II.4.16)–(II.4.17) ; la validité de (II.4.35) pour ̟′(m) est immédiate.
Les formules (II.4.34)–(II.4.35) sont obtenues de manière directe. La Proposition II.12 ci-dessous
décrit le produit Vλ(m)⊗ˆVλ′(m) de représentations correspondant à deux m-partitions arbitraires de
même taille. Pourtant la preuve de la formule (II.4.38) n’est pas directe et repose sur le résultat
de complétude, qui repose à son tour sur les restrictions (II.2.10)–(II.2.12) sur les paramètres de
H(m, 1, n).
Restriction. Un rôle essentiel, dans notre étude du produit ⊗ˆ, est joué par l’opération de restriction
qui permet d’utiliser des arguments de type récursifs.
Pour toute représentation W de l’algèbre H(m, 1, n), nous notons Resnn−1(W) la restriction de W
à la sous-algèbre de H(m, 1, n) engendrée par τ, σ1, . . . , σn−2 ; d’après les résultats du Chapitre III,
Section III.4 (l’assertion (ii) de la Proposition III.19), cette sous-algèbre est isomorphe à H(m, 1, n−1).
Cela justifie la notation Resnn−1.
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La classe S de représentations est stable par rapport à la restriction Resnn−1. En effet, les formules
(II.4.8)-(II.4.9) impliquent que pour toute m-partition λ(m) de taille n,
Resnn−1(Vλ(m))
∼=
⊕
α(m) : α(m)∈E−(λ(m))
Vλ(m)\{α(m)} , (II.4.36)
où nous rappelons que E−(λ(m)) est l’ensemble des m-cases supprimables de λ(m). La stabilité vient
de (II.4.36).
Géométriquement, il est clair que l’on peut reconstruire unem-partition λ(m) à partir de l’ensemble
E−(λ
(m)) de ses m-cases supprimables. C’est pourquoi, par (II.4.36), pour un H(m, 1, n)-module irré-
ductible V , appartenant à la classe S, V ∼= Vλ(m) , sa restriction Res
n
n−1(V ) caractérise la représentation
V de H(m, 1, n) uniquement à un isomorphisme près.
De plus, on voit directement que l’opération ⊗ˆ sur les représentations appartenant à la classe S
est compatible avec l’opération de restriction dans le sens suivant : soient deux H(m, 1, n)-modulesW
et W ′ appartenant à S, nous avons
Resnn−1(W⊗ˆW
′) ∼=
(
Resnn−1(W)
)
⊗ˆ
(
Resnn−1(W
′)
)
. (II.4.37)
Ici, le symbole ⊗ˆ dans la partie gauche est le produit pour H(m, 1, n) ; dans la partie droite, c’est le
produit pour H(m, 1, n − 1). La formule (II.4.37) justifie l’usage du symbole ⊗ˆ à la place d’un plus
rigoureux ⊗ˆn.
Notons que (II.4.36) et (II.4.37) sont valides dès que (II.4.8) a un sens pour les représentations
concernées (c’est-à-dire, dès que les dénominateurs dans (II.4.8) ne s’annulent pas) ; nous n’avons pas
besoin ici du résultat de complétude de la Section II.5.
II.4.A.2 Règles de décomposition
Sous les contraintes (II.2.10)–(II.2.12) sur les paramètres H(m, 1, n), le produit ⊗ˆ de deux repré-
sentations de la classe S appartient encore à la classe S, en raison du résultat de complétude de la
Section II.5. La Proposition suivante donne les règles de décomposition pour le produit tensoriel ⊗ˆ de
représentations de la classe S.
Proposition II.12. Soient λ(m) et λ′(m) deux m-partitions arbitraires de taille n. Supposons que les
conditions (II.2.10)–(II.2.12) sur les paramètres de H(m, 1, n) sont vérifiées. Alors la représentation
Vλ(m)⊗ˆVλ′(m) de H(m, 1, n) est isomorphe à la somme directe de dim(Vλ′(m)) copies de Vλ(m) :
Vλ(m)⊗ˆVλ′(m)
∼= dim(Vλ′(m)) Vλ(m) . (II.4.38)
Preuve. Nous allons utiliser ici que deux représentations V
π
(m)
1
et V
π
(m)
2
de H(m, 1, n) correspondant
à deux m-partitions différentes π(m)1 et π
(m)
2 de n ne sont pas isomorphes, et que toute représentation
de H(m, 1, n) appartient à la classe S (ceci est prouvé, sous les contraintes (II.2.10)–(II.2.12), dans la
Section II.5).
Nous allons utiliser le Lemme suivant.
70
Lemme II.13. (i) Soit λ(m) une m-partition de taille n satisfaisant les conditions suivantes :
– λ(m) est différente des m-partitions de la forme (∅, . . . ,∅, λ,∅, . . . ,∅) où λ est une partition
telle que |λ| ≤ 2 ou λ = (2, 1) ou λ = (2, 1, 1) ou λ = (3, 1) ;
– λ(m) est différente des m-partitions de la forme (∅, . . . ,∅,,∅, . . . ,∅,,∅, . . . ,∅).
(ii) Soit L = {λ
(m)
1 , . . . , λ
(m)
l } un l-uplet de m-partitions de taille n différentes de λ
(m), λ
(m)
j Ó= λ
(m)
pour j = 1, ..., l.
Alors les deux ensembles suivants de m-partitions
λ(m)− :=
{
λ(m)\{α(m)}
}
α(m) : α(m)∈E−(λ(m))
et L− :=
{
λ
(m)
j \{α
(m)
j }
}
j : j=1,...,l ; α
(m)
j
: α
(m)
j
∈E−(λ
(m)
j
)
ne coïncident pas.
Le Lemme II.13 est un résultat purement combinatoire. Sa preuve le sera, combinatoire, également.
Nous allons prouver que si λ(m)− est contenue dans L−, alors il existe une sous-m-partition de taille
n− 1 de l’une des λ(m)j ∈ L qui n’est pas une sous-m-partition de λ
(m). La traduction pour la théorie
des représentations de la dernière phrase est la suivante.
Corollaire II.14. Supposant les conditions (i) et (ii) vérifiées. Si Resnn−1(Vλ(m)) est isomorphe à
une sous-représentation de Resnn−1(Vλ(m)1
⊕ · · · ⊕ V
λ
(m)
l
), alors il existe une m-partition ν(m) de taille
n− 1 telle que Vν(m) est isomorphe à une sous-représentation de Res
n
n−1(Vλ(m)1
⊕· · ·⊕V
λ
(m)
l
), mais pas
à une sous-représentation de Resnn−1(Vλ(m)).
Preuve du Lemme. Supposons que le l-uplet L = {λ(m)1 , . . . , λ
(m)
l }, formé par des m-partitions
différentes de λ(m), est tel que λ(m)− est contenu dans L−. Alors pour chaque α(m) ∈ E−(λ(m)), la
m-partition λ(m)\{α(m)} de n − 1 est une sous-m-partition d’une certaine m-partition de L ; pour
une m-case α(m) ∈ E−(λ(m)) donnée, il peut exister plusieurs m-partitions de L avec cette propriété ;
choisissons-en une et notons-là µ(m). D’après la condition (ii), la m-partition µ(m) est obtenue à partir
de λ(m)\{α(m)} en ajoutant une m-case β(m) ∈ E+(λ(m)\{α(m)}) différente de α(m).
Pour une m-case supprimable γ(m) de µ(m), il est géométriquement clair que la m-partition
µ(m)\{γ(m)} n’est pas une sous-m-partition de λ(m) si et seulement si γ(m) est différente de β(m) ;
en effet, comme pour les partitions ordinaires, le graphe d’inclusion (voir Chapitre I, Section I.2 pour
la définition) des m-partitions est un réseau ; en particulier, il ne peut pas contenir de sous-graphe de
la forme




T
T
T
T





Q
Q
Q
Q
Q
QQ
s s
s s
λ(m)\{α(m)} = µ(m)\{β(m)} µ(m)\{γ(m)}
λ(m) µ(m)
Donc, si µ(m) admet une m-case supprimable γ(m) différente de β(m), alors µ(m)\{γ(m)} est une
sous-m-partition de l’une des λ(m)j ∈ L et n’est pas une sous-m-partition de λ
(m). Ainsi, il suffit de
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montrer qu’il existe une m-case α(m) ∈ E−(λ(m)) telle que, pour toute m-partition µ(m) obtenue en
ajoutant à λ(m)\{α(m)} une m-case β(m) ∈ E+(λ(m)\{α(m)}), différente de α(m), il existe une m-case
supprimable γ(m) ∈ E−(µ(m)), différente de β(m).
Une telle m-case γ(m) n’existe pas si et seulement si la m-partition µ(m) a une seule m-case
supprimable, c’est-à-dire que
seulement une partition du m-uplet µ(m) n’est pas vide
et cette partition est de forme rectangulaire.
(II.4.39)
Ainsi, une m-partition λ(m) contredisant les affirmations du Lemme II.13 doit vérifier cette pro-
priété : pour tout α(m) ∈ E−(λ(m)), il existe β(m) ∈ E+(λ(m)\{α(m)}), différente de α(m), telle que
la m-partition µ(m), obtenue en ajoutant à λ(m)\{α(m)} la m-case β(m), est décrite par (II.4.39). On
voit directement que ces m-partitions sont exactement celles qui sont exclues par la partie (i) de la
formulation du Lemme II.13. 
Nous revenons maintenant à la preuve de la Proposition II.12.
Nous procédons par récurrence sur n ; la formule (II.4.38) est triviale pour n = 0, c’est-à-dire pour
λ(m) = (∅, . . . ,∅). Comme la vérification de l’étape récursive, ci-dessous, de la récurrence le montre,
nous allons avoir besoin de vérifier séparément plusieurs cas pour compléter la preuve de la Proposition
II.12.
Etape récursive. Soient λ(m) et λ′(m) deux m-partitions de taille n telles que λ(m) satisfait aux
conditions de la partie (i) du Lemme II.13. D’après les formules (II.4.36)–(II.4.37),
Resnn−1(Vλ(m)⊗ˆVλ′(m))
∼=
⊕
α(m), α
′(m) :
α(m) ∈ E−(λ(m))
α
′(m) ∈ E−(λ
′(m))
Vλ(m)\{α(m)}⊗ˆVλ′(m)\{α′(m)}. (II.4.40)
L’hypothèse de récurrence est : la formule (II.4.38) est valide pour les produits dans la partie droite
de (II.4.40). En supposant l’hypothèse de récurrence vérifiée, nous transformons la partie droite de
(II.4.40),
Resnn−1(Vλ(m)⊗ˆVλ′(m))
∼= dim(Vλ′(m)) Res
n
n−1(Vλ(m)). (II.4.41)
Maintenant, nous allons utiliser plusieurs fois le résultat de complétude de la Section II.5. Pre-
mièrement, la représentation Vλ(m)⊗ˆVλ′(m) appartient à S, donc nous pouvons écrire Vλ(m)⊗ˆVλ′(m) =
c Vλ(m) ⊕W où
– W appartient à S et n’a pas de composant irréductible isomorphe à Vλ(m) ,
– c est un entier non-négatif ; c ≤ dim(Vλ′(m)) par un argument de dimension.
Si c < dim(Vλ′(m)), nous utilisons encore les résultats de la Section II.5 pour obtenir une contra-
diction. En effet, en raison de la semi-simplicité au niveau n− 1 (notons que les conditions (II.2.10)–
(II.2.12) au niveau n−1 sont impliquées par les conditions (II.2.10)–(II.2.12) au niveau n), le monoïde
des représentations deH(m, 1, n−1) admet un procédé d’annulation : en d’autres termes, nous pouvons
simplifier (II.4.41) par cResnn−1(Vλ(m)) des deux côtés. Nous obtenons :
Resnn−1(W )
∼=
(
dim(Vλ′(m))− c
)
Resnn−1(Vλ(m)) .
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Comme Resnn−1(Vλ(m)) est isomorphe à une sous-représentation de Res
n
n−1(W ), le Corollaire II.14 im-
plique l’existence d’une m-partition ν(m) de n−1 telle que ν(m) n’est pas une sous-m-partition de λ(m)
mais Vν(m) est isomorphe à une sous-représentation de Res
n
n−1(W ). Mais maintenant la représentation
Resnn−1(W ) est isomorphe à une somme directe de plusieurs copies de Res
n
n−1(Vλ(m)) impliquant qu’une
telle ν(m) ne peut pas exister, une contradiction. Ainsi c = dim(Vλ′(m)) et
Vλ(m)⊗ˆVλ′(m)
∼= dim(Vλ′(m)) Vλ(m) .
La preuve de l’étape récursive est terminée.
Fin de la preuve de la Proposition II.12. Si la formule (II.4.38) est vérifiée pour unem-partition
λ(m) et toute m-partition λ
′(m) de même taille que λ(m), nous dirons simplement que (II.4.38) est
vérifiée pour λ(m). Notre façon de prouver l’étape récursive fait référence au Lemme II.13. Donc si la
formule (II.4.38) est établie pour toute m-partition de taille n, alors elle est établie pour toutes les m-
partitions λ(m) de taille (n+1) sauf si λ(m) est une des m-partitions listées dans la partie (i) du Lemme
II.13. Pour les m-partitions listées dans la partie (i) du Lemme II.13, une preuve indépendante est
requise. Par (II.4.35), la formule (II.4.38) est déjà établie pour les m-partitions λ(m) de 1, c’est-à-dire,
pour λ(m) = (∅, . . . ,∅,,∅, . . . ,∅), et pour les m-partitions de la forme
(∅, . . . ,∅, λ,∅, . . . ,∅) , où λ est (2) ou (1, 1) . (II.4.42)
Ci-dessous, nous allons vérifier séparément que la formule (II.4.38) est vraie pour les autres m-
partitions λ(m) listées dans la partie (i) du Lemme II.13, c’est-à-dire, les m-partitions λ(m) de la
forme
(∅, . . . ,∅, λ,∅, . . . ,∅) , où λ est (2, 1) , (2, 1, 1) ou (3, 1) (II.4.43)
ou de la forme
(∅, . . . ,∅,,∅, . . . ,∅,,∅, . . . ,∅) . (II.4.44)
Preuve de (II.4.38) pour les m-partitions de la forme (II.4.43) ou (II.4.44). Nous rappe-
lons ici que, pour toutes λ(m), λ
′(m), la représentation Vλ(m)⊗ˆVλ′(m) est naturellement isomorphe à la
représentation Vλ(m)⊗ˆW où W est une représentation de l’algèbre de Hecke H(1, 1, n) (voir la fin du
paragraphe 1 de la Sous-Section II.4.4 de cet appendice). E raison du résultat de complétude de la
Section II.5, il est suffisant de considérer les cas W ∼= Vλ pour toutes partitions λ.
Pour les m-partitions λ(m) de la forme (II.4.43), le générateur τ agit comme une constante dans
Vλ(m) et il est donc suffisant de travailler avec l’algèbre de Hecke H(1, 1, n).
Réintroduisons pour ce paragraphe le paramètre de déformation q dans la notation pour l’algèbre
de Hecke : Hq(1, 1, n). Grâce aux relations (II.2.1)–(II.2.2) et (II.2.7), nous avons un isomorphisme
d’algèbres θ : Hq(1, 1, n) → H−q−1(1, 1, n), définis sur les générateurs par Hq(1, 1, n) ∋ σi Ô→ σi ∈
H−q−1(1, 1, n). La composition avec θ d’une représentation de H−q−1(1, 1, n), correspondant à une
partition λ, envoie les représentations V(3,1), V(2,2) et V(2,1,1) de H−q−1(1, 1, n) à, respectivement, les
représentations V(2,1,1), V(2,2) et V(3,1) de Hq(1, 1, n). Ainsi, la formule (II.4.38) pour λ = (3, 1) est une
conséquence de la formule (II.4.38) pour λ = (2, 1, 1).
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Nous rappelons que (II.4.38) a déjà été prouvée pour toute m-partition λ′(m) telle que Vλ′(m) est
de dimension 1, voir (II.4.35).
Pour les m-partitions λ(m) de la forme (II.4.44), la preuve de (II.4.38) est réduite à la situation où
Vλ′(m) est remplacée par Vλ′ où λ
′ est (2) ou (1, 1), auxquels cas la représentation Vλ′ est unidimen-
sionnelle et la formule (II.4.38) est vérifiée.
1. Pour la m-partition λ(m) de la forme (II.4.43) avec λ = (2, 1), nous avons réduit la preuve à la
situation m = 1, et il reste à établir le résultat (II.4.38) seulement pour Vλ⊗ˆVλ.
L’espace vectoriel sous-jacent de Vλ a une base {X1,X2} où X1 := X 1
3
2
et X2 := X 1
2
3
. Dans
cette base, les générateurs σ1 et σ2 sont réalisés comme suit :
σ1 Ô→ diag(q,−q−1) , σ2 Ô→
1
2q
(
−q−2 3q
1 q2
)
. (II.4.45)
Nous ordonnons la base XiXj de l’espace vectoriel sous-jacent de Vλ⊗ˆVλ lexicographiquement ;
c’est-à-dire que nous choisissons l’ordre {X1X1,X1X2,X2X1,X2X2}. Dans cette base, les matrices de
σ1 et σ2 sont :
σ1 Ô→ diag(q, q,−q−1,−q−1) , σ2 Ô→
1
2q


−q−2 0 0 3q
0 −q−2 1 q2 + q−2
−q2 − q−2 3q q
2 0
1 0 0 q2

 .
Les deux sous-espaces avec les bases
{X1X2, 3qX2X1} ,
{X1X1 + X1X2,X2X1 + X2X2}
(II.4.46)
portent la représentation (II.4.45), ce qui implique (II.4.38) dans ce cas. Comme Vλ⊗ˆVλ se décompose
en somme directe de deux représentations isomorphes, le choix (II.4.46) des sous-espaces n’est pas
unique. Nous faisons seulement (ici et pour les autres cas ci-dessous) un choix simple.
2. Pour la m-partition λ(m) de la forme (II.4.43) avec λ = (2, 1, 1), nous avons réduit la preuve à la
situationm = 1, et il reste à établir le résultat (II.4.38) seulement pour Vλ⊗ˆVλ′ avec λ′ = (2, 2), (2, 1, 1)
et (3, 1).
L’espace vectoriel sous-jacent de Vλ a une base {X1,X2,X3} où X1 := X 1
3
4
2
, X2 := X 1
2
4
3
et
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X3 := X 1
2
3
4
. Dans cette base, les générateurs σ1, σ2 et σ3 sont réalisés comme suit :
σ1 Ô→ diag(q,−q−1,−q−1) ,
σ2 Ô→
1
2q

 −q
−2 3q 0
1 q2 0
0 0 −q−12q

 , σ3 Ô→ 13q

 −q
−13q 0 0
0 −q−3 4q
0 2q q
3

 .
(II.4.47)
2a. λ′ = (2, 2).
Le sous-espace vectoriel sous-jacent à Vλ′ a une base {Y1,Y2}, où Y1 := X 1
3
2
4
et Y2 := X 1
2
3
4
.
Nous ordonnons la base XiYj de l’espace vectoriel sous-jacent de Vλ⊗ˆVλ′ lexicographiquement. Dans
cette base, les générateurs σ1, σ2 et σ3 sont réalisés comme suit :
σ1 Ô→ diag(q, q,−q−1,−q−1,−q−1,−q−1) ,
σ2 Ô→
1
2q


−q−2 0 0 3q 0 0
0 −q−2 1 q2 + q−2 0 0
−q2 − q−2 3q q
2 0 0 0
1 0 0 q2 0 0
0 0 0 0 −q−12q 0
0 0 0 0 0 −q−12q


,
σ3 Ô→
1
3q


−q−13q 0 0 0 0 0
0 −q−13q 0 0 0 0
0 0 −q−3 0 4q 0
0 0 0 −q−3 0 −2q
0 0 2q 0 q
3 0
0 0 0 −4q 0 q
3


.
Les deux sous-espaces avec les bases
{X1Y2, 3qX2Y1, 3qX3Y1} ,
{X1Y1 + X1Y2,X2Y1 + X2Y2,X3Y1 − (q
2 + q−2)X3Y2}
portent la représentation (II.4.47), ce qui implique (II.4.38) dans ce cas.
2b. λ′ = λ = (2, 1, 1).
Nous ordonnons la base XiXj de l’espace vectoriel sous-jacent de Vλ⊗ˆVλ lexicographiquement.
Dans cette base, les générateurs σ1, σ2 et σ3 sont réalisés comme suit :
σ1 Ô→ diag(q, q, q,−q−1,−q−1,−q−1,−q−1,−q−1,−q−1) ,
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σ2 Ô→
1
2q


−q−2 0 0 0 3q 0 0 0 0
0 −q−2 0 1 q2 + q−2 0 0 0 0
0 0 −q−2 0 0 −1 0 0 0
−q2 − q−2 3q 0 q
2 0 0 0 0 0
1 0 0 0 q2 0 0 0 0
0 0 −3q 0 0 q
2 0 0 0
0 0 0 0 0 0 −q−12q 0 0
0 0 0 0 0 0 0 −q−12q 0
0 0 0 0 0 0 0 0 −q−12q


,
σ3 Ô→
1
3q


−q−13q 0 0 0 0 0 0 0 0
0 −q−13q 0 0 0 0 0 0 0
0 0 −q−13q 0 0 0 0 0 0
0 0 0 −q−3 0 0 −2q 0 0
0 0 0 0 −q−3 0 0 0 4q
0 0 0 0 0 −q−3 0 2q q
3 + q−3
0 0 0 −4q 0 0 q
3 0 0
0 0 0 0 −q3 − q−3 4q 0 q
3 0
0 0 0 0 2q 0 0 0 q
3


.
Les trois sous-espaces avec les bases
{X1Y2, 3qX2Y1,−3q(q
2 + q−2)X3Y1} ,
{X1Y1 + X1Y2,X2Y1 + X2Y2,−(q
2 + q−2)X3Y1 −
q3 + q−3
2q
X3Y2 + X3Y3} ,
{X1Y3,−3qX2Y3,−3q(q
2 + q−2)X3Y2}
portent la représentation (II.4.47), ce qui implique (II.4.38) dans ce cas.
2c. λ′ = (3, 1).
L’espace vectoriel sous-jacent de Vλ′ a une base {Y1,Y2,Y3}, où Y1 := X 1
2
3 4
, Y2 := X 1
3
2 4
et Y3 := X 1
4
2 3
. Nous ordonnons la base XiYj de l’espace vectoriel sous-jacent de Vλ⊗ˆVλ′ lexico-
graphiquement. Dans cette base, les générateurs σ1, σ2 et σ3 sont réalisés comme suit :
σ1 Ô→ diag(q, q, q,−q−1,−q−1,−q−1,−q−1,−q−1,−q−1) ,
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σ2 Ô→
1
2q


−q−2 0 0 q2 + q−2 1 0 0 0 0
0 −q−2 0 3q 0 0 0 0 0
0 0 −q−2 0 0 3q 0 0 0
0 1 0 q2 0 0 0 0 0
3q −q
2 − q−2 0 0 q2 0 0 0 0
0 0 1 0 0 q2 0 0 0
0 0 0 0 0 0 −q−12q 0 0
0 0 0 0 0 0 0 −q−12q 0
0 0 0 0 0 0 0 0 −q−12q


,
σ3 Ô→
1
3q


−q−13q 0 0 0 0 0 0 0 0
0 −q−13q 0 0 0 0 0 0 0
0 0 −q−13q 0 0 0 0 0 0
0 0 0 −q−3 0 0 4q 0 0
0 0 0 0 −q−3 0 0 q3 + q−3 2q
0 0 0 0 0 −q−3 0 4q 0
0 0 0 2q 0 0 q
3 0 0
0 0 0 0 0 2q 0 q
3 0
0 0 0 0 4q −q
3 − q−3 0 0 q3


.
Les trois sous-espaces avec les bases
{X1Y1, 3qX2Y2, 3q(q
2 + q−2)X3Y3} ,
{X1Y1 + X1Y2,X2Y1 + X2Y2,X3Y1 + (q
2 + q−2)X3Y3} ,
{X1Y3,X2Y3,X3Y2 −
q3 + q−3
2q
X3Y3}
portent la représentation (II.4.47), ce qui implique (II.4.38) dans ce cas.
La preuve de la Proposition II.12 est terminée. 
Remarques.
(a) D’après la Proposition II.12, le produit tensoriel ⊗ˆ est évidemment associatif. Remarquons
que si nous avions une preuve indépendante de l’associativité de ⊗ˆ, cela impliquerait immédiatement
la Proposition II.12 :
Vλ(m)⊗ˆVλ′(m)
∼= (Vλ(m)⊗ˆV̟(m))⊗ˆVλ′(m)
∼= Vλ(m)⊗ˆ(V̟(m)⊗ˆVλ′(m))
∼= dim(Vλ′(m)) Vλ(m) ;
nous avons utilisé (II.4.34) pour le premier isomorphisme et (II.4.34)-(II.4.35) pour le dernier.
(b) Soit λ(m) une m-partition de taille n et ρ : H(m, 1, n) → End(V) une représentation de
H(m, 1, n). On peut construire une représentation de H(m, 1, n) sur l’espace Uλ(m) ⊗V en déplaçant
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les éléments de H(m, 1, n) à travers les éléments de base Xλ(m) de Uλ(m) avec l’aide des instructions
de la Proposition II.8, et ensuite en appliquant la représentation ρ. Appelons cette représentation
Vλ(m) ⊠V. Si ρ est une représentation de la classe S, cette construction est équivalente au produit ⊗ˆ,
Vλ(m) ⊠V
∼= Vλ(m)⊗ˆV . (II.4.48)
De manière similaire à la construction de la structure de H(m, 1, n)-module sur l’espace Uλ(m) ⊗
Uλ′(m) , on peut construire une structure de H(m, 1, n)-module sur le produit tensoriel de l espaces
correspondant à l m-partitions quelconques, avec l ∈ Z≥0. On doit remplacer dans la construc-
tion les combinaisons quadratiques Xλ(m)Xλ′(m) par des combinaisons Xλ(m)
l
X
λ
(m)
l−1
. . .X
λ
(m)
1
de degré
l, déplacer les éléments de H(m, 1, n) à travers ces combinaisons en utilisant les relations homo-
gènes (en X ) (II.4.8)–(II.4.9), et en évaluant ces éléments sur le vide |〉. Appelons cette représen-
tation W
λ
(m)
l
,λ
(m)
l−1
,...,λ
(m)
1
. La représentation W
λ
(m)
l
,λ
(m)
l−1
,...,λ
(m)
1
est isomorphe à la somme directe de
dim(V
λ
(m)
1
)×· · ·×dim(V
λ
(m)
l−1
) copies de V
λ
(m)
l
. En effet, par (II.4.48),W
λ
(m)
l
,λ
(m)
l−1
,...,λ
(m)
1
est équivalente à
la représentation V
λ
(m)
l
⊠W
λ
(m)
l−1
,...,λ
(m)
1
. Par récurrence (la base de la récurrence est la formule (II.4.38)),
la représentationW
λ
(m)
l−1
,...,λ
(m)
1
est isomorphe à la somme directe de dim(V
λ
(m)
1
)×· · ·×dim(V
λ
(m)
l−2
) copies
de V
λ
(m)
l−1
. Avec (II.4.38) et (II.4.48), l’affirmation est vérifiée.
(c) La partition (2, 1, 1) apparait dans la liste de la partie (i) du Lemme II.13 parce que
Res43(V(2,1,1))
∼= Res43(V(2,2))⊕ Res
4
3(V(1,1,1,1)) .
Pour la représentation V(2,1,1), la matrice de l’opérateur σ1σ3 est
1
3q

 −3q 0 00 q−4 −q−14q
0 −q−12q −q
2

 .
Ainsi, trV(2,1,1)(σ1σ3) = −2 + q
−2. Dans la représentation V(1,1,1,1), nous avons σ1, σ3 Ô→ (−q−1)
tandis que dans la représentation V(2,2) nous avons σ1, σ3 Ô→ diag(q,−q−1) ; donc trV(1,1,1,1)(σ1σ3) +
trV(2,2)(σ1σ3) = q
2+2q−2. Ceci est différent de trV(2,1,1)(σ1σ3) = −2+q
−2 si et seulement si (q+q−1)2 Ó= 0
c’est-à-dire, q+q−1 Ó= 0. C’est pourquoi, pour établir la formule (II.4.38) pour la représentation V(2,1,1),
il est suffisant de calculer la trace de σ1σ3 dans les représentations V(2,1,1)⊗ˆVλ avec λ = (2, 2), (2, 1, 1)
et (3, 1). Notons que cet argument marche en particulier dans la limite classique q → 1.
II.5 Complétude
1. Dans la Section précédente, nous avons construit, pour toute m-partition λ(m), une représentation
de H(m, 1, n). Le spectre des éléments de Jucys–Murphy J1, . . . , Jn dans cette représentation est
l’ensemble des lignes de nombres correspondant aux m-tableaux standards de forme λ(m), voir le
Lemme II.9. Cette construction fournit une inclusion de l’ensemble des m-tableaux standards de
taille n dans Spec(J1, . . . , Jn). D’un autre côté, la Proposition II.3 et la Proposition II.5 donnent une
78
inclusion de Spec(J1, . . . , Jn) dans l’ensemble des m-tableaux standards de taille n. Ces opérations
sont, par construction, inverses l’une à l’autre. Nous compilons ces résultats.
Nous soulignons que les restrictions (II.2.10)–(II.2.12) sont essentielles pour les affirmations ci-
dessous.
Proposition II.15. L’ensemble Spec(J1, . . . , Jn), l’ensemble Contm(n) et l’ensemble des m-tableaux
standards sont en bijection.
Corollaire II.16. Le spectre des éléments de Jucys–Murphy est simple dans les représentations Vλ(m)
(labellisées par les m-partitions).
Cela signifie que pour deux m-tableaux standards différents (pas nécessairement de la même forme),
les éléments de Spec(J1, . . . , Jn) qui leur sont associés par la Proposition II.15 sont différents (deux
lignes (a1, . . . , an) et (a′1, . . . , a
′
n) sont différentes s’il existe un certain i tel que ai Ó= a
′
i).
2. Il reste à vérifier que nous obtenons avec cette approche toutes les représentations irréductibles
de l’algèbre H(m, 1, n).
D’après des résultats sur les puissances du graphe de Young, exposés dans le Chapitre I, Section
I.2, la somme des carrés des dimensions des représentations construites est égale à la dimension de
H(m, 1, n). Il est donc suffisant de prouver que les représentations construites sont irréductibles et
non-isomorphes deux à deux. Ceci est fait dans le Théorème II.17.
Comme conséquence, nous obtenons que l’algèbre H(m, 1, n) est semi-simple sous les restrictions
(II.2.10)–(II.2.12).
Théorème II.17. Les représentations Vλ(m) (labellisées par les m-partitions) de l’algèbre H(m, 1, n),
construites dans la Section II.4 sont irréductibles et non-isomorphes deux à deux.
Preuve. La preuve peut-être trouvée dans [4] (ainsi que le résultat de semi-simplicité). Nous répé-
tons brièvement l’argument pour être complet.
Dans la preuve, nous utilisons une récurrence sur n. Ceci est justifiée car les restrictions (II.2.10)–
(II.2.12) pour H(m, 1, n) impliquent les restrictions (II.2.10)–(II.2.12), dans lesquelles n est remplacé
par n′, pour H(m, 1, n′) avec n′ arbitraire vérifiant 0 < n′ < n.
Le Corollaire II.16 implique tout de suite que les représentations Vλ(m) et Vλ′(m) sont non-isomorphes
si λ(m) Ó= λ′(m).
Supposons par récurrence que les représentations Vµ(m) , pour toutes les m-partitions µ
(m) de n−1,
sont des représentations irréductibles de H(m, 1, n − 1). La base de la récurrence est n = 1 ; il n’y a
rien à prouver dans ce cas.
Fixons une m-partition λ(m) avec |λ(m)| = n. Soit {µ(m)i }, i = 1, . . . , l, l’ensemble des sous-m-
partitions de λ(m) avec |µ(m)i | = n− 1.
Pour chaque i, la représentation V
µ
(m)
i
de H(m, 1, n−1) est une sous-représentation de la restriction
de la représentation Vλ(m) à H(m, 1, n−1). La dimension de Vλ(m) (le nombre de m-tableaux standards
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de forme λ(m)) est la somme (sur i) des dimensions de V
µ
(m)
i
. Ainsi, la représentation Vλ(m) deH(m, 1, n)
se décompose par rapport à H(m, 1, n− 1) en la somme directe des représentations V
µ
(m)
i
.
Les sous-m-partitions µ(m)i sont différentes, et correspondent donc à des représentations irréduc-
tibles non-isomorphes de H(m, 1, n− 1). Il s’ensuit que les positions de V
µ
(m)
i
en tant que sous-espaces
de Vλ(m) sont bien définies. C’est pourquoi, si Vλ(m) a un sous-espace non-trivial invariant U , alors U
doit contenir au moins une des V
µ
(m)
i
, disons V
µ
(m)
1
.
Il suffit de montrer que, partant d’éléments de V
µ
(m)
1
, on peut obtenir un élément de V
µ
(m)
j
, quel
que soit j Ó= 1, par l’action d’opérateurs de H(m, 1, n). Un vecteur de base de Vλ(m) , labellisé par
un m-tableau standard Xλ(m) de forme λ
(m), appartient au sous-espace V
µ
(m)
j
, où µ(m)j est la sous-m-
partition de taille (n − 1) formée par les m-cases de Xλ(m) portant 1, . . . , n − 1 . Pour tout j Ó= 1, la
sous-m-partition µ(m)j est obtenue à,partir de µ
(m)
1 en enlevant une m-case et en ajoutant une autre
m-case, différente de celle enlevée ; Il est facile de voir que les deux m-cases impliquées ne sont pas
adjacentes et, de plus, ne sont pas sur des diagonales voisines. Prenons le m-tableau standard de forme
λ(m) pour lequel les nombres 1, . . . , n− 1 sont placés dans la sous-m-partition µ(m)1 de λ
(m), et de plus
le nombre n − 1 est dans la seule m-case de µ(m)1 qui n’est pas dans la sous-m-partition µ
(m)
j . Le
vecteur þv de Vλ(m) labellisé par ce m-tableau appartient au sous-espace Vµ(m)1
, et est envoyé par σn−1
à une combinaison du vecteur þv et d’un vecteur appartenant à V
µ
(m)
j
. La formule (II.4.16) montre que
le vecteur de V
µ
(m)
j
n’est pas nul. 
Soit B une sous-algèbre associative d’une algèbre associative A. Une représentation indécomposable
(irréductible si l’algèbre A est semi-simple) de l’algèbre A se décompose par rapport à la sous-algèbre
B, c’est-à-dire, se décompose an somme directe de représentations indécomposables (irréductibles si
l’algèbre B est semi-simple) de B. L’information sur les décompositions de toutes les représentations A
par rapport à la sous-algèbre B est appelée règles de branchement pour le couple (A,B) (voir Chapitre
I, Section I.1.
Comme corollaire de toute la construction, nous obtenons sous les restrictions (II.2.10)–(II.2.12)
les règles de branchement pour le couple
(
H(m, 1, n), H(m, 1, n − 1)
)
; la représentation de l’algèbre
H(m, 1, n) labellisée par une m-partition λ(m) de n se décompose en la somme directe des représenta-
tions de l’algèbre H(m, 1, n) labellisées par les sous-m-partitions de λ(m) de taille n−1. En particulier,
nous obtenons le Corollaire suivant.
Corollaire II.18. Sous les restrictions (II.2.10)–(II.2.12), les règles de branchement pour la chaîne,
par rapport à n, d’algèbres H(m, 1, n) sont sans multiplicité.
Cela signifie que, sous les restrictions (II.2.10)–(II.2.12), dans la décomposition d’une représentation
irréductible de H(m, 1, n), chaque représentation irréductible de l’algèbre H(m, 1, n−1) apparait avec
une multiplicité égale à 0 ou 1.
Par des arguments standards (voir Chapitre I, Section I.1, Proposition I.11), il vient que, sous
les restrictions (II.2.10)–(II.2.12), le centralisateur de la sous-algèbre H(m, 1, n − 1) dans l’algèbre
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H(m, 1, n) est commutatif pour tout n = 1, 2, 3, . . . .
Il vient également de la théorie des représentations que, sous les restrictions (II.2.10)–(II.2.12),
– Le centralisateur de la sous-algèbre H(m, 1, n− 1) dans l’algèbre H(m, 1, n) est engendré par le
centre de H(m, 1, n− 1) et l’élément de Jucys–Murphy Jn ;
– la sous-algèbre engendrée par les éléments de Jucys–Murphy J1, . . . , Jn de l’algèbre H(m, 1, n)
est maximale commutative.
Remarques.
(a) Pour tout m-tableau standard Xλ(m) , définissons l’élément PX
λ(m)
de l’algèbre de Hecke cy-
clotomique H(m, 1, n) par la récursion suivante. La condition initiale est P∅ = 1. Soit α(m) la m-case
portant le nombre n dans Xλ(m) ; définissons µ
(m) := λ(m)\{α(m)}. Notons Xµ(m) le m-tableau stan-
dard avec les nombres 1, . . . , n − 1 dans les mêmes m-cases que dans Xλ(m) . La récursion est donnée
par
P
X
λ(m)
:= P
X
µ(m)
∏
β(m) : β(m)∈E+(µ(m)) , β(m) Ó=α(m)
Jn − c(β
(m))
c(α(m))− c(β(m))
(II.5.1)
où c(β(m)) est le contenu de la m-case β(m). En raison des résultats de complétude de cette Section,
les éléments P
X
λ(m)
forment un ensemble complet d’idempotents primitifs orthogonaux deux à deux
de l’algèbre H(m, 1, n) (voir Chapitre suivant, Section III.3).
De plus, nous allons prouver que il existe un homomorphisme bien défini ̺ : T→ H(m, 1, n), qui est
l’identité sur les générateurs τ, σ1, . . . , σn−1, et qui envoie Xλ(m) àPX
λ(m)
pour toutm-tableau standard
Xλ(m) . Après utilisation de la complétude, la seule vérification non-triviale que l’on doit faire est de
vérifier que, pour tout m-tableau standard Xλ(m) tel que X
si
λ(m)
est standard, la relation définissante
(II.4.8) de l’algèbre T est satisfaite par les images de σi, Xλ(m) et X
si
λ(m)
par l’homomorphisme ̺. La
vérification se réduit à l’égalité suivante pour les matrices (voir (II.4.18)) :
(
0 A
B −C
)(
1 0
0 0
)
=
(
0 0
B 0
)
=
(
0 0
0 1
)(
C A
B 0
)
, (II.5.2)
où A =
qc(i) − q−1c(i+1)
c(i) − c(i+1)
, B =
qc(i+1) − q−1c(i)
c(i+1) − c(i)
, C =
(q − q−1)(c(i+1) + c(i))
c(i+1) − c(i)
et c(i) := c(Xλ(m) |i) pour
i = 1, . . . , n. Les éléments ̺(Xλ(m)) sont les unités matricielles diagonales ; les éléments
̺
(
σi +
(q − q−1)c(Xλ(m) |i+ 1)
c(Xλ(m) |i)− c(Xλ(m) |i+ 1)
)
̺(Xλ(m)) = ̺(X
si
λ(m)
)̺
(
σi +
(q − q−1)c(Xλ(m) |i)
c(Xλ(m) |i+ 1)− c(Xλ(m) |i)
)
(II.5.3)
forment une partie des unités matricielles hors-diagonales (non-normalisées) - le calcul (II.5.2) montre
que ces éléments ne sont pas nuls. Pour l’algèbre de Hecke usuelle H(1, 1, n), l’égalité (II.5.3) avait
déjà été établie dans [77]. L’ensemble complet des unités matricielles hors-diagonales a été construit
dans [84] pour l’algèbre de Hecke usuelle. La construction pour l’algèbre de Hecke cyclotomique est
similaire, et nous laissons les détails au lecteur.
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(b) Pour un sous-ensemble {vi1 , . . . , vil} avec l < m, soit z := (τ − vi1)...(τ − vil). En prenant le
quotient de H(m, 1, n) par l’idéal engendré par z, nous obtenons un homomorphisme p : H(m, 1, n)→
H(l, 1, n) où H(l, 1, n) est l’algèbre de Hecke cyclotomique avec les paramètres q, vi1 , . . . , vil (notons
que les restrictions (II.2.10)–(II.2.12) sont vérifiées pour ce choix de paramètres si elles sont vérifiées
pour q, v1, . . . , vn). Les représentations deH(m, 1, n) pour lesquelles les entrées diagonales de la matrice
(diagonale) (II.4.17) appartiennent à {vi1 , . . . , vil} (ces représentations sont labellisées par les m-
partitions avec des partitions vides aux places correspondant aux vj qui ne sont pas dans {vi1 , . . . , vil})
passent à travers l’image p(H(m, 1, n)) dans H(l, 1, n). La somme des carrés des dimensions de ces
représentations est égale à la dimensions de H(l, 1, n). Il vient donc que p est surjectif.
Début du diagramme de Bratteli coloré de H(2, 1, n). Ci-dessous, le début du diagramme de
Bratteli (quatre premiers étages) pour la chaîne des algèbres H(2, 1, n) est dessiné. Nous "colorons"
les arêtes par les valeurs propres des éléments de Jucys–Murphy de H(2, 1, n), qui représentent l’ajout
d’une m-case dans un m-tableau standard (les arêtes descendant du niveau i au niveau i + 1 sont
labellisés par les valeurs propres de l’élément Ji+1 ; le sommet du haut est situé au niveau 0).
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Fig. II.5. Diagramme de Bratteli (quatre premiers niveaux) pour H(m, 1, n) avec m = 2.
II.6 Limite classique
Nous étudions dans cette Section la limite classique de l’algèbre de Hecke cyclotomique H(m, 1, n),
c’est-à-dire l’algèbre du groupe de réflexions complexe G(m, 1, n). La théorie des représentations des
groupes G(m, 1, n) est bien connue, voir [97] ou, e.g., [67]. La théorie des représentations de G(m, 1, n)
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peut aussi être directement déduite de la théorie des représentations de H(m, 1, n) en prenant la limite{
vi → ξi pour i = 1, . . . ,m, où les ξi’s sont les racines m-ème de l’unité distinctes ,
q → ±1
(II.6.1)
dans les formules pour les éléments matriciels. Néanmoins, il est intéressant de considérer la "limite
classique" de toute l’approche développée ci-dessus établissant une approche pour la théorie des re-
présentations du groupe G(m, 1, n) ne se référant pas à la théorie des représentations de H(m, 1, n).
Notons également que cette approche ne fait pas appel à la théorie des représentations du groupe
symétrique (rappelons que G(m, 1, n) est isomorphe au produit en couronne du groupe cyclique à
m éléments par le groupe symétrique, voir ci-dessous). Par ailleurs, la construction d’une structure
d’algèbre sur le produit tensoriel de l’algèbre CG(m, 1, n) avec une algèbre libre associative engendrée
par les m-tableaux standards correspondant aux m-partitions de n est intéressante en soi.
La théorie des représentations d’une classe plus générale de groupes, à savoir des produits en
couronne de groupes finis avec le groupe symétrique, a été construite, dans l’esprit de [86], dans
[87]. La construction dans [87] est élaborée dans le contexte de la théorie des groupes. Dans cette
Section, nous allons voir comment cette approche est restaurée – sur l’exemple des groupes G(m, 1, n)
– par la limite classique de l’approche développée dans les Sections précédentes pour H(m, 1, n). Nous
verrons qu’il existe certaines subtilités lors du passage à la situation classique des groupes (on devra
être prudent sur l’ordre des limites etc). Comme souvent, la situation classique apparait être plus
compliquée que celle dans le cas non-dégénéré.
Nous résumons brièvement le contenu des prochaines Sous-Sections. Nous présentons tout d’abord,
dans la Sous-Section II.6.2, les éléments de Jucys–Murphy classiques de l’algèbre du groupe G(m, 1, n),
que nous obtenons comme des limites classiques de certaines expressions impliquant les éléments de
Jucys–Murphy deH(m, 1, n). Comme dans le cas non-dégénéré, l’étude des éléments de Jucys–Murphy
est l’objet principal dans notre construction de la théorie des représentations. Ensuite, nous répétons
plus ou moins les mêmes étapes que dans le cas non-dégénéré.
Dans la Sous-Section II.6.3, nous montrons que les éléments de Jucys–Murphy de CG(m, 1, n)
sont les images d’éléments de Jucys–Murphy "universels" vivant dans une version d’algèbre de Hecke
affine dégénérée cyclotomique (en opposition avec la situation non-dégénérée où l’algèbre de Hecke
affine usuelle était utilisée), que nous notons Am,n (voir la Définition II.19 ci-dessous). Nous vérifions,
au niveau classique, la commutativité de l’ensemble {x1, x˜1, . . . , xn, x˜n} d’éléments de l’algèbre Am,n.
Il se trouve que l’algèbre Am,n coïncide avec un cas particulier d’"algèbre de Hecke en couronne"
définie dans [103], voir aussi [89] (nous n’avons pas inclus la commutativité de l’ensemble d’éléments
{x1, x˜1, . . . , xn, x˜n} dans les relations définissantes de Am,n, contrairement à la définition de l’algèbre
de Hecke en couronne de [103] ; comme corollaire de la commutativité de ces éléments, prouvée ici, les
deux algèbres sont en fait isomorphes).
Dans la Sous-Section II.6.4, nous étudions tout d’abord la théorie des représentations de l’algèbre
Am,2, qui est l’algèbre de Hecke affine dégénérée cyclotomique non-triviale la plus simple. Ses repré-
sentations portent une information importante sur les propriétés récursives des éléments de Jucys–
Murphy. Nous présentons la liste des représentations irréductibles de l’algèbre Am,2 avec x1, x˜1, x2 et
x˜2 diagonalisables, et ensuite, presque sans preuve, les analogues des résultats des Sections II.3, II.4
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et II.5 (les preuves suivent les mêmes lignes que les preuves des affirmations analogues des Sections
II.3, II.4 et II.5) dans le contexte classique. En particulier, nous caractérisons les ensembles de valeurs
propres communes des éléments de Jucys–Murphy de l’algèbre du groupe G(m, 1, n), et établissons
ensuite la relation avec les m-partitions.
Les représentations du groupe G(m, 1, n) sont construites, dans la Sous-Section II.6.5, avec l’aide
d’une structure d’algèbre sur le produit tensoriel de CG(m, 1, n) avec une algèbre associative libre
engendrée par les m-tableaux standards correspondant aux m-partitions de n.
Finalement, dans la Sous-Section II.6.6, nous présentons le résultat de complétude et certaines
conséquences, de manière analogue au contenu de la Section II.5.
Nous donnons aussi dans le premier Appendice à cette Section une preuve d’un théorème structurel
(donnant une forme normale) pour l’algèbre de Hecke affine dégénérée cyclotomique (c’est un cas par-
ticulier de la base PBW pour les algèbres de Hecke en couronne donnée dans [103]). Dans le deuxième
Appendice, nous étudions les opérateurs d’entrelacement (introduits dans [103]) de l’algèbre de Hecke
affine dégénérée cyclotomique, qui fournissent certaines informations sur le spectre des éléments de
Jucys–Murphy ; nous expliquons comment obtenir ces opérateurs d’entrelacement en prenant la limite
classique de certains opérateurs d’entrelacement de l’algèbre de Hecke affine non-dégénérée.
Certains résultats présentés dans cette Section sont connus (les éléments de Jucys–Murphy [87,
104], la construction des représentations à partir de l’étude du spectre [87], l’algèbre de Hecke affine
dégénérée cyclotomique [103, 102]). Nous insistons ici sur les connections entre le traitement pour
les groupes G(m, 1, n) avec le traitement pour les algèbres H(m, 1, n). Par ailleurs, la méthode pour
construire les représentations donnée dans la Sous-Section II.6.5 semble être nouvelle.
II.6.1 Groupe de réflexions complexe G(m, 1, n)
Le groupe G(m, 1, n) est engendré par les éléments t, s1, . . . , sn−1 avec les relations définissantes :

s2i = 1 pour i = 1, . . . , n− 1 ,
sisi+1si = si+1sisi+1 pour i = 1, . . . , n− 2 ,
sisj = sjsi pour i, j = 1, . . . , n− 1 tels que |i− j| > 1
(II.6.2)
et 

tm = 1 ,
ts1ts1 = s1ts1t ,
tsi = sit pour i > 1 .
(II.6.3)
La notation "si", la même que pour les générateurs du groupe symétrique Sn, voir (II.4.4)-(II.4.6),
ne devrait pas prêter à confusion ; le sous-groupe de G(m, 1, n) engendré par les éléments s1, . . . , sn−1
est isomorphe au groupe symétrique Sn.
Une étude structurelle du groupe G(m, 1, n) est réalisée dans le Chapitre III, Section III.4 (nous
donnons une autre présentation, nous appliquons l’algorithme de Coxeter–Todd et donnons une forme
normale) ; les résultats présentés dans le présent Chapitre sont plutôt rattachés à la théorie des repré-
sentations.
84
II.6.2 Eléments de Jucys–Murphy
Dans cette Sous-Section, nous obtenons une version des éléments de Jucys–Murphy de G(m, 1, n) à
partir des éléments de Jucys–Murphy de l’algèbre de Hecke cyclotomique H(m, 1, n), plus précisément,
par des limites de certaines expressions contenant les éléments de Jucys–Murphy de H(m, 1, n) (un
procédé similaire a été utilisé dans [88] pour les groupes de Weyl). Les éléments de Jucys–Murphy ont
été définis dans [87, 104] pour le produit en couronne d’un groupe fini quelconque A par le groupe
symétrique. Les éléments de Jucys–Murphy obtenus ici par la procédure de limite coïncident avec ceux
de [87, 104] quand A est le groupe cyclique.
Dans la suite, nous identifierons systématiquement les générateurs τ , σ1, . . . , σn−1 de H(m, 1, n)
avec, respectivement, t, s1 ,. . . , sn−1 dès que la limite classique (II.6.1) aura été prise.
Eléments de Jucys–Murphy. Nous définissons les analogues classiques suivants des éléments de
Jucys–Murphy Ji :
ji := lim
q→1
lim
vi→ξi
(
Ji
)
, (II.6.4)
et
j˜i :=
1
m
lim
q→1
lim
vi→ξi
(
Jmi − 1
q − q−1
)
. (II.6.5)
Attention : l’ordre pour prendre les limites ici est important, nous prenons d’abord la limite par
rapport aux variables vi, et ensuite la limite par rapport à q ; il est peut-être plus instructif d’écrire
(II.6.5) sous la forme j˜i := 1m limq→1
lim
vi→ξi
(Jmi −1)
q−q−1
.
II.6.3 Algèbre de Hecke affine dégénérée cyclotomique
Les éléments de Jucys–Murphy de l’algèbre de Hecke cyclotomique H(m, 1, n) sont les images des
éléments de Jucys–Murphy "universels" de l’algèbre de Hecke affine. De façon tout à fait similaire,
les éléments ji et j˜i sont les images de certains éléments "universels" d’une certaine algèbre de Hecke
affine dégénérée cyclotomique, que nous introduisons ici.
Définition II.19. Soit Am,n l’algèbre engendrée par s1, . . . , sn−1 et deux générateurs de plus, x1
et x˜1 ; les relations définissantes sont données en trois étapes. Premièrement, il y a les relations
définissantes concernant seulement les générateurs s1, . . . , sn−1 :

s2i = 1 pour i = 1, . . . , n− 1,
sisi+1si = si+1sisi+1 pour i = 1, . . . , n− 2,
sisj = sjsi pour i, j = 1, . . . , n− 1 tels que |i− j| > 1 ;
(II.6.6)
deuxièmement, il y a les relations définissantes concernant aussi x1 :

xm1 = 1 ,
x1s1x1s1 = s1x1s1x1 ,
x1si = six1 si i > 1 ;
(II.6.7)
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le troisième groupe de relations concerne en plus le générateur x˜1 :

x˜1(s1x˜1s1 +
1
m
m∑
p=1
xp1s1x
−p
1 ) = (s1x˜1s1 +
1
m
m∑
p=1
xp1s1x
−p
1 )x˜1 ,
x˜1si = six˜1 si i > 1 ,
x˜1x1 = x1x˜1 ,
x˜1s1x1s1 = s1x1s1x˜1 .
(II.6.8)
L’algèbre Am,n est appelée l’algèbre de Hecke affine dégénérée cyclotomique.
En raison des relations (II.6.6)–(II.6.7), il existe un homomorphisme
ιˆ : CG(m, 1, n)→ Am,n , ιˆ(si) = si pour i = 1, . . . , n− 1 , ιˆ(t) = x1 . (II.6.9)
Soit π une application de l’ensemble des générateurs {s1, . . . , sn−1, x1, x˜1} vers CG(m, 1, n) donnée
par
π : si Ô→ si pour i = 1, . . . , n− 1 , x1 Ô→ t , x˜1 Ô→ 0 . (II.6.10)
Clairement, π s’étend en un homomorphisme, que nous notons par le même symbole π, de l’algèbre
Am,n vers CG(m, 1, n) (l’homomorphisme π est bien défini car les relations (II.6.8) sont trivialement
satisfaites quand on envoie x˜1 à 0). De plus, la composition π ◦ ιˆ laisse les générateurs de G(m, 1, n)
invariants et est ainsi l’homomorphisme identité de CG(m, 1, n) ; en particulier, l’application ιˆ est
injective ou, de manière équivalente, la sous-algèbre de Am,n engendrée par les éléments s1, . . . , sn−1
et x1 est isomorphe à l’algèbre CG(m, 1, n).
Définissons des éléments "de degré plus élevé" xi et x˜i, pour i = 2, . . . , n, par
xi+1 = sixisi , i = 1, . . . , n− 1 , (II.6.11)
et
x˜i+1 = six˜isi +
1
m
m∑
p=1
xpi six
−p
i , i = 1, . . . , n− 1 . (II.6.12)
La seconde relation de (II.6.7) peut être récrite comme
x1x2 = x2x1 ; (II.6.13)
les première et quatrième relations de (II.6.8) peuvent être récrites, respectivement, comme
x˜1x˜2 = x˜2x˜1 et x˜1x2 = x2x˜1 . (II.6.14)
Lemme II.20. Nous avons
π(xi) = ji et π(x˜i) = j˜i . (II.6.15)
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Preuve. Nous devons vérifier que ji (respectivement, j˜i) vérifient la relation de récurrence (II.6.11)
(respectivement, (II.6.12)) et la condition initiale j1 = t (respectivement, j˜1 = 0).
Il vient de (II.6.4) directement que j1 = t et ji+1 = sijisi, donc il reste seulement la vérification
pour j˜i.
En raison de (II.6.5), nous avons j˜1 = 0. Ensuite nous calculons
Jmi+1 = (σiJiσi)
m
= σiJi
(
(1 + (q − q−1)σi)Ji
)m−1
σi
= σiJ
m
i σi + (q − q
−1)
(
σiJiσiJ
m−1
i σi+σiJ
2
i σiJ
m−2
i σi+. . .+σiJ
m−1
i σiJiσi
)
+O((q − q−1)2) .
Donc,
Jmi+1 − 1
q − q−1
=
σiJ
m
i σi − 1
q − q−1
+
(
σiJiσiJ
m−1
i σi+σiJ
2
i σiJ
m−2
i σi+. . .+σiJ
m−1
i σiJiσi
)
+O(q − q−1)
=
σi(J
m
i − 1)σi
q − q−1
+ σi +
(
σiJiσiJ
m−1
i σi+σiJ
2
i σiJ
m−2
i σi+. . .+σiJ
m−1
i σiJiσi
)
+O(q − q−1) .
En prenant la limite, et en divisant par m nous obtenons :
j˜i+1 = sij˜isi +
1
m
(si +
m−1∑
p=1
sij
p
i sij
m−p
i si) .
Finalement, nous utilisons que :
sij
p
i sij
q
i si = sij
p
i j
q
i+1 = sij
q
i+1j
p
i = j
q
i sij
p
i ,
et nous remplaçons si par jmi sij
0
i car j
m
i = 1. 
Comme les éléments de Jucys–Murphy Ji commutent dans l’algèbre H(m, 1, n), il vient immédiate-
ment des définitions (II.6.4) et (II.6.5) que les éléments ji, i = 1, . . . , n, et les éléments j˜i, i = 1, . . . , n,
forment un ensemble commutatif. Nous n’avons pas inclus la commutativité de l’ensemble corres-
pondant, formé par les éléments xi, i = 1, . . . , n, et les éléments x˜i, i = 1, . . . , n, dans les relations
définissantes de l’algèbre Am,n : la commutativité de cet ensemble (et donc, par le Lemma II.20, de
son image par le morphisme π, c’est-à-dire, de l’ensemble formé par les éléments ji, i = 1, . . . , n, et j˜i,
i = 1, . . . , n) provient, comme on va le voir maintenant, des relations (II.6.6)–(II.6.8).
Proposition II.21. Les relations (II.6.6)–(II.6.8) impliquent que :
xkxl = xlxk, x˜kx˜l = x˜lx˜k et xkx˜l = x˜lxk pour k, l = 1, . . . , n . (II.6.16)
Preuve. Nous commençons par :
Lemme II.22. Les relations (II.6.6)–(II.6.8) impliquent que xi et x˜i commutent avec sk pour k > i
et k < i− 1.
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Preuve du Lemme. Il est bien connu (et facile à vérifier) que les relations (II.6.6)–(II.6.7) impliquent
que xi commute avec sk pour k > i et k < i− 1.
Nous utilisons une récurrence sur i pour les éléments x˜i. Par définition, l’élément x˜1 commute avec
l’élément sk si k > 1 ; l’élément
x˜i+1 = six˜isi +
1
m
m∑
p=1
xpi six
m−p
i (II.6.17)
commute, par l’hypothèse de récurrence, avec les éléments sk pour k > i + 1 et k < i − 1. Il reste à
vérifier la commutation de l’élément x˜i+1 avec si−1. Cette vérification n’est pas triviale seulement si
(i− 1) > 0 ; dans ce cas, nous décomposons les éléments x˜i et xi dans la partie droite de (II.6.17) :
x˜i+1 = six˜isi +
1
m
m∑
p=1
xpi six
m−p
i
= sisi−1x˜i−1si−1si +
1
m
m∑
p=1
six
p
i−1si−1x
m−p
i−1 si +
1
m
m∑
p=1
si−1x
p
i−1si−1sisi−1x
m−p
i−1 si−1
= sisi−1x˜i−1si−1si +
1
m
m∑
p=1
(
xpi−1sisi−1six
m−p
i−1 + si−1x
p
i−1sisi−1six
m−p
i−1 si−1
)
.
Pour tout p, l’expression dans la dernière somme a la forme ξ + si−1ξsi−1 (pour un certain ξ) et ainsi
commute avec si−1. Le premier terme commute aussi avec si−1 :
sisi−1x˜i−1si−1si · si−1 = sisi−1x˜i−1sisi−1si = sisi−1six˜i−1si−1si = si−1 · sisi−1x˜i−1si−1si .
Nous concluons que x˜i+1 commute avec si−1. 
Nous revenons à la preuve de la Proposition II.21 qui est également faite par récurrence. L’élément
x˜1 commute avec x1 par définition. En supposant que x1, . . . , xi, x˜1, . . . , x˜i forment un ensemble com-
mutatif, nous devons prouver que xi+1 et x˜i+1 commutent avec x1, . . . , xi et x˜1, . . . , x˜i, et également
que xi+1 commute avec x˜i+1.
(i) Comme xi+1 = sixisi et x˜i+1 = six˜isi + 1m
m∑
p=1
xpi six
m−p
i , nous avons, par l’hypothèse de
récurrence et le Lemme II.22, que xi+1 et x˜i+1 commutent avec xk et x˜k pour k < i.
(ii) Nous prouvons maintenant que les éléments xi+1 et x˜i+1 commutent avec les éléments xi et x˜i.
Si i > 1, nous écrivons xi = si−1xi−1si−1 and x˜i = si−1x˜i−1si−1 + 1m
m∑
p=1
xpi−1si−1x
m−p
i−1 ; Par le
Lemme II.22 et la partie (i) de la preuve, les éléments xi+1 et x˜i+1 commutent avec tous les éléments
présents dans les expressions ci-dessus de xi et x˜i, et donc commutent avec xi et x˜i.
Pour i = 1, l’élément x2 commute avec x1 et x˜1, et l’élément x˜2 commute avec x˜1 par définition.
Pour finir la preuve du fait que xi+1 et x˜i+1 commutent avec xi et x˜i, il reste à montrer que x1x˜2 = x˜2x1.
Nous calculons
x1x˜2 = x1s1x˜1s1 +
1
m
m∑
p=1
xp+11 s1x
−p
1 et x˜2x1 = s1x˜1s1x1 +
1
m
m∑
p=1
xp1s1x
1−p
1
= s1x2x˜1s1 +
1
m
m∑
p=1
xp+11 x
−p
2 s1 = s1x˜1x2s1 +
1
m
m∑
p=1
xp1x
1−p
2 s1 ,
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et, comme x2x˜1 = x˜1x2, la différence entre x1x˜2 et x˜2x1 est 1m(x
m+1
1 x
−m
2 − x1)s1, ce qui fait 0 car
xm1 = x
m
2 = 1.
(iii) Il reste à prouver que les éléments xi+1 et x˜i+1 commutent. En utilisant les relations de
commutativité déjà prouvées, nous calculons :
x˜i+1xi+1 = six˜ixisi +
1
m
m∑
p=1
xpi six
m−p
i xi+1 et xi+1x˜i+1 = sixix˜isi +
1
m
m∑
p=1
xi+1x
p
i six
m−p
i
= sixix˜isi +
1
m
m∑
p=1
xpi sixi+1x
m−p
i = sixix˜isi +
1
m
m∑
p=1
xpi xi+1six
m−p
i
= sixix˜isi +
1
m
m+1∑
p=2
xpi six
m−p+1
i , = sixix˜isi +
1
m
m∑
p=1
xpi six
m−p+1
i ,
et donc la différence entre x˜i+1xi+1 et xi+1x˜i+1 est égale à 1m(x
m+1
i si−xisix
m
i ) ce qui est 0 car x
m
i = 1.

II.6.4 Spectre des éléments de Jucys–Murphy classiques
Représentations de l’algèbre Am,2. Comme dans le cas non-dégénéré, l’étape importante dans la
compréhension du spectre des éléments de Jucys–Murphy et dans la construction des représentations
est l’analyse des représentations de l’algèbre de Hecke affine dégénérée cyclotomique non-triviale la
plus simple, à savoir l’algèbre Am,2. Nous présentons ici la liste des représentations irréductibles avec
x1, x˜1, x2 et x˜2 diagonalisables de l’algèbre Am,2.
Considérons l’algèbre Am,2 engendrée par x, y, x˜, y˜ et s avec les relations :

xy = yx , x˜y˜ = y˜x˜ , xx˜ = x˜x , yx˜ = x˜y ,
y = sxs , xm = 1 , y˜ = sx˜s+ 1m
m∑
p=1
xpsxm−p , s2 = 1 .
(II.6.18)
Pour tout i = 1, . . . , n− 1, la sous-algèbre de CG(m, 1, n) engendrée par ji, ji+1, j˜i, j˜i+1 et si est un
quotient de l’algèbre Am,2. Pour m = 1, l’algèbre Am,2 se réduit à l’algèbre de Hecke affine dégénérée
étudiée dans [86] pour la théorie des représentations du groupe symétrique Sn.
Les quatre éléments x, y, x˜ et y˜ commutent deux à deux, voir la Proposition II.21. Comme pour
H(m, 1, n), nous étudions les représentations irréductibles de Am,2 avec x, y, x˜ et y˜ diagonalisables.
Soit e un vecteur propre commun de x, y, x˜ et y˜, avec les valeurs propres a, b, a˜ et b˜, respectivement,
x.e = ae , y.e = be , x˜.e = a˜e , y˜.e = b˜e , (II.6.19)
où x.v représente l’action de x de l’algèbre sur le vecteur v de l’espace de la représentation. Nous avons
am = bm = 1. En utilisant xs = sy, ys = sx, x˜s = sy˜− 1m
∑m
p=1 y
pxm−p et y˜s = sx˜+ 1m
∑m
p=1 y
pxm−p,
nous trouvons que
x.(s.e) = bs.e , y.(s.e) = as.e ,
x˜.(s.e) = b˜s.e−
(
1
m
∑m
p=1 b
pam−p
)
e , y˜.(s.e) = a˜s.e+
(
1
m
∑m
p=1 b
pam−p
)
e .
(II.6.20)
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Ainsi, l’action des générateurs se ferme sur l’espace linéaire engendré par e et s.e, et les représentations
irréductibles peuvent être seulement de dimension 1 ou de dimension 2. Nous arrivons directement à
la liste complète des représentations irréductibles de l’algèbre Am,2 avec x, y, x˜ et y˜ diagonalisables.
– Le vecteur s.e est proportionnel au vecteur e. Donc s.e = ǫe, où ǫ2 = 1 ; les représentations de
ce type sont de dimension 1. L’action des générateurs est donnée par
x Ô→ a , y Ô→ a , x˜ Ô→ a˜ , y˜ Ô→ a˜+ ε , s Ô→ ε , (II.6.21)
où am = 1 et ε2 = 1.
– les vecteurs e et s.e engendrent un espace de dimension 2. Si a Ó= b, alors
∑m
p=1 b
pam−p = 0. Les
représentations irréductibles sont dans ce cas de dimension 2. Les matrices des générateurs de
l’algèbre Am,2 sont données par
s Ô→
(
0 1
1 0
)
, x Ô→
(
a 0
0 b
)
, y Ô→
(
b 0
0 a
)
,
x˜ Ô→
(
a˜ 0
0 b˜
)
, y˜ Ô→
(
b˜ 0
0 a˜
)
,
(II.6.22)
où am = bm = 1 et a Ó= b.
– Les vecteurs e et s.e engendrent un espace de dimension 2 et a = b. Alors 1m
∑m
p=1 b
pam−p =
1. Par (II.6.19)–(II.6.20), l’action de x˜ et y˜ est diagonalisable si et seulement si a˜ Ó= b˜. Les
représentations sont de dimension 2. Les matrices des générateurs de l’algèbre Am,2 dans la base
{e, e′}, où e′ := s.e+ 1
a˜−b˜
e sont données par
s Ô→
( 1
b˜−a˜
1− 1
(b˜−a˜)2
1 − 1
b˜−a˜
)
, x Ô→
(
a 0
0 a
)
, y Ô→
(
a 0
0 a
)
,
x˜ Ô→
(
a˜ 0
0 b˜
)
, y˜ Ô→
(
b˜ 0
0 a˜
)
.
(II.6.23)
où am = 1 et b˜ Ó= a˜. La représentation (II.6.23) est irréductible si et seulement si b˜ Ó= a˜± 1.
Spectre classique. Dans ce paragraphe et les deux suivants, les analogues classiques des résultats
de la Section II.3 sont donnés sans preuve (les preuves répètent essentiellement celles de la Section
II.3).
Comme pour H(m, 1, n), la première étape consiste en la construction de toutes les représenta-
tions de CG(m, 1, n) vérifiant deux conditions. Premièrement, les éléments de Jucys–Murphy classiques
j1, . . . , jn, j˜1, . . . , j˜n sont représentés par des opérateurs semi-simples (diagonalisables). Deuxièmement,
pour tout i = 1, . . . , n− 1, l’action de la sous-algèbre engendrée par ji, ji+1, j˜i, j˜i+1 et si est complè-
tement réductible. Nous allons garder le nom de C-représentations pour ces représentations. A la fin
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de la construction, nous verrons que toutes les représentations irréductibles de CG(m, 1, n) sont des
C-représentations.
Définissons Spec
(
j1 , . . . , jn
j˜1 , . . . , j˜n
)
l’ensemble des valeurs propres communes des éléments j1, j˜1,
. . . , jn, j˜n dans les C-représentations :
Λ =

 a(Λ)1 , . . . , a(Λ)n
a˜
(Λ)
1 , . . . , a˜
(Λ)
n

 (II.6.24)
appartient à Spec
(
j1 , . . . , jn
j˜1 , . . . , j˜n
)
si il existe un vecteur eΛ dans l’espace d’une C-représentation
tel que ji(eΛ) = a
(Λ)
i eΛ et j˜i(eΛ) = a˜
(Λ)
i eΛ pour tout i = 1, . . . , n.
Les éléments ji et j˜i commutent avec sk pour k > i et k < i − 1 (voir le Lemme II.22) ce qui
implique que l’action de sk sur Spec
(
j1 , . . . , jn
j˜1 , . . . , j˜n
)
est "locale" dans le sens où sk(eΛ) est une
combinaison linéaire de eΛ′ tels que a
(Λ′)
i = a
(Λ)
i et a˜
(Λ′)
i = a˜
(Λ)
i pour i Ó= k, k + 1.
Nous appellerons encore les tableaux de nombres de taille 2×n (II.6.24) des lignes, gardant ainsi le
nom "ligne" qui était utilisé pour l’ensemble des valeurs propres des éléments de Jucys–Murphy pour
l’algèbre H(m, 1, n).
Proposition II.23. Soit Λ =
(
a1 , . . . , ai , ai+1 , . . . , an
a˜1 , . . . , a˜i , a˜i+1 , . . . , a˜n
)
∈ Spec
(
j1 , . . . , jn
j˜1 , . . . , j˜n
)
et
soit eΛ un vecteur correspondant. Alors
(a) nous avons ami = 1 pour i = 1, . . . , n ; si ai = ai+1, alors a˜i Ó= a˜i+1.
(b) Si ai+1 = ai et a˜i+1 = a˜i + ε, où ε = ±1, alors si(eΛ) = εeΛ.
(c) Si ai+1 Ó= ai ou ai+1 = ai & a˜i+1 Ó= a˜i ± 1, alors
Λ′ =
(
a1 , . . . , ai+1 , ai , . . . , an
a˜1 , . . . , a˜i+1 , a˜i , . . . , a˜n
)
∈ Spec
(
j1 , . . . , jn
j˜1 , . . . , j˜n
)
.
De plus, si ai+1 Ó= ai, alors le vecteur si(eΛ) correspond à la ligne Λ′, voir les matrices (II.6.22)
avec a = ai, b = ai+1, a˜ = a˜i and b˜ = a˜i+1 ; si ai+1 = ai et a˜i+1 Ó= a˜i ± 1, alors le vecteur
si(eΛ)−
1
a˜i+1−a˜i
eΛ correspond à la ligne Λ′, voir les matrices (II.6.23) avec a = ai = ai+1, a˜ = a˜i
et b˜ = a˜i+1.
Lignes de contenus classiques. Nous définissons l’analogue classique de l’ensemble Contm(n), que
nous notons cContm(n).
Rappelons que [k, l] = {k, k + 1, . . . , l − 1, l} pour deux entiers k, l ∈ Z, k < l.
91
Définition II.24. Une ligne de contenus classiques
(
a1 , . . . , an
a˜1 , . . . , a˜n
)
est une ligne de colonnes de
nombres satisfaisant :
(1) a˜1 = 0 et ami = 1 pour tout i = 1, . . . , n.
(2) Pour tout j > 1 : si a˜j Ó= 0, alors il existe i, i < j, tel que ai = aj et a˜i ∈ {a˜j − 1, a˜j + 1}.
(3) Si aj = ak et a˜j = a˜k pour j, k, j < k, alors il existe i1, i2 ∈ [j + 1, k − 1] tels que ai1 = ai2 =
aj = ak, a˜i1 = a˜j − 1 et a˜i2 = a˜j + 1.
Nous notons l’ensemble des lignes de contenus classiques cContm(n).
Voici l’analogue classique de la Proposition II.3.
Proposition II.25. Supposons qu’une ligne de colonnes de nombres
(
a1 , . . . , an
a˜1 , . . . , a˜n
)
appar-
tienne à l’ensemble Spec
(
j1 , . . . , jn
j˜1 , . . . , j˜n
)
. Alors elle appartient à l’ensemble cContm(n).
Remarque. Il suit directement de la Définition II.24 que si(
a1 , . . . , ai , ai+1 , . . . , an
a˜1 , . . . , a˜i , a˜i+1 , . . . , a˜n
)
∈ cContm(n)
avec ai+1 Ó= ai ou avec ai+1 = ai & a˜i+1 Ó= a˜i ± 1, alors(
a1 , . . . , ai+1 , ai , . . . , an
a˜1 , . . . , a˜i+1 , a˜i , . . . , a˜n
)
∈ cContm(n).
Comme dans la remarque juste après la preuve de la Proposition II.3, l’action (décrite dans la Pro-
position II.23) des générateurs si, i = 1, . . . , n − 1, sur l’espace vectoriel avec une base formée des
vecteurs eΛ, Λ ∈ Spec
(
j1 , . . . , jn
j˜1 , . . . , j˜n
)
, s’étend en une action sur l’espace vectoriel avec une base
formée par les vecteurs eµ, µ ∈ cContm(n) . Les analogues classiques des énoncés de la remarque juste
après la preuve de la Proposition II.3 sont également valables ici.
Contenu classique d’une m-case dans une m-partition.
Proposition II.26. Il existe une bijection entre l’ensemble des m-tableaux de taille n et l’ensemble
cContm(n).
Cet analogue classique de la Proposition II.5 est prouvé suivant les mêmes lignes que la Proposition
II.5 ; nous avons seulement besoin de modifier la notion de contenu d’une m-case d’une m-partition.
Le contenu classique d’une case d’une partition usuelle est (s − r) si la case est située dans la
ligne r et la colonne s. Pour étendre cette définition aux m-partitions, nous devons spécifier dans
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quelle partition de la m-partition est située la m-case ; ainsi, le contenu classique d’une m-case d’une
m-partition est un couple de nombres, le premier nombre spécifiant une partition (dans laquelle la
m-case est située) de la m-partition, et le second nombre est le contenu classique de la m-case dans
la partition spécifiée. Pour relier cette information avec le spectre des éléments de Jucys–Murphy ,
fixons (arbitrairement) une bijection entre l’ensemble [1,m] et l’ensemble des différentes racinesm-ème
de l’unité ; Soit ξk la racine de l’unité associée à k ∈ [1,m] par cette bijection. Nous définissons le
contenu classique d’une m-case qui est située dans la ligne r et la colonne s de la k-ème partition de
la m-partition comme étant la colonne
(
ξk
s− r
)
.
Maintenant, à un m-tableau standard de taille n, nous associons la ligne de colonnes de nombres(
a1 , . . . , an
a˜1 , . . . , a˜n
)
où
(
ai
a˜i
)
est le contenu classique de la m-case dans laquelle le nombre i est placé
dans le m-tableau. Cette association fournit, comme dans la preuve de la Proposition II.5, la bijection
énoncée dans la Proposition II.26.
Voici le même exemple que dans le paragraphe 6, Section II.3, mais dans le contexte classique :


21
6 9
7
0-1
-2
1 20
4
,
3 8 10
5
-1
0 1 2


(II.6.25)
La ligne, associée à ce 2-tableau standard, est :(
ξ1 , ξ1 , ξ2 , ξ1 , ξ2 , ξ1 , ξ1 , ξ2 , ξ1 , ξ2
0 , 1 , 0 , 2 , −1 , −1 , −2 , 1 , 0 , 2
)
,
où {ξ1, ξ2} est l’ensemble des différentes racines carrées de l’unité.
Remarque. Dans la limite classique, l’élément ji sert de la même façon dans la théorie des repré-
sentations que les nombres vk devant les puissances de q dans le spectre de l’élément Ji : les éléments
ji’s distinguent les différents tableaux d’un m-tableau.
II.6.5 Construction des représentations
Ici, nous établissons un analogue de la construction de la Section II.4 dans le contexte classique :
nous définissons une structure d’algèbre sur le produit tensoriel de CG(m, 1, n) avec une algèbre libre
associative engendrée par les m-tableaux standards correspondant aux m-partitions de n. Ensuite, par
évaluation (avec l’aide de la représentation la plus simple deG(m, 1, n)) par la droite, nous construisons
les représentations. Nous ne donnons pas les preuves des propositions quand elles sont complètement
similaires aux preuves des propositions correspondantes de la Section II.4 ; nous indiquons seulement
les modifications.
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II.6.5.1 Eléments Baxterisés
Définissons, pour tout si parmi les générateurs s1, . . . , sn−1 de G(m, 1, n), l’élément Baxterisé
si(α, β) par
si(α, β) := si +
1
α− β
. (II.6.26)
Les paramètres α et β sont appelés paramètres spectraux.
Proposition II.27. Nous avons les relations suivantes :
si(α, β)si(β, α) = 1−
1
(α−β)2
,
si(α, β)si+1(α, γ)si(β, γ) = si+1(β, γ)si(α, γ)si+1(α, β) ,
si(α, β)sj(γ, δ) = sj(γ, δ)si(α, β) si |i− j| > 1 .
(II.6.27)
Comme dans la situation non-classique, les relations originales sont impliquées par les relations
pour les éléments Baxterisés pour une valeur fixée des paramètres spectraux.
Lemme II.28. Soient A et B deux éléments d’une algèbre associative unitale arbitraire A. Notons
A(α, β) := A+ 1α−β et B(α, β) := B +
1
α−β où α et β sont des paramètres.
(i) Si
A(α, β)A(β, α) = 1−
1
(α− β)2
,
pour certaines valeurs (arbitrairement) fixées des paramètres α et β (α Ó= β), alors
A2 = 1 .
(ii) Si A2 = 1, B2 = 1 et
A(α, β)B(α, γ)A(β, γ) = B(β, γ)A(α, γ)B(α, β)
pour certaines valeurs (arbitrairement) fixées des paramètres α, β et γ (α Ó= β Ó= γ Ó= α), alors
ABA = BAB .
(iii) Si
A(α, β)B(γ, δ) = B(γ, δ)A(α, β)
pour certaines valeurs (arbitrairement) fixées des paramètres α, β, γ et δ (α Ó= β et γ Ó= δ), alors
AB = BA .
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II.6.5.2 Produit smash classique
Soit λ(m) une m-partition de taille n. Considérons un ensemble de générateurs libres labellisés par
les m-tableaux standards de forme λ(m) ; pour un m-tableau standard Xλ(m) , nous notons, comme
avant, Xλ(m) le générateur libre correspondant. Nous renvoyons à la Sous-Section II.4.2 pour la défini-
tion de Xπ
λ(m)
et X π
λ(m)
pour π ∈ Sn.
Rappelons que le contenu classique d’une m-case, qui est située dans la ligne r et la colonne
s de la k-ème partition de la m-partition, est la colonne
(
ξk
s− r
)
, où k Ô→ ξk est une bijection,
arbitrairement choisie, entre l’ensemble [1,m] et l’ensemble des différentes racines m-ème de l’unité.
Pour un m-tableau standard, nous notons
(
p(Xλ(m) |i)
cc(Xλ(m) |i)
)
les entrées de la colonne de contenu de la
m-case où i est placé.
Proposition II.29. Les relations suivantes :
– si p(Xλ(m) |i) Ó= p(Xλ(m) |i+ 1), alors
si · Xλ(m) = X
si
λ(m)
· si ; (II.6.28)
– si p(Xλ(m) |i) = p(Xλ(m) |i+ 1), alors(
si+
1
cc(Xλ(m) |i)− cc(Xλ(m) |i+ 1)
)
·Xλ(m) = X
si
λ(m)
·
(
si+
1
cc(Xλ(m) |i+ 1)− cc(Xλ(m) |i)
)
(II.6.29)
et (
t− p(Xλ(m) |1)
)
· Xλ(m) = 0 (II.6.30)
sont compatibles avec les relations pour les générateurs t, s1, . . . , sn−1 du groupe G(m, 1, n).
La compatibilité est comprise dans le même sens que dans les explications après la formulation de
la Proposition II.8. Nous notons l’algèbre obtenue Tc.
Preuve. Notons que si p(Xλ(m) |i) = p(Xλ(m) |i+1), la relation (II.6.29) peut être récrite en utilisant
la forme Baxterisée des éléments si :
si
(
cc(Xλ(m) |i), cc(Xλ(m) |i+ 1)
)
· Xλ(m) = X
si
λ(m)
· si
(
cc(Xλ(m) |i+ 1), cc(Xλ(m) |i)
)
.
(i) Si p(Xλ(m) |i) = p(Xλ(m) |i + 1), nous prouvons la compatibilité de la relation s
2
i = 1 avec les
instructions (II.6.28)–(II.6.30) par un calcul similaire à celui de la preuve de la Proposition II.8 ; sont
utilisés ici la Proposition II.27 et le Lemme II.28 à la place de la Proposition II.6 et du Lemme II.7.
Si p(Xλ(m) |i) Ó= p(Xλ(m) |i+ 1), la compatibilité est immédiate.
(ii) Si p(Xλ(m) |i) = p(Xλ(m) |i+ 1) = p(Xλ(m) |i+ 2), nous prouvons la compatibilité de la relation
sisi+1si = si+1sisi+1 avec les instructions (II.6.28)–(II.6.30) par un calcul similaire à celui de la preuve
de la Proposition II.8 (on utilise la Proposition II.27 et le Lemme II.28 à la place de la Proposition
II.6 et du Lemme II.7).
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Le cas p(Xλ(m) |i) Ó= p(Xλ(m) |i+ 1) Ó= p(Xλ(m) |i+ 2) Ó= p(Xλ(m) |i) est immédiat.
Il reste trois cas :
– p(Xλ(m) |i) Ó= p(Xλ(m) |i+ 1) et p(Xλ(m) |i+ 1) = p(Xλ(m) |i+ 2),
– p(Xλ(m) |i) = p(Xλ(m) |i+ 1) et p(Xλ(m) |i+ 1) Ó= p(Xλ(m) |i+ 2),
– p(Xλ(m) |i) = p(Xλ(m) |i+ 2) et p(Xλ(m) |i+ 1) Ó= p(Xλ(m) |i+ 2).
Dans chacun de ces cas, nous réalisons un calcul direct en utilisant que, par définition, pour toute
permutation π ∈ Sn,
cc(Xπλ(m) |k) = cc(Xλ(m) |π
−1(k)) and p(Xπλ(m) |k) = p(Xλ(m) |π
−1(k)) .
Nous écrivons ce calcul uniquement pour p(Xλ(m) |i) Ó= p(Xλ(m) |i+1) et p(Xλ(m) |i+1) = p(Xλ(m) |i+2)
(les deux autres calculs sont très similaires). Posons cc(k) = cc(Xλ(m) |k). Nous avons
sisi+1si · Xλ(m) = sisi+1 · X
si
λ(m)
· si
= si · X
si+1si
λ(m)
· si+1si
= − 1
cc(i+1)−cc(i+2)
X
si+1si
λ(m)
· si+1si + X
sisi+1si
λ(m)
· (si +
1
cc(i+2)−cc(i+1)
)si+1si ,
et
si+1sisi+1 · Xλ(m) = si+1si ·
(
− 1
cc(i+1)−cc(i+2)
Xλ(m) + X
si+1
λ(m)
· (si+1 +
1
cc(i+2)−cc(i+1)
)
)
= si+1 ·
(
− 1
cc(i+1)−cc(i+2)
X si
λ(m)
· si + X
sisi+1
λ(m)
· si(si+1 +
1
cc(i+2)−cc(i+1)
)
)
= − 1
cc(i+1)−cc(i+2)
X
si+1si
λ(m)
· si+1si + X
si+1sisi+1
λ(m)
· si+1si(si+1 +
1
cc(i+2)−cc(i+1)
) .
Ainsi (sisi+1si − si+1sisi+1) · Xλ(m) = X
sisi+1si
λ(m)
· (sisi+1si − si+1sisi+1) et donc la compatibilité de la
relation sisi+1si = si+1sisi+1 avec les instructions (II.6.28)–(II.6.30) est prouvée.
(iii) Si p(Xλ(m) |i) = p(Xλ(m) |i+ 1) et p(Xλ(m) |j) = p(Xλ(m) |j + 1), nous prouvons la compatibilité
de la relation sisj = sjsi avec les instructions (II.6.28)–(II.6.30) par un calcul similaire à celui de
la preuve de la Proposition II.8 (en utilisant la Proposition II.27 et le Lemme II.28 à la place de la
Proposition II.6 et du Lemme II.7).
Si p(Xλ(m) |i) Ó= p(Xλ(m) |i+1) ou p(Xλ(m) |j) Ó= p(Xλ(m) |j+1), la compatibilité provient d’un calcul
facile.
La vérification de la compatibilité des relations tm = 1 et tsi = sit pour i > 1 avec les instructions
(II.6.28)–(II.6.30) est immédiate.
La compatibilité de la relation ts1ts1 = s1ts1t avec les instructions (II.6.28)–(II.6.30) est une
conséquence directe du Lemme ci-dessous. 
Lemme II.30. Les relations (II.6.28) impliquent les relations :(
ji − p(Xλ(m) |i)
)
· Xλ(m) = 0 pour i = 1, . . . , n , (II.6.31)(
j˜i − cc(Xλ(m) |i)
)
· Xλ(m) = 0 pour i = 1, . . . , n . (II.6.32)
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Preuve. Soit Xλ(m) unm-tableau standard et posons, dans un souci de brièveté, p
(i) = p(Xλ(m) |i) et
cc(i) = cc(Xλ(m) |i) pour i = 1, . . . , n. Nous prouvons (II.6.31)-(II.6.32) par récurrence sur i. Rappelons
que ji+1 = sijisi et j˜i+1 = sij˜isi+ 1m
m∑
k=1
jki sij
−k
i . La base de la récurrence pour (II.6.31) est la relation
(II.6.30) et la base de la récurrence pour (II.6.32) est triviale car j˜1 = 0 et cc(1) = 0.
Si p(i+1) = p(i), alors la preuve de (II.6.31) est similaire à la preuve du Lemme II.9. Si p(i+1) Ó= p(i),
alors (II.6.31) est immédiate.
Nous prouvons maintenant (II.6.32). Supposons tout d’abord que Xsi
λ(m)
n’est pas standard. Alors
p(i+1) = p(i), cc(i+1) = cc(i) + ε et si · Xλ(m) = εXλ(m) avec ε = ±1. Il est immédiat que j˜i+1 · Xλ(m) =
cc(i+1)Xλ(m) .
Ensuite supposons que Xsi
λ(m)
est standard et que p(i+1) Ó= p(i). Alors, si · Xλ(m) = X
si
λ(m)
· si et nous
obtenons
j˜i+1 · Xλ(m) = cc
(i+1)Xλ(m) +
1
m
m∑
k=1
(p(i))−k(p(i+1))kX si
λ(m)
.
Comme
m∑
k=1
(p(i))−k(p(i+1))k = 0 (car p(i+1) Ó= p(i)), nous avons j˜i+1 · Xλ(m) = cc
(i+1)Xλ(m) .
Enfin supposons que Xsi
λ(m)
est standard et que p(i+1) = p(i). Des calculs directs mènent à
sij˜isi · Xλ(m) =
(
cc(i+1) +
1
cc(i) − cc(i+1)
)
Xλ(m) −X
si
λ(m)
·
(
si +
1
cc(i+1) − cc(i)
)
,
et (
1
m
m∑
k=1
jki sij
−k
i
)
· Xλ(m) =
−1
cc(i) − cc(i+1)
Xλ(m) + X
si
λ(m)
·
(
si +
1
cc(i+1) − cc(i)
)
.
Additionnant ces deux égalités, nous obtenons j˜i+1 · Xλ(m) = cc
(i+1)Xλ(m) . 
II.6.5.3 Représentations
Pour construire les représentations de G(m, 1, n) sur l’espace vectoriel Uλ(m) engendré par {Xλ(m)},
nous appliquons la même procédure que à la fin de la Section II.4. Nous utilisons comme "vide" |〉
le vecteur de base du G(m, 1, n)-module de dimension 1 défini par : si|〉 = |〉 et t|〉 = ξ1|〉. Cette
procédure amène aux formules suivantes pour l’action des générateurs t, s1, . . . , sn−1 sur les vecteurs
de base Xλ(m) de Uλ(m) :
– Si p(Xλ(m) |i) Ó= p(Xλ(m) |i+ 1), alors
si : Xλ(m) Ô→ X
si
λ(m)
, (II.6.33)
– Si p(Xλ(m) |i) = p(Xλ(m) |i+ 1), alors
si : Xλ(m) Ô→ −
1
cc(Xλ(m) |i)− cc(Xλ(m) |i+ 1)
Xλ(m)
+
(
1 +
1
cc(Xλ(m) |i+ 1)− cc(Xλ(m) |i)
)
X si
λ(m)
,
(II.6.34)
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et
t : Xλ(m) Ô→ p(Xλ(m) |1)Xλ(m) . (II.6.35)
Comme avant, il est supposé ici que X si
λ(m)
= 0 si Xsi
λ(m)
n’est pas un m-tableau standard.
Remarques.
(a) Comme pour l’algèbreH(m, 1, n) (voir les remarques à la fin de la Sous-Section II.4.3), certaines
propriétés de l’action du générateur t répètent les propriétés de l’action du générateur s1 dans la théorie
des représentation du groupe symétrique.
De plus, encore comme pour l’algèbre H(m, 1, n), les représentations construites ne dépendent pas
(à isomorphisme près) de la valeur des générateurs s1, . . . , sn−1 et t sur le vide |〉.
(b) Comme pour l’algèbre de Hecke cyclotomique, la structure d’algèbre associative sur le produit
tensoriel de l’algèbre CG(m, 1, n) avec une algèbre associative libre engendrée par les m-tableaux
standards permet d’équiper d’une structure de CG(m, 1, n)-module les produits tensoriels d’espaces
de représentations correspondant à deux (en général, n’importe quel nombre de) m-partitions. Les
règles de décomposition du produit tensoriel sont données par la même formule (II.4.38).
(c) Cette remarque est l’analogue, pour la situation classique, de la remarque (e) à la fin de la Sous-
Section II.4.3. Dans l’Appendice III.6.B, nous présentons les opérateurs d’entrelacement classiques
u˜i+1 := six˜i − x˜isi ∈ Am,n, i = 1, . . . , n − 1. L’image par l’application π, définie par (II.6.10), de
l’élément u˜i+1 est π(u˜i+1) = sij˜i − j˜si ∈ CG(m, 1, n), i = 1, . . . , n − 1. L’action de π(u˜i+1) dans une
représentation Vλ(m) est :
Xλ(m) Ô→
(
cc(i) − cc(i+1) − δp(i),p(i+1)
)
X si
λ(m)
, (II.6.36)
où cc(i) = cc(Xλ(m) |i), p
(i) = p(Xλ(m) |i), i = 1, . . . , n ; δp,p′ est le symbole de Kronecker. En effet,
récrivons u˜i+1 = si(j˜i − j˜i+1) + 1m
m∑
l=1
jlij
−l
i+1 et donc, par le Lemme II.30,
u˜i+1(Xλ(m)) = (cc
(i) − cc(i+1))
(
si(Xλ(m)) +
δp(i),p(i+1)
cc(i) − cc(i+1)
Xλ(m)
)
.
En utilisant (II.6.33)-(II.6.34), nous obtenons la formule (II.6.36).
II.6.5.4 Produit scalaire
Les représentations de G(m, 1, n) données par les formules (II.6.33)–(II.6.35) sont les analogues
des représentations semi-normales du groupe symétrique. Dans cette Sous-Section, nous donnons des
analogues pour G(m, 1, n) des représentations orthogonales du groupe symétrique. Les formules de
cette Sous-Section pourraient être obtenues en prenant la limite classique dans les formules de la
Sous-Section II.4.4. Néanmoins, nous donnons ici une présentation indépendante du cas non-dégénéré.
Soit λ(m) une m-partition et soient Xλ(m) et X
′
λ(m)
deux m-tableaux standards différents de forme
λ(m). Nous posons cc(i) = cc(Xλ(m) |i) et p
(i) = p(Xλ(m) |i) pour i = 1, . . . , n. Définissons le produit
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scalaire Hermitien suivant sur l’espace Uλ(m) :
〈Xλ(m) ,X
′
λ(m)〉 = 0 , (II.6.37)
〈Xλ(m) ,Xλ(m)〉 =
∏
j,k : j<k , p(j)=p(k) , cc(j) /∈{cc(k),cc(k)±1}
cc(j) − cc(k) − 1
cc(j) − cc(k)
. (II.6.38)
Le produit scalaire ainsi obtenu est défini positif.
Notons que, si Xsi
λ(m)
est un m-tableau standard, nous avons
〈X si
λ(m)
,X si
λ(m)
〉 = 〈Xλ(m) ,Xλ(m)〉 si p
(i) Ó= p(i+1), (II.6.39)
et
〈X si
λ(m)
,X si
λ(m)
〉 = −
cc(i+1) − cc(i) − 1
cc(i) − cc(i+1) − 1
〈Xλ(m) ,Xλ(m)〉 si p
(i) = p(i+1) . (II.6.40)
Proposition II.31 Ce produit scalaire Hermitien est invariant sous l’action du groupe G(m, 1, n)
donnée par les formules (II.6.33)–(II.6.35) ; c’est-à-dire que, pour tout u, v ∈ Uλ(m),
〈a(u), a(v)〉 = 〈u, v〉 pour a = t, s1, . . . , sn−1 . (II.6.41)
Preuve. Il est immédiat que (II.6.37)–(II.6.38) sont invariantes sous l’action du générateur t de
G(m, 1, n). La vérification de l’invariance de (II.6.37) sous l’action du générateur si de G(m, 1, n)
est non-triviale seulement si Xsi
λ(m)
est standard et X ′
λ(m)
= Xsi
λ(m)
. Dans cette situation, supposons
tout d’abord que p(i) Ó= p(i+1). Alors
〈si(Xλ(m)), si(X
si
λ(m)
)〉 = 〈X si
λ(m)
,Xλ(m)〉 = 0.
Ensuite, supposons que p(i) = p(i+1). On obtient de façon directe que 〈si(Xλ(m)), si(X
si
λ(m)
)〉 est égal à
(cc(i+1) − cc(i) − 1)〈Xλ(m) ,Xλ(m)〉+ (cc
(i) − cc(i+1) − 1)〈X si
λ(m)
,X si
λ(m)
〉
(cc(i) − cc(i+1))2
.
En utilisant la formule (II.6.40), nous obtenons
〈si(Xλ(m)), si(X
si
λ(m)
)〉 = 0 ,
et la vérification que (II.6.37) est invariante sous l’action de G(m, 1, n) est terminée.
Si Xsi
λ(m)
n’est pas standard, alors si(Xλ(m)) = ±Xλ(m) et l’invariance de (II.6.38) s’ensuit. Sup-
posons que Xsi
λ(m)
est standard et que p(i) Ó= p(i+1), alors si(Xλ(m)) = X
si
λ(m)
et donc, en utilisant
(II.6.39),
〈si(Xλ(m)), si(Xλ(m))〉 = 〈Xλ(m) ,Xλ(m)〉 .
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Maintenant supposons que Xsi
λ(m)
est standard et que p(i) = p(i+1). Un calcul direct donne
〈si(Xλ(m)), si(Xλ(m))〉 =
〈Xλ(m) ,Xλ(m)〉+ (cc
(i) − cc(i+1) − 1)2〈X si
λ(m)
,X si
λ(m)
〉
(cc(i) − cc(i+1))2
.
En utilisant (II.6.40), on obtient
〈si(Xλ(m)), si(Xλ(m))〉 = 〈Xλ(m) ,Xλ(m)〉 ,
ce qui conclue la preuve de la Proposition. 
Remarques. (i) En conséquence, les opérateurs pour les éléments de G(m, 1, n) sont unitaires dans
la base {X˜λ(m)} où
X˜λ(m) :=

 ∏
j,k : j<k , p(j)=p(k) , cc(j) /∈{cc(k),cc(k)±1}
(
cc(j) − cc(k) − 1
cc(j) − cc(k)
) 1
2

 Xλ(m)
pour tout m-tableau standard Xλ(m) de forme λ
(m).
(ii) Une autre formule possible pour le produit scalaire Hermitien, au lieu de (II.6.38), est
〈Xλ(m) ,Xλ(m)〉 =
∏
j,k : j<k , p(j)=p(k) , cc(j) /∈{cc(k),cc(k)±1}
|cc(j) − cc(k) − 1| . (II.6.42)
Les parties droites des formules (II.6.38) et (II.6.42) diffèrent seulement par un facteur de∏
j,k : j<k , p(j)=p(k) , cc(j) /∈{cc(k),cc(k)±1}
|cc(j) − cc(k)| .
Ce facteur ne dépend pas du m-tableau Xλ(m) de forme λ
(m) ; il dépend seulement de la m-partition
λ(m).
(iii) La formule (II.6.42) peut être récrite sans les valeurs absolues de la façon suivante. Définissons
Υ(Xλ(m)) :=
∏
j,k : j<k , p(j)=p(k) , cc(j) /∈{cc(k),cc(k)±1}
(
cc(j) − cc(k) − 1
)
.
Alors
Υ(X ′λ(m)) = (−1)
ℓ(w) Υ(Xλ(m)) ,
où Xλ(m) et X
′
λ(m)
sont deux m-tableaux standards de même forme λ(m) et ℓ(w) est la longueur de la
permutation w qui transforme Xλ(m) en X
′
λ(m)
. Ainsi, si nous fixons un m-tableau standard X◦
λ(m)
de
forme λ(m), alors
(−1)ℓ(w(Xλ(m) )) Υ(Xλ(m)) ,
où Xλ(m) est un autre m-tableau standard de forme λ
(m) et w(Xλ(m)) est la permutation transformant
X◦
λ(m)
en Xλ(m) , a le même signe pour tout Xλ(m) . Soit ε le signe de Υ(X
◦
λ(m)
). Alors la partie droite
de (II.6.42) est égale à
ε (−1)ℓ(w(Xλ(m) )) Υ(Xλ(m)) .
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II.6.6 Complétude
Nous présentons dans cette Sous-Section les analogues, pour la limite classique, des résultats de la
Section II.5. Les preuves sont complètement similaires aux preuves de la Section II.5.
Proposition II.32. L’ensemble Spec
(
j1 , . . . , jn
j˜1 , . . . , j˜n
)
, l’ensemble cContm(n) et l’ensemble des
m-tableaux standards sont en bijection.
Corollaire II.33. Le spectre des éléments de Jucys–Murphy classiques est simple dans les représen-
tations Vλ(m) (labellisées par les m-partitions).
Cela signifie que pour deux m-tableaux standards (pas nécessairement de la même forme), les
éléments de Spec
(
j1 , . . . , jn
j˜1 , . . . , j˜n
)
qui leur sont associés par la Proposition II.32 sont différents
(deux éléments
(
a1 , . . . , an
a˜1 , . . . , a˜n
)
et
(
a′1 , . . . , a
′
n
a˜′1 , . . . , a˜
′
n
)
sont différents si il existe un certain i tel
que ai Ó= a′i ou a˜i Ó= a˜
′
i).
Il reste à vérifier que nous obtenons dans cette approche toutes les représentations irréductibles
du groupe G(m, 1, n). D’après le Chapitre I, Section I.2, la somme des carrés des dimensions des
représentations construites est égale au cardinal de G(m, 1, n). Ainsi, la Proposition suivante complète
la vérification.
Proposition II.34. Les représentations Vλ(m) (labellisées par les m-partitions) du groupe G(m, 1, n)
construites dans la Sous-Section précédente sont irréductibles et deux à deux non-isomorphes.
Il résulte aussi que les règles de branchement pour (G(m, 1, n), G(m, 1, n − 1)) (c’est-à-dire, pour
la paire d’algèbres (CG(m, 1, n),CG(m, 1, n− 1))) sont les mêmes que pour le cas non-dégénéré, pour
la paire (H(m, 1, n), H(m, 1, n− 1)).
Comme dans la situation non-dégénérée, nous obtenons les conclusions suivantes.
– Les règles de branchement de la chaîne, par rapport à n, des groupes G(m, 1, n) sont sans
multiplicité.
– Le centralisateur de la sous-algèbre CG(m, 1, n − 1) dans l’algèbre CG(m, 1, n) est commutatif
pour tout n = 1, 2, 3, . . .
– Le centralisateur de la sous-algèbre CG(m, 1, n− 1) dans l’algèbre CG(m, 1, n) est engendré par
le centre de CG(m, 1, n− 1) et les éléments de Jucys–Murphy jn et j˜n.
– La sous-algèbre engendrée par les éléments de Jucys–Murphy j1, . . . , jn, j˜1, . . . , j˜n de l’algèbre
CG(m, 1, n) est commutative maximale.
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Début du diagramme de Bratteli coloré de G(2, 1, n). Ci-dessous, le début du diagramme de
Bratteli (quatre premiers étages) pour la chaîne des groupes G(2, 1, n) est dessiné. Nous "colorons" les
arêtes par les valeurs propres des éléments de Jucys–Murphy de G(2, 1, n), qui représentent l’ajout
d’une m-case dans un m-tableau standard (les arêtes descendant du niveau i au niveau i + 1 sont
labellisés par les couples de valeurs propres du couple d’éléments (ji+1, j˜i+1) ; le sommet du haut est
situé au niveau 0). Rappelons que {ξ1, ξ2} est l’ensemble (arbitrairement ordonné) des racines carrées
de l’unité.
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Fig. II.6. Diagramme de Bratteli (quatre premiers niveaux) pour G(m, 1, n) avec m = 2.
Remarque. Cette remarque répète, dans la situation classique, la remarque (a) à la fin de la Section
II.5. Pour tout m-tableau standard Xλ(m) , définissons l’élément pX
λ(m)
de l’algèbre CG(m, 1, n) par
la récursion suivante. La condition initiale est p∅ = 1. Soit α(m) la m-case occupée par le nombre
n dans Xλ(m) ; définissons µ
(m) := λ(m)\{α(m)}. Soit Xµ(m) le m-tableau standard avec les nombres
1, . . . , n− 1 aux mêmes m-cases que dans Xλ(m) . La récursion est donnée par
p
X
λ(m)
:= p
X
µ(m)
∏
β(m) :
β(m)∈E+(µ(m))
cc(β(m)) Ó=cc(α(m))
j˜n − cc(β
(m))
cc(α(m))− cc(β(m))
∏
β(m) :
β(m)∈E+(µ(m))
p(β(m)) Ó=p(α(m))
jn − p(β
(m))
p(α(m))− p(β(m))
,
(II.6.43)
où
(
p(β(m))
cc(β(m))
)
est le contenu classique de la m-case β(m). En raison du résultat de complétude de
cette Sous-Section, les éléments p
X
λ(m)
forment un ensemble complet d’idempotents primitifs deux à
deux orthogonaux de l’algèbre CG(m, 1, n) (voir Chapitre suivant, Section III.2).
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Comme pour l’algèbre de Hecke cyclotomique, nous avons un homomorphisme bien défini Tc →
CG(m, 1, n) qui est l’identité sur les générateurs t, s1, . . . , sn−1 et envoie Xλ(m) à pX
λ(m)
pour tout m-
tableau standard Xλ(m) . La vérification est similaire à celle pour l’algèbre H(m, 1, n) (voir la remarque
(a) à la fin de la Section II.5). Nous la laissons au lecteur.
Appendice II.6.A Structure de l’algèbre de Hecke affine dégénérée cyclotomique
Nous décrivons ici une forme normale pour les éléments de l’algèbre de Hecke affine dégénérée
cyclotomique Am,n, voir la Définition II.19. Elle coïncide avec celle donnée dans [103] pour l’algèbre
de Hecke en couronne si nous prenons, pour le groupe fini dans [103], le groupe cyclique d’ordre m.
Néanmoins, pour être complet, nous donnons les étapes de la preuve dans notre situation. Fixons une
base B dans l’algèbre du groupe G(m, 1, n). Rappelons l’homomorphisme injectif ιˆ : CG(m, 1, n) →
Am,n défini par (II.6.9).
Proposition II.35. L’ensemble suivant est une base de Am,n :
x˜k11 . . . x˜
kn
n · w , (II.6.44)
où k1, . . . , kn ∈ Z≥0 et w ∈ ιˆ(B) ; ici Z≥0 est l’ensemble des entiers non-négatifs.
Etapes de la preuve. Les relations définissantes (II.6.6)–(II.6.8), avec la Définition (II.6.12), la
Proposition II.21 et le Lemme II.22 impliquent que tout élément de Am,n peut être écrit comme
une combinaison linéaire d’éléments (II.6.44). Seulement l’indépendance linéaire des éléments (II.6.44)
demande à être vérifiée. Soit E l’espace vectoriel avec la base
u˜k11 . . . u˜
kn
n , où k1, . . . , kn ∈ Z≥0. (II.6.45)
L’élément correspondant à k1 = · · · = kn = 0 sera noté 1.
Définissons les opérateurs Lx˜i , i = 1, . . . , n, sur E :
Lx˜i(u˜
k1
1 . . . u˜
ki
i . . . u˜
kn
n ) = u˜
k1
1 . . . u˜
ki+1
i . . . u˜
kn
n . (II.6.46)
Clairement, Lx˜i , i = 1, . . . , n, forment un ensemble commutatif d’opérateurs.
Soit V un G(m, 1, n)-module régulier à gauche. La base B induit une base de V que nous notons
par le même symbole B. Soit F := E ⊗ V . Etendons les opérateurs Lx˜i , i = 1, . . . , n, à des opérateurs
sur F agissant comme l’identité sur V . Nous avons
Lk1x˜1 . . . L
kn
x˜n(1⊗ v) = u˜
k1
1 . . . u˜
kn
n ⊗ v , (II.6.47)
où v est un élément quelconque de V .
Définissons les opérateurs Lsi , i = 1, . . . , n− 1 et Lxi , i = 1, . . . , n sur F par les règles :
– L’action de Lsi , i = 1, . . . , n − 1, (respectivement, Lxi , i = 1, . . . , n) sur le sous-espace formé
par les éléments 1⊗ v, v ∈ V , est l’action régulière à gauche des éléments si (respectivement, de
l’élément ji) du groupe G(m, 1, n).
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– Pour définir le résultat de l’action de Lsi , i = 1, . . . , n − 1 et Lxi , i = 1, . . . , n sur un élément
u˜k11 . . . u˜
kn
n ⊗ v, nous utilisons (II.6.47) pour écrire
u˜k11 . . . u˜
kn
n ⊗ v = L
k1
x˜1
. . . Lknx˜n(1⊗ v) (II.6.48)
et ensuite déplaçant Lsi (respectivement, Lxi) vers la droite à travers L
k1
x˜1
. . . Lknx˜n en postulant
les relations de commutation suivantes :
LsiLx˜i = Lx˜i+1Lsi −
1
m
∑m
p=1 L
p
xiL
−p
xi+1 , LsiLx˜i+1 = Lx˜iLsi +
1
m
∑m
p=1 L
p
xiL
−p
xi+1 ,
LsiLx˜j = Lx˜jLsi si j Ó= i, i+ 1 ,
LxiLx˜j = Lx˜jLxi pour i, j = 1, . . . , n .
(II.6.49)
Dans le processus de déplacement de Lsi vers la droite à travers L
k1
x˜1
. . . Lknx˜n , des éléments Lxi et Lxi+1
apparaissent. Nous les déplaçons aussi vers la droite en utilisant les mêmes règles (II.6.49).
Il en résulte la formule explicite suivante pour l’action des générateurs Lsi , Lxi sur l’espace F :
Lsi(u˜
k1
1 . . . u˜
ki
i u˜
ki+1
i+1 . . . u˜
kn
n ⊗ v) = u˜
k1
1 . . . u˜
ki+1
i u˜
ki
i+1 . . . u˜
kn
n ⊗ siv
+
ki+1∑
a=1
u˜k11 . . . u˜
a−1
i u˜
ki+ki+1−a
i+1 . . . u˜
kn
n ⊗Πiv −
ki∑
a=1
u˜k11 . . . u˜
a−1
i u˜
ki+ki+1−a
i+1 . . . u˜
kn
n ⊗Πiv ,
où Πi = 1m
m∑
p=1
jpi j
−p
i+1, et
Lxi(u˜
k1
1 . . . u˜
kn
n ⊗ v) = u˜
k1
1 . . . u˜
kn
n ⊗ jiv .
On vérifie que les opérateurs Lxi , Lx˜i , i = 1, . . . , n, et Lsi , i = 1, . . . , n− 1, satisfont les relations
définissantes (II.6.6)–(II.6.8) sur l’espace total F , et définissent ainsi une structure de Am,n-module
sur F .
Donc,
L
x˜
k1
1 ...x˜
kn
n · w
(1⊗ 1) = Lk1x˜1 . . . L
kn
x˜n · Lw(1⊗ 1) = u˜
k1
1 . . . u˜
kn
n ⊗ w ,
où w ∈ B et w est l’image de w par l’application ιˆ ; ceci montre que les opérateurs L
x˜
k1
1 ...x˜
kn
n ·w
sont
linéairement indépendants et l’indépendance de l’ensemble (II.6.44) s’ensuit. 
Appendice II.6.B Opérateurs d’entrelacement classiques
Nous décrivons les opérateurs d’entrelacement dans l’algèbre de Hecke affine dégénérée cycloto-
mique Am,n ; ils peuvent être utilisés pour étudier le spectre des éléments x˜i dans différentes repré-
sentations. Nous discutons l’origine de ces opérateurs d’entrelacement dans l’algèbre de Hecke affine
(non-dégénérée). Nous redérivons aussi le spectre des éléments de Jucys–Murphy j˜i du point de vue
de la théorie des perturbations. Les opérateurs d’entrelacement peuvent être introduits [103] dans le
contexte plus général des algèbres de Hecke en couronne.
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1. La Proposition suivante est l’analogue classique de la Proposition II.4.
Proposition II.36. Nous avons
Spec(j˜i) ⊂ [1− i, i− 1] pour i = 1, . . . , n. (II.6.50)
La Proposition II.36 provient des Propositions II.23 et II.25, comme la Proposition II.4 vient des
Propositions II.1 et II.3 dans la preuve donnée dans le paragraphe 5 de la Section II.3.
Pour donner une preuve alternative (dans l’esprit de [44]), mentionnée dans le paragraphe 5 de la
Section II.3, nous introduisons les éléments suivants de l’algèbre Am,n :
u˜i+1 := six˜i − x˜isi ≡ si(x˜i − x˜i+1) + Pi+1 , i = 1, . . . , n− 1, (II.6.51)
où Pi+1 := 1m
∑m
p=1 x
p
i x
−p
i+1. Clairement, les éléments Pi+1 sont des idempotents
P 2i+1 = Pi+1 (II.6.52)
et satisfont 

(xi − xi+1)Pi+1 = 0 ,
siPi+1 = Pi+1si .
(II.6.53)
(II.6.54)
Les éléments u˜i sont les "opérateurs d’entrelacement classiques", ils satisfont (la vérification est
directe)


u˜i+1xi = xi+1u˜i+1 , u˜i+1xi+1 = xiu˜i+1 , u˜i+1xj = xj u˜i+1 pour j Ó= i, i+ 1 ,
u˜i+1x˜i = x˜i+1u˜i+1 , u˜i+1x˜i+1 = x˜iu˜i+1 , u˜i+1x˜j = x˜j u˜i+1 pour j Ó= i, i+ 1 .
(II.6.55)
Ensuite, les éléments u˜i satisfont les relations d’Artin :
u˜iu˜i+1u˜i = u˜i+1u˜iu˜i+1 . (II.6.56)
Dans la vérification ici ;, il est pratique d’utiliser (II.6.55) pour transformer, disons, la partie gauche
de (II.6.56), commençant ainsi :
u˜iu˜i+1u˜i =
(
si−1(x˜i−1 − x˜i) + Pi
)
u˜i+1u˜i = si−1u˜i+1u˜i(x˜i − x˜i+1) + Piu˜i+1u˜i .
En continuant de cette manière, nous déplaçons vers la droite tous les x˜’s ; La comparaison de la partie
gauche et de la partie droite est plus ou moins directe après ceci. Pour la comparaison, les égalités
siPisi = si−1Pi+1si−1, ( 1m
∑m
p=1 x
p
i−1x
−p
i+1 − Pi+1)Pi = 0 et (
1
m
∑m
p=1 x
p
i−1x
−p
i+1 − Pi)Pi+1 = 0 ont leur
utilité ; la première égalité est un calcul direct, les seconde et troisième égalités viennent de (II.6.53).
Une propriété de plus des éléments u˜i est
u˜2i+1 = −(x˜i − x˜i+1)
2 + Pi+1 = −
(
x˜i − x˜i+1 + Pi+1
)(
x˜i − x˜i+1 − Pi+1
)
. (II.6.57)
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La relation (II.6.57) peut être vérifiée directement ou en suivant la méthode ci-dessus pour la vérifi-
cation de (II.6.56).
Ainsi, pour un polynôme χ en une variable, nous avons
u˜i+1χ(x˜i)u˜i+1 = χ(x˜i+1)u˜
2
i+1 = −χ(x˜i+1)
(
x˜i − x˜i+1 + Pi+1
)(
x˜i − x˜i+1 − Pi+1
)
. (II.6.58)
Les éléments x˜i, x˜i+1 et Pi+1 commutent. Dans une représentation ρ, le spectre de l’opérateur ρ(Pi+1)
est contenu dans {0, 1} ; En prenant pour χ l’équation caractéristique pour ρ(x˜i), nous concluons que
Spec(ρ(x˜i+1)) ⊂ Spec(ρ(x˜i)) ∪
(
Spec(ρ(x˜i)) + 1
)
∪
(
Spec(ρ(x˜i))− 1
)
. (II.6.59)
En réalisant x˜i par j˜i dans une représentation du groupe G(m, 1, n), et prenant en compte la "condition
initiale" j˜1 = 0, nous redérivons (II.6.50).
Remarque. L’algèbre de Hecke affine dégénérée usuelle (qui correspond à m = 1) est distinguée
dans le sens où les idempotents Pi deviennent triviaux : Pi = 1, en opposition avec l’algèbre de Hecke
affine dégénérée cyclotomique pour m > 1.
2. Soit Hˆn l’algèbre de Hecke affine. Nous notons les générateurs de Hˆn par σ1, . . . , σn−1 et y1, le
symbole y1 étant utilisé ici à la place de τ . Notons yi les éléments de Jucys–Murphy de l’algèbre Hˆn ;
rappelons que yi+1 pour i > 0 sont définis inductivement par yi+1 := σiyiσi.
Des opérateurs d’entrelacement généraux Ui+1, i = 1, . . . , n − 1, de l’algèbre de Hecke affine sont
définis comme étant des opérateurs vérifiant

Ui+1yi = yi+1Ui+1 , Ui+1yi+1 = yiUi+1 ,
Ui+1yk = ykUi+1 pour k Ó= i, i+ 1,
pour tout i = 1, . . . , n− 1. (II.6.60)
Les opérateurs d’entrelacement (les solutions Ui+1 := Ui+1 de (II.6.60)) utilisées dans [44] sont
Ui+1 := σiyi − yiσi . (II.6.61)
Les opérateurs Ui+1 satisfont, en plus de (II.6.60), l’équation d’Artin,
UiUi+1Ui = Ui+1UiUi+1 , (II.6.62)
et, élevés au carré, deviennent la fonction suivante des éléments de Jucys–Murphy :
U2i = −(yi+1 − q
2yi)(yi+1 − q
−2yi) . (II.6.63)
Contrastant avec (II.6.57), la partie droite de (II.6.63) ne contient rien d’analogue au projecteur Pi+1.
Nous allons expliquer l’apparition de ce projecteur dans la limite classique.
Nous pourrions travailler directement avec les opérateurs de Jucys–Murphy de l’algèbre de Hecke
cyclotomique H(m, 1, n) et utiliser les formules (II.6.4)-(II.6.5). Pourtant, on peut aussi procéder (et
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nous préférons faire ainsi) au niveau de l’algèbre de Hecke affine, et prendre le quotient cyclotomique
après. Nous avons la composition suivante :
Hˆn → H(m, 1, n) CG(m, 1, n) (II.6.64)
Ici, l’homomorphisme de Hˆn vers H(m, 1, n) est donné par Hˆn ∋ σi Ô→ σi ∈ H(m, 1, n) et y1 Ô→ τ , où τ
satisfait (II.2.8). Le symbole signifie la limite classique. La limite classique peut aussi être comprise
comme un homomorphisme, comme l’autre flèche dans (II.6.64) ; à savoir, la limite classique ici est le
quotient par l’idéal engendré par {vi − ξi, i = 1, . . . , n} et (q − 1), où vi et q sont considérés comme
des générateurs centraux.
Les formules (II.6.4)-(II.6.5) montrent que les décompositions en séries de Taylor des opérateurs
de Jucys–Murphy de l’algèbre H(m, 1, n) commencent ainsi
Ji = ji + jij˜iα+O(α
2) ; (II.6.65)
ici α est le paramètre de déformation, q2 = 1 + α + O(α2). Nous "relevons" la formule (II.6.65) à
l’algèbre de Hecke affine Hˆn en supposant que les décompositions en séries de Taylor des opérateurs
de Jucys–Murphy de Hˆn commencent ainsi
yi = xi + xix˜iα+O(α
2) , (II.6.66)
où xi et x˜i appartiennent à l’algèbre de Hecke affine dégénérée cyclotomique Am,n, voir (II.6.6)-(II.6.8).
La supposition (II.6.66) peut être vue en quelque sorte comme la considération du "premier voisinage
infinitésimal" de l’homomorphisme de Hˆn vers CG(m, 1, n) participant à (II.6.64).
Pour faire la limite classique, on prend en compte le début de la décomposition en série de Taylor
des éléments σi :
σi = si +
α
2
+O(α2) . (II.6.67)
Notons que les opérateurs Ui+1, donnés par (II.6.61) tendent, par (II.6.66) et (II.6.67), vers les
opérateurs
ui+1 := sixi − xisi ≡ si(xi − xi+1) . (II.6.68)
Les opérateurs ui+1 satisfont toutes les relations pour les éléments u˜i+1 listées dans (II.6.55) ; mais
les opérateurs d’entrelacement ui+1 n’aident pas à comprendre le spectre des images des éléments x˜i
dans les représentations.
Comme il a été remarqué dans [44], les opérateurs Ui+1 := Ui+1f(yi, yi+1), où f est une fonction
arbitraire, sont des opérateurs d’entrelacement qui satisfont l’équation d’Artin.
On montre par récurrence que pour tout entier non-négatif L,
σiy
L
i − y
L
i σi = Ui+1 ·
L−1∑
b=0
y bi y
L−1−b
i+1 . (II.6.69)
C’est pourquoi les opérateurs σiyLi − y
L
i σi sont des opérateurs d’entrelacement pour tout entier non-
négatif L.
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Sous l’hypothèse (II.6.66), les opérateurs σiymi − y
m
i σi ≡ σi(y
m
i − 1) − (y
m
i − 1)σi tendent vers 0
quand α tend vers 0. Ces opérateurs sont d’ordre O(α). Notons
U˜i+1 :=
1
m
(
σi
ymi − 1
α
−
ymi − 1
α
σi
)
. (II.6.70)
Clairement, U˜i+1 tend vers u˜i+1 quand α tend vers 0 (q − q−1 = α+O(α2)).
En utilisant (II.6.69) avec L = m, (II.6.60) avec Ui+1 := Ui+1 et (II.6.63), nous obtenons
(σiy
m
i − y
m
i σi)
2 = Ui+1 ·
m−1∑
b=0
ybi y
m−1−b
i+1 · Ui+1 ·
m−1∑
c=0
yci y
m−1−c
i+1
= U2i+1 ·
(m−1∑
b=0
ybi y
m−1−b
i+1
)2
= −(yi+1 − q
2yi)(yi+1 − q
−2yi)
(m−1∑
b=0
ybi y
m−1−b
i+1
)2
= −
(
(yi+1 − q
2yi)
m−1∑
b=0
ybi y
m−1−b
i+1
)
·
(
(yi+1 − q
−2yi)
m−1∑
b=0
ybi y
m−1−b
i+1
)
.
(II.6.71)
Soit r := xi/xi+1. Sous l’hypothèse (II.6.66), nous calculons
m−1∑
b=0
ybi y
m−1−b
i+1 = mx
m−1
i Pi+1 + α
(
x˜ix
m−1
i+1
m−1∑
b=0
brb + x˜i+1x
m−1
i
m−1∑
b=0
br−b
)
+O(α2) (II.6.72)
et 

yi+1 − q
2yi = xi+1 − xi + α
(
(xi+1x˜i+1 − xix˜i)− xi
)
+O(α2) ,
yi+1 − q
−2yi = xi+1 − xi + α
(
(xi+1x˜i+1 − xix˜i) + xi
)
+O(α2) .
(II.6.73)
En écrivant xi+1 − xi = xi+1(1− r) ou xi+1 − xi = −xi(1− r−1), et utilisant l’identité
(1− c)
m−1∑
b=0
b cb = m(P − 1) (II.6.74)
(où P := 1m
∑m−1
b=0 c
b est le projecteur), valide pour un générateur c du groupe cyclique Cm à m
éléments, nous trouvons

(yi+1 − q
2yi)
m−1∑
b=0
ybi y
m−1−b
i+1 = mα(x˜i+1 − x˜i − Pi+1) +O(α
2) ,
(yi+1 − q
−2yi)
m−1∑
b=0
ybi y
m−1−b
i+1 = mα(x˜i+1 − x˜i + Pi+1) +O(α
2) .
(II.6.75)
Substituant (II.6.75) dans (II.6.71), divisant par (mα)2 et prenant la limite α → 0, nous retrouvons
le résultat (II.6.57) du point de vue perturbatif.
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3. Les éléments ji vérifiant jmi = 1, les équations caractéristiques pour les éléments ji ne sont pas
significatives au niveau classique. Il est facile d’obtenir l’équation caractéristiques pour j˜i partant
de l’équation caractéristique pour Ji. Soit A0 un opérateur semi-simple sur un espace vectoriel V .
Considérons une perturbation de A0 de la forme
A = A0 +A0A1α+O(α
2) , (II.6.76)
où A1 est aussi semi-simple et les opérateurs A0 et A1 commutent. Soit r une valeur propre de A0
et Vr l’espace propre correspondant. L’opérateur A(α) sur l’espace Vr a, jusqu’à l’ordre α2, la forme
r Id+rA1, et ses valeurs propres sont r+rslα où {sl} est l’ensemble des valeurs propres de la restriction
de A1 à Vr.
Dans la situation particulière où A0 = ji, A1 = j˜i et A = Ji, le spectre de A est, en général,
un sous-ensemble de
{
vlq
2η, l = 1, . . . ,m and η ∈ [1− i, i− 1]
}
. Nous prenons tout d’abord la limite
vl → ξl, l = 1, . . . ,m. Ensuite ξlq2η = ξl + ξlηα + O(α2) (car q2 = 1 + α + O(α2)) ainsi le spectre de
l’opérateur j˜i est un sous-ensemble de [1− i, i− 1] et nous retrouvons la Proposition II.36 d’un point
de vue perturbatif.
Appendice II.A Exemples
Dans cet Appendice, nous illustrons la construction des représentations irréductibles des algèbres
H(m, 1, n) sur plusieurs exemples avec m = 2 et n petit. Pour ces exemples, nous écrivons les formules
(II.4.8)-(II.4.9) et (II.4.16)-(II.4.17) de la Section II.4.
1. La représentation de H(2, 1, 2) correspondant à la 2-partition ( ,).
La dimension de cette représentation est 2. Nous choisissons la base
X1 := X( 1 , 2 ) , X2 := X( 2 , 1 ) .
Les formules (II.4.8)-(II.4.9) prennent la forme(
σ1 +
(q−q−1)v2
v1−v2
)
X1 = X2
(
σ1 +
(q−q−1)v1
v2−v1
)
,
(
σ1 +
(q−q−1)v1
v2−v1
)
X2 = X1
(
σ1 +
(q−q−1)v2
v1−v2
)
et
(τ − v1)X1 = 0 , (τ − v2)X2 = 0 .
Les matrices correspondant à l’action (II.4.16)-(II.4.17) des générateurs de H(2, 1, 2) dans la base
ci-dessus sont données par :
σ1 Ô→

 −(q − q
−1) v2v1−v2
qv1−q−1v2
v1−v2
qv2−q−1v1
v2−v1
−(q − q−1) v1v2−v1

 , τ Ô→ diag(v1, v2) . (II.A.1)
Dans la base {X1,X2}, la matrice de Gram du produit scalaire ω-sesquilinéaire invariant est
diag
(
q−1v1 − qv2
v1 − v2
,
qv1 − q
−1v2
v1 − v2
)
.
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2. La représentation de H(2, 1, 3) correspondant à la 2-partition
(

 ,
)
.
La représentation est de dimension 3 et nous choisissons la base
X1 := X( 1
2
, 3
) , X2 := X( 1
3
, 2
) , X3 := X( 2
3
, 1
) .
Les formules (II.4.8)-(II.4.9) prennent la forme(
σ1 +
(q−q−1)v1q−2
v1−v1q−2
)
X1 = 0 ,
(
σ1 +
(q−q−1)v2
v1−v2
)
X2 = X3
(
σ1 +
(q−q−1)v1
v2−v1
)
,
(
σ1 +
(q−q−1)v1
v2−v1
)
X3 = X2
(
σ1 +
(q−q−1)v2
v1−v2
)
,
(
σ2 +
(q−q−1)v2
v1q−2−v2
)
X1 = X2
(
σ2 +
(q−q−1)v1q−2
v2−v1q−2
)
,
(
σ2 +
(q−q−1)v1q−2
v2−v1q−2
)
X2 = X1
(
σ2 +
(q−q−1)v2
v1q−2−v2
)
,
(
σ2 +
(q−q−1)v1q−2
v1−v1q−2
)
X3 = 0 ,
et
(τ − v1)X1 = 0 , (τ − v1)X2 = 0 , (τ − v2)X3 = 0 .
Les matrices correspondant à l’action (II.4.16)-(II.4.17) des générateurs de H(2, 1, 3) dans la base
ci-dessus sont données par :
σ1 Ô→


−q−1 0 0
0 − (q−q
−1)v2
v1−v2
qv1−q−1v2
v1−v2
0 qv2−q
−1v1
v2−v1
− (q−q
−1)v1
v2−v1

 , σ2 Ô→


− (q−q
−1)v2
v1q−2−v2
v1q−1−q−1v2
v1q−2−v2
0
qv2−v1q−3
v2−v1q−2
− (q−q
−1)v1q−2
v2−v1q−2
0
0 0 −q−1


et
τ Ô→ diag(v1, v1, v2) .
Dans la base {X1,X2,X3}, la matrice de Gram du produit scalaire ω-sesquilinéaire invariant est
diag
(
q−2v1 − q
2v2
v1 − v2
, 1,
qv1 − q
−1v2
q−1v1 − qv2
)
.
3. La représentation de H(2, 1, 4) correspondant à la 2-partition
(

 ,
)
.
La représentation est de dimension 6 et nous choisissons la base
X1 := X( 1
2
, 3 4
) , X2 := X( 1
3
, 2 4
) , X3 := X( 1
4
, 2 3
) , X4 := X( 2
3
, 1 4
) ,
X5 := X( 2
4
, 1 3
) , X6 := X( 3
4
, 1 2
) .
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Les formules (II.4.8)-(II.4.9) prennent la forme
(
σ1 +
(q−q−1)v1q−2
v1−v1q−2
)
X1 = 0 ,
(
σ1 +
(q−q−1)v2
v1−v2
)
X2 = X4
(
σ1 +
(q−q−1)v1
v2−v1
)
,
(
σ1 +
(q−q−1)v2
v1−v2
)
X3 = X5
(
σ1 +
(q−q−1)v1
v2−v1
)
,
(
σ1 +
(q−q−1)v1
v2−v1
)
X4 = X2
(
σ1 +
v2
(q−q−1)v1−v2
)
,
(
σ1 +
(q−q−1)v1
v2−v1
)
X5 = X3
(
σ1 +
(q−q−1)v2
v1−v2
)
,
(
σ1 +
(q−q−1)v2q2
v2−v2q2
)
X6 = 0 ,
(
σ2 +
(q−q−1)v2
v1q−2−v2
)
X1 = X2
(
σ2 +
(q−q−1)v1q−2
v2−v1q−2
)
,
(
σ2 +
(q−q−1)v1q−2
v2−v1q−2
)
X2 = X1
(
σ2 +
(q−q−1)v2
v1q−2−v2
)
,
(
σ2 +
(q−q−1)v2q2
v2−v2q2
)
X3 = 0 ,
(
σ2 +
(q−q−1)v1q−2
v1−v1q−2
)
X4 = 0 ,(
σ2 +
(q−q−1)v2q2
v1−v2q2
)
X5 = X6
(
σ2 +
(q−q−1)v1
v2q2−v1
)
,
(
σ2 +
(q−q−1)v1
v2q2−v1
)
X6 = X5
(
σ2 +
(q−q−1)v2q2
v1−v2q2
)
,
(
σ3 +
(q−q−1)v2q2
v2−v2q2
)
X1 = 0 ,
(
σ3 +
(q−q−1)v2q2
v1q−2−v2q2
)
X2 = X3
(
σ3 +
(q−q−1)v1q−2
v2q2−v1q−2
)
,
(
σ3 +
(q−q−1)v1q−2
v2q2−v1q−2
)
X3 = X2
(
σ3 +
(q−q−1)v2q2
v1q−2−v2q2
)
,
(
σ3 +
(q−q−1)v2q2
v1q−2−v2q2
)
X4 = X5
(
σ3 +
(q−q−1)v1q−2
v2q2−v1q−2
)
,
(
σ3 +
(q−q−1)v1q−2
v2q2−v1q−2
)
X5 = X6
(
σ3 +
(q−q−1)v2q2
v1q−2−v2q2
)
,
(
σ3 +
(q−q−1)v1q−2
v1−v1q−2
)
X6 = 0 ,
et
(τ − v1)X1 = 0 , (τ − v1)X2 = 0 , (τ − v1)X3 = 0 ,
(τ − v2)X4 = 0 , (τ − v2)X5 = 0 , (τ − v2)X6 = 0 .
Les matrices correspondant à l’action (II.4.16)-(II.4.17) des générateurs de H(2, 1, 4) dans la base
ci-dessus sont données par :
σ1 Ô→


−q−1 0 0 0 0 0
0 − (q−q
−1)v2
v1−v2
0 qv1−q
−1v2
v1−v2
0 0
0 0 − (q−q
−1)v2
v1−v2
0 qv1−q
−1v2
v1−v2
0
0 qv2−q
−1v1
v2−v1
0 − (q−q
−1)v1
v2−v1
0 0
0 0 qv2−q
−1v1
v2−v1
0 − (q−q
−1)v1
v2−v1
0
0 0 0 0 0 q


,
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σ2 Ô→


− (q−q
−1)v2
v1q−2−v2
v1q−1−q−1v2
v1q−2−v2
0 0 0 0
qv2−v1q−3
v2−v1q−2
− (q−q
−1)v1q−2
v2−v1q−2
0 0 0 0
0 0 q 0 0 0
0 0 0 −q−1 0 0
0 0 0 0 − (q−q
−1)v2q2
v1−v2q2
qv1−v2q
v1−v2q2
0 0 0 0 v2q
3−q−1v1
v2q2−v1
− (q−q
−1)v1
v2q2−v1


,
σ3 Ô→


q 0 0 0 0 0
0 − (q−q
−1)v2q2
v1q−2−v2q2
v1q−1−v2q
v1q−2−v2q2
0 0 0
0 v2q
3−v1q−3
v2q2−v1q−2
− (q−q
−1)v1q−2
v2q2−v1q−1
0 0 0
0 0 0 − (q−q
−1)v2q2
v1q−2−v2q2
v1q−1−v2q
v1q−2−v2q2
0
0 0 0 v2q
3−v1q−3
v2q2−v1q−2
− (q−q
−1)v1q−2
v2q2−v1q−2
0
0 0 0 0 0 −q−1


,
τ Ô→ diag(v1, v1, v1, v2, v2, v2) .
Dans la base {X1,X2,X3,X4,X5,X6}, la matrice de Gram du produit scalaire ω-sesquilinéaire
invariant est diag(z1, z2, z3, z4, z5, z6) où
z1 =
(q−2v1−q2v2)(q−3v1−q3v2)
(v1−v2)(q−1v1−qv2)
, z2 =
q−3v1−q3v2
q−1v1−qv2
, z3 = 1 , z4 =
(qv1−q−1v2)(q−3v1−q3v2)
(q−1v1−qv2)2
,
z5 =
qv1−q−1v2
q−1v1−qv2
, z6 =
(v1−v2)(qv1−q−1v2)
(q−1v1−qv2)(q−2v1−q2v2)
.
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Chapitre III
Forme normale et procédure de fusion pour
l’algèbres de Hecke cyclotomique
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III.1 Introduction
Le premier but de ce Chapitre est de donner une procédure de fusion, dans l’esprit de [75], pour
les algèbres de Hecke cyclotomiques H(m, 1, n) et les groupes de réflexions complexes G(m, 1, n).
Comme dans [75], et plus tard dans [40, 41, 42, 43], nous utilisons les éléments de Jucys–Murphy.
Ils ont été introduits pour l’algèbre H(m, 1, n) dans [4]. Dans le cas de G(m, 1, n) (la limite classique
de H(m, 1, n)), ils ont été introduits indépendamment dans [87] et [104]. Dans les deux situations
(dégénérée et non-dégénérée), ils ont été utilisés dans le Chapitre précédent pour développer une
approche inductive à la théorie des représentations de la chaîne d’algèbres H(m, 1, n) et de la chaîne
de groupes G(m, 1, n). Les éléments de Jucys–Murphy de H(m, 1, n) forment une ligne Ji, i = 1, . . . , n,
tandis que les éléments de Jucys–Murphy de G(m, 1, n) forment deux lignes, ji et j˜i, i = 1, . . . , n. Dans
les deux cas, leur union est un ensemble commutatif maximal, de H(m, 1, n) ou de CG(m, 1, n) [4, 87]
(voir aussi Chapitre II).
Une représentation irréductible de H(m, 1, n) ou de G(m, 1, n) est codée par un m-uplet de par-
titions, et les éléments de la base semi-normale correspondent aux m-uplets de tableaux standards ;
dans le cas du groupe G(m, 1, n), les valeurs propres de ji contiennent l’information sur la "position"
- la place d’un tableau dans le m-uplet - tandis que les valeurs propres de j˜i sont reliées aux contenus
classiques des cases. Pour l’algèbre H(m, 1, n), ces deux informations sont contenues dans le spectre
des éléments Ji. Dans le Chapitre II, Section II.6, les deux ensembles, ji et j˜i, i = 1, . . . , n, appa-
raissent comme limites classiques d’expressions simples, impliquant le seul ensemble des éléments de
Jucys–Murphy Ji, i = 1, . . . , n, de l’algèbre H(m, 1, n). Par la maximalité, tous les éléments diago-
naux matriciels de H(m, 1, n) (respectivement, de CG(m, 1, n)) peuvent être exprimés en termes des
éléments de Jucys–Murphy Ji, i = 1, . . . , n (respectivement, ji et j˜i, i = 1, . . . , n). Nous transformons
cette expression en une procédure de fusion : toute unité matricelle diagonale peut être obtenue par
une séquence d’évaluations d’une certaine fonction rationnelle à valeurs dans H(m, 1, n) (respective-
ment, dans CG(m, 1, n)). Notons que, dans le cas du groupe G(m, 1, n), les lignes ji et j˜i jouent des
rôles différents : les positions peuvent être évaluées simultanément tandis que les contenus doivent être
évalués ensuite de 1 à n.
Le groupe G(1, 1, n) est isomorphe au groupe symétrique Sn, et notre procédure de fusion pour
m = 1 reproduit la procédure de fusion de [75]. Dans le cas non-dégénéré, l’algèbre H(1, 1, n) est
isomorphe à l’algèbre de Hecke de type A, et notre procédure de fusion pour m = 1 reproduit la
procédure de fusion de [41].
Le groupe G(2, 1, n) est isomorphe au groupe hyperoctaédral Bn, le groupe de Coxeter de type B et
l’algèbre H(2, 1, n) est isomorphe à l’algèbre de Hecke de type B. Ainsi, en particulier, nous obtenons
une procédure de fusion pour le groupe de Coxeter de type B (respectivement, l’algèbre de Hecke de
type B) et une description d’un ensemble complet d’idempotents primitifs orthogonaux deux à deux,
en termes d’une seule fonction rationnelle à valeurs dans CBn (respectivement, dans l’algèbre de Hecke
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de type B).
La procédure de fusion pour les groupes G(m, 1, n) peut être obtenue en prenant la limite classique
de la procédure de fusion pour les algèbres H(m, 1, n). Néanmoins, nous préférons, dans le même esprit
que le Chapitre précédent, présenter la situation classique des groupes G(m, 1, n) indépendamment de
la présentation pour les algèbres H(m, 1, n).
De plus, pour la clarté de l’exposition, nous décrivons, dans le cas des groupes, la procédure de
fusion pour le groupe de Coxeter Bn. Ce n’est pas seulement pour des raisons esthétiques : la fonction
rationnelle à valeurs dans CBn, menant à l’ensemble complet d’idempotents, peut être vue comme un
mot pour l’élément le plus long de Bn, dans lequel certaines entrées sont "Baxterisées", de manière
similaire à la fonction rationnelle pour le type A. Bien que G(m, 1, n) ne soit pas un groupe de Coxeter
pour m > 2 et que donc la notion de longueur d’un élément ne soit pas définie, il existe un analogue
d’un élément le plus long : il est le plus long par rapport à une certaine forme normale, qui sera
présentée plus tard dans ce Chapitre ; la fonction rationnelle à valeurs dans CG(m, 1, n), menant à
l’ensemble complet d’idempotents, peut encore être vue comme un mot pour l’élément le plus long,
avec certaines entrées Baxterisées. Dans le cas de l’algèbre de Hecke cyclotomique H(m, 1, n), la
situation est similaire : la fonction rationnelle à valeurs dans H(m, 1, n), menant à l’ensemble complet
d’idempotents, peut être vue comme un mot pour l’élément le plus long d’une certaine base, présentée
plus tard dans ce Chapitre, avec certaines entrées Baxterisées.
Nous soulignons que les algèbres H(m, 1, n) et les groupes G(m, 1, n) admettent une procédure de
fusion pour tout entier positif m, et que notre construction est uniforme pour tout m. En particulier,
pour toutm, le coefficient apparaissant devant les fonctions rationnelles, après la séquence d’évaluation,
ne dépend pas du m-tableau standard, mais ne dépend que de la m-partition. Une autre façon de le
dire est que ce coefficient ne dépend que de la représentation irréductible, et pas du vecteur de la base
semi-normale considéré. Ce phénomène, connu pour m = 1 [41, 75], s’étend donc pour tout m > 0.
Au niveau des groupes, l’algorithme de Coxeter–Todd [22] (voir le Chapitre I, Section I.3) est une
méthode puissante pour trouver une forme normale pour les éléments d’un groupe (par rapport à un
sous-groupe donné). Pour une chaîne de groupes, l’algorithme de Coxeter–Todd fournit (récursivement)
une forme normale globale pour les éléments du groupe. Dans ce Chapitre, nous appliquons l’algorithme
de Coxeter–Todd à la chaîne, par rapport à n, des groupes G(m, 1, n). La forme normale qui en résulte
est différente de celles obtenues dans [4, 8] ; comme dans [8], la forme normale présentée ici consiste en
des expressions réduites en termes des générateurs standards de G(m, 1, n). De plus, elle admet une
généralisation fournissant une forme normale pour les éléments de l’algèbre de Hecke cyclotomique
H(m, 1, n) (en d’autres mots, une base de H(m, 1, n)). Ici encore, notre base est différente des bases
données dans [4, 8] (notons qu’une base semblable est étudiée dans [64], mais cette étude s’appuie sur
la base présentée dans [4], tandis que nous donnons ici une présentation indépendante).
L’algèbre de Hecke cyclotomique H(m, 1, n) est une déformation de l’algèbre du groupe G(m, 1, n).
La première application de notre base est qu’elle permet de prouver la platitude de la déformation
(la platitude de la déformation a été prouvée dans [4] comme une conséquence de la théorie des
représentations, après la classification des représentations irréductibles de H(m, 1, n)). Notre preuve
ne s’appuie pas sur la théorie des représentations ; elle est faite plus dans l’esprit des preuves classiques
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pour les algèbres de Hecke (notons que pour le quotient cyclotomique de l’algèbre de Hecke dégénérée
affine, une base similaire à celle de [4] est prouvée dans [59] sans utiliser la théorie des représentations).
La base présentée ici est bien adaptée à la structure de chaîne des algèbres H(m, 1, n) ; en par-
ticulier, les formules pour les représentations induites (de l’algèbre H(m, 1, n) à partir de l’algèbre
H(m, 1, n − 1)) sont relativement faciles, et nous les écrivons explicitement. Une représentation de
l’algèbre H(m, 1, n) induite à partir d’une représentation unidimensionnelle de l’algèbre H(m, 1, n−1)
est un analogue naturel de la représentation de Burau.
De plus, la description de cette base est uniforme pour tout m, et elle s’étend naturellement en une
base de l’algèbre de Hecke affine Hˆn de type A 1. La preuve pour l’algèbre de Hecke affine est contenue
dans la preuve pour les algèbres de Hecke cyclotomiques, et ne demande pas d’efforts supplémentaires.
Au cours de la construction de la base, le résultat de la multiplication (par la gauche) des éléments
de base par les générateurs de H(m, 1, n) est obtenu. Il est aussi possible de donner une description
explicite de la multiplication par la droite des éléments de base par les générateurs. Comme application
de ces résultats, nous sommes capables de définir une forme linéaire sur l’algèbre H(m, 1, n), qui est
donnée d’une façon simple sur les éléments de base, et de prouver que cette forme est centrale. Ces
résultats fournissent une nouvelle description, indépendante, de la forme symétrisante sur l’algèbre de
Hecke cyclotomique donnée dans [8] (voir aussi [69]). Ces résultats s’étendent immédiatement au cas
de l’algèbre de Hecke affine de type A.
III.1.1 Organisation du chapitre
La Section III.2 contient la procédure de fusion pour les groupes G(m, 1, n). Nous rappelons tout
d’abord la description des unités matricielles diagonales en termes des éléments de Jucys–Murphy
de CG(m, 1, n). Nous prouvons ensuite le Théorème III.2, qui donne la procédure de fusion pour le
groupe Bn. Enfin, dans le Théorème III.6, nous étendons les résultats au cas général des groupes
G(m, 1, n). Comme les preuves suivent principalement les mêmes lignes que dans le cas du groupe Bn,
nous indiquons seulement les modifications nécessaires.
La Section III.3 contient la procédure de fusion pour les algèbres H(m, 1, n). Nous rappelons tout
d’abord la description des unités matricielles diagonales (un ensemble complet d’idempotents primitifs
orthogonaux deux à deux) en termes des éléments de Jucys–Murphy Ji, i = 1, . . . , n. Nous prouvons
ensuite le Théorème principal, Théorème III.9, qui donne la procédure de fusion pour les algèbres
H(m, 1, n). Certains calculs techniques, concernant le coefficient apparaissant devant la fonction ra-
tionnelle, sont mis dans un Appendice à cette Section.
Dans la Section III.4, nous réalisons l’algorithme de Coxeter–Todd pour la chaîne (par rapport à n)
des groupes G(m, 1, n). Nous établissons la forme normale résultante pour les éléments de G(m, 1, n).
La forme normale pour les éléments de G(m, 1, n) suggère une base pour l’algèbre H(m, 1, n). Nous
montrons que c’est effectivement une base. Plusieurs faits connus sur la chaîne (par rapport à n) des
algèbres H(m, 1, n) sont réétablis avec l’aide de cette base. Nous donnons aussi les formules pour les
représentations induites.
1. Rappelons que, pour tout m > 0, l’algèbre H(m, 1, n) est le quotient de l’algèbre de Hecke affine Hˆn par une
équation caractéristique de degré m pour le générateur τ .
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Nous terminons la Section en complétant l’information sur la multiplication par les générateurs
des éléments de base de H(m, 1, n). Nous utilisons ces résultats pour donner, sur les éléments de base,
une forme symétrisante de l’algèbre H(m, 1, n). Tous ces résultats sont étendus au cas de l’algèbre de
Hecke affine de type A.
III.2 Procédure de fusion pour le groupe G(m, 1, n)
III.2.1 Idempotents et éléments de Jucys–Murphy du groupe Bn
III.2.1.1 Définitions
Rappelons que le groupe de Coxeter An de type A (le groupe symétrique sur n + 1 lettres) est
engendré par les éléments s1, . . . , sn avec les relations définissantes :
s2i = 1 pour i = 1, . . . , n,
sisi+1si = si+1sisi+1 pour i = 1, . . . , n− 1,
sisj = sjsi pour i, j = 1, . . . , n tels que |i− j| > 1.
(III.2.1)
Le groupe de Coxeter Bn+1 de type B (aussi appelé le groupe hyperoctaédral) est engendré par les
éléments s1, . . . , sn et t avec les relations définissantes (III.2.1), ainsi que
ts1ts1 = s1ts1t,
sit = tsi pour i = 2, . . . , n
(III.2.2)
et
t2 = 1. (III.2.3)
Pour tout i = 1, . . . , n, posons
si(p, p
′, a, a′) := si +
δp,p′
a− a′
, (III.2.4)
où δp,p′ est le delta de Kronecker. Pour p = p′, les éléments (III.2.4) sont appelés éléments Baxterisés ;
les paramètres a et a′ sont appelés les paramètres spectraux. Nous définissons aussi
t(p) :=
1
2
(1 + pt). (III.2.5)
La relation suivante est satisfaite, et sera utilisée plus tard :
si(p, p
′, a, a′)si(p
′, p, a′, a) =
(a− a′)2 − δp,p′
(a− a′)2
pour i = 1, . . . , n. (III.2.6)
Rappelons que les éléments ji, i = 1, . . . , n+1, et j˜i, i = 1, . . . , n+1, de l’algèbre de groupe CBn+1
sont définis par les conditions initiales et récursions suivantes :
j1 = t , ji+1 = sijisi et j˜1 = 0 , j˜i+1 = sij˜isi +
1
2
(si + jisiji). (III.2.7)
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Les éléments ji et j˜i sont les analogues, pour le groupe Bn+1, des éléments de Jucys–Murphy. Nous
avons montré dans le Chapitre II, Section II.6, que les éléments ji, i = 1, . . . , n+1, et j˜i, i = 1, . . . , n+1,
forment un ensemble commutatif maximal dans CBn+1 (voir aussi [87, 88]), et que de plus, ji et j˜i
commutent avec tous les générateurs sk, exceptés si et si−1 :
jisk = skji et j˜isk = sk j˜i si k Ó= i− 1, i. (III.2.8)
Nous renvoyons au Chapitre I, Appendice I.2.A pour les définitions de partitions et de diagrammes
de Young, et au paragraphe 6 de la Section II.3, Chapitre II, pour les définitions concernant lesm-cases,
les m-partitions et les m-tableaux.
Rappelons seulement que pour une m-case α(m) = (α, k) située dans la ligne x et la colonne y du k-
ème diagramme, nous notons cc(α(m)) le contenu classique de la case α, cc(α(m)) := cc(α) = y−x. Soit
{ξ1, . . . , ξm} l’ensemble des racines m-ème de l’unité distinctes deux à deux, ordonné arbitrairement ;
nous définissons alors p(α(m)) := ξk.
Pour un m-tableau standard T de forme λ(m), soit α(m)i la m-case de T avec le nombre i, i =
1, . . . , n+ 1 ; nous posons cc(T |i) := cc(α(m)i ) et p(T |i) := p(α
(m)
i ).
Rappelons que le crochet d’une case α d’une partition ν est l’ensemble des cases de ν, qui consiste
en la case α et en les cases qui se trouvent soit sous α dans la même colonne, soit à la droite de α
dans la même ligne ; la longueur de crochet hν(α) de α est le cardinal du crochet de α. Nous étendons
cette définition aux m-cases. Pour une m-case α(m) = (α, k) d’une m-partition ν(m), la longueur de
crochet de α(m) dans ν(m), notée hν(m)(α
(m)), est la longueur de crochet de α dans la k-ème partition
de ν(m). Définissons, pour la suite,
fν(m) :=
( ∏
α(m)∈ν(m)
hν(m)(α
(m))
)−1
. (III.2.9)
III.2.1.2 Idempotents du groupe Bn+1
La théorie des représentations des groupes de Coxeter de type B a été développée par A. Young
[106], voir aussi [67, 97] ou le Chapitre II, Section II.6. Les représentations irréductibles de Bn+1
sont en bijection avec les 2-partitions de taille n + 1. Les éléments de la base semi-normale de la
représentation irréductible de Bn+1 correspondant à la 2-partition λ(2) sont paramétrisés par les 2-
tableaux standards de forme λ(2). Pour un 2-tableau standard T , nous notons ET l’idempotent primitif
de Bn+1 correspondant à T (voir Chapitre I, Sous-Section I.1.4 pour la définition des idempotents
primitifs associés aux vecteurs de base 2). Les éléments de Jucys–Murphy sont diagonaux dans la base
semi-normale ; de plus, nous avons, pour tout i = 1, . . . , n+ 1,
jiET = ET ji = piET et j˜iET = ET j˜i = cciET , (III.2.10)
où pi := p(T |i) et cci := cc(T |i) pour i = 1, . . . , n+1. Grâce à la maximalité de l’ensemble commutatif
{ji, j˜i}i=1,...,n+1 des éléments de Jucys–Murphy, l’idempotent ET peut être exprimé en termes de ji, j˜i,
i = 1, . . . , n+1 (voir Remarque à la fin de la Sous-Section II.6.6, Chapitre II). Soit α(2) la 2-case de T
2. Le point de vue multi-matriciel expliqué là-bas permet de visualiser aisément les formules (III.2.10)–(III.2.12)
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contenant le nombre n+1. Comme le 2-tableau T est standard, la 2-case α(2) de λ(2) est supprimable.
Soit U le 2-tableau standard obtenu à partir de T en supprimant la 2-case α(2), et soit µ(2) la forme
de U . La formule inductive pour ET en termes des éléments de Jucys–Murphy est :
ET = EU
∏
β(2) :
β(2)∈E+(µ(2))
cc(β(2)) Ó=cc(α(2))
j˜n+1 − cc(β
(2))
cc(α(2))− cc(β(2))
∏
β(2) :
β(2)∈E+(µ(2))
p(β(2)) Ó=p(α(2))
jn+1 − p(β
(2))
p(α(2))− p(β(2))
, (III.2.11)
où nous rappelons que E+(µ(2)) est l’ensemble des 2-cases ajoutables de µ(2). Notons que le second
produit dans la partie droite de (III.2.11) ne contient qu’un seul terme (cela ne sera plus le cas pour
les groupes G(m, 1, n) avec m > 2). Nous avons B0 ∼= C et EU0 = 1 pour l’unique 2-tableau U0 de
taille 0.
Soit {T1, . . . , Tk} l’ensemble des 2-tableaux standards différents deux à deux qui peuvent être
obtenus à partir de U en ajoutant une 2-case avec le nombre n+ 1. La formule suivante :
EU =
k∑
i=1
ETi , (III.2.12)
avec (III.2.10), implique que la fonction rationnelle
EU
u− ccn+1
u− j˜n+1
v − pn+1
v − jn+1
est non-singulière en u = ccn+1 et v = pn+1, et, de plus,
EU
u− ccn+1
u− j˜n+1
v − pn+1
v − jn+1
∣∣∣u = ccn+1
v = pn+1
= ET . (III.2.13)
Comme jn+1 prend, dans toutes les représentations, les valeurs ±1, la fonction rationnelle
v−pn+1
v−jn+1
est
non-singulière en v = pn+1 et
v − pn+1
v − jn+1
∣∣∣
v=pn+1
=
1
2
(1 + pn+1jn+1) . (III.2.14)
Pour la clarté des calculs qui vont suivre, nous définissons, généralisant (III.2.5),
ji(p) :=
1
2
(1 + pji) pour i = 1, . . . , n+ 1. (III.2.15)
En combinant (III.2.13) et (III.2.14), nous obtenons la formule suivante pour l’idempotent ET :
ET = EU jn+1(pn+1)
u− ccn+1
u− j˜n+1
∣∣∣
u=ccn+1
. (III.2.16)
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III.2.2 Formule de fusion pour les idempotents de Bn+1
Nous commençons par le Lemme suivant qui sera utile par la suite.
Lemme III.1. Pour tout entier l, 1 6 l 6 n, nous avons
(i) j˜n+1 = snsn−1 . . . slj˜lsl . . . sn−1sn +
1
2
n∑
i=l
sn . . . si+1sisi+1 . . . sn(1 + jn+1ji),
(ii) jl(p)sl . . . sn−1snj˜n+1= jl(p)j˜lsl . . . sn−1sn+
1
2
n∑
i=l
slsl+1 . . . si−1·si+1 . . . sn−1sn ji(p)(1+jn+1ji) ;
le produit slsl+1 . . . si−1 dans la partie droite de (ii) est compris comme égal à 1 si i = l.
Preuve. Nous prouvons (i) par récurrence sur n− l. La base de la récurrence est, pour l = n, la formule
j˜n+1 = snj˜nsn +
1
2(sn + snjn+1jn), qui vient de la définition (III.2.7) des éléments de Jucys–Murphy,
à savoir j˜n+1 = snj˜nsn + 12(sn + jnsnjn) et jnsn = snjn+1. Maintenant, supposons que
j˜n+1 = snsn−1 . . . sl+1j˜l+1sl+1 . . . sn−1sn +
1
2
n∑
i=l+1
sn . . . si+1sisi+1 . . . sn(1 + jn+1ji),
et remplaçons j˜l+1 par slj˜lsl+ 12(sl+jlsljl). On obtient l’assertion (i) en utilisant que jlsl+1 . . . sn−1sn =
sl+1 . . . sn−1snjl et que jlslsl+1 . . . sn−1sn = slsl+1 . . . sn−1snjn+1.
Utilisant (i), nous trouvons que
jl(p)sl . . . sn−1snj˜n+1 = jl(p)
(
j˜lsl . . . sn−1sn +
1
2
n∑
i=l
slsl+1 . . . si−1 · si+1 . . . sn−1sn(1 + jn+1ji)
)
,
et (ii) suit car jlslsl+1 . . . si−1 = slsl+1 . . . si−1ji et ji commute avec si+1 . . . sn−1sn. 
Pour tout entier k = 1, . . . , n + 1 et tout 2-tableau standard T de forme λ(2)T avec |λ
(2)
T | = k,
définissons
FT (u) :=
u− cc(T |k)
u
k−1∏
i=1
(u− cc(T |i))2
(u− cc(T |i))2 − δp(T |i),p(T |k)
. (III.2.17)
par convention, pour k = 1, le produit dans la partie droite ci-dessus est égal à 1.
Soit φ1(v, u) := t(v) ; pour k = 1, . . . , n, définissons
φk+1(v1, . . . , vk, v, u1, . . . , uk, u) := sk(v, vk, u, uk)φk(v1, . . . , vk−1, v, u1, . . . , uk−1, u)sk
= sk(v, vk, u, uk)sk−1(v, vk−1, u, uk−1) . . . s1(v, v1, u, u1)t(v)s1 . . . sk−1sk .
(III.2.18)
Définissons la fonction rationnelle suivante, à valeurs dans l’algèbre du groupe Bn+1 :
Φ(v1, . . . , vn+1, u1, . . . , un+1) :=
←∏
k=0,...,n
φk+1(v1, . . . , vk, vk+1, u1, . . . , uk, uk+1) ; (III.2.19)
la flèche sur
∏
indique que les facteurs sont pris, de gauche à droite, dans l’ordre décroissant (sur k).
Soit λ(2) une 2-partition de taille n + 1 et T un 2-tableau standard de forme λ(2). Pour i =
1, . . . , n+ 1, posons pi := p(T |i) et cci := cc(T |i).
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Théorème III.2. L’idempotent ET correspondant au 2-tableau standard T de forme λ(2) peut être
obtenu par les évaluations consécutives suivantes
ET = fλ(2)Φ(v1, . . . , vn+1, u1, . . . , un+1)
∣∣∣
vi=pi, i=1,...,n+1
∣∣∣
u1=cc1
. . .
∣∣∣
un=ccn
∣∣∣
un+1=ccn+1
. (III.2.20)
Preuve. Soit U le 2-tableau standard obtenu à partir de T en enlevant la 2-case avec le nombre n+1,
et soit µ(2) la forme de U .
Proposition III.3. Nous avons
FT (u)φn+1(p1, . . . , pn, pn+1, cc1, . . . , ccn, u)EU =
u− ccn+1
u− j˜n+1
jn+1(pn+1)EU . (III.2.21)
Preuve. Nous prouvons (III.2.21) par récurrence sur n. Comme cc1 = 0 et j˜1 = 0, la base de la
récurrence pour n = 0 est la formule t(p1) = j1(p1), qui est satisfaite par définition, voir (III.2.5) et
(III.2.15).
Si pn+1 Ó= pi, i = 2, . . . , n, alors fixons l = 1. Sinon, fixons l tel que pn+1 = pl et pn+1 Ó= pi,
i = l + 1, . . . , n.
Notons V le 2-tableau standard obtenu à partir de U en supprimant les 2-cases contenant les
nombres l + 1, . . . , n, et notons W le 2-tableau standard obtenu à partir de V en supprimant la 2-
case avec le nombre l. Nous allons utiliser que EWEU = EU , et que EW commute avec si, pour
i = l, l + 1, . . . , n. Récrivons la partie gauche de (III.2.21) comme
FT (u)sn . . . sl+1sl(pn+1, pl, u, ccl) · φl(p1, . . . , pl−1, pn+1, cc1, . . . , ccl−1, u)EW · slsl+1 . . . snEU .
Si l > 1, alors nous utilisons l’hypothèse de récurrence, à savoir
φl(p1, . . . , pl−1, pl, cc1, . . . , ccl−1, u)EW = (FV(u))
−1u− ccl
u− j˜l
jl(pl)EW ,
et remarquons que pn+1 = pl.
Si l = 1, alors EW = 1, FV(u) = 1 et, par définition, φ1(pn+1, u) est égal à j1(pn+1). Ainsi, dans les
deux cas (pour l = 1 et pour l > 1), nous obtenons pour la partie gauche de (III.2.21) :
FT (u)(FV(u))
−1sn . . . sl+1sl(pn+1, pl, u, ccl)
u− ccl
u− j˜l
jl(pn+1)slsl+1 . . . snEU .
Ainsi, l’égalité (III.2.21) est équivalente à
FT (u)(FV(u))
−1(u− ccl)jl(pn+1)slsl+1 . . . sn(u− j˜n+1)EU
=
(u− ccn+1)(u− ccl)
2
(u− ccl)2 − δpl,pn+1
(u− j˜l)sl(pl, pn+1, ccl, u)sl+1 . . . snjn+1(pn+1)EU ,
(III.2.22)
où, en envoyant sn . . . sl+1sl(pn+1, pl, u, ccl)
1
u− j˜l
dans la partie droite et
1
u− j˜n+1
dans la partie
gauche, nous avons utilisé que j˜n+1 commute avec jn+1 et EU , et également la formule (III.2.6) pour
prendre l’inverse de sl(pn+1, pl, u, ccl).
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Pour prouver l’égalité (III.2.22), notons tout d’abord que nous avons
FT (u)(FV(u))
−1(u− ccl) = (u− ccn+1)
n∏
i=1
(u− cci)
2
(u− cci)2 − δpi,pn+1
l−1∏
i=1
(
(u− cci)
2
(u− cci)2 − δpi,pl
)−1
,
ce qui donne, comme pi Ó= pn+1 si i > l et pl = pn+1 si l > 1,
FT (u)(FV(u))
−1(u− ccl) =
(u− ccn+1)(u− ccl)
2
(u− ccl)2 − δpl,pn+1
. (III.2.23)
Donc, il nous reste à prouver que
jl(pn+1)slsl+1 . . . sn(u− j˜n+1)EU = (u− j˜l)sl(pl, pn+1, ccl, u)sl+1 . . . snjn+1(pn+1)EU . (III.2.24)
Dans la partie droite de (III.2.24), développons sl(pl, pn+1, ccl, u) :
(
(u− j˜l)sl − δpl,pn+1
j˜l − u
ccl − u
)
sl+1 . . . snjn+1(pn+1)EU . (III.2.25)
Comme j˜l commute avec sl+1 . . . sn et jn+1, et comme j˜lEU = cclEU , nous trouvons que l’expression
(III.2.25) est égale à(
(u− j˜l)slsl+1 . . . snjn+1(pn+1)− δpl,pn+1sl+1 . . . snjn+1(pn+1)
)
EU .
Ensuite, en utilisant que slsl+1 . . . snjn+1 = jlslsl+1 . . . sn, nous obtenons pour la partie droite de
(III.2.24) : (
(u− j˜l)jl(pn+1)slsl+1 . . . sn − δpl,pn+1sl+1 . . . snjn+1(pn+1)
)
EU . (III.2.26)
En utilisant le Lemme III.1, (ii), nous écrivons la partie gauche de (III.2.24) sour la forme
(
jl(pn+1)(u− j˜l)slsl+1 . . . sn−
1
2
n∑
i=l
slsl+1 . . . si−1 · si+1 . . . sn−1snji(pn+1)(1+ jn+1ji)
)
EU . (III.2.27)
Comme jiEU = piEU , i = 1, . . . , n, l’expression (III.2.27) est égale à
(
jl(pn+1)(u−j˜l)slsl+1 . . . sn−
1
2
n∑
i=l
slsl+1 . . . si−1·si+1 . . . sn−1sn
1
2
(1+pipn+1)(1+pijn+1)
)
EU . (III.2.28)
En utilisant que pkpn+1 = −1, k = l + 1, . . . , n, nous obtenons finalement pour la partie gauche de
(III.2.24) : (
jl(pn+1)(u− j˜l)slsl+1 . . . sn − δpl,pn+1sl+1 . . . sn−1snjn+1(pl)
)
EU . (III.2.29)
La comparaison de (III.2.29) et (III.2.26) prouve l’égalité (III.2.24). 
Proposition III.4. La fonction rationnelle FT (u), définie par (III.2.17), est régulière en u = ccn+1,
et de plus
FT (ccn+1) = fλ(2)(fµ(2))
−1. (III.2.30)
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Preuve. La Proposition va suivre directement du résultat, utilisé dans [75], concernant les tableaux
usuels. Nous donnons juste les grandes lignes de la preuve du résultat connu concernant les tableaux
usuels (voir la preuve de la Proposition III.11 de la Section suivante pour une preuve détaillée dans le
cas de l’algèbre de Hecke).
Soit λ une partition de taille n′+1, avec n′ ≤ n. Soit S un sous-ensemble de {1, . . . , n+1} tel que
S contienne le nombre n+1, et ait un cardinal égal à n′+1. Soit T˜ un tableau de forme λ rempli avec
les nombres appartenant à S, tel que les nombres dans les cases soient en ordre strictement croissant
le long des lignes de gauche à droite, et le long des colonnes de haut en bas. Soit γ la case de T˜ avec
le nombre n + 1 et µ la forme du tableau obtenu à partir de T˜ en supprimant la case γ. Définissons
la fonction rationelle suivante
F˜T˜ (u) =
u− cc(γ)
u
∏
α∈µ
(u− cc(α))2
(u− cc(α) + 1)(u− cc(α)− 1)
. (III.2.31)
Le produit dans la partie droite de (III.2.31) dépend seulement de la partition µ, et on a
∏
α∈µ
(u− cc(α))2
(u− cc(α) + 1)(u− cc(α)− 1)
= u
∏
β∈E−(µ)
(u− cc(β))
∏
α∈E+(µ)
(u− cc(α))−1 ,
où E−(µ) (respectivement, E+(µ)) est l’ensemble des cases supprimables (respectivement, ajoutables)
de µ. Ainsi, la fonction rationnelle F˜T˜ (u) est régulière en u = cc(γ), et de plus
F˜T˜ (cc(γ)) =
∏
β∈E−(µ)
(cc(γ)− cc(β))
∏
α∈E+(µ)\{γ}
(cc(γ)− cc(α))−1 . (III.2.32)
Il est connu que la partie droite de (III.2.32) est égale à
∏
α∈λ
(
hλ(α)
)−1 ∏
α∈µ
hµ(α). (III.2.33)
Définissons T˜ le tableau du 2-tableau standard T , qui contient la case avec le nombre n + 1.
L’assertion de la Proposition III.4 provient des résultats ci-dessus, la seule observation que l’on doit
faire est que les 2-cases (α, k) avec pk Ó= pn+1 ne contribuent pas à (III.2.30). 
Le Théorème III.2 vient, par récurrence sur n, de la formule (III.2.16), et des Propositions III.3 et
III.4. 
III.2.3 Procédure de fusion pour le groupe de réflexions complexe G(m, 1, n + 1)
Nous étendons les résultats de la Sous-Section précédente aux groupes de réflexions complexes
G(m, 1, n + 1) pour tout entier positif m. Nous sautons les preuves quand elles sont complètement
similaires aux preuves de la Sous-Section précédente ; nous indiquons seulement les modifications.
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III.2.3.1 Définitions
Rappelons que le groupe de réflexions complexe G(m, 1, n + 1) est engendré par les éléments
s1, . . . , sn et t avec les relations définissantes (III.2.1), (III.2.2) et
tm = 1. (III.2.34)
En particulier, G(1, 1, n+1) est isomorphe au groupe symétrique Sn+1 et G(2, 1, n+1) est isomorphe
à Bn+1.
Nous étendons la définition (III.2.4) aux générateurs s1, . . . , sn de G(m, 1, n+ 1) :
si(p, p
′, a, a′) := si +
δp,p′
a− a′
, i = 1, . . . , n . (III.2.35)
Remarque. Pour les générateurs s1, . . . , sn du groupe symétrique (voir (III.2.1)), la forme Bax-
terisée usuelle est la suivante :
si(a, a
′) := si +
1
a− a′
.
Ces éléments vérifient l’équation de Yang–Baxter avec paramètres spectraux (voir Chapitre II, Sous-
Section II.6.5) :
si(a, a
′)si+1(a, a
′′)si(a
′, a′′) = si+1(a
′, a′′)si(a, a
′′)si+1(a, a
′) .
La définition (III.2.35) est une généralisation, pour le groupe G(m, 1, n), de la forme Baxterisée. En
effet, on peut vérifier que les éléments si(p, p′, a, a′) vérifient, pour i = 1, . . . , n− 1, la relation :
si(p, p
′, a, a′)si+1(p, p
′′, a, a′′)si(p
′, p′′, a′, a′′) = si+1(p
′, p′′, a′, a′′)si(p, p
′′, a, a′′)si+1(p, p
′, a, a′) .
Les éléments de Jucys–Murphy pour le groupe G(m, 1, n+1) sont les éléments ji, i = 1, . . . , n+1,
et j˜i, i = 1, . . . , n+ 1, de l’algèbre du groupe définis de façon inductive par les conditions initiales et
récursions suivantes :
j1 = t , ji+1 = sijisi et j˜1 = 0 , j˜i+1 = sij˜isi +
1
m
m−1∑
k=0
jki sij
m−k
i . (III.2.36)
Pour m = 1, c’est-à-dire, pour Sn+1, jk = 1, k = 1, . . . , n+ 1 ; la formule de récursion pour j˜i+1 se
réduit à j˜i+1 = sij˜isi + si.
Comme pour m = 2, les éléments ji, i = 1, . . . , n+ 1, et j˜i, i = 1, . . . , n+ 1, forment un ensemble
commutatif maximal dans CG(m, 1, n + 1), voir [87] ou Chapitre II, Section II.6 ; de plus, ji et j˜i
commutent avec tous les générateurs sk, exceptés si et si−1.
Les représentations irréductibles de G(m, 1, n+1) sont paramétrisées par les m-partitions de taille
n + 1 ; pour une m-partition λ(m) donnée, les éléments de la base semi-normale de la représentation
correspondante sont indexés par lesm-tableaux standards de forme λ(m). Nous notons ET l’idempotent
de l’algèbre de groupe correspondant au m-tableau standard T .
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III.2.3.2 Formule de fusion pour les idempotents de G(m, 1, n+ 1)
Soit λ(m) une m-partition de taille n+ 1 ; fixons un m-tableau standard T de forme λ(m). Soit U
le m-tableau standard obtenu en supprimant de T la m-case contenant n+1, et soit µ(m) la forme de
U . Posons, pour i = 1, . . . , n+ 1, pi := p(T |i) et cci := cc(T |i)
Le même raisonnement que dans la Sous-Section III.2.1.2 mène à la formule suivante pour ET (cf
(III.2.13)) :
EU
u− ccn+1
u− j˜n+1
v − pn+1
v − jn+1
∣∣∣u = ccn+1
v = pn+1
= ET . (III.2.37)
Comme jn+1 prend, dans toutes les représentations, ses valeurs parmi {ξ1, . . . , ξm} (les racines m-ème
de l’unité distinctes deux à deux), la fonction rationnelle
v − pn+1
v − jn+1
est non-singulière en v = pn+1, et
v − pn+1
v − jn+1
∣∣∣
v=pn+1
=
1
m
m−1∑
k=0
pm−kn+1 j
k
n+1 . (III.2.38)
Cela vient de la formule
1
m
m−1∑
k=0
ξm−ki ξ
k
j = δi,j pour i, j = 1, . . . ,m.
Un analogue de (III.2.15) est
ji(p) :=
1
m
m−1∑
k=0
pm−kjki pour i = 1, . . . , n+ 1. (III.2.39)
Pour i = 1, nous écrirons t(p) := 1m
m−1∑
k=0
pm−ktk au lieu de j1(p). Combinant (III.2.37) et (III.2.38),
nous obtenons pour l’idempotent ET (cf (III.2.16))
ET = EU jn+1(pn+1)
u− ccn+1
u− j˜n+1
∣∣∣
u=ccn+1
. (III.2.40)
Nous généralisons le Lemme III.1 pour tout entier positif arbitraire m.
Lemme III.5. Pour tout entier l, 1 6 l 6 n, nous avons
(i) j˜n+1 = snsn−1 . . . slj˜lsl . . . sn−1sn +
1
m
n∑
i=l
sn . . . si+1sisi+1 . . . sn
m−1∑
k=0
jkn+1j
m−k
i .
(ii) jl(p)sl . . . sn−1snj˜n+1= jl(p)j˜lsl . . . sn−1sn+
1
m
n∑
i=l
slsl+1 . . . si−1 · si+1 . . . sn−1sn ji(p)
m−1∑
k=0
jkn+1j
m−k
i ;
le produit slsl+1 . . . si−1 dans la partie droite de (ii) doit être compris comme égal à 1 si i = l.
Preuve. La preuve est complètement similaire à la preuve du Lemme III.1. 
Pour tout entier k = 1, . . . , n + 1 et tout m-tableau standard T de forme λ(m)T avec |λ
(m)
T | = k,
définissons
FT (u) :=
u− cc(T |k)
u
k−1∏
i=1
(u− cc(T |i))2
(u− cc(T |i))2 − δp(T |i),p(T |k)
. (III.2.41)
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par convention, pour k = 1, le produit dans la partie droite ci-dessus est égal à 1.
Soit φ1(v, u) := t(v) ; pour k = 1, . . . , n, définissons
φk+1(v1, . . . , vk, v, u1, . . . , uk, u) := sk(v, vk, u, uk)φk(v1, . . . , vk−1, v, u1, . . . , uk−1, u)sk
= sk(v, vk, u, uk)sk−1(v, vk−1, u, uk−1) . . . s1(v, v1, u, u1)t(v)s1 . . . sk−1sk .
(III.2.42)
La formule (III.2.42) s’écrit de la même façon pour tout m ; seule la définition de t(v) dépend de m.
Définissons la fonction rationnelle suivante à valeurs dans l’algèbre du groupe G(m, 1, n) :
Φ(v1, . . . , vn+1, u1, . . . , un+1) :=
←∏
k=0,...,n
φk+1(v1, . . . , vk, vk+1, u1, . . . , uk, uk+1) ; (III.2.43)
la flèche sur
∏
indique que les facteurs sont pris dans l’ordre décroissant.
Soit λ(m) une m-partition de taille n + 1 et T un m-tableau standard de forme λ(m). Pour i =
1, . . . , n+ 1, posons pi := p(T |i) et cci := cc(T |i). Soit U le m-tableau standard obtenu à partir de T
en enlevant la m-case avec le nombre n+ 1, et soit µ(m) la forme de U .
Théorème III.6. L’idempotent ET correspondant au m-tableau standard T de forme λ(m) peut être
obtenu par les évaluations consécutives suivantes
ET = fλ(m)Φ(v1, . . . , vn+1, u1, . . . , un+1)
∣∣∣
vi=pi, i=1,...,n+1
∣∣∣
u1=cc1
. . .
∣∣∣
un=ccn
∣∣∣
un+1=ccn+1
. (III.2.44)
Preuve.
Proposition III.7. Nous avons
FT (u)φn+1(p1, . . . , pn, pn+1, cc1, . . . , ccn, u)EU =
u− ccn+1
u− j˜n+1
jn+1(pn+1)EU . (III.2.45)
Preuve. La preuve suit les mêmes lignes que la preuve de la Proposition III.3 ; en fait, elle est exac-
tement la même jusqu’au calcul de jl(pn+1)slsl+1 . . . sn(u− j˜n+1)EU , juste après la formule (III.2.26).
Nous donnons la fin modifiée de la preuve.
Ici, nous récrivons jl(pn+1)slsl+1 . . . sn(u− j˜n+1)EU en utilisant le Lemme III.5, (ii) :
(
jl(pn+1)(u−j˜l)slsl+1 . . . sn−
1
m
n∑
i=l
slsl+1 . . . si−1·si+1 . . . sn−1snji(pn+1)
m−1∑
k=0
jkn+1j
m−k
i
)
EU . (III.2.46)
Comme jiEU = piEU pour i = 1, . . . , n, l’expression (III.2.46) est égale à
(
jl(pn+1)(u−j˜l)slsl+1 . . . sn−
1
m
n∑
i=l
slsl+1 . . . si−1·si+1 . . . sn−1sn
m−1∑
k=0
pkn+1p
m−k
i jn+1(pi)
)
EU . (III.2.47)
Avec 1m
m−1∑
k=0
pkn+1p
m−k
i = δpi,pn+1 , nous obtenons que jl(pn+1)slsl+1 . . . sn(u− j˜n+1)EU est égal à
(
jl(pn+1)(u− j˜l)slsl+1 . . . sn − δpl,pn+1sl+1 . . . sn−1snjn+1(pl)
)
EU . (III.2.48)
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Ceci conclue la preuve. 
L’analogue de la Proposition III.4 est vérifié aussi.
Proposition III.8. La fonction rationnelle FT (u), définie par (III.2.41), est régulière en u = ccn+1,
et de plus
FT (ccn+1) = fλ(m)(fµ(m))
−1. (III.2.49)
Preuve. La preuve est tout à fait la même que la preuve de la Proposition III.4. 
De manière similaire au Théorème III.2, le Théorème III.6 provient, par récurrence sur n, de la
formule (III.2.40), de la Proposition III.7 et de la Proposition III.8. 
Pour les calculs, il est parfois utile d’écrire Φ sous une forme légèrement différente. A savoir, soit
φ˜1(v, u) := 1, et définissons
φ˜k+1(v1, . . . , vk, v, u1, . . . , uk, u) := sk(v, vk, u, uk)φ˜k(v1, . . . , vk−1, v, u1, . . . , uk−1, u)sk
= sk(v, vk, u, uk)sk−1(v, vk−1, u, uk−1) . . . s1(v, v1, u, u1)s1 . . . sk−1sk ,
(III.2.50)
pour k = 1, . . . , n. Les éléments φ˜k+1(v1, . . . , vk, v, u1, . . . , uk, u) ne font pas intervenir l’élément t, et
Φ(v1, . . . , vn+1, u1, . . . , un+1), définie par (III.2.43), est égale à
←∏
k=0,...,n
φ˜k+1(v1, . . . , vk+1, u1, . . . , uk+1) · j1(v1)j2(v2) . . . jn+1(vn+1) . (III.2.51)
Par exemple, soit m = 2 ; choisissons l’ordre {1,−1} sur l’ensemble des racines carrées de 1. L’idem-
potent primitif, correspondant au 2-tableau standard
(
1 3 , 2
)
, s’écrit
s2(1 + s1)s2j1(1)j2(−1)j3(1)/2 .
III.3 Procédure de fusion pour l’algèbre H(m, 1, n)
III.3.1 Définitions
Rappelons que l’algèbre de Hecke cyclotomique H(m, 1, n+1) est engendrée par τ , σ1, . . . , σn avec
les relations définissantes
σiσi+1σi = σi+1σiσi+1 pour i = 1 . . . , n− 1 ,
σiσj = σjσi pour i, j = 1, . . . , n tels que |i− j| > 1 ,
σ2i = (q − q
−1)σi + 1 pour i = 1, . . . , n ,
τσ1τσ1 = σ1τσ1τ ,
τσi = σiτ pour i > 1 ,
(τ − v1) . . . (τ − vm) = 0 .
(III.3.1)
Dans cette Section, nous travaillons avec une algèbre de Hecke cyclotomique générique (q, v1, . . . , vm,
sont des indéterminées), ou dans une spécialisation pour laquelle les conditions (II.2.10)–(II.2.12), avec
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n remplacée par n+ 1, sont satisfaites. Rappelons que l’algèbre du groupe G(m, 1, n+ 1) est obtenue
en prenant la limite classique des paramètres : q Ô→ ±1 et vi Ô→ ξi, i = 1, . . . ,m, où {ξ1, . . . , ξm} est
l’ensemble des racines m-ème de l’unité distinctes deux à deux.
Définissons, pour i = 1, . . . , n,
σi(α, β) := σi + (q − q
−1)
β
α− β
. (III.3.2)
Les éléments σi(α, β) sont appelés éléments Baxterisés, et les paramètres α et β sont appelés les
paramètres spectraux. La formule suivante sera utilisée plus tard :
σi(α, β)σi(β, α) =
(α− q2β)(α− q−2β)
(α− β)2
pour i = 1, . . . , n. (III.3.3)
Remarque. L’analogue de la forme Baxterisée, voir (III.2.35), pour les générateurs s1, . . . , sn du
groupe G(m, 1, n + 1) peut être vue comme la limite classique de la forme Baxterisée ci-dessus pour
les générateurs σ1, . . . , σn de l’algèbre H(m, 1, n + 1). En effet, prenons les paramètres spectraux de
la forme suivante, α = vpq2a et α′ = vp′q2a
′
avec p, p′ = 1, . . . ,m. Alors, on peut vérifier que :
lim
q→1
lim
vi→ξi
σi(α, α
′) = si +
δp,p′
a− a′
. (III.3.4)
Définissons également la fonction rationnelle suivante à valeurs dans l’algèbre H(m, 1, n+ 1) :
τ(ρ) :=
(ρ− v1)(ρ− v2) . . . (ρ− vm)
ρ− τ
. (III.3.5)
Remarques. (a) La fonction rationnelle τ(ρ) est en fait une fonction polynômiale en ρ. En effet,
soient a0, a1, . . . , am les polynômes en v1, . . . , vm définis par
(X − v1)(X − v2) . . . (X − vm) = a0 + a1X + · · ·+ amX
m ,
où X est une indéterminée. Soient les polynômes ai(ρ), i = 0, . . . ,m, en ρ, à valeurs dans C[v1, . . . , vm],
définis par
a0(ρ) = a0 + a1ρ+ · · ·+ amρ
m et ai+1(ρ) = ρ−1(ai(ρ)− ai) pour i = 1, . . . ,m.
Les polynômes ai(ρ), i = 0, . . . ,m, sont donnés explicitement par
ai(ρ) = ai + ρ ai+1 + · · ·+ ρ
m−iam pour i = 0, . . . ,m.
Nous avons
τ(ρ) = a1(ρ) + a2(ρ)τ + · · ·+ am(ρ)τ
m−1 =
∑
i=0,...,m−1
ai+1(ρ)τ
i . (III.3.6)
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En effet, il est facile de vérifier que
(ρ− τ)
∑
i=0,...,m−1
ai(ρ)τ
i = a0(ρ) = (ρ− v1)(ρ− v2) . . . (ρ− vm) .
Par exemple, pour m = 1, on a τ(ρ) = 1 ; pour m = 2, on a τ(ρ) = τ + ρ− v1 − v2 ; pour m = 3, on a
τ(ρ) = τ2 + (ρ− v1 − v2 − v3)τ + ρ
2 − ρ(v1 + v2 + v3) + v1v2 + v1v3 + v2v3 .
(b) Il est direct de vérifier que
lim
vi→ξi
a0(ρ) = ρ
m − 1 et lim
vi→ξi
ai(ρ) = ρ
m−i pour i = 1, . . . ,m.
Ainsi, d’après (III.3.6), on obtient que
lim
vi→ξi
τ(u) =
m
u
t(u) , (III.3.7)
où t(u) est défini par (III.2.39).
Nous renvoyons au Chapitre I, Appendice I.2.A pour les définitions de partitions et de diagrammes
de Young, et au paragraphe 6 de la Section II.3, Chapitre II, pour les définitions concernant lesm-cases,
les m-partitions et les m-tableaux.
Rappelons que pour une m-case α(m) = (α, k) d’une m-partition λ(m), située dans la ligne x et
la colonne y du k-ème diagramme de λ(m), nous notons pos(α(m)) = k ; le contenu classique cc(α(m))
est défini par cc(α(m)) := y − x et le contenu c(α(m)) est défini par c(α(m)) := vkq2(y−x). Pour un
m-tableau standard T de forme λ(m), soit α(m)i la m-case de T avec le nombre i, i = 1, . . . , n + 1 ;
nous posons c(T |i) := c(α(m)i ).
Pour j = 1, . . . ,m, soient lλ(m),x,j le nombre de cases de la ligne x du j-ème diagramme de λ
(m),
et cλ(m),y,j le nombre de cases de la colonne y du j-ème diagramme de λ
(m). La longueur de crochet,
dans λ(m), de la m-case α(m) située dans la ligne x et la colonne y du k-ème diagramme de λ(m) est
égale, voir Section précédente, à
hλ(m)(α
(m)) = lλ(m),x,k + cλ(m),y,k − x− y + 1 .
Définissons une notion généralisée de longueur de crochet (voir aussi [18]) en définissant, pour j =
1, . . . ,m,
h
(j)
λ(m)
(α(m)) := lλ(m),x,j + cλ(m),y,k − x− y + 1 ,
pour la m-case α(m) située dans la ligne x et la colonne y du k-ème diagramme de λ(m) (en particulier,
h
(k)
λ(m)
(α(m)) = hλ(m)(α
(m)) est la longueur de crochet usuelle).
Pour une m-partition λ(m), définissons
Fλ(m) := (q
−1 − q)n
∏
α(m)∈λ(m)
(
c(α(m))
m∏
k=1
q−cc(α
(m))
vpos(α(m))q
−h
(k)
λ(m)
(α(m))
− vkq
h
(k)
λ(m)
(α(m))
)
. (III.3.8)
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L’élément Fλ(m) peut aussi s’écrire comme
Fλ(m) =
∏
α(m)∈λ(m)
(
qcc(α
(m))[
hλ(m)(α
(m))
]
q
∏
k = 1, . . . ,m
k Ó= pos(α(m))
q−cc(α
(m))
vpos(α(m))q
−h
(k)
λ(m)
(α(m))
− vkq
h
(k)
λ(m)
(α(m))
)
, (III.3.9)
où [n]q :=
qn − q−n
q − q−1
pour tout entier positif n.
Remarque. La limite classique de Fλ(m) est proportionnelle au nombre fλ(m) défini dans la Section
précédente, voir (III.2.9). Plus précisément, nous avons
lim
q→1
lim
vi→ξi
Fλ(m) = xλ(m)fλ(m) , où xλ(m) =
1
mn
∏
α(m)∈λ(m)
p(α(m)), (III.3.10)
où nous rappelons que p(α(m)) = ξk pour une m-case α(m) placée dans le k-ème diagramme de λ(m).
La formule (III.3.10) s’obtient directement à partir de (III.3.9), en utilisant que lim
q→1
[n]q = n pour tout
entier positif n, et que
m∏
i = 1
i Ó= k
(ξk − ξi) = m/ξk, pour k = 1, . . . ,m.
III.3.2 Idempotents et éléments de Jucys–Murphy de l’algèbre H(m, 1, n)
Rappelons que les éléments de Jucys–Murphy Ji, i = 1, . . . , n+1, de l’algèbre H(m, 1, n+1) sont
définis par la condition initiale et la récursion suivante :
J1 = τ et Ji+1 = σiJiσi. (III.3.11)
Nous avons montré dans le Chapitre II que les éléments Ji, i = 1, . . . , n + 1, forment un ensemble
commutatif maximal dans H(m, 1, n + 1) sous les restrictions (II.2.10)–(II.2.12). Rappelons de plus
que
Jiσk = σkJi si k Ó= i− 1, i. (III.3.12)
Les représentations irréductibles de H(m, 1, n+1) sont en bijection avec les m-partitions de taille
n + 1. Les éléments de la base semi-normale de la représentation irréductible de H(m, 1, n + 1) cor-
respondant à la m-partition λ(m) sont paramétrisés par les m-tableaux standards de forme λ(m). Pour
un m-tableau standard T , nous notons ET l’idempotent primitif de H(m, 1, n+1) correspondant à T
(voir Chapitre I, Sous-Section I.1.4 pour la définition des idempotents primitifs associés aux vecteurs
de base 3). Les éléments de Jucys–Murphy sont diagonaux dans la base semi-normale ; de plus, nous
avons, pour tout i = 1, . . . , n+ 1,
JiET = ET Ji = ciET , (III.3.13)
où ci := c(T |i) pour i = 1, . . . , n + 1. Grâce à la maximalité de l’ensemble commutatif formé par les
éléments de Jucys–Murphy Ji, i = 1, . . . , n+ 1, l’idempotent ET peut être exprimé en termes des Ji,
3. Le point de vue multi-matriciel expliqué là-bas permet de visualiser aisément les formules (III.3.13)–(III.3.15)
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i = 1, . . . , n+ 1 (voir Remarque (a) à la fin de la Sous-Section II.5, Chapitre II). Soit γ(m) la m-case
de T contenant le nombre n + 1. Comme le m-tableau T est standard, la m-case γ(m) de λ(m) est
supprimable. Soit U le m-tableau standard obtenu à partir de T en supprimant la m-case γ(m), et soit
µ(m) la forme de U . La formule inductive pour ET en termes des éléments de Jucys–Murphy est :
ET = EU
∏
β(m) :
β(m)∈E+(µ(m))
c(β(m)) Ó=c(γ(m))
Jn+1 − c(β
(m))
c(γ(m))− c(β(m))
. (III.3.14)
Nous avons H(m, 1, 0) ∼= C et EU0 = 1 pour l’unique m-tableau U0 de taille 0.
Soit {T1, . . . , Tk} l’ensemble des m-tableaux standards différents deux à deux qui peuvent être
obtenus à partir de U en ajoutant une m-case avec le nombre n+ 1. La formule suivante :
EU =
k∑
i=1
ETi , (III.3.15)
avec (III.3.13), implique que la fonction rationnelle
EU
u− cn+1
u− Jn+1
est non-singulière en u = cn+1 et, de plus,
EU
u− cn+1
u− Jn+1
∣∣∣
u=cn+1
= ET . (III.3.16)
III.3.3 Formule de fusion pour les idempotents de H(m, 1, n + 1)
Pour tout entier k = 1, . . . , n + 1 et tout m-tableau standard T de forme λ(m)T avec |λ
(m)
T | = k,
définissons
FT (u) :=
u− c(T |k)
(u− v1) . . . (u− vm)
k−1∏
i=1
(
u− c(T |i)
)2(
u− q2c(T |i)
)(
u− q−2c(T |i)
) ; (III.3.17)
par convention, pour k = 1, le produit dans la partie droite ci-dessus est égal à 1.
Soit φ1(u) := τ(u) ; pour k = 1, . . . , n, définissons
φk+1(u1, . . . , uk, u) := σk(u, uk)φk(u1, . . . , uk−1, u)σ
−1
k
= σk(u, uk)σk−1(u, uk−1) . . . σ1(u, u1)τ(u)σ
−1
1 . . . σ
−1
k−1σ
−1
k .
(III.3.18)
Définissons la fonction rationnelle suivante, à valeurs dans l’algèbre H(m, 1, n+ 1) :
Φ(u1, . . . , un+1) :=
←∏
k=0,...,n
φk+1(u1, . . . , uk, uk+1) ; (III.3.19)
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la flèche sur
∏
indique que les facteurs sont pris, de gauche à droite, dans l’ordre décroissant (sur k).
Soit λ(m) une m-partition de taille n + 1 et T un m-tableau standard de forme λ(m). Pour i =
1, . . . , n+ 1, posons ci := c(T |i).
Théorème III.9. L’idempotent ET correspondant au m-tableau standard T de forme λ(m) peut être
obtenu par les évaluations consécutives suivantes
ET = Fλ(m)Φ(u1, . . . , un+1)
∣∣∣
u1=c1
. . .
∣∣∣
un=cn
∣∣∣
un+1=cn+1
. (III.3.20)
Preuve. Soit U le m-tableau standard obtenu à partir de T en enlevant la m-case avec le nombre n+1,
et soit µ(m) la forme de U .
Proposition III.10. Nous avons
FT (u)φn+1(c1, . . . , cn, u)EU =
u− cn+1
u− Jn+1
EU . (III.3.21)
Preuve. Nous prouvons (III.3.21) par récurrence sur n. Comme J1 = τ et avec (III.3.5), nous avons
que
u− c1
u− J1
=
u− c1
(u− v1) . . . (u− vm)
τ(u) ,
ce qui vérifie la base de la récurrence (pour n = 0).
Notons W le m-tableau standard obtenu à partir de U en supprimant la m-case avec le nombre
n. Nous allons utiliser que EWEU = EU , et que EW commute avec σn. Récrivons la partie gauche de
(III.3.21) comme
FT (u)σn(u, cn) · φn(c1, . . . , cn−1, u)EW · σ
−1
n EU .
Nous utilisons l’hypothèse de récurrence et obtenons pour la partie gauche de (III.3.21) :
FT (u)(FW(u))
−1σn(u, cn)
u− cn
u− Jn
σ−1n EU .
Ainsi, l’égalité (III.3.21) est équivalente à
FT (u)(FW(u))
−1(u− cn)σ
−1
n (u− Jn+1)EU =
(u− cn+1)(u− cn)
2
(u− q2cn)(u− q−2cn)
(u− Jn)σn(cn, u)EU , (III.3.22)
où nous avons utilisé que Jn+1 commute avec EU , et également la formule (III.3.3) pour prendre
l’inverse de σn(u, cn).
Tout d’abord, nous avons, d’après (III.3.17),
FT (u)(FW(u))
−1(u− cn) = (u− cn+1)
(u− cn)
2
(u− q2cn)(u− q−2cn)
. (III.3.23)
Donc, pour prouver l’égalité (III.3.22), il reste à montrer que
σ−1n (u− Jn+1)EU = (u− Jn)σn(cn, u)EU . (III.3.24)
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En remplaçant Jn+1 par σnJnσn, nous écrivons la partie gauche de (III.3.24) sous la forme
(uσ−1n − Jnσn)EU . (III.3.25)
Dans la partie droite de (III.3.24), nous développons σn(cn, u) et, en utilisant que JnEU = cnEU ,
nous obtenons :
(uσn − Jnσn + (q − q
−1)
u− cn
cn − u
)EU . (III.3.26)
Avec le fait que σ−1n = σn − (q − q
−1), la comparaison de (III.3.25) et (III.3.26) prouve l’égalité
(III.3.24). 
Proposition III.11. La fonction rationnelle FT (u), définie par (III.3.17), est non-singulière en u =
c(γ(m)), et de plus
FT (c(γ
(m))) = Fλ(m)F
−1
µ(m)
, (III.3.27)
où γ(m) est la m-case de T contenant le nombre n+ 1.
Preuve. Posons ci := c(T |i) pour i = 1, . . . , n + 1. Nous allons montrer la formule suivante par
récurrence sur n :
FT (u) = (u− cn+1)
∏
β(m)∈E−(µ(m))
(
u− c(β(m))
) ∏
α(m)∈E+(µ(m))
(
u− c(α(m))
)−1
. (III.3.28)
Pour n = 0, on a
FT (u) =
u− c1
(u− v1) . . . (u− vm)
,
ce qui est immédiatement égal à la partie droite de (III.3.28).
Maintenant, pour n > 0, écrivons
FT (u) =
u− cn+1
(u− v1) . . . (u− vm)
(u− cn)
2
(u− q2cn)(u− q−2cn)
n−1∏
i=1
(u− ci)
2
(u− q2ci)(u− q−2ci)
.
Soit ν(m) la forme du m-tableau standard obtenu en supprimant de U la m-case contenant le nombre
n (rappelons que le m-tableau standard U de forme µ(m) est obtenu à partir de T en supprimant la
m-case contenant le nombre n+ 1). En utilisant l’hypothèse de récurrence, nous obtenons
FT (u) =
(u− cn+1)(u− cn)
2
(u− q2cn)(u− q−2cn)
∏
β(m)∈E−(ν(m))
(
u− c(β(m))
) ∏
α(m)∈E+(ν(m))
(
u− c(α(m))
)−1
(III.3.29)
Notons δ(m) la m-case de µ(m) contenant le nombre n ; notons de plus, lorsqu’elles existent, δ(m)t et
δ
(m)
b les m-cases qui sont, respectivement, juste au dessus et juste en dessous de δ
(m) dans la même
colonne, et δ(m)l et δ
(m)
r les m-cases qui sont, respectivement, juste à gauche et juste à droite de δ(m)
dans la même ligne. Il est facile de voir que
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– Si δ(m)t , δ
(m)
l /∈ E−(ν
(m)), alors
E−(µ
(m)) = E−(ν
(m)) ∪ {δ(m)} et E+(µ(m)) =
(
E+(ν
(m)) ∪ {δ
(m)
b , δ
(m)
r }
)
\{δ(m)} .
– Si δ(m)t ∈ E−(ν
(m)) et δ(m)l /∈ E−(ν
(m)), alors
E−(µ
(m)) =
(
E−(ν
(m)) ∪ {δ(m)}
)
\{δ
(m)
t } et E+(µ
(m)) =
(
E+(ν
(m)) ∪ {δ
(m)
b }
)
\{δ(m)} .
– Si δ(m)t /∈ E−(ν
(m)) et δ(m)l ∈ E−(ν
(m)), alors
E−(µ
(m)) =
(
E−(ν
(m)) ∪ {δ(m)}
)
\{δ
(m)
l } et E+(µ
(m)) =
(
E+(ν
(m)) ∪ {δ(m)r }
)
\{δ(m)} .
– Si δ(m)t , δ
(m)
l ∈ E−(ν
(m)), alors
E−(µ
(m)) =
(
E−(ν
(m)) ∪ {δ(m)}
)
\{δ
(m)
t , δ
(m)
l } et E+(µ
(m)) = E+(ν
(m))\{δ(m)} .
Dans tous les cas, on vérifie directement que la partie droite de (III.3.29) est égale à
(u− cn+1)
∏
β(m)∈E−(µ(m))
(
u− c(β(m))
) ∏
α(m)∈E+(µ(m))
(
u− c(α(m))
)−1
,
ce qui conclue la preuve de la formule (III.3.28). Ainsi, la fonction rationnelle FT (u), définie par
(III.3.17), est non-singulière en u = c(γ(m)), et de plus
FT (c(γ
(m))) =
∏
β(m)∈E−(µ(m))
(
c(γ(m))− c(β(m))
) ∏
α(m)∈E+(µ(m))\{γ(m)}
(
c(γ(m))− c(α(m))
)−1
, (III.3.30)
Nous utilisons maintenant le Lemme III.12 ci-dessous pour terminer la preuve de la Proposition. 
Lemme III.12. Nous avons
∏
β(m)∈E−(µ(m))
(
c(γ(m))− c(β(m))
) ∏
α(m)∈E+(µ(m))\{γ(m)}
(
c(γ(m))− c(α(m))
)−1
= Fλ(m)F
−1
µ(m)
, (III.3.31)
Preuve. La preuve est faite par un calcul direct, mais un peu long, que nous présentons dans un
Appendice à cette Section. 
Le Théorème III.9 vient, par récurrence sur n, de la formule (III.3.16), et des Propositions III.10
et III.11. 
Remarque. Avec les formules (III.3.4), (III.3.7) et (III.3.10), nous retrouvons la procédure de
fusion pour le groupe G(m, 1, n+1) présentée dans la Section précédente en prenant la limite classique
de la procédure de fusion pour l’algèbre H(m, 1, n+ 1).
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Exemple. Reprenons l’exemple, pour m = 2, du 2-tableau standard
(
1 3 , 2
)
(voir à la toute fin
de la Section précédente). L’idempotent de l’algèbre H(2, 1, 3) correspondant à ce 2-tableau standard
s’écrit, d’après le Théorème III.9,
σ2(v1q
2, v2)σ1(v1q
2, v1) τ(v1q
2)σ−11 σ
−1
2 σ1(v2, v1) τ(v2)σ
−1
1 τ(v1)
(q + q−1)(v1q−1 − v2q)(v1 − v2)(v2q−2 − v1q2)
.
Appendice III.3.A Coefficient dans la formule de fusion
Dans cet Appendice, nous donnons la démonstration du Lemme III.12 utilisé pour prouver le
Théorème III.9.
1. Nous commençons par un résultat connu concernant les partitions usuelles. Nous détaillons le
calcul présenté dans [41].
Soient λ une partition de n+1 et T un tableau standard de forme λ. Soit γ la case de T contenant
n+ 1, et soit µ la forme du tableau standard obtenu à partir de T en supprimant γ.
Rappelons que, pour une partition usuelle λ, la définition (III.3.8) se réduit à
Fλ :=
∏
α(m)∈λ
qcc(α)
[hλ(α)]q
.
Lemme III.13. Nous avons∏
β∈E−(µ)
(c(γ)− c(β))
∏
α∈E+(µ)\{γ}
(c(γ)− c(α))−1 =
Fλ
Fµ
. (III.3.32)
Preuve. Soient des entiers positifs p1 < p2 < · · · < ps tels que µ = (µ1, . . . , µps) et de plus
µ1 = · · · = µp1 > µp1+1 = · · · = µp2 > . . . · · · > µps−1+1 = · · · = µps > 0 .
Posons de plus p0 := 0 et µps+1 := 0.
Soit j ∈ {1, . . . , s + 1} tel que la case ajoutable γ soit dans la ligne pj−1 + 1, et dans la colonne
µpj + 1. Le contenu classique de γ est alors cc(γ) = µpj − pj−1.
La partie gauche dans (III.3.32) est égale à
s∏
i=1
(
q2(µpj−pj−1) − q2(µpi−pi)
) s+1∏
i = 1
i Ó= j
(
q2(µpj−pj−1) − q2(µpi−pi−1)
)−1
,
Comme
s+1∏
i = 1
i Ó= j
qpi−1−µpi
s∏
i=1
qµpi−pi = qcc(γ), nous obtenons, pour la partie gauche de (III.3.32),
qcc(γ)
s∏
i=1
[µpi − pi − µpj + pj−1]q
s+1∏
i = 1
i Ó= j
(
[µpi − pi−1 − µpj + pj−1]q
)−1
. (III.3.33)
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Ensuite, remarquons que seules les cases de λ qui sont dans la même colonne ou la même ligne
que γ donnent une contribution différente de 1 à la partie droite de (III.3.32). Cette contribution se
calcule directement, et on obtient
qcc(γ)
j−1∏
i=1
( pi∏
k=pi−1+1
[µpi − µpj + pj−1 − k]q
[µpi + µpj + pj−1 − k + 1]q
) s∏
i=j
( µpi∏
k=µpi+1+1
[µpj + pi − pj−1 − k]q
[µpj + pi − pj−1 − k + 1]q
)
,
ce qui est égal à
qcc(γ)
j−1∏
i=1
[µpi − µpj + pj−1 − pi]q
[µpi + µpj + pj−1 − pi−1]q
s∏
i=j
[µpj + pi − pj−1 − µpi ]q
[µpj + pi − pj−1 − µpi+1 ]q
. (III.3.34)
La comparaison de (III.3.33) et (III.3.34) conclue la preuve du Lemme. 
2. Nous présentons maintenant une extension de cette preuve pour le Lemme III.12 de la Sous-Section
précédente, que nous rappelons tout d’abord (les notations sont celles des Sous-Sections précédentes).
Lemme III.14. Nous avons∏
β(m)∈E−(µ(m))
(
c(γ(m))− c(β(m))
) ∏
α(m)∈E+(µ(m))\{γ(m)}
(
c(γ(m))− c(α(m))
)−1
= Fλ(m)F
−1
µ(m)
. (III.3.35)
Preuve. Supposons que la m-case γ(m) est située dans la ligne x et la colonne y du k-ème diagramme
de λ(m).
Soit une m-partition ν(m) égale, soit à λ(m), soit à µ(m). Définissons
F
(k)
ν(m)
:=
∏
α(m)∈ν(m)
qcc(α
(m))[
hν(m)(α
(m))
]
q
, (III.3.36)
et, pour j = 1, . . . ,m tel que j Ó= k,
F
(j)
ν(m)
:=
∏
α(m) ∈ ν(m)
pos(α(m)) = k
q−cc(α
(m))
vkq
−h
(j)
ν(m)
(α(m))
− vjq
h
(j)
ν(m)
(α(m))
∏
α(m) ∈ ν(m)
pos(α(m)) = j
q−cc(α
(m))
vjq
−h
(k)
ν(m)
(α(m))
− vkq
h
(k)
ν(m)
(α(m))
. (III.3.37)
Par construction nous avons, d’après (III.3.9), pour ν(m) = µ(m), λ(m),
Fν(m) =
m∏
i=1
F
(i)
ν(m)
. (III.3.38)
Nous allons montrer que, pour tout j = 1, . . . ,m tel que j Ó= k,
∏
β(m) ∈ E−(µ(m))
pos(β(m)) = j
(
c(γ(m))− c(β(m))
) ∏
α(m) ∈ E+(µ(m))\{γ(m)}
pos(α(m)) = j
(
c(γ(m))− c(α(m))
)−1
= F
(j)
λ(m)
(F
(j)
µ(m)
)−1 . (III.3.39)
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Le Lemme est une conséquence de la formule (III.3.39), associée au Lemme III.3.32 et à la formule
(III.3.38).
Preuve de (III.3.39). Fixons j ∈ {1, . . . ,m} tel que j Ó= k. Soient des entiers positifs p1 < p2 <
· · · < ps tels que la j-ème partition de µ(m) soit (µ1, . . . , µps) avec
µ1 = · · · = µp1 > µp1+1 = · · · = µp2 > . . . · · · > µps−1+1 = · · · = µps > 0 .
Posons de plus p0 := 0, ps+1 := +∞ et µps+1 := 0.
La partie gauche de (III.3.39) est égale à
s∏
b=1
(
vkq
2(y−x) − vjq
2(µpb−pb)
) s+1∏
b=1
(
vkq
2(y−x) − vjq
2(µpb−pb−1)
)−1
. (III.3.40)
Soit t ∈ {0, . . . , s} tel que pt < x ≤ pt+1 (rappelons que γ(m) est placée dans la ligne x et la colonne
y du k-ème diagramme de λ(m)). Il y a une contribution différente de 1 à la partie droite de (III.3.39)
pour chaque m-case de λ(m) située dans la colonne y du k-ème diagramme ; pour les m-cases dans la
colonne y et dans les lignes de 1 à pt du k-ème diagramme de λ(m), cette contribution s’écrit :
t∏
b=1
( pb∏
a=pb−1+1
vkq
−(µpb−y+x−a) − vjq
(µpb−y+x−a)
vkq
−(µpb−y+x−a+1) − vjq
(µpb−y+x−a+1)
)
;
pour les m-cases dans la colonne y et dans les lignes de pt+1 à x du k-ème diagramme de λ(m), cette
contribution s’écrit :
x−1∏
a=pt+1
( vkq−(µpt+1−y+x−a) − vjq(µpt+1−y+x−a)
vkq
−(µpt+1−y+x−a+1) − vjq
(µpt+1−y+x−a+1)
) q−cc(γ(m))
vkq
−(µpt+1−y+1) − vjq
(µpt+1−y+1)
.
Il y a aussi une contribution différente de 1 à la partie droite de (III.3.39) pour chaque m-case de
µ(m) située dans la ligne x du j-ème diagramme, et cette contribution s’écrit :
s∏
b=t+1
µpb∏
a=µpb+1+1
vjq
−(y−a+pb−x) − vkq
(y−a+pb−x)
vjq−(y−a+pb−x+1) − vkq(y−a+pb−x+1)
.
Il n’y a pas d’autres contributions à la partie droite de (III.3.39). En simplifiant et regroupant les 3
termes obtenus ci-dessus, on obtient pour la partie droite de (III.3.39)
qx−y
s∏
b=1
(
vkq
−(µpb−y+x−pb)− vjq
(µpb−y+x−pb)
) s+1∏
b=1
(
vkq
−(µpb−y+x−pb−1)− vjq
(µpb−y+x−pb−1)
)−1
. (III.3.41)
La comparaison de (III.3.40) et (III.3.41) conclue la preuve de l’égalité (III.3.39). 
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III.4 Forme normale et représentations induites des algèbres de
Hecke cyclotomiques et affines de type A
III.4.1 Forme normale pour le groupe G(m, 1, n)
Rappelons que le groupe G(m, 1, n) est engendré par les éléments t, s1, . . . , sn−1 avec les relations
définissantes : 

s2i = 1 pour i = 1, . . . , n− 1 ,
sisi+1si = si+1sisi+1 pour i = 1, . . . , n− 2 ,
sisj = sjsi pour i, j = 1, . . . , n− 1 tels que |i− j| > 1
(III.4.1)
et 

tm = 1 ,
ts1ts1 = s1ts1t ,
tsi = sit pour i > 1 .
(III.4.2)
Il est connu que le groupe G(m, 1, n) est isomorphe au groupe Cm ≀ Sn, le produit en couronne du
groupe cyclique à m éléments, Cm, par le groupe symétrique Sn. Nous présentons ci-après une preuve
de ce fait s’appuyant sur l’algorithme de Coxeter–Todd.
Soit γ un générateur du groupe Cm, c’est-à-dire γm = e où e est l’élément neutre de Cm. Nous
notons aussi e l’élément neutre de Sn. l’isomorphisme standard entre G(m, 1, n) et Cm ≀ Sn est défini
sur les générateurs de G(m, 1, n) par :
t Ô→
(


γ
e
...
e

 , e
)
, si Ô→
(


e
e
...
e

 , (i, i+ 1)
)
, (III.4.3)
où les vecteurs sont des éléments du produit Cartésien de n copies de Cm.
Le groupe G(m, 1, n) admet la présentation équivalente suivante. Soit E l’ensemble {(γk, a), k =
0, . . . ,m−1, a = 1, . . . , n}. Définissons l’action suivante de Cm sur cet ensemble : γ ·(γk, a) = (γk+1, a).
Notons Perm(E) le groupe des permutations de l’ensemble E. Soit Perm0(E) le sous-groupe de
Perm(E) consistant en les éléments π ∈ Perm(E) tels que :
π(γk, a) = γk · π(e, a) pour k = 1, . . . ,m− 1 et a = 1, . . . , n . (III.4.4)
Notons que pour spécifier un élément π de Perm0(E), il suffit de donner les images par π des éléments
de l’ensemble {(e, a), a = 1, . . . , n}.
Le groupe G(m, 1, n) est isomorphe à Perm0(E). En effet, soit φ l’application de l’ensemble des
générateurs de G(m, 1, n) vers Perm0(E) définie par :
φ(t)(e, a) =
{
(γ, a) si a = 1 ,
(e, a) pour a Ó= 1 ;
φ(si)(e, a) = (e, si(a)) pour a = 1, . . . , n et i = 1, . . . , n− 1 .
(III.4.5)
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L’application φ s’étend en un homomorphisme de groupe (il suffit de vérifier que les éléments φ(t),
φ(s1), . . . , φ(sn−1) vérifient les relations définissantes de G(m, 1, n)). De plus cet homomorphisme est
surjectif ; c’est une conséquence du fait suivant : pour tout j = 1, . . . , n− 1,
φ(sj) . . . φ(s1)φ(t)φ(s1) . . . φ(sj)(e, a) =
{
(γ, a) si a = j + 1 ,
(e, a) pour a Ó= j + 1 .
(III.4.6)
Enfin, il est facile de voir que le cardinal de Perm0(E) est égal à n! ·mn, et donc, comme G(m, 1, n)
et Perm0(E) ont le même cardinal, l’application φ est un isomorphisme.
III.4.1.1 Algorithme de Coxeter–Todd pour la chaîne des groupes G(m, 1, n)
Le principe de l’algorithme de Coxeter–Todd est rappelé dans le Chapitre I, Section I.3.
1. Figure de Coxeter–Todd pour la chaîne des groupes G(m, 1, n). Soit W le sous-groupe
engendré par les éléments t, s1, . . . , sn−2. Nous présentons ici l’algorithme de Coxeter–Todd pour le
groupe G(m, 1, n) par rapport à son sous-groupe W .
t t t t t
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Fig. III.7. Figure de Coxeter–Todd pour G(m, 1, n) par rapport à W
L’action est indiquée par des arêtes orientées (labellisées par les générateurs). Pour un générateur
d’ordre 2
(
ce sont les générateurs s1, . . . , sn−1 de G(m, 1, n) si m Ó= 2
)
, une arête non-orientée repré-
sente une paire d’arêtes avec des orientations opposées. Si un générateur laisse une classe invariante,
l’arête correspondante est une boucle qui commence et finit au sommet représentant la classe. Pour
la clarté de la figure, ces boucles ne sont pas dessinées (elles sont implicites) ; seulement les actions
non-triviales sont présentes.
Au milieu de la Figure 1, il y a un m-gone avec des arêtes labellisées par t. A chaque sommet du
m-gone part une queue de n− 1 arêtes (labellisées de la même façon pour toutes les queues).
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Pour illustrer l’utilité de la figure, nous recalculons le cardinal de G(m, 1, n), définis par générateurs
et relations. La Figure 1 a mn sommets ; le groupe G(m, 1, n) agit sur l’ensemble des sommets et le
stabilisateur du sommet nommé W est le sous-groupe W lui-même ; donc, le cardinal de G(m, 1, n)
est égal à mn|W |. Clairement, W est un quotient de G(m, 1, n − 1). Par hypothèse de récurrence 4,
|G(m, 1, n − 1)| = (n − 1)!mn−1, et donc |W | ≤ (n − 1)!mn−1 et |G(m, 1, n)| ≤ n!mn. D’un autre
côté, l’homomorphisme surjectif standard, voir (III.4.3), de G(m, 1, n) vers Cm ≀ Sn donne l’inégalité
opposée |G(m, 1, n)| ≥ n!mn et nous concluons que
(a) le cardinal |G(m, 1, n)| de G(m, 1, n) est n!mn,
(b) la surjection de G(m, 1, n) vers Cm ≀ Sn est un isomorphisme
et
(c) W est isomorphe à G(m, 1, n− 1).
III.4.1.2 Forme normale pour les éléments de G(m, 1, n).
Grâce à l’algorithme, nous obtenons une forme normale pour les éléments de G(m, 1, n) par rapport
à G(m, 1, n− 1).
Proposition III.15. Tout élément x ∈ G(m, 1, n) peut être écrit sous la forme :
x = sjsj−1 . . . s1t
αs1s2 . . . sn−1w , (III.4.7)
où j ∈ {0, . . . , n − 1}, α ∈ {0, . . . ,m − 1} et w ∈ W ≃ G(m, 1, n − 1). Ici, la notation usuelle est
utilisée : le produit vide, e.g. sjsj−1 . . . s1 pour j = 0, est égal à l’élément neutre 1.
Etant donnée une forme normale pour les élément de G(m, 1, n− 1), la Proposition III.15 fournit
une forme normale pour les éléments de G(m, 1, n). En particulier, nous pouvons utiliser la même (avec
n remplacé par n−1) forme normale que dans la Proposition III.15 pour les éléments de G(m, 1, n−1),
construisant ainsi récursivement une forme normale pour les éléments de G(m, 1, n).
Remarque. La forme normale globale pour les éléments de G(m, 1, n) obtenue par l’application
récursive de la Proposition III.15 fournit des expressions réduites pour les éléments de G(m, 1, n) en
termes des générateurs t, s1, . . . , sn−1. Ceci peut être prouvé en utilisant le même genre de méthode que
dans [8]. Autrement, nous pouvons utiliser les résultats de [8], à savoir que tout élément de G(m, 1, n)
peut être écrit sous la forme
πtn,an . . . t2,a2t1,a1 , où π ∈ Sn et ai = 0, . . . ,m− 1 pour i = 1, . . . , n, (III.4.8)
où Sn est le groupe symétrique sur n éléments, vu comme le sous-groupe de G(m, 1, n) engendré par
s1, . . . , sn−1, et, pour k = 1, . . . , n,
tk,a :=
{
tas1 . . . sk−1 pour a > 0,
1 pour a = 0.
4. la récurrence commence avec le groupe G(m, 1, 1) engendré par t seulement ; Clairement, |G(m, 1, 1)| = m.
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De plus, si π ∈ Sn est donné sous une forme réduite, alors l’expression (III.4.8) est réduite en termes
des générateurs t, s1, . . . , sn−1.
Maintenant, nous procédons par récurrence sur n. Supposons que l’élément x ∈ G(m, 1, n) est
écrit sous la forme normale (III.4.7). Par l’hypothèse de récurrence, l’élément w ∈ G(m, 1, n − 1) est
réduit et donc w peut être écrit, pour certains a1, . . . , an−1 = 0, . . . ,m− 1 et une expressions réduite
π ∈ Sn−1, comme
w = πtn−1,an−1 . . . t1,a1 .
Ainsi, nous avons, en utilisant seulement les relations de tresse 5 concernant les générateurs t, s1, . . . ,
sn−1,
x = sjsj−1 . . . s1πtn,αtn−1,an−1 . . . t2,a2t1,a1 ,
où π est l’élément de Sn obtenu à partir de l’expression réduite π en remplaçant si par si+1, pour
i = 1, . . . , n−2. Comme π ne contient pas le générateur s1, l’expression sjsj−1 . . . s1π est une expression
réduite pour un élément de Sn. Nous concluons que la forme (III.4.7) est une expression réduite de
l’élément x.
III.4.2 Forme normale pour H(m, 1, n). Préparation
Nous allons construire une base de l’algèbre de Hecke cyclotomique H(m, 1, n) en plusieurs étapes.
Cette base est l’analogue, dans le cas non-dégénéré, de la forme normale pour les éléments de G(m, 1, n)
décrite auparavant.
III.4.2.1 Un ensemble engendrant l’espace vectoriel de H(m, 1, n)
Rappelons que l’algèbre de Hecke cyclotomique H(m, 1, n) est engendrée par les éléments τ ,
σ1, . . . , σn−1 avec les relations définissantes :
(τ − v1) . . . (τ − vm) = 0 ,
σ2i = (q − q
−1)σi + 1 pour i = 1, . . . , n− 1,
τσ1τσ1 = σ1τσ1τ ,
σiσi+1σi = σi+1σiσi+1 pour i = 1, . . . , n− 2,
τσi = σiτ pour i > 1,
σiσj = σjσi pour i, j = 1, . . . , n− 1 tels que |i− j| > 1.
(III.4.9)
La forme normale de la Proposition III.15 se généralise à l’algèbre H(m, 1, n). Nous commençons
avec la Proposition suivante.
Proposition III.16. Tout x ∈ H(m, 1, n) peut être écrit comme une combinaison linéaire d’éléments
σ−1j σ
−1
j−1 . . . σ
−1
1 τ
ασ1σ2 . . . σn−1w˜ , (III.4.10)
où j ∈ {0, . . . , n−1}, α ∈ {0, . . . ,m−1} et w˜ ∈ W˜ avec W˜ la sous-algèbre engendrée par τ, σ1, . . . , σn−2.
5. Les relations de tresse concernant les générateurs t, s1, . . . , sn−1 sont les deuxième et troisième relations dans
(III.4.1), et les deuxième et troisième relations dans (III.4.2).
141
Preuve. L’élément neutre de H(m, 1, n) est dans l’ensemble d’éléments (III.4.10), ainsi que tous les
générateurs. Nous devons seulement vérifier que l’espace vectoriel engendré par les éléments (III.4.10)
est stable par multiplication par les générateurs (ainsi, l’espace vectoriel engendré par les éléments
(III.4.10) sera une sous-algèbre contenant l’élément neutre et tous les générateurs, et sera donc l’algèbre
elle-même). Considérons la multiplication à gauche. Nous multiplions, par la gauche, un élément
quelconque E sous la forme (III.4.10) par chaque générateur G ∈ {σ1, . . . , σn−1, τ} , et déplaçons dans
le produit GE le générateur original G vers la droite ; l’expression se transforme ; nous continuons
le processus jusqu’à ce qu’il soit clair que l’expression GE se récrit comme une combinaison linéaire
d’éléments de la forme (III.4.10).
(i) Nous multiplions l’élément (III.4.10) à gauche par σi avec i > j+1. L’élément σi commute avec
σ−1j σ
−1
j−1 . . . σ
−1
1 τ
α et donc se déplace vers la droite à travers σ−1j σ
−1
j−1 . . . σ
−1
1 τ
α sans changer ; ensuite
σi se déplace à travers σ1σ2 . . . σn−1 vers la droite, devenant σi−1 ; σi−1w˜ est encore dans W˜ , et le
processus est donc terminé.
(ii) Nous multiplions (III.4.10) à gauche par σi avec i < j. Quand σi passe à travers σ−1j σ
−1
j−1 . . . σ
−1
1 ,
il se transforme en σi+1 ; l’élément σi+1 commute avec τα et ensuite passe à travers σ1σ2 . . . σn−1 vers
la droite, devenant σi ; Comme dans (i), σiw˜ ∈ W˜ .
(iii) L’assertion est immédiate quand nous multiplions (III.4.10) à gauche par σj .
(iv) Quand nous multiplions l’élément (III.4.10) à gauche par σj+1, il suffit pour la preuve d’écrire
σj+1 = σ
−1
j+1 + (q − q
−1).
(v) Nous multiplions l’élément (III.4.10) à gauche par τ . Si j = 0, il n’y a rien à faire. Soit j > 0.
L’élément τ se déplace vers la droite jusqu’à ce qu’il atteigne σ−11 . Ensuite, nous utilisons le Lemme
III.17 ci-dessous et obtenons trois termes. Pour le premier terme :
σ−1j . . . σ
−1
2 · τσ1τ
α · σ2 . . . σn−1 · w˜ = σ
−1
j . . . σ
−1
2 · τ · σ1σ2 . . . σn−1 · τ
αw˜
= τ · σ1σ2 . . . σn−1 · σ
−1
j−1 . . . σ
−1
1 τ
αw˜
et σ−1j−1 . . . σ
−1
1 τ
αw˜ ∈ W˜ . Pour le second terme :
σ−1j . . . σ
−1
2 · τ
α+1σ1σ2 . . . σn−1 · w˜ = τ
α+1σ1σ2 . . . σn−1 · σ
−1
j−1 . . . σ
−1
1 w˜
et σ−1j−1 . . . σ
−1
1 w˜ ∈ W˜ . Pour le troisième terme :
σ−1j . . . σ
−1
1 · τ
ασ1τσ2 . . . σn−1 · w˜ = σ
−1
j . . . σ
−1
1 · τ
ασ1σ2 . . . σn−1 · τw˜
et τw˜ ∈ W˜ . 
Lemme III.17. Pour α ≥ 0, nous avons :
τσ−11 τ
ασ1 = (q − q
−1)
(
τσ1τ
α − τα+1σ1
)
+σ−11 τ
ασ1τ . (III.4.11)
Preuve du Lemme. En multipliant l’égalité σ1τσ1τα = τασ1τσ1 par σ−11 de la gauche et de la
droite, nous obtenons
τσ1τ
ασ−11 = σ
−1
1 τ
ασ1τ . (III.4.12)
En développant τσ−11 τ
ασ1 = τ
(
σ1−(q−q
−1)
)
τα
(
σ−11 +(q−q
−1)
)
et utilisant (III.4.12), nous obtenons
(III.4.11). 
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III.4.2.2 Construction d’un H(m, 1, n)-module
Considérons un H(m, 1, n − 1)-module quelconque Mn−1. Nous notons ses éléments par u, v etc.
Soit E = C[z]/ < χ > où χ(z) est le polynôme caractéristique pour τ . Soit V un espace vectoriel avec
une base vj , j = 0, . . . , n − 1. Soit Mn := V ⊗ E ⊗Mn−1. Nous notons Vj,φ,u l’élément vj ⊗ φ ⊗ u .
Posons pour simplifier
βj := σ
−1
j−1 . . . σ
−1
1 .
Nous notons simplement ψu (sans aucun symbole pour l’action) le résultat de l’action de ψ ∈
H(m, 1, n− 1) sur un élément u ∈Mn−1.
Définissons des opérateurs Fσi , i = 1, . . . , n − 1, et Fτ sur l’espace Mn par (ci-dessous, le dernier
indice V porte une information sur l’action des éléments de H(m, 1, n − 1) sur le module Mn−1 ; φ
représente un élément de E, un polynôme en z, défini modulo χ(z) ; l’élément φ(τ) ∈ H(m, 1, n − 1)
qui apparait dans le dernier indice de V est ainsi bien défini) :
Fσi : Vj,φ,u Ô→


Vj,φ,σi−1u , j < i− 1 ,
(q − q−1)Vi−1,φ,u + Vi,φ,u , j = i− 1 ,
Vi−1,φ,u , j = i ,
Vj,φ,σiu , j > i ,
(III.4.13)
et
Fτ :


V0,φ,u Ô→ V0,zφ,u ,
Vj,φ,u Ô→ (q − q
−1)V0,z,βjφ(τ)u − (q − q
−1)V0,zφ,βju + Vj,φ,τu , j > 0 .
(III.4.14)
Soit, comme avant, W˜ la sous-algèbre de H(m, 1, n) engendrée par les éléments τ et σ1, . . . , σn−2.
Prenons W˜ pour leH(m, 1, n−1)-moduleMn−1 (en général, l’algèbre W˜ est un quotient deH(m, 1, n−
1) ; nous définissons l’action deH(m, 1, n−1) comme étant la multiplication à gauche sur son quotient).
Par un calcul direct, on vérifie que les formules (III.4.13) et (III.4.14) sont valides si on substitue
σ−1j σ
−1
j−1 . . . σ
−1
1 φ(τ)σ1σ2 . . . σn−1u, comme dans (III.4.10), pour Vj,φ,u. En fait, une affirmation plus
forte est vraie. Les formules (III.4.13) et (III.4.14) ont la propriété universelle suivante.
Proposition III.18. L’application σi Ô→ Fσi, i = 1, . . . , n− 1, et τ Ô→ Fτ équipe Mn d’une structure
de H(m, 1, n)-module.
Preuve. Un calcul direct, bien que un peu long. Etant donnée une relation définissante de la
liste (II.2.1)–(II.2.4) et (II.2.7)–(II.2.8), nous la vérifions sur chaque vecteur Vj,φ,u. Ci-dessous, nous
mentionnons différents placements de l’indice j dans la vérification de la relation.
(i) Pour la relation σiσk = σkσi avec i < k− 1, on considère séparément les positions suivantes de
l’indice j :
j < i− 1 , j = i− 1 , j = i , i < j < k − 1 , j = k − 1 , j = k et j > k .
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(ii) Pour la relation d’Artin σiσi+1σi = σi+1σiσi+1, on considère séparément les positions suivantes
de l’indice j :
j < i− 1 , j = i− 1 , j = i , j = i+ 1 et j > i+ 1 .
(iii) Pour la relation σ2i − (q − q
−1)σi − 1 = 0, on considère séparément les positions suivantes de
l’indice j :
j < i− 1 , j = i− 1 , j = i et j > i .
(iv) Pour la relation τσi = σiτ avec i > 1, on considère séparément les positions suivantes de
l’indice j :
j = 0 , j < i− 1 , j = i− 1 , j = i et j > i .
(v) Pour la relation τσ1τσ1 = σ1τσ1τ , il suffit de considérer séparément les positions suivantes de
l’indice j :
j = 0 , j = 1 et j > 1 .
L’observation suivante simplifie la vérification ici :
FτFσ1Fτ :


V0,φ,u Ô→ (q − q
−1)V0,z,τφ(τ)u + V1,zφ,τu ,
V1,φ,u Ô→ (q − q
−1)V1,z,τφ(τ)u − (q − q
−1)V1,zφ,τu + V0,zφ,τu ,
Vj,φ,u Ô→ (q − q
−1)2 V0,z,τ [βj ,φ(τ)]u + (q − q
−1)V1,z,τβjφ(τ)u − (q − q
−1)V1,zφ,τβju
+(q − q−1)V0,z,βjφ(τ)σ1τu − (q − q
−1)V0,zφ,βjσ1τu + Vj,φ,τσ1τu , j > 1 .
(III.4.15)
Ci-dessus [βj , φ(τ)] est le commutateur de βj et φ(τ) ; dans la vérification de la relation τσ1τσ1 =
σ1τσ1τ sur Vj,φ,u avec j > 1, nous utilisons la formule (III.4.11) sous la forme
τσ−11 φ(τ)σ1 = (q − q
−1)
(
τσ1φ(τ)− τφ(τ)σ1
)
+σ−11 φ(τ)σ1τ .
(vi) Pour la relation (τ − v1) . . . (τ − vm) = 0, on considère séparément les positions suivantes de
l’indice j :
j = 0 et j > 0 .
La vérification de cette relation pour j > 0 est le seul endroit de la preuve qui requiert une explication.
Pour j > 0, on prouve par récurrence la formule suivante :
F lτ : Vj,φ,u Ô→ (q − q
−1)
l∑
i=1
V0,zi,βjφ(τ)τ l−iu − (q − q
−1)
l∑
i=1
V0,ziφ,βjτ l−iu + Vj,φ,τ lu , j > 0 . (III.4.16)
La première somme dans (III.4.16) peut être vue comme l’image de l’élément
(z ⊗ φ) ·
1⊗ zl − zl ⊗ 1
1⊗ z − z ⊗ 1
(III.4.17)
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de l’espace E ⊗ E dans Mn par rapport à l’application κu, définie pour chaque u ∈Mn−1 par
κu : f ⊗ g Ô→ V0,f,βjg(τ)u .
Dans (III.4.17), la fraction 1⊗z
l−zl⊗1
1⊗z−z⊗1 est comprise comme l’image du polynôme qui est le résultat de la
division du numérateur par le dénominateur (en tant que polynômes de deux variables non-restreintes)
dans l’espace E ⊗ E. De la même façon, la deuxième somme de (III.4.16) peut être comprise comme
l’image de (zφ⊗ 1) · 1⊗z
l−zl⊗1
1⊗z−z⊗1 par rapport à la même application κu. Ainsi, la première somme moins
la deuxième (la combinaison qui apparait dans (III.4.16)) est l’image de
(1⊗ φ− φ⊗ 1) · (z ⊗ 1) ·
1⊗ zl − zl ⊗ 1
1⊗ z − z ⊗ 1
. (III.4.18)
L’élément (III.4.18), déjà comme un polynôme (et donc aussi comme un élément de E⊗E), peut être
écrit sous la forme
1⊗ φ− φ⊗ 1
1⊗ z − z ⊗ 1
· (z ⊗ 1) · (1⊗ zl − zl ⊗ 1) , (III.4.19)
où la fraction 1⊗φ−φ⊗11⊗z−z⊗1 est encore comprise comme l’image du polynôme qui est le résultat de la division
du numérateur par le dénominateur (en tant que polynômes de deux variables non-restreintes) dans
l’espace E ⊗ E.
En écrivant maintenant χ(z) =
∑m
l=0 cmz
m, on vérifie la relation χ(Fτ ) = 0 immédiatement avec
l’aide de (III.4.19) (rappelons que E = C[z]/ < χ >). 
Remarque. L’action de Fτ sur les vecteurs de la forme Vj,1,u avec j > 0 est simplement l’action
de τ sur Mn−1, c’est-à-dire,
Fτ : Vj,1,u Ô→ Vj,1,τu pour j > 0 . (III.4.20)
Remarque. Les opérateurs Fσi et Fτ définis dans (III.4.13) et (III.4.14) peuvent être représentés
par des matrices de taille n× n (dont les indices correspondent à l’espace V ), dont les éléments sont
des opérateurs agissant sur l’espace E ⊗Mn−1. Nous notons par zˆ l’opérateur de multiplication par
z dans l’espace E. Pour faire rentrer les formules dans une ligne, nous notons l’opérateur IdE ⊗ σi
simplement par σi, l’opérateur IdE ⊗ τ simplement par τ et l’opérateur zˆ⊗ IdMn−1 simplement par zˆ.
L’opérateur Fσi est (rappelons que les éléments de l’espace V sont labellisés par les entiers de 0 à
n− 1)
Fσi =


σi−1
. . .
σi−1
q − q−1 1
1 0
σi
. . .


; (III.4.21)
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ici le bloc de taille 2× 2 avec des 1 (c’est-à-dire, des opérateurs identité) à l’extérieur de la diagonale
principale est dans les (i− 1)ème et ième lignes et colonnes.
L’opérateur Fτ est
Fτ =


zˆ (q − q−1)zˆ(µ− 1) (q − q−1)zˆσ−11 (µ− 1) (q − q
−1)zˆσ−12 σ
−1
1 (µ− 1) . . .
τ . . .
τ . . .
τ . . .
...
...
...
...
. . .


; (III.4.22)
ici, seulement la première ligne et la diagonale principale ne sont pas remplies de 0. L’opérateur µ sur
l’espace E ⊗Mn−1 est défini ainsi :
µ(φ⊗ u) := 1⊗ φ(τ)u ,
où φ est un polynôme en z. L’opérateur µ a les propriétés suivantes :
µzˆ = τµ , µτ = τµ , µ2 = µ .
III.4.3 Platitude de la déformation. Forme normale pour les éléments de H(m, 1, n)
Nous sommes maintenant prêts pour prouver que la déformation H(m, 1, n) de l’algèbre de groupe
CG(m, 1, n) est plate, et pour donner la base de H(m, 1, n).
III.4.3.1 Platitude de la déformation
Comme ci-dessus, W˜ est la sous-algèbre de H(m, 1, n) engendrée par les éléments τ et σ1, . . . , σn−2.
Proposition III.19. (i) L’algèbre de Hecke cyclotomique H(m, 1, n) est une déformation plate de
l’algèbre de groupe CG(m, 1, n) ; en d’autres mots, H(m, 1, n) est un C[q, q−1, v1, . . . , vm]-module libre
de dimension
dim
(
H(m, 1, n)
)
= |G(m, 1, n)| = n!mn . (III.4.23)
(ii) De plus, la sous-algèbre W˜ est isomorphe à H(m, 1, n− 1).
Preuve. Soit p : H(m, 1, n − 1) → W˜ l’homomorphisme naturel qui envoie tout élément de
H(m, 1, n − 1) à son image dans la sous-algèbre W˜ de H(m, 1, n) engendré par τ, σ1, . . . , σn−2. Soit
une base arbitraire Bn−1 de H(m, 1, n− 1). La Proposition III.16 implique que les éléments
σ−1j σ
−1
j−1 . . . σ
−1
1 τ
ασ1σ2 . . . σn−1p(w) , (III.4.24)
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où j ∈ {0, . . . , n − 1}, α ∈ {0, . . . ,m − 1} et w ∈ Bn−1, engendrent H(m, 1, n) en tant qu’espace
vectoriel. Nous allons montrer que ces éléments sont linéairement indépendants.
Soit Mn−1 un module régulier à gauche pour H(m, 1, n − 1) ; c’est-à-dire, l’espace du module est
l’algèbre elle-même, et les éléments de l’algèbre agissent par multiplication à gauche.
Par la Proposition III.18, l’espace vectoriel Mn = V ⊗ E ⊗Mn−1 a une structure de H(m, 1, n)-
module . Nous notons Fa l’opérateur correspondant à l’élément a. En utilisant les formules (III.4.13)
et (III.4.14) pour l’action de H(m, 1, n) sur Mn, et aussi la formule (III.4.20), nous avons
Fσ−1
j
...σ−11 φ(τ)σ1...σn−1u
: Vn−1,1,1 Ô→ Vj,φ,u . (III.4.25)
Ainsi, nous voyons que les opérateurs Fσ−1
j
...σ−11 φ(τ)σ1...σn−1p(w)
, j ∈ {0, . . . , n− 1}, α ∈ {0, . . . ,m− 1}
et w ∈ Bn−1, sont indépendants, ce qui implique l’indépendance de l’ensemble (III.4.24).
La platitude de la déformation de G(m, 1, n) vers H(m, 1, n) vient maintenant par récurrence sur
n, la base de la récurrence pour l’algèbre H(m, 1, 1) (avec un seul générateur τ) étant immédiate.
Si W˜ est un quotient non-trivial de H(m, 1, n − 1), cela contredit l’indépendance des éléments
(III.4.24), qui a déjà été établie. Le point (ii) suit, complétant la preuve de la Proposition. 
III.4.3.2 Base de H(m, 1, n)
Nous pouvons, de la même façon que pour G(m, 1, n), construire récursivement une forme normale
globale pour les éléments de H(m, 1, n), en utilisant maintenant la Proposition III.16 et la Proposition
III.19, point (ii). Pour k = 1, . . . , n, soit Rk l’ensemble d’éléments suivants
Rk := {σ
−1
j σ
−1
j−1 . . . σ
−1
1 τ
ασ1σ2 . . . σk−1, j = 0, . . . , k − 1, α = 0, . . . ,m− 1} .
Corollaire III.20. Tout élément x ∈ H(m, 1, n) peut être écrit de manière unique comme une com-
binaison linéaire d’éléments
x = unun−1 . . . u1 , (III.4.26)
où uk ∈ Rk pour k = 1, . . . , n.
En d’autres mots, les produits unun−1 . . . u1, où uk parcourt Rk pour k = 1, . . . , n, forment une
base de l’algèbre H(m, 1, n) en tant qu’espace vectoriel.
Remarque. Définissons l’homomorphisme ς : Hn → H(m, 1, n) de l’algèbre de Hecke Hn vers
l’algèbre de Hecke cyclotomique H(m, 1, n) qui envoie le générateur σi de Hn vers le générateur σi
de H(m, 1, n) pour i = 1, . . . , n − 1. Les mots (III.4.26) dans lesquels τ n’entrent pas sont contenus
dans la sous-algèbre H(m, 1, n) engendrée par σi, i = 1, . . . , n − 1, et donc dans l’image de Hn par
l’application ς. Le cardinal de cet ensemble est égal à n!. Comme dim(Hn) = n!, l’unicité établie dans
le Corollaire III.20 implique que ς est un plongement.
Il y a une autre façon, sans utiliser le Corollaire III.20, de vérifier que ς est un plongement.Fixons
un nombre e, 1 ≤ e ≤ m. L’application qui envoie le générateur σi de H(m, 1, n) au générateur σi de
Hn pour i = 1, . . . , n−1, et le générateur τ de H(m, 1, n) au nombre ve s’étend en un homomorphisme
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πe : H(m, 1, n) → Hn. On a πe ◦ ς = IdHn , et donc πe est un inverse à gauche de ς (pour chaque e) ;
en particulier, ς est injective.
Les applications utilisées dans le dernier argument jouent le même rôle que les applications ιˆ et π,
voir (II.6.9) et (II.6.10), pour le plongement CG(m, 1, n)→ Am,n. De la même manière, nous avons des
plongements Hn → Hˆn et, au niveau des groupes, Bn → αBn définis à chaque fois par une application
tautologique sur les générateurs.
III.4.3.3 Représentations induites
Soit B une sous-algèbre associative d’une algèbre associative A. Soit W un B-module à gauche.
L’espace vectoriel A⊗BW porte une structure naturelle de A-module définie par a.(a′⊗w) := aa′⊗w.
C’est le A-module induit.
La Proposition III.19 (ou le Corollaire III.20) implique l’unicité de la forme (III.4.10) pour les
éléments de H(m, 1, n). En prenant en compte la Proposition III.18, nous arrivons à la conclusion
suivante.
Corollaire III.21. Le module Mn est le H(m, 1, n)-module induit (par rapport à H(m, 1, n − 1) et
au module Mn−1 sur H(m, 1, n − 1)). Les formules (III.4.13) et (III.4.14) donnent une réalisation
explicite du module Mn.
Commentaires sur les formules (III.4.13) et (III.4.14).
(a) Avec l’aide des formules (III.4.13)–(III.4.14), nous avons construit une structure de H(m, 1, n)-
module sur l’espace V ⊗ E ⊗Mn−1, où Mn−1 est un H(m − 1, 1, n)-module quelconque. Pour le cas
particulier où m est égal à 1, l’espace E est de dimension 1 et nous pouvons l’identifier canoniquement
avec le corps C. Comme résultat, nous obtenons les opérateurs Fσi agissant sur l’espace V ⊗Mn−1 :
Fσi : Vj,u Ô→


Vj,σi−1u , j < i− 1 ,
(q − q−1)Vi−1,u + Vi,u , j = i− 1 ,
Vi−1,u , j = i ,
Vj,σiu , j > i .
(III.4.27)
La formule (III.4.27) construit, maintenant sur l’espace vectoriel Mn := V ⊗Mn−1, un module sur
l’algèbre de Hecke Hn : l’opérateur Fτ n’était pas utilisé dans la vérification des relations de l’algèbre
de Hecke (c’est-à-dire, les relations (II.2.1)–(II.2.2) et (II.2.7)) pour les générateurs Fσi (nous laissons
la vérification de ce fait au lecteur) dans la preuve de la Proposition III.18.
Une autre façon d’arriver à (III.4.27) est de noter que, dans la formule (III.4.13) toute seule, le
label φ des vecteurs Vj,φ,u n’est pas touché par l’action des générateurs Fσi , donc on peut oublier le
label φ et reproduire la formule (III.4.27).
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(a′) En particuler, en prenant pourMn−1 le module unidimensionnel sur l’algèbre de Hecke Hn−1
dans lequel les générateurs σi sont envoyés à q, le module résultant Mn est le module de Burau pour
l’algèbre de Hecke Hn.
(b) En vérifiant les relations (II.2.3)–(II.2.4) pour les opérateurs Fσi et Fτ donnés par les for-
mules (III.4.13) et (III.4.14), nous avons utilisé l’équation caractéristique pour σ, mais pas l’équation
caractéristique pour τ (nous laissons la vérification de ce fait au lecteur). Donc en fait les formules
(III.4.13) et (III.4.14) définissent un module sur l’algèbre de Hecke affine 6 Hˆn, en partant d’un module
sur l’algèbre de Hecke affine Hˆn−1. Notons que E = C[z] dans cette situation.
(b′) En prenant maintenant pour Mn−1 le module unidimensionnel de l’algèbre de Hecke cyclo-
tomique Hm,1,n−1 (respectivement, de l’algèbre de Hecke affine Hˆn−1), dans lequel les générateurs σi
sont envoyés à q et le générateur τ est envoyé à ve pour un certain e, 1 ≤ e ≤ m, (ve est quelconque
pour l’algèbre de Hecke affine), le Hm,1,n-module (respectivement, Hˆn-module) résultant sur l’espace
Mn = V ⊗ E est l’analogue naturel du module de Burau (avec E = C[z] dans le cas de l’algèbre de
Hecke affine). L’action des générateurs σi est donnée par les matrices de Burau usuelles (ce sont les
matrices (III.4.21) dans lesquelles σ est remplacé par q ; ces matrices agissent trivialement sur l’espace
E), tandis que la matrice de l’opérateur τ est donnée par
Fτ =


zˆ (q − q−1)zˆ(µe − 1) (q − q−1)q−1zˆ(µe − 1) (q − q−1)q−2zˆ(µe − 1) . . .
ve . . .
ve . . .
ve . . .
...
...
...
...
. . .


; (III.4.28)
ici µe est défini par µe(φ) := φ(ve), où φ est un polynôme en z.
(c) Naturalité.
pour un espace vectoriel M , soit ΥA(M) := V ⊗M et ΥB(M) := V ⊗E ⊗M . Ici V est un espace
vectoriel avec une base vj , j = 0, . . . , n− 1. L’espace E sera spécifié ci-dessous. Pour une application
α : M →M ′ soit ΥA(α) := IdV ⊗ α et ΥB(α) := IdV ⊗ IdE ⊗ α.
Les constructions (III.4.13)–(III.4.14) et (III.4.27) possèdent les propriétés suivantes de fonctoria-
lité. Elles proviennent de l’observation que les constructions (III.4.13)–(III.4.14) et (III.4.27) donnent
des réalisations des représentations induites (voir le Corollaire III.21 pour l’algèbre H(m, 1, n) ; l’as-
sertion sur les représentations peut être étendue aux deux autres cas listés ci-dessous) ; ces propriétés
fonctorielles peuvent également être vérifiées directement.
6. nous rappelons que l’algèbre de Hecke affine Hˆn est l’algèbre engendrée par les éléments σ1, . . . , σn−1 et τ avec les
relations définissantes (II.2.1)–(II.2.4) et (II.2.7).
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– ΥB est un foncteur de la catégorie des Hm,1,n−1-modules vers la catégorie des Hm,1,n-modules,
ΥB : Hm,1,n−1-mod → Hm,1,n-mod ;
ici E = C[z]/ < χ > où χ(z) est le polynôme caractéristique de τ .
– En particulier, pourm = 1, ΥA est un foncteur de la catégorie desHn−1-modules vers la catégorie
des Hn-modules,
ΥA : Hn−1-mod → Hn-mod .
– De plus, ΥB est un foncteur au niveau des algèbres de Hecke affines
ΥB : Hˆn−1-mod → Hˆn-mod .
Ici E = C[z].
La limite classique ne cause aucune difficulté : on prend simplement q égal à 1 dans les formules
(III.4.13)–(III.4.14) et (III.4.27) (notons que les paramètres ve participent aux formules (III.4.13)–
(III.4.14) seulement à travers l’action de τ sur Mn−1).
III.4.3.4 Extension à l’algèbre de Hecke affine Hˆn
Rappelons que l’algèbre de Hecke affine Hˆn de type A est l’algèbre engendrée par les éléments τ ,
σ1, . . . , σn−1 avec les relations définissantes (II.2.1)–(II.2.4) et (II.2.7).
Au vue des preuves des Propositions III.16, III.18 et III.19 (voir Remarque (b) ci-dessus), les
résultats présentés ici pour les algèbres de Hecke cyclotomiques s’étendent immédiatement à l’algèbre
Hˆn.
Soit Bˆn−1 une base de l’algèbre Hˆn−1.
Proposition III.22 (i) Les éléments suivants forment une base de Hˆn
σ−1j σ
−1
j−1 . . . σ
−1
1 τ
ασ1σ2 . . . σn−1w , (III.4.29)
où j ∈ {0, . . . , n− 1}, α ∈ Z≥0 et w ∈ Bˆn−1.
(ii) L’algèbre Hˆn est une déformation plate du groupe affine Gˆn de type A 7 ; en d’autres mots, une
base de Hˆn est labellisée par les éléments de Gˆn.
(iii) La sous-algèbre de Hˆn engendrée par les éléments τ, σ1, . . . , σn−2 est isomorphe à l’algèbre
Hˆn−1.
La généralisation de la forme normale globale pour les éléments de H(m, 1, n) au cas de l’algèbre
affine Hˆn est la suivante. Pour k = 1, . . . , n, soit Ek l’ensemble d’éléments suivants
Ek := {σ
−1
j σ
−1
j−1 . . . σ
−1
1 τ
ασ1σ2 . . . σk−1, j = 0, . . . , k − 1, α ∈ Z≥0} .
7. La présentation du groupe affine Gˆn est obtenu en prenant la limite q → ±1 dans les relations (II.2.1)–(II.2.4) et
(II.2.7).
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Corollaire III.23. Tout élément x ∈ Hˆn peut être écrit de manière unique comme une combinaison
linéaire d’éléments
x = unun−1 . . . u1 , (III.4.30)
où uk ∈ Ek pour k = 1, . . . , n.
III.4.3.5 Autres bases similaires de H(m, 1, n)
Il existe trois autres formes normales pour les éléments de H(m, 1, n) par rapport à W˜ similaire à
la forme normale de la Proposition III.16. Tout x ∈ H(m, 1, n) peut être écrit comme une combinaison
linéaire d’éléments de l’ensemble

σk+1σk+2 . . . σn−1w˜ , où k ∈ {0, . . . , n− 1} et w˜ ∈ W˜ ,
σjσj−1 . . . σ1τ
ασ1 . . . σn−1w˜ , où j ∈ {0, . . . , n− 1}, α ∈ {1, . . . ,m− 1} et w˜ ∈ W˜ ,
(III.4.31)
ou de l’ensemble
σjσj−1 . . . σ1τ
ασ−11 . . . σ
−1
n−1w˜ , où j ∈ {0, . . . , n− 1}, α ∈ {0, . . . ,m− 1} et w˜ ∈ W˜ , (III.4.32)
ou de l’ensemble

σ−1k+1σ
−1
k+2 . . . σ
−1
n−1w˜ , où k ∈ {0, . . . , n− 1} et w˜ ∈ W˜ ,
σ−1j σ
−1
j−1 . . . σ
−1
1 τ
ασ−11 . . . σ
−1
n−1w˜ , où j ∈ {0, . . . , n− 1}, α ∈ {1, . . . ,m− 1} et w˜ ∈ W˜ ,
(III.4.33)
où W˜ est, comme avant, la sous-algèbre engendrée par τ, σ1, . . . , σn−2.
Concernant la forme normale (III.4.31), la preuve va selon les mêmes lignes que la preuve de la
Proposition III.16.
Les formes (III.4.32) et (III.4.33) peuvent être réduites aux formes (III.4.10) et (III.4.31) en appli-
quant des automorphismes standards de l’algèbre de Hecke cyclotomique.
III.4.4 Forme symétrisante sur l’algèbre de Hecke cyclotomique H(m, 1, n)
Multiplication à droite sur les éléments de base. Soit k ∈ {1, . . . , n}. Pour j = 0, . . . , k − 1,
a ∈ N et u ∈ H(m, 1, k − 1), définissons l’élément suivant de H(m, 1, n)
T
(k)
j,a,u := σ
−1
j σ
−1
j−1 . . . σ
−1
1 τ
aσ1 . . . σk−2σk−1u .
Pour une base arbitraire Bk−1 de H(m, 1, k − 1), les résultats de la Sous-Section précédente donnent
que les éléments
T
(k)
j,a,u pour j = 0, . . . , k − 1, a = 0, . . . ,m− 1 et u ∈ Bk−1, (III.4.34)
forment une base de H(m, 1, k). En particulier, l’ensemble d’éléments (III.4.34) pour k = n forment
une base de l’algèbre H(m, 1, n). De plus, les formules (III.4.13) et (III.4.14) (avec Vj,φ,u remplacé par
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T
(n)
j,a,u) donne l’action, par la multiplication à gauche, de l’algèbre H(m, 1, n) sur les éléments de base
T
(n)
j,a,u.
Rappelons que βj := σ−1j−1 . . . σ
−1
1 , j = 1, . . . , n. Le Lemme suivant donne l’action, par la multipli-
cation à droite, de l’algèbre H(m, 1, n) sur les éléments T (n)j,a,u. Ecrivons, dans la base rappelée ci-dessus
de H(m, 1, n− 1),
u = T
(n−1)
k,b,w = σ
−1
k σ
−1
k−1 . . . σ
−1
1 τ
bσ1 . . . σn−3σn−2w ,
où k = 0, . . . , n− 2, b = 0, . . . ,m− 1 et w ∈ H(m, 1, n− 2).
Lemme III.24. Nous avons les formules
T
(n)
j,a,u · τ = T
(n)
j,a,uτ et T
(n)
j,a,u · σi = T
(n)
j,a,uσi
, pour i = 1, . . . , n− 2, (III.4.35)
et
T
(n)
j,a,u ·σn−1=(q − q
−1)
(
T
(n)
j,a+b,σk+1...σn−2w
+
a∑
i=1
(T
(n)
j,i,βk+1τa+b−iβ
−1
n−1w
− T
(n)
j,i+b,βk+1τa−iβ
−1
n−1w
)
)
+


T
(n)
k+1,b,βj+1τaβ
−1
n−1w
si j ≤ k,
T
(n)
k,b,βjτaβ
−1
n−1w
− (q − q−1)T
(n)
j,b,βk+1τaβ
−1
n−1w
si j > k.
(III.4.36)
Preuve. Les formules dans (III.4.35) sont immédiates. Pour la formule (III.4.36), notons que σn−1
commute avec w, et donc
uσn−1 = σ
−1
k σ
−1
k−1 . . . σ
−1
1 τ
bσ1 . . . σn−2σn−1w = T
(n)
k,b,w ,
ce qui donne
T
(n)
j,a,u · σn−1 = σ
−1
j σ
−1
j−1 . . . σ
−1
1 τ
aσ1 . . . σn−2σn−1T
(n)
k,b,w .
Ensuite, en utilisant la connaissance de la multiplication à gauche de T (n)k,b,w par les générateurs
de H(m, 1, n) (c’est-à-dire, les formules (III.4.13), (III.4.14) et (III.4.16)), un calcul direct mène à
(III.4.36). 
Forme symétrisante sur H(m, 1, n). Soit la forme linéaire L : H(m, 1, n)→ C[q, q−1, v1, . . . , vm]
définie sur les éléments de base de H(m, 1, n) de la façon suivante. La forme L est définie par la
condition initiale
L(τa) = δ0a, a = 0, . . . ,m− 1, (III.4.37)
où δ0a est le delta de Kronecker, et la récursion, pour k > 1,
L(T
(k)
j,a,u) = δ
k−1
j δ
0
aL(u) pour j = 0, . . . , k − 1, a = 0, . . . ,m− 1 et u ∈ H(m, 1, k − 1). (III.4.38)
Proposition III.25. La forme linéaire L est centrale, c’est-à-dire
L(xx′) = L(x′x) pour x, x′ ∈ H(m, 1, n). (III.4.39)
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Preuve. Nous prouvons la Proposition par récurrence sur n. La base de la récurrence est immédiate car,
pour n = 1, H(m, 1, 1) est commutative. Il suffit de prouver la formule (III.4.39) pour x′ sous la forme
normale donnée par le Corollaire III.20, et x = τ, σ1, . . . , σn−1. Soit x′ = T
(n)
j,a,u, avec j = 0, . . . , n− 1,
a = 0, . . . ,m− 1 et u ∈ H(m, 1, n− 1). Soit x l’un des générateurs τ, σ1, . . . , σn−2. Alors
xx′ = T
(n)
j,a,xu et x
′x = T
(n)
j,a,ux ,
et donc
L(xx′) = δn−1j δ
0
aL(xu) et L(x
′x) = δn−1j δ
0
aL(ux) .
Le résultat suit de l’hypothèse de récurrence.
Une analyse directe, en utilisant la formule (III.4.13), conduit à
L(σn−1x
′) = δn−2j δ
0
aL(u) .
Maintenant, posons u = T (n−1)k,b,w où k = 0, . . . , n − 2, b = 0, . . . ,m − 1 et w ∈ H(m, 1, n − 2), comme
dans le Lemme III.24. Soit v := (−1)mv1v2 . . . vm. En utilisant le Lemme III.24, formule (III.4.36), et
la formule de récursion (III.4.38), nous écrivons
L(x′σn−1) = (q − q
−1)
(
δn−1j δ
n−2
k (δ
0
a+b + vδ
m
a+b)
+
a∑
i=1
(
δn−1j δ
0
i δ
n−2
k (δ
0
a+b−i + vδ
m
a+b−i)− δ
n−1
j δ
n−2
k δ
0
a−i(δ
0
i+b + vδ
m
i+b)
))
L(w)
+


δn−2k δ
0
b δ
n−2
j δ
0
aL(w) si j ≤ k,
δn−1k δ
0
b δ
n−1
j δ
0
aL(w)− (q − q
−1)δn−1j δ
0
b δ
n−2
k δ
0
aL(w) si j > k,
Une analyse directe sur cette formule mène à
L(x′σn−1) = δ
n−2
k δ
0
b δ
n−2
j δ
0
aL(w),
qui est égal à δn−2j δ
0
aL(u). Ceci conclut la preuve de la Proposition. 
Remarques. (a) Soit Bn la base deH(m, 1, n) donnée par le Corollaire III.20. Notons que l’élément
neutre 1 pour la multiplication de H(m, 1, n) appartient à Bn. Sur les éléments de base Bn, la forme
linéaire L est simplement
L(1) = 1 et L(x) = 0, pour tout élément x ∈ Bn tel que x Ó= 1.
(b) Les résultats de cette Sous-Section se généralisent directement à l’algèbre de Hecke affine de
type A. Soit Bˆn la base de l’algèbre affine Hˆn de type A donnée par le Corollaire III.23. Notons que
l’élément neutre 1 pour la multiplication de Hˆn appartient à Bˆn. Définissons sur les éléments de la
base Bˆn, la forme linéaire Lˆ par
Lˆ(1) = 1 et Lˆ(x) = 0, pour tout élément x ∈ Bˆn tel que x Ó= 1.
Notons que Lˆ peut également être donnée par les formules analogues à (III.4.37) et (III.4.38). La
forme linéaire Lˆ : Hˆn → C[q, q−1] est centrale (la démonstration est la même que pour la Proposition
III.25).
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IV.1 Introduction
Soient (G,S) un système de Coxeter et G+ le sous-groupe alterné de G. Une présentation de G+
par générateurs et relations est donnée, comme un exercice, dans [7]. Un sommet (arbitraire) du graphe
de Coxeter est distingué dans cette présentation.
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Pour le groupe de Coxeter de type A (c’est-à-dire, le groupe symétrique) la présentation standard
(de Artin) de la chaîne des groupes symétriques est locale et stationnaire. La théorie des représentations
de la chaîne des groupes symétriques a été revisitée dans [86]. Il est souligné dans [86] que la méthode
développée là-bas pour la théorie des représentations des groupes symétriques pourrait être applicable
pour une large classe de chaînes de groupes ou d’algèbres, à savoir les chaînes de groupes ou d’algèbres
munies de présentations locales et stationnaires (éventuellement retardées) ; voir le Chapitre I pour les
définitions de localité, de stationnarité et de stationnarité retardée. Pour le type A, la présentation à
la Bourbaki de la chaîne des sous-groupes alternés n’est pas locale. Néanmoins, une autre présentation
a été donnée dans [101], et il est demandé là-bas comment généraliser cette présentation aux sous-
groupes alternés de tous les groupes de Coxeter.
Un groupe de Coxeter discret G est un sous-groupe d’un groupe orthogonal O ; l’extension spi-
norielle de O se réduit à une extension centrale G˜ de G. Une présentation de G˜ peut être trouvée
dans [76]. Le sous-groupe alterné G+ d’un groupe de Coxeter discret G hérite aussi d’une extension
centrale (spinorielle) G˜+. En général, il existe des extensions centrales des sous-groupes alternés diffé-
rentes des extensions spinorielles (voir [70] pour les multiplicateurs de Schur des sous-groupes alternés
des groupes de Coxeter finis et pour une présentation à la Bourbaki).
Dans ce Chapitre, nous suggérons une autre présentation (que celle à la Bourbaki) pour les groupes
G+ et G˜+ pour un système de Coxeter arbitraire (G,S). Dans la présentation à la Bourbaki, les
générateurs sont indexés par les sommets du graphe de Coxeter (hormis le sommet distingué). Dans
notre présentation, les générateurs sont indexés par les arêtes orientées du graphe de Coxeter. Pour le
type A, les présentations obtenues pour la chaîne des groupes A+n et A˜
+
n sont locales et stationnaires.
Pour les types B et D, nos présentations pour les chaînes des groupes B+n , B˜
+
n , D
+
n et D˜
+
n sont locales
et stationnaires retardées.
Le groupe A+n admet une présentation, appelée présentation de Carmichael dans [21]. Nous in-
terprétons cette présentation géométriquement : ici, une arête orientée du graphe de Coxeter est
distinguée. Avec cette interprétation, il existe des analogues des générateurs de Carmichael pour les
autres systèmes de Coxeter. En général, ces éléments engendrent un sous-groupe de G+. Néanmoins,
pour le type B (avec un choix approprié de l’arête orientée distinguée) et le type D, tout le groupe
G+ est obtenu. Nous donnons des relations définissantes pour ces ensembles de générateurs pour les
groupes B+n et D
+
n .
L’algèbre de Hecke H(G) associée au groupe de Coxeter G est une déformation plate de l’algèbre
de groupe CG. Dans [90], un analogue de l’algèbre de Hecke est défini, dans le cas à un paramètre, pour
les sous-groupes alternés des groupes de Coxeter. Ici, nous étendons cette définition au cas général
(algèbres de Hecke multiparamétriques [65]) et appelons l’algèbre résultante “la sous-algèbre alternée
de l’algèbre de Hecke”. Cette algèbre, que nous notons H+(G), est une sous-algèbre d’indice 2 (voir
Section IV.4 pour les définitions précises) de l’algèbre de Hecke H(G), et est une déformation plate
de l’algèbre de groupe CG+. L’algèbre H+(G) est un exemple distingué parmi les déformations de
l’algèbre de groupe CG+ étudiées dans [27]. Pour les types A et B, l’algèbre H+(G) a été étudiée dans
[73, 74].
Par ailleurs, associé à un système de Coxeter (G,S), il existe un groupe de tresses B(G). De manière
similaire au sous-groupe alterné G+ de G, on peut définir un “sous-groupe alterné" B+(G) du groupe
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de tresses B(G).
Nous généralisons l’idée dans [7] pour donner une présentation à la Bourbaki pour la sous-algèbre
alternée H+(G) de l’algèbre de Hecke et pour le sous-groupe alterné B+(G) du groupe de tresses B(G).
Ensuite, nous prouvons une présentation de H+(G) et une présentation de B+(G) avec les générateurs
reliés aux arêtes du graphe de Coxeter.
Comme dans le cadre des sous-groupes alternés, pour le type A, les présentations avec les géné-
rateurs reliés aux arêtes du graphe de Coxeter de la chaîne des algèbres H+(An) et de la chaîne des
groupes B+(An) sont locales et stationnaires ; pour les types B et D, ces présentations de la chaîne
des algèbres H+(Bn) (respectivement, H+(Dn)) et de la chaîne des groupes B+(Bn) (respectivement,
B+(Dn)) sont locales et stationnaires retardées.
Dans le cas du groupe de Coxeter G et du groupe de tresses B(G), le procédé de récriture de
Reidemeister–Schreier [91, 92], voir aussi e.g. [66], permet d’obtenir des présentations des sous-groupes
alternés G+ et B+(G). Les présentations obtenues avec ce procédé coïncident avec les présentations à
la Bourbaki, tandis que les présentations avec les générateurs reliés aux arêtes du graphe de Coxeter
n’apparaissent pas comme résultant de la procédure de Reidemeister–Schreier.
IV.1.1 Organisation du chapitre
Dans la Section IV.2, nous obtenons la présentation, avec les générateurs reliés aux arêtes orientées
du graphe de Coxeter, du sous-groupe alterné G+ pour un système de Coxeter (G,S). Nous traitons
tout d’abord les systèmes de Coxeter irréductibles. Ensuite nous généralisons la présentation aux
systèmes de Coxeter arbitraires, en introduisant une extension connexe du graphe de Coxeter.
La Section IV.3 est consacrée à la présentation, avec les générateurs reliés aux arêtes orientées du
graphe de Coxeter, de G˜+ pour un système de Coxeter arbitraire (G,S). Il est possible de donner les
présentations - avec les générateurs reliés aux arêtes du graphe de Coxeter - pour toutes les extensions
centrales des sous-groupes alternés des groupes de Coxeter finis. Nous l’illustrons sur deux exemples :
A+5 et A
+
6 .
Dans la Section IV.4, nous donnons la définition de la sous-algèbre alternée H+(G) de l’algèbre
de Hecke, comme la sous-algèbre des éléments de degré pair pour une certaine graduation de H(G).
La présentation à la Bourbaki de H+(G) et la présentation de H+(G) avec les générateurs reliés aux
arêtes du graphe de Coxeter sont prouvées. Dans l’Appendice à la Section IV.4, nous obtenons une
relation de récurrence et la fonction génératrice pour les coefficients apparaissant dans les relations
définissantes des sous-algèbres alternées des algèbres de Hecke. Pour le cas à un paramètre, nous
rappelons une formule simple pour ces coefficients en termes de coefficients binomiaux.
Dans la Section IV.5, nous donnons les analogues, pour les sous-groupes alternés B+(G) des groupes
de tresses, des deux présentations de la sous-algèbre alternée de l’algèbre de Hecke.
Dans la Section IV.6, nous présentons les résultats de l’algorithme de Coxeter–Todd pour trois
présentations - la présentation à la Bourbaki, notre présentation qui fait référence aux arêtes et la
présentation à la Carmichael - des sous-groupes alternés de type A, B et D.
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Notations. Dans le texte, quand un produit πσ de deux permutations apparait, nous supposons
que σ est appliquée en premier et ensuite π ; par exemple, (1, 2)(2, 3) = (1, 2, 3).
Certaines relations définissantes dans ce Chapitre impliquent un paramètre m ∈ N ∪∞. Il sera sous-
entendu que si m =∞, la relation est absente.
Pour tout entier non-négatif k, {a, b}k est défini comme le produit abab . . . avec k facteurs (par
convention {a, b}0 := 1) ; par exemple {a, b}1 := a, {a, b}2 := ab et {a, b}3 := aba. Nous définissons
aussi, pour tout entier non-négatif k, {a, b}−k := {b, a}k.
Pour un entier p, nous écrivons ⌊p⌋ pour la partie entière de p.
IV.2 Sous-groupes alternés des groupes de Coxeter
IV.2.1 Définition
Soit (G,S) un système de Coxeter : S est l’ensemble des générateurs, S = {s0, . . . , sn−1} ; les
relations définissantes de G sont encodées par une matrice
m = (mij)i,j=0,1,...,n−1 avec mii = 1 et 2 ≤ mij ∈ N ∪∞
de la manière suivante :
G := 〈 s0, . . . , sn−1 | (sisj)
mij = 1 for i, j = 0, 1, . . . , n− 1, i 6 j 〉 . (IV.2.1)
Cette présentation de G peut être exprimée avec l’aide du graphe de Coxeter : ses sommets sont en
bijection avec les générateurs s0, . . . , sn−1 et sont indexés par 0, 1, . . . , n− 1 ; le sommet i est connecté
au sommet j si et seulement si mij ≥ 3 ; l’arête entre i et j est labellisée par le nombre mij si mij ≥ 3
(par la suite, nous tracerons une ligne simple pour une arête labellisée par 3 et une ligne double pour
une arête labellisée par 4). Nous notons G le graphe de Coxeter correspondant au système de Coxeter
(G,S). Par la suite, l’arête entre deux sommets i et j sera notée (ij).
La signature est l’unique homomorphisme ǫ : G→ {−1, 1} tel que ǫ(si) = −1 pour i = 0, . . . , n−1.
Son noyauG+ := ker(ǫ) est appelé le sous-groupe alterné deG. Rappelons la présentation à la Bourbaki
[7] de G+, voir [9] pour une preuve. Le sous-groupe alterné G+ est isomorphe au groupe engendré par
R1, . . . , Rn−1 avec les relations définissantes :{
Rm0ii = 1 pour i = 1, . . . , n− 1,
(R−1i Rj)
mij = 1 pour i, j = 1, . . . , n− 1 tels que i < j.
(IV.2.2)
L’isomorphisme avec G+ est donné par Ri Ô→ s0si pour i = 1, . . . , n−1. La présentation à la Bourbaki
du sous-groupe alterné G+ dépend du choix du générateur portant l’indice 0.
IV.2.2 Présentation dans le cas irréductible
Dans cette Sous-Section, nous supposons que le système de Coxeter (G,S) est irréductible (c’est-
à-dire, le graphe de Coxeter G est connexe). Nous donnons une présentation de G+ en termes de
générateurs correspondant aux arêtes orientées du graphe de Coxeter ; aucun sommet du graphe n’est
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distingué. Dans la prochaine Sous-Section, cette présentation sera généralisée aux systèmes de Coxeter
arbitraires.
La présentation utilise une orientation - choisie arbitrairement - des arêtes du graphe de Coxeter.
Concrètement, si il existe une arête entre i et j avec i < j, nous décidons de l’orienter de i vers j. Nous
associons un générateur rij à chaque arête orientée, c’est-à-dire, à chaque paire (i, j), i, j = 0, . . . , n−1,
telle que i < j et mij Ó= 2. Pour un générateur rij , nous notons rji l’inverse, rji := r−1ij .
Définition IV.1 Deux arêtes (ij) et (lm) de G sont dites non-connectées si {i, j}∩{l,m} = ∅ et s’il
n’existe pas d’arête connectant un sommet parmi {i, j} avec un sommet parmi {l,m}.
Proposition IV.2 Soit (G,S) un système de Coxeter irréductible avec la matrice de Coxeter m.
Le sous-groupe alterné G+ de G est isomorphe au groupe avec les générateurs rij et les relations
définissantes

(rij)
mij = 1 pour tout générateur rij,
rii1ri1i2 . . . riai = 1 pour tout cycle avec les arêtes (ii1), (i1i2) . . . , (iai),
(rijrjk)
2 = 1 pour rij , rjk tels que i < k et mik = 2,
(rijrjkrkl)
2 = 1 pour rij , rjk, rkl tels que i < l et mil = 2,
rijrlm = rlmrij si (ij) et (lm) sont non-connectées.
(IV.2.3)
(IV.2.4)
(IV.2.5)
(IV.2.6)
(IV.2.7)
Soient c1, . . . , cl un ensemble de générateurs du groupe fondamental de G. Dans l’ensemble des relations
définissantes, il suffit d’imposer la relation (IV.2.4) pour les cycles ca, a = 1, . . . , l. Si G est un groupe
de Coxeter fini, son graphe de Coxeter ne contient pas de cycles, et donc la relation (IV.2.4) n’est pas
nécessaire.
Preuve de la Proposition. Soit W+ le groupe engendré par les éléments rij avec les relations définis-
santes (IV.2.3)–(IV.2.7). Définissons l’application φ de l’ensemble des générateurs de W+ vers G+
par
φ : rij Ô→
{
R−1i Rj si i Ó= 0,
Rj si i = 0.
(IV.2.8)
On peut vérifier directement que les relations (IV.2.3)–(IV.2.6) sont satisfaites par les images des
générateurs rij dans G+. Pour la dernière relation, les arêtes (ij) et (lm) sont non-connectées, donc
mil = mim = mjl = mjm = 2. Nous avons deux possibilités : soit i Ó= 0 et l Ó= 0, soit un des nombres,
i ou l, est 0.
– Si i Ó= 0 et l Ó= 0, alors
R−1i RjR
−1
l Rm = R
−1
i RlR
−1
j Rm = R
−1
l RiR
−1
j Rm = R
−1
l RiR
−1
m Rj = R
−1
l RmR
−1
i Rl, (IV.2.9)
où nous avons utilisé plusieurs fois la deuxième ligne de (IV.2.2). Ainsi, nous obtenons que
φ(rij)φ(rlm) = φ(rlm)φ(rij).
– Si, disons, l = 0, alors i Ó= 0 et nous avons R2i = R
2
j = 1 car m0i = m0j = 2. Nous calculons
R−1i RjRm = R
−1
i R
−1
m Rj = RmR
−1
i Rj ; (IV.2.10)
nous avons utilisé (R−1j Rm)
2 = 1 et R2j = 1 dans la première égalité ; dans la seconde égalité,
nous avons utilisé (R−1i Rm)
2 = 1 et R2i = 1. Ainsi, φ(rij)φ(rlm) = φ(rlm)φ(rij) ici aussi.
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Nous concluons que φ s’étend en un homomorphisme du groupe W+ vers G+, que nous appelons
encore φ.
Définissons maintenant l’application ψ de l’ensemble des générateurs de G+ vers W+ par
ψ : Ri Ô→ R`i := r0i1ri1i2 . . . riki pour i = 1, . . . , n− 1, (IV.2.11)
où (0, i1, i2, . . . , ik, i) est un chemin arbitraire du sommet 0 au sommet i dans le graphe de Coxeter (un
tel chemin existe car le graphe de Coxeter est connexe). En raison de la relation (IV.2.4), l’élément
R`i ne dépend pas du chemin choisi, et donc l’application ψ est bien définie. Nous prendrons pour
(0, i1, i2, . . . , ik, i) un chemin le plus court possible (c’est-à-dire, avec un nombre minimal d’arêtes)
entre 0 et i.
Si j Ó= i, alors
R`−1i R`j = riik . . . ri10r0j1 . . . rjlj , ou, encore par (IV.2.4), R`
−1
i R`j = riia . . . ribj ,
où (i, ia, . . . , ib, j) est un chemin le plus court possible entre i et j.
Nous allons vérifier que R`m0ii = 1 pour i = 1, . . . , n− 1, et (R`
−1
i R`j)
mij = 1 pour i, j = 1, . . . , n− 1
avec i < j. Il suffit de prouver que, pour tout i, j = 0, . . . , n− 1 avec i < j, (ria1ra1a2 . . . rakj)
mij = 1
pour un chemin le plus court possible (i, a1, a2, . . . , ak, j) entre i et j.
Si (k1, k2, . . . , kl) est un chemin le plus court possible, alors il n’y a pas d’arête dans le graphe de
Coxeter entre kµ et kν avec |µ−ν| > 1. Simij Ó= 2, le chemin le plus court possible est formé par l’arête
(ij) et nous avons (rij)mij = 1. Si mij = 2 et k = 1 (respectivement, k = 2), alors (ria1 . . . rakj)
2 = 1
d’après (IV.2.5) (respectivement, (IV.2.6)). Si mij = 2 et k ≥ 3, nous avons :
(ria1ra1a2 . . . rakj)
2 = ria1ra1a2ra2a3 . . . rakjria1 . . . rakj = r
−1
a2a3r
−1
a1a2r
−1
ia1
. . . rakjria1 . . . rakj
= ra1a2ra2a3 . . . rakjra1a2 . . . rakj = (ra1a2 . . . rakj)
2.
Dans la seconde égalité, nous avons utilisé que (ria1ra1a2ra2a3)
2 = 1 car mia3 = 2 ; dans la troisième
égalité, nous avons utilisé que ria1 commute avec ra3a4 . . . rakj et que, commema1a3 = 2, (ra1a2ra2a3)
2 =
1. Ces propriétés sont des conséquences de la minimalité du chemin (i, a1, a2, . . . , ak, j). L’affirmation
vient par récurrence sur la longueur du chemin.
Nous concluons que l’application ψ s’étend en un homomorphisme de groupes de G+ vers W+,
que nous appellerons encore ψ. Il est immédiat de voir que les morphismes φ et ψ sont mutuellement
inverses, et sont donc des isomorphismes. 
L’isomorphisme entre le groupe engendré par les éléments rij avec les relations définissantes
(IV.2.3)–(IV.2.7), et le sous-groupe alterné G+ du groupe de Coxeter G est donné par :
rij Ô→ sisj pour tout générateur rij . (IV.2.12)
Remarque. Soit (i, a1, a2, . . . , ak, j) un chemin dans le graphe de Coxeter. Comme la preuve le montre,
les relations (IV.2.3)–(IV.2.7) impliquent (ria1ra1a2 . . . rakj)
mij = 1. Ainsi, les relations définissantes
(IV.2.3)–(IV.2.7) sont équivalentes aux relations suivantes :{
(ria1ra1a2 . . . rakj)
mij = 1 pour tout chemin (i, a1, a2, . . . , ak, j) dans le graphe de Coxeter,
rijrlm = rlmrij si (ij) et (lm) sont non-connectées.
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IV.2.3 Présentation dans le cas général
Maintenant, supposons que le graphe de Coxeter G n’est pas connexe. Nous ajoutons certaines
arêtes labellisées par 2 pour rendre le graphe connexe. Plus précisément, soit G = G1 ⊔ G2 ⊔ · · · ⊔ Gm
une décomposition de G en union disjointe de ses composantes connexes. Pour a = 1, . . . ,m, choisissons
un sommet ia de Ga ; alors, pour tout l = 1, . . . ,m−1, nous ajoutons une arête entre il et il+1, et nous
la labellisons par 2. Les arêtes labellisées par 2 seront représentées par des lignes en pointillés. Nous
appelons le graphe obtenu une extension connexe de G.
Une extension connexe n’est pas unique. Fixons une extension connexe Gc de G, et associons un
générateur rij , i < j, à chaque arête orientée de Gc. Nous étendons la Définition IV.1 au graphe Gc.
Définition IV.3 Deux arêtes (ij) et (lm) de Gc sont dites non-connectées si {i, j} ∩ {l,m} = ∅ et
s’il n’existe pas d’arête (dans Gc) connectant un sommet parmi {i, j} avec un sommet parmi {l,m}.
Avec ce choix d’un ensemble de générateurs, la formulation de la Proposition IV.2 reste la même
pour un système de Coxeter arbitraire.
Proposition IV.4 Soit (G,S) un système de Coxeter avec la matrice de Coxeter m. Le sous-groupe
alterné G+ de G est isomorphe au groupe engendré par les éléments rij avec les relations définissantes
(IV.2.3)–(IV.2.7).
Preuve. La preuve est exactement comme la preuve de la Proposition IV.2. Les isomorphismes sont
toujours donnés par
φ : rij Ô→
{
R−1i Rj si i Ó= 0,
Rj si i = 0,
(IV.2.13)
et
ψ : Ri Ô→ r0i1ri1i2 . . . riki pour i = 1, . . . , n− 1, (IV.2.14)
où (0, i1, i2, . . . , ik, i) est un chemin arbitraire du sommet 0 vers le sommet i dans Gc. 
Ici aussi, voir (IV.2.12), l’isomorphisme entre le groupe engendré par les éléments rij avec les
relations définissantes (IV.2.3)–(IV.2.7), et le sous-groupe alterné G+ du groupe de Coxeter G est
donné par :
rij Ô→ sisj pour tout générateur rij . (IV.2.15)
Remarque. Notons G+(G) le groupe alterné correspondant au graphe G. En utilisant l’isomorphisme
(IV.2.15), il est immédiat que les générateurs rij et rkl commutent si les arêtes (ij) et (kl) appartiennent
à des composantes connexes différentes de G.
Soit, comme ci-dessus, G = G1⊔G2⊔· · ·⊔Gm ; les groupes G+(Ga), a = 1, . . . ,m, sont naturellement
des sous-groupes de G+(G). Les arêtes labellisées par 2 forment un chemin dans Gc, et on peut vérifier
(avec l’isomorphisme (IV.2.15)) que les générateurs rst correspondant à ces arêtes de Gc engendrent
un sous-groupe Y isomorphe à Cm−12 , où C2 est le groupe cyclique à deux éléments. De même, on peut
vérifier que chaque G+(Ga), a = 1, . . . ,m, est stable par conjugaison par les éléments de Y. Ainsi,
chaque G+(Ga), a = 1, . . . ,m, est normal dans G+(G) ; et G+(G) est isomorphe au produit semi-direct(
G+(G1)×G
+(G2)× · · · ×G
+(Gm)
)
⋊ Y.
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Exemple. Considérons le groupe de Coxeter engendré par s1, s2, s3, s4, s5 avec la matrice de Coxeter
m =


1 4 2 2 2
4 1 2 2 2
2 2 1 3 3
2 2 3 1 3
2 2 3 3 1

. Le graphe de Coxeter a deux composantes connexes, que nous connectons
en ajoutant une arête labellisée par 2 entre les sommets 2 et 3. La figure ci-dessous montre les arêtes
orientées et les générateurs correspondant aux arêtes. Avec la Définition IV.3, il n’y a qu’une seule
paire d’arêtes non-connectées : (12) et (45).
r
r
r
r
r P P P P P Pq -







ﬃ J
J
J
J
J^
-
21
3 5
4
r12
r23
r34 r45
r35
Fig. IV.8. Exemple d’une extension connexe du graphe de Coxeter
Les relations définissantes pour les générateurs r12, r23, r34, r35 et r45 sont :

(r12)
4 = 1, (r34)
3 = 1, (r35)
3 = 1, (r45)
3 = 1, (r23)
2 = 1,
r34r45r53 = 1,
(r12r23)
2 = 1, (r23r34)
2 = 1, (r23r35)
2 = 1,
(r12r23r34)
2 = 1, (r12r23r35)
2 = 1, (r23r34r45)
2 = 1, (r23r35r54)
2 = 1,
r12r45 = r45r12.
IV.2.4 Chaînes des sous-groupes alternés de type A
Nous écrivons explicitement la présentation de la Proposition IV.2 pour les sous-groupes alternés
de type A. Le groupe de Coxeter An est isomorphe au groupe de permutations d’un ensemble à
n+1 éléments (le groupe symétrique), et le sous-groupe alterné A+n est isomorphe au sous-groupe des
permutations paires. Nous utilisons la notation pour les générateurs expliquée par la figure suivante
(rappelons que le sommet i correspond au générateur si du groupe de Coxeter, et qu’un générateur du
groupe alterné est associé à chaque arête orientée une fois qu’une orientation est choisie ; nous avons
posé ri := ri−1,i pour i = 1, . . . , n− 1) :
ss sﬀ ﬀ ﬀ r1
n− 2
rn−2rn−1
0n− 1
Fig. IV.9. Graphe de Coxeter de type A
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D’après la Proposition IV.2, le groupe A+n est engendré par ri, i = 1, . . . , n− 1, avec les relations
définissantes :

ri
3 = 1 pour i = 1, . . . , n− 1,
(riri+1)
2 = 1 pour i = 1, . . . , n− 2,
(riri+1ri+2)
2 = 1 pour i = 1, . . . , n− 3,
rirj = rjri pour i, j = 1, . . . , n− 1 tels que |i− j| > 2.
(IV.2.16)
L’isomorphisme avec le groupe des permutations paires d’un ensemble à n+ 1 éléments est établi par
ri Ô→ (i, i+1, i+2), où (i, i+1, i+2) est la permutation cyclique de i, i+1 et i+2. Dans la Section IV.6,
nous donnons une preuve différente, basée sur l’algorithme de Coxeter–Todd, de cette présentation de
A+n . Nous vérifions également que cette présentation donne une présentation de la chaîne des groupes
A+n au sens du Chapitre I, Section I.1.
La présentation (IV.2.16) est une présentation locale de profondeur 2 et stationnaire de la chaîne des
groupes A+n . Dans [101], une présentation du groupe A
+
n est prouvée. Les générateurs sont ρ1, . . . , ρn−1
et les relations définissantes sont les mêmes que les relations définissantes (IV.2.16) pour les ri, excepté
que la troisième relation de (IV.2.16) est remplacée par ρiρ2i+1ρi+2 = ρi+2ρi pour i = 1, . . . , n − 3.
L’équivalence des deux présentations est donnée par ρi Ô→ ri pour i = 1, . . . , n−1. En effet, nous avons
(ρiρi+1ρi+2)
2 = ρiρi+1 · ρi+2ρi · ρi+1ρi+2 = ρiρi+1 · ρiρ
2
i+1ρi+2 · ρi+1ρi+2 = (ρiρi+1)
2(ρi+1ρi+2)
2 = 1.
Inversement,
ri+2ri = r
−1
i+1r
−1
i · r
−1
i+2r
−1
i+1 = riri+1 · ri+1ri+2 = rir
2
i+1ri+2.
L’algorithme de Coxeter–Todd présenté dans la Section IV.6 fournit une forme normale, différente de
la forme normale de [101], pour les éléments du groupe A+n .
Remarque. Les deux premières relations de (IV.2.16) impliquent que :{
rir
2
i+1ri = riri+1 · ri+1ri = r
2
i+1r
2
i · r
2
i r
2
i+1 = r
2
i+1rir
2
i+1,
r2i ri+1r
2
i = r
2
i r
2
i+1 · r
2
i+1r
2
i = ri+1ri · riri+1 = ri+1r
2
i ri+1,
i = 1, . . . , n− 2 .
Ainsi, les générateurs r′i := r
−1
i pour i impair, et r
′
i := ri pour i pair vérifient la relation d’Artin
r′ir
′
i+1r
′
i = r
′
i+1r
′
ir
′
i+1 pour i = 1, . . . , n− 2.
IV.3 Extensions centrales des sous-groupes alternés des groupes de
Coxeter
1. Soit (G,S) un système de Coxeter arbitraire avec S = {s0, . . . , sn−1} et la matrice de Coxeter m
(voir Section IV.2). Soit G˜ le groupe avec des générateurs s˜0, . . . , s˜n−1, α et les relations définissantes

(s˜is˜j)
mij = 1 si mij est impair,
(s˜is˜j)
mij = α si mij est pair,
α est central et α2 = 1.
(IV.3.1)
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Soit également G˜′ le groupe avec des générateurs s˜′0, . . . , s˜
′
n−1, α
′ et les relations définissantes{
(s˜′is˜
′
j)
mij = α′,
α′ est central et α′2 = 1.
(IV.3.2)
Lorsque G est un groupe de réflexions discret, G˜ et G˜′ sont ses extensions centrales spinorielles, et
elles sont non-triviales si il existe certains i, j, i Ó= j, tels que mij est pair, [76]. En général, les groupes
G˜ et G˜′ ne sont pas isomorphes. Notons que les groupes de Coxeter discrets admettent des extensions
centrales non-triviales non-isomorphes à (IV.3.1) ou (IV.3.2) ; voir [38, 105] pour les multiplicateurs
de Schur des groupes de Coxeter discrets.
Notons π : G˜ → G et π′ : G˜′ → G les projections naturelles. Soient G˜+ := π−1(G+) et G˜′+ :=
π′−1(G+).
Notre but ici est de donner des présentations de G˜+ et G˜′+ dans l’esprit de la Section précédente.
Nous verrons, comme une conséquence, que les groupes G˜+ et G˜′+ sont isomorphes.
Nous donnons tout d’abord une présentation à la Bourbaki de G˜+.
Proposition IV.5 Soit (G,S) un système de Coxeter avec la matrice de Coxeter m. Le groupe G˜+
est isomorphe au groupe engendré par R˜1, . . . , R˜n−1 et z avec les relations définissantes

(R˜i)
m0i = zm0i−1 pour i = 1, . . . , n− 1,
(R˜−1i R˜j)
mij = zmij−1 pour i, j = 1, . . . , n− 1 tels que i < j,
z est central et z2 = 1.
(IV.3.3)
(IV.3.4)
(IV.3.5)
Preuve. C’est une adaptation de la preuve, suggérée dans [7], de la présentation (IV.2.2) pour le groupe
G+ ; nous donnons une ébauche. Soit W˜+ le groupe engendré par les éléments R˜1, . . . , R˜n−1 et z avec
les relations définissantes (IV.3.3)–(IV.3.5). Définissons l’application φ de l’ensemble des générateurs
{R˜1, . . . , R˜n−1, z} vers G˜+ par :
φ(R˜i) = s˜0s˜i , i = 1, . . . , n− 1, et φ(z) = α. (IV.3.6)
Cette application s’étend en un homomorphisme surjectif de W˜+ vers G˜+, que nous notons par le
même symbole φ. Nous allons montrer que φ est un isomorphisme.
On vérifie que l’application ω donnée par ω(R˜i) = R˜−1i , i = 1, . . . , n − 1, et ω(z) = z s’étend en
une involution de W˜+, définissant ainsi le produit semi-direct W˜+ ⋊C2, où C2 est le groupe cyclique
d’ordre 2. Soit s le générateur de C2. On peut vérifier que les application suivantes
s˜0 Ô→ s, s˜i Ô→ sR˜i, i = 1, . . . , n− 1, α Ô→ z,
s Ô→ s˜0, R˜i Ô→ s˜0s˜i, i = 1, . . . , n− 1, z Ô→ α,
définissent des homomorphismes ψ1 : G˜→ W˜+⋊C2 et ψ2 : W˜+⋊C2 → G˜ tels que ψ1ψ2 = IdW˜+⋊C2
et ψ2ψ1 = IdG˜. La restriction de ψ1 à G˜
+ induit l’homomorphisme inverse à φ. 
Rappelons que les générateurs rij de G+ sont associés aux arêtes orientées du graphe Gc (voir
Section IV.2). Associons un générateur r˜ij de G˜+ à chaque générateur rij de G+. Notons r˜ji l’inverse
de r˜ij , r˜ji := r˜−1ij .
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Proposition IV.6 Soit (G,S) un système de Coxeter avec la matrice de Coxeter m. Le groupe G˜+
est isomorphe au groupe engendré par les éléments r˜ij et z avec les relations définissantes

(r˜ij)
mij = zmij−1 pour tout générateur r˜ij,
r˜ii1 r˜i1i2 . . . r˜iai = 1 pour tout cycle avec les arêtes (ii1), (i1i2) . . . , (iai),
(r˜ij r˜jk)
2 = z pour r˜ij , r˜jk tels que i < k et mik = 2,
(r˜ij r˜jkr˜kl)
2 = z pour r˜ij , r˜jk, r˜kl tels que i < l et mil = 2,
r˜ij r˜lm = r˜lmr˜ij si (ij) et (lm) sont non-connectées,
z est central et z2 = 1.
Nous sautons la preuve étant donné qu’elle suit exactement les mêmes lignes que la preuve de la
Proposition IV.2.
Nous donnons sans détail les présentations pour le groupe G˜′+. Les générateurs de la présentation
de G˜′+ analogue à celle donnée dans la Proposition IV.5 sont notés R˜′1, . . . , R˜
′
n−1 et z
′. Les relations
définissantes sont 

(R˜′i)
m0i = z′ pour i = 1, . . . , n− 1,
(R˜′−1i R˜
′
j)
mij = z′ pour i, j = 1, . . . , n− 1 tels que i < j,
z′ est central et z′2 = 1.
Pour G˜′+, les générateurs de la présentation analogue à celle donnée dans la Proposition IV.6 sont
notés r˜′ij et z
′ avec les mêmes conventions qu’avant. Les relations définissantes sont


(r˜′ij)
mij = z′ pour tout générateur r˜′ij ,
r˜′ii1 r˜
′
i1i2
. . . r˜′iai = z
′a+1 pour tout cycle avec les arêtes (ii1), (i1i2) . . . , (iai),
(r˜′ij r˜
′
jk)
2 = z′ pour r˜′ij , r˜
′
jk tels que i < k et mik = 2,
(r˜′ij r˜
′
jkr˜
′
kl)
2 = z′ pour r˜′ij , r˜
′
jk, r˜
′
kl tels que i < l et mil = 2,
r˜′ij r˜
′
lm = r˜
′
lmr˜
′
ij si (ij) et (lm) sont non-connectées,
z′ est central et z′2 = 1.
Proposition IV.7 Les extensions G˜+ et G˜′+ du groupe G+ sont isomorphes.
Preuve. L’homomorphisme G˜+ → G˜′+ défini sur les générateurs par r˜ij Ô→ z′r˜′ij et z Ô→ z
′ établit
l’isomorphisme requis. 
2. Fixons, pour le type A, la numérotation des sommets et l’orientation des arêtes comme indiqué
dans la Figure IV.9, et posons r˜i := r˜i−1,i, i = 1, . . . , n − 1. Le groupe A˜+n est l’extension spinorielle
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du sous-groupe alterné A+n . La présentation de A˜
+
n donnée par la Proposition IV.6 s’écrit

r˜3i = 1 pour i = 1, . . . , n− 1,
(r˜ir˜i+1)
2 = z pour i = 1, . . . , n− 2,
(r˜ir˜i+1r˜i+2)
2 = z pour i = 1, . . . , n− 3,
r˜ir˜j = r˜j r˜i pour i, j = 1, . . . , n− 1 tels que |i− j| > 2,
z est central et z2 = 1.
(IV.3.7)
Cette présentation équipe la chaîne des groupes A˜+n d’une présentation locale (de profondeur 2) et
stationnaire.
3. Les multiplicateurs de Schur pour les sous-groupes alternés de type A ont été calculés dans [94] ;
Dans [70], cela a été généralisé aux sous-groupes alternés des groupes de Coxeter finis, et une présen-
tation a été donnée, dans l’esprit de (IV.2.2), des extensions centrales correspondantes. Il est direct -
mais un peu long - de transformer cette présentation (pour toutes les extensions centrales de tous les
groupes de Coxeter finis) en une présentation qui utilise les générateurs reliés aux arêtes orientées du
graphe de Coxeter.
Comme exemple nous donnons, sans aucun détail, les présentations pour le type A. Le multipli-
cateur de Schur pour A+n est C2 si n > 3, n Ó= 5, 6, et C2 × C3 si n = 5, 6 ; ici Cm est le groupe
cyclique à m éléments. Nous décrivons les extensions centrales de A+5 et A
+
6 avec le noyau C2 × C3 ;
ces extensions sont des extensions centrales universelles car les groupes A+5 et A
+
6 sont parfaits (voir
Remarque ci-dessous). Comme ci-dessus, nous associons un générateur r˜i, i = 1, . . . , n − 1, à chaque
arête orientée du graphe de Coxeter, voir la Figure IV.9.
– L’extension centrale universelle de A+5 est engendrée par r˜1, r˜2, r˜3, r˜4, z et ζ avec les relations
définissantes : 

r˜3i = 1 pour i = 1, . . . , 4,
(r˜1r˜2)
2 = z, (r˜2r˜3)
2 = zζ, (r˜3r˜4)
2 = z,
(r˜1r˜2r˜3)
2 = z, (r˜2r˜3r˜4)
2 = z,
r˜1r˜4 = ζ
2r˜4r˜1,
z2 = 1 et z est central, ζ3 = 1 et ζ est central.
(IV.3.8)
– L’extension centrale universelle de A+6 est engendrée par r˜1, r˜2, r˜3, r˜4, r˜5, z et ζ avec les relations
définissantes : 

r˜3i = 1 pour i = 1, . . . , 5,
(r˜ir˜i+1)
2 = z pour i = 1, . . . , 4,
(r˜1r˜2r˜3)
2 = z, (r˜2r˜3r˜4)
2 = zζ, (r˜3r˜4r˜5)
2 = z,
r˜1r˜4 = ζr˜4r˜1, r˜2r˜5 = ζr˜5r˜2, r˜1r˜5 = ζ
2r˜5r˜1,
z2 = 1 et z est central, ζ3 = 1 et ζ est central.
(IV.3.9)
Remarque. Un groupe est dit parfait lorsqu’il coïncide avec son sous-groupe formé par les com-
mutateurs. Le sous-groupe alterné de type A, A+n avec n > 1, est parfait si et seulement si n ≥ 4.
En ce qui concerne les types B et D, le sous-groupe alterné de type B, B+n avec n > 1, n’est jamais
parfait quel que soit n, tandis que le sous-groupe alterné de type D, D+n avec n > 1, est parfait si et
seulement si n ≥ 5.
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IV.4 Sous-algèbres alternées des algèbres de Hecke
IV.4.1 Définition de la sous-algèbre alternée de l’algèbre de Hecke
Soit (G,S) un système de Coxeter avec la matrice de Coxeter m (voir Section IV.2). Rappelons
que les générateurs si et sj de G sont conjugués dans le groupe G si et seulement si il existe des entiers
i1, . . . , ir ∈ {0, . . . , n−1} tels quemii1 ,mi1i2 , . . . ,mirj soient impairs (voir e.g. [37]). Soit (q0, . . . , qn−1)
un ensemble d’indéterminées telles que qi = qj si mij est impair. Soit A l’anneau des polynômes de
Laurent en qi, i = 0, . . . , n − 1, sur C. L’algèbre de Hecke H(G) est l’algèbre sur A engendrée par
g0, . . . , gn−1 avec les relations définissantes :
g2i = (qi − q
−1
i )gi + 1 pour i = 0, . . . , n− 1, (IV.4.1)
{gi, gj}mij = {gj , gi}mij pour i, j = 0, . . . , n− 1 tels que i < j. (IV.4.2)
L’algèbre H(G) est une déformation plate de l’algèbre de groupe AG : il existe une base de H(G)
dont les éléments sont en bijection avec les éléments de G (voir chap. IV, sec. 1, exercice 23 dans [7],
[12], [26] et [37] pour différentes preuves).
L’application gi Ô→ −g−1i s’étend en un homomorphisme d’algèbres involutif φ : H(G) → H(G),
φ2 = id. Ainsi, H(G) = H+(G)⊕H−(G), où H+(G) et H−(G) sont les espaces propres de φ correspon-
dant aux valeurs propres +1 et −1 ; l’involution φ définit une Z2-graduation sur H(G). La sous-algèbre
H+(G) des éléments pairs est appelée la sous-algèbre alternée de l’algèbre de Hecke H(G).
Soit B = B+ ⊕ B− une algèbre associative Z2-graduée. Supposons que B− contienne un élément
inversible f . Alors, la multiplication (à gauche) par f donne un isomorphisme d’espaces vectoriels
entre B+ et B−. Nous disons dans ce cas que B+ est une sous-algèbre d’indice 2 de B. Définissons les
éléments suivants de H(G) :
fi :=
1
qi + q
−1
i
(gi + g
−1
i ) =
2gi − (qi − q
−1
i )
qi + q
−1
i
, i = 0, . . . , n− 1.
Comme f2i = 1 et φ(fi) = −fi, i = 0, . . . , n−1, H
+(G) est une sous-algèbre d’indice 2 de H(G) ; ainsi,
H+(G) est une déformation plate de l’algèbre de groupe AG+.
Les éléments fi, i = 0, . . . , n− 1, forment un ensemble de générateurs de H(G). L’algèbre H+(G)
est engendrée par les éléments fifj , i, j = 0, . . . , n− 1 et i Ó= j.
Soient βi :=
qi − q
−1
i
qi + q
−1
i
, i = 0, . . . , n− 1. Comme l’expression {gi, gj}mij − {gj , gi}mij est antisymé-
trique par rapport à i ↔ j, les relations définissantes (IV.4.2) de H(G), en termes des éléments fi,
i = 0, . . . , n− 1, peuvent être récrites sous la forme
mij∑
k=1
a
(mij)
k
(
{fi, fj}k − {fj , fi}k
)
+
mij−1∑
k=0
b
(mij)
k
(
{fi, fj}k + {fj , fi}k
)
= 0 . (IV.4.3)
Le coefficient a(mij)mij est différent de 0 et nous le normalisons à a
(mij)
mij = 1. Avec ce choix, a
(mij)
k , b
(mij)
k ∈
Z[βi, βj ] sont des polynômes en βi, βj à coefficients entiers ; a
(mij)
k est symétrique tandis que b
(mij)
k est
antisymétrique par rapport à i↔ j.
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Lemme IV.8. Nous avons
a
(mij)
k = 0 si k Ó≡ mij (mod 2), (IV.4.4)
b
(mij)
k = 0 pour tout k. (IV.4.5)
Preuve. L’algèbre Dij avec les générateurs gi et gj et les relations définissantes (IV.4.1)–(IV.4.2) est une
déformation plate de l’algèbre du groupe diédral. Les éléments 1, {gi, gj}k , {gj , gi}k, k = 1, . . . ,mij−1,
et {gi, gj}mij forment une base B de Dij . Notons ρij l’expression dans la partie gauche de (IV.4.3).
Comme φ est un automorphisme de Dij , la relation φ(ρij) = 0 est vérifiée dans l’algèbre Dij . Supposons
qu’il existe k Ó≡ mij(mod 2) tel que a
(mij)
k Ó= 0 ou b
(mij)
k Ó= 0. Alors ρij − (−1)
mijφ(ρij) = 0 peut être
récrit comme une relation entre les éléments de B, une contradiction. Ainsi,
a
(mij)
k = 0 et b
(mij)
k = 0 si k Ó≡ mij (mod 2). (IV.4.6)
Si mij est impair, alors βi = βj , et ainsi l’expression {gi, gj}mij − {gj , gi}mij , récrite en termes des
éléments fi, fj , est antisymétrique par rapport à fi ↔ fj ; donc b
(mij)
k s’annule. Supposons que, pour
mij pair, il existe un entier pair k tel que b
(mij)
k Ó= 0. Alors, en prenant en compte (IV.4.6), on peut
récrire ρij + fiρijfi comme une relation entre les éléments de B, une contradiction. 
En conclusion, nous obtenons l’ensemble suivant de relations définissantes de H(G) :
f2i = 1 pour i = 0, . . . , n− 1, (IV.4.7)
et, en multipliant la relation (IV.4.3) par (−1)mij {fi, fj}mij ,
mij∑
k=1
a
(mij)
k
(
(fifj)
mij+k
2 − (fifj)
mij−k
2
)
= 0 pour i, j = 0, . . . , n− 1 tels que i < j, (IV.4.8)
avec la restriction (IV.4.4).
Pour des paramètres égaux, qi = q, les coefficients a
(mij)
k ont été calculés dans [90]. Nous étudions
les coefficients a(mij)k avec qi et qj arbitraires dans l’Appendice à cette Section.
IV.4.2 Présentation à la Bourbaki
Nous rappelons tout d’abord la présentation de Bourbaki de G+, voir Section IV.2. Le groupe G+
est isomorphe au groupe engendré par R1, . . . , Rn−1 avec les relations définissantes :{
Rm0ii = 1 pour i = 1, . . . , n− 1,
(R−1i Rj)
mij = 1 pour i, j = 1, . . . , n− 1 tels que i < j.
(IV.4.9)
Nous allons prouver dans cette Section une présentation de l’algèbre H+(G) similaire à la présen-
tation de Bourbaki (IV.4.9) de G+.
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Proposition IV.9. Pour un système de Coxeter (G,S) avec la matrice de Coxeter m, la sous-algèbre
alternée H+(G) de l’algèbre de Hecke est isomorphe à l’algèbre engendrée par Y ±11 , . . . , Y
±1
n−1 avec les
relations définissantes


m0i∑
k=1
a
(m0i)
k
(
Y
m0i+k
2
i − Y
m0i−k
2
i
)
= 0 pour i = 1, . . . , n− 1,
mij∑
k=1
a
(mij)
k
(
(Y −1i Yj)
mij+k
2 − (Y −1i Yj)
mij−k
2
)
= 0 pour i, j = 1, . . . , n− 1 tels que i < j.
(IV.4.10)
Preuve. Soit A l’algèbre engendrée par Y ±11 , . . . , Y
±1
n−1 avec les relations définissantes (IV.4.10). Défi-
nissons une application φ de l’ensemble des générateurs {Y1, . . . , Yn−1} vers l’algèbre H+(G) par
Yi Ô→ f0fi pour i = 1, . . . , n− 1.
Grâce aux relations (IV.4.7)–(IV.4.8), cette application s’étend en un homomorphisme surjectif, que
nous notons encore φ, de l’algèbre A vers H+(G). Nous allons montrer que φ est un isomorphisme.
La partie gauche de la première relation dans (IV.4.10) est invariante sous la suite suivante d’opé-
rations : remplacer Yi par Y −1i et ensuite multiplier par −Y
m0i
i . De même, pour la partie gauche de la
seconde relation dans (IV.4.10), on peut vérifier directement qu’elle est invariante sous la suite suivante
d’opérations : remplacer Yi par Y −1i , Yj par Y
−1
j , ensuite multiplier par la gauche par −Y
−1
j (YjY
−1
i )
mij
et par la droite par Yj . Ainsi, l’application définie par ω : Yi Ô→ Y −1i s’étend en une involution de
l’algèbre A.
Avec l’aide de ω, nous définissons le produit "smash" A˜ de l’algèbre A avec le groupe cyclique C2
à deux éléments. En tant qu’espace vectoriel, A˜ est isomorphe à A⊗AC2 ; les générateurs de A˜ sont
les éléments Y ±11 , . . . , Y
±1
n−1 avec les relations définissantes (IV.4.10), et en plus un générateur f avec
les relations définissantes f2 = 1 et fYi = Y −1i f , i = 1, . . . , n− 1. L’application suivante
f Ô→ f0 et Yi Ô→ f0fi pour i = 1, . . . , n− 1,
s’étend en un morphisme d’algèbres ψ1 : A˜ → H(G). La vérification est directe en utilisant les
relations (IV.4.7)–(IV.4.8). D’un autre côté, on peut aussi vérifier directement que l’application
f0 Ô→ f et fi Ô→ fYi pour i = 1, . . . , n− 1,
s’étend en un morphisme d’algèbres ψ2 : H(G)→ A˜. De plus, les morphismes ψ1 et ψ2 sont inverses
l’un à l’autre. La restriction de ψ2 à H+(G) est le morphisme inverse à φ. 
IV.4.3 Présentation utilisant les arêtes du graphe de Coxeter
Fixons une extension connexe Gc du graphe de Coxeter G, comme définie dans la Section IV.2.
Nous rappelons la présentation du groupe G+ qui utilise les arêtes du graphe Gc, voir Section IV.2. Le
groupe G+ est isomorphe au groupe engendré par les éléments rij , définis dans la Section IV.2, avec
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les relations définissantes

(rij)
mij = 1 pour tout générateur rij ,
rii1ri1i2 . . . riai = 1 pour tout cycle avec les arêtes (ii1), (i1i2) . . . , (iai),
(rijrjk)
2 = 1 pour rij , rjk tels que i < k et mik = 2,
(rijrjkrkl)
2 = 1 pour rij , rjk, rkl tels que i < l et mil = 2,
rijrlm = rlmrij si (ij) et (lm) sont non-connectées.
(IV.4.11)
Nous généralisons cette présentation en une présentation de H+(G). Associons un élément yij à
chaque générateur rij de G+, et posons, pour tout yij , yji := y−1ij .
Proposition IV.10. Pour un système de Coxeter (G,S) avec la matrice de Coxeter m, la sous-
algèbre alternée H+(G) de l’algèbre de Hecke est isomorphe à l’algèbre engendrée par les éléments yij
avec les relations définissantes

mij∑
k=1
a
(mij)
k (y
mij+k
2
ij − y
mij−k
2
ij ) = 0 pour tout générateur yij,
yii1yi1i2 . . . yiai = 1 pour tout cycle avec les arêtes (ii1), (i1i2) . . . , (iai),
(yijyjk)
2 = 1 pour yij , yjk tels que i < k et mik = 2,
(yijyjkykl)
2 = 1 pour yij , yjk, ykl tels que i < l et mil = 2,
yijylm = ylmyij si (ij) et (lm) sont non-connectées.
(IV.4.12)
(IV.4.13)
(IV.4.14)
(IV.4.15)
(IV.4.16)
Soient c1, . . . , cl un ensemble de générateurs du groupe fondamental de Gc. Dans l’ensemble des relations
définissantes, il est suffisant d’imposer la relation (IV.4.13) pour les cycles ca, a = 1, . . . , l.
Preuve de la Proposition. Notons que si m0i = 2, alors la première relation de (IV.4.10) se réduit à
Y 2i = 1, et aussi que, si mij = 2 alors la seconde relation de (IV.4.10) se réduit à (Y
−1
i Yj)
2 = 1. En
raison de ce fait, la preuve est très similaire à la preuve pour le cas non-déformé (c’est-à-dire, la preuve
de la Proposition IV.4). Nous donnons donc juste les grandes lignes.
Soit Y l’algèbre engendrée par les éléments yij avec les relations définissantes (IV.4.12)–(IV.4.16).
L’application suivante
yij Ô→
{
Y −1i Yj si i Ó= 0,
Yj si i = 0,
(IV.4.17)
s’étend en un homomorphisme d’algèbres Φ : Y→ H+(G).
Définissons maintenant l’application Ψ de l’ensemble des générateurs de H+(G) vers Y par
Ψ : Yi Ô→ Y`i := y0i1yi1i2 . . . yiki pour tout i = 1, . . . , n− 1, (IV.4.18)
où (0, i1, i2, . . . , ik, i) est un chemin arbitraire du sommet 0 vers le sommet i dans le graphe Gc.
L’application Ψ est bien définie car l’élément Y`i ne dépend pas du chemin choisi, grâce à la relation
(IV.4.13). L’application Ψ s’étend en un homomorphisme d’algèbres deH+(G) versY, que nous notons
encore par Ψ. Par construction, Ψ et Φ sont inverses l’un à l’autre. 
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Remarque. Les relations définissantes (IV.4.12)–(IV.4.16) de l’algèbre H+(G) sont des déformations
des relations définissantes (IV.4.11) du groupe G+ (dans le sens où lorsque l’on prend qi = ±1,
i = 0, . . . , n− 1, dans les relations (IV.4.12)–(IV.4.16), on retrouve les relations (IV.4.11)). Seulement
l’équation caractéristique pour les générateurs est déformée. Ceci est similaire au cas des algèbres de
Hecke usuelles (en passant des relations (IV.2.1) aux relations (IV.4.1)–(IV.4.2), seulement l’équation
caractéristique pour les générateurs est déformée). Ce phénomène n’est pas présent lorsque l’on déforme
la présentation de Bourbaki (IV.4.9) de G+ en la présentation à la Bourbaki (IV.4.10) de H+(G).
Exemple. La sous-algèbre alternée de l’algèbre de Hecke de type A a été étudiée dans [73] (avec la
présentation à la Bourbaki). Fixons, pour le type A, la numérotation des sommets et l’orientation des
arêtes comme indiqué dans la Figure IV.9, et posons yi := yi−1,i, i = 1, . . . , n− 1. La présentation de
l’algèbre H+(An) donnée par la Proposition IV.6 s’écrit

y3i = β
2(yi − y
2
i ) + 1 pour i = 1, . . . , n− 1,
(yiyi+1)
2 = 1 pour i = 1, . . . , n− 2,
(yiyi+1yi+2)
2 = 1 pour i = 1, . . . , n− 3,
yiyj = yjyi pour i, j = 1, . . . , n− 1 tels que |i− j| > 2.
(IV.4.19)
Cette présentation équipe la chaîne des algèbres H+(An) d’une présentation locale (de profondeur 2)
et stationnaire (le fait que l’on ait bien une présentation de la chaîne des algèbres H+(An), au sens
du Chapitre I, Section I.1, peut être obtenu à partir de la base de H+(An) donnée dans [73]).
Appendice IV.4.A Coefficients dans les relations définissantes des algèbres H+(G)
Les coefficients a(mij)k apparaissant dans (IV.4.8), (IV.4.10) et (IV.4.12) se calculent facilement tant
que mij n’est pas trop grand. Dans cet Appendice, nous définissons certains nombres entiers α
(m)
k,l,l′
et α(m)k,L , en termes desquels les éléments a
(mij)
k , pour tout mij , peuvent être exprimés. Nous donnons
une formule de récurrence satisfaite par les nombres α(m)k,l,l′ (la récurrence est sur m) et trouvons la
fonction génératrice de ces éléments. Dans le cas à un paramètre, cela permet de trouver une formule
relativement simple pour les éléments a(mij)k , en termes de coefficients binomiaux (nous retrouvons une
formule présente dans [90]).
1. Soient f1 et f2 les générateurs d’une algèbre avec les relations définissantes f21 = f
2
2 = 1. Définis-
sons les éléments α(m)k,l,l′ ∈ Z, avec m, l, l
′ ∈ N et k ∈ Z, par
{(f1 + x), (f2 + y)}m =
∑
l,l′≥0
xlyl
′
∑
k∈Z
α
(m)
k,l,l′ {f1, f2}k , (IV.4.20)
Notons que, par construction, il n’y a, pour un m donné, qu’un nombre fini d’éléments α(m)k,l,l′ non-nuls ;
nous avons :
α
(m)
k,l,l′ Ó= 0 ⇒ 0 ≤ |k| ≤ m− l − l
′, k ≡ m− l − l′(mod 2), l ≤ ⌊m + 1⌋ et l′ ≤ ⌊m⌋ .
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En termes de ces éléments α(m)k,l,l′ , les coefficients a
(mij)
k peuvent être récrits
a
(mij)
k =
∑
l,l′≥0
βliβ
l′
j (α
(mij)
k,l,l′ − α
(mij)
−k,l′,l) .
Definissons
α
(m)
k,L :=
∑
l,l′≥0 : l+l′=L
α
(m)
k,l,l′ (IV.4.21)
Si qi = qj (et donc βi = βj), les coefficients a
(mij)
k s’écrivent, en termes des éléments α
(m)
k,L ,
a
(mij)
k =
∑
L≥0
βLi (α
(mij)
k,L − α
(mij)
−k,L ) . (IV.4.22)
Lemme IV.11. Les éléments α(m)k,l,l′ satisfont la condition initiale et la récursion suivantes :
α
(0)
k,l,l′ = δ
0
k δ
0
l δ
0
l′ ,
α
(m+1)
k,l,l′ = α
(m)
k−1,l′,l + α
(m)
−k,l′,l−1 ,
(IV.4.23)
où δij est le delta de Kronecker.
Preuve. La condition initiale dans (IV.4.23) est évidemment vérifiée. Pour la relation de récurrence dans
(IV.4.23), notons que {(f1 + x), (f2 + y)}m+1 = (f1+x) {(f2 + y), (f1 + x)}m ; en utilisant l’hypothèse
de récurrence et le fait que f1 {f2, f1}k = {f1, f2}k+1 pour tout k ∈ Z, le résultat provient d’un calcul
direct. 
2. En posant C(t, u, v, s) :=
∑
m,l,l′≥0
∑
k∈Z
α
(m)
k,l,l′ t
mulvl
′
sk, nous récrivons les formules (IV.4.23) sous la
forme suivante :
C(t, u, v, s)− 1 = tsC(t, v, u, s) + tuC(t, v, u, s−1) . (IV.4.24)
Echangeant u et v, ou remplaçant s par s−1, ou en faisant les deux simultanément, dans (IV.4.24),
nous obtenons le système suivant d’équations :

1 −ts 0 −tu
−ts 1 −tv 0
0 −tu 1 −ts−1
−tv 0 −t/s 1




C(t, u, v, s)
C(t, v, u, s)
C(t, u, v, s−1)
C(t, v, u, s−1)

 =


1
1
1
1

 .
En inversant la matrice carrée ci-dessus, nous trouvons la formule explicite suivante pour la fonction
génératrice
C(t, u, v, s) =
1− t2s−2+ tu + t3v − t2uv − t3u2v + ts− t3s−1+ t2us−1− t3u2s−1− t2vs
1− t2(s2 + s−2)− 2t2uv + t4(u2 − 1)(v2 − 1)
. (IV.4.25)
171
3. Dans le cas à un paramètre, nous obtenons, à partir de (IV.4.25), une formule assez simple pour
les éléments α(m)k,L , et donc ensuite pour les coefficients a
(mij)
k . Cette formule apparaît dans [90].
Définissons D(t, u, s) :=
∑
m,L≥0
∑
k∈Z
α
(m)
k,L t
muLsk. Nous avons par définition D(t, u, s) = C(t, u, u, s).
On vérifie directement, partant de (IV.4.25), que
D(t, u, s) =
1− ts−1 + tu
1− ts−1 − ts + t2 − t2u2
=
1− ts−1 + tu
−t2u2 + (ts− 1)(ts−1 − 1)
. (IV.4.26)
Développant en série de Laurent en t, u et s, nous obtenons
D(t, u, s) = (1− ts−1 + tu)
∑
a,b,c≥0
(a + b)!(a + c)!
a! a! b! c!
t2a+b+c u2a sb−c .
En identifiant le coefficient devant tm uL sk, il est direct d’obtenir la formule suivante pour les éléments
α
(m)
k,L , L,m ∈ N et k ∈ Z,


α
(m)
m,m = 1,
α
(m)
k, L =
(
m+k
2
L
2
)(
m−k−2
2
L−2
2
)
si 0 < |k| ≤ m− L, L ≡ 0(mod 2) et m− k ≡ 0(mod 2),
α
(m)
k, L =
(
m+k−1
2
L−1
2
)(
m−k−1
2
L−1
2
)
si 0 < |k| ≤ m− L, L ≡ 1(mod 2) et m− k ≡ 1(mod 2),
α
(m)
k, L = 0 dans les autres cas.
Il est facile de vérifer que, pour k ≥ 0, α(m)−k, L = α
(m)
k, L si L ≡ 1(mod 2), et α
(m)
−k, L =
m− k
m + k
α
(m)
k, L si
L ≡ 0(mod 2). Avec (IV.4.22), ceci implique que
a
(mij)
k =
∑
L=1,...,mij : L≡0(mod 2)
βL
2k
mij + k
α
(mij)
k, L pour k = 1, . . . ,mij . (IV.4.27)
Exemples. Rappelons que βi =
qi − q
−1
i
qi + q
−1
i
, i = 0, . . . , n − 1, et que βi = βj si mij est impair. Nous
écrivons ici la relation (IV.4.12) pour mij ≤ 6 (c’est tout ce qui est nécessaire pour les groupes de
Coxeter finis autres que les groupes diédraux Din avec n > 6) dans le cas multi-paramétrique :
– pour mij = 2, y2ij = 1 ;
– pour mij = 3, y3ij = β
2
i (yij − y
2
ij) + 1 ;
– pour mij = 4, y4ij = 2βiβj(yij − y
3
ij) + 1 ;
– pour mij = 5, y5ij = 3β
2
i (yij − y
4
ij) + (β
4
i + β
2
i )(y
2
ij − y
3
ij) + 1 ;
– pour mij = 6, y6ij = 4βiβj(yij − y
5
ij) + (3β
2
i β
2
j + β
2
i + β
2
j )(y
2
ij − y
4
ij) + 1 .
La situation à un paramètre se retrouve en posant βi = βj = β.
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IV.5 Sous-groupes alternés des groupes de tresses
IV.5.1 Définition
Soit (G,S) un système de Coxeter avec la matrice de Coxeter m (voir Section IV.2). Le groupe de
tresses B(G) est le groupe engendré par g0, . . . , gn−1 avec les relations définissantes :
{gi, gj}mij = {gj , gi}mij pour i, j = 0, . . . , n− 1 tels que i < j. (IV.5.28)
Etendons la signature au groupe B(G), c’est-à-dire, soit ǫ : B(G) → {−1, 1} tel que ǫ(gi) = −1 pour
i = 0, . . . , n − 1. Son noyau B(G)+ := ker(ǫ) est appelé le sous-groupe alterné du groupe B(G). Le
groupe B+(G) est engendré par les éléments gigj , i, j = 0, . . . , n− 1 (et leurs inverses).
Remarque. L’homomorphisme involutif ǫ définit une Z2-graduation sur l’algèbre de groupe de
B(G). Soit π la surjection naturelle de l’algèbre de groupe de B(G) vers l’algèbre de Hecke H(G) (qui
est le quotient de l’algèbre de groupe de B(G) par la relation (IV.4.1)). Rappelons la Z2-graduation de
H(G) définie par l’involution φ. Nous soulignons le fait que φπ Ó= πǫ, l’image de l’algèbre de groupe de
B+(G) par π n’appartient pas à H+(G) ; en d’autres mots, la graduation de H(G) n’est pas induite,
à travers π, par la graduation de l’algèbre de groupe de B(G).
IV.5.2 Présentation à la Bourbaki
Nous étendons les présentations à la Bourbaki (IV.4.9) et (IV.4.10) du groupe G+ et de l’algèbre
H+(G) au groupe B+(G). La présentation dépend du choix d’un générateur g0, portant l’indice 0,
parmi les générateurs de B(G).
Proposition IV.12. Pour un système de Coxeter (G,S) avec la matrice de Coxeter m, le sous-groupe
alterné B+(G) du groupe de tresses est isomorphe au groupe engendré par R0, . . . ,Rn−1 et R′0, . . . ,R
′
n−1
avec les relations définissantes


R′0 = 1 ,
{R′i,Rj}mij =
{
R′j ,Ri
}
mij
pour i, j = 0, . . . , n− 1 tels que i < j,{
Ri,R
′
j
}
mij
= {Rj ,R
′
i}mij pour i, j = 0, . . . , n− 1 tels que i < j.
(IV.5.29)
Preuve. Soit B le groupe engendré par les éléments R0, . . . ,Rn−1 et R′0, . . . ,R
′
n−1 avec les relations
définissantes (IV.5.29). Définissons une application φ de l’ensemble des générateurs de B vers B+(G)
par
Ri Ô→ g0gi, i = 0, . . . n− 1, et R′i Ô→ gig
−1
0 , i = 0, . . . n− 1. (IV.5.30)
On vérifie directement que φ s’étend en un homomorphisme, que nous appelons encore φ, de B vers
B+(G). De plus, l’homomorphisme φ est surjectif. En effet, pour i, j = 0, . . . , n − 1, nous avons
gigj = φ(R
′
iRj). Nous allons prouver que φ est un isomorphisme.
Définissons une application ω de l’ensemble des générateurs de B vers B par
Ri Ô→ R
′
iR0, i = 0, . . . n− 1, et R
′
i Ô→ R
−1
0 Ri, i = 0, . . . n− 1.
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Il est direct de vérifier que ω définit un automorphisme de B. De plus, l’automorphisme ω2 est un
automorphisme intérieur : pour tout x ∈W , nous avons ω2(x) = R−10 xR0.
Soit C le groupe cyclique d’ordre infini. Définissons le produit semi-direct B⋊C, où l’action de C
sur B est donnée par ω ; le groupe B ⋊ C est engendré par les générateurs de B et un élément g, et
on ajoute aux relations définissantes de B la relation gxg−1 = ω(x), pour chaque générateur x de B.
Maintenant, soit Q le quotient du groupe B ⋊ C par la relation g2 = R−10 . L’application suivante
g Ô→ g−10 , Ri Ô→ g0gi, i = 0, . . . , n− 1, et R
′
i Ô→ gig
−1
0 , i = 0, . . . , n− 1,
définit un homomorphisme ψ1 de Q vers B(G). La vérification est la même que pour l’application φ,
donnée par (IV.5.30), avec en plus la vérification des relations dans Q concernant le générateur g ;
celles-là sont satisfaites par construction.
L’application suivante
gi Ô→ g
−1Ri, i = 0, . . . , n− 1,
définit un homomorphisme ψ2 de B(G) vers Q. Ici, nous omettons les calculs, qui sont directs.
De plus, les morphismes ψ1 et ψ2 sont inverses l’un à l’autre. La restriction de ψ2 à B+(G) est
l’inverse de φ, montrant que l’homomorphisme φ, donné par (IV.5.30), est l’isomorphisme requis entre
B et B+(G). 
Remarques. (i) Nous notons τ l’anti-automorphisme standard du groupe B(G), envoyant gi à gi,
i = 0, . . . , n− 1. L’action de τ sur les générateurs de la présentation à la Bourbaki est donnée par
Ri → R
′
iR0 et R
′
i → R
−1
0 Ri, i = 0, . . . , n− 1.
(ii) Le groupe de Coxeter G est le quotient du groupe de tresses B(G) par les relations g2i = 1,
i = 0, . . . , n − 1. Dans le cas alterné, nous avons un résultat similaire ; le sous-groupe alterné G+
du groupe de Coxeter G est le quotient du groupe B(G)+ par les relations R0 = 1 et R′i = R
−1
i ,
i = 1, . . . , n− 1. En effet, dans ce quotient, les relations (IV.5.29) se réduisent à
{
R
m0j
j = 1 pour j = 1, . . . , n− 1,
(R−1i Rj)
mij = 1 pour i, j = 0, . . . , n− 1 tels que i < j.
Ce sont les relations définissantes de la présentation de Bourbaki de G+, voir (IV.4.9).
(iii) Le procédé de récriture de Reidemeister-Schreier [91, 92], voir aussi e.g. [66], permet d’obtenir
une présentation d’un sous-groupe H d’un groupe G, étant données une présentation de G et certaines
informations concernant H. Nous appliquons ce procédé au sous-groupe B+(G) de B(G). Ecrivons
B(G) = B+(G) ∪ B+(G)g0, la décomposition de B(G) en l’union disjointe de ses classes à droite par
rapport à B+(G). Pour tout a ∈ B(G), on définit a ∈ {1, g0} par B+(G)a = B+(G)a. Des résultats
généraux, connus sous le nom de procédé de récriture de Reidemeister-Schreier, appliqués à notre
situation affirment que B+(G) est isomorphe au groupe avec un ensemble de générateurs S et un
ensemble de relations définissantes D tels que :
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– Les éléments de S sont en bijection avec les éléments agi(agi)−1, i = 0, . . . , n − 1 et a ∈
{1, g0}, tels que agi(agi)−1 Ó= 1 ; nous obtenons ainsi des générateurs Ri ∈ S, i = 0, . . . , n − 1,
correspondant à g0gi(g0gi)−1(= g0gi), et des générateurs R′i ∈ S, i = 1, . . . , n−1, correspondant
à gi(gi)−1(= gig−10 ). Définissons aussi, pour la suite, R
′
0 := 1.
– Soit w = gi1 . . . gik , où i1, . . . , ik ∈ {0, . . . , n − 1}, un mot en les éléments gi, i = 0, . . . , n − 1.
Définissons ρ(w) := Ri1R
′
i2
Ri3 . . . (pour j = 1, . . . , k, l’action de ρ remplace gij par Rij si j
est impair et par R′ij si j est pair). L’ensemble D est formé par les relations ρ(a {gi, gj}mij ) =
ρ(a {gj , gi}mij ), a ∈ {1, g0} et i, j = 0, . . . , n − 1 tels que i < j. Il est immédiat de constater
que D est formé par les relations {R′i,Rj}mij =
{
R′j ,Ri
}
mij
et
{
Ri,R
′
j
}
mij
= {Rj ,R
′
i}mij ,
i, j = 0, . . . , n− 1 tels que i < j.
En conclusion, les générateurs et les relations donnés dans la Proposition IV.12 coïncident avec ceux
qui sont obtenus par le procédé de récriture de Reidemeister-Schreier pour le sous-groupe B+(G) de
B(G). Notons que la preuve de la Proposition IV.12 présentée ci-dessus est directe et ne fait pas appel
à la théorie générale des groupes nécessaire pour prouver les résultats de cette remarque.
(iv) Le nombre des générateurs dans la présentation de B(G)+ de la Proposition IV.12 n’est, en
général, pas minimal. Par exemple, si il existe un certain j ∈ {1, . . . , n− 1} tel que m0j = 2, alors les
seconde et troisième relations dans (IV.5.29) (pour i = 0) impliquent que R′j = RjR
−1
0 = R
−1
0 Rj . De
plus, si il existe un certain j ∈ {1, . . . , n − 1} tel que m0j est impair, alors les seconde et troisième
relations de (IV.5.29) (pour i = 0) impliquent que R
m0j−1
2
j = (R
′
jR0)
m0j−1
2 R′j et R0(R
′
jR0)
m0j−1
2 =
R
m0j+1
2
j . Ainsi, nous avons
R′j = R
−
m0j+1
2
j R0R
m0j−1
2
j pour j = 1, . . . , n− 1 tel que m0j est impair.
Néanmoins, en général, les deux ensembles, Ri et R′i, de générateurs sont nécessaires. Considérons par
exemple le groupe de tresses U engendré par g0 et g1 et la relation définissante g0g1g0g1 = g1g0g1g0
(c’est-à-dire, {g0, g1}4 = {g1, g0}4). Dans ce cas, les générateurs du sous-groupe alterné suggérés par la
Proposition IV.12 sont g20, g0g1 et g1g
−1
0 . L’élément g1g
−1
0 n’appartient pas au sous-groupe engendré
par g20 et g0g1. En effet, soit U¯ le quotient de U par la relation g
2
0 = 1, et soit g¯i les images des gi
dans U¯ . Il est connu (et on peut vérifier facilement) que U¯ est isomorphe à C2 ⋊ S2, où S2 est le
groupe symétrique sur 2 éléments et C est le groupe cyclique infini ; S2 agit sur C2 en permutant les
deux copies de C. Supposons qu’il existe un entier x tel que g¯1g¯0 = (g¯0g¯1)x. Si x = 1, c’est-à-dire
g¯1g¯0 = g¯0g¯1, alors le groupe U¯ serait isomorphe à C×S2, ce qui n’est pas. Supposons que x Ó= 1. Nous
avons (g¯1g¯0)2 = (g¯0g¯1)2x ce qui, avec la relation définissante (g¯1g¯0)2 = (g¯0g¯1)2, mène à (g¯0g¯1)2(x−1) = 1,
contredisant le fait que U¯ est infini. Un calcul similaire montre que l’élément g0g1 ∈ U n’appartient
pas au sous-groupe engendré par g20 et g1g
−1
0 .
(v) Les éléments Ri, i = 0, . . . , n − 1, engendrent le sous-groupe alterné du groupe de tresses
pour tous les types simplement lacés (c’est-à-dire, mij = 2, 3 pour tout couple i Ó= j), voir remarque
(iv). Nous donnons la présentation du sous-groupe alterné du groupe de tresses de type A, utilisant
seulement les générateurs Ri, i = 0, . . . , n−1. Indexons les générateurs du groupe de tresses B(An) de la
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manière standard ; c’est-à-dire, B(An) est engendré par g0, g1, . . . , gn−1 avec les relations définissantes :{
gigi+1gi = gi+1gigi+1 pour i = 0, . . . , n− 2,
gigj = gjgi pour i, j = 0, . . . , n− 1 tels que |i− j| > 1.
(IV.5.31)
Le groupe B+(An) est isomorphe au groupe engendré par R0,R1, . . . ,Rn−1 avec les relations définis-
santes :

R0R1R0 = R
2
1R
−1
0 R
2
1,
R0Rj = RjR0 pour j = 2, . . . , n− 1,
R2R1R2 = R
2
1R
−1
0 R2R
−1
0 R
2
1,
R2R
2
1R2 = R0R1R2R
−1
0 R1R0,
R21Rj = RjR1R0, RjR
2
1 = R0R1Rj pour j = 3, . . . , n− 1,
RiRi+1Ri = Ri+1RiRi+1 pour i = 2, . . . , n− 2,
RiRj = RjRi pour i, j = 2, . . . , n− 1 tels que |i− j| > 1.
(IV.5.32)
La vérification que cette présentation est équivalente à (IV.5.29) pour le type A est directe, une fois
que l’on a noté que ici nous avons R′1 = R
−1
0 R
2
1R
−1
0 et R
′
j = RjR
−1
0 = R
−1
0 Rj pour j = 2, . . . , n− 1.
Il est intéressant de remarquer que en termes des générateurs R¯0 = R−10 et Ri, i = 1, . . . , n− 1, on
peut récrire toutes les relations (IV.5.32) sans les inverses des générateurs, et définir ainsi un monoïde
des éléments positifs.
IV.5.3 Présentation utilisant les arêtes du graphe de Coxeter
Le groupe B+(G) admet une présentation similaire aux présentations du groupe G+ et de l’algèbre
H+(G), voir (IV.4.11) et Proposition IV.10. Associons, comme dans les Sections IV.2 et IV.4, un
générateur rij à chaque arête orientée (une arête est orientée de i vers j si i < j) du graphe Gc. Posons
rji := r
−1
ij pour tout générateur rij .
Proposition IV.13. Pour un système de Coxeter (G,S) avec la matrice de Coxeter m, le sous-
groupe alterné B+(G) du groupe de tresses est isomorphe au groupe engendré par les éléments rij et
t0, . . . , tn−1 avec les relations définissantes

rii1ri1i2 . . . riai = 1 pour tout cycle avec les arêtes (ii1), (i1i2) . . . , (iai),
rijrjktk = rkjrjiti, tkrijrjk = rkjrjiti si i < k et mik = 2,
rijrjkrkltl = rlkrkjrjiti, tlrijrjkrkl = rlkrkjrjiti si i < l et mil = 2,
(rijtj)
mij
2 = (rjiti)
mij
2 , (tjrij)
mij
2 = (rjiti)
mij
2 si mij > 2 et mij pair,
(rijtj)
mij−1
2 rij = (rjiti)
mij−1
2 , (rijtj)
mij+1
2 = ti(rjiti)
mij−1
2 si mij > 2 et mij impair,
rijrlm = rlmrij si (ij) et (lm) sont non-connectées.
(IV.5.33)
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Preuve. La preuve est similaire à la preuve des Propositions IV.4 et IV.10. Nous sautons les calculs,
qui sont directs mais un peu longs, et indiquons ci-dessous seulement les isomorphismes, inverses l’un
à l’autre, entre le groupe engendré par les éléments rij et t0, . . . , tn−1 avec les relations définissantes
(IV.5.33), et le groupe B+(G) avec la présentation de la Proposition IV.12.
rij Ô→ R
′
iR
′−1
j et ti Ô→ R
′
iRi, i = 0, . . . , n− 1,
et
R0 Ô→ t0, R
′
0 Ô→ 1, Ri Ô→ r0i1ri1i2 . . . riaiti et R
′
i Ô→ riia . . . ri2i1ri10, i = 1, . . . , n− 1,
où, pour i = 1, . . . , n− 1, (0, i1, i2, . . . , ia, i) est un chemin dans le graphe Gc du sommet 0 au sommet
i. La seconde application est bien définie car l’image de Ri (respectivement, de R′i) ne dépend pas du
chemin choisi, en raison de la première relation dans (IV.5.33). 
L’isomorphisme entre le groupe engendré par les éléments rij et t0, . . . , tn−1 avec les relations
définissantes (IV.5.33), et le sous-groupe B+(G) du groupe de tresses B(G) est donné par :
rij Ô→ gig
−1
j et ti Ô→ g
2
i , i = 0, . . . , n− 1. (IV.5.34)
Remarques. (i) L’action de l’anti-automorphisme standard τ de B+(G) (voir remarque (i) après
la preuve de la Proposition IV.10) sur les générateurs est
ti → ti, i = 0, . . . , n− 1, et rij → t−1j rjiti, pour tout générateur rij .
(ii) Cette remarque est l’analogue, pour cette présentation, de la remarque (ii) après la preuve de
la Proposition IV.12. Le sous-groupe alterné G+ du groupe de Coxeter G est le quotient du groupe
B+(G), avec la présentation (IV.5.33), par les relations ti = 1, i = 0, . . . , n − 1. En effet, dans ce
quotient, les relations (IV.5.33) se réduisent aux relations définissantes (IV.4.11) de G+.
(iii) Pour le type A, avec la même indexation du graphe de Coxeter que dans la remarque (v)
après la preuve de la Proposition IV.12, la présentation utilisant les arêtes du graphe de Coxeter est
la suivante : posons ri := ri−1i, i = 1, . . . , n − 1 ; le groupe B+(An) est engendré par r1, . . . , rn−1 et
t0, . . . , tn−1 avec les relations définissantes :

riri+1ti+1 = r
−1
i+1r
−1
i ti−1, ti+1riri+1 = r
−1
i+1r
−1
i ti−1 pour i = 1, . . . , n− 2,
riri+1ri+2ti+2 = r
−1
i+2r
−1
i+1r
−1
i ti−1 pour i = 1, . . . , n− 3,
ti+2riri+1ri+2 = r
−1
i+2r
−1
i+1r
−1
i ti−1 pour i = 1, . . . , n− 3,
ritiri = r
−1
i t
−1
i , (riti)
2 = ti−1r
−1
i ti−1 pour i = 1, . . . , n− 1,
rirj = rjri pour i, j = 1, . . . , n− 1 tels que |i− j| > 2.
(IV.5.35)
On peut vérifier (avec l’aide de l’isomorphisme (IV.5.34)) que cette présentation donne une présenta-
tion de la chaîne des groupes B+(An), au sens du Chapitre I, Section I.1.
De plus, il est immédiat de vérifier (encore avec l’isomorphisme (IV.5.34)) que les relations suivantes
sont satisfaites
rirj = rjri, ritj = tjri, titj = tjti si |i− j| > 2.
Ainsi, la présentation (IV.5.35) de la chaîne des groupes B+(An) est locale de profondeur 2 et station-
naire.
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IV.6 Algorithme de Coxeter–Todd et formes normales pour les sous-
groupes alternés de type A, B ou D
Dans cette Section, nous présentons les résultats de l’algorithme de Coxeter–Todd (voir Chapitre
I, Section I.3) pour les chaînes des sous-groupes alternés de types A, B and D avec la présentation de
la Proposition IV.2. Pour comparer, nous donnons aussi dans chaque cas les figures de Coxeter–Todd
pour les sous-groupes alternés avec la présentation (IV.2.2), pour les sous-groupes alternés avec une
présentation à la Carmichael et pour les groupes de Coxeter avec la présentation standard (IV.2.1). A
chaque fois, une forme normale est directement fournie par la figure de Coxeter–Todd ; nous l’illustrons
sur l’exemple de la chaîne des sous-groupes alternés de type A.
Le sous-groupe choisi pour réaliser l’algorithme de Coxeter–Todd est toujours noté par H. Dans
une figure de Coxeter–Todd, quand l’action d’un générateur g sur une classe Y n’est pas spécifiée,
cela signifie que gY = Y . Pour un générateur d’ordre 2, une arête non-orientée représente une paire
d’arêtes avec des orientations opposées. L’action d’un générateur d’ordre 3 (respectivement, 4) est
souvent représentée par un triangle orienté (respectivement, un quadrilatère) ; le générateur est inscrit
à l’intérieur. Nous indiquons explicitement la classe (sous la forme uH avec u un mot en les générateurs)
à chaque sommet de la figure de Coxeter–Todd seulement pour le type A ; en général, cela peut être
aisément trouvé en suivant les arêtes à partir du sommet H dans les figures.
IV.6.1 Type A
Les sommets et les arêtes orientées du graphe de Coxeter de type A sont labellisés comme dans
la Figure IV.9, de la Section IV.2. Le groupe de Coxeter An est engendré par s0, . . . , sn−1 avec les
relations définissantes

s2i = 1 pour i = 0, . . . , n− 1,
sisi+1si = si+1sisi+1 pour i = 0, . . . , n− 2,
sisj = sjsi pour i, j = 0, . . . , n− 1 tels que |i− j| > 1.
(IV.6.1)
Le groupe An est isomorphe au groupe des permutations de l’ensemble {1, 2, . . . , n+1}. L’isomorphisme
est donné par si Ô→ (i + 1, i + 2), i = 0, . . . , n− 1.
Soit H le sous-groupe engendré par s0, . . . , sn−2 ; voici la figure de Coxeter–Todd pour (An, H) :
tt tsn−2 s0
s0 . . . sn−1HH sn−1H
sn−1
Fig. IV.10. Figure de Coxeter–Todd pour (An, H) avec la présentation (IV.6.1)
Nous donnons les figures de Coxeter–Todd pour trois présentations du sous-groupe alterné A+n .
Dans chaque situation, H est le sous-groupe engendré par les n − 2 premiers générateurs. Les deux
premières présentations peuvent être trouvées dans [21]. La seconde est la présentation (IV.2.2). La
troisième est la nouvelle présentation (IV.2.16). Pour illustrer l’utilité de l’algorithme de Coxeter–
Todd, nous réétablissons que ce sont effectivement des présentations de A+n , et trouvons trois formes
normales pour les éléments de A+n .
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1. Dans la présentation de Carmichael [21], les générateurs sont a1, . . . , an−1 avec les relations
définissantes {
a3i = 1 pour i = 1, . . . , n− 1,
(aiaj)
2 = 1 pour i, j = 1, . . . , n− 1 tels que i < j.
(IV.6.2)
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Fig. IV.11. Figure de Coxeter–Todd pour (A+n , H) avec la présentation de Carmichael
Nous interprétons géométriquement la présentation de Carmichael de la manière suivante : fixons
l’arête orientée (01) dans le graphe de Coxeter de type A, et prenons a1 := s0s1. Les autres générateurs
sont obtenus par conjugaisons successives du générateur a1 par les générateurs de Coxeter, c’est-à-dire
que ai := siai−1si, i = 2, . . . , n− 1. L’ensemble {a1, . . . , an−1} est un ensemble de générateurs pour le
groupe A+n avec les relations définissantes (IV.6.2).
2. La présentation de Moore [21] est la présentation (IV.2.2). Les générateurs sont R1, . . . , Rn−1
avec les relations définissantes

R31 = 1,
R2i = 1 pour i = 2 . . . , n− 1,
(R−1i Ri+1)
3 = 1 pour i = 1, . . . , n− 2,
(R−1i Rj)
2 = 1 pour i, j = 1, . . . , n− 1 tels que |i− j| > 1.
(IV.6.3)
ss s
s
s
 
 
  
?@
@
@@I
R2
H Rn−1H
R1
R1R2 . . . Rn−1H
R21R2 . . . Rn−2H
R2, . . . , Rn−1
Rn−1 Rn−2
R2 . . . Rn−1H
...
Fig. IV.12. Figure de Coxeter–Todd pour (A+n , H) avec la présentation de Moore
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3. Dans la présentation (IV.2.16) de A+n , les générateurs sont r1, . . . , rn−1 avec les relations définis-
santes 

r3i = 1 pour i = 1, . . . , n− 1,
(riri+1)
2 = 1 pour i = 1, . . . , n− 2,
(riri+1ri+2)
2 = 1 pour i = 1, . . . , n− 3,
rirj = rjri pour i, j = 1, . . . , n− 1 tels que |i− j| > 2.
(IV.6.4)
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Fig. IV.13. Figure de Coxeter–Todd pour (A+n , H) avec la présentation (IV.6.4), n pair
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Fig. IV.14. Figure de Coxeter–Todd pour (A+n , H) avec la présentation (IV.6.4), n impair
4. Par récurrence sur n, une borne supérieure, impliquée par l’algorithme de Coxeter–Todd, pour le
cardinal du groupe défini par (IV.6.2) ou (IV.6.3) ou (IV.6.4) est n!/2 dans chaque cas. L’inégalité
inverse est impliquée par les morphismes surjectifs suivants sur le groupe des permutations paires de
n + 1 éléments :
– Pour la présentation de Carmichael (IV.6.2) : ai Ô→ (1, 2, i + 2), i = 1, . . . , n− 1.
– Pour la présentation de Moore (IV.6.3) : Ri Ô→ (1, 2)(i + 1, i + 2), i = 1, . . . , n− 1.
– Pour la présentation (IV.6.4) : ri Ô→ (i, i + 1, i + 2), i = 1, . . . , n− 1.
Ceci conclue la preuve que chacun des groupes - defini par (IV.6.2) ou (IV.6.3) ou (IV.6.4) - a un
cardinal égal à n!/2 et est isomorphe au groupe A+n (ainsi les morphismes ci-dessus sont des isomor-
phismes). Cela prouve également que, dans chaque cas, le sous-groupe H est isomorphe au groupe
A+n−1, ce qui montre que l’on a trois présentations de la chaîne des sous-groupes alternés de type A,
au sens du Chapitre I, Section I.1.
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Pour chacune de ces trois présentations, la figure de Coxeter–Todd donne une liste En d’éléments
de A+n telle que tout x ∈ A
+
n peut être écrit comme unh où h ∈ A
+
n−1 et un ∈ En ; l’ensemble En est
en bijection avec l’ensemble des sommets de la figure de Coxeter–Todd. L’élément h peut, à son tour,
être écrit sous une forme normale par rapport aux éléments de A+n−2. En continuant le procédé, nous
obtenons récursivement trois formes normales pour les éléments de A+n .
Proposition IV.14 Soit A+n donné par la présentation de Carmichael (IV.6.2). Tout élément x ∈ A
+
n
peut être écrit de manière unique comme x = unun−1 . . . u2 où ui ∈ Ei, avec
Ei =
{
1, ai−1, a
2
i−1, ai−2a
2
i−1, . . . , a2a
2
i−1, a1a
2
i−1
}
, i = 2, . . . , n.
Proposition IV.15 Soit A+n donné par la présentation de Moore (IV.6.3). Tout élément x ∈ A
+
n peut
être écrit de manière unique comme x = unun−1 . . . u2 où ui ∈ Ei, avec
Ei =
{
1, Ri−1, Ri−2Ri−1, . . . , R1R2 . . . Ri−1, R
2
1R2 . . . Ri−1
}
, i = 2, . . . , n.
Proposition IV.16 Soit A+n donné par la présentation (IV.6.4). Tout élément x ∈ A
+
n peut être écrit
de manière unique comme x = unun−1 . . . u2 où ui ∈ Ei, i = 2, . . . , n, avec
– si i est pair, Ei :=
{
1, ri−1, ri−3ri−1, . . . , r1r3 . . . ri−3ri−1, r
2
i−1, ri−2r
2
i−1, . . . , r2r4 . . . ri−2r
2
i−1
}
,
– si i est impair, Ei :=
{
1, ri−1, ri−3ri−1, . . . , r2r4 . . . ri−3ri−1, r
2
i−1, ri−2r
2
i−1, . . . , r1r3 . . . ri−2r
2
i−1
}
.
Avec l’aide de la forme normale fournie par la Proposition IV.16, on peut montrer, comme dans la
preuve du Corollaire I.19 du Chapitre I, Section I.3, que la chaîne des sous-groupes alternés de type
A, munie de la présentation (IV.6.4), est stationnaire (au sens défini dans la Section I.1).
IV.6.2 Type B
Nous labellisons les sommets et les arêtes orientées du graphe de Coxeter de type B comme suit.
ss s sﬀ ﬀ ﬀ ﬀr2
sn−2
rn−2rn−1
s1sn−1 s0
r1
Fig. IV.15. Graphe de Coxeter de type B
Le groupe de Coxeter Bn est engendré par s0, . . . , sn−1 avec les relations définissantes

s2i = 1 pour i = 0, . . . , n− 1,
s0s1s0s1 = s1s0s1s0,
sisi+1si = si+1sisi+1 pour i = 1, . . . , n− 2,
sisj = sjsi pour i, j = 0, . . . , n− 1 tels que |i− j| > 1.
(IV.6.5)
Le groupe Bn est isomorphe au produit en couronne C2 ≀ An−1 1 du groupe cyclique C2 d’ordre
2 par le groupe symétrique An−1. Notons γ le générateur de C2 et 1C2 l’élément neutre de C2. Pour
1. Par définition, le produit en couronne C2 ≀An−1 est le produit semi-direct C
n
2 ⋊An−1, où l’action de An−1 sur C
n
2
se fait par permutation des n copies de C2 ; la loi de multiplication est (a, π)(a
′, π′) := (aπ(a′), ππ′), où a, a′ ∈ Cn2 et
π, π′ ∈ An−1 sont des permutations d’un ensemble à n éléments.
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i = 1, . . . , n, soit γ(i) := (1
C2
, . . . , 1
C2
, γ, 1
C2
, . . . , 1
C2
) l’élément de Cn2 avec γ en position i et 1C2
partout ailleurs ; soit 1
Cn
2
:= (1
C2
, . . . , 1
C2
) l’élément neutre de Cn2 et 1An−1 l’élément neutre de An−1.
L’isomorphisme entre Bn et C2 ≀ An−1 est donné par s0 Ô→ (γ(1), 1An−1 ) et si Ô→
(
1
Cn
2
, (i, i + 1)),
i = 1, . . . , n− 1.
Soit H le sous-groupe engendré par s0, . . . , sn−2 ; voici la figure de Coxeter–Todd pour (Bn, H) :
t t t t t t t t t t
H
sn−1 sn−2 s1 s0 s1 sn−2 sn−1
Fig. IV.16. Figure de Coxeter–Todd pour (Bn, H) avec la présentation (IV.6.5)
Nous donnons un analogue - pour le groupe B+n - de la présentation de Carmichael (l’arête orientée
distinguée est (01)) :
– le sous-groupe alterné B+n est engendré par a1, . . . , an−1 avec les relations définissantes

a4i = 1 pour i = 1, . . . , n− 1,
(a1ai)
3 = 1 pour i = 2, . . . , n− 1,
(a21ai)
2 = 1 pour i = 2, . . . , n− 1.
(a1aia1aj)
2 = 1 pour i, j = 2, . . . , n− 1 tels que i < j.
(IV.6.6)
La présentation (IV.2.2), respectivement la présentation de la Proposition IV.2, s’écrit :
– le groupe B+n est engendré par R1, . . . , Rn−1 avec les relations définissantes

R41 = 1,
R2i = 1 pour i = 2, . . . , n− 1,
(R−1i Ri+1)
3 = 1 pour i = 1, . . . , n− 2,
(R−1i Rj)
2 = 1 pour i, j = 1, . . . , n− 1 tels que |i− j| > 1 ;
(IV.6.7)
– respectivement, le groupe B+n est engendré par r1, . . . , rn−1 avec les relations définissantes

r41 = 1,
r3i = 1 pour i = 2, . . . , n− 1,
(riri+1)
2 = 1 pour i = 1, . . . , n− 2,
(riri+1ri+2)
2 = 1 pour i = 1, . . . , n− 3,
rirj = rjri pour i, j = 1, . . . , n− 1 tels que |i− j| > 2.
(IV.6.8)
Notons ǫ0 la signature de An−1. Soit ǫCn
2
: Cn2 → {−1, 1} l’homomorphisme défini par ǫCn
2
(γ(i)) =
−1 pour i = 1, . . . , n. Le sous-groupe alterné B+n de type B est isomorphe au sous-groupe de C2 ≀An−1
formé par les éléments (g, π), π ∈ An−1 et g ∈ C
n
2 , tels que ǫCn
2
(g)ǫ0(π) = 1. Les isomorphismes sont
donnés par :
– pour la présentation (IV.6.6), ai Ô→
(
γ(1), (1, i + 1)
)
, i = 1, . . . , n− 1.
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– pour la présentation (IV.6.7), Ri Ô→
(
γ(1), (i, i + 1)
)
, i = 1, . . . , n− 1.
– pour la présentation (IV.6.8), r1 Ô→
(
γ(1), (1, 2)
)
et ri Ô→
(
1
Cn
2
, (i− 1, i, i + 1)
)
, i = 2, . . . , n− 1.
Soit H le sous-groupe engendré par a1, . . . , an−2, ou par R1, . . . , Rn−2, ou par r1, . . . , rn−2.
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Fig. IV.17. Figure de Coxeter–Todd pour (B+n , H) avec la présentation (IV.6.6)
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Fig. IV.18. Figure de Coxeter–Todd pour (B+n , H) avec la présentation (IV.6.7)
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Fig. IV.19. Figure de Coxeter–Todd pour (B+n , H) avec la présentation (IV.6.8), n pair
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Fig. IV.20. Figure de Coxeter–Todd pour (B+n , H) avec la présentation (IV.6.8), n impair
Comme pour le type A, l’algorithme de Coxeter–Todd permet de montrer que le sous-groupe H
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est, dans chaque cas, isomorphe au groupe B+n−1 ; on obtient donc trois présentations de la chaîne des
sous-groupes alternés de type B, au sens du Chapitre I, Section I.1.
Les figures de Coxeter–Todd pour les présentations (IV.6.6), (IV.6.7) et (IV.6.8) fournissent trois
formes normales pour les éléments de B+n . En particulier, cela permet de montrer, de manière similaire
au type A (voir fin de la Sous-Section précédente), que la chaîne des sous-groupes alternés de type
B, munie de la présentation (IV.6.8), est stationnaire retardée de retard 1 (au sens de la Section I.1).
Nous omettons les détails.
Remarque. Le groupe de réflexions complexe G(m, 1, n) est engendré par s0, . . . , sn−1 avec les
mêmes relations définissantes que (IV.6.5), excepté que s20 est remplacé par s
m
0 = 1 (voir Chapitre
III, Section III.4). Pour m = 1, G(1, 1, n) est le groupe An−1 ; pour m = 2, G(2, 1, n) est le groupe
Bn. Soit H le sous-groupe de G(m, 1, n) engendré par s0, . . . , sn−2. La figure de Coxeter–Todd pour(
G(m, 1, n), H
)
, voir Chapitre III, Section III.4, généralise les Figures IV.10 et IV.16.
IV.6.3 Type D
Nous labellisons les sommets et les arêtes orientées du graphe de Coxeter de type D comme suit.
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Fig. IV.21. Graphe de Coxeter de type D
Le groupe de Coxeter Dn est engendré par s0, . . . , sn−1 avec les relations définissantes

s2i = 1 pour i = 0, . . . , n− 1,
s0s2s0 = s2s0s2, sisi+1si = si+1sisi+1 pour i = 1, . . . , n− 2,
s0s1 = s1s0, s0si = sis0 pour i = 3, . . . , n− 1,
sisj = sjsi pour i, j = 1, . . . , n− 1 tels que |i− j| > 1.
(IV.6.9)
Le groupe Dn est isomorphe au sous-groupe de C2 ≀An−1 formé par les éléments (g, π), π ∈ An−1 et
g ∈ Cn2 , tels que ǫCn
2
(g) = 1. L’isomorphisme est donné par s0 Ô→
(
γ(1)γ(2), (1, 2)
)
et si Ô→
(
1
Cn
2
, (i, i+
1)
)
pour i = 1, . . . , n− 1.
Soit H le sous-groupe engendré par s0, . . . , sn−2 ; voici la figure de Coxeter–Todd pour (Dn, H) :
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Fig. IV.22. Figure de Coxeter–Todd pour (Dn, H) avec la présentation (IV.6.9)
Nous donnons un analogue - pour le groupe D+n avec n ≥ 3 - de la présentation de Carmichael
(l’arête orientée distinguée est (02)) :
– le sous-groupe alterné D+n , n ≥ 3, est engendré par a1, . . . , an−1 avec les relations définissantes

a3i = 1 pour i = 1, . . . , n− 1,
(a1ai)
2 = 1 pour i = 2, . . . , n− 1,
(a22ai)
2 = 1 pour i = 3, . . . , n− 1,
(aiaj)
2 = 1 pour i, j = 3, . . . , n− 1 tels que i < j.
(IV.6.10)
La présentation (IV.2.2), respectivement la présentation de la Proposition IV.2, s’écrit :
– le groupe D+n est engendré par R1, . . . , Rn−1 avec les relations définissantes

R32 = 1,
R2i = 1 pour i = 1, . . . , n− 1 and i Ó= 2,
(R−1i Ri+1)
3 = 1 pour i = 1, . . . , n− 2,
(R−1i Rj)
2 = 1 pour i, j = 1, . . . , n− 1 tels que |i− j| > 1 ;
(IV.6.11)
– respectivement, le groupeD+n , n ≥ 3, est engendré par r1, . . . , rn−1 avec les relations définissantes

r3i = 1 pour i = 1, . . . , n− 1,
(r1r
2
2)
2 = 1, (r1r3)
2 = 1, (riri+1)
2 = 1 pour i = 2, . . . , n− 2,
(r1r3r4)
2 = 1, (riri+1ri+2)
2 = 1 pour i = 2, . . . , n− 3,
r1ri = rir1 pour i = 5, . . . , n− 1,
rirj = rjri pour i, j = 2, . . . , n− 1 tels que |i− j| > 2.
(IV.6.12)
Le sous-groupe alterné D+n de type D est isomorphe au sous-groupe de C2 ≀An−1 formé par les éléments
(g, π), π ∈ An−1 et g ∈ C
n
2 , tels que ǫCn
2
(g) = 1 et ǫ0(π) = 1. Les isomorphismes sont donnés par :
– pour la présentation (IV.6.10),
a1 Ô→
(
γ(1)γ(2), (1, 2, 3)
)
, a2 Ô→
(
γ(1)γ(2), (1, 3, 2)
)
et ai Ô→
(
γ(1)γ(2), (1, 2, i+ 1)
)
, i = 3, . . . , n− 1.
– pour la présentation (IV.6.11),
R1 Ô→
(
γ(1)γ(2), 1
An−1
)
et Ri Ô→
(
γ(1)γ(2), (1, 2)(i, i + 1)
)
, i = 2, . . . , n− 1.
– pour la présentation (IV.6.12),
r1 Ô→
(
1
Cn
2
, (1, 2, 3)
)
, r2 Ô→
(
γ(1)γ(2), (1, 2, 3)
)
et ri Ô→
(
1
Cn
2
, (i− 1, i, i + 1)
)
, i = 3, . . . , n− 1.
Soit H le sous-groupe engendré par a1, . . . , an−2, ou par R1, . . . , Rn−2, ou par r1, . . . , rn−2.
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Fig. IV.23. Figure de Coxeter–Todd pour (D+n , H) avec la présentation (IV.6.10)
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Fig. IV.24. Figure de Coxeter–Todd pour (D+n , H) avec la présentation (IV.6.11)
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Fig. IV.25. Figure de Coxeter–Todd pour (D+n , H) avec la présentation (IV.6.12), n pair
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Fig. IV.26. Figure de Coxeter–Todd pour (D+n , H) avec la présentation (IV.6.12), n impair
Comme pour les types A et B, l’algorithme de Coxeter–Todd permet de montrer que le sous-groupe
H est, dans chaque cas, isomorphe au groupe D+n−1 ; on obtient donc trois présentations de la chaîne
des sous-groupes alternés de type D, au sens du Chapitre I, Section I.1.
Les figures de Coxeter–Todd pour les présentations (IV.6.10), (IV.6.11) et (IV.6.12) fournissent
trois formes normales pour les éléments de D+n . En particulier, cela permet de montrer, de manière
similaire au type A (voir fin de la Sous-Section sur le type A), que la chaîne des sous-groupes alternés
de type D, munie de la présentation (IV.6.12), est stationnaire retardée de retard 1 (au sens de la
Section I.1). Nous omettons les détails.
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Algèbres de Hecke cyclotomiques : représentations, fusion et limite
classique
Résumé. Une approche inductive est développée pour la théorie des représentations de la chaîne
des algèbres de Hecke cyclotomiques de type G(m,1,n). Cette approche repose sur l’étude du spectre
d’une famille commutative maximale, formée par les analogues des éléments de Jucys–Murphy. Les
représentations irréductibles, paramétrées par les multi-partitions, sont construites avec l’aide d’une
nouvelle algèbre associative, dont l’espace vectoriel sous-jacent est le produit tensoriel de l’algèbre
de Hecke cyclotomique avec l’algèbre associative libre engendrée par les multi-tableaux standards.
L’analogue de cette approche est présentée pour la limite classique, c’est-à-dire la chaîne des groupes
de réflexions complexes de type G(m,1,n).
Dans une seconde partie, une base des algèbres de Hecke cyclotomiques est donnée et la platitude
de la déformation est montrée sans utiliser la théorie des représentations. Ces résultats sont généralisés
aux algèbres de Hecke affines de type A. Ensuite, une procédure de fusion est présentée pour les groupes
de réflexions complexes et les algèbres de Hecke cyclotomiques de type G(m,1,n). Dans les deux cas,
un ensemble complet d’idempotents primitifs orthogonaux est obtenu par évaluation consécutive d’une
fonction rationnelle.
Dans une troisième partie, une nouvelle présentation est obtenue pour les sous-groupes alternés
de tous les groupes de Coxeter. Les générateurs sont reliés aux arêtes orientées du graphe de Coxeter.
Cette présentation est ensuite étendue, pour tous les types, aux extensions spinorielles des groupes
alternés, aux algèbres de Hecke alternées et aux sous-groupes alternés des groupes de tresses.
Abstract. An inductive approach to the representation theory of the chain of the cyclotomic
Hecke algebras of type G(m,1,n) is developed. This approach relies on the study of the spectrum of a
maximal commutative family formed by the analogues of the Jucys–Murphy elements. The irreducible
representations, labelled by the multi-partitions, are constructed with the help of a new associative
algebra, whose underlying vector space is the tensor product of the cyclotomic Hecke algebra with the
free associative algebra generated by the standard multi-tableaux. The analogue of this approach is
presented for the classical limit, that is for the chain of complex reflection groups of type G(m,1,n).
In a second part, a basis of the cyclotomic Hecke algebras is given and the flatness of the defor-
mation is proved without using the representation theory. These results are extended to the affine
Hecke algebras of type A. Then a fusion procedure is presented for the complex reflection groups and
the cyclotomic Hecke algebras of type G(m,1,n). In both cases, a complete set of primitive orthogonal
idempotents is obtained by successive evaluations of a rational fonction.
In a third part, a new presentation is obtained for the alternating subgroups of all Coxeter groups.
The generators are related to oriented edges of the Coxeter graph. This presentation is then extended,
for all types, to the spinor extensions of the alternating groups, the alternating Hecke algebras and
the alternating subgroups of braid groups.
