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We address the feature selection task in the special context of longitudinal data ± where 
variables are repeatedly measured across different time points. When analysing 
longitudinal data, a standard feature selection method would typically ignore the 
temporal nature of the features and treat each feature value at a given time point as a 
separate feature. That is, a standard algorithm would ignore the important difference 
between values of the same feature (measuring the same property of an instance) across 
different time points and values of fundamentally different features (measuring different 
properties of an instance) at the same time point.  
This thesis presents two main contributions. The first one is the creation of the 
longitudinal datasets used in the experiments, including the construction of features 
capturing longitudinal information for predicting age-related diseases. The datasets were 
created from data in the English Longitudinal Study of Ageing (ELSA) database. The 
second contribution consists of proposing four new variants of the Correlation-based 
Feature Selection (CFS) method for selecting features to be used as input by a 
classification algorithm. These CFS variants take into account (in different ways) the 
temporal redundancy associated with variations in the value of a feature across different 
time points.  
The results are summarised from two main perspectives. Firstly, in terms of predictive 
accuracy, one of the proposed CFS variants (called Exh-CFS-Gr ± exhaustive 
search-based CFS per group of temporally redundant features) obtained a statistically 
significantly better predictive performance than the performance obtained by standard 
CFS and the baseline approach of no feature selection when using Naïve Bayes as the 
classification algorithm. However, there was no statistically significant difference 
between the predictive accuracies obtained by J48, a decision tree induction algorithm, 
for all different variants of CFS (including standard CFS). Secondly, regarding the 
feature subsets selected by different variants of CFS, the number of features selected by 
Exh-CFS-Gr was substantially greater than that of all other three CFS variants for all 
datasets. This helps explaining why this feature selection method obtained the best 
results in the experiments with Naïve Bayes; i.e., it seems that the other CFS variants 
selected relatively too few features for Naïve Bayes. Additionally, the features 
originally observed in the ELSA database were, in general, selected more often (by all 
variants of CFS) than the constructed features capturing longitudinal information. 
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$FFRUGLQJWRD8QLWHG1DWLRQ¶VUHSRUWRQ:RUOG3RSXODWLRQ Ageing (2015) (United 
Nations, Department of Economic and Social Affairs and Population Division 2015), 
the number of people worldwide aged 60 or over is estimated to reach 2.1 billion by 
the year 2050. The process of getting older eventually leads to a decline in the 
physical and mental health of people. Also, as people get older they become 
increasingly more likely to develop life-threatening age-related diseases.  
In the last few years, developments in bioinformatics methods for data collection 
have increased the need for computational methods to organise and analyse very 
large and continuously growing amounts of biological data, such as human ageing 
data. The main goal of bioinformatics is to apply existing algorithms, or developing 
new ones, to discover and evaluate several relationships between biological entities 
(Baldi and Brunak 2001; Altman 2001). Previous studies report that machine 
learning, which consists of a collection of automatic and intelligent learning 
techniques, is able to evaluate biological data (Bhaskar, Hoyle and Singh 2006). The 
biology of ageing is one of the most interesting topics in our era, yet it is challenging 
in terms of understanding (Comfort 1964; Hofer and Sliwinski 2001; Lexell, Taylor 
and Sjöström 1988; Adam 2001). Whilst a substantial amount of data on ageing is 
available, discovering interesting knowledge from such data is not trivial, due to the 
complexity of the biological process of ageing. 
In this thesis, our primary goal is not to analyse data directly about human longevity, 
i.e. we do not try to predict the longevity (lifespan) of individuals. Rather, our 
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primary goal is essentially to analyse data about age-related diseases, i.e., we try to 
predict whether an individual will develop some age-related disease in the future, 
based on past biomedical data about that individual. In order to achieve this goal, we 
employed machine learning techniques to identify abnormal behaviours and predict 
life-threatening diseases in older adults, such as heart attack, stroke, high blood 
pressure, dementia, etc. These harmful diseases are also known as age-related 
diseases for which old age is one of the greatest risk factors.  
Therefore, this research was constructed to study biomedical data about human 
ageing, where the data sets were derived from the English Longitudinal Study of 
Ageing (ELSA) (Marmot et al. 2016). The ELSA study is a longitudinal survey of 
ageing and quality of life among older people that explores the dynamic relationships 
between health and functioning, social networks and participation, and economic 
position as people plan for, move into and progress beyond retirement. In this thesis, 
however, we focus only on biomedical data, such as the results of blood tests and 
other data collected by nurses, and the relationship between that data and the 
age-related diseases of patients, as will be described in more detail later.  
In machine learning, a classification algorithm aims to find a predictive relationship 
between features and the class variable. This is done by building a classification 
model from pre-classified instances. Afterwards, this model is used to predict the 
class label of previously unseen instances.  
In classification datasets with a large number of features, feature selection methods 
are often applied in a data pre-processing step (Li et al. 2016; Liu 1998; Wang, 
Wang and Chang 2016) in order to remove irrelevant or redundant features. This can 
lead to higher predictive accuracy and reduce the training time of classification 
algorithms. 
The vast majority of works on the classification task focus on analysing the standard 
type of classification data, where each variable is measured at a single time point, so 
that there is no explicit temporal structure in the data. However, many important data 
sources ± particularly in the biomedical domain ± contain longitudinal data, where 
the values of a variable are repeatedly measured across several time points  (often 
called waves) (Ribeiro et al. 2017). For instance, many hospital databases contain 
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records with blood test results measured for the same patient across many time 
points. 
In this thesis, we address the feature selection task in the special context of 
longitudinal data. When analysing longitudinal data, a standard feature selection 
method would typically ignore the temporal nature of the features and treat each 
feature value at a given time point as a separate feature. That is, a standard algorithm 
would ignore the important difference between values of the same feature 
(measuring the same property of an instance) across different time points and values 
of fundamentally different features (measuring different properties of an instance) at 
the same time point. 
This thesis presents two main contributions. The first one is the creation of the 
longitudinal datasets used in the experiments, including the construction of features 
capturing longitudinal information for predicting age-related diseases. The datasets 
were created from data in the English Longitudinal Study of Ageing (ELSA) 
database (Marmot et al. 2016). The created datasets contain two types of features, 
namely originally observed features (directly taken from the ELSA database) and the 
aforementioned constructed longitudinal features, where both feature types occur in 
three waves. Besides, each dataset contains a single class variable representing an 
age-related disease, so that multiple datasets were created for different diseases. In 
each dataset, the classification task consists of predicting whether or not an 
individual will develop a given age-related disease in a later wave of the longitudinal 
data in ELSA, based on values of biomedical features describing characteristics of 
the individual in previous waves.  
The second contribution consists of proposing four new variants of the 
Correlation-based Feature Selection (CFS) method. CFS is used in a data 
pre-processing phase for selecting features to be used as input by a conventional 
classification algorithm. These CFS variants take into account (in different ways) the 
temporal redundancy associated with variations in the value of a given feature across 
different waves (time points). In essence, the four proposed CFS variants can be 
categorised into two types of modifications of the standard CFS method, namely two 
RI WKH YDULDQWV PRGLI\ WKH VWDQGDUG &)6¶ search method; whilst the other two 
varLDQWVPRGLI\WKHVWDQGDUG&)6¶HYDOXDWLRQIXQFWLRQ 
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The remainder of the thesis is organised as follows. Chapter 2 presents the 
background for this research. Chapter 3 presents the main contributions, namely 
dataset creation (including the creation of longitudinal features capturing temporal 
information) and four new variants of CFS. Chapter 4 reports the computational 
results. Chapter 5 presents the conclusions and future research directions. 
Chapter 2: Background 
 5 
2 %$&.*5281' 
In this chapter, we review the background on feature selection and classification 
algorithms relevant to the thesis. This chapter is organised as follows. Section 2.1 
introduces concepts and methods for the classification task, focusing on decision tree 
and Naïve Bayes algorithms, which are the types of classification algorithms used in 
the experiments reported in Chapter 4. Section 2.2 discusses feature selection 
methods, including general approaches and types of search methods. This section 
also describes in detail the Correlation-based Feature Selection method, since this 
thesis proposes variants of this method in Chapter 3. Section 2.3 explains the basic 
concepts of the longitudinal classification task. Section 2.4 presents related work on 
feature selection for longitudinal classification. 
2.1 &RQFHSWVDQG0HWKRGVIRUWKH&ODVVLILFDWLRQ7DVN 
A data set is a collection of instances (records). Each instance consists of two parts, a 
set of predictive features and a class. This means that every instance belongs to a 
predefined class. A classification algorithm performs the process of building a 
classification model which allows us to predict the class of an instance, given the 
values of its predictive features. This model is built by using a training set, where the 
classes of the instances are known. After that, the model is used to predict the classes 
of instances in the test set, where the classes are unknown. To summarize, the 
classification process involves the induction of a classification model from the 
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training set and its application to predict the class of instances in the test set (unseen 
during training). 
 
2.1.1 Decision Tree Induction Algorithms 
Decision tree induction algorithms typically build a decision tree in a top-down 
fashion (Quinlan 1993), by using a recursive learning process, as follows. Firstly, the 
algorithm considers all training instances, which are allocated to the root node of the 
decision tree. Then, a feature (f), which best separates the classes based on a given 
feature selection criterion, is selected to label the current (root) node. Next, the set of 
instances (I) in the current node is partitioned into s mutually exclusive subsets of 
instances (I1« Ik) according to the values of the selected feature f; where k, the 
number of instance subsets, is determined based on the type of selected feature f, as 
follows. If feature f is nominal (categorical), k is typically the number of values taken 
by the feature, so that an instance subset is created for each of the feature values. If 
feature f is numerical (continuous), typically k is set to 2, so that the algorithm 
creates two instance subsets, one with the instances satisfying the condition I WKU
and the other with the instances satisfying the condition f > thr, where thr is a 
threshold automatically determined to maximise class separation among the two 
instance subsets.  
In any case, each instance subset (I1«Is) is allocated to a newly created child node, 
where the processes of feature selection and partitioning the current set of instances 
into subsets are recursively repeated. If all instances in a newly created child node 
(instance subset) belong to a single class, there is no need to keep partitioning the 
instances in that node, then the algorithm converts the current node into a leaf and 
stops the recursive process in this part of the decision tree. The current node can also 
be converted into a leaf for other reasons, even if it still contains instances of 
different classes ± see the discussion on pre-pruning later in this section.  
This process of attribute selection and instance set partitioning is recursively 
repeated for each non-leaf node of the tree, until all those nodes are converted into 
leaf nodes. The goal of this process is to allocate instances of different classes to 
different subsets of instances. 
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One of the well-known decision tree induction algorithms is the J48 algorithm 
available on WEKA data mining tool (Hall et al. 2009), which is an implementation 
of the C4.5 algorithm (Quinlan 1993). J48 was used as one of the classification 
algorithms in this research, as will be discussed later. 
There are several feature selection criteria that can be used in order to select the most 
relevant feature to separate the classes at each node. One of the most commonly used 
criteria is the Information Gain (IG), which is used by several decision tree induction 
algorithms, such as Interactive Dichotomizer 3 (ID3) (Quinlan 1986). In information 
WKHRU\6KDQQRQ¶VHQWURS\IXQFWLRQDOVRNQRZQDVHQWURS\LVDPHWKRGWRPHDVXUH
uncertainty in the outcome of an experiment. For example, consider a random 
variable X with v possible values. The Shannon entropy function, denoted H(X), is 
defined in equation (2.1): 
 
 ܪሺܺሻ ൌ  െ ෍ ݌௜ ݈݋݃ଶ ݌௜ (2.1) 
 
where pi is the probability that X takes its i-th value, i  «v. Let ܪሺܺȁܻ ൌ ݕ௜ሻ be 
the entropy of the variable X conditioned on the variable Y taking a certain value ݕ௜. 
Then H(X|Y) is the weighted average of ܪሺܺȁܻ ൌ ݕ௜ሻ over all possible values ݕ௜ that 
Y may take, where the weights are the probabilities of the ݕ௜  values. This is the 
entropy of X given Y, defined in equation (2.2), also known as conditional entropy. 
 
 
ܪሺܺȁܻሻ ൌ ෍ ݌ሺܻ ൌ ݕ௜ሻܪሺܺȁܻ ൌ ݕ௜ሻ௩௜ୀଵ  (2.2) 
 
7KH,*FULWHULRQLVEDVHGRQWKHIROORZLQJFRQFHSW³(QWURS\UHSUHVHQWVWKHDPRXQW
of uncertainty in the outcome of an experiment, so we want to minimize entropy 
ZKHQVHOHFWLQJDIHDWXUHLQDGHFLVLRQWUHH´(Liu 1998). The IG is defined in equation 
(2.3): 
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 ܫܩሺܫǡ ݂ሻ ൌ ܪሺܫሻ െ ܪሺܫȁ݂ሻ (2.3) 
 
where H(I) denotes the amount of information contained in the set of instances I and 
H(I|f) is the reduced amount of information (reduced entropy) after using feature f to 
partition the set I. In addition, Symmetrical Uncertainty (SU) (Hall 2000) 
compensates for information gain's bias toward attributes with more values and 
normalises its value to the range [0; 1]. This is defined as shown in equation (2.4): 
 
 
ܷܵሺܺǡ ܻሻ ൌ  ?Ǥ ? ൈ ൤ ܫ
ሺܺǡ ܻሻܪሺܻሻ ൅ ܪሺܺሻ൨ (2.4) 
 
However, many feature selection criteria can be used instead of the IG. The issue of 
which feature selection criterion is the best depends mainly on the data set being 
mined. For example, the drawback of using information gain is a bias favouring the 
choice of features with a lot of values. In an extreme case where a feature has a 
distinct nominDOYDOXHIRUHDFKLQVWDQFHHJDSDWLHQW¶V,'QXPEHUSDUWLWLRQLQJWKH
VHW RI LQVWDQFHV DFFRUGLQJ WR WKH YDOXHV RI WKLV IHDWXUHZRXOG UHVXOW LQ D ³SHUIHFW´
partition (ܪሺܫȁ ூ݂஽ሻ ൌ  ?). However, this is an extreme case of overfitting the decision 
tree to the training data, with no generalisation to new test set. Therefore, to reduce 
this bias of the information gain criterion, Information Gain Ratio (IGR), which is a 
modification of the information gain (Quinlan 1993), was invented. In terms of 
implementation,the IGR is used by C4.5, which is an improved version of ID3, and 
J48 algorithm (an alternative implementation of C4.5) available on WEKA data 
mining tool (Hall et al. 2009). The IGR is defined in equation (2.5): 
 
 ܫܩܴሺܫǡ ݂ሻ ൌ ܫܩሺܫǡ ݂ሻܲܧሺܫǡ ݂ሻ (2.5) 
 
where PE(I,f) measures entropy produced partitioning the set of instances in the 
current tree node into K partitions, where K is the number of values of nominal 
feature f. Hence, IGR overcomes the drawback of IG criterion. Nevertheless, there is 
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also a potential problem of using IGR since it may overcompensate. This means that 
IGR may choose a feature just because the term PE(I,f) is very low. A standard 
approach to fix this problem is to select the feature f with the highest value of IG(I,f) 
subject to the restriction that f¶V IG(I,f) value must be equal to or greater than the 
average value of IG(I,f) for all features being considered. 
Decision Tree Pruning is performed in order to remove irrelevant nodes constructed 
from the training set due to noise or outliers. As a result, the pruned trees are smaller 
and less complex to be interpreted. In general, there are two main tree pruning 
approaches, namely pre-pruning and post-pruning (Frank 2000). The former prunes 
the tree by halting its construction early. As an example of a pre-pruning criterion, 
the current node can be converted into a leaf node if the number of instances in the 
current node is smaller than a certain pre-defined threshold (since in this case there 
would be little statistical support for calculating the IG value of attributes at that 
node). On the other hand, post-pruning removes a sub-tree from a fully-grown tree. 
Taking Reduced Error Pruning (Elomaa and Kääriäinen 2001) as an example of 
post-pruning approaches, such method works by tentatively replacing subtree rooted 
at a given internal (non-leaf) node within the tree with a leaf, assigning all instances 
in that newly created leaf to the most frequent class among those instances. If the 
replacement of this subtree with a leaf does not increase the classification error of the 
tree, then the subtree is permanently removed, i.e. transformed into a leaf node. 
Doing so requires a validation set which can be obtained by holding out a part of the 
training set. After that, the classification error can, for instance, be derived according 
to the number of misclassified instances from the validation set. The process is 
repeated to iterate over all tree nodes until the pruning is no longer helpful.  
There are a number of motivations for decision tree pruning. The first one is 
VLPSOLI\LQJWKHPRGHOWKHWUHH7KHVHFRQGRQHLVUHGXFLQJWKHULVNRI³RYHUILWWLQJ´
which occurs when the unpruned decision tree fits to details of the training set that 
do not generalise well to the test set. On the other hand, if pruning is too aggressive, 
WKLVFRXOGOHDGWR³XQGHUILWWLQJ´RIWKHPRGHOWRWKHGDWD 
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There are a number of advantages of decision tree induction algorithms. The main 
one is comprehensibility (Freitas 2013), since a decision tree is relatively easy to 
interpret (as long as the tree is not too large). In particular, a decision tree is 
represented in a graphical form (a diagram), which is a very user-friendly 
representation, as shown in Figure 2.1. The example decision tree in this figure was 
built, by running J48 algorithm in WEKA (Hall et al. 2009), from the Pima Indians 
Diabetes dataset (from the UCI dataset repository (Bache and Lichman 2013), where 
the class variable indicates whether or not the patient shows signs of diabetes and the 
features describe their general health information such as age, body mass index, 
blood pressure, etc.  
Moreover, decision trees have a hierarchical structure that also facilitates their 
interpretation: in general, the closer a feature is to the root, the more relevant it is. In 
RWKHU ZRUGV WKH PRVW UHOHYDQW IHDWXUHV IRU SUHGLFWLQJ DQ LQVWDQFH¶V FODVV DUH
automatically placed near to the root of the tree, which enables us to easily identify 
important features and helps in analysing the underlying predictive relationships 
between relevant features and the class (Freitas 2013). Taking Figure 2.1 as an 
H[DPSOH WKLV GHFLVLRQ WUHH LOOXVWUDWHV WKDW WKH IHDWXUH ³SODV´ 3ODVPD JOXFRVH
concentration) plays the most important role in the test of predicting whether or not a 
SDWLHQW KDV GLDEHWHV %\ FRQWUDVW ³EODFN ER[´ FODVVLILFDWLRQ DOJRULWKPV VXFK DV
Support Vector Machines (SVMs) are likely to achieve higher predictive accuracies, 
Figure 2.1: an example of a decision tree 
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but they have the considerable drawback of producing non-interpretable 
classification models. The interpretability of the classification model is an important 
issue, especially when our aim is to discover new comprehensible knowledge 
(Cristianini and Shawe-Taylor 2000). Furthermore, a decision tree automatically 
reports feature interactions involving the features selected along each path from the 
root to a leaf.  
Thirdly, decision tree algorithms can effectively cope with both numerical and 
nominal attributes, whilst some classification algorithms like instance-based learning 
(Aha, Kibler and Albert 1991) and Support Vector Machines (Cristianini and 
Shawe-Taylor 2000) do not cope so naturally with nominal attributes ± e.g. such 
attributes would normally be converted into numerical attributes when using SVM, 
introducing an arbitrary numerical order among originally unordered nominal values. 
)RXUWKO\GHFLVLRQWUHHDOJRULWKPV¶HIIHFWLYHQHVVLQWHUPVRISUHGLFWLYHDFFXUDF\LVLQ
general acceptable, and especially high in some datasets where the values of the class 
variable are assigned to instances by analysing one-feature-at-a-time. For instance, in 
some credit datasets  the class values assigned to the customers seem to be generated 
by a human analyst who manually chooses a sequence of relevant features for 
FODVVLI\LQJ WKH FXVWRPHU¶V FUHGLW ULVN DQG WKLV NLQG RI VHTXHQWLDO FODVVLILFDWLRQ
matches well the approach of identifying relevant features one-at-a-time when 
building a decision tree (Brazdil and Henery 1994). However, it should be noted that 
decision tree algorithms are not considered the state-of-the-art in terms of predictive 
accuracy in general, and more modern decision tree-based algorithms like random 
forests (Breiman 2001; Touw et al. 2013) tend to obtain higher predictive accuracies 
in general, using the power of an ensemble of decision trees to make more robust 
predictions. On the other hand, the fact that random forests use an ensemble of (with 
a large number of) decision trees makes the model much harder to interpret than a 
single decision tree. 
Last but not least, the computational time spent on building a decision tree classifier 
is relatively fast, since decision-tree induction algorithms use the principle of 
³GLYLGH-and-FRQTXHU´ ,QJHQHUDOWKHWLPHFRPSOH[LW\Rf building a decision tree is ܱሺ݉  ? ଶ݊ሻ, where m is the number of instances in the training set and n is the number 
of predictor features. In addition, the time complexity of the classification of testing 
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instances (unseen during training) is O(WÂORJV), where t is the number of instances in 
the testing set and s is the size of the decision tree (number of nodes, including 
leaves) (Su and Zhang 2006). 
Despite these advantages, one major drawback of decision tree induction algorithms 
is the fragmentation problem (Freitas 2013; Rokach 2016). Specifically, the use of 
the divide-and-conquer principle means that at the deeper levels of a decision tree, 
the feature selection procedure uses fewer and fewer instances from the training set, 
so the feature selection process is less statistically reliable at deeper nodes of the 
tree. This usually leads to the generation of many locally important yet globally 
insignificant rules, which tends to decrease the predictive accuracy of the decision 
tree.  
Another drawback of the large majority of decision tree algorithms is that they select 
features considering just one feature at a time, a relatively simple approach which 
does not cope well with strong interactions between attributes (e.g. when a good 
class separation requires a linear combination of numerical attributes, rather than a 
single attribute).  
Therefore, the predictive accuracy of decision tree classification models is often 
inferior to other types of classification models such as neural networks and support 
vector machines (SVMs), as well as often inferior to random forests as mentioned 
earlier. 
2.1.2 Naïve Bayes Algorithm 
1DwYH %D\HV LV D FODVVLILFDWLRQ DOJRULWKP EDVHG RQ %D\HV¶ WKHRUHP LQ WKH DUHD RI
probabilities (Sulzmann, Fürnkranz and Hüllermeier 2007). Naïve Bayes models are 
simple and fast to build. The basic rationale for Naïve Bayes can be explained as 
follows. In order to classify an unforeseen instance, we look into a data set of 
instances whose classes are known. In the ideal case, suppose that there are a huge 
number of instances (records), so we have sufficient examples for each possible 
combination of values for all predictive features. Hence, a new instance can now be 
classified by choosing the most frequent class for the particular combination of 
feature values occurring in that instance. In practice, however, we are unlikely to 
have many instances for every possible combination of feature values. Therefore, 
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%D\HV¶7KHRUHP LV HPSOR\HG WREXLOG1DwYH%D\HV FODVVLILFDWLRQPRGHOV EDVHG RQ
probabilities computed from the training set.  
Specifically, the probability of an instance - or example ± (Ej) having a class label 
(Cj) is computed from a training set as given in equation (2.6). 
 
 ܲሺܥ௜ȁܧ௝ሻ ൌ  ܲ൫ܧ௝หܥ௜൯ ൈ ܲሺܥ௜ሻܲሺܧ௝ሻ  (2.6) 
 
If we look at equation (2.6) carefully, in order to classify a given instance Ej, the 
probability of the instance (i.e. the probability of the particular combination of 
feature values observed in the instance), denoted P(Ej), is fixed for all classes, so we 
just have to choose the class Ci with maximum value of ܲ൫ࡱ࢐ห࡯࢏൯ כ ܲሺ࡯࢏ሻ . In 
addition, P(Ci), the prior probability of class (Ci), is estimated as the relative 
frequency of Ci in the entire training set. The challenge is to estimate P(Ej|Ci). The 
most common simplification is to make an assumption of independence among 
predictive features conditioned on the class. In other words, a Naïve Bayes 
classification model assumes that the presence of a particular feature is unrelated to 
the presence of any other feature, given the class. Hence, with this assumption, 
P(Ej|Ci) can be estimated as shown in equation (2.7): 
 
 ܲ൫ܧ௝หܥ௜൯  ൌ ܲ൫ ሺ݂ଵሻหܥ௜൯ ൈ ܲ൫ ሺ݂ଶሻหܥ௜൯ ൈ ǥ ൈ ܲ൫ ሺ݂௠ሻหܥ௜൯ (2.7) 
 
where m is the number of features and f(1), f(2) «  f(m) denote the values of the 
corresponding features in the instance j. To conclude, the instance Ej is assigned the 
class label Ci with a maximum value of ܲ൫ܧ௝หܥ௜൯ כ ܲሺܥ௜ሻ. 
The most serious disadvantage of the Naïve Bayes algorithm is that it assumes each 
feature is independent from all other features given the class variable. This is usually 
an unrealistic assumption and it is often violated in real-world datasets. Another 
limitation is that the predictive accuracy of the models is particularly sensitive to 
redundant features. In particular, if two features are highly correlated (perhaps 
because they measure slightly different aspects of the same property of an instance), 
Chapter 2: Background 
 14 
this high degree of feature correlation would be ignored by Naïve Bayes, which 
would count those features as providing two different pieces of evidence for the 
classification of an instance over-emphasizing the importance of those features. 
Lastly, to use Naïve Bayes with continuous (real-valued) features, the probability 
density of the feature is sometimes approximated according to a given distribution; 
normally the Gaussian distribution is used (John and Langley 1995). However, using 
the same distribution for all numerical features, again, is unrealistic, so ideally we 
need to choose a distribution which best characterises each feature, but this is a 
complex task that is rarely done in practice. As a reasonable compromise, sometimes 
numerical features are discretized in a pre-processing step before running the Naïve 
Bayes algorithm (García et al. 2013; Liu et al. 2002); but in this case, there is a risk 
that the discretization method will produce discretized intervals that lose some 
important information about the data. 
In spite of having the negative points mentioned above, the Naïve Bayes algorithm is 
a simple and powerful technique with several strengths. The first one is that it can 
handle missing values in a natural way by simply ignoring them. This is because 
features are used separately by the algorithm at both model construction and 
classification stages. Accordingly, if an instance has a missing value for a feature, it 
can be overlooked while constructing the model, and ignored when the probability is 
calculated for predicting the class label. 
In addition, Naïve Bayes can perform well even though the size of training set is 
small. In particular, it only requires sufficient instances to estimate the probabilistic 
relationship of each feature in isolation with the class. Given that interactions 
between features are not taken into account in the classification model, training 
instances of these interactions are not needed for learning, thus, generally Naïve 
Bayes requires less instances for effective training than other algorithms, such as 
logistic regression (Xue and Titterington 2008). Hence, when the size of the training 
set is not large, the risk of overfitting is not large.  
2.1.3 Measuring Predictive Accuracy 
In general, there are two main evaluation criteria to evaluate classification models. 
By far the most used one (which is also used in this thesis) is predictive accuracy, 
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which can be measured by different measures such as precision, recall and 
F-measure (as explained later in this section).  
The second criterion, which is not evaluated in this research, is the comprehensibility 
RU LQWHUSUHWDELOLW\ RIFODVVLILFDWLRQPRGHOV1RWH WKDWDPRGHO¶VFRPSUHKHQVLELOLW\
is arguably fundamentally subjective, at least much more subjective than the 
conventional measures of predictive accuracy. In actual fact, some types of 
classification models do not provide much information about interpretability, such as 
SVM and Random Forest. In particular, the models built by these algorithms are 
noUPDOO\XVHGDV³EODFNER[´PRGHOV2QWKHRWKHUKDQGGHFLVLRQWUHHVDQG1DwYH
Bayes models (the types of models built in this research, as mentioned earlier) are 
easier to be interpreted, as discussed earlier. It should be noted that, although 
comprehensibility is a subjective concept, there are a lot of data mining (or machine 
OHDUQLQJ ZRUNV WKDW PHDVXUH D PRGHO¶V FRPSUHKHQVLELOLW\ RU PRUH SUHFLVHO\ D
PRGHO¶V VLPSOLFLW\ LQ DQ REMHFWLYHZD\)RU LQVWDQFH WKH VLPSOLFLW\ RI D GHFLVLRQ
tree is often measured by its size, counting the number of parent and leaf nodes. In 
other words, the smaller the size, the simpler the model is. Such model simplicity 
measures have, however, the limitation of ignoring the meaning of the variables in 
the model and their interactions (Freitas 2013).  
With regard to measuring predictive accuracy, if a classification algorithm learns 
from an entire data set, then attempting to maximise the predictive accuracy on the 
same data set is trivial, since the data has already been memorised ± i.e. the 
algorithm knows the class for each instance in the dataset. Because of this, in order 
to measure the predictive accuracy, the set of instances in the full data set has to be 
partitioned into two parts, called the training set and the test set, where the former is 
used to build the classification model and the latter is used to measure the predictive 
accuracy. However, measuring predictive accuracy using a single training and test 
set partition is statistically unreliable due to the potential bias of selecting instances 
for the training and test tests. Therefore, the K-fold cross-validation technique is 
often employed to measure predictive accuracy in a way that uses multiple partitions 
of the data into training and test sets, whilst avoiding overlapping test sets (Hall et al. 
2009). The K-fold cross-validation procedure starts by randomly splitting the whole 
data set into K subsets (or folds) of approximately equal size. Afterwards, the 
classification algorithm is run K times, each time with a different subset used as the 
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test set and the other K ± 1 subsets used as the training set.  The reported measure of 
predictive accuracy is the mean of the accuracy over the K test sets. In general, K = 
10, as used in this research, is the most popular form of cross-validation, also known 
as 10-fold cross validation (Kohavi 1995). 
Although the K-fold cross-validation technique is a statistically robust approach to 
measure predictive accuracy, in real-world applications we usually need to report a 
single classification model for the user. However, none of the K models is 
considered to be the best model that can be built from the data, because each of those 
models uses only K ±1 folds. In general, other things being equal, the more instances 
are used for learning the model, the better the predictive performance of the model. 
In order to build the best classification model to be reported to the user, the entire 
data set must be used in the learning process. Hence, in this thesis we use 10-fold 
cross-validation to estimate predictive accuracy and the full dataset, test data 
included, to build the final models (some of which are interpreted, as discussed in 
Chapter 4). 
 
Table 2.1: The structure of a confusion matrix 
 
True Class ǲΪǳ ǲ-ǲ 
Predicted 
Class 
ǲΪǳ TP FP ǲ-ǲ FN TN 
 
So far, we discussed the methodology used for estimating predictive accuracy, and 
now we turn to the discussion of actual measures of predictive accuracy. Consider a 
ELQDU\ FODVVLILFDWLRQ SUREOHP ZLWK WZR FODVVHV GHQRWHG ³SRVLWLYH´ ³´ DQG
³QHJDWLYH´³±´FODVVHV. The predictive performance of a classification model can be 
summarized by a confusion matrix, whose structure is shown in Table 2.1. Each cell 
of this matrix show the number of test instances whose actual class is the class given 
in the corresponding column and whose predicted class is the class given in the 
corresponding row heading. The acronyms in the cells are defined as follows: TP = 
QXPEHURI³WUXHSRVLWLYH´LQVWDQFHV)3 QXPEHURI³IDOVHSRVLWLYH´LQVWDQFHV)1 
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QXPEHURI³IDOVHQHJDWLYH´LQVWDQFHVDQG71 QXPEHURI³WUXHQHJDWLYH´LQVWDQFHV
Hence, the cells in the main diagonal of the matrix (TP and TN) represent correct 
classifications, whereas the other two cells (FP and FN) represent different types of 
misclassifications. 
The simplest measure, the classification accuracy, is defined as the number of correct 
classifications divided by the total number of classifications, i.e. (TP + TN) / (TP + 
FP + FN + TN). However, this measure is not suitable for evaluating predicting 
accuracy in datasets where the class distribution is very unbalanced. This is because 
it would be very easy to obtain a very high value of classification accuracy by 
always predicting the majority class. For instance, if the relative frequency of the 
majority class in the dataset is very high, like 95%, we could trivially obtain a (very 
high) classification accuracy of 95% by always predicting the majority class for all 
instances, regardless of the attribute values of that instance. However, that trivial 
classification model would be undoubtedly useless. Therefore, there are other 
measures that cope better with class imbalance, such as the precision, recall and 
F-measures (Japkowicz and Shah 2011), discussed next. 
Consider a certain class, say the positive class. The precision measure is the ratio of 
the number of instances which truly belong to the positive class and were classified 
by the algorithm in that class divided by the total number of instances classified by 
the algorithm in the positive class. That is, Precision = TP / (TP + FP). Recall is the 
proportion of positive-class instances that were correctly classified as positive. That 
is, Recall = TP / (TP + FN). Recall is also called the rate of true positives. The 
F̻measure is the harmonic mean of precision and recall, calculated by equation 
(2.8): 
 
 ܨǦ݉݁ܽݏݑݎ݁ ൌ  ? ൈ ܲݎ݁ܿ݅ݏ݅݋݊ ൈ ܴ݈݈݁ܿܽሺܲݎ݁ܿ݅ݏ݅݋݊ ൅ ܴ݈݈݁ܿܽሻ (2.8) 
 
The above definition of precision, recall and F-measure is specific to the positive 
class, but the same measures are also computed for the negative class (or any other 
class, in problems with more than two classes). The final precision, recall and 
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F-measure values computed for a classification model are then an average of the 
corresponding values over all classes.  
Note that this final (averaged across classes) F̻measure is a suitable measure of 
predictive accuracy in classification problems with imbalance class distributions, 
since its maximization requires both classes to be predicted very well, in term of 
both precision and recall.  
2.1.4 The Problem of Imbalanced Class Distribution 
In data mining, when the number of positive class instances is far greater than that of 
negative class instances, it can be considered as a serious problem for a classification 
algorithm (Chawla, Japkowicz and Drive 2004). Such problem is practically 
common in various applications such as medical data, anomaly detection, etc. 
(Longadge, Dongre and Malik 2013). In general, classification algorithms are at their 
top-form when the numbers of instances of each class label are roughly equal 
(García, Sánchez and Mollineda 2012). However, when the number of instances of 
one class label far exceeds the other, a classification algorithm tends to be very 
focused on the majority class, since it can result in a higher predictive accuracy. 
Accordingly, a classification model which learns from such imbalance data is very 
likely to make many mistakes when classifying the minority (negative) class. In 
terms of data mining applications, this is not what we aim to achieve, since it is 
normally more interesting to learn and predict the minority class (Chawla 2009). For 
example, in survey data the number of patients suffering from a certain disease 
(positive class label) is relatively smaller than that of patients not having the disease 
(negative class label). Therefore, encouraging the algorithm to discover the factor(s) 
causing the disease is more interesting and in general more useful than to learn what 
healthy patients have in common. 
Dealing with imbalanced class distribution involves techniques such as improving 
classification algorithms or balancing class labels in the training set in a data 
pre-processing phase, before providing the data as input to the algorithm. The later 
technique is usually preferred as it has wider application and, thus, is the general 
approach followed in this work. The former technique includes algorithmic ensemble 
techniques which modify existing classification algorithms to enrich them in a way 
appropriate for imbalanced class distributions. The main objective of an ensemble 
Chapter 2: Background 
 19 
technique is to improve the performance of single classifiers (Rokach 2010; Polikar 
and Robi 2006). Particularly, this approach involves constructing several 
classification models from the original data and then aggregate their predictions.  
Unlike algorithm-based approaches, sampling-based approaches (Guo et al. 2008)  
are one of the well-known solutions for coping with the class imbalance problem in a 
pre-processing step. The main process is to resample the dataset, so that the class 
distribution changes toward a balanced one.  
There are two main sampling techniques. The first one is undersampling, which 
randomly removes some instances of the majority class, so this class has less effect 
on the classification algorithm. Furthermore, the FODVVLILFDWLRQDOJRULWKP¶Vrun time 
and the memory space are improved by reducing the size of the training set. 
Nevertheless, doing so might discard informative instances of the majority class, 
leading to potential loss of useful information. As a consequence, some majority 
(positive) instances could be classified as negative class incorrectly. In other words, 
WKLV LVVXH LV NQRZQDV³XQGHUILWWLQJ´ZKHUH WKHQXPEHURI LQVWDQFHV LQ WKH WUDLQLQJ
set is insufficient for the algorithm to capture the relationship between features and 
the class.  
The second resampling technique is oversampling, which duplicates some randomly 
sampled minority class instances. Although such technique throws away no 
information, this could lead to the ³RYHUILWWLQJ´SUREOHPGXHWRDIHZLQVWDQFHVEHLQJ
repeatedly copied (Liu et al. 2010). As a consequence, the classification algorithm 
captures the noise of the data instead of the underlying trend. 
In addition, another resampling-based approach called Synthetic Minority 
Over-Sampling TEchnique (SMOTE) was introduced to address the problem with 
class imbalance (Chawla et al. 2002). Such technique is simple and similar to the 
oversampling technique, yet it is considered more effective because of the following 
reason. Instead of creating exact copies of minority class instances, SMOTE 
synthetically constructs new minority class instances via an algorithm specifically 
designed for this task. As mentioned above, oversampling leads to the overfitting 
issue caused by many repeated randomly sampled instances. However, if the newly 
added instances are generated by an algorithm rather than being exact copies of some 
original instances, then the problem of overfitting can be prevented. In more details, 
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new synthetic instances are generated in the following way. First of all, for each 
minority class instance (m) an instance (n) from its k nearest neighbours (KNN) is 
picked at random. After that, the SMOTE algorithm constructs a new synthetic 
instance (oZKRVH IHDWXUHV¶ YDOXHVDUH FDOFXODWHG WDNLQJ LQWRDFFRXQW WKH IHDWXUHV¶
values of m and n. Specifically, the value of each feature is calculated according to 
equation (2.9).  
 
 ݋Ǥ ௜݂ ൌ ݉Ǥ ௜݂ ൅ ሺ݉Ǥ ௜݂ െ ݊Ǥ ௜݂ሻ  ൈ ݎܽ݊݀ሺ ?ǡ ?ሻ (2.9) 
 
Essentially, the value assigned to a feature is a coordinate of a randomly sampled 
point along the line segment between m.fi and n.fi. It should be noted that if the 
feature f is categorical, the majority vote is used for the nominal value amongst the 
KNN. With the use of KNN, not only does SMOTE mitigate the problem of 
overfitting caused by random oversampling, but also it results in no loss of 
information. The main disadvantage of SMOTE is that it is time consuming, since 
the KNN needs to be computed when constructing new synthetic instances. In 
addition, there is a risk that some of the new constructed minority class instances 
contain noisy data that could be harmful to the classification process. This is 
because, since the newly constructed instances do not represent data observed in the 
past, it is possible that those instances actually belong to the majority class, rather 
than to the minority class as assumed when they were constructed. 
2.2 )HDWXUH6HOHFWLRQ 
In the context of the classification task, as a pre-processing step (before applying a 
classification algorithm), feature selection is performed to select a subset of relevant 
features, out of all original features. In general, there are several motivations for 
using such procedure (Li et al. 2016). The main one is to remove irrelevant, noisy, or 
redundant features, which can actually reduce the predictive accuracy of the 
classification model (Liu 1998). Another motivation is that identifying the most 
relevant features is a form of discovered knowledge by itself. In addition, feature 
selection can improve the interpretability of the classification model due to the 
smaller number of features used to build the model. Finally, reducing the number of 
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features can substantially speed up the execution of the classification algorithm, 
hopefully without sacrificing the predictive accuracy.  
Most feature selection methods have two main components. Firstly, a search method 
decides how to generate new subsets of features (candidate solutions) to be 
evaluated. Secondly, an evaluation function assigns a numerical value of quality to 
each candidate feature subset. The next subsection discusses different types of 
feature selection approaches based on different types of evaluation function, whilst 
the following subsection discussed some search methods for feature selection. 
2.2.1 Filter, Wrapper and Embedded Approaches 
There are three types of feature selection approaches, depending on how feature 
subsets (candidate solutions) are evaluated. The first and most popular one is the 
filter approach (Wang, Wang and Chang 2016), which evaluates a feature subset 
without running the target classification algorithm (i.e. the algorithm that will use the 
selected features to build a classification model). Typically, filter approaches use 
statistical tests or related criteria as an evaluation function. An example of a 
commonly used evaluation function is the Information Gain (IG) or Information 
Gain Ratio (IGR), as defined in equations (2.3) and (2.5) respectively, in Section 
2.1.1. These criteria essentially measure the amount of information about the class 
distribution that is gained when the value of a feature is known. Hence, a 
straightforward ranking-based filter method consists of computing one of these 
criteria for each feature and then select the k features with highest values of IG or 
IGR, where k is a user-defined parameter.  
$OWHUQDWLYHO\ 3HDUVRQ¶V FKL-squared (F2) can be used as an evaluation criterion to 
rank features in the same way. In particular, this criterion evaluates how likely it is 
that any observed difference between the expected feature value and the observed 
feature value in an instance arose by chance. Its value is defined as shown in 
equation (2.10):  
 
 ߯ଶ ൌ ෍ ෍ ቀ ௫ܰ೔௬ೕ െ ܧ௫೔௬ೕቁଶܧ௫೔௬ೕ௪௝ୀଵ௩௜ୀଵ  (2.10) 
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where xi and yj are the ith and jth values of feature X, with v values, and class variable 
Y, with w values, respectively. Nxiyj and Exiyj denote, respectively, the observed and 
expected frequency with which the values xi and yj occur together in the same 
instance. Note that the observed frequency is a count computed from the training set, 
and the expected frequency is a count calculated using probability theory, by 
assuming that the class variable Y and the feature X are independent. 
In spite of the fact that such ranking-based filter methods are relatively fast, the 
disadvantages of such univariate methods are non-trivial. For example, they ignore 
feature interactions, since they only measure association between each feature and 
the class variable, not detecting redundancy (strong associations) between features. 
Furthermore, these univariate filter methods, in general, rank the features according 
to their evaluation function, but after the ranking they still need a parameter (k) 
specifying which number of top-positions in the rank will be selected. An example of 
a filter method that avoids these limitations is the Correlation-based Feature 
Selection method, which is the basis for this research, and will be described in detail 
later in this Section. 
In contrast to the filter approach, the wrapper approach and the embedded approach 
require running the target classification algorithm as part of the feature selection 
process. These allow these approaches to select features that are tailored to the target 
classification algorithm; unlike the filter approach, which selects features based on 
their intrinsic predictive power regardless of the target classification algorithm. 
In essence, the wrapper approach evaluates the quality of a candidate feature subset 
by measuring the predictive accuracy (on a subset of the training data) of the 
classification model built with that feature subset. This approach is in general very 
computationally expensive, especially when the dataset has a very large number of 
features, since it requires many runs of a classification algorithm.  
The embedded approach involves building a classification model and carrying out 
feature selection at the same time, rather than performing feature selection in a 
pre-processing step. For example, once a decision tree has been built, the relevant 
features are automatically selected by the algorithm. This approach can also be 
computationally expensive, depending on the type of classification algorithm used.  
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Therefore, in this research we focus on the filter approach, which is more 
computationally efficient (faster) and more scalable to a large number of features. 
2.2.2 Types of Search Methods 
Search methods (also called search strategies) are one of the two main components 
of a feature selection method. They decide how to generate new subsets of features 
(candidate solutions) to be evaluated by an evaluation function. As mentioned in 
(Liu 1998), search methods can be categorised into three broad types. The first one is 
FRPSOHWHVHDUFKZKLFKJXDUDQWHHVDQ³RSWLPDO´VROXWLRQDFFRUGLQJWRDSUHGHILQHG
evaluation function ± which does not necessarily guarantee the optimal predictive 
accuracy on the test set, unseen during training. In general, exhaustive search is a 
good example here (Branch and Bound (Narendra and Fukunaga 1977)) is also 
considered as complete search that guarantees an optimal feature subset), since it 
fully explores the search-space, i.e., it evaluates all possible feature subsets and 
selects the best candidate feature subset. In terms of computational efficiency, for a 
given set of m input features, the time complexity of this method is O(2m), so it is 
categorised as an exponential time algorithm. As a consequence, the exhaustive 
search method is computationally feasible only if the number of input features is 
relatively small.  
The second type of search method is heuristic search, which exploits only promising 
parts of the search space (the space of all candidate feature subsets). The quality of a 
candidate feature subset, which is used to decide which parts of the search space are 
explored, is measured according to a given evaluation function (a heuristic function). 
In other words, by sacrificing completeness it increases computational efficiency, 
since typically only a relatively small part of the search space is explored by such 
methods. Hence, heuristic search methods are more practical when the size of data 
set is large. Although this type of search method has no guarantee of finding the 
optimal solution, it attempts to find a near optimal solution within an acceptable 
computational time. Nevertheless, the most serious potential problem of such 
methods is that they can get stuck in a local minimum in the search space. Popular 
heuristic searches methods for feature selection include greedy search (or 
hill-climbing), beam search and best-first search.  
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We first explain greedy search, since it is simple to understand and to implement. In 
general, there are two main types of greedy search methods, namely greedy forward 
search and greedy backward search. The former initialises the set of selected features 
with the empty set and then adds one feature at a time to the current set of selected 
features. The feature added at each iteration is the best one, according to a predefined 
evaluation function. Features are added as long as this improves the value of the 
evaluation function.  
In contrast with this type of method, greedy backward search initializes the set of 
selected features with the full set of features. Next, it removes one feature at a time 
from the current set of selected features (again, based on an evaluation function), as 
long as the value of the evaluation function does not degrade. Note that greedy 
backward search tends to be much slower than greedy forward search, since the 
former has to evaluate much larger feature subsets in the early iterations. Hence, 
greedy forward search methods are used more often than backward search methods 
in practice. 
With regard to best-first search, the set of selected features is initialised with the 
empty set, the same as of the initialisation of greedy forward search. Then the 
method iteratively selects the best current feature subset, among the subsets 
generated so far by the search, and generates all possible new feature subsets by 
expanding the selected feature subset, i.e., adding a single feature to the selected 
subset. The whole process is repeated until a stopping criterion is satisfied, e.g. when 
none of the newly generated feature subsets has an evaluation function value better 
than the value of the most recently selected feature subset. Note that best-first search 
has to keep all unexpanded feature subsets in its memory during the search, since the 
best feature subset has to be selected among all those unexpanded subsets. Although 
DJRRGHYDOXDWLRQIXQFWLRQZLOOLPSURYHWKHVHDUFK¶VHIILFLHQF\WKHZRUVW-case time 
complexity is still O(md) where d is the maximum depth of the search.  
Because of this drawback, beam search was introduced by simplifying the best-first 
search method to focus more on exploitation of the best candidate solutions found so 
far, at the expense of performing less exploration of the search space. Instead of 
keeping all unexpanded feature subsets generated so far in the search space, beam 
search trims the possible paths to the best b subsets, where b is a parameter called the 
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beam width. As a result, the worst-case time complexity is reduced to O(bd), where b 
is much smaller than m. To conclude, heuristic search methods can find a reasonably 
good solution for many problems efficiently. Hence, this type of search type is used 
in this work.  
Lastly, nondeterministic search methods can be used to avoid the problem previously 
mentioned for heuristic search, i.e, the problem of getting stuck in a local optimum 
in the search space. An example is the use of genetic algorithms for feature selection 
(de la Iglesia 2013; Goldberg 1989; Yang and Honavar 1998). Note that search 
methods of this type in general return different feature subsets when they are run 
with different values of a randomly-generated seed used to initialize the candidate 
solutions). Hence, they usually need to be run many times with different random 
seeds, and have their results aggregated over those many runs. This increases the 
computational time taken when using such methods. 
Finally, it should be noted that the above types of methods are not mutually 
exclusive. In particular, non-deterministic methods can also be classified as a 
particular case of heuristic methods, since, due to their non-determinism, they do not 
guarantee to obtain the optimal solution.  
2.2.3 Correlation-based Feature Selection (CFS) 
Correlation-based Feature Selection (CFS) is a filter method which evaluates 
candidate feature subsets that can have multiple features, not just individual features 
± as it is the case with many simpler filter methods (Hall 2000). Unlike univariate 
filter methods based on ranking, CFS does not need a parameter for the number of 
selected features, it automatically decides the number of features to be selected. 
Moreover, CFS has the advantage of evaluating a subset of features, considering 
feature interactions, i.e., measuring, in particular, the degree of redundancy among 
features.  
In essence, CFS works based on the following principle: good feature subsets 
contain features highly correlated with the class variable, but uncorrelated with each 
other, i.e., with little or no redundancy among features. To implement this principle, 
the standard CFS method (Hall 2000) tries: (a) to maximize the average correlation 
between each feature in a candidate subset and the class variable; and (b) to 
Chapter 2: Background 
 26 
minimize the average correlation between each pair of features in a candidate subset. 
These two criteria can be combined into a single evaluation function as defined in 
equation (2.11): 
 
 ܯ݁ݎ݅ݐௌೖ ൌ  ݇ݎ௖௙തതതതඥ݇ ൅ ݇ሺ݇ െ  ?ሻݎ௙௙തതതത (2.11) 
 
where ܯ݁ݎ݅ݐௌೖis the merit of a feature subset S consisting of k features, ݎ௖௙തതതത is the 
average value of all feature-class correlations (given by equation (2.12)) with ݎ௖௙೔ 
denoting the degree of correlation between feature i and the class variable, and ݎ௙௙തതതത is 
the average value of all feature-feature correlations (given by equation (2.13)) with ݎ௙೔௙ೕ  denoting the degree of correlation between features i and j. In particular, the 
former represents the degree of relevance while the latter represents the degree of 
redundancy among the features in S. 
 
 ݎ௖௙തതതത ൌ  ? ݎ௖௙೔௞௜ୀଵ݇  (2.12) 
 
 
ݎ௙௙തതതത ൌ  ?  ? ݎ௙೔௙ೕ௜ିଵ௝ୀଵ௞௜ୀଵ ݂݌  (2.13) 
 
In addition, fp is the number of feature pairs in the feature subset S, which is given 
by equation (2.14): 
 
 ݂݌ ൌ ݇ሺ݇ െ  ?ሻ ?  (2.14) 
 
0RUHEURDGO\WKHWHUPFRUUHODWLRQLVQRWOLPLWHGWR3HDUVRQ¶VFRUUHODWLRQLWFDQDOVR
be measured by other measures of association between variables, e.g. an 
information-theoretic measure. Each type of association measures has its own 
advantages and disadvantages depending on the type of a variable pair to measure. 
Chapter 2: Background 
 27 
For example, when both features are continuous (real valueG3HDUVRQ¶VFRUUHODWLRQ
is normally used to calculate their correlation, as shown in equation (2.15): 
 
 
ݎ௫௬ ൌ  ?ݔݕ݊ߪ௫ߪ௬ (2.15) 
 
where n is the number of instances in the dataset, ıx and ıy the standard deviations of 
variables x and y. However, when one feature is continuous and the other is 
FDWHJRULFDO QRPLQDO D ZHLJKWHG 3HDUVRQ¶V FRUUHODWLRQ LV FDOFXODWHG DV VKRZQ LQ
(2.16) (Hall 2000). Specifically, for a categorical feature x and a continuous feature 
Y; if x has v values, then v binary attributes are correlated with Y; and then each of 
the binary features, ܺ௕௜  «Y, takes value 1 in an instance when the ith value of 
X occurs in that instance and 0 otherwise. Each of the calculated correlations is 
weighted by the probability that X takes the ith value in the entire training set, as 
shown in equation (2.16). 
 
 
ݎ௫௬ ൌ ෍ ݌ሺܺ ൌ ݔ௜ሻݎ௑್೔௒௩௜ୀଵ  (2.16) 
 
Likewise, when both features involved are categorical, binary features are created for 
both, and all weighted correlations are calculated for all pairs of one binary value of 
x and one binary value of y, as defined in equation (2.17), where v and w are the 
number of values that can be taken by X and Y, respectively.  
 
ݎ௑௒ ൌ ෍ ෍ ݌൫ܺ ൌ ݔ௜ ǡ ܻ ൌ ݕ௝൯ݎ௑್೔௒್ೕ௪௝ୀଵ௩௜ୀଵ  (2.17) 
 
%\FRQVLGHULQJWKHVHWKUHHHTXDWLRQVLWFDQEHVHHQWKDW3HDUVRQ¶VFRUUHODWLRQZRUNV
naturally with a pair of continuous variables,and it measures their linear correlation 
coefficient. Nevertheless, the correlation coefficient is less naturally applicable to 
categorical variables, which have to be transformed to a set of binary variables for 
computing the weighted correlation coefficient. Another point to consider is that the 
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correlation coefficient is a measure of linear correlation, so that it may be zero or 
close to zero when a pair of features is non-linearly dependent. 
Finally, it should be noted that there are non-standard versions of CFS for 
multi-label classification (where an instance can be assigned multiple class labels at 
the same time), as described in (Jungjit et al. 2013; Jungjit and Freitas 2015), but 
multi-label classification is out of the scope of this thesis. 
2.2.4  Minimum-Redundancy-Maximum-Relevance (mRMR) feature 
selection 
The mRMR method for feature selection was originally proposed in (Peng et al. 
2005). In this method, the relevance of a feature set S consisting of k features to the 
class c, denoted Rel(S,c) is defined as the average value of all mutual information 
(MI) values betweeneach individual feature fi in S and the class variable c, as given 
by equation (2.18): 
 
 
ܴ݈݁ሺܵǡ ܿሻ ൌ  ?݇෍ ܯܫሺ݂ǡ ܿሻ௙אௌ  (2.18) 
 
The redundancy of all features in the set S is the average value of all mutual 
information values between features fi and fj for all such pairs of features in S when 
the order of features in the pair is irrelevant, as given by equation (2.19): 
 
 
ܴ݁݀ሺܵሻ ൌ  ?݂݌ ෍ ܯܫሺ ௜݂ ǡ ௝݂ሻଵஸ௜ழ௝ஸ௞  (2.19) 
 
where fp is the number of feature pairs in S defined in equation (2.14). To obtain a 
value of MeritS that represents a compromise between relevance and redundancy, 
MeritS is computed by using either of the following two approaches, namely the 
Mutual Information Difference criterion (MID), defined in equation (2.20), or the 
Mutual Information Quotient criterion (MIQ), defined in equation (2.21). 
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 ܯ݁ݎݐௌ ൌ ܯܫܦௌ ൌ ܴ݈݁ሺܵǡ ܿሻȂ ܴ݁݀ሺܵሻ (2.20) 
 
 
ܯ݁ݎ݅ݐௌ ൌ ܯܫܳௌ ൌ ܴ݈݁ሺܵǡ ܿሻܴ݁݀ሺܵሻ  (2.21) 
 
Note that when computing MID, Rel(S,c) and Red(S) should be normalised by 
rescaling each term to have values between 0 and 1. This rescaling is achieved by 
dividing the computed value of Rel(S,c) and Red(S) by the maximum value of 
MI(f,c) and MI(fi,fj), respectively. In addition, when Red(S) is 0, one should compute 
the Merit using MID instead of MIQ, since the latter is undefined in this case. In 
general, MIQ outperformed MID in the experiments reported in (Ding and Peng 
2005)  but those experiments involved only five different datasets, so the results have 
very limited generality. 
 
2.3 /RQJLWXGLQDO&ODVVLILFDWLRQ 
The vast majority of works on the classification task, including works performing 
feature selection in a pre-processing step, focus on analysing the standard type of 
classification data, where each variable ± both features and the class variable ± is 
associated with a single time point, so that there is no explicit temporal structure in 
the data. However, many important sources of data ± particularly in the biomedical 
domain ± contain longitudinal data, where the values of a variable are repeatedly 
measured across different time points, often called waves (Ribeiro et al. 2017). For 
instance, many hospital databases contain records with the results of blood tests 
measured for the same patient across many time points. 
2.3.1 Basic Concepts of Longitudinal Data 
Unlike standard (non-longitudinal) datasets, longitudinal datasets consist of features 
whose values are assigned at multiple time points, for each instance in a dataset. For 
example, a health-survey dataset, where instances represent patients, could contain 
features representing the results of different blood sample tests across several 
successive years. From a machine learning perspective, this type of datasets has 
WHPSRUDO LQIRUPDWLRQ DERXW WKH IHDWXUHV KRZ HDFK IHDWXUH¶V YDOXHV FKDQJH DFURVV
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time. In general, conventional classification algorithms do not explicitly exploit this 
temporal information, since they treat all occurrences of a feature in the same way, 
regardless of how recent the feature values are. 
In addition, the different values of a feature across time can exhibit some temporal 
redundancy, in the sense that the value of a feature at a given time point may be 
correlated with values of the same feature in other time points (particularly closer 
time points). This is generally known as autocorrelation in the area of time series. 
Again, this kind of temporal redundancy is not explicitly detected by 
non-longitudinal classification or feature selection algorithms, which would not 
distinguish between measuring the correlation between two values of the same 
feature in two different time points (temporal redundancy) and measuring correlation 
between the values of two very different features in the same time point 
(non-temporal redundancy). By identifying these two types of redundancy, one can 
develop a feature selection algorithm that exploits the difference between them in 
order to try to improve the effectiveness of the feature selection procedure, as will be 
seen later. 
As mentioned earlier, CFS can eliminate redundant and irrelevant features, but 
standard CFS ignores the temporal relation among the features, so that it does not 
explicitly address the above mentioned temporal redundancy as a specific issue in 
longitudinal datasets. In the next Section, we briefly review related work on 
longitudinal feature selection methods, which were explicitly designed for 
longitudinal classification data. First, however, the next two subsections briefly 
discuss basic approaches for longitudinal classification and different types of 
longitudinal classification algorithms. 
2.3.2 Two Basic Approaches to Cope with Longitudinal Classification 
Data 
In general, there are two approaches for longitudinal classification. The first one is 
the problem transformation approach, which transforms a longitudinal dataset into a 
non-longitudinal dataset, before applying a conventional classification algorithm. 
The second approach is the algorithm-adaptation approach, which adapts a 
non-longitudinal classification algorithm for longitudinal datasets. In this paper, we 
focus on the problem transformation approach, which is more generic 
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(algorithm-independent), so that we can apply different classification algorithms and 
analyse different types of classification models. 
2.3.3 Types of Longitudinal Classification Algorithms 
As mentioned in (Jie et al. 2017), classification models built by longitudinal 
classification algorithms can be categorised into four types. The first type is 
Single-time-point Input Single-time-point Output (SISO). Most of the standard 
classification algorithms are in this category (when such algorithms are applied to 
longitudinal data). In other words, temporal information is not taken into account at 
all when predicting the class variable.  
The other three types of algorithms are considered to be true longitudinal 
classification algorithms. The second type is Multiple-time-points Input 
Single-time-point Output (MISO). Examples of algorithms in this category can be 
found in (Minhas et al. 2015; Chen et al. 2015). The third type is Single-time-point 
Input Multiple-time-points Output (SIMO) and the last and most complex type is 
Multiple-time-points Input Multiple-time-points Output (MIMO). Examples of 
algorithms in MIMO can be found in (Adhikari et al. 2015; Cheung et al. 2015). 
In this work, the proposed longitudinal feature selection algorithms ± described in 
detail in Sections 3.2, 3.3 and 3.4 ± cope with features (input) occurring in multiple 
time points and a class variable (output) occurring in a single time point. Hence, the 
algorithms proposed in this work belong to the MISO category. 
2.4 5HODWHG:RUNRQ)HDWXUH6HOHFWLRQIRU/RQJLWXGLQDO
&ODVVLILFDWLRQ 
Although there is a huge literature on conventional (non-longitudinal) feature 
selection (Li et al. 2016; Liu 1998; Wang, Wang and Chang 2016), there are 
relatively few published studies on longitudinal feature selection for classification 
tasks (Radovic et al. 2017; Lou and Obradovic 2012). In this section, we discuss the 
advantages and disadvantages of the longitudinal feature selection methods most 
related to this work. 
In (Radovic et al. 2017), a longitudinal feature selection method was proposed for 
temporal gene expression data. They used the Minimum Redundancy Maximum 
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relevance (mRMR) method, whose evaluation function is conceptually similar to the 
&)6 PHWKRG¶V RQH EHLQJ EDVHG RQ PD[LPLVLQJ WKH FDQGLGDWH IHDWXUHV¶ UHOHYDQFH
with respect to the class variable and minimising redundancy among the candidate 
features. The degree of relevance is represented by the arithmetic mean of the 
F-statistic (Dytham 2011; Tabachnick and Fidell 2013) for that feature over all the 
different time points. One drawback of this method is that the degree of relevance is 
computed separately for each time point, ignoring important differences between a 
IHDWXUH¶VYDOXHVDWGLIIHUHQW WLPHSRLQWV± e.g. ignoring that feature values at recent 
time points are intuitively more relevant for class prediction than older feature 
values. Furthermore, using the F-statistic makes the strong assumption that the data 
are normally distributed. In addition, in this feature selection method the degree of 
redundancy among candidate features is measured by a distance derived from 
Dynamic Time Warping (DTW). DTW is also employed in other feature selection 
works, such as (Furlanello, Merler and Jurman 2006). 
Another related work is (Lou and Obradovic 2012) which proposed a margin-based 
feature selection method which transforms a feature space into a weighted feature 
space. A temporal margin is defined based on a measure of distance between two 
time points, and then it selects the features with large weights that maximise each 
temporal margin. Although this method makes no assumption about the data 
distribution, it only considers DIHDWXUH¶VUHOHYDQFHZLWKUHVSHFWWRWKHFODVV,QRWKHU
words, the redundancy among features is ignored. 







In this chapter, we introduce the two types of contributions of this thesis. The first 
one is the creation of the longitudinal datasets used in the experiments, including the 
creation of features capturing longitudinal information for predicting age-related 
diseases. The second one is presented in three sections, which describe four proposed 
variants of the Correlation-based Feature Selection (CFS) method.  
This chapter is organised as follows. Section 3.1 gives the details of how 
longitudinal datasets were constructed for predicting age-related diseases. Section 
3.2 presents a variant of the Correlation-based Feature Selection (CFS) method based 
on exhaustive search applied with each small group of features. Section 3.3 presents 
another CFS variant that combines the previous variant with the application of the 
standard CFS method. Section 3.4 presents two other CFS variants that are based on 
assigning different weights to different types of redundancy between features. 
The contents of Sections 3.1 and 3.2 have been partly included in a peer-reviewed 
paper that is currently in press (Pomsuwan and Freitas 2017). 





The classification datasets created in this work were derived from the English 
Longitudinal Study of Ageing (ELSA) (Marmot et al. 2016) ± 
https://www.elsa-project.ac.uk/. The ELSA study is a longitudinal survey of ageing 
and quality of life among older people that explores the dynamic relationships 
between health and functioning, social networks and participation, and economic 
position as people plan for, move into and progress beyond retirement. In this work, 
however, we focus only on the biomedical data in ELSA, such as the results of blood 
tests and other data collected by nurses, and the relationship between that data and 
the health status of patients, as will be described in more detail later.  
The ELSA subjects were recruited from a representative sample of the English 
population, who live in private households, aged 50 and over (Marmot et al. 2016). 
In addition, the data has been collected every two years, where each data collection 
SHULRG LVNQRZQDVDµZDYH¶VRWKDWZHFDQREVHUYHWKHYDULDWLRQRIHDFKIHDWXUH¶V
values for each individual across those waves. In total, seven waves of data were 
collected and have well-documented data. 
It should be noted that the data in the ELSA database was not collected specifically 
for machine learning purposes. Hence, we had to spend a large amount of time with 
data preparation for the classification task. The first step was to define the instances 
(objects to be classified), the classes and the predictive features used for 
classification. In essence, the instances represent individuals in the ELSA database, 
the class variables represent age-related diseases and the features represent 
biomedical information collected by nurses or other relevant characteristics of an 
individual (age and gender). The next three subsections describe data preparation in 
detail. 
3.1.1 Creating class variables representing age-related diseases 
We aim at building classification models which help us understand what health 
factors play an important role in predicting whether or not a patient will have a 
certain age-related disease in the future. Therefore, we looked into the ELSA core 
data, and then identified 10 age-related diseases, each used as a class variable in this 
Chapter 3: Dataset Creation and Proposed Variants of Correlation-based Feature 
Selection 
 35 
work. These diseases are: angina, arthritis, cataract, dementia, diabetes, high blood 
SUHVVXUH KHDUW DWWDFN RVWHRSRURVLV 3DUNLQVRQ¶s and stroke. Hence, we created 10 
datasets, each one with a different disease as the class variable to be predicted. More 
precisely, in each dataset, the binary class variable indicates the presence or absence 
of the corresponding disease in wave 7 (the most recent wave in ELSA). 
Note, however, that for each disease, there is no variable in the ELSA database that 
directly indicates whether or not an individual has that disease in a given wave. This 
kind of information is rather represented indirectly, by several related variables 
whose values depend on both whether or not the individual (patient) had the target 
disease in the past and whether or not the patient still has the disease or whether the 
disease was first diagnosed in the current wave. Therefore, we needed to create a 
well-defined class variable for each disease separately, combining information from 
the several related variables associated with that disease. In order to create such class 






THEN Disease =³yes´ 
OTHERWIS('LVHDVH ³QR´. 
  
,Q WKLV UXOH WKH WHUPVEHWZHHQGRXEOHTXRWHV MXVWEHIRUHHDFK³ ´VLJQ LQ WKH³,)´
SDUWRIWKHUXOHUHIHUWRRULJLQDOYDULDEOHVLQ(/6$¶VZDYHFRUHGDWD For example, 
LI WKH ELQDU\ YDULDEOH LQGLFDWLQJ ZKHWKHU RU QRW µD KHDUW DWWDFN Giagnosis has been 
FRQILUPHG¶ LV VHW WR \HV WKH ILUVW FRQGLWLRQ LQ WKH ,) VWDWHPHQW WKHQ WKH FODVV
variable Heart-Attack is consistently assigned the value ³\HV´ Note that, although 
each dataset has a different class variable, all datasets contain instances representing 
the same individuals and the same set of predictive features (as described next). 
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3.1.2 Creating predictive features based mainly on the Nurse data 
In the created datasets, most features were created from raw variables available in 
the Nurse Visit data, part of the previously discussed ELSA database (Marmot et al. 
2016). Those raw variables represent several types of biomedical information 
collected by a nurse, including for instance many types of blood sample tests. In 
addition, the nurse took several physical performance measurements that involved 
asking a patient to move his/her body in different ways. If a particular movement 
could not be done by the participant or he/she felt that it was unsafe to try to do it, 
WKH DWWHPSW ZDV PDUNHG DV µ1RW DWWHPSWHG¶ RU µ7HVW QRW FRPSOHWHG¶ 7KH 1XUVH
variables are only available at ELSA waves 2, 4, and 6, so our created datasets 
contain only features for these waves. These features are then used to predict 
age-related diseases (classes) at the later wave 7, whose data were collected about 
two years later than the data in wave 6. 
As mentioned earlier, the raw biomedical variables collected by the nurses were not 
collected specifically for machine learning, and they contain a large amount of 
obviously redundant or irrelevant information. Hence, we have created features for 
classification by extracting and combining information from the raw variables in the 
Nurse data files, as follows. First of all, we kept potentially predictive variables from 
the Nurse data, whilst many other variables which seem intuitively useless for 
predicting age-related diseases were removed because such variables were collected 
mainly to record problems in data collection for other variables. For example, several 
variables capturing information such as the reasons why taking a blood sample test 
was refused by a patient, and information about several types of problems in some 
physical performance measurements, were discarded. 
In addition, many variables in the Nurse data represented clearly redundant 
information, in cases where the same variable (e.g. the result of a blood test) was 
measured in three different times in the same wave, in order to represent the 
variability in test results. This resulted in duplication of variables representing the 
same biomedical property in each wave, and none of those three measures can be 
FRQVLGHUHG µEHWWHU¶ WKDQ WKH RWKHU WZR +HQFH LQVWHDG RI XVLQJ DQ\ RI WKH WKUHH
underlying variables, we created a feature defined as the mean value over those three 
measures, for each individual (instance), for each wave. 
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Another point to consider is the occurrence of different types of missing values in 
many raw variables in the Nurse data, which were originally labelled as different 
negative values, as follows (using as example a blood test result variable): 
x -1 = Not applicable 
x -6 = Period between collection and receipt in the lab > 5 days 
x - 'RQ¶WNQRZ 
x -9 = Refusal 
x -11 = Blood sample not taken 
Considering all these types of missing values separately would considerably 
complicate the task of the classification algorithms. Hence, to simplify, all these 
GLIIHUHQW QHJDWLYH YDOXHV ZHUH DVVXPHG WR KDYH WKH VDPH PHDQLQJ RI ³PLVVLQJ
YDOXH´ VR WKDWZH WUHDWHG WKHP LQ WKHVDPHZD\E\UHSODFLQJDOO RI WKHPZLWK WKH
VSHFLDOPLVVLQJYDOXHV\PERO³"´WKHV\PEROXVHG LQWKHGDWDPLQLQJWRRO WEKA 
(Hall et al. 2009)). 
In addition to features created from the raw variables in the Nurse data files, we also 
included in our datasets two features directly extracted from the Core files in ELSA 
which intuitively represent potentially very relevant information for predicting 
age-UHODWHGGLVHDVHVQDPHO\WKHIHDWXUHV³ZLQGDJHU´DJHDQG³LQGVH[´JHQGHU 
Finally, an important point is that, when creating the instances used in our datasets, 
RQO\ GDWD IURP ³FRUH´ PHPEHUV ZHre used, so the ELSA records of their partners 
were ignored. The ELSA variable ³idauniq´, which is a unique id for each 
individual, was added to our datasets to match up data about the same core member 
in different dataset files (across different waves). This variable was not used for 
classification purposes, of course, since it has no predictive power. Note that an 
instance was created for an individual only if that individual participated in wave 7, 
so the class variable values are available for all individuals (instances) in all created 
datasets. However, some individuals in our datasets may not have participated in all 
waves used to create features (i.e., waves 2, 4 and 6). If an individual did not 
participate in a given wave, the corresponding features in that wave will have a 
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missing value for that individual, and the feature selection and classification 
algorithms cope with those missing values in their own ways. 
3.1.3 Constructing Longitudinal Features 
Recall that the features created from variables in the Nurse data (the vast majority of 
features in the created datasets) are measured across three different time points 
(waves), namely waves 2, 4 and 6 of the ELSA database. We use the term 
³FRQFHSWXDOIHDWXUH´WRUHIHUWRWKHDEVWUDFWFRQFHSWRIVXFKDIHDWXUe regardless of its 
REVHUYHG YDOXH LQ DQ\JLYHQZDYH(J ³chol´ %ORRG WRWDO FKROHVWHURO OHYHO LV D
conceptual (abstract) feature which is associated with three actual features, w2chol, 
w4chol and w6chol, which represent the observed value of that variable in waves 2, 
4, and 6. For each such a conceptual feature, we created new features trying to 
FDSWXUH WHPSRUDO WUHQGV LQ WKH YDULDWLRQ RI WKDW IHDWXUH¶V YDOXHV DFURVV WKH WKUHH
waves, as follows. 
First of all, we create m groups of temporally related features, one group for each of 
the m conceptual features, each group including all temporal variations of a 
conceptual feature across waves 2, 4 and 6, which are the waves before the wave 
with the class to be predicted (wave 7). This is, each group contains observed 
features that are variations of a conceptual feature across different waves. In the next 
step, these observed features are used to create six different types of Constructed 
Longitudinal Features (CLFs) ± explained below. It should be noted that these kinds 
of constructed features only work for continuous (real-valued) observed features. 
Note also that CLFs are created for each group of temporally related features. Hence, 
each such group contains two types of features: the observed features for a given 
conceptual feature and CLFs constructed from those observed features. Next, we 
describe the several types of CLF. 
The first type of CLF is mono_w246, indicating whether the value of a given feature 
monotonically increases or decreases across waves 2, 4 and 6. To illustrate this point, 
let f(2), f(4) and f(6) be the numeric values of feature f in waves 2, 4 and 6. Then, 
f_mono_w246 (mono_w246 for feature f) has the value 1 (monotonic increase) if f(2) 
< f(4) < f(6), the value -1 (monotonic decrease) if f(2) > f(4) > f(6), or value 0 (no 
monotonic property) otherwise.  
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However, a few features have their values observed in only two waves. This means 
that a mono_w246 variable for such features cannot be created using the rule 
mentioned above. Accordingly, for such features we create instead another type of 
CLF, called up_wt1t2, which indicates whether the values of feature f in the two 
time-indices (wave numbers) t1 and t2 go up or not. For instance, f_up_w24 has the 
value 1 if f(2) < f(4), or value 0 otherwise. Note that if the value of feature f is missing 
LQDQ\RIWKHZDYHVHLWKHURIWKHVH&/)VKDVDPLVVLQJYDOXHGHQRWHGE\³"´:H
create two types of up_wt1t2 features, namely f_up_w24 and f_up_w46 ± there was 
no need for a CLF of the type f_up_w26, since no feature in our dataset had values 
only in waves 2 and 6. 
Furthermore, each of the other three proposed types of CLFs represents the 
difference between the values of a pair of features referring to the same conceptual 
feature in two different waves. More precisely, let f_diff_wij denote the difference 
between the values of feature f in the two time-indices (wave numbers) i and j, for 
each of the three pairs of waves where j > i. Then, these CLFs are defined as follows:
 
x f_diff_w24 = f(4) ± f(2) 
x f_diff_w46 = f(6) ± f(4) 
x f_diff_w26 = f(6) ± f(2) 
Hence, positive (negative) values of these constructed features denote an increase 
(decrease) in the value of feature f with time, between the two corresponding waves. 
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Table 3.1: All conceptual features used in the created data sets 
 
wave 2 wave 4 wave 6
indsex Sex - Priority: DiSex, DhSex
w6indager Definitive age variable collapsed at 90+ to avoid disclosure P
clotb Blood sample: Whether has clotting disorder P P P
fit Blood sample: Whether ever had a fit P P P
apoe Blood APOE level (mmol/l) P P
hasurg Whether respondent had abdominal or chest surgery in last 3 weeks P P P
eyesurg Whether respondent has had eye surgery in the last 4 weeks P P P
hastro Whether admitted to hospital for heart complaint in last 6 weeks P P P
chestin Whether respondent had any respiratory infection in last 3 weeks P P P
inhaler Whether used an inhaler/puffer in last 24 hours P P P
mmssre Side-by-side stand: Outcome P P P
mmstre Semi-tandem stand: Outcome P P P
mmftre2 (D) Outcome of full tandem stand according to age P P P
mmlore Leg raise (eyes open): Outcome P P P
mmlsre Leg raise (eyes shut): Outcome P P P
mmcrre Chair rise: Single chair rise outcome P P P
mmrroc (D) Chair rise: Outcome of multiple chair rises, split by age P P P
hipval (D) Valid Mean Hip (cm) P P P
whval (D) Valid Mean Waist/Hip ratio P P P
htpf Highest technically satisfactory PF reading (litres per minute) P P P
wbc White blood cell count ( x 10^9 cells/litre) P P P
mch Blood mean corpuscular haemoglobin level (pg/cell) P P P
sysval (D) Valid Mean Systolic BP P P P P
diaval (D) Valid Mean Diastolic BP P P P P
pulval (D) Valid Pulse Pressure P P P P
mapval (D) Valid Mean Arterial Pressure P P P P
cfib Blood fibrinogen level (g/l) P P P P
chol Blood total cholesterol level (mmol/l) P P P P
hdl Blood HDL level (mmol/l) P P P P
trig Blood triglyceride level (mmol/l) P P P P
ldl Blood LDL level (mmol/l) P P P P
fglu Blood glucose level (mmol/L) - fasting samples only P P P P
rtin Blood ferritin level (ng/ml) P P P P
hscrp Blood CRP level (mg/l) P P P P
hgb Blood haemoglobin level (g/dl) P P P P
hba1c Blood glycated haemoglobin level (%) P P P P
htval (D) Valid height (cm) P P P P
wtval (D) Valid weight (Kg) inc. estimated>130kg P P P P
bmival (D) Valid BMI - inc estimated>130kg P P P P
wstval (D) Valid Mean Waist (cm) P P P P
htfvc Highest technically satisfactory FVC reading (litres) P P P P
htfev Highest technically satisfactory FEV reading (litres) P P P P
mmgsd_me Created variable: grip strength: dominant hand (Kg), mean of 3 
measures (mmgsd1, mmgsd2, mmgsd3) P P P P
mmgsn_me
Created variable: grip strength: non-dominant hand (Kg), mean of 3 
measures (mmgsn1, mmgsn2, mmgsn3) P P P P
Numeric
Available inFeature 
(Variable) Description in the ELSA database, or definition
Not Applicable
Not Applicable
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Table 3.2 : Six types of Constructed Longitudinal Features (CLFs) 
Feature 
(Variable) Description in the ELSA database, or definition Numeric 
f_mono_w246 CLF: whether the value of VAR monotonically increases (1), decrease (-1), or otherwise (0) 
f_up_w24 CLF: whether the value of f increases (1), or not (0), from the wave 2 to wave 4 
f_up_w46 CLF: whether the value of f increases (1), or not (0), from the wave 4 to wave 6 
f_diff_w24 CLF: f value in wave 4 - f value in wave 2 3
f_diff_w46 CLF: f value in wave 6 - f value in wave 4 3
f_diff_w26 CLF: f value in wave 6 - f value in wave 2 3
 
Table 3.1 shows the full set of 44 conceptual features used in all the datasets created 
in this work. This table shows, for each conceptual feature, its name and its 
description or definitionin the ELSA database (Marmot et al. 2016), the data source 
used to create the features.  
Note that the first two features, namely gender (indsex) and age (w6indager), have 
just one value for each individual. The value of gender is obviously independent of 
the wave numbers, whilst the age value is from wave 6. Although age values are also 
available in waves 2 and 4, such values are not used since they are obviously 
redundant, given the age value at wave 6.  
The other 42 rows in Table 3.1 represent features from the Nurse data in ELSA, 
which in general are longitudinal features, having different values across waves 
(time points) for each individual. 36 of these 42 longitudinal features have values in 
3 waves, whereas the other 6 are only available in some waves ± more precisely: one 
feature (apoe) occurs only in wave 2, three features (hipval, whval, htpf) occur only 
in waves 2 and 4, and two features (wbc, mch) occur only in waves 4 and 6.  
Since 5 conceptual features have values in only two waves, each of those 5 
conceptual features generates four features in our datasets, i.e., one feature for each 
of the two waves plus two CLFs (one up_wt1t2 feature and one diff_wt1t2 feature, as 
defined earlier). Furthermore, out of the 36 conceptual features having values in 3 
waves, there are 22 conceptual features whose values are continuous (real-valued). 
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Therefore, each of those 22 conceptual features generates 7 features in our datasets, 
i.e., one feature for each of the three waves plus 4 CLFs (namely mono_w246, 
diff_w24, diff_w46 and diff_w26 CLFs, as defined earlier).  
In addition, Table 3.2 shows the six types of CLFs, as explained earlier in this 
section. To sum up, the total number of features is 219. 
Regarding missing values, a common approach to cope with this problem in standard 
(non-longitudinal) classification is to replace a missing value by a default value, 
typically the mean of the known values of the feature across the dataset, in the case 
of numerical features; or the mode (most frequent value), in the case of nominal 
features. This is a computationally efficient (fast) but naïve approach, which may 
introduce noise in the data. However, in our context of the constructed temporal 
difference features for longitudinal classification, we can exploit additional temporal 
information about feature values when calculating the value that will replace the 
missing value (instead of using a pre-defined default value), as follows. 
 
 ݂ ?݂݂݀݅ ?ݓ݆݅௫  ൌ ݂ ?݀݂ ݂ ?ݓ݇ ௫݆  ൈ ݉݁ܽ݊ ?݂ ?݂݂݀݅ ?ݓ݆݅݉݁ܽ݊ ?݂ ?݂݂݀݅ ?ݓ݆݇  (3.1) 
 
Let i and j be the indices of two waves associated with a temporal difference feature 
based on a given feature f, denoted by (f_diff_wij). If the value of the base feature f is 
missing for a given individual (instance) x in one of those two waves (say wave i), 
and the value of f is known in the other two waves (j and k), then the missing value 
of the constructed f_diff_wij feature for x will be replaced by a value calculated by 
equation (3.1), where wave index k denotes the ³third´ wave (i.e. nor wave i nor 
wave j) available in the dataset, so that data from all three waves are used to estimate 
the missing value. In addition, it should be noted that such method only copes with 
the missing values for the constructed features,  i.e., it does not attempt to fill in the 
missing values for the base feature. This latter possibility is left for future research.  
In equation (3.1), mean_f_diff_wij and mean_f_diff_wkj are the mean values of all 
known values of the constructed f_diff features for the corresponding waves. For 
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example, if the value of f is missing in wave 4 for a given individual x, the value of 
the constructed feature f_diff_w24 for x is computed as:  
f_diff_w26x × (mean_f_diff_w24x / mean_f_diff_w26x). 
The motivation for this approach is that it considers not only the known values of f 
for other individuals in wave i, but also the known values of f for both the same 
individual and other individuals in waves j and k. In other words, the ratio 
mean_f_diff_wij to mean_f_diff_wkj acts as a normalization factor, correcting for the 
different scales of f_diff values in different time periods.  
3.1.4 Imbalanced Class Distribution in the Created Datasets 
The pie charts shown in Figure 3.1 provide information about how many patients 
had a certain age-related disease, where each chart represents one disease (a class 
variable) in wave 7, in the created datasets. In this figure, the numbers beside each 
pie represent the number and percentage of instances in each class, for each disease. 
It can be seen that the class distribution is imbalanced for every class variable; and in 
several cases extremely imbalanced. As a consequence, the predictive accuracy of 
classification models learning from imbalanced training sets is normally biased in 
favour of the majority classes (He and Garcia 2009). 
Hence, a class balancing approach was necessarily applied to the datasets before 
running the feature selection and classification algorithms. Specifically, the instances 
of the majority class were reduced by using the undersampling technique (Batista, 
Prati and Monard 2004) in such a way that the class distributions dropped to the 
ratios of 4:1, 2:1 and 1:1. The undersampling approach was performed by randomly 
deleting an instance belonging to the majority class from the current training set until 
the desired ratio was reached. Note that undersampling was applied only to the 
training set (not to the test set), to encourage the construction of models predicting 
the minority class a reasonable number of times, instead of models predicting 
(almost) always the majority class. If undersampling was applied to the test set too, 
the classification problem would be transformed into a much easier one, which 
would be a very different problem from the original real-world one ± an undesirable 
situation for our goal of analysing real-world human ageing data. 




Figure 3.1: the class distribution of each class variable in wave 7 
 






The Exh-CFS-Gr method is based on the idea of first dividing the set of features into 
groups of temporally related features, with one group for each conceptual feature 
(see Section 3.1.3). Each group contains two types of features: (a) all features 
representing different values of a conceptual feature across the different waves (time 
points); (b) Constructed Longitudinal Features (CLFs) for the corresponding 
conceptual feature. For instance, the group of features for the conceptual feature 
³FKRO´ FKROHVWHURO OHYHO FRQWDLQV  IHDWXres: w2chol, w4chol, w6chol, 
chol_mono_w246, chol_diff_w24, chol_diff_w46 and chol_diff_w26; where the first 
3 features are the chol values at waves 2, 4 and 6, and the last 4 features are CLFs. 
Recall that the CFS method (discussed in Section 2.2.3) consists of a search method 
and an evaluation (Merit) function. Here we propose a variation of CFS that involves 
the search method only, whilst using the same Merit function as CFS. 
The basic idea of the proposed variant of CFS is to use exhaustive search to select 
features separately from each group of temporally related features, rather than using 
a heuristic search method applied to the full set of input features as in the original 
CFS. That is, exhaustive search evaluates all possible feature subsets for each group 
of temporally related features, and selects the best candidate feature subset within 
each group based on the CFS Merit function.  
Note that the exhaustive search method is computationally feasible only if the 
number of candidate features is relatively small. This is because, for a given set of m 
candidate features, the number of candidate feature subsets evaluated by this method 
is 2m
 
± 1, where the 1 being subtracted refers to the empty feature set, which is 
considered an invalid candidate solution for the feature problem. When using the 
original CFS method, in general m is the number of features in the dataset, which is 
typically too large to allow the use of exhaustive search in real-world applications. 
However, in the proposed CFS variant, the division of the features into groups, as 
explained in the previous Subsection, effectively creates groups that are small 
enough to allow the use of exhaustive search. More precisely, given the previously 
defined groups of temporally related features, the number of features in each group is 
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at most 7 (3 observed features and 4 CLFs), as discussed in detail in the previous 
Subsection. Therefore, in order to address the temporal redundancy problem, 
exhaustive search is applied to each feature group separately.  
Afterwards, the algorithm simply merges all sets of selected features across all 
groups ± i.e., it applied the set union operator to all the selected feature subsets. 
Hence, a single feature subset is obtained and output as the result from the feature 
selection process. Note that this merging process ignores the redundancy between 
features in different groups; which is a limitation that will be addressed by another 
variant of CFS proposed in the next Section. 
We call this entire feature selection process (i.e., the selection of features separately 
per group based on exhaustive search, and the final merging of the selected features 
across the groups) the Exhaustive CFS per Group (Exh-CFS-Gr) method. The basic 
idea of the proposed Exh-CFS-Gr method is summarized in graphical form in Figure 
3.2.  
Figure 3.2: The basic idea of the proposed Exh-CFS-Gr method 






The previously proposed Exh-CFS-Gr method only deals with the redundancy issue 
within a conceptual feature group, so it does not detect redundancy between features 
across groups ± i.e. redundancy between features derived from different conceptual 
features. In order to avoid this limitation, we propose another variant of CFS that 
performs feature selection in two phases.  
The first performs feature selection within each group of temporally redundancy 
features using exhaustive search and then computes the set union operation of all the 
selected feature subsets, i.e., the first phase simply executes the previously described 
Exh-CFS-Gr method. In the second phase the algorithm simply applies the standard 
CFS method to the merged feature subset output by the first phase, in order to select 
the final set of features across all groups. We call this CFS variant the 
Exh-CFS-Gr+CFS method. 
Note that in the second phase, when standard CFS is applied, the set of input features 
for the second phase is typically much larger than the set of features within each 
group. As a result, the set of input features for the second phase normally is not 
small enough to allow the application of exhaustive search, and indeed this was 
observed in our datasets, where typically many tens of features are the input for the 
second phase. Hence, we use a greedy forward search, rather than exhaustive search, 
to implement the standard CFS in the second phase. In essence, the greedy forward 
search works as follows. First of all, it initialises the set of selected features with the 
empty set. Afterwards, it adds one feature at a time (the best feature, according to 
&)6¶0HULWIXQFWLRQto the current set of selected features, as long as this improves 
the Merit value. The whole process of Exh-CFS-Gr+CFS is illustrated in Figure 3.3. 
Note that the only difference between this Figure and the Figure 3.2 (for 
Exh-CFS-Gr) is that Figure 3.3 has one extra operation (the application of standard 
CFS) at the end. 
Note also that Exh-CFS-Gr+CFS tends to select a much smaller subset of features 
than Exh-CFS-Gr, since the former performs an additional feature selection step in 
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the second phase. On the other hand, Exh-CFS-Gr+CFS is of course computationally 





The two variants of CFS proposed in the two previous sections modified only the 
search method of CFS, whilst using the same Merit function used by the standard 
CFS. By contrast, in this subsection we propose two variants of CFS that modify the 
way the Merit function is computed, whilst using the same search method used in the 
standard CFS. 
Figure 3.3: The basic idea of the proposed Exh-CFS-Gr+CFS method 
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Before we describe the proposed variants of the Merit function, let us first recall that 
in the standard CFS the merit of a candidate feature subset S consisting of k features 
is calculated by the following equation (3.2): 
 
 
ܯ݁ݎ݅ݐௌೖ ൌ  ݇ݎ௖௙തതതതඥ݇ ൅ ݇ሺ݇ െ  ?ሻݎ௙௙തതതത (3.2) 
 
where ࢘ࢉࢌതതതത denotes the average degree of correlation between a feature f and the class 
variable c (averaged over all features in S); and ࢘ࢌࢌതതതത denotes the average degree of 
correlation between a pair of features (averaged over all feature pairs in S). As 
discussed in Section 2.2.3, these variables represent the average degrees of feature 
relevance (for predicting the class) and redundancy between features, respectively. 
1RWHWKDWKHUHWKHWHUP³FRUUHODWLRQ´LVXVHGLQDbroad sense, since the CFS version 
in WEKA, which was used as the basis for our CFS variants, actually measures the 
FRUUHODWLRQ EHWZHHQ YDULDEOHV XVLQJ V\PPHWULFDO XQFHUWDLQW\ UDWKHU WKDQ 3HDUVRQ¶V
FRUUHODWLRQFRHIILFLHQW:HSURFHHGXVLQJWKHWHUP³r´WR denote correlation anyway, 
to be consistent with the literature on CFS. 
The core idea of the two CFS variants proposed in this section is to modify how the 
average degree of redundancy between features in S is computed, recognizing that in 
our context of longitudinal data there are two types of feature redundancy, as 
follows.  
The first redundancy type is the redundancy between the features within the same 
group of temporally related features, here called temporal redundancy for short. 
Recall that all features within a group refer to the same conceptual feature (see 
Section 3.1.3). That is, all features within the same group represent either directly 
observed values of the same conceptual feature at different time points (waves), in 
the case of original features, or values calculated for the same conceptual feature 
FRQVLGHULQJ GLIIHUHQW ZD\V RI UHSUHVHQWLQJ WUHQGV LQ WKDW IHDWXUH¶V YDOXH DFURVV
waves, in the case of the constructed longitudinal features.  
The second redundancy type is the redundancy between features belonging to 
different groups of features. Recall that this redundancy type refers to the 
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redundancy between different conceptual features (unlike the first redundancy type), 
and is the standard type of feature redundancy considered by CFS and other feature 
selection algorithms that detect feature redundancy in standard (non-longitudinal) 
classification datasets. 
Note that standard CFS ignores the differences between these two types of feature 
redundancy; it simply treats all features in the same way, without dividing them into 
temporally related groups, and without considering the temporal nature of the data. 
That is, standard CFS would ignore the fact that different features take values 
measured at or calculated from different time points. 
In the two CFS variants proposed in this Section, we assume that the temporal 
redundancy between a pair of features within the same feature group should be 
penalized more than the standard (non-temporal) redundancy between a pair of 
features across different groups. One motivation for this is the fact that, assuming 
that the classification models or the selected features will be interpreted by users, the 
selection of two or more features within the same group would represent intuitively 
redundant and potentially somewhat confusing information for users. For example, if 
a feature representing the value of a certain type of blood test in wave 6 is selected as 
a relevant feature for predicting a disease, users may think the values of the same 
base feature in wave 2 or 4 should be considered intuitively redundant information. 
By contrast, selecting two different base features, like two different types of blood 
tests, would not so easily be considered as redundant information by users, as long as 
the two tests are measuring quite different biomedical properties (which is in general 
the case in our datasets). 
Therefore, our new redundancy equations assign different weight values to a pair of 
features, depending on whether the two features are in the same group of temporally 
related features or in different groups. We call this a weighted redundancy (WR) 
approach, and we call a variant of CFS using this approach WR-CFS. We propose 
two different versions of this WR approach to define these weights when computing 
the term ࢘ࢌࢌതതതത (the average redundancy over all feature pairs in S), producing two 
variants of WR-CFS, as follows. 
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The first proposed variant of WR-CFS is called Coarse-grained Weighted 
Redundancy CFS (Co-WR-CFS), since it is based on a coarse-grained assignment of 
weights to each type of redundancy, as explained next. The basic idea of 
Co-WR-CFS is to replace the equation used for computing ࢘ࢌࢌതതതത  from equation (2.13) 
± the equation used by standard CFS, where fp is the number of feature pairs in S ± 
by equation (3.3).  
 
 




ݎ௙௙തതതത ൌ ݓ௪௚  ?ݎ௪௚݂݌௪௚ ൅ ݓ௔௚  ?ݎ௔௚݂݌௔௚  (3.4) 
 
Equation (3.4) splits the computation of the average degree of redundancy into two 
terms, where rwg and rag are the correlations between a pair of features within the 
same group and a pair of features across different groups, respectively, and the 
summation is over all corresponding feature pairs. Analogously, fpwg and fpag denote 
the number of feature pairs within the group and across groups (fp = fpwg + fpag). 
Hence, after calculating the averages value of redundancy for both types of feature 
pairs, we weight each of them based on the pre-defined weight values wwg and wag. 
Note that these weights are assigned in a coarse-grained way of the average degree 
of redundancy computed over the corresponding number of features pairs, which is 
in contrast to the second version of WR-CFS, proposed later. In addition, these 
weight values have two constraints, where wwg + wag = 1.0 for normalisation purpose 
and wwg wag according to the rationale mentioned above.  
Note also that, when computing equation (3.4), the number of feature pairs within 
the group (fpwg) is in general smaller than the number of feature pairs across the 
groups (fpag). As a result, recalling that wwg  wag, the calculation of the overall 
degree of redundancy by equation (3.4) over-emphasizes the degree of redundancy 
associated with the features in the same group, which tends to be a minority of the 
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feature pairs in S. That is, in general, each pair of features within the group will have 
a greater influence in the value of ࢘ࢌࢌതതതതcomputed by equation (3.4) than each pair of 
features across groups, simply because there will be typically fewer pairs of the first 
type.  
For instance, suppose that in the candidate feature subset S there is just one feature 
pair within the group, and that pair has a degree of correlation of 1, but there are 15 
feature pairs across groups with an average degree of correlation of 0.1. Consider the 
case where wwg is 0.7 and wag is 0.3. Using equation (3.4) results in: 
Degree of redundancy = 0.7 × 1 + 0.3 × 0.1 = 0.73 
In order to mitigate the risk that WR-CFS over-emphasizes the degree of redundancy 
associated with (usually) a minority of feature pairs, we introduce the second version 
of WR-CFS, called Fine-grained Weighted Redundancy CFS (Fi-WR-CFS). This 
version still uses weights subject to the constraints wwg + wag = 1.0 and wwg wag, but 
it applies the weights to each pair of features separately, in a fine-grained fashion, 
instead of applying the weights just once to the average values of each type of 
redundancy in a coarse-grained fashion, as in the first version.  
Before specifying the Merit formula for Fi-WR-CFS, first note that equation (3.2) is 
a simplification of the following equation (3.5) (Hall 1999). 
 
 
ࡹࢋ࢘࢏࢚ࡿ࢑ ൌ   ? ࢘ࢉࢌ࢏࢑࢏ୀG?ට࢑ ൅ G? כ ?  ? ࢘ࢌ࢏ࢌ࢐࢏ିG?࢐ୀG?࢑࢏ୀG?  (3.5) 
Hence, in the proposed Fi-WR-CFS, the Merit is computed as shown in equation 
(3.6).  
 
ܯ݁ݎ݅ݐௌೖ ൌ   ? ݎ௖௙೔௞௜ୀଵට݇ ൅  ? כ ?  ? ݓ௙೔௙ೕ כ ݎ௙೔௙ೕ௜ିଵ௝ୀଵ௞௜ୀଵ  (3.6) 
 
where ݓ௙೔௙ೕ ൌ ൜ݓ௪௚ ǡ ݂݅ ௜݂ܽ݊݀ ௝݂ܽݎ݁݅݊ݐ݄݁ݏܽ݉݁݃ݎ݋ݑ݌ݓ௔௚ ǡ ݋ݐ݄݁ݎݓ݅ݏ݁ . Alternatively, this can 
be simplified to equation (3.7), 




ܯ݁ݎ݅ݐௌೖ ൌ   ? ݎ௖௙೔௞௜ୀଵඥ݇ ൅  ? כ ሺݓ௪௚ כ  ?ݎ௪௚ ൅ ݓ௔௚ כ  ?ݎ௔௚ሻ (3.7) 
 
where the summations in the denominator are over the corresponding feature pairs.  
Note that equation (3.7) in general de-emphasizes the relative importance of 
temporal redundancy (versus standard redundancy) in the computation of the Merit 
function, by comparison with equation (3.4) ± used by Co-WR-CFS. 
This is because, although equation (3.7) still uses redundancy weights satisfying the 
constraint wwg  wag (i.e., it assigns a greater weight to temporal redundancy than to 
standard redundancy), in general the YDOXH RI WKH VXPPDWLRQ rag may well be 
greater than the value of the summation rwg, because in general there are more pairs 
of features across groups than pairs of features within the same group, as mentioned 
earlier. Hence, the relative importance of temporal redundancy (versus standard 
redundancy) tends to be smaller in equation (3.7), by comparison with in equation 
(3.4). 
In the discussion so far, we referred to the weights wwg wag in a general way, without 
discussing how to specify their precise values. We now turn to this issue. 
Setting the parameter wwg (or its complement wag) is not trivial. A common approach 
to optimize parameters in classification is to use an internal cross-validation 
procedure (accessing the training set only) to evaluate a set of pre-defined candidate 
parameter values (wwg values in our case), and then choose the parameter value with 
the highest predictive accuracy in that internal cross-validation procedure. However, 
this approach normally assumes the use of a classification algorithm to measure 
predictive accuracy in the internal cross-validation, and in our case CFS is used as a 
filter feature selection method (rather than a wrapper one), without running a 
classification algorithm. Using the Merit function of CFS to evaluate the predictive 
performance of a set of wwg values via internal cross-validation would not be a fair 
approach to compare the performance of different wwg values, since different wwg 
values would effectively implement different evaluation functions. For instance, it is 
possible that a certain feature subset optimizes the Merit function when, say, wwg = 
0.6, whilst another feature subset optimizes the Merit function when, say, wwg = 0.8; 




in general, since both were selected based on a Merit function with just a specific 
value of wwg. 
Hence, to mitigate the problem that the selection of the best feature subset depends 
on the value of wwg, and so to make the feature selection procedure more robust, we 
propose a method that outputs a set of select features that is obtained by merging the 
feature subsets selected by using a set of different wwg values ± both when using 
equation (3.4) and when using equation equation (3.7). In particular, we consider the 
feature subsets selected using five different wwg values, namely wwg = 0.5, 0.6, 0.7, 
0.8 and 0.9.  
Different merging approaches are possible. In an extreme case, the most inclusive 
approach would be output the set union of the five selected feature subsets, i.e. to 
output any feature that was included in any of the five selected feature subsets (for 
the above five wwg values). However, this would tend to output several features 
which are not robust (e.g., features selected only for one particular wwg value). 
In the opposite extreme case, the strictest (least inclusive) approach would be to 
output the set intersection of the five feature subsets, i.e., to output only the features 
that were included in all the five selected feature subsets. However, this would tend 
to output a small set of features, not outputting features which are robust in general 
(e.g. features selected for four out of the five wwg values). 
As a compromise between these two extreme approaches, in order to get reasonably 
robust features, we propose to output the features included in at least three of the five 
selected feature subsets. That is, we run both versions of WR-CFS on the training set 
five times, with wwg = 0.5, 0.6, 0.7, 0.8 and 0.9; and then output as the set of selected 
features all features that were selected in at least three of those five runs. Then, the 
classification algorithm is applied to the reduced training set containing only those 
selected features in order to build a classification model, and finally the predictive 
performance of that model is evaluated on the test set. 
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4 &20387$7,21$/5(68/76 
This chapter provides information about the experimental methodology and analysis 
of the computational results. This chapter is organised as follows. Section 4.1 
explains the experimental methodology used such as cross-validation, the predictive 
accuracy measure and statistical tests used, etc. Section 4.2 reports the computational 
results obtained by J48 and the CFS variants proposed in Chapter 3. Section 4.3 
reports the analogous results obtained by Naïve Bayes. Each of these two sections 
reports the predictive accuracy obtained by the corresponding classification 
algorithm, with and without the proposed CFS variants, as well as the number of 
features selected by each CFS variant. 
A relatively small part of the results reported in this chapter has been included in a 
peer-reviewed paper that is currently in press (Pomsuwan and Freitas 2017). 
4.1 ([SHULPHQWDO0HWKRGRORJ\ 
We report results for 10 base datasets created from the raw data in the ELSA 
database, as described in Chapter 3. Each of these base datasets will be used to 
produce different datasets varying the class distribution, as will be explained later. 
Recall that each dataset has a different age-related disease in wave 7 as the class 
variable to be predicted, whilst all datasets have the same predictive features 
(derived in general from waves 2, 4, and 6).  
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Predictive accuracy was measured by the well-known F-measure, the harmonic mean 
between Precision and Recall (Japkowicz and Shah 2011), given by equation (4.1), 
 
 ܨǦ݉݁ܽݏݑݎ݁ ൌ  ? ൈܲݎ݁ܿ݅ݏ݅݋݊ ൈ ܴ݈݈݁ܿܽܲݎ݁ܿ݅ݏ݅݋݊ ൅ ܴ݈݈݁ܿܽ (4.1) 
 
where Precision is the proportion of instances predicted as positive which are really 
positive and Recall is the proportion of positive instances that were correctly 
predicted as positive. To compute these measures, each class label (presence or 
absence of the disease) was considered in turn as the positive class and the reported 
F-measure is the arithmetic (unweighted) mean of the F-measures for the two class 
labels.   
Each of the proposed variants of the CFS feature selection method was evaluated 
using two classification algorithms, namely Naïve Bayes and the decision tree 
induction algorithm J48 ± both reviewed in Chapter 2. 
All experiments were performed using the WEKA data mining tool (Hall et al. 
2009), version:3.8.1 and all reported results were obtained by running a well-known 
10-fold  cross-validation procedure, which works as follows. First, the dataset is 
randomly partitioned into 10 folds with approximately the same number of instances 
in each fold. Then, each feature selection method and each classification algorithm is 
run 10 times, each time using a different fold as the test set and all the other 9 folds 
as the training set. The reported measure of predictive accuracy is then the average 
accuracy across the 10 test sets. 
4.1.1 Statistical Tests 
In this section, all statistical significance tests used to analyse our experimental 
results are described. We focus on pairwise comparisons for classification models 
constructed from features selected by different feature selection approaches. 
4.1.1.1 The Wilcoxon Signed-Ranks Test 
The Wilcoxon signed-ranks test (Wilcoxon 1945) is a non-parametric statistical 
significance test used in this thesis for comparing the predictive accuracies (more 
precisely, F-measure values) of two classification models. The main advantage of 
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this test is its non-parametric nature, making no assumption of normal distribution 
(Japkowicz and Shah 2011), which is a strong assumption made in particular by the 
alternative paired t-test. Another advantage of the Wilcoxon signed-ranks test is its 
robustness against outliers, since it is based on the relative ranks of the predictive 
performances of two models, instead of being based on their raw performance such 
as the raw F-measure values. 
The null-K\SRWKHVLV IRU WKLV WHVW LV WKDW WKH PHGLDQV RI WZR FODVVLILFDWLRQ PRGHOV¶
predictive performances are equal. 
There are several steps involved in the Wilcoxon signed-ranks test 'HPãDU, 
as follows. To begin, the difference (di) between the predictive accuracy of the two 
classification models is calculated for each i-th dataset, i  «1ZKHUH N is the 
number of datasets. Next, the differences are ranked according to their absolute 
values (rank(di), i   «1), ignoring their signs; in the case of a tie, the 
corresponding average rank is assigned. Once the data have been prepared, we start 
to calculate the Wilcoxon signed rank sums. The calculations proceed separately 
according to equation (4.2) and (4.3) for the positive and negative differences of 
accuracy, respectively.That is, R+  denotes the sum of ranks for positive differences 
and R- denotes the sum of ranks of negative differences. It should be noted that the 
differences of 0 have their ranks split evenly among the sums; if there is an odd 
number of them, one is discarded. 
 
 ܴା ൌ ෍ ݎܽ݊݇ሺ݀௜ሻ ൅  ? ?෍ ݎܽ݊݇ሺ݀௜ሻௗ೔ୀ଴ௗ೔வ଴  (4.2) 
 
 ܴି ൌ ෍ ݎ݊݇ሺ݀௜ሻ ൅  ? ?෍ ݎܽ݊݇ሺ݀௜ሻௗ೔ୀ଴ௗ೔ழ଴  (4.3) 
 
Afterwards, the smaller of R+  or R- is used for the test statistic, T. Let T and Tcritical be 
the smaller of the rank sums and the exact critical value respectively. The null 
hypothesis is rejected if T is greater than or equal to Tcritical, accepted otherwise. In 
general, the exact value of Tcritical can be found in a precomputed table (available e.g. 
in (Bruning and Kintz 1987)) for values of N up to 25. For a larger number of 
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datasets, the distribution of the test statistic can be approximated by a normal 
distribution, with the following equation for calculating the z-score: 
 
 ݖ ൌ ܶ െ  ? ?ܰሺܰ ൅  ?ሻට  ? ? ?ܰ ሺܰ ൅  ?ሻሺ ?ܰ ൅  ?ሻ (4.4) 
 
where T is the test statistic and N is the number of datasets. Subsequently, the 
null-hypothesis is rejected if z is smaller than the critical value for z-score.  
4.1.1.2 )ULHGPDQ¶V7HVW 
7KH)ULHGPDQ¶VWHVWLVDQRQ-parametric test for determining whether or not there are 
significant differences in the performance of multiple classification models across 
multiple datasets (Friedman 1940). Non-parametric means that the test makes no 
assumption about the dataset having a particular distribution, e.g., the normal 
distribution. The null hypothesis for the test is that all the classification models have 
identical predictive accuracy. The alternative hypothesis is that the classification 
models have different predictive accuracies. 
The )ULHGPDQ¶V WHVW KDV VL[ PDLQ VWHps: the first three are involved in data 
preparation and the rest involve running the test on prepared data. First of all, it 
ranks the predictive accuracy values of the classification models being compared for 
each dataset (row) separately. That is, the model with the highest predictive accuracy 
is assigned a rank of 1. In the case of a tie, the corresponding average rank is 
assigned to the tied models. Afterwards, the ranks are averaged for each 
classification model. The next step is to calculate the FrieGPDQ¶VWHVWVWDWLVWLF߯ிଶ) as 
follows: 
 
 ߯ிଶ ൌ   ? ?ܰ݇ሺ݇ ൅  ?ሻ቎෍ ௝ܴଶ െ ݇ሺ݇ ൅  ?ሻଶ ?௝ ቏ (4.5) 
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where N is the number of datasets, k is the number of classification models and Rj is 
the average ranks of the models being compared. However, as pointed out in (Iman 
and Davenport 1980), a better statistic can be derived, as shown in equation (4.6), 
 
 
ܨி ൌ  ሺܰ െ  ?ሻ ி߯ଶܰሺ݇ െ  ?ሻ െ ߯ிଶ (4.6) 
 
which is distributed according to the F-distribution with (k-1) and (k-1) (N-1) degrees 
of freedom. If the null hypothesis is rejected, it means that there is a significant 
difference in predictive performance among the classification models. In this case, 
we need to apply a post-hoc test to point out which pairs of the models have 
significantly different performances. 
4.1.1.3 The Nemenyi Test 
The Nemenyi test is a post-hoc and non-parametric test for determining whether or 
not there are significant differences in the predictive performance of each pair of 
classification models  across multiple datasets (Nemenyi 1962). Specifically, a 
post-hoc test is applied if and only if a pre-hoc test OLNH WKH)ULHGPDQ¶V WHVW has 
determined a significant difference. Non-parametric means that the test makes no 
assumption about the dataset having a particular distribution, e.g., the normal 
distribution. In addition, the Nemenyi test is a multiple hypothesis test where the 
number of null hypotheses is the same as the number of pairwise comparisons. The 




ܥܦ ൌ ݍఈඨ݇ሺ݇ ൅  ?ሻ ?ܰ  (4.7) 
 
such that if the average rank difference is greater than CD, the null hypothesis is 
rejected. Note that Į is the significance level, and the critical values qĮ are based on 
the Studentized range statistic divided by  ? ?. More precisely, given that two 
classification models have average ranks Ri and Rj, the null hypothesis of the test is 
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that their performance is equivalent. In order to reject the null hypothesis, the 
difference between Ri and Rj has to be greater than the CD.  
4.2 5HVXOWVIRUWKH-'HFLVLRQ7UHH,QGXFWLRQ$OJRULWKP 
This section reports the results obtained by the J48 classification algorithm 
(reviewed in Chapter 2) with different variants of the CFS method used for selecting 
features in a data pre-processing phase. All these CFS variants were discussed in 
Chapter 3. This section consists of three subsections. The first one reports results 
comparing the Exhaustive search-based CFS per Group (Exh-CFS-Gr) method and 
its extension, namely Exh-CFS-Gr followed by the use of standard CFS 
(Exh-CFS-Gr+CFS). The second subsection reports results comparing the two 
Weighted-Redundancy CFS variants, namely Coarse-grained Weighted-Redundancy 
CFS (Co-WR-CFS) and Fine-grained Weighted-Redundancy CFS (Fi-WR-CFS). 
Finally, in the third subsection the two best proposed CFS variants (one from each of 
the first two subsections) are compared with two baseline methods, namely the 
standard CFS and no feature selection in a pre-processing phase (i.e. passing all 
features to J48). Furthermore, each analysis includes the variations of class 
distributions, counting wins and losses, and a suitable statistical test. 
In addition, some statistical analysis methods mentioned in Section 4.1.1 were used 
for validation of the published results. In statistical terms, we attempt to reject the 
null hypothesis that the classification models with a given feature selection method 
obtains F-measure values that are the same as the F-measure values obtained with 
another feature selection method. :HXVHGWKHWHVWVZLWKDVLJQLILFDQFHOHYHORIĮ 
0.05, and N = 35 (35 datasets) in our experiments. 
4.2.1 Results comparing the two proposed CFS variants based on 
exhaustive search 
Table 4.1 reports the F-measure values obtained by J48, after applying the proposed 
Exh-CFS-Gr and Exh-CFS-Gr+CFS methods in a pre-processing phase, broken 
down by each dataset ± recall that each dataset involves a combination of a disease 
used as a class variable in wave 7 and a certain class distribution. Note that, for each 
base dataset associated with a given disease (class variable), several datasets where 
created by undersampling the majority class, to reduce class imbalance. These 
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produced datasets with different class distributions ± varying from the original (very 
imbalanced) class distribution to the balanced class distribution (with a 1 to 1 ratio 
between the frequencies of both classes). Each cell of the class distribution column 
KDVYDOXHV LQ WKH IRUPDW³;WR<´ZKHUH;DQG<GHQRWHWKHQXPEHURI LQVWDQFHV
belonging to the negative and positive class labels, respectively. 
Note also that Table 4.1 reports, for each dataset, only the mean F-measure value 
over the two class labels, since this is the measure used in the statistical significance 
analysis, but the detailed values of the precision, recall and F-measure for each class 
label can be found in the Appendix, Section A. The best F-measure value(s) in each 
row of the Table ± i.e., for each dataset ± among the two CFS variants is shown in 
boldface, and the highest F-measure value(s) for each age-related disease, across all 
class distributions, is highlighted with an underline.  
We also compute the average rank of each of the two CFS variants in the Table, as 
follows. For each dataset, the CFS variant with the higher (lower) F-measure value is 
assigned rank 1 (2), and in case of a tie, each CFS variant is assigned the rank 1.5. 
The average rank of a CFS variant is simply the mean of its rank over the 35 
datasets. Hence, the lower its average rank, the better the CFS variant is. 
With regard to the results across variations of class distributions, in general the more 
balanced the class distribution is, the higher the F-measure values achievedby both 
CFS variants. Specifically, the highest F-measure values were obtained when the 
class distribution was completely balanced (1 to 1 ratio) in 18 out of 20 cases (10 
diseases × 2 CFS variants). The only two exceptions were observed in the results for 
the class Diabetes, where the completely balanced class distribution yielded the 
lowest F-measure value for both Exh-CFS-Gr and Exh-CFS-Gr+CFS.  
In Table 4.1, it can be seen that Exh-CFS-Gr+CFS obtained slightly better 
F-measure values than Exh-CFS-Gr on 15 out of the 35 datasets, with 11 losses and 
9 ties. In addition, the average rank of Exh-CFS-Gr+CFS (1.44) is lower (better) 
than that of Exh-CFS-Gr (1.56). In spite of the greater number of wins, by applying 
the Wilcoxon signed-ranks test the null hypothesis cannot be rejected, with a p-value 
of 0.39. Hence, the statistical evidence is insufficient to claim that Exh-CFS-Gr+CFS 
performs better than Exh-CFS-Gr when J48 is used as the classification algorithm.  
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With regard to the size of the selected feature subsets, Table 4.2 reports the average 
number and percentage of features selected by each of the two CFS variants (across 
the 10 cross-validation folds), for each dataset ± i.e. each combination of disease and 
class distribution. Note that the number of features selected by Exh-CFS-Gr is 
substantially greater than the number of features selected by Exh-CFS-Gr+CFS for 
all datasets. More precisely, on average across the 35 datasets, Exh-CFS-Gr and 
Exh-CFS-Gr+CFS select 34.51% and 6.46% of the original features, respectively. 
This is because, once Exh-CFS-Gr selects a feature subset, the standard CFS is 
further applied as the second phase of the feature selection process performed by 
Exh-CFS-Gr+CFS method. Naturally, that second phase tends to remove many 
features which were previously selected by Exh-CFS-Gr in the first phase. In 
particular, Exh-CFS-Gr only takes into account the redundancy among the features 
within the same conceptual group, as mentioned in Section 3.2. Therefore, in the 
second phase of Exh-CFS-Gr+CFS, the standard CFS tends to eliminate many 
redundant features across the groups, which results in a clearly smaller feature subset 
than the subset produced by Exh-CFS-Gr alone. 
Although the numbers of features selected by the two CFS variants were very 
different, the predictive accuracy obtained by J48 was statistically equivalent in both 
cases, as discussed above. This can be explained by the fact that J48 performs 
embedded feature selection. Hence, when Exh-CFS-Gr returns a relatively large 
feature subset containing features with redundancy across groups, J48 can use its 
embedded feature selection procedure to focus on the most relevant variables. 
Moreover, a further analysis of the results has been conducted by using the Pearson¶V 
linear correlation coefficient (r) to measure the degree of correlation between the 
predictive accuracy and the number of selected features for the two feature selection 
methods compared in this Section, across the 35 datasets. As for Exh-CFS-Gr, the 
value of r is 0.546 which indicates a moderate positive correlation. Therefore, there 
is a broad tendency for high predictive accuracies to be obtained with larger feature 
subset sizes. In contrast, the value of r for Exh-CFS-Gr+CFS is ±0.171, which 
technically indicates a weak negative correlation. Hence, the correlation between the 
predictive accuracy and the number of features selected by Exh-CFS-Gr+CFS is 
weak. 
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Table 4.1: F-measure values obtained by J48 after applying the two CFS variants 
based on exhaustive search. 
Disease Class Distribution Exh-CFS-Gr+J48 Exh-CFS-Gr+CFS+J48 
HeartAtt 
7061 to 435 0.485 0.485 
1740 to 435 0.565 0.572 
870 to 435 0.589 0.582 
435 to 435 0.604 0.610 
Angina 
7263 to 233 0.492 0.492 
932 to 233 0.502 0.503 
466 to 233 0.534 0.527 
233 to 233 0.546 0.539 
Stroke 
7094 to 402 0.486 0.486 
1608 to 402 0.554 0.551 
804 to 402 0.594 0.587 
402 to 402 0.604 0.594 
Diabetes 
6552 to 944 0.804 0.799 
3776 to 944 0.800 0.801 
1888 to 944 0.786 0.792 
944 to 944 0.747 0.753 
HBP 
4438 to 3058 0.652 0.655 
3058 to 3058 0.669 0.662 
Dementia 
7360 to 136 0.495 0.495 
544 to 136 0.541 0.557 
272 to 136 0.577 0.584 
136 to 136 0.582 0.592 
Cataract 
5344 to 2150 0.632 0.646 
4300 to 2150 0.651 0.651 
2150 to 2150 0.673 0.670 
Arthritis 
4398 to 3098 0.612 0.612 
3098 to 3098 0.612 0.617 
Osteoporosis 
6796 to 700 0.476 0.476 
2800 to 700 0.555 0.555 
1400 to 700 0.590 0.603 
700 to 700 0.617 0.614 
Parkinsons 
7433 to 63 0.498 0.498 
252 to 63 0.495 0.522 
126 to 63 0.572 0.570 
63 to 63 0.581 0.584 
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Table 4.2: Average numbers and percentages of selected features for the two CFS 
variants based on exhaustive search. 
Disease Class Distribution Exh-CFS-Gr Exh-CFS-Gr+CFS 
HeartAtt 
7061 to 435 80.0 (36.53%) 24.0 (10.96%) 
1740 to 435 76.7 (35.02%) 21.1 (9.63%) 
870 to 435 70.0 (31.96%) 19.7 (9.00%) 
435 to 435 65.7 (30.00%) 19.5 (8.90%) 
Angina 
7263 to 233 75.7 (34.57%) 14.0 (6.39%) 
932 to 233 74.7 (34.11%) 22.7 (10.37%) 
466 to 233 70.3 (32.10%) 23.4 (10.68%) 
233 to 233 68.3 (31.19%) 19.3 (8.81%) 
Stroke 
7094 to 402 77.6 (35.43%) 7.6 (3.47%) 
1608 to 402 75.4 (34.43%) 7.9 (3.61%) 
804 to 402 70.5 (32.19%) 9.0 (4.11%) 
402 to 402 64.6 (29.50%) 12.4 (5.66%) 
Diabetes 
6552 to 944 98.3 (44.89%) 10.1 (4.61%) 
3776 to 944 96.5 (44.06%) 11.7 (5.34%) 
1888 to 944 93.3 (42.60%) 11.4 (5.21%) 
944 to 944 86.3 (39.41%) 11.0 (5.02%) 
HBP 
4438 to 3058 98.2 (44.84%) 25.4 (11.60%) 
3058 to 3058 95.3 (43.52%) 24.3 (11.10%) 
Dementia 
7360 to 136 68.2 (31.14%) 11.8 (5.39%) 
544 to 136 70.7 (32.28%) 14.9 (6.80%) 
272 to 136 71.6 (32.69%) 16.5 (7.53%) 
136 to 136 66.6 (30.41%) 13.4 (6.12%) 
Cataract 
5344 to 2150 73.2 (33.42%) 7.1 (3.24%) 
4300 to 2150 71.9 (32.83%) 6.6 (3.01%) 
2150 to 2150 69.7 (31.83%) 6.3 (2.88%) 
Arthritis 
4398 to 3098 80.2 (36.62%) 15.0 (6.85%) 
3098 to 3098 75.5 (34.47%) 18.2 (8.31%) 
Osteoporosis 
6796 to 700 89.6 (40.91%) 15.6 (7.12%) 
2800 to 700 85.7 (39.13%) 17.5 (7.99%) 
1400 to 700 82.6 (37.72%) 13.9 (6.35%) 
700 to 700 78.7 (35.94%) 13.4 (6.12%) 
Parkinsons 
7433 to 63 55.9 (25.53%) 7.9 (3.61%) 
252 to 63 57.6 (26.30%) 7.5 (3.42%) 
126 to 63 56.1 (25.62%) 8.0 (3.65%) 
63 to 63 54.2 (24.75%) 7.0 (3.20%) 
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4.2.2 Results comparing the two proposed CFS variants based on 
different weights for two types of redundancy 
Table 4.3 reports the F-measure values for the pair of proposed CFS variants based 
on using different weights for the two types of redundany, namely temporal 
redundancy (among features within the same group of temporally redundant 
features) and standard (non-temporal) redundancy (among features in different 
groups), where both CFS variants are run before applying J48 algorithm. Recall that 
these CFS variants are called Coarse-grained Weighted Redundancy (Co-WR-CFS) 
and Fine-Grained Weighted Redundancy (Fi-WR-CFS). The Table reports the results 
for the same 35 datasets used in Table 4.1.  
Similarly to the results reported in Table 4.1, overall the F-measure values in Table 
4.3 increase for both CFS variants when the class distributions are increasingly more 
balanced. The only two exceptions are for the diseases Diabetes and Arthritis.  
Regarding the predictive performance of J48 when using the two CFS variants in a 
pre-processing phase, Co-WR-CFS and Fi-WR-CFS achieved a similar number of 
wins, 13 and 12 respectively, with 10 ties. Furthermore, running the Wilcoxon 
signed-ranks test also suggested an equivalence in performance, where the null 
hypothesis is accepted with the p-value of 0.81. In other words, there is no 
significant difference between Co-WR-CFS and Fi-WR-CFS when they are used 
with the J48 algorithm. 
With regard to the size of the selected feature subsets, Table 4.4 shows the average 
number and percentage of features selected by each of the two CFS variants based on 
weighted redundancy (across the 10 cross-validation folds), for each dataset ± i.e., 
each combination of disease and class distribution. The number of features selected 
by Fi-WR-CFS is greater than the number of features selected by Co-WR-CFS in 
general. More precisely, on average across the 35 datasets, Fi-WR-CFS and 
Co-WR-CFS select 9.46% and 5.80% of the original features, respectively. 
Nevertheless, the predictive accuracies obtained by J48 when using these two WR 
CFS variants were statistically equivalent, as discussed above. Again, this can be 
explained by the fact that J48 performs embedded feature selection.  
Moreover, by measuring the Pearson¶V linear correlation coefficient between 
predictive accuracy and number of selected features across the 35 datasets, the 
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values of r are ±0.189 and 0.002 for Co-WR-CFS and Fi-WR-CFS, respectively. 
Hence, the correlation between the predictive accuracy and the number of selected 
features is weak for Co-WR-CFS and practically none for Fi-WR-CFS. 
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Table 4.3: F-measure values obtained by J48 after applying the two CFS variants 
based on weighted redundancy. 
Disease Class Distribution Co-WR-CFS+J48 Fi-WR-CFS+J48 
HeartAtt 
7061 to 435 0.485 0.485 
1740 to 435 0.560 0.576 
870 to 435 0.593 0.578 
435 to 435 0.603 0.608 
Angina 
7263 to 233 0.492 0.492 
932 to 233 0.508 0.509 
466 to 233 0.539 0.536 
233 to 233 0.546 0.549 
Stroke 
7094 to 402 0.486 0.486 
1608 to 402 0.566 0.556 
804 to 402 0.580 0.581 
402 to 402 0.611 0.607 
Diabetes 
6552 to 944 0.798 0.797 
3776 to 944 0.799 0.797 
1888 to 944 0.793 0.802 
944 to 944 0.738 0.763 
HBP 
4438 to 3058 0.635 0.661 
3058 to 3058 0.653 0.662 
Dementia 
7360 to 136 0.495 0.495 
544 to 136 0.559 0.547 
272 to 136 0.588 0.585 
136 to 136 0.592 0.587 
Cataract 
5344 to 2150 0.651 0.647 
4300 to 2150 0.654 0.657 
2150 to 2150 0.671 0.671 
Arthritis 
4398 to 3098 0.618 0.616 
3098 to 3098 0.614 0.611 
Osteoporosis 
6796 to 700 0.476 0.476 
2800 to 700 0.550 0.555 
1400 to 700 0.590 0.608 
700 to 700 0.613 0.613 
Parkinsons 
7433 to 63 0.498 0.498 
252 to 63 0.521 0.521 
126 to 63 0.570 0.570 
63 to 63 0.583 0.582 
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Table 4.4: Average numbers and percentages of selected features for the two CFS 
variants based on weighted redundancy. 
Disease Class Distribution Co-WR-CFS Fi-WR-CFS 
HeartAtt 
7061 to 435 15.8 (7.21%) 29.3 (13.38%) 
1740 to 435 15.8 (7.21%) 27.3 (12.47%) 
870 to 435 16.4 (7.49%) 26.4 (12.05%) 
435 to 435 16.9 (7.72%) 25.8 (11.78%) 
Angina 
7263 to 233 11.9 (5.43%) 19.5 (8.90%) 
932 to 233 19.1 (8.72%) 31.0 (14.16%) 
466 to 233 18.1 (8.26%) 29.8 (13.61%) 
233 to 233 16.7 (7.63%) 25.8 (11.78%) 
Stroke 
7094 to 402 7.9 (3.61%) 8.3 (3.79%) 
1608 to 402 11.4 (5.21%) 21.1 (9.63%) 
804 to 402 13.5 (6.16%) 23.5 (10.73%) 
402 to 402 14.7 (6.71%) 20.9 (9.54%) 
Diabetes 
6552 to 944 10.5 (4.79%) 15.4 (7.03%) 
3776 to 944 11.4 (5.21%) 19.7 (9.00%) 
1888 to 944 10.7 (4.89%) 23.9 (10.91%) 
944 to 944 9.6 (4.38%) 25.0 (11.42%) 
HBP 
4438 to 3058 16.5 (7.53%) 34.1 (15.57%) 
3058 to 3058 17.7 (8.08%) 31.2 (14.25%) 
Dementia 
7360 to 136 11.5 (5.25%) 17.1 (7.81%) 
544 to 136 16.3 (7.44%) 23.2 (10.59%) 
272 to 136 15.0 (6.85%) 24.7 (11.28%) 
136 to 136 14.1 (6.44%) 21.4 (9.77%) 
Cataract 
5344 to 2150 8.3 (3.79%) 8.4 (3.84%) 
4300 to 2150 7.8 (3.56%) 8.2 (3.74%) 
2150 to 2150 6.9 (3.15%) 8.1 (3.70%) 
Arthritis 
4398 to 3098 13.1 (5.98%) 25.1 (11.46%) 
3098 to 3098 13.3 (6.07%) 24.2 (11.05%) 
Osteoporosis 
6796 to 700 13.1 (5.98%) 26.9 (12.28%) 
2800 to 700 13.4 (6.12%) 24.7 (11.28%) 
1400 to 700 13.2 (6.03%) 22.4 (10.23%) 
700 to 700 12.6 (5.75%) 20.1 (9.18%) 
Parkinsons 
7433 to 63 7.6 (3.47%) 8.6 (3.93%) 
252 to 63 7.8 (3.56%) 7.8 (3.56%) 
126 to 63 8.2 (3.74%) 8.2 (3.74%) 
63 to 63 7.6 (3.47%) 7.7 (3.52%) 
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4.2.3 Results comparing four feature selection approaches using J48 
This section compares the results obtained by the J48 decision tree algorithm when 
using four feature selection approaches: comparing two proposed CFS variants ± one 
based on exhaustive search (Exh-CFS-Gr) and the other based on weighted 
redundancy (Co-WR-CFS) ± against the standard CFS method and the baseline 
approach of giving all input features to J48 ± i.e., no feature selection in a 
pre-processing step. In this section, Exh-CFS-Gr+CFS and Co-WR-CFS were 
chosen as representatives of proposed CFS variants due to their better performance 
shown in Subsections 4.2.1 and 4.2.2 respectively. 
Accordingly, Table 4.5 reports the F-measure values for the above four CFS 
variants. We began by calculating the average rank for each variant, as described 
earlier ± recall that the smaller the average rank, the better (higher) the F-measure 
value of a CFS variant across all datasets in general. The best average rank was 
jointly obtained by standard CFS and Exh-CFS-Gr+CFS (average rank 2.41), closely 
followed by Co-MR-CFS (rank 2.49) and no feature selection, i.e. J48 alone (rank 
2.69). 
Next, the Friedman test was used to determine whether or not there is a significant 
difference between the average rank of each CFS variant and their mean rank (2.5). 
The calculated value of FF is 0.45. With four feature selection approaches and 35 
datasets, FF is distributed according to the F distribution with 4 ± 1 = 3 and (4-1) x 
(35-1) = 102 degrees of freedom. The critical value of FIRUĮ LV
Since FF (0.45) is smaller than the critical value (2.69), the null-hypothesis cannot be 
rejected. Hence, there is insufficient statistical evidence against the claim that all the 
four feature selection approaches obtained equivalent F-measure values.  
With regard to the size of the selected feature subsets, Table 4.6 shows the average 
number and percentage of features selected by each of the three CFS variants (across 
the 10 cross-validation folds), for each dataset ± i.e., each combination of disease 
and class distribution. The number of features selected by standard CFS and that 
selected by Exh-CFS-Gr+CFS are almost the same for all datasets. 
In order to investigate whether there is a correlation between the predictive accuracy 
and the number of features selected by each method, we computed the Pearson¶V 
linear correlation coefficient between those two variables across the 35 datasets, for 
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each of the three feature selection methods whose performance is analysed in this 
section. The computed correlation coefficients are ±0.127 for standard CFS and ±
0.171 for Exh-CFS-Gr+CFS, both indicating a weak negative correlation. Unlike 
these two methods, Co-WR-CFS selected relatively smaller subsets, in general, with 
a correlation coefficient of 0.189, indicating a weak positive correlation.  
Overall, there is very little correlation between the predictive accuracy and the 
number of features selected by each of the three CFS variants, despite the fact that all 
datasets use the same set of original features before applying feature selection. This 
seems to be due to the fact that, although the features are the same, the datasets have 
different diseases used as classes, and this leads to a large variation in the predictive 
relationships between the features and the class variable across datasets. That is, the 
set of features (and its size) which is relevant for predicting the class variable varies 
greatly across datasets, as a result of very different diseases being used as classes. 
Finally, Table 4.7and Table 4.8 report the relative frequency (%) of selection for 
different feature types for the standard CFS and Exh-CFS-Gr+CFS, respectively. 
7KHFROXPQ³*HQHUDO´ UHIHUV WR WKH DJHDQGJHQGHU IHDWXUHV WKHRQO\ WZR IHDWXUHV
not derived from the Nurse data. In each cell, the relative frequency was calculated 
as the frequency of selection summed for all features of the corresponding feature 
type over the maximum possible number of selections, which was the number of 
features in the feature type times 10 (considering the 10 folds of the cross- validation 
procedure).  
Comparing the relative frequencies of the observed features in waves 2, 4, and 6 that 
were selected by the two CFS versions, for both the standard CFS (Table 4.7) and 
Exh-CFS-Gr+CFS (Table 4.8), the relative selection frequency increased 
monotonically with time (i.e. from wave 2 to wave 4 to wave 6) in 24 of the 35 
datasets. The main exceptions were the datasets of Dementia and Parkinson¶V for all 
different distributions. This general predominance of selected features from wave 6 
can be explained by the fact that features are selected partly based on their ability to 
predict an age-related disease at wave 7 and intuitively predictions based on features 
in wave 6 (shorter-term predictions) should be easier and more accurate than 
predictions based on features in waves 2 and 4 (longer-term predictions). 
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Regarding the constructed longitudinal features (CLFs), they were rarely selected by 
both standard CFS and Exh-CFS-Gr+CFSDVFDQEHREVHUYHG LQWKHFROXPQ³&/)
Total´of Table 4.7 and Table 4.8. This is particularly the case for the feature types 
diff_w24, mono_w246, up_w24 and up_w26, whose selection frequencies are 
almost always 0% for both CFS variants. However, the features diff_w46 and 
diff_w26 were relatively more successful, and in the Dementia dataset, each of these 
two feature types was selected more often than the original features from wave 6 in 
two of the four datasets for that disease. These results also hold for both CFs 
variants. In the other datasets, however, diff_w46 and diff_w26 features were in 
general selected much less often than the original features from wave 6, the most 
recent wave. 
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Table 4.5: F-measure values obtained by J48 after applying different CFS methods 








7061 to 435 0.485 0.485 0.485 0.485 
1740 to 435 0.568 0.572 0.572 0.560 
870 to 435 0.594 0.579 0.582 0.593 
435 to 435 0.606 0.608 0.610 0.603 
Angina 
7263 to 233 0.492 0.492 0.492 0.492 
932 to 233 0.514 0.503 0.503 0.508 
466 to 233 0.532 0.525 0.527 0.539 
233 to 233 0.545 0.539 0.539 0.546 
Stroke 
7094 to 402 0.486 0.486 0.486 0.486 
1608 to 402 0.552 0.551 0.551 0.566 
804 to 402 0.572 0.586 0.587 0.580 
402 to 402 0.599 0.593 0.594 0.611 
Diabetes 
6552 to 944 0.800 0.799 0.799 0.798 
3776 to 944 0.807 0.799 0.801 0.799 
1888 to 944 0.798 0.801 0.792 0.793 
944 to 944 0.770 0.755 0.753 0.738 
HBP 
4438 to 3058 0.647 0.657 0.655 0.635 
3058 to 3058 0.660 0.661 0.662 0.653 
Dementia 
7360 to 136 0.495 0.495 0.495 0.495 
544 to 136 0.538 0.557 0.557 0.559 
272 to 136 0.584 0.584 0.584 0.588 
136 to 136 0.582 0.592 0.592 0.592 
Cataract 
5344 to 2150 0.631 0.647 0.646 0.651 
4300 to 2150 0.645 0.652 0.651 0.654 
2150 to 2150 0.672 0.670 0.670 0.671 
Arthritis 
4398 to 3098 0.612 0.617 0.612 0.618 
3098 to 3098 0.614 0.615 0.617 0.614 
Osteoporosis 
6796 to 700 0.476 0.476 0.476 0.476 
2800 to 700 0.536 0.555 0.555 0.550 
1400 to 700 0.586 0.603 0.603 0.590 
700 to 700 0.612 0.614 0.614 0.613 
Parkinsons 
7433 to 63 0.498 0.498 0.498 0.498 
252 to 63 0.519 0.522 0.522 0.521 
126 to 63 0.557 0.570 0.570 0.570 
63 to 63 0.589 0.584 0.584 0.583 
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Table 4.6: Average numbers and percentages of selected features for three CFS 
variants. 
Disease Class Distribution standard_CFS Exh-CFS-Gr+CFS Co-WR-CFS 
HeartAtt 
7061 to 435 24.0 (10.96%) 24.0 (10.96%) 15.8 (7.21%) 
1740 to 435 21.3 (9.73%) 21.1 (9.63%) 15.8 (7.21%) 
870 to 435 20.3 (9.27%) 19.7 (9.00%) 16.4 (7.49%) 
435 to 435 20.2 (9.22%) 19.5 (8.90%) 16.9 (7.72%) 
Angina 
7263 to 233 14.1 (6.44%) 14.0 (6.39%) 11.9 (5.43%) 
932 to 233 22.8 (10.41%) 22.7 (10.37%) 19.1 (8.72%) 
466 to 233 24.0 (10.96%) 23.4 (10.68%) 18.1 (8.26%) 
233 to 233 19.5 (8.90%) 19.3 (8.81%) 16.7 (7.63%) 
Stroke 
7094 to 402 7.9 (3.61%) 7.6 (3.47%) 7.9 (3.61%) 
1608 to 402 8.6 (3.93%) 7.9 (3.61%) 11.4 (5.21%) 
804 to 402 9.4 (4.29%) 9.0 (4.11%) 13.5 (6.16%) 
402 to 402 12.8 (5.84%) 12.4 (5.66%) 14.7 (6.71%) 
Diabetes 
6552 to 944 10.5 (4.79%) 10.1 (4.61%) 10.5 (4.79%) 
3776 to 944 13.2 (6.03%) 11.7 (5.34%) 11.4 (5.21%) 
1888 to 944 13.2 (6.03%) 11.4 (5.21%) 10.7 (4.89%) 
944 to 944 11.7 (5.34%) 11.0 (5.02%) 9.6 (4.38%) 
HBP 
4438 to 3058 26.1 (11.92%) 25.4 (11.60%) 16.5 (7.53%) 
3058 to 3058 24.6 (11.23%) 24.3 (11.10%) 17.7 (8.08%) 
Dementia 
7360 to 136 11.8 (5.39%) 11.8 (5.39%) 11.5 (5.25%) 
544 to 136 15.0 (6.85%) 14.9 (6.80%) 16.3 (7.44%) 
272 to 136 16.5 (7.53%) 16.5 (7.53%) 15.0 (6.85%) 
136 to 136 13.4 (6.12%) 13.4 (6.12%) 14.1 (6.44%) 
Cataract 
5344 to 2150 7.5 (3.42%) 7.1 (3.24%) 8.3 (3.79%) 
4300 to 2150 7.1 (3.24%) 6.6 (3.01%) 7.8 (3.56%) 
2150 to 2150 6.5 (2.97%) 6.3 (2.88%) 6.9 (3.15%) 
Arthritis 
4398 to 3098 16.4 (7.49%) 15.0 (6.85%) 13.1 (5.98%) 
3098 to 3098 19.9 (9.09%) 18.2 (8.31%) 13.3 (6.07%) 
Osteoporosis 
6796 to 700 16.3 (7.44%) 15.6 (7.12%) 13.1 (5.98%) 
2800 to 700 17.5 (7.99%) 17.5 (7.99%) 13.4 (6.12%) 
1400 to 700 14.0 (6.39%) 13.9 (6.35%) 13.2 (6.03%) 
700 to 700 13.4 (6.12%) 13.4 (6.12%) 12.6 (5.75%) 
Parkinsons 
7433 to 63 8.0 (3.65%) 7.9 (3.61%) 7.6 (3.47%) 
252 to 63 7.5 (3.42%) 7.5 (3.42%) 7.8 (3.56%) 
126 to 63 8.0 (3.65%) 8.0 (3.65%) 8.2 (3.74%) 























Disease Class Distribution General wave 2 wave 4 wave 6 diff_w24 diff_w46 diff_w26 mono_w246 up_w24 up_w46 Original Total CLF Total All Total
HeartAtt 7061 to 435 100.00% 10.25% 15.61% 25.00% 0.00% 6.25% 2.27% 0.00% 0.00% 0.00% 18.18% 2.04% 10.96%
HeartAtt 1740 to 435 95.00% 8.25% 14.15% 25.00% 0.00% 1.67% 1.82% 0.00% 0.00% 0.00% 16.94% 0.82% 9.73%
HeartAtt 870 to 435 95.00% 6.50% 16.34% 22.63% 0.00% 0.00% 2.27% 0.00% 0.00% 0.00% 16.36% 0.51% 9.27%
HeartAtt 435 to 435 100.00% 7.00% 13.90% 23.16% 0.00% 0.42% 3.64% 0.00% 0.00% 0.00% 15.95% 0.92% 9.22%
Angina 7263 to 233 50.00% 9.75% 13.90% 9.21% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 11.65% 0.00% 6.44%
Angina 932 to 233 50.00% 11.75% 17.80% 24.21% 0.00% 1.67% 0.91% 0.00% 0.00% 0.00% 18.35% 0.61% 10.41%
Angina 466 to 233 50.00% 11.25% 20.24% 24.74% 0.00% 2.92% 0.45% 0.00% 0.00% 0.00% 19.17% 0.82% 10.96%
Angina 233 to 233 50.00% 6.25% 14.88% 24.21% 0.00% 1.25% 1.82% 0.00% 0.00% 0.00% 15.54% 0.71% 8.90%
Stroke 7094 to 402 50.00% 2.50% 5.37% 8.16% 0.00% 0.00% 2.73% 0.00% 0.00% 0.00% 6.03% 0.61% 3.61%
Stroke 1608 to 402 50.00% 3.00% 3.90% 8.42% 0.00% 0.83% 5.91% 0.45% 0.00% 0.00% 5.79% 1.63% 3.93%
Stroke 804 to 402 50.00% 4.75% 3.17% 10.26% 0.00% 0.42% 5.45% 0.00% 0.00% 0.00% 6.69% 1.33% 4.29%
Stroke 402 to 402 50.00% 3.00% 7.32% 16.32% 0.00% 1.25% 5.00% 0.00% 0.00% 0.00% 9.42% 1.43% 5.84%
Diabetes 6552 to 944 0.00% 6.25% 5.12% 10.53% 0.00% 6.67% 1.36% 0.00% 0.00% 0.00% 7.11% 1.94% 4.79%
Diabetes 3776 to 944 0.00% 5.75% 7.56% 14.47% 0.00% 6.25% 3.64% 0.00% 0.00% 0.00% 9.01% 2.35% 6.03%
Diabetes 1888 to 944 0.00% 5.25% 8.78% 15.00% 0.00% 4.58% 3.18% 0.00% 0.00% 0.00% 9.42% 1.84% 6.03%
Diabetes 944 to 944 5.00% 4.25% 6.34% 14.21% 0.00% 4.58% 3.64% 0.00% 0.00% 0.00% 8.10% 1.94% 5.34%
HBP 4438 to 3058 50.00% 10.25% 18.54% 27.63% 0.00% 4.58% 8.18% 0.00% 0.00% 0.00% 19.17% 2.96% 11.92%
HBP 3058 to 3058 50.00% 9.75% 18.05% 26.32% 0.00% 4.17% 5.91% 0.00% 0.00% 0.00% 18.43% 2.35% 11.23%
Dementia 7360 to 136 50.00% 4.50% 8.78% 6.84% 0.00% 7.92% 4.09% 0.00% 0.00% 0.00% 7.44% 2.86% 5.39%
Dementia 544 to 136 50.00% 10.00% 9.51% 6.32% 0.00% 7.50% 8.64% 0.00% 0.00% 0.00% 9.34% 3.78% 6.85%
Dementia 272 to 136 50.00% 11.00% 10.98% 8.42% 0.00% 5.00% 10.00% 0.00% 0.00% 0.00% 10.83% 3.47% 7.53%
Dementia 136 to 136 50.00% 9.00% 6.59% 9.21% 0.00% 5.42% 5.91% 0.00% 0.00% 0.00% 8.93% 2.65% 6.12%
Cataract 5344 to 2150 50.00% 1.50% 5.37% 8.95% 0.00% 1.25% 0.00% 0.00% 0.00% 0.00% 5.95% 0.31% 3.42%
Cataract 4300 to 2150 50.00% 1.00% 5.85% 7.63% 0.00% 1.25% 0.45% 0.00% 0.00% 0.00% 5.54% 0.41% 3.24%
Cataract 2150 to 2150 50.00% 0.75% 4.15% 8.16% 0.00% 1.25% 0.45% 0.00% 0.00% 0.00% 5.04% 0.41% 2.97%
Arthritis 4398 to 3098 100.00% 2.75% 13.41% 20.53% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 13.55% 0.00% 7.49%
Arthritis 3098 to 3098 100.00% 5.25% 16.59% 22.89% 0.00% 0.83% 0.45% 0.00% 0.00% 0.00% 16.20% 0.31% 9.09%
Osteoporosis 6796 to 700 100.00% 7.00% 12.20% 14.74% 0.00% 0.42% 3.64% 0.00% 0.00% 0.00% 12.73% 0.92% 7.44%
Osteoporosis 2800 to 700 100.00% 6.25% 14.15% 17.37% 0.00% 0.00% 2.73% 0.00% 0.00% 0.00% 13.97% 0.61% 7.99%
Osteoporosis 1400 to 700 95.00% 5.00% 9.02% 15.26% 0.00% 0.42% 2.27% 0.00% 0.00% 0.00% 11.07% 0.61% 6.39%
Osteoporosis 700 to 700 100.00% 4.75% 8.78% 14.21% 0.00% 0.42% 1.82% 0.00% 0.00% 0.00% 10.66% 0.51% 6.12%
Parkinsons 7433 to 63 85.00% 4.25% 4.39% 3.95% 0.00% 2.50% 2.73% 0.00% 3.33% 0.00% 5.54% 1.33% 3.65%
Parkinsons 252 to 63 95.00% 4.75% 4.15% 3.16% 0.00% 0.83% 1.36% 0.91% 3.33% 0.00% 5.54% 0.82% 3.42%
Parkinsons 126 to 63 100.00% 5.50% 4.63% 3.16% 0.00% 0.83% 2.27% 0.00% 0.00% 0.00% 6.03% 0.71% 3.65%
Parkinsons 63 to 63 95.00% 4.75% 4.39% 2.89% 0.00% 0.83% 0.91% 0.91% 0.00% 0.00% 5.54% 0.61% 3.33%
































































































































Disease Class Distribution General wave 2 wave 4 wave 6 diff_w24 diff_w46 diff_w26 mono_w246 up_w24 up_w46 Original Total CLF Total All Total
HeartAtt 7061 to 435 100.00% 10.25% 15.61% 25.00% 0.00% 6.25% 2.27% 0.00% 0.00% 0.00% 18.18% 2.04% 10.96%
HeartAtt 1740 to 435 95.00% 8.00% 13.90% 25.00% 0.00% 1.67% 1.82% 0.00% 0.00% 0.00% 16.78% 0.82% 9.63%
HeartAtt 870 to 435 95.00% 6.25% 15.12% 23.16% 0.00% 0.00% 1.36% 0.00% 0.00% 0.00% 16.03% 0.31% 9.00%
HeartAtt 435 to 435 100.00% 5.50% 13.66% 23.16% 0.00% 0.42% 3.64% 0.00% 0.00% 0.00% 15.37% 0.92% 8.90%
Angina 7263 to 233 50.00% 9.50% 13.90% 9.21% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 11.57% 0.00% 6.39%
Angina 932 to 233 50.00% 11.50% 17.80% 24.21% 0.00% 1.67% 0.91% 0.00% 0.00% 0.00% 18.26% 0.61% 10.37%
Angina 466 to 233 50.00% 10.75% 19.51% 24.74% 0.00% 2.92% 0.00% 0.00% 0.00% 0.00% 18.76% 0.71% 10.68%
Angina 233 to 233 50.00% 5.75% 14.88% 24.21% 0.00% 1.25% 1.82% 0.00% 0.00% 0.00% 15.37% 0.71% 8.81%
Stroke 7094 to 402 50.00% 2.00% 5.37% 8.16% 0.00% 0.00% 2.27% 0.00% 0.00% 0.00% 5.87% 0.51% 3.47%
Stroke 1608 to 402 50.00% 3.00% 3.90% 8.42% 0.00% 0.83% 3.18% 0.00% 0.00% 0.00% 5.79% 0.92% 3.61%
Stroke 804 to 402 50.00% 4.25% 3.17% 10.26% 0.00% 0.42% 4.55% 0.00% 0.00% 0.00% 6.53% 1.12% 4.11%
Stroke 402 to 402 50.00% 2.50% 7.32% 16.32% 0.00% 1.25% 4.09% 0.00% 0.00% 0.00% 9.26% 1.22% 5.66%
Diabetes 6552 to 944 0.00% 5.25% 5.12% 11.05% 0.00% 6.67% 0.45% 0.00% 0.00% 0.00% 6.94% 1.73% 4.61%
Diabetes 3776 to 944 0.00% 4.50% 6.83% 13.68% 0.00% 6.25% 1.82% 0.00% 0.00% 0.00% 8.10% 1.94% 5.34%
Diabetes 1888 to 944 0.00% 3.75% 7.32% 13.95% 0.00% 4.17% 2.73% 0.00% 0.00% 0.00% 8.10% 1.63% 5.21%
Diabetes 944 to 944 5.00% 3.75% 6.10% 13.42% 0.00% 3.75% 4.09% 0.00% 0.00% 0.00% 7.60% 1.84% 5.02%
HBP 4438 to 3058 50.00% 10.25% 18.05% 27.11% 0.00% 4.17% 7.27% 0.00% 0.00% 0.00% 18.84% 2.65% 11.60%
HBP 3058 to 3058 50.00% 10.00% 18.05% 26.32% 0.00% 4.17% 4.09% 0.00% 0.00% 0.00% 18.51% 1.94% 11.10%
Dementia 7360 to 136 50.00% 4.50% 8.78% 6.84% 0.00% 7.92% 4.09% 0.00% 0.00% 0.00% 7.44% 2.86% 5.39%
Dementia 544 to 136 50.00% 9.75% 9.51% 6.32% 0.00% 7.50% 8.64% 0.00% 0.00% 0.00% 9.26% 3.78% 6.80%
Dementia 272 to 136 50.00% 11.00% 10.98% 8.42% 0.00% 5.00% 10.00% 0.00% 0.00% 0.00% 10.83% 3.47% 7.53%
Dementia 136 to 136 50.00% 9.00% 6.59% 9.21% 0.00% 5.42% 5.91% 0.00% 0.00% 0.00% 8.93% 2.65% 6.12%
Cataract 5344 to 2150 50.00% 1.50% 4.88% 9.21% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 5.87% 0.00% 3.24%
Cataract 4300 to 2150 50.00% 0.50% 5.85% 7.63% 0.00% 0.00% 0.45% 0.00% 0.00% 0.00% 5.37% 0.10% 3.01%
Cataract 2150 to 2150 50.00% 1.00% 3.90% 8.16% 0.00% 0.42% 0.45% 0.00% 0.00% 0.00% 5.04% 0.20% 2.88%
Arthritis 4398 to 3098 100.00% 0.75% 12.93% 19.47% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 12.40% 0.00% 6.85%
Arthritis 3098 to 3098 100.00% 2.50% 16.34% 22.11% 0.00% 0.00% 0.45% 0.00% 0.00% 0.00% 14.96% 0.10% 8.31%
Osteoporosis 6796 to 700 100.00% 6.75% 11.71% 13.95% 0.00% 0.42% 3.18% 0.00% 0.00% 0.00% 12.23% 0.82% 7.12%
Osteoporosis 2800 to 700 100.00% 6.25% 14.15% 17.37% 0.00% 0.00% 2.73% 0.00% 0.00% 0.00% 13.97% 0.61% 7.99%
Osteoporosis 1400 to 700 95.00% 5.00% 9.02% 15.26% 0.00% 0.42% 1.82% 0.00% 0.00% 0.00% 11.07% 0.51% 6.35%
Osteoporosis 700 to 700 100.00% 4.75% 8.78% 14.21% 0.00% 0.42% 1.82% 0.00% 0.00% 0.00% 10.66% 0.51% 6.12%
Parkinsons 7433 to 63 85.00% 4.25% 4.39% 3.68% 0.00% 2.50% 2.73% 0.00% 3.33% 0.00% 5.45% 1.33% 3.61%
Parkinsons 252 to 63 95.00% 4.75% 4.15% 3.16% 0.00% 0.83% 1.36% 0.91% 3.33% 0.00% 5.54% 0.82% 3.42%
Parkinsons 126 to 63 100.00% 5.50% 4.63% 3.16% 0.00% 0.83% 2.27% 0.00% 0.00% 0.00% 6.03% 0.71% 3.65%
Parkinsons 63 to 63 95.00% 4.00% 4.39% 2.89% 0.00% 0.83% 0.91% 0.91% 0.00% 0.00% 5.29% 0.61% 3.20%
Dataset Original Features Constructed Longitudinal Features (CLFs) Total
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4.3 5HVXOWVIRUWKH1DwYH%D\HV$OJRULWKP 
Similar to the previous section, we report the results obtained by Naïve Bayes (NB) 
when using different CFS variants. Again, we used the statistical tests with a 
VLJQLILFDQFH OHYHO RI Į    DQG 1     GDWDVHWV LQ RXU H[SHULPHQWV This 
section is also divided into three subsections, which are analogous to the three 
subsections of the previous section ± i.e., each subsection evaluates a different set of 
CFS variants. 
4.3.1 Results comparing the two proposed CFS variants based on 
exhaustive search 
Table 4.9 reports the F-measure values obtained by NB, after applying the two CFS 
variants based on exhaustive search, namely Exh-CFS-Gr and Exh-CFS-Gr+CFS 
methods, breaking down by each disease used as a class variable in wave 7 and by 
different degrees of class distribution.  
Note that Table 4.9 reports, for each dataset, only the mean F-measure value over the 
two class labels, since this is the measure used in the statistical significance analysis, 
but the detailed values of the precision, recall and F-measure for each class label can 
be found in the Appendix, Section B. 
Similarly, to the results reported in the previous section (for J48), the results in Table 
4.9 for Naïve Bayes show that more balanced class distributions, in general, led to 
higher F-measure values ± with a few exceptions, namely the HeartAtt and Diabetes 
datasets. Interestingly, for each dataset, the results are consistent across different 
class distributions, i.e., the best CFS variant is the same for all class distributions. In 
addition, Exh-CFS-Gr performed considerably better than Exh-CFS-Gr+CFS, with 
25 wins, 9 losses and just 1 tie. Furthermore, the average rank of Exh-CFS-Gr (1.27) 
is lower (better) than that of Exh-CFS-Gr+CFS (1.73). Moreover, with the use of the 
Wilcoxon signed-ranks test the null hypothesis is rejected with a p-value of 0.05. 
Hence, there is statistically significant evidence supporting the conclusion that 
Exh-CFS-Gr performed better than Exh-CFS-Gr+CFS for the NB classification 
algorithm. 
Regarding the number of features selected by each method, recall that we are using 
CFS variants as filter feature selection methods, independent from the classification 
Chapter 4: Computational Results 
 77 
algorithm. Hence, the number of features selected by each CFS variant being 
considered here, in the context of the results for Naïve Bayes, is exactly the number 
of features reported in Table 4.2, in the context of the results for J48.  
As shown in Table 4.2 and discussed earlier, the number of features selected by 
Exh-CFS-Gr is substantially greater than that of features selected by 
Exh-CFS-Gr+CFS for all datasets, due to the reason mentioned in Section 4.2.1. 
Hence, the larger feature subsets selected by Exh-CFS-Gr led to an overall better 
predictive accuracy than the feature subsets selected by Exh-CFS-Gr+CFS when 
using Naïve Bayes as the classification algorithm; even though NB is particularly 
sensitive to redundant features, and so it could benefit from the further removal of 
redundant features associated with the application of standard CFS in the second 
phase of Exh-CFS-Gr+CFS. This is because although the standard CFS eliminated 
redundant features across the groups, it seems it has removed relevant features too, 
i.e. its feature selection process was too strong, selecting too few features. Actually, 
in 30 out of the 35 datasets, Exh-CFS-Gr+CFS selected less than 10% of the original 
QXPEHURIIHDWXUHVZKLFKGHJUDGHG1%¶VSUHGLFWLYHSHUIRUPDQFHRYHUDOO+HQFH, the 
predictive performance of NB was better when Exh-CFS-Gr was applied. 
Moreover, a further analysis has been conducted by using the Pearson¶V linear 
correlation coefficient (r) to measure the correlation between the predictive accuracy 
and the number of selected features across the 35 datasets. As for Exh-CFS-Gr, the 
value of r is 0.780, which indicates a strong positive correlation. Therefore, higher 
predictive accuracies tend to be observed with larger sizes of selected feature 
subsets. In contrast, the value of r for Exh-CFS-Gr+CFS is 0.035 which indicates a 
very weak correlation between the predictive accuracy and the number of features 
selected by Exh-CFS-Gr+CFS. 
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Table 4.9: F-measure values obtained by NB after applying the two CFS variants 
based on exhaustive search. 
Disease Class Distribution Exh-CFS-Gr+NB Exh-CFS-Gr+CFS+NB 
HeartAtt 
7061 to 435 0.616 0.606 
1740 to 435 0.628 0.626 
870 to 435 0.626 0.621 
435 to 435 0.619 0.615 
Angina 
7263 to 233 0.571 0.544 
932 to 233 0.575 0.566 
466 to 233 0.579 0.570 
233 to 233 0.576 0.561 
Stroke 
7094 to 402 0.596 0.541 
1608 to 402 0.603 0.579 
804 to 402 0.608 0.585 
402 to 402 0.610 0.600 
Diabetes 
6552 to 944 0.749 0.791 
3776 to 944 0.741 0.780 
1888 to 944 0.739 0.767 
944 to 944 0.733 0.749 
HBP 
4438 to 3058 0.671 0.689 
3058 to 3058 0.676 0.693 
Dementia 
7360 to 136 0.588 0.563 
544 to 136 0.610 0.587 
272 to 136 0.615 0.598 
136 to 136 0.603 0.589 
Cataract 
5344 to 2150 0.664 0.665 
4300 to 2150 0.663 0.667 
2150 to 2150 0.658 0.676 
Arthritis 
4398 to 3098 0.631 0.631 
3098 to 3098 0.629 0.626 
Osteoporosis 
6796 to 700 0.616 0.574 
2800 to 700 0.618 0.614 
1400 to 700 0.618 0.617 
700 to 700 0.618 0.613 
Parkinsons 
7433 to 63 0.501 0.496 
252 to 63 0.539 0.509 
126 to 63 0.559 0.557 
63 to 63 0.570 0.563 
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4.3.2 Results comparing the two proposed CFS variants based on 
different weights for two types of redundancy 
Table 4.10 reports the F-measure values for the pair of proposed CFS variants based 
on using different weights for two types of redundancy, namely temporal redundancy 
(among the same group of temporally redundant features) and standard 
(non-temporal) redundancy among features in different groups, where both CFS 
variants are run  before applying the NB algorithm. Recall that these CFS variants 
are called Coarse-grained Weighted Redundancy (Co-WR-CFS) and Fine-Grained 
Weighted Redundancy (Fi-WR-CFS). 
Similarly to Table 4.9, Table 4.10 shows that overall the F-measure values increase 
for both CFS variants when the class distributions become increasingly more 
balanced (by undersampling instances of the majority class), with the exception of 
the results for Diabetes.  
Regarding the overall predictive accuracy of the two CFS variants, the Table shows 
that Fi-WR-CFS achieved higher accuracy for 27 out of 35 datasets, with only 3 
losses and 5 ties. After running the Wilcoxon signed-ranks test, it is clear that 
Fi-WR-CFS significantly outperforms Co-WR-CFS, with a p-value < 0.001. 
As shown in Table 4.4 and discussed earlier, in general, the number of features 
selected by Fi-WR-CFS is greater than that of features selected by Co-WR-CFS for 
most of the datasets. Since Fi-WR-CFS significantly outperforms Co-WR-CFS in 
terms of predictive accuracy, the larger feature subset selected by Fi-WR-CFS led to 
the better predictive accuracy, suggesting that Co-WR-CFS performed a feature 
selection process that was too strong, selecting too few features. This could be 
explained by a limitation of Co-WR-CFS, which over-emphasizes the degree of 
temporal redundancy associated with (usually) a minority of feature pairs, as 
discussed earlier. As a consequence, it is plausible that some relevant features were 
also removed by that method. Hence, the performance of NB was better when 
Fi-WR-CFS was applied. 
Moreover, by measuring the Pearson¶V linear correlation coefficient, the values of r 
for Co-WR-CFS and Fi-WR-CFS are small (-0.082 and 0.209 respectively). Hence, 
the correlation between the predictive accuracy and the number of selected features 
is weak for both these proposed CFS variants. 
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Table 4.10: F-measure values obtained by NB after applying the two CFS variants 
based on weighted redundancy. 
Disease Class Distribution Co-WR-CFS+NB Fi-WR-CFS+NB 
HeartAtt 
7061 to 435 0.586 0.616 
1740 to 435 0.614 0.627 
870 to 435 0.621 0.622 
435 to 435 0.607 0.617 
Angina 
7263 to 233 0.537 0.539 
932 to 233 0.557 0.566 
466 to 233 0.560 0.578 
233 to 233 0.564 0.567 
Stroke 
7094 to 402 0.552 0.543 
1608 to 402 0.588 0.596 
804 to 402 0.601 0.607 
402 to 402 0.597 0.606 
Diabetes 
6552 to 944 0.788 0.783 
3776 to 944 0.778 0.785 
1888 to 944 0.763 0.766 
944 to 944 0.748 0.753 
HBP 
4438 to 3058 0.670 0.689 
3058 to 3058 0.674 0.693 
Dementia 
7360 to 136 0.565 0.577 
544 to 136 0.591 0.601 
272 to 136 0.598 0.601 
136 to 136 0.591 0.601 
Cataract 
5344 to 2150 0.668 0.671 
4300 to 2150 0.667 0.676 
2150 to 2150 0.676 0.676 
Arthritis 
4398 to 3098 0.624 0.628 
3098 to 3098 0.617 0.624 
Osteoporosis 
6796 to 700 0.597 0.615 
2800 to 700 0.612 0.616 
1400 to 700 0.613 0.612 
700 to 700 0.608 0.611 
Parkinsons 
7433 to 63 0.496 0.496 
252 to 63 0.513 0.513 
126 to 63 0.556 0.556 
63 to 63 0.556 0.556 
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4.3.3 Results comparing four feature selection approaches using NB 
This section compares the results obtained by four feature selection approaches: two 
proposed CFS variants ± one based on exhaustive search (Exh-CFS-Gr) and the 
other based on weighted redundancy (WR-CFS) ± against the standard CFS method 
and the baseline approach of giving all input features to NB ± i.e., no feature 
selection. We began by calculating the average ranks for each variant, as described 
earlier ± recall that the smaller the average rank, the better (higher) the F-measure 
value of a CFS variant across all datasets in general. The best average rank was 
obtained by Exh-CFS-Gr (average rank 1.64), followed by Fi-WR-CFS (rank 2.37), 
standard CFS (rank 2.54) and no feature selection, i.e. NB alone (rank 3.44). 
The Friedman test was used to determine whether or not there is a significant 
difference between the average ranks of the four feature selection approaches and 
their mean rank (2.5). The calculated value of FF is 17.29. With four feature 
selection approaches and 35 datasets, FF is distributed according to the F distribution 
with 4 ± 1 = 3 and (4-1) x (35-1) = 102 degrees of freedom. The critical value of 
F IRUĮ   LV 6LQFH FF is greater than the critical value, the null 
hypothesis is rejected. Hence, there is a statistically significant evidence against the 
claim that all the four feature selection approaches are equivalent. 
Therefore, we proceeded with the Nemenyi test, a post-hoc test, for pairwise 
comparisons. Using the critical value of 2.57 for the two-tailed Nemenyi test, the 
critical difference is 0.79. As the differences in the average ranks are greater than the 
critical value, four null-hypotheses can be rejected, as follows.  
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First of all, applying standard CFS improves the predictive accuracy for NB (the 
average rank difference is: 3.44 ± 2.54 = 0.90 > 0.79). Next, the accuracy of pure NB 
(without feature selection) is significantly worse than that of NB with both proposed 
methods: Exh-CFS-Gr (3.44 ± 1.64 = 1.80 > 0.79) and Fi-WR-CFS (3.44 ± 2.37 = 
1.07 > 0.79). Moreover, NB with Exh-CFS-Gr performs significantly better than NB 
with standard CFS (2.54 ± 1.64 = 0.90 > 0.79). Lastly, although Exh-CFS-Gr 
outperforms Fi-WR-CFS, their average rank difference in their predictive 
performance is not significant (2.37 ± 1.64 = 0.73 < 0.79).  
The critical diagram with the results of the Nemenyi test is shown in Figure 4.1. As 
proposed in 'HPãDU, this diagram reports the average ranks of the methods on 
the horizontal axis, with the best method (rank 1) at the rightmost position. Below 
the horizontal axis, there is a horizontal line connecting the lines representing two 
methods if the difference of average ranks between those two methods was smaller 
than the critical difference (CD) ± whose size is shown at the top of the graph. This 
indicates that there is no significant difference among those two methods. This 
diagram shows that Exh-CFS-*U¶V DYHUDJH UDQN ZDV VLJQLILFDQWO\ EHWWHU WKDQ WKH
average rank of two of the three other approaches, the exception was Fi-WR-CFS. 
With regard to the size of the selected feature subsets, Table 4.12 shows the average 
number and percentage of features selected by each of the three CFS variants (across 
the 10 cross-validation folds), for each dataset ± i.e., each combination of disease 
and class distribution. The number of features selected by the standard CFS and that 
selected by Fi-WR-CFS are relatively small, compared with that selected by 
Exh-CFS-Gr.  
As mentioned earlier, the results for Exh-CFS-Gr are associated with a strong 
positive linear correlation coefficient between the predictive accuracy and the 
Figure 4.1: The critical diagram for the results of the Nemenyi test 
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number of selected features, with the r value of 0.780. In contrast, Fi-WR-CFS and 
standard CFS produced feature subsets with weak correlations between those two 
variables (0.209 and 0.081 respectively).  
These results are broadly similar (with one exception ± see below) to the results 
obtained with J48, where there is little correlation between the predictive accuracy 
and the number of features selected by each CFS variant, in general. The exception is 
that, when using NB, the correlation between predictive accuracy and number of 
selected features was strong for Exh-CFS-Gr. This is consistent with the fact that, 
XQOLNH - LQ JHQHUDO 1%¶V SUHGLFWLYH SHUIRUPDQFH ZDV VXEVWDQWLDOO\ QHJDWLvely 
affected by the relatively small numbers of features selected by the other CFS 
variants, in the datasets used in the experiments. 
Last but not least, Table 4.13 reports the relative frequency (%) of selection for 
different feature types for Exh-CFS-Gr. The results in this table can be contrasted 
with the analogous results for the standard CFS reported in Table 4.7. We focus on 
comparing these two methods here because Exh-CFS-Gr obtained overall the best 
results in this Section, whilst the standard CFS is a natural baseline. Recall that in 
both these tables tKH FROXPQ ³*HQHUDO´ UHIHUV WR WKH DJH DQG JHQGHU IHDWXUHV WKH
only two features not derived from the Nurse data. In each cell, the relative 
frequency was calculated as the frequency of selection summed for all features of the 
corresponding feature type over the maximum possible number of selections, which 
was the number of features in the feature type times 10 (considering the 10 folds of 
the cross- validation procedure).  
Comparing the relative frequencies of features selected by the two CFS variants in 
WKH ³$OO 7RWDO´ FROXPQ ([K-CFS-Gr (Table 4.13) selected considerably larger 
feature subsets for all datasets than the standard CFS (Table 4.7).  Intuitively, this 
can be explained by the fact that, although both Exh-CFS-Gr and standard CFS 
evaluate the relevance of each candidate feature with respect to the class variable, 
they use different approaches to evaluate the redundancy among candidate features, 
as follows. Exh-CFS-Gr evaluates redundancy only among a small group of 
temporally related features, which are variations (across time) of feature values 
referring to the same conceptual feature. It does not detect redundancy between 
features in different groups, so there is less opportunity to remove features based on 
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the redundancy criterion. By contrast, the standard CFS, the baseline, can detect 
redundancy between potentially any pair of features (since it does not divide features 
into groups), increasing the opportunity to remove features based on the redundancy 
criterion. 
Note that Exh-CFS-Gr always selects gender and age (100% frequency in the 
FROXPQ³*HQHUDO´IHDWXUHV, for all datasets. This is because we considered age and 
gender as separate conceptual features, so that they belong to different conceptual 
groups, and Exh-CFS-Gr always selects at least one feature from each group. In 
addition, as shown in Table 4.13, the relative selection frequency of original features 
increased monotonically with time (i.e., from wave 2 to wave 4 to wave 6) in 24 of 
the 35 datasets. The main exceptions were the Dementia, Osteoporosis and 
3DUNLQVRQ¶VGDWDVHWV 
Regarding the constructed longitudinal features (CLFs), as shown in the column 
³&/)7RWDO´RI Table 4.7, standard CFS rarely selected CLFs ± their overall relative 
frequency of selection was below 4% in all 35 datasets. In contrast, for Exh-CFS-Gr 
(Table 4.13), the relative selection frequencies of CLFs were considerably higher, 
varying from 8.8% to 26.9% across the datasets. In addition, among the three diff 
feature types, the feature type diff_w24 (the only diff feature type not involving 
wave 6 ± the most recent wave) had a selection frequency of 0 in all datasets, for 
both Exh-CFS-Gr and the standard CFS. However, in general diff_w46 and diff_w26 
features were selected substantially more often by Exh-CFS-Gr than by standard 
CFS. 
Regarding the feature type mono_w246, which was designed to capture 
monotonicity patterns in the values of observed features from wave 2 to wave 4 to 
wave 6, note that this feature type was never selected by standard CFS in 33 datasets, 
with a selection frequency below 1% in the other two datasets (for Parkinson¶V
disease) (Table 4.7). By contrast, in the results for Exh-CSF-Gr (Table 4.13), the 
feature type mono_w246 had a dramatically higher selection frequency, above 30% 
in 23 datasets, and above 50% in 9 datasets. ,QWHUHVWLQJO\ LQ WKH IRXU3DUNLQVRQ¶V
datasets, mono_w246 features had a selection frequency above 90%. These 
dramatically increased relatively selection frequencies are partly a result of the fact 
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that in general Exh-CSF-Gr selects many more features than standard CFS, as 
explained earlier.  
A similar result was observed for the feature types up_w24 and up_w46, which were 
only selected by standard CFS in two datasets (both for Parkinson¶V with a relative 
frequency of 3.3%, whilst these two feature types were, in general, selected much 
more often across the datasets by Exh-CFS-Gr. However, the calculated selection 
frequencies for these two feature types are less robust values, since each of them 
includes just two or three CLFs, unlike the much larger numbers of CLFs included in 
the diff feature type. 
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Table 4.11: F-measure values obtained by NB after applying different CFS methods 







HeartAtt    
7061 to 435 0.610 0.606 0.616 0.616 
1740 to 435 0.612 0.627 0.628 0.627 
870 to 435 0.608 0.622 0.626 0.622 
435 to 435 0.606 0.620 0.619 0.617 
Angina 
7263 to 233 0.563 0.548 0.571 0.539 
932 to 233 0.559 0.566 0.575 0.566 
466 to 233 0.565 0.572 0.579 0.578 
233 to 233 0.559 0.562 0.576 0.567 
Stroke 
7094 to 402 0.596 0.546 0.596 0.543 
1608 to 402 0.592 0.574 0.603 0.596 
804 to 402 0.594 0.587 0.608 0.607 
402 to 402 0.590 0.602 0.610 0.606 
Diabetes 
6552 to 944 0.743 0.790 0.749 0.783 
3776 to 944 0.740 0.786 0.741 0.785 
1888 to 944 0.738 0.774 0.739 0.766 
944 to 944 0.732 0.760 0.733 0.753 
HBP 
4438 to 3058 0.671 0.690 0.671 0.689 
3058 to 3058 0.672 0.693 0.676 0.693 
Dementia 
7360 to 136 0.604 0.563 0.588 0.577 
544 to 136 0.598 0.587 0.610 0.601 
272 to 136 0.596 0.600 0.615 0.601 
136 to 136 0.589 0.589 0.603 0.601 
Cataract 
5344 to 2150 0.649 0.663 0.664 0.671 
4300 to 2150 0.646 0.667 0.663 0.676 
2150 to 2150 0.641 0.677 0.658 0.676 
Arthritis 
4398 to 3098 0.614 0.630 0.631 0.628 
3098 to 3098 0.614 0.625 0.629 0.624 
Osteoporosis 
6796 to 700 0.602 0.575 0.616 0.615 
2800 to 700 0.606 0.614 0.618 0.616 
1400 to 700 0.606 0.617 0.618 0.612 
700 to 700 0.610 0.613 0.618 0.611 
Parkinsons 
7433 to 63 0.530 0.496 0.501 0.496 
252 to 63 0.565 0.509 0.539 0.513 
126 to 63 0.555 0.557 0.559 0.556 
63 to 63 0.553 0.560 0.570 0.556 
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Table 4.12: Average numbers and percentages of selected features for the three CFS 
variants. 
Disease Class Distribution standard_CFS Exh-CFS-Gr Fi-WR-CFS 
HeartAtt 
7061 to 435 24.0 (10.96%) 80.0 (36.53%) 29.3 (13.38%) 
1740 to 435 21.3 (9.73%) 76.7 (35.02%) 27.3 (12.47%) 
870 to 435 20.3 (9.27%) 70.0 (31.96%) 26.4 (12.05%) 
435 to 435 20.2 (9.22%) 65.7 (30.00%) 25.8 (11.78%) 
Angina 
7263 to 233 14.1 (6.44%) 75.7 (34.57%) 19.5 (8.90%) 
932 to 233 22.8 (10.41%) 74.7 (34.11%) 31.0 (14.16%) 
466 to 233 24.0 (10.96%) 70.3 (32.10%) 29.8 (13.61%) 
233 to 233 19.5 (8.90%) 68.3 (31.19%) 25.8 (11.78%) 
Stroke 
7094 to 402 7.9 (3.61%) 77.6 (35.43%) 8.3 (3.79%) 
1608 to 402 8.6 (3.93%) 75.4 (34.43%) 21.1 (9.63%) 
804 to 402 9.4 (4.29%) 70.5 (32.19%) 23.5 (10.73%) 
402 to 402 12.8 (5.84%) 64.6 (29.50%) 20.9 (9.54%) 
Diabetes 
6552 to 944 10.5 (4.79%) 98.3 (44.89%) 15.4 (7.03%) 
3776 to 944 13.2 (6.03%) 96.5 (44.06%) 19.7 (9.00%) 
1888 to 944 13.2 (6.03%) 93.3 (42.60%) 23.9 (10.91%) 
944 to 944 11.7 (5.34%) 86.3 (39.41%) 25.0 (11.42%) 
HBP 4438 to 3058 
26.1 (11.92%) 98.2 (44.84%) 34.1 (15.57%) 
3058 to 3058 24.6 (11.23%) 95.3 (43.52%) 31.2 (14.25%) 
Dementia 
7360 to 136 11.8 (5.39%) 68.2 (31.14%) 17.1 (7.81%) 
544 to 136 15.0 (6.85%) 70.7 (32.28%) 23.2 (10.59%) 
272 to 136 16.5 (7.53%) 71.6 (32.69%) 24.7 (11.28%) 
136 to 136 13.4 (6.12%) 66.6 (30.41%) 21.4 (9.77%) 
Cataract 
5344 to 2150 7.5 (3.42%) 73.2 (33.42%) 8.4 (3.84%) 
4300 to 2150 7.1 (3.24%) 71.9 (32.83%) 8.2 (3.74%) 
2150 to 2150 6.5 (2.97%) 69.7 (31.83%) 8.1 (3.70%) 
Arthritis 4398 to 3098 
16.4 (7.49%) 80.2 (36.62%) 25.1 (11.46%) 
3098 to 3098 19.9 (9.09%) 75.5 (34.47%) 24.2 (11.05%) 
Osteoporosis 
6796 to 700 16.3 (7.44%) 89.6 (40.91%) 26.9 (12.28%) 
2800 to 700 17.5 (7.99%) 85.7 (39.13%) 24.7 (11.28%) 
1400 to 700 14.0 (6.39%) 82.6 (37.72%) 22.4 (10.23%) 
700 to 700 13.4 (6.12%) 78.7 (35.94%) 20.1 (9.18%) 
Parkinsons 
7433 to 63 8.0 (3.65%) 55.9 (25.53%) 8.6 (3.93%) 
252 to 63 7.5 (3.42%) 57.6 (26.30%) 7.8 (3.56%) 
126 to 63 8.0 (3.65%) 56.1 (25.62%) 8.2 (3.74%) 























Disease Class Distribution General wave 2 wave 4 wave 6 diff_w24 diff_w46 diff_w26 mono_w246 up_w24 up_w46 Original Total CLF Total All Total
r HeartAtt 7061 to 435 100.00% 47.00% 50.24% 67.89% 0.00% 12.50% 7.73% 22.73% 60.00% 65.00% 55.54% 13.06% 36.53%
r HeartAtt 1740 to 435 100.00% 40.50% 46.83% 63.16% 0.00% 10.00% 9.09% 32.27% 66.67% 90.00% 50.74% 15.61% 35.02%
r HeartAtt 870 to 435 100.00% 31.25% 42.68% 58.16% 0.00% 6.25% 7.27% 40.91% 63.33% 95.00% 44.71% 16.22% 31.96%
r HeartAtt 435 to 435 100.00% 24.00% 39.27% 55.26% 0.00% 2.92% 6.82% 51.82% 60.00% 80.00% 40.25% 17.35% 30.00%
r Angina 7263 to 233 100.00% 45.00% 55.85% 52.89% 0.00% 2.50% 2.73% 38.18% 56.67% 70.00% 52.07% 12.96% 34.57%
r Angina 932 to 233 100.00% 39.75% 49.51% 59.74% 0.00% 2.08% 1.36% 41.36% 70.00% 90.00% 50.33% 14.08% 34.11%
r Angina 466 to 233 100.00% 32.25% 48.29% 54.47% 0.00% 4.17% 0.45% 45.00% 66.67% 95.00% 45.79% 15.20% 32.10%
r Angina 233 to 233 100.00% 30.50% 41.71% 53.42% 0.00% 2.08% 2.73% 50.91% 80.00% 100.00% 42.64% 17.04% 31.19%
r Stroke 7094 to 402 100.00% 31.25% 50.98% 67.11% 0.00% 12.08% 22.27% 31.36% 33.33% 50.00% 50.33% 17.04% 35.43%
r Stroke 1608 to 402 100.00% 29.50% 48.78% 64.21% 0.00% 12.08% 18.18% 35.91% 43.33% 55.00% 48.10% 17.55% 34.43%
r Stroke 804 to 402 100.00% 27.25% 42.20% 61.84% 0.00% 6.25% 16.36% 39.09% 56.67% 70.00% 44.38% 17.14% 32.19%
r Stroke 402 to 402 100.00% 20.00% 36.10% 57.11% 0.00% 5.00% 9.09% 50.45% 73.33% 80.00% 38.43% 18.47% 29.50%
r Diabetes 6552 to 944 100.00% 56.75% 72.93% 84.47% 0.00% 17.50% 26.82% 4.55% 16.67% 0.00% 71.65% 11.84% 44.89%
r Diabetes 3776 to 944 100.00% 55.25% 72.20% 83.95% 0.00% 15.83% 25.00% 4.55% 20.00% 0.00% 70.74% 11.12% 44.06%
r Diabetes 1888 to 944 100.00% 50.00% 70.73% 83.42% 0.00% 14.58% 25.91% 4.55% 13.33% 0.00% 68.35% 10.82% 42.60%
r Diabetes 944 to 944 100.00% 41.50% 65.12% 79.47% 0.00% 13.33% 19.09% 12.73% 20.00% 0.00% 62.40% 11.02% 39.41%
r HBP 4438 to 3058 100.00% 44.50% 76.10% 90.79% 0.00% 20.00% 32.27% 0.00% 26.67% 0.00% 70.66% 12.96% 44.84%
r HBP 3058 to 3058 100.00% 39.50% 76.83% 89.21% 0.00% 22.50% 28.18% 0.00% 13.33% 5.00% 68.76% 12.35% 43.52%
r Dementia 7360 to 136 100.00% 44.00% 43.41% 30.26% 0.00% 13.75% 18.18% 40.45% 53.33% 75.00% 40.41% 19.69% 31.14%
r Dementia 544 to 136 100.00% 46.25% 40.00% 32.37% 0.00% 10.42% 20.45% 50.00% 53.33% 95.00% 40.66% 21.94% 32.28%
r Dementia 272 to 136 100.00% 46.75% 41.71% 37.37% 0.00% 6.25% 15.00% 51.82% 46.67% 100.00% 42.98% 20.00% 32.69%
r Dementia 136 to 136 100.00% 40.50% 35.12% 36.84% 0.00% 7.50% 10.45% 55.91% 53.33% 100.00% 38.51% 20.41% 30.41%
r Cataract 5344 to 2150 100.00% 36.75% 48.29% 73.42% 0.00% 0.00% 11.82% 11.82% 66.67% 80.00% 53.22% 8.98% 33.42%
r Cataract 4300 to 2150 100.00% 34.50% 46.59% 72.37% 0.00% 0.00% 9.55% 17.73% 63.33% 80.00% 51.57% 9.69% 32.83%
r Cataract 2150 to 2150 100.00% 28.00% 47.56% 69.21% 0.00% 1.67% 4.55% 24.09% 66.67% 100.00% 48.76% 10.92% 31.83%
r Arthritis 4398 to 3098 100.00% 28.50% 68.05% 79.74% 0.00% 3.75% 9.55% 18.18% 20.00% 50.00% 59.17% 8.78% 36.62%
r Arthritis 3098 to 3098 100.00% 25.25% 64.15% 74.74% 0.00% 3.75% 4.55% 20.91% 33.33% 60.00% 55.21% 8.88% 34.47%
r Osteoporosis 6796 to 700 100.00% 64.25% 66.34% 62.37% 0.00% 4.58% 8.18% 33.18% 0.00% 40.00% 64.96% 11.22% 40.91%
r Osteoporosis 2800 to 700 100.00% 57.75% 63.66% 61.84% 0.00% 4.58% 7.73% 32.73% 0.00% 50.00% 61.74% 11.22% 39.13%
r Osteoporosis 1400 to 700 100.00% 53.50% 61.46% 61.05% 0.00% 3.75% 3.18% 36.36% 0.00% 60.00% 59.34% 11.02% 37.72%
r Osteoporosis 700 to 700 100.00% 49.75% 56.59% 58.95% 0.00% 1.67% 2.73% 38.64% 0.00% 85.00% 55.79% 11.43% 35.94%
r Parkinsons 7433 to 63 100.00% 23.00% 23.90% 23.95% 0.00% 2.92% 2.73% 90.91% 93.33% 85.00% 24.88% 26.33% 25.53%
r Parkinsons 252 to 63 100.00% 24.00% 22.68% 27.11% 0.00% 0.83% 1.36% 95.45% 96.67% 100.00% 25.79% 26.94% 26.30%
r Parkinsons 126 to 63 100.00% 23.00% 21.46% 25.79% 0.00% 0.83% 2.27% 94.09% 96.67% 100.00% 24.63% 26.84% 25.62%
r Parkinsons 63 to 63 100.00% 22.00% 20.98% 23.68% 0.00% 0.83% 1.36% 92.73% 96.67% 100.00% 23.47% 26.33% 24.75%























































This thesis has proposed four variants of the CFS (Correlation-based Feature 
Selection) method adapted to cope with longitudinal classification data, where the 
values of a variable are repeatedly measured across different time points (called 
waves). The proposed CFS variants were run in a data pre-processing phase, before 
running the classification algorithm. By doing so, our goal was to keep the 
adaptations related to longitudinal data restricted to the pre-processing phase, which 
has the advantage of enabling any conventional classification algorithm (which 
ignores the temporal nature of longitudinal data) to be applied to the selected 
features. 
This thesis presents two main contributions. The first one is the creation of the 
longitudinal datasets used in the experiments, including the construction of features 
capturing longitudinal information for predicting age-related diseases. The datasets 
were created from data in the English Longitudinal Study of Ageing (ELSA) 
database (Marmot et al. 2016). The created datasets contain two types of features, 
namely originally observed features (directly taken from the ELSA database) and the 
aforementioned constructed longitudinal features, where both feature types occur in 
three waves. In addition, each individual (observed or constructed) feature was 
assigned to a group of temporally related features ± each group contains observed 
and constructed features representing variations in the value of a given base feature 
across the three waves. Besides, each dataset contains a single class variable 
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representing an age-related disease, so that multiple datasets were created for 
different diseases.  
More precisely, we first created 10 datasets, each with a different age-related disease 
as the class variable. Next, we created variations of these datasets with different class 
distributions, by performing an undersampling of instances of the majority class, in 
order to cope with the problem of class imbalance. This produced in total 35 
datasets. Note that, although each dataset has a different combination of an 
age-related disease as the class variable and a class distribution (varying the degree 
of undersampling), all datasets contain instances representing the same individuals 
from the ELSA database and the same set of predictive features, representing mainly 
biomedical information about those individuals.  
The second contribution consists of proposing four new variants of the CFS method 
for selecting features to be used as input by a conventional classification algorithm. 
These CFS variants take into account (in different ways) the temporal redundancy 
associated with variations in the value of a given feature across different waves (time 
points). The four proposed CFS variants were categorised into two types of 
modifications of the standard CFS method, namely two of the variants modify the 
VWDQGDUG &)6¶ search method; whilst the other two variants modify the standard 
&)6¶evaluation function. 
The former type of CFS variant includes Exh-CFS-Gr (Exhaustive search-based CFS 
per group) and Exh-CFS-Gr+CFS (Exhaustive search-based CFS per group followed 
by standard CFS). The basic idea of both these variants is to use exhaustive search 
(rather than heuristic search as usual) to select features separately from each group of 
temporally related features. The use of exhaustive search was made possible by 
dividing the features into these groups, since within each group the number of 
features is relatively small. Hence, these two CFS variants exhaustively considered 
all combinations of features within each group, minimizing the occurrence of 
temporal redundancy in the feature subset selected from each group. Once this 
feature selection per group has been done, Exh-CFS-Gr simply merges all features 
selected across the groups to compute the set of selected features to be used by a 
classification algorithm. Exh-CFS-Gr+CFS consists of first applying Exh-CFS-Gr 
and then further applying the standard CFS to the merged set of features selected 
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across all groups. Hence, Exh-CFS-Gr+CFS detects not only temporal feature 
redundancy within groups (in its first phase, running Exh-CFS-Gr) but also standard 
(non-temporal) feature redundancy across groups (in its second phase, running 
standard CFS). 
The second type of CFS variant modified the way the merit (evaluation) function is 
computed, whilst using the same search method used in standard CFS. The two 
proposed variants of this modification were called Co-WR-CFS (Coarse-grained 
Weighted-Redundancy CFS) and Fi-WR-CFS (Fine-grained Weighted-Redundancy 
CFS). Essentially, their merit functions were modified such that the degree of 
redundancy among the features were weighted unequally, depending on whether the 
redundancy was between features within the same group of temporally related 
features (i.e. temporal redundancy) or between features belonging to different groups 
(conventional, non-temporal redundancy).  
These two CFS variants differ in how the weights were assigned. In the case of 
Co-WR-CFS, a coarse-grained weighting approach was used, where first the average 
degree of feature redundancy is calculated separately for features within the same 
group and features across different groups (where the average is over all pairs of 
features in each case) and then two different weights are assigned to these two 
average degrees of feature redundancy. By contrast, in the case of Fi-WR-CFS, a 
fine-grained approach was used, where the redundancy between each pair of features 
is directly assigned a weight, depending on whether the pair involves features within 
the same group or in different groups. Note that as explained earlier the 
coarse-grained approach used by Co-WR-CFS can over-emphasize the degree of 
redundancy associated with the features in the same group, which tend to be a 
minority of the feature pairs in a candidate feature subset being evaluated. 
Fi-WR-CFS reduces this risk, but it has the opposite risk of not emphasizing enough 
the importance of temporal redundancy involving features within the same group. 
Experiments were performed comparing the proposed CFS variants with two 
baseline approaches, the standard CFS method and the natural baseline of not 
performing any feature selection in a pre-processing phase, i.e., giving all features to 
the classification algorithm. In addition, the experiments were performed with two 
well-known classification algorithms separately, namely the decision-tree induction 
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algorithm J48 (Quinlan 1993; Hall et al. 2009) and Naïve Bayes (Sulzmann, 
Fürnkranz and Hüllermeier 2007). The results reported in this thesis are summarised 
next from three perspectives, namely the effect of feature selection on the predictive 
accuracy of the two classification algorithms, the effect of different degrees of 
undersampling of majority-class instances on the predictive accuracy of the two 
classification algorithms, and the number and type of features selected by different 
CFS variants. 
First, regarding predictive accuracy, in general there was no statistically significant 
difference between the predictive accuracies obtained by J48 when different variants 
of CFS (including standard CFS) were applied in a data pre-processing step, nor any 
significant difference by comparison with the baseline of no feature selection. This 
can be explained by the fact that J48 preforms embedded feature selection; so that its 
predictive accuracy is in principle less sensitive to irrelevant and redundant features, 
by comparison with Naïve Bayes. Actually, in the case of Naïve Bayes, there was a 
statistically significant difference in the predictive performances of some CFS 
variants. In particular, the best CFS variant for Naïve Bayes, namely Exh-CFS-Gr, 
obtained results significantly better than the results obtained by standard CFS and no 
feature selection, although there was no significant difference between the results of 
Exh-CFS-Gr and the second best CFS variant (Fi-WR-CFS). 
Second, regarding the effect of different degrees of undersampling of majority-class 
instances on the predictive accuracy, recall that experiments were performed with 
increasingly larger amounts of undersampling applied to the training set, up to the 
point where the number of majority-class instances is reduced to be the same as the 
number of minority-class instances ± i.e., a maximally balanced class distribution. 
Overall, the results show that the larger the degree of undersampling (i.e. the closer 
to perfectly balanced the class distribution is), the higher the predictive accuracies of 
J48 and Naïve Bayes, although sometimes a higher predictive accuracy was achieved 
with a less balanced class distribution. 
Third, regarding the feature subsets selected by different variants of CFS, the number 
of features selected by Exh-CFS-Gr was substantially greater than that of all other 
CFS variants by for all datasets. This helps to explain why this feature selection 
method obtained the best results in the experiments with Naïve Bayes; i.e., it seems 
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that the other CFS variants selected relatively too few features for Naïve Bayes. 
Regarding the types of features most often selected by the CFS variants, overall, the 
constructed longitudinal features (CLFs) were selected substantially less often than 
the features originally observed in the ELSA database, with a few exceptions. 
Among the different CFS variants, Exh-CFS-Gr selected some CLFs (in particular a 
CLF designed to capture a monotonic increase or decrease in the value of a feature 
across three ELSA waves) much more often than the other CFS variants. However, 
in general Exh-CFS-Gr still selected more originally observed features than CLFs 
(including that monotonic feature type). Among the originally observed features, 
broadly speaking (despite several exceptions) the frequency of selection increased 
from wave 2 to wave 4 to wave 6. This is consistent with the fact that intuitively 
features from wave 6 are more relevant for predicting an age-related disease in wave 
7, given that short-term predictions tend to be more reliable than long-term 
predictions. 
5.2 )XWXUH5HVHDUFK'LUHFWLRQV 
In this work, we have focused on performing experiments with the created 
longitudinal datasets, which contained both raw (observed) features and CLFs 
(Constructed Longitudinal Features) synthesised from those raw features. In other 
words, our aim was to compare the proposed CFS variants against the standard CFS 
on the created longitudinal datasets. Although our proposed CFS variants achieved 
higher predictive accuracies than the standard CFS in most cases, there were no 
experiments conducted to compare the predictive accuracies obtained using the full 
dataset with both above feature types against the accuracies obtained using only the 
raw (observed) features. In future work, it would be interesting to perform this kind 
of experiment, in order to evaluate the effect of the constructed longitudinal features 
on predictive performance.  
Furthermore, the only approach for coping with an imbalanced class distribution 
used in this work was the undersampling approach, which may have led to loss of 
relevant information (throwing away many instances of the majority class), 
especially in a YHU\ LPEDODQFHG GDWDVHW VXFK DV 3DUNLQVRQ¶V This was not a 
significant problem in our experiments, since in general, among dataset variations 
with different degrees of class imbalance, the best results were obtained with a 
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maximally balanced class distribution (i.e., both classes have the same number of 
instances), which corresponds to the highest degree of undersampling in our 
experiments. Nonetheless, it is possible that better results regarding predictive 
accuracy could be obtained by using another approach to cope with imbalanced class 
distributions, such as the SMOTE method (Chawla et al. 2002), and this could be 
investigated in future research. 
In addition, the CLFs were synthesised from continuous (real-valued) features only, 
since the proposed approach to create CLFs does not work with categorical features. 
That is, if a dataset contains only features of categorical type, then there are no CLFs 
to be created. Therefore, it would be interesting to invent a new sort of CLFs which 
are synthesised from categorical longitudinal features and are able to capture their 
temporal information.  
Finally, another area for future work involves modifying an existing classification 
algorithm (or developing a new algorithm) that exploits the temporal information in 
longitudinal features in a way that works well together with the proposed CFS 
variants. Actually, in this work, although the proposed CFS variants take into 
account the temporal information in the longitudinal features in the created datasets, 
the temporal information associated with the set of selected features is ignored by the 
conventional classification algorithms used in our experiments. In future work, 
developing classification algorithms that exploit the temporal information associated 
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The appendix is organized as follows. Section A reports the detailed results of 
predictive accuracy for the J48 decision tree induction algorithm. Section B shows the 
detailed results of predictive accuracy for the Naïve Bayes algorithm. Section C reports 
the most relevant features selected by J48 for each disease class. 
,Q6HFWLRQV$DQG%E\³GHWDLOHGUHVXOWVRISUHGLFWLYHDFFXUDF\´LWLVPHDQt the separate 
values of precision, recall and F-measure for each of the two class labels (presence or 
absence of disease). Each of these sections reports these results in six tables, one for 
each of six different feature selection approaches, namely the baseline approach of not 
performing any feature selection in a pre-processing phase (i.e. giving all features to the 
classification algorithm), standard Correlation-based Feature Selection (CFS), and the 
four CFS variants proposed in this work. Hence, these detailed tables of results 
complement the summarized tables of predictive accuracy results reported in Chapter 4, 
where the analysis of the results was performed in terms of the average F-measure value 












Table A.1: predictive accuracies obtained from J48 without feature selection 
Disease Class Distribution 
Class label = 0 (No) Class label = 1 (Yes) 
Precision Recall 	Ǧ Precision Recall 	Ǧ 
HeartAtt 
7061 to 435 0.942 1.000 0.970 0.000 0.000 0.000 
1740 to 435 0.949 0.964 0.956 0.208 0.152 0.175 
870 to 435 0.959 0.870 0.912 0.159 0.398 0.227 
435 to 435 0.971 0.698 0.813 0.120 0.664 0.203 
Angina 
7263 to 233 0.969 1.000 0.984 0.000 0.000 0.000 
932 to 233 0.970 0.985 0.977 0.068 0.034 0.046 
466 to 233 0.972 0.893 0.931 0.058 0.206 0.090 
233 to 233 0.978 0.585 0.732 0.043 0.584 0.080 
Stroke 
7094 to 402 0.946 1.000 0.972 0.000 0.000 0.000 
1608 to 402 0.950 0.973 0.962 0.180 0.104 0.132 
804 to 402 0.958 0.877 0.916 0.131 0.326 0.187 
402 to 402 0.974 0.670 0.794 0.105 0.679 0.181 
Diabetes 
6552 to 944 0.928 0.987 0.957 0.840 0.472 0.605 
3776 to 944 0.937 0.978 0.957 0.781 0.544 0.642 
1888 to 944 0.947 0.953 0.950 0.659 0.632 0.645 
944 to 944 0.962 0.885 0.922 0.487 0.760 0.594 
HBP 
4438 to 3058 0.686 0.815 0.745 0.631 0.459 0.531 
3058 to 3058 0.746 0.643 0.690 0.568 0.682 0.620 
Dementia 
7360 to 136 0.982 1.000 0.991 0.000 0.000 0.000 
544 to 136 0.984 0.974 0.979 0.078 0.118 0.094 
272 to 136 0.989 0.835 0.906 0.052 0.493 0.095 
136 to 136 0.990 0.754 0.856 0.042 0.581 0.078 
Cataract 
5344 to 2150 0.771 0.872 0.818 0.528 0.357 0.426 
4300 to 2150 0.789 0.828 0.808 0.512 0.449 0.479 
2150 to 2150 0.852 0.666 0.748 0.462 0.711 0.560 
Arthritis 
4398 to 3098 0.650 0.832 0.730 0.604 0.362 0.453 
3098 to 3098 0.684 0.666 0.675 0.543 0.564 0.554 
Osteoporosis 
6796 to 700 0.907 1.000 0.951 0.000 0.000 0.000 
2800 to 700 0.910 0.976 0.941 0.202 0.060 0.093 
1400 to 700 0.927 0.871 0.898 0.212 0.337 0.260 
700 to 700 0.959 0.601 0.739 0.162 0.749 0.266 
Parkinsons 
7433 to 63 0.992 1.000 0.996 0.000 0.000 0.000 
252 to 63 0.992 0.941 0.966 0.018 0.127 0.031 
126 to 63 0.994 0.766 0.865 0.017 0.476 0.033 






Table A.2: predictive accuracies obtained from J48 with the standard CFS 
Disease Class Distribution 
Class label = 0 (No) Class label = 1 (Yes) 
Precision Recall 	Ǧ Precision Recall 	Ǧ 
HeartAtt 
7061 to 435 0.942 1.000 0.970 0.000 0.000 0.000 
1740 to 435 0.949 0.968 0.958 0.223 0.149 0.179 
870 to 435 0.956 0.875 0.914 0.146 0.347 0.205 
435 to 435 0.973 0.689 0.806 0.119 0.685 0.203 
Angina 
7263 to 233 0.969 1.000 0.984 0.000 0.000 0.000 
932 to 233 0.969 0.983 0.976 0.040 0.021 0.028 
466 to 233 0.972 0.881 0.924 0.051 0.197 0.081 
233 to 233 0.976 0.597 0.741 0.042 0.549 0.078 
Stroke 
7094 to 402 0.946 1.000 0.972 0.000 0.000 0.000 
1608 to 402 0.950 0.979 0.964 0.192 0.087 0.120 
804 to 402 0.960 0.889 0.923 0.152 0.351 0.212 
402 to 402 0.970 0.700 0.813 0.105 0.622 0.180 
Diabetes 
6552 to 944 0.928 0.988 0.957 0.845 0.467 0.602 
3776 to 944 0.931 0.983 0.956 0.807 0.495 0.613 
1888 to 944 0.944 0.961 0.953 0.692 0.607 0.647 
944 to 944 0.964 0.857 0.908 0.440 0.776 0.561 
HBP 
4438 to 3058 0.696 0.808 0.748 0.636 0.487 0.552 
3058 to 3058 0.745 0.649 0.694 0.571 0.677 0.620 
Dementia 
7360 to 136 0.982 1.000 0.991 0.000 0.000 0.000 
544 to 136 0.985 0.971 0.978 0.100 0.176 0.128 
272 to 136 0.988 0.880 0.931 0.063 0.434 0.109 
136 to 136 0.991 0.731 0.842 0.043 0.654 0.081 
Cataract 
5344 to 2150 0.785 0.849 0.816 0.530 0.423 0.470 
4300 to 2150 0.791 0.839 0.814 0.529 0.448 0.485 
2150 to 2150 0.857 0.641 0.733 0.451 0.734 0.559 
Arthritis 
4398 to 3098 0.653 0.835 0.733 0.612 0.370 0.461 
3098 to 3098 0.692 0.636 0.663 0.536 0.598 0.565 
Osteoporosis 
6796 to 700 0.907 1.000 0.951 0.000 0.000 0.000 
2800 to 700 0.912 0.972 0.941 0.251 0.090 0.132 
1400 to 700 0.933 0.859 0.895 0.226 0.399 0.288 
700 to 700 0.959 0.611 0.746 0.165 0.744 0.269 
Parkinsons 
7433 to 63 0.992 1.000 0.996 0.000 0.000 0.000 
252 to 63 0.992 0.962 0.977 0.024 0.111 0.040 
126 to 63 0.995 0.764 0.864 0.019 0.540 0.037 






Table A.3: predictive accuracies obtained from J48 with Exh-CFS-Gr 
Disease Class Distribution 
Class label = 0 (No) Class label = 1 (Yes) 
Precision Recall 	Ǧ Precision Recall 	Ǧ 
HeartAtt 
7061 to 435 0.942 1.000 0.970 0.000 0.000 0.000 
1740 to 435 0.948 0.966 0.957 0.205 0.140 0.166 
870 to 435 0.958 0.864 0.909 0.151 0.391 0.218 
435 to 435 0.970 0.703 0.815 0.119 0.653 0.202 
Angina 
7263 to 233 0.969 1.000 0.984 0.000 0.000 0.000 
932 to 233 0.969 0.989 0.979 0.036 0.013 0.019 
466 to 233 0.973 0.883 0.926 0.058 0.223 0.092 
233 to 233 0.978 0.575 0.724 0.043 0.597 0.080 
Stroke 
7094 to 402 0.946 1.000 0.972 0.000 0.000 0.000 
1608 to 402 0.951 0.972 0.961 0.183 0.109 0.137 
804 to 402 0.962 0.887 0.923 0.159 0.376 0.223 
402 to 402 0.976 0.658 0.786 0.105 0.711 0.184 
Diabetes 
6552 to 944 0.929 0.988 0.958 0.852 0.477 0.611 
3776 to 944 0.934 0.979 0.956 0.780 0.521 0.625 
1888 to 944 0.943 0.953 0.948 0.648 0.602 0.624 
944 to 944 0.960 0.856 0.905 0.431 0.755 0.548 
HBP 
4438 to 3058 0.698 0.784 0.738 0.618 0.507 0.557 
3058 to 3058 0.759 0.639 0.694 0.574 0.705 0.633 
Dementia 
7360 to 136 0.982 1.000 0.991 0.000 0.000 0.000 
544 to 136 0.984 0.974 0.979 0.082 0.125 0.099 
272 to 136 0.988 0.864 0.922 0.055 0.426 0.097 
136 to 136 0.990 0.753 0.855 0.042 0.581 0.078 
Cataract 
5344 to 2150 0.771 0.876 0.820 0.533 0.353 0.424 
4300 to 2150 0.792 0.832 0.812 0.522 0.456 0.487 
2150 to 2150 0.857 0.650 0.739 0.456 0.730 0.561 
Arthritis 
4398 to 3098 0.653 0.819 0.726 0.597 0.381 0.465 
3098 to 3098 0.686 0.645 0.665 0.535 0.581 0.557 
Osteoporosis 
6796 to 700 0.907 1.000 0.951 0.000 0.000 0.000 
2800 to 700 0.912 0.972 0.941 0.252 0.090 0.133 
1400 to 700 0.928 0.877 0.902 0.220 0.337 0.266 
700 to 700 0.960 0.608 0.745 0.166 0.757 0.272 
Parkinsons 
7433 to 63 0.992 1.000 0.996 0.000 0.000 0.000 
252 to 63 0.991 0.988 0.990 0.000 0.000 0.000 
126 to 63 0.995 0.756 0.859 0.019 0.556 0.037 






Table A.4: predictive accuracies obtained from J48 with Exh-CFS-Gr+CFS 
Disease Class Distribution 
Class label = 0 (No) Class label = 1 (Yes) 
Precision Recall F̻measure Precision Recall F̻measure 
HeartAtt 
7061 to 435 0.942 1.000 0.970 0.000 0.000 0.000 
1740 to 435 0.949 0.968 0.958 0.223 0.149 0.179 
870 to 435 0.957 0.873 0.913 0.148 0.359 0.210 
435 to 435 0.973 0.689 0.807 0.120 0.690 0.205 
Angina 
7263 to 233 0.969 1.000 0.984 0.000 0.000 0.000 
932 to 233 0.969 0.983 0.976 0.040 0.021 0.028 
466 to 233 0.972 0.883 0.925 0.052 0.202 0.083 
233 to 233 0.976 0.597 0.741 0.042 0.549 0.078 
Stroke 
7094 to 402 0.946 1.000 0.972 0.000 0.000 0.000 
1608 to 402 0.950 0.978 0.964 0.188 0.090 0.121 
804 to 402 0.960 0.893 0.926 0.155 0.346 0.214 
402 to 402 0.970 0.702 0.815 0.106 0.622 0.181 
Diabetes 
6552 to 944 0.928 0.988 0.957 0.846 0.466 0.601 
3776 to 944 0.932 0.983 0.957 0.807 0.502 0.619 
1888 to 944 0.942 0.959 0.951 0.677 0.590 0.630 
944 to 944 0.963 0.857 0.907 0.438 0.771 0.558 
HBP 
4438 to 3058 0.694 0.807 0.747 0.634 0.484 0.549 
3058 to 3058 0.746 0.653 0.696 0.573 0.677 0.621 
Dementia 
7360 to 136 0.982 1.000 0.991 0.000 0.000 0.000 
544 to 136 0.985 0.971 0.978 0.100 0.176 0.128 
272 to 136 0.988 0.880 0.931 0.063 0.434 0.109 
136 to 136 0.991 0.731 0.842 0.043 0.654 0.081 
Cataract 
5344 to 2150 0.785 0.849 0.816 0.529 0.421 0.469 
4300 to 2150 0.790 0.840 0.814 0.528 0.445 0.483 
2150 to 2150 0.856 0.641 0.733 0.451 0.733 0.558 
Arthritis 
4398 to 3098 0.652 0.822 0.727 0.599 0.378 0.463 
3098 to 3098 0.695 0.628 0.660 0.535 0.608 0.569 
Osteoporosis 
6796 to 700 0.907 1.000 0.951 0.000 0.000 0.000 
2800 to 700 0.912 0.972 0.941 0.251 0.090 0.132 
1400 to 700 0.933 0.860 0.895 0.226 0.399 0.289 
700 to 700 0.959 0.611 0.746 0.165 0.744 0.269 
Parkinsons 
7433 to 63 0.992 1.000 0.996 0.000 0.000 0.000 
252 to 63 0.992 0.962 0.977 0.024 0.111 0.040 
126 to 63 0.995 0.764 0.864 0.019 0.540 0.037 






Table A.5: predictive accuracies obtained from J48 with Co-WR-CFS 
Disease Class Distribution 
Class label = 0 (No) Class label = 1 (Yes) 
Precision Recall F̻measure Precision Recall F̻measure 
HeartAtt 
7061 to 435 0.942 1.000 0.970 0.000 0.000 0.000 
1740 to 435 0.948 0.967 0.957 0.195 0.131 0.157 
870 to 435 0.959 0.864 0.909 0.154 0.402 0.223 
435 to 435 0.972 0.679 0.799 0.115 0.678 0.197 
Angina 
7263 to 233 0.969 1.000 0.984 0.000 0.000 0.000 
932 to 233 0.969 0.988 0.978 0.053 0.021 0.031 
466 to 233 0.973 0.899 0.934 0.066 0.223 0.102 
233 to 233 0.978 0.582 0.730 0.043 0.592 0.081 
Stroke 
7094 to 402 0.946 1.000 0.972 0.000 0.000 0.000 
1608 to 402 0.951 0.976 0.964 0.220 0.119 0.155 
804 to 402 0.960 0.867 0.911 0.135 0.366 0.197 
402 to 402 0.977 0.664 0.791 0.109 0.729 0.190 
Diabetes 
6552 to 944 0.928 0.988 0.957 0.844 0.465 0.600 
3776 to 944 0.931 0.983 0.956 0.807 0.496 0.614 
1888 to 944 0.942 0.960 0.951 0.681 0.592 0.633 
944 to 944 0.961 0.842 0.897 0.409 0.761 0.532 
HBP 
4438 to 3058 0.683 0.787 0.731 0.603 0.469 0.528 
3058 to 3058 0.745 0.617 0.675 0.555 0.693 0.616 
Dementia 
7360 to 136 0.982 1.000 0.991 0.000 0.000 0.000 
544 to 136 0.985 0.972 0.978 0.106 0.176 0.132 
272 to 136 0.989 0.870 0.926 0.062 0.463 0.109 
136 to 136 0.992 0.708 0.826 0.041 0.676 0.077 
Cataract 
5344 to 2150 0.789 0.844 0.816 0.531 0.440 0.481 
4300 to 2150 0.793 0.836 0.814 0.529 0.459 0.492 
2150 to 2150 0.853 0.655 0.741 0.456 0.720 0.558 
Arthritis 
4398 to 3098 0.653 0.835 0.733 0.613 0.371 0.462 
3098 to 3098 0.694 0.620 0.655 0.531 0.612 0.569 
Osteoporosis 
6796 to 700 0.907 1.000 0.951 0.000 0.000 0.000 
2800 to 700 0.911 0.977 0.943 0.243 0.073 0.112 
1400 to 700 0.929 0.860 0.893 0.211 0.363 0.267 
700 to 700 0.956 0.633 0.762 0.167 0.716 0.271 
Parkinsons 
7433 to 63 0.992 1.000 0.996 0.000 0.000 0.000 
252 to 63 0.992 0.959 0.975 0.022 0.111 0.037 
126 to 63 0.995 0.762 0.863 0.019 0.540 0.036 






Table A.6: predictive accuracies obtained from J48 with Fi-WR-CFS 
Disease Class Distribution 
Class label = 0 (No) Class label = 1 (Yes) 
Precision Recall F̻measure Precision Recall F̻measure 
HeartAtt 
7061 to 435 0.942 1.000 0.970 0.000 0.000 0.000 
1740 to 435 0.949 0.964 0.957 0.223 0.168 0.191 
870 to 435 0.956 0.860 0.906 0.138 0.363 0.200 
435 to 435 0.972 0.690 0.807 0.119 0.683 0.203 
Angina 
7263 to 233 0.969 1.000 0.984 0.000 0.000 0.000 
932 to 233 0.969 0.983 0.976 0.053 0.030 0.038 
466 to 233 0.973 0.889 0.929 0.060 0.223 0.095 
233 to 233 0.978 0.592 0.737 0.044 0.592 0.083 
Stroke 
7094 to 402 0.946 1.000 0.972 0.000 0.000 0.000 
1608 to 402 0.951 0.974 0.962 0.191 0.109 0.139 
804 to 402 0.960 0.875 0.916 0.139 0.356 0.200 
402 to 402 0.976 0.662 0.789 0.107 0.716 0.186 
Diabetes 
6552 to 944 0.928 0.987 0.957 0.841 0.465 0.599 
3776 to 944 0.932 0.981 0.956 0.793 0.502 0.615 
1888 to 944 0.946 0.960 0.953 0.689 0.617 0.651 
944 to 944 0.963 0.874 0.916 0.467 0.765 0.580 
HBP 4438 to 3058 
0.699 0.810 0.750 0.642 0.494 0.559 
3058 to 3058 0.746 0.651 0.696 0.573 0.679 0.621 
Dementia 
7360 to 136 0.982 1.000 0.991 0.000 0.000 0.000 
544 to 136 0.984 0.972 0.978 0.087 0.147 0.110 
272 to 136 0.988 0.879 0.930 0.063 0.441 0.110 
136 to 136 0.991 0.723 0.836 0.041 0.640 0.077 
Cataract 
5344 to 2150 0.789 0.836 0.811 0.520 0.443 0.479 
4300 to 2150 0.798 0.824 0.811 0.524 0.481 0.502 
2150 to 2150 0.854 0.653 0.740 0.456 0.723 0.559 
Arthritis 4398 to 3098 
0.657 0.815 0.727 0.600 0.395 0.476 
3098 to 3098 0.690 0.625 0.656 0.530 0.601 0.563 
Osteoporosis 
6796 to 700 0.907 1.000 0.951 0.000 0.000 0.000 
2800 to 700 0.913 0.967 0.939 0.241 0.101 0.143 
1400 to 700 0.935 0.852 0.892 0.228 0.423 0.296 
700 to 700 0.957 0.627 0.758 0.167 0.724 0.271 
Parkinsons 
7433 to 63 0.992 1.000 0.996 0.000 0.000 0.000 
252 to 63 0.992 0.959 0.975 0.022 0.111 0.037 
126 to 63 0.995 0.762 0.863 0.019 0.540 0.036 










Table B.1: predictive accuracies obtained from NB without feature selection 
Disease Class Distribution 
Class label = 0 (No) Class label = 1 (Yes) 
Precision Recall F̻measure Precision Recall F̻measure 
HeartAtt 
7061 to 435 0.967 0.784 0.866 0.140 0.572 0.225 
1740 to 435 0.967 0.802 0.877 0.147 0.554 0.233 
870 to 435 0.968 0.773 0.860 0.136 0.579 0.220 
435 to 435 0.969 0.745 0.842 0.128 0.609 0.212 
Angina 
7263 to 233 0.977 0.817 0.890 0.066 0.403 0.114 
932 to 233 0.977 0.772 0.863 0.059 0.442 0.103 
466 to 233 0.978 0.776 0.866 0.062 0.459 0.109 
233 to 233 0.978 0.728 0.835 0.055 0.489 0.098 
Stroke 
7094 to 402 0.968 0.776 0.861 0.120 0.540 0.197 
1608 to 402 0.967 0.770 0.857 0.116 0.535 0.191 
804 to 402 0.968 0.749 0.844 0.114 0.570 0.190 
402 to 402 0.968 0.727 0.831 0.107 0.580 0.181 
Diabetes 
6552 to 944 0.957 0.864 0.908 0.435 0.729 0.545 
3776 to 944 0.960 0.848 0.901 0.417 0.752 0.536 
1888 to 944 0.961 0.838 0.896 0.406 0.767 0.531 
944 to 944 0.958 0.840 0.895 0.401 0.745 0.522 
HBP 4438 to 3058 
0.745 0.692 0.717 0.594 0.656 0.623 
3058 to 3058 0.743 0.699 0.720 0.598 0.649 0.622 
Dementia 
7360 to 136 0.991 0.826 0.901 0.060 0.596 0.108 
544 to 136 0.991 0.817 0.896 0.056 0.581 0.101 
272 to 136 0.991 0.785 0.876 0.050 0.610 0.092 
136 to 136 0.991 0.742 0.849 0.043 0.625 0.080 
Cataract 
5344 to 2150 0.831 0.656 0.734 0.439 0.669 0.530 
4300 to 2150 0.833 0.636 0.721 0.430 0.684 0.528 
2150 to 2150 0.825 0.654 0.729 0.432 0.654 0.520 
Arthritis 4398 to 3098 
0.707 0.557 0.623 0.517 0.673 0.585 
3098 to 3098 0.705 0.570 0.630 0.520 0.661 0.582 
Osteoporosis 
6796 to 700 0.950 0.637 0.762 0.161 0.677 0.260 
2800 to 700 0.954 0.619 0.751 0.161 0.710 0.263 
1400 to 700 0.955 0.602 0.739 0.158 0.726 0.260 
700 to 700 0.958 0.596 0.735 0.160 0.747 0.263 
Parkinsons 
7433 to 63 0.993 0.835 0.907 0.014 0.286 0.027 
252 to 63 0.994 0.828 0.904 0.021 0.444 0.041 
126 to 63 0.994 0.784 0.876 0.017 0.444 0.033 






Table B.2: predictive accuracies obtained from NB with standard CFS 
Disease Class Distribution 
Class label = 0 (No) Class label = 1 (Yes) 
Precision Recall F̻measure Precision Recall F̻measure 
HeartAtt 
7061 to 435 0.960 0.895 0.926 0.186 0.389 0.252 
1740 to 435 0.967 0.847 0.903 0.178 0.538 0.268 
870 to 435 0.970 0.789 0.870 0.151 0.609 0.242 
435 to 435 0.975 0.712 0.823 0.130 0.699 0.219 
Angina 
7263 to 233 0.971 0.985 0.978 0.152 0.086 0.110 
932 to 233 0.977 0.838 0.902 0.072 0.391 0.121 
466 to 233 0.979 0.776 0.866 0.065 0.489 0.115 
233 to 233 0.979 0.679 0.802 0.052 0.554 0.096 
Stroke 
7094 to 402 0.949 0.988 0.968 0.200 0.055 0.086 
1608 to 402 0.956 0.926 0.941 0.163 0.254 0.199 
804 to 402 0.963 0.830 0.892 0.128 0.440 0.199 
402 to 402 0.972 0.710 0.821 0.112 0.644 0.191 
Diabetes 
6552 to 944 0.938 0.966 0.952 0.704 0.555 0.621 
3776 to 944 0.942 0.956 0.949 0.658 0.590 0.622 
1888 to 944 0.949 0.929 0.939 0.568 0.651 0.607 
944 to 944 0.956 0.892 0.923 0.487 0.714 0.579 
HBP 4438 to 3058 
0.743 0.758 0.751 0.639 0.619 0.629 
3058 to 3058 0.754 0.735 0.745 0.629 0.652 0.641 
Dementia 
7360 to 136 0.985 0.971 0.978 0.108 0.191 0.138 
544 to 136 0.988 0.928 0.957 0.086 0.368 0.139 
272 to 136 0.989 0.895 0.940 0.077 0.478 0.133 
136 to 136 0.990 0.824 0.899 0.053 0.529 0.096 
Cataract 
5344 to 2150 0.815 0.772 0.793 0.499 0.565 0.530 
4300 to 2150 0.822 0.757 0.789 0.496 0.593 0.540 
2150 to 2150 0.846 0.701 0.767 0.479 0.683 0.563 
Arthritis 4398 to 3098 
0.696 0.687 0.691 0.563 0.573 0.568 
3098 to 3098 0.700 0.643 0.670 0.546 0.609 0.576 
Osteoporosis 
6796 to 700 0.926 0.844 0.883 0.187 0.347 0.243 
2800 to 700 0.953 0.671 0.788 0.175 0.676 0.278 
1400 to 700 0.958 0.629 0.760 0.169 0.734 0.275 
700 to 700 0.965 0.542 0.695 0.154 0.811 0.259 
Parkinsons 
7433 to 63 0.992 0.994 0.993 0.000 0.000 0.000 
252 to 63 0.992 0.952 0.972 0.014 0.079 0.024 
126 to 63 0.994 0.851 0.917 0.021 0.381 0.040 






Table B.3: predictive accuracies obtained from NB with Exh-CFS-Gr 
Disease Class Distribution 
Class label = 0 (No) Class label = 1 (Yes) 
Precision Recall F̻measure Precision Recall F̻measure 
HeartAtt 
7061 to 435 0.966 0.830 0.893 0.161 0.529 0.246 
1740 to 435 0.971 0.807 0.881 0.161 0.605 0.255 
870 to 435 0.973 0.769 0.859 0.148 0.651 0.241 
435 to 435 0.973 0.727 0.832 0.133 0.678 0.222 
Angina 
7263 to 233 0.977 0.871 0.921 0.083 0.365 0.135 
932 to 233 0.980 0.778 0.867 0.067 0.498 0.118 
466 to 233 0.981 0.750 0.850 0.065 0.545 0.117 
233 to 233 0.982 0.685 0.807 0.058 0.605 0.106 
Stroke 
7094 to 402 0.965 0.829 0.892 0.135 0.470 0.210 
1608 to 402 0.970 0.766 0.856 0.123 0.580 0.203 
804 to 402 0.973 0.731 0.835 0.119 0.642 0.201 
402 to 402 0.975 0.699 0.814 0.114 0.687 0.196 
Diabetes 
6552 to 944 0.954 0.882 0.917 0.463 0.706 0.559 
3776 to 944 0.955 0.869 0.910 0.440 0.714 0.544 
1888 to 944 0.958 0.852 0.902 0.420 0.740 0.536 
944 to 944 0.961 0.831 0.891 0.395 0.765 0.521 
HBP 4438 to 3058 
0.727 0.750 0.738 0.619 0.591 0.605 
3058 to 3058 0.736 0.736 0.736 0.617 0.617 0.617 
Dementia 
7360 to 136 0.988 0.900 0.942 0.072 0.419 0.123 
544 to 136 0.991 0.855 0.918 0.069 0.581 0.123 
272 to 136 0.992 0.820 0.898 0.063 0.654 0.115 
136 to 136 0.992 0.769 0.866 0.050 0.662 0.094 
Cataract 
5344 to 2150 0.831 0.714 0.768 0.474 0.639 0.544 
4300 to 2150 0.833 0.702 0.762 0.467 0.650 0.544 
2150 to 2150 0.839 0.664 0.741 0.450 0.682 0.542 
Arthritis 4398 to 3098 
0.704 0.659 0.681 0.556 0.607 0.580 
3098 to 3098 0.706 0.638 0.670 0.548 0.623 0.583 
Osteoporosis 
6796 to 700 0.952 0.684 0.796 0.179 0.667 0.282 
2800 to 700 0.957 0.646 0.771 0.173 0.719 0.279 
1400 to 700 0.961 0.606 0.743 0.166 0.761 0.273 
700 to 700 0.965 0.570 0.717 0.161 0.800 0.268 
Parkinsons 
7433 to 63 0.992 0.987 0.989 0.010 0.016 0.012 
252 to 63 0.993 0.853 0.918 0.017 0.302 0.032 
126 to 63 0.994 0.771 0.869 0.017 0.476 0.033 






Table B.4: predictive accuracies obtained from NB with Exh-CFS-Gr+CFS 
Disease Class Distribution 
Class label = 0 (No) Class label = 1 (Yes) 
Precision Recall F̻measure Precision Recall F̻measure 
HeartAtt 
7061 to 435 0.960 0.895 0.926 0.186 0.389 0.252 
1740 to 435 0.967 0.848 0.904 0.178 0.533 0.267 
870 to 435 0.970 0.789 0.870 0.150 0.605 0.241 
435 to 435 0.973 0.710 0.821 0.127 0.685 0.214 
Angina 
7263 to 233 0.971 0.985 0.978 0.144 0.077 0.101 
932 to 233 0.977 0.838 0.902 0.072 0.391 0.121 
466 to 233 0.979 0.772 0.864 0.064 0.485 0.113 
233 to 233 0.979 0.678 0.801 0.052 0.554 0.096 
Stroke 
7094 to 402 0.948 0.987 0.967 0.182 0.050 0.078 
1608 to 402 0.957 0.928 0.942 0.171 0.261 0.207 
804 to 402 0.963 0.830 0.891 0.127 0.435 0.196 
402 to 402 0.972 0.711 0.821 0.111 0.637 0.189 
Diabetes 
6552 to 944 0.938 0.967 0.952 0.708 0.556 0.623 
3776 to 944 0.940 0.955 0.947 0.647 0.578 0.611 
1888 to 944 0.946 0.928 0.937 0.560 0.636 0.595 
944 to 944 0.955 0.882 0.917 0.463 0.709 0.560 
HBP 4438 to 3058 
0.743 0.758 0.750 0.638 0.619 0.628 
3058 to 3058 0.755 0.734 0.744 0.629 0.654 0.641 
Dementia 
7360 to 136 0.985 0.971 0.978 0.108 0.191 0.138 
544 to 136 0.988 0.928 0.957 0.086 0.368 0.139 
272 to 136 0.989 0.895 0.940 0.076 0.471 0.131 
136 to 136 0.990 0.824 0.899 0.053 0.529 0.096 
Cataract 
5344 to 2150 0.816 0.774 0.795 0.502 0.567 0.533 
4300 to 2150 0.823 0.755 0.788 0.495 0.596 0.541 
2150 to 2150 0.845 0.701 0.766 0.478 0.681 0.562 
Arthritis 4398 to 3098 
0.696 0.688 0.692 0.564 0.574 0.569 
3098 to 3098 0.702 0.642 0.671 0.547 0.612 0.577 
Osteoporosis 
6796 to 700 0.926 0.848 0.885 0.187 0.340 0.241 
2800 to 700 0.953 0.671 0.788 0.175 0.676 0.278 
1400 to 700 0.958 0.631 0.761 0.170 0.733 0.276 
700 to 700 0.965 0.542 0.695 0.154 0.811 0.259 
Parkinsons 
7433 to 63 0.992 0.994 0.993 0.000 0.000 0.000 
252 to 63 0.992 0.952 0.972 0.014 0.079 0.024 
126 to 63 0.994 0.851 0.917 0.021 0.381 0.040 






Table B.5: predictive accuracies obtained from NB with Co-WR-CFS 
Disease Class Distribution 
Class label = 0 (No) Class label = 1 (Yes) 
Precision Recall F̻measure Precision Recall F̻measure 
HeartAtt 
7061 to 435 0.954 0.934 0.944 0.197 0.262 0.225 
1740 to 435 0.965 0.847 0.902 0.167 0.497 0.250 
870 to 435 0.970 0.785 0.868 0.149 0.611 0.240 
435 to 435 0.971 0.703 0.816 0.121 0.664 0.205 
Angina 
7263 to 233 0.970 0.989 0.979 0.135 0.056 0.079 
932 to 233 0.976 0.821 0.892 0.063 0.378 0.109 
466 to 233 0.978 0.752 0.850 0.057 0.468 0.102 
233 to 233 0.980 0.648 0.780 0.052 0.597 0.095 
Stroke 
7094 to 402 0.949 0.989 0.968 0.222 0.055 0.088 
1608 to 402 0.961 0.872 0.915 0.145 0.383 0.211 
804 to 402 0.969 0.763 0.854 0.121 0.575 0.200 
402 to 402 0.972 0.690 0.807 0.106 0.647 0.182 
Diabetes 
6552 to 944 0.938 0.966 0.951 0.698 0.554 0.618 
3776 to 944 0.938 0.957 0.948 0.654 0.563 0.605 
1888 to 944 0.942 0.935 0.939 0.572 0.603 0.587 
944 to 944 0.950 0.897 0.922 0.482 0.669 0.561 
HBP 4438 to 3058 
0.732 0.726 0.729 0.607 0.614 0.611 
3058 to 3058 0.744 0.702 0.723 0.600 0.650 0.624 
Dementia 
7360 to 136 0.985 0.970 0.977 0.109 0.199 0.141 
544 to 136 0.989 0.894 0.939 0.072 0.441 0.123 
272 to 136 0.990 0.856 0.918 0.064 0.529 0.113 
136 to 136 0.990 0.779 0.872 0.047 0.596 0.088 
Cataract 
5344 to 2150 0.827 0.743 0.783 0.490 0.613 0.545 
4300 to 2150 0.829 0.733 0.778 0.484 0.623 0.545 
2150 to 2150 0.844 0.705 0.768 0.480 0.677 0.561 
Arthritis 4398 to 3098 
0.695 0.662 0.678 0.550 0.587 0.568 
3098 to 3098 0.703 0.593 0.643 0.527 0.645 0.580 
Osteoporosis 
6796 to 700 0.935 0.806 0.866 0.195 0.457 0.274 
2800 to 700 0.949 0.709 0.811 0.182 0.627 0.282 
1400 to 700 0.958 0.615 0.749 0.165 0.737 0.269 
700 to 700 0.963 0.536 0.689 0.151 0.801 0.254 
Parkinsons 
7433 to 63 0.992 0.994 0.993 0.000 0.000 0.000 
252 to 63 0.992 0.951 0.971 0.016 0.095 0.028 
126 to 63 0.994 0.850 0.917 0.021 0.381 0.040 






Table B.6: predictive accuracies obtained from NB with Fi-WR-CFS 
Disease Class Distribution 
Class label = 0 (No) Class label = 1 (Yes) 
Precision Recall F̻measure Precision Recall F̻measure 
HeartAtt 
7061 to 435 0.963 0.879 0.919 0.186 0.448 0.263 
1740 to 435 0.969 0.827 0.893 0.169 0.570 0.261 
870 to 435 0.971 0.775 0.862 0.147 0.628 0.238 
435 to 435 0.974 0.717 0.826 0.130 0.685 0.218 
Angina 
7263 to 233 0.972 0.968 0.970 0.103 0.116 0.109 
932 to 233 0.978 0.802 0.881 0.066 0.433 0.114 
466 to 233 0.981 0.755 0.853 0.066 0.536 0.117 
233 to 233 0.981 0.673 0.798 0.054 0.584 0.099 
Stroke 
7094 to 402 0.949 0.985 0.966 0.182 0.060 0.090 
1608 to 402 0.965 0.830 0.893 0.136 0.470 0.211 
804 to 402 0.972 0.740 0.840 0.120 0.627 0.202 
402 to 402 0.974 0.692 0.809 0.111 0.679 0.191 
Diabetes 
6552 to 944 0.940 0.958 0.949 0.662 0.575 0.616 
3776 to 944 0.949 0.939 0.944 0.605 0.646 0.625 
1888 to 944 0.956 0.899 0.926 0.503 0.713 0.590 
944 to 944 0.958 0.873 0.913 0.455 0.737 0.562 
HBP 4438 to 3058 
0.743 0.756 0.750 0.637 0.620 0.628 
3058 to 3058 0.753 0.738 0.746 0.631 0.649 0.640 
Dementia 
7360 to 136 0.986 0.961 0.974 0.110 0.257 0.154 
544 to 136 0.989 0.893 0.939 0.078 0.485 0.134 
272 to 136 0.990 0.853 0.917 0.064 0.544 0.115 
136 to 136 0.991 0.799 0.885 0.054 0.618 0.099 
Cataract 
5344 to 2150 0.823 0.767 0.794 0.505 0.590 0.544 
4300 to 2150 0.830 0.757 0.792 0.504 0.614 0.553 
2150 to 2150 0.841 0.714 0.772 0.483 0.665 0.560 
Arthritis 4398 to 3098 
0.701 0.657 0.678 0.553 0.602 0.576 
3098 to 3098 0.704 0.625 0.662 0.541 0.626 0.580 
Osteoporosis 
6796 to 700 0.952 0.686 0.797 0.179 0.664 0.282 
2800 to 700 0.957 0.634 0.763 0.169 0.724 0.274 
1400 to 700 0.961 0.584 0.726 0.159 0.767 0.264 
700 to 700 0.965 0.542 0.694 0.154 0.807 0.258 
Parkinsons 
7433 to 63 0.992 0.994 0.993 0.000 0.000 0.000 
252 to 63 0.992 0.951 0.971 0.016 0.095 0.028 
126 to 63 0.994 0.850 0.917 0.021 0.381 0.040 













Table C.1 shows the most relevant feature selected by the decision tree induction 
algorithm J48 for each disease class. Recall that the most relevant feature in a decision 
tree is the root node feature, since this is used to classify all instances. In Table C.1, for 
each disease, the feature shown in the last column is the root node feature in the 
decision tree leading to the highest F-measure value, among all decision trees built by 
J48 for all feature selection approaches and across all class distributions for that disease, 
as reported earlier in Table 4.5. The definition of the features can be found in Table 3.1. 
The second column of Table C.1 reports the feature selection approach that produced 
WKHFRUUHVSRQGLQJGHFLVLRQWUHHZKHUH³1RQH´LQGLFDWHVWKDW WKH³no feature selection´ 
approach was used in a data pre-processing phase (i.e. J48 used all features). For 
instance, for the disease Heart Attack, we can observe in Table 4.5 that the highest 
F-measure value (0.61) was obtained by Exh-CFS-Gr+CFS in the class distribution with 
a ratio of 1 to 1 for the two class labels. Hence, the root node feature reported for this 
disease in the last column of Table C.1 is the one in the decision tree built when using 
Exh-CFS-Gr+CFS in a data pre-processing phase and using that class distribution in the 
training set. For the diseases Dementia and Osteoporosis, there are three and two 
(respectively) feature selection approaches which are tied in terms of the highest 
F-measure value. Despite that, there is just one reported feature, since the same feature 
was consistently selected as the root node for all of the tied models. 
Interestingly, for 5 out of the 10 diseases, the most relevant feature overall was 
³ZLQGDJHU´ZKLFK UHSUHVHQWV WKH DJH RI WKH LQGLYLGXDO DWZDYH7KLV LV QRW YHU\
surprising, considering that all 10 diseases used as classes in our experiments are 
age-related diseases. However, considering that there is a large number of biomedical 
variables being used as features, it is perhaps somewhat surprising that age is the most 
UHOHYDQWIHDWXUHLQKDOIRIWKHGDWDVHWV,QDGGLWLRQDQRWKHUVLPSOHIHDWXUH³ZLQGVH[´
representing the gender of the individual, was selected by J48 as the most relevant 
feature for predicting osteoporosis, which is consistent with the fact that osteoporosis is 





Regarding the other four diseases, the most relevant features selected by J48 were 
features directly extracted from the Nurse data in ELSA: in two cases a feature from 
wave 6 (the most recent wave), for Diabetes and Arthritis; in one case a feature from 
wave 4, for Angina; and finally in the last case a feature from wave 2, for High Blood 
Pressure. Hence, none of the constructed longitudinal features was selected by J48 as 
the most relevant feature for classification. 
 
Table C.1: Feature selected by J48 for the root node of the decision tree, in the tree with 
highest predictive accuracy for each disease. 
Disease Feature selection approach Root node feature 
Heart attack Exh-CFS-Gr + CFS windager 
Angina Co-WR-CFS wclotb 
Stroke Co-WR-CFS windager 
Diabetes None whbac 
High blood pressure Exh-CFS-Gr + CFS wsysval 
Dementia Standard CFS, Exh-CFS-Gr + CFS, Co-WR-CFS windager 
Cataract None windager 
Arthritis Co-WR-CFS wmmgsd_me 
Osteoporosis Standard CFS, Exh-CFS-Gr + CFS indsex 
3DUNLQVRQ¶VGLVHDVH None windager 
 
