Abstract. We consider a metaheuristic optimization algorithm which uses single process (thread) to guide the search through the solution space. Thread performs in the cyclic way (iteratively) two main tasks: the goal function evaluation for a single solution or a set of solutions and management (solution filtering and selection, collection of history, updating). The latter task takes statistically 1-3% total iteration time, therefore we skip its acceleration as useless. The former task can be accelerated in parallel environments in various manners. We propose certain parallel small-grain calculation model providing the cost optimal method. Then, we carry out an experiment using Graphics Processing Unit (GPU) to confirm our theoretical results.
Introduction
Almost all combinatorial optimization tasks formulated for scheduling problems are strongly NP-hard. Currently known exact solution algorithms (dedicated to find global optimum) own exponential computational complexity which causes unacceptable long solution time for instances that come from practice. In this context one can propose two, not mutually conflicted, approaches, which allow one to solve large-size instances in acceptable time: (1) approximate methods (chiefly metaheuristics), (2) parallel methods. The best hybrid combination of both is the one which we really needed.
The most promising metaheuristic algorithms search solution space in a certain intelligent way. Quality of the best solutions generated by these algorithms strongly depends on the number of analyzed solution, and thus on the running time. Time and quality have opposing tendency in such a sense, that finding a better solution requires a significant computation time growth. Through the parallel processing one can increase the number of checked solutions (per time unit). In this paper there are proposed several solutions algorithms dedicated to a single solution analysis employed in widely used metaheuristics.
In the scope of a single-thread search, dedicated fundamentally for uniform multiprocessor system of small granularity, one can distinguish a few parallel approaches taking into account various design technologies and different needs applied by modern discrete optimization algorithms, namely: (a) single solution analysis (dedicated for simulated annealing SA, simulated jumping SJ, random search RS), (b) local neighborhood analysis (for tabu search TS, adaptive memory search AMS, descending search DS), (c) analysis of population of distributed solutions (for genetic approach GA, scatter search SS). In each case special attention should be paid to efficiency, cost and speedup of methods depending on the used parallel computing environment. For each algorithm, theoretical evaluation of its numerical properties as well as comparative analysis of potential benefits from proposed approaches are expected. In this paper we deal chiefly with the approach (a).
In this paper we use the following notions which are fundamental in the parallel computing area, see e.g. [4] : theoretical parallel architectures, theoretical models of parallel computations, granularity, threads, cooperation, speed up, efficiency, cost, cost optimality, computational complexity, real parallel architectures and parallel programming languages.
This work constitutes the continuation of authors research on constructing efficient algorithms applied to solve hard combinatorial problems ( [2, 5, 6] ).
Permutation Flow Shop Problem
We consider, as the test case, the well-known in the scheduling theory, strongly NP-hard problem, called the permutation flow-shop problem with the makespan criterion and denoted by F ||C max . Skipping consciously the long list of papers dealing with this subject we only refer the reader to the recent reviews and the best up-to-now algorithms [5, 6] .
The problem has been introduced as follows. There is n jobs from a set J = {1, 2, . . . , n} to be processed in a production system having m machines, indexed by 1, 2, . . . , m, organized in the line (sequential structure). A single job reflects one final product (or sub product) manufacturing. Each job is performed in m subsequent stages, in a common way for all tasks. The stage i is performed by machine i, i = 1, . . . , m. Each job j ∈ J is split into a sequence of m operations O 1j , O 2j , . . . , O mj performed on machines in turn. The operation O ij reflects processing of job j on the machine i with the processing time p ij > 0. Once started job cannot be interrupted. Each machine can execute at most one job at a time; each job can be processed on at most one machine at a time.
The sequence of loading jobs into system is represented by a permutation π = (π(1), . . . , π(n)) on the set J. The optimization problem is to find the optimal sequence π * so that
where C max (π) is the makespan for permutation π and Π is the set of all permutations. Denoting by C ij the completion time of job j on the machine i we have
Values C ij can be found by using the recursive formula
Computational complexity of (2) is O(mn).
Values C ij from the equation (2) can be also determined by using a graph model of the flow shop problem. For a given sequence of jobs execution π ∈ Π we create a graph 
Searching
We consider a solution method which uses only one thread to manage the search process. The process executes cyclic iterations consisting of: (1) numerical calculations (i.e. the goal function value determination), (2) managing functions (i.e. solution selection, calculations memory realization, solution acceptation). Activities connected with managing take statistically 1-3% of the iteration's time. Therefore, its acceleration by using parallel environment gives us insignificant benefit. From the other side, the numerical calculations acceleration by implementing in the parallel or distributed architecture may significantly improve the efficiency of the solution space's search algorithm.
We take advantage of the following well-known facts for the PRAM parallel computer model: In each iteration we have to find a goal function value for a single fixed π. Calculations can be spread into parallel processors in a few ways. Proof. Without the loss of generality one can assume that π = (1, 2, . . . , n) . Calculations of C i,j by using (2) have been clustered. Cluster k contains values C ij such that i + j − 1 = k, k = 1, 2, . . . , n + m − 1 and requires at most m processors. Clusters are processed in the order k = 1, 2, . . . , n+m−1. The cluster k is processed in parallel on at most m processors. The calculations sequence is shown in Fig. 2 on the background of the grid graph commonly used for the flow shop problem. Values linked by dashed lines constitute a single cluster. The value of C max criterion is simple C m,n . To calculate C sum = n j=1 C m,j we need to add n values C m,j , which can be done sequentially in n iterations or in parallel by using m processors with the complexity O(n/m + log m). Finally, the computational complexity of determining the criterion value for F ||C max and F ||C sum problems is O(n + m) by using m processors. 
. , n).
We based on the scheme of calculations shown in Fig. 2 . Let p ≤ m be the number of used processors. The calculation process will be carried out for levels
k=1 n k = nm. We cluster n k elements on the level k into n k p groups; first n k p groups contain p elements each, whereas the remaining elements (at most p) belong to the last group. Parallel computations on the level k are performed in the time O( n k p ). The total calculation time is equal to the sum over all levels and is of order
We are seeking for the number of processors p, 1 ≤ p ≤ m, for which efficiency of parallel algorithm is O(1), which ensures cost optimality of the method. The value p can be found from the following condition
for some constant c < 1. After a few simple transformations of (4) we get
Setting p = O( nm n+m ) we obtain the total calculation time of C ij values equals
Fact 2. Speedup of the method based on Theorem 2 is O( nm n+m ), cost is O(nm).
The method is cost optimal and allows one to control efficiency as well as speed of calculations by choosing the number of processors and adjusting the parameters of calculations to the real number of parallel processors existing in the system. Besides, Theorem 2 provides the "optimal" number of processors that ensures the cost optimality of this method. This number can be set by a flexible adaptation of the number of processors to both sizes of the problem, namely n and m simultaneously. 
Experimental Results
The parallel algorithm for the considered problem of calculating makespan in permutation flow shop problem was coded in C (CUDA) for GPU, ran on the Tesla C870 GPU (512 GFLOPS) with 128 streaming processor cores and tested on the benchmark problems of Taillard Each multiprocessor of the TESLA C870 GPU has on-chip memory of the four following types:
-one set of local 32-bit registers per processor, -a parallel data cache or shared memory that is shared by all scalar processors cores and is where the shared memory space resides, -a read-only constant cache that is shared by all scalar processor cores and speeds up reads from the constant memory space, which is a read-only region of device memory, -a read-only texture cache that is shared by all scalar processor cores and speeds up reads from the texture memory space, which is a read-only region of device memory. There is no need to copy table with processing times before each calculating of makespan so this table was copied once to very fast read-only texture memory. Therefore timings are measured without this preparing time. Texture memory is cached. Table C was allocated in global memory. After calculations makespan on GPU value of C max is copied to the CPU. This operation is very fast (only one-element table is copied).
The sequential algorithm using one GPU processor was coded with the aim of determining the speedup value which can be obtained by a parallel algorithm. Table 1 shows computational times for the sequential and the parallel algorithm as well as speedup. The value of relative speedup s can by found by the following 
Conclusions
We propose taking advantage of modern many-core computing processors GPU to accelerate local search algorithm's work. Results, for a classic flow shop scheduling problem, allow us to obtain a speedup which is proportional to the number of machines m from the problem definition. Theorems presented in this paper can be easily extended to the EREW PRAM model, with exclusive read, which requires an additional O(log n) time, however the architecture of the used GPU allows us to implement CREW algorithms (with a possibility of concurrent read). On the other side the shared memory usage is connected with a huge time latency (400-600 cycles of the clock) comparing to the local memory of a processor or the textures (constant) memory. Therefore, a further acceleration of the algorithm is possible under condition of the methods adaptation to the GPU memory access specific.
