Abstract-The physical contrast sensitivity of microwave imaging systems employing scattering-parameter measurements is defined. Methodologies are proposed for its evaluation through measurements and through simulations. This enables the estimation of the smallest detectable target permittivity contrast or size for the system under evaluation. The outcomes of the proposed simulation-based and measurement-based methods are compared for the case of a realistic tissue-imaging system. The agreement between the simulated and measured sensitivity estimation validates the proposed methods. The intention of the proposed methodology is to provide common means to quantify and compare the sensitivity performance of microwave systems used in tissue imaging as well as the antennas used as sensors. We emphasize that the proposed method targets the performance of the hardware and it is not concerned with the image-reconstruction algorithms.
I. INTRODUCTION

I
MAGING IS essentially a two-stage process in which the first stage involves the acquisition of the signals in a radiation stream and the second stage involves the extraction of information from this stream, including the reconstruction algorithm, image processing, formatting, and interpretation. At the acquisition stage, the raw data is collected. The raw-data quality is critical for the final image fidelity and it can be assessed independently from the reconstruction or the image-processing algorithms. It is desirable to be able to assess and quantify the physical merits of the data-acquisition hardware in order to design it efficiently and to compare it to other systems.
In [1] , Wagner and Brown introduced the signal-to-noise ratio of an ideal observer (SNRI). They presented expressions for the SNRI of all the major medical imaging modalities at the time, including radiography, computed tomography (CT), nuclear magnetic resonance (NMR), and positron emission tomography (PET), along with ways to use this expression as a figure of merit. The primary figure of merit is referred to as the physical sensitivity of a medical imaging setup. The method of obtaining the SNRI and the physical sensitivity needs rigorous statistical analysis of the system of interest. It was developed further and was applied to other medical imaging modalities in [2] - [5] . Microwave imaging systems have not yet been used in wide clinical practice, and to our knowledge, there are no rigorous or common means to quantify their performance in terms of physical sensitivity. The objective here is to define what physical sensitivity means in the caseofmicrowaveimagingoftissue andtoproposemethods to estimate it. The proposed approach is different from common signal-to-noise image assessments. Since microwave imaging relies on the permittivity contrast between the scattering objects and their background, the proposed methodology estimates the smallest detectable change in the complex permittivity per unit volume in the background. The measurement uncertainty at the acquisition stage can be determined and it is a good indicator of the quality of the raw data. The physical contrast sensitivity (PCS) is then defined as a figure of merit. Methods to estimate the PCS through simulations and through measurements are also proposed.
The PCS is not only useful in comparing the different acquisition systems, but also can be used as an optimization goal during the sensor design. For example, in microwave tissue imaging, the sensor design includes goals such as high efficiency, wide bandwidth, small size, reduced inter-sensor coupling, etc. These goals by themselves do not guarantee the best detection ability of the whole system, although they do affect it. On the other hand, the PCS can play the role of an aggregate performance measure of the sensor detection ability.
Improving the PCS of a single sensor during its design-typically done through simulations-does not necessarily mean the best PCS of the overall system. This is because the acquisition system, especially in tissue imaging, may include many sensors arranged in arrays where strong coupling exists not only between the array elements, but also between the sensors and the surrounding structural components such as connectors, cables, container walls, and the object under test (in near-zone imaging). It is thus important to also have means of evaluating the PCS of the whole system, preferably through measurements.
Another benefit of this study is that it reveals the underlying physical reasons leading to higher sensitivities in the microwave imaging systems employing -parameter measurements.
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In Section II, the sensitivity of a microwave imaging system is defined. Section III describes the methods for the evaluation of the -parameters derivatives, which are needed in the sensitivity computation. Section IV shows the relation between the system sensitivity and the smallest detectable target contrast or size. Section V presents validation examples and Section VI concludes with a summary of the contributions.
II. DEFINING SENSITIVITY IN MICROWAVE IMAGING
In general terms, the sensitivity is the minimum input of a physical parameter that results in a detectable output. In microwave imaging, the output signals change in response to changes in the permittivity and the conductivity, or equivalently, the complex permittivity [6] , [7] . For brevity, hereafter, we refer to the complex permittivity as permittivity.
In frequency-sweep measurements, the output signals are the -parameters of the microwave network formed by the imaged object and the employed antennas. Therefore, here, a detectable output is a detectable change in the -parameters with respect to the baseline (or background) measurement.
The baseline measurement is that of the background-a medium, the permittivity of which is assumed known. Thus, the physical-parameter input is a change in the permittivity with respect to that of the background. In imaging, however, the permittivity is a function of position. At each position, a sufficiently small volume can be defined (referred to as a pixel in 2-D imaging or a voxel in 3-D imaging) within which the permittivity is assumed constant. Therefore, the definition of the physical-parameter input as a change in the permittivity must be confined to the volume of a single voxel. On the other hand, the size of the voxel is determined by the nature of the reconstruction algorithm and it should not influence the evaluation of the sensitivity of the acquisition hardware. In the case of small low-contrast targets, i.e., the case where the linear Born approximation holds [8] , the scattered signals are proportional to the permittivity contrast and the volume of the target. Here, the contrast is defined as the difference between the target permittivity and that of the background. Thus, the smallest detectable change in the -parameter is proportional to the voxel's volume, provided this volume is sufficiently small. It is, therefore, appropriate to use the smallest detectable response change per unit volume.
Finally, to eliminate the dependence of the physical-parameter input on position, the assumption is made that the background is uniform.
To summarize, the PCS of a microwave system is defined here as the smallest permittivity change within unit volume in a known uniform background that results in a detectable change in the measured -parameters. The smallest detectable change in the measured -parameters must exceed the standard deviation in the measurements of the background. Thus, the mathematical formulation of the above definition of the PCS in terms of the absolute permittivity (in farads per meter) per unit volume is given by
where is the vector of a data set of complex -parameters acquired through multiple measurements of the background medium under the same conditions, is the measurement uncertainty given by the standard deviation, where (2) and is the magnitude of the -parameter derivative associated with the data set . Further, is the derivative magnitude per unit volume, i.e., (3) where is a known sufficiently small volume. The estimation of is discussed in detail later in this paper. We emphasize that all elements of a response set must represent the same measurement scenario, i.e., under ideal conditions, they are all the same. For example, may be comprised of the transmission coefficients measured with identical pairs of transmitting (Tx) and receiving (Rx) antennas separated by a given distance. However, may not be comprised of both transmission and reflection coefficients, or of both co-pol and cross-pol responses, because these responses are not identical under ideal conditions.
In microwave imaging, unlike in device measurements, the -parameter acquisition is extensive. It involves not only a frequency sweep, but also a sweep over the acquisition surfaces enclosing the imaged volume (using mechanical scanning or switched arrays), switching between the Tx antennas at a given position (e.g., to change the polarization of the incident field), switching between the Rx antennas at a given position (e.g., to gather co-pol or cross-pol scattering data), etc. Thus, various sets of responses [see in (1) ] are acquired depending on several factors: frequency, Tx position, Rx position, Tx antenna, Rx antenna, all of which may vary independently during data acquisition. Consequently, the PCS depends on all of these factors as well.
To obtain a single measure of the hardware performance, we take the best (i.e., the smallest) value across all employed orientations, positions, and antennas.
The PCS is also a frequency-domain metric, i.e., it has a particular value at each frequency, since it is based on the measurements of the scattering parameters, which are frequency-domain responses. For wideband systems, such as those examined later, a single PCS value is obtained by averaging across the whole frequency band. In our validation examples, for comparison, the PCS is shown as a function of frequency in addition to the overall averaged estimate.
Finally, the PCS is dependent on the electrical properties of the background medium, which is determined by the particular application. A PCS relative to the background permittivity may be a preferable metric since it provides the smallest detectable permittivity change per unit volume in proportion to . This relative PCS is defined as m (4) In comparing the performance of measurement setups, a smaller PCS means better system performance, i.e., better sensitivity to variations of the spatial distribution of the permittivity in the examined volume. In addition, an estimate of (or ) should always be accompanied by a description of the background electrical properties, especially when the background is lossy, because increased background losses result in weaker signals and worse sensitivity.
III. EVALUATION OF THE -PARAMETER DERIVATIVE
The derivative in (1) reflects the sensitivity of the -parameter (in measurements of the background medium) with respect to the permittivity of a voxel located at a representative position within the imaged volume. This position should be chosen so that it represents an averaged impact of a small target on all measured responses. Hereafter, we refer to as the scattering center. In a uniform background, is simply the center of the imaged volume. The imaged volume is usually well defined by the acquisition surfaces enveloping it.
The derivative can be estimated through electromagnetic simulations of the background measurement scenario or directly through measurements. The simulation method is useful because it allows for the sensitivity estimation of a system or an antenna during the design stage. It also provides insight into the reasons leading to improved sensitivity. On the other hand, the measurement method is important for the evaluation of existing imaging systems and/or their antennas.
In order to obtain the minimum PCS for a given data set, we must select the maximum response sensitivity for this set; see (1) . For a given response , which corresponds to a selected Tx/Rx antenna pair (with its mutual distance and orientation fixed), the factors that influence its derivative are: 1) the distance from the scattering center to the Tx antenna; 2) the distance from to the Rx antenna; 3) the angular position of with respect to the Tx antenna boresight; and 4) the angular position of with respect to the Rx antenna boresight. These factors may change when sampling over a surface, depending on the shape of the surface and the shape and orientation of the antennas. Therefore, to obtain its maximum value, the response sensitivity has to be explored for all possible placements of the selected Tx/Rx antenna pair relative to . This can be achieved by varying while the Tx/Rx antenna is fixed (preferred in simulations) or by scanning the Tx/Rx antenna pair over the surface while remains fixed (preferred in measurements).
A. -Parameter Derivative in Simulations
The general analytical sensitivity formula for the scattering parameters of microwave networks has been derived in [9] . When the parameter of interest is the complex permittivity of an object filled uniformly with an isotropic dielectric medium, the complex -parameter derivative is computed as (5) where is the volume of the object, is its complex permittivity, is the radian frequency, is the electric field due to the excitation at port , is the known modal magnitude of the incident wave at port , and . Bearing in mind the complex-permittivity representation , the derivatives with respect to the real part and the imaginary part are obtained from (5) as and , respectively. For the purpose of calculating the PCS in (1), the volume of the object of interest must be sufficiently small to represent a voxel, i.e., , so that the field distribution within is mostly uniform. The -parameter derivative per unit volume in the background medium with respect to the complex permittivity at is then calculated as (6) Here, the pair of position vectors describes the position of the Rx ( th)/Tx ( th) antenna pair. The two field solutions in (6) are obtained by simulating the whole structure (antennas and background medium) by exciting port or port , respectively, regardless of whether this port is connected to a Tx or an Rx antenna in the actual setup. If is a reflection coefficient, i.e., , one simulation is needed with the th port excited. Conversely, if is a transmission coefficient, two simulations are needed, where ports and are excited, one at a time. In general, for a network of ports, in order to obtain the derivatives of all -parameters , , simulations need to be carried out to obtain the field distributions.
From (6), it is clear that the maximum derivative is obtained when the maximum value of the field product is achieved at the scattering center for a particular placement of the th and th antennas. What matters is the mutual placement of and the antenna pair. When the acquisition surface is symmetric (e.g., planar, cylindrical, or spherical), there is no need to vary the antenna placement in the simulations. It is far more efficient to vary because the simulations provide the field distribution in the whole computational volume, i.e., at all possible positions relative to the Tx/Rx antenna pair. Thus, calculating the derivative in (6) can be efficiently done for all mutual placements defined by and . Any high-frequency simulator can be used to obtain the field distributions in (6) provided that it offers utilities to export the field solution at user-defined locations. Most commercial solvers have such utilities.
Also, some commercial software packages provide accurate -parameter derivatives at very low computational cost, including derivatives with respect to the real and imaginary parts of the permittivity of objects [10] , [11] . This capability is referred to as exact or adjoint -parameter sensitivity analysis.
If such software is used to obtain the -parameter derivatives, virtual objects of sufficiently small volume (typically spheres or cubes) have to be defined at all desired locations in the background region and their permittivity must be submitted as parameters for sensitivity analysis. The resulting -parameter derivatives must then be divided by the volume in order to obtain [see (3)]. It should be noted that while the derivative in (1) can be estimated through simulations, the PCS calculation still requires the measurement uncertainty that is established experimentally.
B. -Parameter Derivative in Measurements
The -parameter acquisition in imaging involves scanning the antennas over the acquisition surfaces enveloping the imaged volume. Alternatively, electronically switched arrays may be used to sample the baseline signals at the surfaces. In both cases, two acquisitions are needed to estimate the -parameter derivative: with and without a weak scatterer at in the background medium.
The -parameter derivative (per unit volume) is estimated using a finite-difference approximation where the difference between the two signals, with and without a scatterer, is divided by the known permittivity contrast of the scatterer (7) Here, is the -parameter acquired with the scatterer in place at the Rx/Tx locations , and are the permittivities of the background and the scatterer, respectively, and is the known volume of the scatterer. The maximum derivative is selected among the set obtained at all locations and is then used in (1). For best results, several scans should be taken with the scatterer in place, and an average should be taken of all values obtained through (7) .
Note that the target contrast must be large enough to provide a response difference , which is sufficiently larger than the measurement uncertainty . If , the PCS estimate is not valid. On the other hand, the scatterer must be sufficiently weak so that its contrast and size satisfy the constraints associated with the linear Born approximation [8] (8)
Here, is the background wavenumber and is the largest dimension of the scatterer.
IV. SMALLEST DETECTABLE CHANGE
Once the PCS is obtained from (1), either the smallest detectable permittivity contrast for a given target size or the smallest detectable size for a given target contrast can be determined from the relationship (9) where is the minimum detectable permittivity contrast for a target of size , or alternatively, is the minimum detectable volume for a target of contrast . In both cases, the estimation is valid only if the contrast and the size fulfill (8).
V. VALIDATION
The proposed method is validated through the sensitivity estimation of a planar raster scanning imaging setup that is used in experiments with tissue samples and phantoms.
A. Planar Raster Scanning Setup and Antenna Description
In planar raster scanning, two antennas (or switched antenna arrays), are facing each other along boresight and are moving together to scan two parallel planes on both sides of the imaged volume. Fig. 1 shows the photograph of the scanning setup, which employs two antennas, one Tx and one Rx. Four different antenna designs are being used in the examples, as described later. Fig. 1 also shows a tissue phantom and the dielectric substrate (Taconic CER-10, , ) supporting it from below. The measurements with a vector network analyzer (VNA) Agilent-E8363B produce the -parameters of a two-port network (reflection and transmission coefficients) as functions of and . Note that in this setup the antennas are fixed. It is the phantom, which is being moved relative to the antennas by the scanning table using two stepper motors. The scanned area of this system can extend up to 18 cm along and and the user-defined sampling step can be anywhere between 1-10 mm.
In all examples, the background medium (baseline phantom) is a 3-cm-thick dielectric slab of lateral size 20 cm by 20 cm. Four absorber sheets, each of thickness 8 mm, are placed around the phantom edges (see absorbing sheets covered by white paper tape in Fig. 1 ) to reduce interference and to suppress waves propagating along the phantom-air interface. The overall scanned area is 8 cm by 8 cm with a sampling interval of 1 mm. The frequency range is from 3 to 10 GHz with 101 sampling points. The resolution bandwidth (RBW) of the VNA is set to 10 kHz, unless specified otherwise; the averaging factor is 10. The Tx power level is 8 dBm. To model the background tissue phantom in simulations, the phantom's constitutive parameters are extracted by solving a least square problem in HFSS version 13 [10] using sequential nonlinear programming optimizer. The goal is to match the measured and the simulated magnitudes of the transmission coefficient when the first antenna set is used. The real part of the extracted relative permittivity is mostly constant with frequency in the examined range; its average value is 9.13. The extracted loss tangent, however, exhibits dispersion (see Fig. 2 ).
In the first example, two identical antennas are used on both sides of the planar scanning setup. They employ an ultra-wideband (UWB) design for the frequency range from 3 to 10 GHz. The design consists of a TEM horn and an UWB impedance matching structure with a coaxial feed, all of which are embedded in a solid dielectric medium [12] . These antennas are being used in experiments on breast-tissue phantoms, as well as on animal tissue samples. Hereafter, this antenna pair is referred as the first antenna set.
In the second example, a different set of two identical antennas (reported in [13] ) is investigated with the same scanning setup. These antennas also exploit a UWB TEM horn design, but feature different feed structure (a tapered coaxial balun) and improved shielding compared to the first antenna set. We refer to this antenna pair as the second antenna set.
In the third example, a set of two broadband bow-tie antennas is investigated. This design has not been published and is briefly described here. Fig. 3 shows the inner structure and the dimensions of the bow-tie radiating element together with its tapered coaxial balun. The bow-tie element is printed on one side of a Rogers 4003 printed circuit board (PCB) of 0.02-in thickness (0.508 mm) of permittivity and dielectric loss tangent . The bow-tie element faces the measured tissue phantom, while the back of the PCB (not metallized) is glued to a solid dielectric medium of and . The feeding balun is embedded in the solid dielectric. The bow-tie is used in a switched array structure consisting of nine elements. Fig. 4 shows the bow-tie array. Two sets of identical arrays as are used here. The sensitivity is evaluated for the pair of the central elements (see element 1 in Fig. 4 ). This pair is the most sensitive to permittivity variations centered along the array boresight. We refer to this antenna pair as the third antenna set.
In the fourth example, a quad-ridge horn antenna [14] is used as a Tx antenna while the bow-tie element acts as a sensor. The quad-ridge horn is a dual-polarization (two-port) antenna designed for tissue illumination through direct contact, i.e., without a coupling medium. Therefore, for better impedance match with the tissue medium, the quad-ridge structure is embedded in a solid dielectric medium, similar to the TEM horn designs described above. For best sensitivity, the Tx polarization is aligned with that of the Rx bow-tie. We refer to this antenna pair as the fourth antenna set. To illustrate the level of alignment between simulations and measurements, we use results from the phantom-property extraction. Fig. 5 shows the measured and the simulated in the case of the baseline data acquisition (background phantom). The plots show the transmission coefficient for the first and second antenna sets. The agreement between the simulated and measured responses is good for the first antenna set. The comparison for the second antenna set shows significant discrepancies at frequencies below 5 GHz. These discrepancies are mostly due to the fabrication inaccuracies of the tapered coaxial balun in combination with the response being very sensitive to these inaccuracies. As this low frequency, misalignment has nothing to do with the phantom electrical properties, it cannot be compensated for by the phantom-property extraction.
There are various strategies that could be pursued to further improve the alignment of simulations and measurements; however, such investigations are irrelevant here. Such discrepancies are not uncommon in near-field data acquisition scenarios where complex antenna structures, uncertainties in the material parameters, positioning errors, radiation leakage, and imperfect isolation make for involved and often intractable reasons for misalignments between simulations and measurements. Additionally, tissue phantoms exhibit high loss resulting in very weak responses, the level of which is often comparable to the numerical accuracy of the simulation. For example, the mesh convergence error used in the simulations is set to 0.005, and as evident from Fig. 5 , the signal levels are at or below this value for a 3-cm-thick tissue phantom. On the other hand, lower settings of the convergence error result in prohibitive computational times. All of these are reasons to emphasize the importance of measurement-based methods to evaluate the performance of the imaging setup.
In addition to the baseline measurements, we also need to perform measurements on a small scattering target embedded at the center of the background phantom. The target is a ceramic cylinder of 10-mm diameter and 10-mm height (see Fig. 6 ). Its relative permittivity is and its loss tangent is . The electrical properties of this scatterer are constant in the whole frequency band. Fig. 6 also shows other details describing the raster scanning setup such as the air gap between the antenna face and the tissue phantom, as well as the thickness of the supporting plate.
B. -Parameter Derivatives: Simulation Versus Measurement
To estimate the PCS, the -parameter derivatives per unit volume are needed [see (1)]. For the simulation-based derivative estimation, the commercial software HFSS verion 13 [10] is used to perform an -parameter frequency sweep from 3 to 10 GHz with 101 samples. The mesh convergence error for the -parameters is set to 0.005. The absorbing sheets are modeled with radiation boundary conditions since their electrical properties are not available. The antennas are modeled with as much detail as possible, including the baluns and the coaxial ports. The coaxial connectors, however, are not included due to the excessive computational requirements of the entire model.
As explained in Section III-A, in the simulation model, the antennas are at a fixed position. The -parameter derivative is calculated with the sensitivity formula (6) as a function of position, in (6) , and the result is averaged over a volume of cm at each position. This volume corresponds to the actual small scatterer used in the measurements. The -field distributions are exported on a uniform 3-D grid of 1-mm spacing using the Field Calculator tool in the post-processing module of HFSS. To obtain , the maximum derivative is selected among all values corresponding to all positions within the phantom. Since the measurements employ a small scatterer at the center of the background phantom, for the sake of comparison, here, is restricted to the phantom's midplane.
The simulations results also reveal that the -parameter derivatives vary substantially with the position of the voxel. This behavior is dictated by their relationship with the field distribution [see (6) ]. In general, the maximum derivative value is always in the directions of the maximum radiation of the two antennas because stronger field values translate into larger derivatives as (6) suggests. Fig. 7 illustrates this behavior in the case of the first antenna set at two example frequencies, 6 and 8 GHz. The antennas are polarized along . The plots show the derivative magnitude at the respective frequency calculated at each voxel (of volume cm ) and plotted in three mutually orthogonal planes. It is evident that it varies with position significantly and has a distinct "interference" pattern. This is due to the maxima and the minima of the dot product of the two fields (the one due to the th antenna and the one due to the th antenna). The figure also shows how these distributions change with frequency where a shorter wavelength (that at 8 GHz compared to the one at 6 GHz) implies a denser pattern of minima and maxima. Furthermore, as the medium is very lossy, the field strength, and as a consequence, the magnitude of the response derivative attenuate quickly. This is particularly pronounced in the vertical direction in which the antenna has a relatively narrow beam. Also, due to the fact that the two TEM horns are aligned along each other's boresight, the dot product of their respective fields is the strongest in the -plane.
The measurements are performed with the planar raster scanning setup described above (Section III-A). The -parameters are acquired as functions of the sampling position with both phantoms: (a) the background phantom and (b) the target phantom, which is the same as the background phantom, except that it contains a small scatterer at its center, as described in Section III-A (see also Fig. 7 ). The derivative (also a function of the sampling position) is evaluated using the finite-difference approximation (7) . The maximum derivative magnitude is then selected. As an example, the derivative results from the simulations and the measurements for the first and the second antenna sets are shown in Fig. 8 . Fairly good agreement is observed for most of the frequency range. As expected, the only significant discrepancy between simulations and measurements occurs for the second antenna set below 5 GHz. As explained in Section III-A, this discrepancy exists for the -parameters themselves and it is expected to affect the -parameter derivatives as well.
C. PCS Evaluation
Once the -parameters derivatives per unit volume are available, the PCS is evaluated using (1). The measurement uncer- tainties are evaluated with the standard deviation in (2) from the baseline measurements at each frequency.
The PCS has been evaluated for the four antenna sets described in Section III-A. Fig. 9 shows their normalized PCS values [see (4) ] versus frequency. The results suggest that the two horn-antenna sets perform similarly across the frequency band. The set of bow-tie antennas has the worst PCS on average. Its weak performance is due to the lower directivity and radiation efficiency compared to the horn antennas. The fourth antenna set, which employs a quad-ridge horn as a Tx antenna and the bow-tie element as the Rx antenna, performs very well at higher frequency where its directivity is relatively high. This behavior illustrates the importance of the Tx antenna ability to provide strong illuminating fields in addition to the performance of the sensor (Rx antenna).
As discussed before, from the PCS, the minimum detectable volume for a given target contrast can be evaluated from (9) . Alternatively, the minimum detectable permittivity contrast for a given size can also be estimated. For example, for an object of 1-cm volume, with the first and second antenna sets, the minimum detectable normalized contrast ( ), averaged over all frequencies, is 0.1613 and 0.1646, respectively. Thus, the two antenna sets perform similarly and are capable of detecting a relative contrast as low as 16% for the given background (thickness 3 cm, and loss tangent, as shown in Fig. 2 ). In comparison, the average normalized PCS value for the third antenna set is 0.4746. Therefore, the bowtie antennas need at least 47% relative contrast for the same background to detect the 1-cm scatterer. This value is 32% for the fourth antenna set. Fig. 10 provides a different illustration of the performance of the raster scanning setup with the first antenna set. The plot shows the dependence of the magnitude of the difference of the complex transmission coefficients with and without the small scatterer used in the -parameter derivative estimation through measurement. This difference is essentially the signal due to the scatterer. The two plots show the dependence of this signal at 3 and 5 GHz. These two frequencies are chosen based on the results in Fig. 9 where we observe that the relative PCS is relatively large (or bad) at 3 GHz and is significantly smaller (or better) at 5 GHz. Therefore, these two very different values correlate with the respective plots of the transmission coefficients in terms of the clarity with which they show the target signature. It is evident that the setup has better detection performance at 5 GHz, which is in agreement with the PCS frequency dependence shown in Fig. 9 .
One of the important factors that can affect the PCS of the microwave imaging system is the RBW of the VNA. The impact of the RBW varies depending on how the instrument noise compares with the external noise in the measurement environment and the level of the uncertainties due to positioning errors, spurious signals due to radiation leakage, temperature variations, etc. Fig. 11 shows the effect of the VNA RBW on the normalized PCS of the raster scanning setup with the first antennas set. As expected, a larger RBW leads to higher thermal noise levels, and thus, a higher (or worse) PCS. The impact of the RBW on the PCS is less significant at high frequencies because at these frequencies the uncertainties due to the external factors, such as positioning errors and leakage, dominate. Decreasing the instrument's RBW has no influence on such factors.
VI. CONCLUSION
The PCS of microwave imaging systems employing scattering-parameter measurements is defined and a method to evaluate it is proposed. For the system under evaluation, the PCS enables the estimation of the smallest detectable target contrast for a given size or vice versa. The definition relies on the evaluation of the -parameters derivatives for which measurementand simulation-based methods are proposed. Validation and illustration of the PCS evaluation methodology is carried out for a raster-scanning imaging system where four different antenna arrangements are used. The proposed methodology provides common means to quantify and compare the sensitivity performance of microwave systems used in tissue imaging as well as the antennas used as sensors.
