Abstract-In this paper, dynamic collision-free trajectory generation in a nonstationary environment is studied using biologically inspired neural network approaches. The proposed neural network is topologically organized, where the dynamics of each neuron is characterized by a shunting equation or an additive equation. The state space of the neural network can be either the Cartesian workspace or the joint space of multi-joint robot manipulators. There are only local lateral connections among neurons. The real-time optimal trajectory is generated through the dynamic activity landscape of the neural network without explicitly searching over the free space nor the collision paths, without explicitly optimizing any global cost functions, without any prior knowledge of the dynamic environment, and without any learning procedures. Therefore the model algorithm is computationally efficient. The stability of the neural network system is guaranteed by the existence of a Lyapunov function candidate. In addition, this model is not very sensitive to the model parameters. Several model variations are presented and the differences are discussed. As examples, the proposed models are applied to generate collision-free trajectories for a mobile robot to solve a maze-type of problem, to avoid concave U-shaped obstacles, to track a moving target and at the same to avoid varying obstacles, and to generate a trajectory for a two-link planar robot with two targets. The effectiveness and efficiency of the proposed approaches are demonstrated through simulation and comparison studies.
I. INTRODUCTION
T RAJECTORY generation with obstacle avoidance is a fundamentally important issue in robotics. Real-time collision-free trajectory generation becomes more difficult when robots are in a dynamic, unstructured environment. There are a lot of studies on trajectory generation for robots using various approaches (e.g., [1] - [14] , [21] - [24] , [26] - [30] , [32] - [40] , [43] , [45] , [47] - [54] and [59] - [61] ). Some of the previous models (e.g., [1] , [3] , [5] , [7] , [9] , [21] , [22] , [28] , [29] , [36] , [50] and [60] ) use global methods to search the pos- sible paths in the workspace, which normally deal with static environment only and are computationally expensive when the environment is complex. Some searching based models (e.g., [12] , [23] , [50] ) suffer from undesired local minima, i.e., the robots may be trapped in some cases such as with concave U-shaped obstacles. Seshadri and Ghosh [47] proposed a new path planning model using an iterative approach. However this model is computationally complicated, particularly in a complex environment. Li and Bui [28] proposed a fluid model for robot path planning in a static environment. Ong and Gilbert [38] proposed a new model for path planning with penetration growth distance, which searches over collision paths instead of searching over free space as most other models do. This model can generate optimal, continuous robot paths in a static environment only. Oriolo et al. [39] , [40] proposed a model for real-time map building and navigation for a mobile robot, where a global path planning plus a local graph search algorithm and several cost functions are used. Several neural network models (e.g., [11] , [27] , [34] , [46] and [59] ) were proposed to generate real-time trajectories through learning. Ritter et al. [46] proposed a Kohonen's self-organizing mapping algorithm based neural network model to learn the transformation from Cartesian workspace to the robot manipulator joint space. Li and Öǧmen [27] proposed a neural network model for real-time trajectory generation by combining an adaptive sensory-motor mapping model and an on-line visual error correction model. However, both models deal with static environment only and assume that there are no obstacles in the workspace. Muñiz et al. [34] proposed a neural network model for the navigation of a mobile robot, which can generate dynamic trajectories with obstacle avoidance through unsupervised learning. However, this model is computationally complicated since it incorporates the vector associative map model and the direction-to-rotation effector control transform model [11] , [59] . Fujii et al. [10] proposed a multilayer reinforcement learning based model for path planning with a complicated collision avoidance algorithm. However, the generated trajectories using learning based approaches are not optimal, particularly during the initial learning phase.
Glasius et al. [13] proposed a Hopfield-type neural network model for real-time trajectory generation with obstacle avoidance in a nonstationary environment. It is rigorously proved that the generated trajectory does not suffer from undesired local minima [13] . They later proposed another model [14] by cascading two neural network layers where each layer has a similar architecture to the model in [13] . This is an unsupervised model which uses the second layer to find the next robot position. However, it doubles the computational burden as a result. All these models [12] - [14] suffer from slow dynamics and cannot perform properly in a fast changing environment, since they unrealistically require that the robot dynamics must be faster than the target and obstacle dynamics [13] , [14] .
In this paper, inspired by Hodgkin and Huxley's membrane model [20] for a biological neural system and the later developed Grossberg's shunting model [15] , [18] , a novel neural network approach is proposed for dynamic collision-free trajectory generation in an arbitrarily varying environment (which first appeared in [33] and [58] ). The state space of the topologically organized neural network is either the Cartesian workspace of mobile robots or the joint space of multijoint robot manipulators. The neural dynamics of each neuron is characterized by a shunting equation or a simple additive equation. There are only local, excitatory lateral connections among neurons. Thus the computational complexity linearly depends on the size of the neural network. In addition, the target globally attracts the robot in the whole state space through neural activity propagation, while the obstacles locally push the robot away to avoid collisions, since there is no inhibitory lateral connections among neurons. The real-time optimal robot trajectory is generated through the dynamic activity landscape of the neural network without explicitly searching over the free space nor the collision paths, without explicitly optimizing any global cost functions, without any prior knowledge of the dynamic environment, and without any learning procedures. Therefore, the model algorithm is computationally efficient. The generated solution to a maze-solving type of problem or the generated trajectory in a static environment is globally optimal in the sense of a shortest path from the starting position to the target if it exists. The optimality of the real-time trajectory generation in a nonstationary environment is in the sense that the robot travels a continuous, smooth path toward the target. The term "real-time" is in the sense that the robot trajectory generator responds immediately to the dynamic environment, including the robot, target, obstacles and sensor noise. There are several variations of the proposed model. Although a special case of the proposed simple additive model is similar to the Glasius et al. model [13] , [14] , there are significant differences between the proposed models and the Glasius et al. model (see Section IV).
In Section II, the originality, model algorithm and stability analysis of the proposed neural network approach to dynamic collision-free trajectory generation is presented. Simulation studies of the proposed model are presented in Section III, including an optimal solution to a maze-type of problem, trajectory generation of a mobile robot to avoiding concave U-shaped obstacles, to track a moving target, and to avoid moving obstacles, and trajectory generation of a two-link planar robot to catch the closest target. In Section IV, the parameter sensitivity and the model variations are discussed. Finally, a conclusion noticing several feature properties of the proposed neural network approach is addressed in Section V.
II. MODEL
The proposed novel neural network approach for dynamic collision-free trajectory generation is motivated by the neural dynamics and computation in biological neural systems. The philosophy of the proposed approach is to develop a topologically organized neural network architecture, whose dynamic neural activity landscape represents the dynamically varying environment. By properly defining the external inputs from the varying environment and internal neural connections, the target and obstacles are guaranteed to stay at the peak and the valley of the activity landscape of the neural network, respectively. The target globally attracts the robot in the whole state space through neural activity propagation, while the obstacles have only local effect to avoid collisions. The dynamic collision-free trajectory is generated through the dynamic activity landscape of the neural network.
In this section, the originality of the proposed neural network approach is introduced. Then, the computational algorithm is presented. Finally, the stability of the proposed model is proved by using both qualitative analysis and Lyapunov stability analysis.
A. Originality
Hodgkin and Huxley [20] proposed a model for a patch of membrane in a biological neural system using electrical circuit elements. This modeling work together with other experimental work led them to a Nobel Prize in 1963 for their discoveries concerning the ionic mechanisms involved in excitation and inhibition in the peripheral and central portions of the nerve cell membrane. In their membrane model, the dynamics of voltage across the membrane can be described using state equation technique as (1) where membrane capacitance; , , and Nernst potentials (saturation potentials) for potassium ions, sodium ions, and the passive leak current in the membrane, respectively; , and conductance of potassium, sodium, and passive channels, respectively. This model provided the foundation of the shunting model and led to a lot of model variations and applications [18] , [19] , [44] .
By substituting , , , , , and in (1), a shunting equation is obtained [42] (2) where neural activity (membrane potential) of the th neuron; , , and nonnegative constants representing the passive decay rate, the upper and lower bounds of the neural activity, respectively; and excitatory and inhibitory inputs to the neuron [41] , [42] .
This shunting model was first proposed by Grossberg to understand the real-time adaptive behavior of individuals to complex and dynamic environmental contingencies [15] - [18] , and has a lot of applications in biological and machine vision, sensory motor control and many other areas [18] , [27] , [41] , [42] , [56] , [57] .
B. Model Algorithm
The neural network architecture of the proposed model is a discrete topologically organized map that has been used in many neural network models such as [13] , [25] . The proposed model is expressed in a finite ( -) dimensional ( -D) state space , which can be either the Cartesian workspace of the mobile robots or the joint space of multijoint robot manipulators. For example, a two-dimensional (2-D) workspace has and a 6 degree-of-freedom (DOF) manipulation robot has . The location of the th neuron at the grid in the -D state space , denoted by a vector , represents a position in the workspace or a configuration in the joint space. Each neuron has only local lateral connections to its neighboring neurons that constitute a subset in . The subset is called the receptive field of the th neuron in neurophysiology. The neuron responds only to the stimulus within its receptive field.
In the proposed model, the dynamics of the th neuron in the neural network is characterized by a shunting equation derived from (2) . The excitatory input results from the target and the lateral connections from its neighboring neurons, while the inhibitory input results from the obstacles only. Thus the differential equation for the th neuron is given by (3) where total number of neurons in the neural network; and excitatory and inhibitory inputs, respectively; external input to th neuron defined as if there is a target if there is an obstacle otherwise (4) where is a very large positive constant. Function is a linear-above-threshold function defined as , and the nonlinear function is defined as . The connection weight from the th neuron to the th neuron is a function of distance defined as (5) where represents the Euclidean distance between positions and in the state space . The connection weight function is a monotonically decreasing function, e.g., a function defined as if if (6) where and are positive constants. It is obvious that the weight is symmetric and does not depend on the moving directions of the robot. In addition, the neuron has only local connections in a small region , i.e., its receptive field is the space whose distance to the th neuron is less than . All the neurons having lateral connection to the th neuron is defined its neighboring neurons. Therefore, the dynamics of the th neuron can be further written as (7) where is the number of neighboring neurons of the th neuron.
The proposed neural network characterized by (7) guarantees that the positive neural activity can propagate to the whole state space through lateral neural connections, while the negative activity stays locally only, since there is no inhibitory connections among neurons. Therefore, the target globally influences the whole state space to attract the robot, while the obstacles have only local effect to avoid collisions. In addition, the activity propagation from the target is blocked when it hits the obstacles by choosing . Such a property is very important for maze-solving type of problems.
The positions of the target and obstacles may vary with time. The activity landscape of the neural network dynamically changes according the varying external inputs and the lateral excitatory connections. From (7), each neuron responds to only the real-time inputs from the target and obstacles. Thus no prior knowledge of the varying environment is needed in the proposed model. The real-time trajectory is generated from the dynamic activity landscape by a steepest gradient ascent rule. For a given present position in the state space of the neural network (i.e., a position in the Cartesian workspace or a configuration in the robot manipulator joint space), denoted by , the next position (also called "command position") is obtained by (8) where is the number of neighboring positions of the th neuron, i.e., all the possible next positions of the present position. After the present position reaches its next position, the next position becomes a new present position (if the found next location is the same as the present location, i.e., the neural activity at all the neighboring positions is not larger than that of the current position, the robot stays there without any movement). The present position adaptively changes according to the varying environment.
The dynamic activity landscape of the topologically organized neural network is used to determine where the next robot position is. However, when to generate the next robot position is determined by the robot moving speed. In a static environment, the activity landscape of the neural network will reach a steady state, which will later be proved using the Lyapunov stability theory. Mostly the robot reaches the target much earlier than the activity landscape reaches the steady state. When a robot is in a changing environment, the activity landscape will never reach a steady state. Due to the very large external input constant , the target and the obstacles keep staying at the peak and the valley of the activity landscape of the neural network, respectively. The robot keeps moving toward the target with obstacle avoidance till the designated objective is achieved.
C. Stability Analysis
In the shunting model in (2), (3), or (7) the neural activity increases at a rate of , which is not only proportional to the excitatory input , but also proportional to an auto gain control term . Thus, with an equal amount of input , the closer the values of and are, the slower increases. When the activity is below , the excitatory term is positive causing an increase in the neural activity. If is equal to , the excitatory term becomes zero and will no longer increase no matter how strong the excitatory input is. In case the activity exceeds , becomes negative and the shunting term pulls back to . Therefore, is forced to stay below , the upper bound of the neural activity. Similarly, the inhibitory term forces the neural activity stay above the lower bound . Therefore, once the activity goes into the finite region , it is guaranteed that the neural activity will stay in this region for any value of the total excitatory and inhibitory inputs [56] .
The stability and convergence of the proposed model can also be rigorously proved using a Lyapunov stability theory. Introducing the new variables, , the proposed model in (3) or (7) can be written into the general form proposed by Grossberg [17] , [18] (9) by the following substitutions: (10) (11) (12) and (13) Since , then (symmetry). Since varies within the finite interval , where and are non-negative constants, then is a nonpositive number. Hence the amplification function is nonnegative, i.e., (positivity). From the definition of function , have at and at . Hence the signal function has a nonnegative derivation, i.e., (monotonicity). Therefore, (7) satisfies all the three stability conditions required by Grossberg's general form [18] . The Lyapunov function candidate for (9) can be chosen as (14) The time derivative of along all the trajectories is given by (15) Since and , then along all the trajectories. The rigorous proof of the stability and convergence of (9) can be found in [17] . Therefore, the proposed neural network system is stable. The dynamics of the network is guaranteed to converge to an equilibrium state of the system.
III. SIMULATION STUDIES
The proposed neural network model is capable of generating real-time optimal trajectory with obstacle avoidance for a robot in an arbitrarily varying environment. The state space can be the Cartesian workspace of a mobile robot or the joint space of a multi-joint robot manipulator. The generated solution to a maze-solving type of problem and the generated trajectory in a static environment is globally optimal in the sense of a shortest path from the starting position to the target, if it exists. Such a property results from the fact that the connection weight of the neural network is a function of the distance only, the neural activity propagation from the target to all directions are exactly in the same manners. In a static environment, the neural activity from the target always reaches the robot along a shortest path. For real-time trajectory generation in a nonstationary environment, the optimality is in the sense that the robot travels a continuous, smooth route toward the target.
In this section the proposed model is first applied to a point mobile robot in a 2-D workspace. A small and maneuverable mobile robot can be treated as a point robot, when comparing the size of the robot and its maneuvering possibilities to the size of the free workspace. For example, in practice, a car in the traffic planning in large cities or tanks in field military operations can be treated as point robots. Several cases for a point robot are studied here, including a maze-solving type of problem, trajectory generating to avoid concave U-shaped obstacles, a moving target tracking problem, and varying obstacles avoiding problem. Then, this model is applied to a two-link planar robot, where the state space of the neural network is the robot joint space and there are two targets in the state space.
A. Trajectory Generation in a Static Environment
The proposed model is first applied to the obstacle avoidance problem for a set of U-shaped obstacles. Potential field based methods and other strictly local avoidance schemes cannot deal with these type of problems [34] . The concave U-shaped obstacles are shown in Fig. 1(a) by solid squares. The neural network has 30 30 topologically organized neurons, where all the neural activities are initialized to zero. The model parameters are chosen as and for the shunting equation, and for the lateral connections, and for the external inputs. The generated trajectory is shown in Fig. 1(a) by solid circles. It shows that the generated trajectory is a continuous, smooth route from the starting position to the target with obstacle avoidance. The stable (the time is long enough) activity landscape of the neural network is shown in Fig. 1(b) , where the peak is at the target location, while the valley is at the obstacle location.
The solution to a maze-solving type of problem can be treated as a special case of the trajectory generation problem in a 2-D workspace, along which a mobile robot can reach the target from a given starting position with obstacle avoidance. The example of the well-known beam robot competition micromouse maze (solid squares in Fig. 2 shows a typical quarter of the maze) is used. The proposed neural network model is applied to solve this maze-type of problem. The neural network has 17 17 neurons with the same the model parameters as in the previous case. The generated globally optimal solution is shown in Fig. 2 , where the trajectory of the robot is represented by solid circles. Simulation studies demonstrate that the proposed model does not suffer from undesired local minima, i.e., the robot will not be trapped in the situation with concave U-shaped obstacles or with complex maze-solving type of problems.
B. Trajectory Generation to Track a Moving Target
The proposed model is then applied to a real-time trajectory generation problem for a robot to track a moving target. The neural network assumes 30 30 neuron structure with the same model parameters as in previous cases. In a 2-D workspace without any obstacles, the traveling route of the target is shown in Fig. 3(a) as indicated by hollow triangles, with an initial position at = (5, 5). The target moves at a speed of 25 block/min (it is convenient to assume that the space and time units are block and minute, respectively), and stops at (25, 25) after it arrives there. Note that the proposed neural network responds to the real-time location of the targets and obstacles. No prior knowledge of the varying environment is needed. The robot starts to move from position (0, 0) at a speed of 10 block/min. The generated trajectory of the robot is shown in Fig.  3(a) by solid circles. The activity landscapes of the neural network at two time instants during the motion are shown in Fig.  3(b) and (c).
When the robot tracks a moving target, the relative moving speed between the target and the robot is an important factor to influence the tacking trajectory. With the same model parameters as in Fig. 3, Fig. 4(a) shows the generated real-time trajectory of the robot that moves at a speed of 20 block/min, which is twice of that in Fig. 3 . When the robot moves faster than the target at a speed of 30 block/min, the generated real-time robot trajectory is shown in Fig. 4(b) . It shows that the target is caught before it reaches its final position. Comparing Figs. 3(a) and Fig.  4 , it is shown that the robot with a slower moving speed takes less steps (not time) to reach the target, since the robot has more time to "wait and see" which position is to go next. However, the faster moving robot spends less time to reach the target. It takes 0.67, 2.04, and 3.06 min for the robot at speeds of 30 [ When there are obstacles in the workspace, the robot is able to track the moving target with collision avoidance. Choosing the same model parameters as in Fig. 3 . The generated trajectory with presence of obstacles is shown in Fig. 5 . The robot takes more steps (and time) to reach the target due to the influence of the obstacles. Note that all the robot trajectories in Figs. 3-5 are continuous, smooth routes. The traveling path of the robot is generally shorter than that of the target.
C. Trajectory Generation to Catch a Moving Target with Varying Obstacles
Next the proposed model is applied to a more complex case, where both the target and the obstacles are moving. The neural network architecture and the model parameters are chosen as the same as in the previous cases, i.e., 30 30 neurons, zero initial neural activity, , , , , and . The target starts at position (4, 25) and continuously moves back and forth along the line between (4, 25) and (24, 25) at a speed of 10 block/min (shown in Fig. 6 by hollow triangles). The static obstacles shown in Fig. 6 by solid squares form two possible channels for the robot to reach the target. In addition, there are ten movable obstacles. They initially stop for 0.5 min at positions from (5, 19) to (14, 19) inside the left channel, where they completely block the left channel. Then the obstacles start to move toward the right at a speed of 20 block/min, and finally stop at positions from (14, 19) to (23, 19) , where they completely block the right channel. Note that no prior knowledge of the varying environment is needed in the proposed model. The robot starts to move from position (14, 1) at a speed of 20 block/min. The generated trajectory is shown in Fig. 6 by solid circles. Initially the robot moves toward the right channel, since the left channel is completely blocked while the right channel is open. However, during the time the robot is moving toward the target through the right channel, the obstacles are gradually moving to close the right channel and open the left channel. Before the robot is able to pass through the right channel, the moving obstacles completely block the right channel and leavethe left channel completely open. The robot has to move away from the target, passes around the middle static obstacles, and finally catch the moving targetthroughtheleftchannel.Hereagaintherobottravelingroute is continuous, smooth, and free of collisions.
D. Trajectory Generation of a Multijoint Robot Manipulator with Multiple Targets
The proposed model is capable of generating real-time trajectory with multiple targets as well, where the task can be designed as either catching the closest target or catching all the targets. In the latter case, a target should disappear from the state space once it is caught. The proposed model is applied to trajectory generation of a two-link planar robot with two targets in the state space of the neural network, which is the joint space of the robot manipulator. The robot link lengths are m and m, respectively. The base of the first link is fixed at the center (0, 0) of a 2-D Cartesian workspace [ Fig. 7(a) ]. Initially the tip of the second link is at position (1.366, 1.366) in the workspace [ Fig. 7(a) ], the initial configuration in the joint space is at [ Fig. 7(b) ], where and are the joint angles of the first and second links, respectively. The task is to move the tip of the second link to position (1.366, 1.366) in the workspace [ Fig. 7(a) ]. Thus, there are two target configurations in the joint space, , and (shown in Fig. 7(b) by hollow triangles). There are three obstacles in the workspace, which are located at positions (0.8,0), (0, 1.5) and (0, 1.5) [which is shown in Fig. 7(a) by solid circles], and the corresponding obstacles in the configuration joint space are shown in Fig. 7(b) by solid squares. The task in the robot joint space is to generate a trajectory from the initial robot configuration to the closest target configuration. The neural network has 60 60 topologically organized neurons, which represents the joint angles from to with a step of . Since geometrically , the neuron at (0, 0) is an immediate neighboring neuron of the neuron at (59, 59) or (0, 59) in the state space, and likewise. The model parameters are chosen as , , , , and . The dynamic robot performance in Cartesian workspace are shown in Fig. 7(a) bythealternatinglightanddarktwo-linkplanarrobots.Thetrajectory in joint space are shown in Fig. 7(b) by solid circles. It shows that the robot travels a smooth, continuous, collision-free route in both the workspace and the joint space, and reaches the closest target (Target 1). The stable (time is long enough) activity landscape of the neural network is shown in Fig. 7(c) , where two peaks of the activity landscape are at the two target locations, while the valley is at the obstacle locations. When there is no obstacle, the robot performance in workspace and the trajectory in joint space are shown in Fig. 8(a) and (b) , respectively. The robot reaches the closest target (Target 2).
IV. PARAMETER SENSITIVITY AND MODEL VARIATIONS
In this section, the parameter sensitivity of the proposed model is discussed by descriptive analysis and simulation studies. Then three model variations of the proposed model are introduced, and a comparison study among these models is presented.
A. Parameter Sensitivity
The sensitivity of a system to parameter variations is a factor of prime importance to be considered when proposing or evaluating a model. An acceptable model should be robust to variations in its parameters. There are few parameters in the proposed model: parameters , , and for the shunting equation, and for the lateral connections, and for the external inputs.
1) Parameters for the Shunting Equation:
In the shunting equation (2) or (7), parameters and are the upper and lower bounds of the neural activity, respectively. The transient response to an input signal does not depend on and . At steady state the neural activity linearly depends on and [56] , [57] . In the proposed model, because only the relative value of the neural activity is concerned, and are not important factors in the proposed model. For example, and can be chosen as constants for all cases. Parameter in (7) represents the passive decay rate, which solely determines the transient response to an input signal. In addition, the steady-state neural activity is nonlinearly dependent on the value of [56] . Therefore, plays the most important role in the model dynamics, which is essential when the targets and obstacles are varying. For a detailed qualitative and quantitative study of the parameter sensitivity of the shunting model, see [56] . To illustrate the importance of , two simulation studies are carried out under the same condition of the case in Fig. 3 , except choosing two different values of parameter .
First a much smaller value is chosen, instead of as in Fig. 3 . Fig. 9(b) shows the activity landscape of the neural network when the target arrives at position (20, 21) , which is at the same time point as in Fig. 3(c) . Comparing Figs. 9(b) and 3(c), it shows that the activity landscape in Fig. 9 (b) has a much longer and wider "tail." This is because that a smaller value results in a slower passive decaying of the neural activity. The generated trajectory is shown in Fig. 9(a) by solid circles, where the robot follows the target for a few steps and then completely stops at (10, 10), failing to finally reach the target. The slow decaying of the activity causes a fast increase of the neural activity due to the lateral excitatory connections among neurons, yielding a quick saturation of the neural activity. When the robot moves to (10, 10), the neural activity over there is saturated. The robot cannot find its next position through the activity difference and has to stop there forever. The activity landscape of the neural network at time = 6.0 min is shown in Fig. 9(c) , where the neural activity is saturated. Therefore, when the value of is too small, this model cannot function properly due to the quick activity saturation.
Then a much larger value is chosen, instead of as in Fig. 3 . Fig. 10(b) shows the neural activity landscape when the target arrives at (20, 21) , which is at the same time point as in Figs. 3(c) and 9(b) . It shows that the activity landscape has a much shorter "tail" than those in Figs. 3(c) and 9(b). This is because that a larger results in a faster passive decaying of the neural activity. The generated trajectory is shown in Fig. 10(a) , where the robot takes much less steps to reach the target (the traveling route of the robot becomes a straight line). Since the robot moves at the same speed as in Fig. 3 , it certainly takes less time (2.55 min, in comparison to 3.06 min in Fig. 3 ) to catch the target. The faster decaying of the remaining activity after the target passes away makes the travel "history" of the target disappear faster. The activity propagation from target becomes the domain contribution in forming the neuron activities. Hence, the trajectory of the robot highly aims at the current position of the moving target. Therefore, choosing a large enough value is necessary for the robot to aim at the target. However, as shown later in Fig. 12(a) and Fig. 17 , a smaller value is necessary if the robot is required to tightly follow the traveling route of the target. 
2) Parameters for the Lateral Connections:
Although each neuron has only local connections in a small region and the target is the only positive stimulus, the positive neural activity can propagate to the whole state space of the neural network. Therefore the lateral connections among neurons are essential in forming the dynamic neural activity landscape. It shall be pointed out that the proposed model is not sensitive to the connection weight function in (6), which can be chosen as any monotonically decreasing function. The connection weight is solely determined by parameter . Therefore, is an important factor in the proposed model. To illustrate the role played by , a simulation is carried out under the same condition as in Fig. 3 , except choosing a much smaller value, instead of over there. The activity landscape when the target arrives at (20, 21) is shown in Fig. 11(b) . It shows that the activity landscape has a much narrower "tail" than in Fig. 3(c) , since a small value results in weak lateral connections. The generated trajectory is shown in Fig. 11(a) , which is very similar to that in Fig. 3(a) , since they have the same value and have the same system dynamics. However, there is a difference: The traveling route of the robot in Fig. 11(a) takes more steps to reach the target. This is because that a smaller value weakens the neural activity propagation from the target, and results in relatively stronger contribution from the remaining activity after the target leaves there. Therefore, to aim at the target, a large enough value is necessary. To further illustrate the role played by , one more case study is carried out under the same condition as in Fig. 9 , except choosing a much smaller value, instead of . Fig. 12(b) shows the activity landscape when the target arrives at (20, 21) . As expected, the "tail" is very narrow in comparison to the very wide "tail" in Fig. 9(b) , where they are at the same time point. It also shows that both of them have a very long "tail" because they have the same very small value , which results in a very slow passive decaying of the neural activity. The generated trajectory is shown in Fig. 12(a) . It shows that the robot is able to catch the target, whereas the robot in Fig. 9 fails to do so due to the activity saturation. A small value results in weak lateral connections and can prevent the possible saturation in neural activity. In addition, Fig. 12(a) shows that the traveling route of the robot tightly follows the travel "history" of the target. It results from both the small value and the small value: The small slows down the passive decaying of the neural activity and increases the influence from remain activity; the small weakens the propagation from target activity and decreases the direct influence from the target.
When parameter , the propagated activity is amplified and the neural activity is very easy to saturate. A case under the same condition as in Fig. 3, except choosing a larger value, instead of . Fig. 13 shows the activity landscape when the target arrives at (20, 21) , which is at the same time point of Fig. 3(c) . It shows that the neural activity landscape has a very long and wide "tail," which is similar to the case in Fig.  9 . This results from the large value. The activity landscape at time = 6.0 min is shown in Fig. 13(b) , where the neural activity is saturated. The generated trajectory is similar to Fig. 9(a) where the robot fails to reach the target due to the neural activity saturation that is caused by the very slow passive decay of neural activity. Therefore, to prevent possible neural activity saturation a smaller is necessary; to strengthen the influence from the target, a larger is needed. Therefore, parameter is usually chosen in the region . Parameter determines the size of the receptive field of the neuron, which is not an important factor in the proposed model. A larger value will increase the propagation of the neural activity. However, when applying the model to solve maze-type of problems, a small value is necessary, e.g., , since it is required that the activity cannot pass through any obstacles ("wall"). Therefore is used for all cases.
3) Parameters for the External Inputs:
Parameter determines the amplitude of the external inputs from the target and the obstacles. To keep the target and obstacles staying at the peak and valley, respectively, the value should be chosen as a very large value over the total input from the lateral connections. Since the neural activity is bounded at the interval , by choosing and , the maximum total input from lateral connections is eight, then choosing any large value, e.g., is good enough. Therefore, parameter is not an important factor in the proposed model. In summary, only two parameters and are fundamentally important in the proposed model. The model dynamics is determined by the value of . Parameter determines the activity propagation among neurons. Note that the parameter values in the above simulation studies are chosen in a very wide range, e.g., and , and all the simulations for different cases in Section III choose exactly the same model parameters. Therefore, it is obvious that the proposed neural network model is not very sensitive to the model parameters.
B. Model Variations
The neural network model characterized by (7) has only excitatory lateral connections. From the philosophy of this biologically inspired neural network approach for real-time dynamic trajectory generation, alternatively a shunting model with only inhibitory lateral connections is proposed. In addition, by lumping together the excitatory and inhibitory terms and removing the auto gain control terms in the shunting models, two simple models characterized by the additive equations are obtained. These simple additive models for dynamic collision-free trajectory generation also satisfy the philosophy of the proposed neural network approaches presented in Section II. Finally, a comparison study with simulations among these models and the Glasius et al. [13] model is presented.
1) Shunting Model with Only Inhibitory Lateral Connections:
The neural network model in (7) is characterized by shunting equation with only excitatory lateral connections. In the dynamic neural activity landscape, the neural network design guarantees that the target is always at the peak and the obstacles are always at the valley [e.g., see Fig. 1(b) ]. The procedure to generate the real-time robot trajectory can be viewed as that the robot is climbing up the dynamic activity landscape to reach the activity peak. Such a network function is guaranteed by the fact that there are only excitatory connections among neurons.
Alternatively, based on the same concept of the proposed neural network approach, a different neural network model is proposed, which is characterized by a shunting equation with only inhibitory connections among neurons. In this inhibitory model, the inhibitory input in (2) results from the target and the lateral connections to its neighboring neurons, while the total excitatory input results from the obstacles only. Hence the dynamics of the th neuron activity is characterized by (16) The definitions of , , and are the same as those defined in (7). The external input from the dynamic environment is defined as if there is an obstacle , if there is a target and otherwise. The shunting model characterized by (16) guarantees that only the negative neural activity can propagate to the other neurons. For a given present position , the next position can be obtained by (17) The present position adaptively changes according to the varying environment. The procedure to generate the real-time robot trajectory can be viewed as that a ball (the robot) is naturally falling down to reach the valley of the dynamic activity landscape.
The inhibitory lateral connection shunting model is a stable system, because the neural activity is bounded in the finite region . In addition, the stability and convergence can also be rigorously proved using a Lyapunov stability analysis. Introducing the new variables, , i.e., where is a nonnegative number varying in the finite interval , (16) can be rewritten into Grossberg general form in (9) via the following substitutions: , = + + + + , = , and = . Obviously, have = (symmetry), and (positivity). From the definition of function , have at and at . Hence, the signal function has (monotonicity). Therefore, (16) satisfies all the three stability conditions required by the Grossberg's general form in (9) [18] . Choosing the same Lyapunov function candidate in (14), have along all the trajectories. Therefore, this inhibitorylateral-connection neural network system is stable.
A case under the same condition as in Fig. 1 is simulated. The neural network architecture and all the model parameters are chosen as the same as in Fig. 1 . The generated trajectory is exactly the same as in Fig. 1(a) . The stable (time is long enough) neural activity landscape is shown in Fig. 14. In contrast to Fig. 1(b) , the activity peak is at the obstacle location, while the valley is at the target location.
2) Simple Additive Models: If the excitatory and inhibitory terms in the excitatory lateral connection shunting equation in (7) are lumped together and the auto gain control terms are removed, then (7) can be written into a simpler form (18) This is an additive equation, which is widely applied to a lot of areas such as vision, associative pattern learning and pattern recognition [16] , [18] . The term represents the total input to the th neuron from the external and lateral connections. The definitions of , , and are the same as those in (7). The nonlinear function guarantees that only the positive neural activity can propagate to the other neurons. The very large external input guarantees that target and obstacles stay at the peak and valley of the neural activity landscape, respectively. Therefore this simple additive model satisfies the fundamental concept of the proposed neural network approach presented in Section II. This additive model is capable of generating dynamic collision-free robot trajectories in most situations.
Although the neural activity characterized by the additive equation in (18) is not bounded as in the shunting model, it is easy to prove that this additive model is a stable system using a Lyapunov stability theory. Equation (18) can be rewritten into the Grossberg's general form in (9) by substituting (19) (20) (21) and (22) Obviously, have (symmetry), (positivity), and (monotonicity). Thus (18) satisfies all the three stability conditions required by the Grossberg's general form in (9) [18] . Therefore this additive neural network system is stable.
Similarly, a different additive model is obtained from the inhibitory lateral connection shunting model in (16) . By lumping together the excitatory and inhibitory terms and removing the auto gain control terms in (16) , the dynamics of the th neuron is given by a simple additive equation (23) where is the total input to the th neuron from the external and lateral connections. The definitions of , , and are the same as those in (16) . The nonlinear function guarantees that only the negative neural activity can propagate to the other neurons, and the large external input guarantees that the target and obstacles are at the valley and peak of the neural activity landscape, respectively. Therefore, this additive model with only inhibitory lateral connections follows the philosophy of the proposed neural network approach. It is capable of generating dynamic collision-free trajectories.
The additive neural network in (23) can also be proved to be stable using a Lyapunov stability analysis. Equation (23) can be rewritten into Grossberg's [18] general form in (9) by the following substitutions:
, , , and . Again, we have (symmetry), (positivity), and (monotonicity). Therefore, all the three stability conditions required by the general form in (9) are satisfied by additive model in (23) . This additive neural network system is stable.
There are a lot of important differences between the shunting models in (7) and (16) and the additive models in (18) and (23), although the additive models are computational simpler, and can also generate real-time trajectories with obstacle avoidance in most situations. First, by rewriting the shunting and additive models into the Grossberg general form in (9), unlike the additive model in (18) with a constant and a linear function , for the shunting model in (7) the amplification function in (10) is not a constant, and the self-signal function in (11) is nonlinear. Second, the shunting model in (7) has two auto gain control terms [ and ] , which result in that the neural dynamics of (7) remains sensitive to input fluctuations [18] . Such a property is important for the real-time trajectory generations when the target and obstacles are varying. In contrast, the dynamics of the additive equation may saturate in many situations [18] . Third, the activity of the shunting model is bounded in the finite interval , while the activity in the additive model does not have any bounds. A detailed analysis of the shunting model and the additive model can be found in [18] , [41] , [42] , and [56] .
Glasius et al. [13] proposed a similar neural network model for real-time trajectory generation, where the output of the th neuron is modeled by (24) which is derived from a simple discrete model (25) where is an input-output transfer function that can be any sigmoid function, e.g., a function defined as if , if , if , where is a constant, and . The connection weight is defined as a function of the distance between th and th neurons, e.g., if and otherwise [14] . This model is a Hopfield-type neural network [13] .
Comparing the Glasius et al. model in (24) and the proposed shunting model in (7) or the simple additive model in (18) , the most important difference is that (24) has a constant passive decay rate at . As discussed in Section IV, parameter plays an essential role in dynamic trajectory generation. Although parameters in (18) or in (24) can prevent the possible saturation in the neural activity, as discussed in Section IV they do not have any effects to the transient response characteristics of the model, i.e., the system dynamics does not depend on the neural connection parameters or . Therefore, the Glasius et al. model has limitations with fast dynamic systems. It cannot perform properly in a fast changing environment. For example, it requires that the robot dynamics must be faster than that of the target and the obstacle dynamics [13] , [14] .
Another major difference between the Glasius et al. model in (24) and the proposed shunting model in (7) or the simple additive model in (18) is that (24) describes the dynamics of the neuron output , which is derived from a simple discrete input-output ( versus ) function; while (7) or (18) characterizes the dynamics of the neural activity , which is derived from Hodgkin and Huxley's biological model [20] , and describes the input ( and ), output ( ) and activity ( ) of a neuron. In addition,unliketheGlasiusetal.modelin(24)thatdoesnotmodel the neural activity, the proposed shunting model has a continuous neural activity with both upper and lower bounds. Therefore, the proposed model is more biologically plausible. By doing a linear, invertible mathematical transformation (note that biologically this is not true, since is the neural activity, while is the total input), a similar equation of (18) in a special case of can be obtained from (24) . This transformation from a nonlinear signal function of sum, , to a sum of nonlinear signals, , is usually called "S exchange" in neural network analysis.
3) Comparison Study Among Models:
A comparison study is carried out to illustrate the differences among these models. A target catching case is designed. In a 2-D Cartesian workspace, the target starts to move from position (10, 5) at a speed of 25 block/min. The traveling route of the target is shown in Fig. 15 by hollow triangles. After target reaches (20, 29) at time = 3.0 min, it disappears, i.e., the target leaves the workspace. The robot moves at a speed of 20 block/min starting from (0, 0). The task of the robot is to catch the target before the target disappears. Since the robot moves slower than the target, it can catch the target only if it can find a shorter traveling route than the target.
First, the proposed additive model in (18) is used. The neural network has 30 30 neurons with zero initial neural activities, and the model parameters and are chosen as and . All the other model parameters are chosen as the same as in previous cases, i.e., , and , which will be also used in the following simulations. The activity landscape of the neural network when the target leaves the workspace is shown in Fig. 15(b) . As expected, it has a very long and very narrow "tail," since a very small value and a very small value are used. The generated trajectory of the robot is shown in Fig. 15(a) by solid circles. It shows that the robot ends at (12, 5) and fails to catch the target.
Second, the Glasius et al. model in (24) is used. Parameter is chosen as [14] . The generated trajectory is shown in Fig. 16(a) , where the robot ends at (20, 6) and fails to catch the target. The activity landscape when the target leaves the workspace is shown in Fig. 16(b) , which is qualitatively the same as that in Fig. 15 except some quantitative differences. Third, the proposed shunting model in (7) is used with and . The neural activity landscape when the target leaves the workspace is shown in Fig. 17(b) . Unlike those in Figs. 17(b) and 16(b), the neural activity in Fig. 17(b) is bounded in [0, 1], although their activity landscapes are qualitatively the same. The generated trajectory is shown in Fig. 17(a) . It shows that the robot tightly follows the traveling route of the target. However, the robot also fails to catch the target before the target leaves the workspace because it does not travel a much shorter route than the target. If the task is to detect and follow the traveling route of the target, the robot does a very good job. Unlike the cases in Figs. 15(a) and 16(a) where the robot ends at a location forever, the robot in Fig. 17(a) can continuously follow the traveling route of the target.
Fourth,theproposedadditivemodelin(18)isusedwith and . The generated trajectory is shown in Fig. 18(a) . It shows that the robot travels a shorter route than the target and catches the target at position (11, 15) . The neural activity landscape when the robot catches the target is shown in Fig. 18 . As expected, it has a very short "tail" due to the very large value.
Finally, the proposed shunting model in (7) is used with the same parameters as in the case depicted in Fig. 18, i. e., and . The generated trajectory is the same as that shown in Fig. 18(a) . The neural activity landscape when the robot catches the target is qualitatively the same as that in Fig. 18(b) . By choosing a difference value, the Glasius et al. model can generate a trajectory similar to Fig. 17 , since the role of is similar to in the proposed models. However, the Glasius et al. model cannot generate a trajectory similar to Fig. 18 that allows the robot to achieve the task, i.e., travel a much shorter trajectory than the target trajectory to catch the target before it disappears. The Glasius et al. model requires that the robot moves faster than the target [13] , [14] .
In summary, the above simulations demonstrate that parameter is fundamental important in real-time trajectory generation, particularly when the environment is changing in a fast manner. The neural dynamics of the additive models may saturate in some situations, but the shunting models do not.
V. CONCLUSIONS
In this paper, a novel biologically inspired neural network approach is proposed for the dynamic collision-free trajectory generation in an arbitrarily dynamic environment. The state space of the neural network can be the Cartesian workspace of mobile robots or the joint space of multijoint robot manipulators. Several model variations are presented and the differences are compared by descriptive analysis and simulation studies. The proposed approach is applied to the real-time trajectory generation with obstacle avoidance for a mobile robot and a multi-joint robot manipulator. The optimal real-time trajectory is generated through the dynamic activity landscape that represents the varying environment. The stability and convergence of the proposed models are guaranteed by a qualitative analysis and a rigorous Lyapunov stability analysis.
Some points are worth to mention about the proposed neural network approach to dynamic collision-free trajectory generation.
• This model is biologically plausible. It is originally derived from Hodgkin and Huxley's biological membrane model [20] . The neural activity is a continuous analog signal and has both upper and lower bounds. In addition, the continuous activity prevents the possible oscillations related to parallel dynamics of discrete neurons [13] , [31] .
• The model algorithm is computationally efficient. The optimal robot trajectory is generated without explicitly searching over the free workspace or the collision paths, without explicitly optimizing any global cost functions, without any prior knowledge of the dynamic environment, and without any learning procedures.
• The computational complexity linearly depends on the state space size of the neural network. Each neuron in the neural network has only local lateral connections, which does not depend on the size of the overall neural network. However, if the state space is -D, and each dimension is discretized with neurons, then the total neurons will be . Therefore, the proposed model will be computational expensive for trajectory generation of robot manipulators with many degrees of freedom.
• This model can perform properly in an arbitrarily dynamic environment, even with sudden environmental changes, such as suddenly adding or removing obstacles or targets (additional study of this property can be found in [53] and [54] ). The neural network system is characterized by a continuous shunting model, it is stable and keeps sensitive to variations in the environment [18] .
• The proposed models do not suffer from undesired local minima, i.e., the robot will not be trapped in deadlock situations such as with concave U-shaped obstacles and in a complex maze-solving type of problems. The target globally influences the whole workspace through neural activity propagation to all directions in the same manners. The trajectory is generated through the dynamic activity landscape of the neural network.
• This model is not very sensitive to the model parameters and the connection weight function. Only two model parameters and are important factors. The model parameters can be chosen in a very wide range. The weight function can be any monotonically decreasing function.
• This model is not sensitive to any irrelevant obstacles. There are no inhibitory lateral connections in the neural network. The negative neural activity from the obstacle location stays locally only without propagating to any other neurons. Thus the obstacles have only local effect to push the robot away to avoid collisions. Therefore, unlike some previous models (e.g., [21] ), the irrelevant obstacles do not influence the global trajectory generation. • The proposed model is capable of generating real-time collision-free trajectories of a robot with multiple moving targets and the trajectories of multiple robots in a common workspace. This study is presented in [54] .
• Based on the proposed model, an extended model is capable of generating a real-time path with safety consideration, i.e., by choosing suitable strength of obstacle clearance, the extended model can plan a "comfortable" path that does not clip the corners of obstacles nor runs down the edges of obstacles. Thus it does not suffer from either the "too close" (narrow safety margin) or "too far" (waste) problems [37] , [60] , [61] . This study is presented in [52] and [53] .
• Based on the proposed model, another extended model can be applied to real-time collision-free navigation of holonomic and nonholonomic car-like mobile robots. In many situations, e.g., when the size of the robot is comparable to the free workspace, the robot should be considered with its shape and size. Unlike most other path planning methods for car-like robots where a local collision checking has to be taken at every step of robot movement, no local collision checking procedure is needed in the extended model. This study is presented in [54] and [55] .
