Introduction 29
Leaf Area Index (LAI) is a primary descriptor of vegetation function and structure, and an 30 essential climate variable (GCOS, 2011) . It is usually defined as the total one-sided area of leaf 31 tissue per unit of ground area (Chen & Black, 1992) . In situ LAI estimates are extensively used 32 to validate LAI products from remote sensing data among other purposes (Camacho et al., 33 2013; Garrigues et al., 2008) . Earth-observation derived LAI estimates are used more widely in 34
Earth System Models as the main interface for water, energy and mass exchange, e.g. 35 (Kowalczyk et al., 2013) . 36
Estimation of the woody-to-total plant area proportion (α) enables disaggregation of Plant 37
Area Index (PAI) into LAI and Woody Area Index (WAI) (Chen, 1996) . Many studies do not 38 attempt to apply the α correction factor to PAI estimates, e.g. Hardwick et al. (2015) ; Tang et 39 al. (2014) . This is problematic for accurate LAI estimation due to typical values of α in forests 40 ranging from 0.1 to 0.4 (Gower et al., 1999) . Uncorrected LAI estimates therefore risk 41 overestimation. α also has a secondary significance for indirect LAI estimation methods based 42 on application of the Pgap model, used for the estimation of the combined projection function 43 G of leaf and woody components (Woodgate et al., 2015a) . The accurate retrieval of α is then a 44 critical step in the estimation of LAI from ubiquitous indirect LAI estimation methods (see 45 extensive reviews by (Bréda, 2003; Jonckheere et al., 2004; Zheng & Moskal, 2009 
)). 46
Additionally, in order to be part of global biophysical parameter estimation the α retrieval 47
Materials and Methods 148
Study site and data collection 149
The Rushworth Box Ironbark forest study site (36°45'S, 144°58'E) was selected following the 150 3D reconstruction methodology in Woodgate et al. (2015a) . Rushworth is representative of a 151 dry sclerophyll forest comprised of several Eucalyptus (E) tree species. The trees are typically 152 10-15 m tall with an average stem density of 520 stems ha -1
. The single strata site is also 153 characterised by low-lying undulating land and a lack of understorey presence. The 3D trees 154 were reconstructed from field measured forest plot inventory data to reflect key structural 155
attributes of E species such as their moderate degree of within-crown clumping and 156 predominant erectophile leaf angle distribution (Jacobs, 1955) . 157
High-resolution hemispherical photography (HP) was captured at eight plot locations in the 158
Rushworth. In each plot, 13 HPs were captured using the sampling scheme derived from the 159 Statewide Landcover and Trees Study (SLATS) transects, developed to estimate foliage 160 projective cover (among other metrics) for calibration and validation of remotely sensed 161 products (Armston et al., 2009; Schaefer et al., 2015) . HPs were spaced 25 m apart on three 162 intersecting 100 m transects, oriented at 60 degrees from one another (Figure 1) . The HP 163 processing protocol was that of the two-corner (TC) classification method, using the dual 164 binary threshold, which produced binary classified images of sky and non-sky (Macfarlane, 165 2011; Woodgate et al., 2015b) . Airborne LiDAR Scanning (ALS) data were concurrently 166 acquired over the Rushworth forest inventory plots. ALS was flown with a RIEGL LMS-Q560 167 laser scanner (Horn, Austria) covering a 25 km 2 area with a flying height < 600 m, mean 168 footprint diameter of 30 cm, and a pulse density of 6-10 pulses m -2 (Wilkes et al., 2015) . Post-169 processing was conducted in RIEGL RiAnalyze® (version 4.1.2), resulting in a discrete return 170 dataset of up to 6 returns (absolute accuracy: ±20 cm horizontal, ±30 cm vertical). The ALS and 171 LAI retrieval based on the gap fraction model (Pgap model) 173 LAI is typically estimated from optical instruments by solving for LAI through the Beer-Lambert 174 law as described in Nilson (1971) . The physical formulation has subsequently been modified to 175 incorporate a correction for the proportion and the angular contribution of woody 176 components by Chen (1996) and by Woodgate et al. (2015a) , respectively. This formulation is 177 also referred to as the Pgap model, solved for LAI from independent structural parameters: 178
Where PgapT() is the gap probability of all canopy elements (leaf and wood) as a function of 180 view zenith angle (), GT() is the combined projection coefficient of wood GW() and leaf GL() 181 elements characterising the angular contribution of both leaf and woody facets (Ross, 1981; 182 Woodgate et al., 2015a), ΩT() is the combined clumping factor of all canopy elements relating 183 effective LAI (LAIe) to true LAI via LAI = LAIe() / ΩT(), and α is the ratio of woody-to-total 184 plant area, also referred to as the woody element correction factor. Here α is independent of 185 the spatial distribution of woody material, i.e. it only corrects for the proportion of woody 186 material. Eqn. 1 assumes all canopy elements are non-preferentially oriented in azimuth. 187 GT in Eqn. 1 relates to woody GW and leaf GL projection function coefficients through α as a 188 weighting parameter (Woodgate et al., 2015a) : 189
3D modelling of forest scenes 191
Virtual 3D representations of the forest environment or 'scenes' were simulated using librat 192 (Lewis, 1999) (v:m) refers to the variance to mean ratio of a stem distribution (Franklin et al., 1985) . In each virtual scene, 13 HPs were simulated using the SLATS sampling scheme previously 247 described (Figure 1) . In this study, 13 HPs were deemed an appropriate number per scene as: 248 
270
Reference woody-to-total plant area calculation 271
The reference α value for each virtual scene was calculated directly from the tree models leaf 272 and wood area: 273
As Eqn. 3 provides an exact quantification of α or reference value, it is hereafter referred to as 275 angle where the mean α est would remain unchanged, due to the projected area for most LAD 437 projection functions, G(), being equivalent at this viewing angle (Nilson, 1971; Wilson, 1963) . The applicability of the method in the field 507 A potential limitation of the HP classification approach is that optimally-exposed images for 508 accurate Pgap estimation usually have poor contrast between wood and leaf canopy elements, 509 due to maximising contrast between sky and non-sky elements (Zhang et al., 2005) . The 510 method evaluated here was not subject to any classification errors, due to the material type 511 also being returned for canopy intercepts for the simulated HPs. In the field, if one alters the 512 camera exposure to gain contrast between leaf and woody elements, then the image is likely 513 to be over-exposed, leading to higher Pgap than from 'optimally' exposed images. Analternative to HP is to capture multi-angular images using narrow FOV digital cover 515 photography methods (Hwang et al., 2016; Macfarlane et al., 2007b; Macfarlane et al., 2014; 516 Piayda et al., 2015) . The comparatively higher image resolution over the same image sampling 517 domain has the advantage of being less sensitive to exposure (Blennow, 1995) . For example, 518
Piyada et al. (2015) separated leaf from woody material using an object-based image analysis 519 technique to estimate α using the cover photography method. 520
The method validated in this study is also applicable to the estimation of LAI using Terrestrial 521
Laser Scanners, which have been used to separate leaf from wood intercepts, e.g. here is a more attractive alternative than destructive harvesting. Furthermore, the 536 methodology validated in this study could be used to monitor defoliation or regeneration 537 events from numerous ecological causes such as insect attacks, fire, senescence, and 538
phenology. 539
Potential errors arising from camera exposure and classification accuracy from these Pgap and 540 material classification steps are required to be taken into consideration in the field 541
environment, yet were avoided in the modelling and simulation framework. This is an 542 illustration of the modelling and simulation framework more robustly establishing the accuracy 543 of these retrieval methods than in a field environment. It is expected that the performance of 544 the retrieval method investigated in this study will vary depending on forest type, based on the 545 architecture of the trees and relative positioning of crowns. For example, multi-layer forests 546 with vastly different crown shapes and foliage densities are expected to provide differing 547 effective α estimates as a function of view zenith angle to those presented in this study. Dense 548 coniferous species with a low crown break are expected to lead to an underestimation of α 549 following classification (or masking) techniques as a result of a relatively greater proportion of 550 wood occluded by foliage from the typical ground-based measurement perspective. Therefore, 551 it is recommended that a similar 3D simulation framework be applied to different 552 representative reconstructed forest types in order to investigate the robustness of the method 553 validated in this study. 554 555
Conclusion 556
We present validation of a simple and efficient indirect retrieval method to estimate the 557 proportion of woody-to-total plant material 'α' present in a canopy. The method is applicable 558 to all instruments capable of separating leaf from woody elements, such as photography and 559 TLS. A 3D modelling and simulation framework was used to validate the method, 560 parameterised with a representative Eucalypt forest stand comprising highly-detailed 3D 561 explicit reconstructed tree models. The framework enabled the α retrieval method to be 562 validated against precisely known virtual scene parameters consisting of a range of LAI values, 563 stem densities, and stem distributions. 564
The indirect α method utilising classified HP imagery matched to within on average 0.01 α of 565 the reference values. Quantifying accuracies to this tolerance is near impossible with field-566 based comparison or benchmarking studies, which are subject to large, hard to quantify, 567 margins of error. In addition, the method was robust to a range of LAI, stem density, and stem 568 distribution values, matching to within ±0.05 α of the true value. This demonstrated its 569 applicability for accurate indirect estimation in the single-storey forest type investigated. 570 Angular dependence on indirect α retrieval was also found; where the entire HP image (180° 571 FOV) was needed to produce the most accurate estimate. Conversely, the classified narrow 572 view zenith angle range around 55-60° zenith also provided α estimates matching the 573 reference. As such, careful consideration of zenith angle ranges utilised from any instrument is 574 recommended. 575
The method can be used to convert estimates of PAI into LAI. Quantitative α estimates can also 576 be used to aid in the interpretation of the remote sensing signal from satellite data, which 577 have been shown to be sensitive to the proportion and spatial distribution of woody material 578 within the canopy. Suggested future work includes applying the 3D modelling framework to 579 different forest types to determine its accuracy and robustness, e.g. tall or multi-layered (Table 2) . Therefore, priority was given to simulations of realistic 619 stem density scenarios guided by field measurements over unrealistic scenarios. 620
The ALS profile was smooth and normally distributed with greater variance than the simulated 621 scene PAI profiles. This was primarily due to the finite sample size of tree models used in the 622 virtual scenes (n = 51), which were cloned to produce a higher stem density and LAI value 623 within the scene. In other words, there was a greater degree of natural variation between 624 individual trees at the field sites than the reconstructed tree model population comprising the 625 virtual scenes. In addition, the same tree proportions comprising the virtual scenes were used 626 for PAI scene values = 0.6, 1.2, and 1.8. The scenes with a PAI = 2.4 was displayed separately 627 from the first three PAI scene values due to selecting larger trees to increase the scene PAI, 628 while keeping the stem numbers and distributions equal to the scenes with PAI = 1.8. This 629 factor also caused the standard deviations of the simulated scenes height profiles to be 630 comparatively smaller than the ALS profile. 631
The small variance in the simulated height profiles was due to low variation in occlusion of 632 elements from the different stem distributions for each PAI scene value (Fig. 4) . This was also a 633 reason why the two 'peaks' start to appear in the simulated data, because the same tree 634 model proportion was used for each scene comprising a specific scene PAI value, rather than 635 varying the tree models selected comprising each scene. Constant tree model proportions for 636 each PAI scene value was deliberate to aid with interpreting stem clumping results. This 637 prevented biasing results from implementing different tree models that may have variable 638 levels of within-crown clumping. It is also noteworthy that 1 st returns from librat simulated 639 height profiles were derived from an infinitely small beam, whereas ALS had a larger beam 640 diameter (≈20-30 cm diameter at the canopy level). Although the occlusion is the same from 641 both the simulated and ALS captured profiles, the beam divergence may impact on the vertical 642 distribution of the retrieved canopy element profiles. Table 2 . Forest inventory plot details used as input for the virtual scene creation process. RF1-9 646 relate to the nine forest inventory plots in the 3 km x 3 km study area; R06-08 are the ancillary 647 CCAP inventory plots. The LAI was calculated from the allometric relationships developed from 648 the destructive harvest data (Woodgate et al., 2015a 
