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Abstract
Diagrammatic many-body methods for computing the energies and other properties of anharmonic vibrations have
been developed based on the Dyson equation formalism for the single-particle vibrational Green’s function and the
many-body perturbation theory for the total zero-point energy. Unlike similar methods based on the vibrational self-
consistent field (VSCF) approximation, these XVSCF and XVMP2 methods are guaranteed to be size-consistent at
the formalism level, meaning that they are applicable not only to small molecules but also to larger systems including
condensed phases.
The XVSCF method, initially developed by Kec¸eli and Hirata, is extended to calculate anharmonic corrections to
geometries as well as vibrational frequencies and energies, and rendered identical to the VSCF method in the ther-
modynamic limit despite orders of magnitude lower computational cost. When XVSCF is formulated in terms of the
Dyson equation, it is additionally revealed to be an approximation to the self-consistent phonon (SCP) method which
is commonly used in solid-state physics. Furthermore, the development of XVSCF in terms of Green’s functions
enables the formulation of the concept of Dyson coordinates and Dyson geometries, conceived as anharmonic gen-
eralizations of the normal coordinates and equilibrium geometries of the harmonic approximation, which represent
a formally exact effectively harmonic treatment of molecular and crystal vibrations, similar to the concept of Dyson
orbitals from the field of electronic structure theory.
Many-body perturbation theory based on XVSCF is referred to as XVMP2 and is showed to be both more effi-
cient and more powerful than standard VMP2 methods. XVMP2 inherits the computational efficiency and manifest
size-consistency of XVSCF, and additionally, through the Dyson-equation formalism, it is able to directly compute vi-
brational fundamental, overtone, and combination frequencies directly even in the presence of anharmonic resonance.
This makes XVMP2 a rare example of a perturbative method which can defeat strong correlation.
The XVSCF and XVMP2 methods are formulated in both deterministic algorithms which rely on the computation
of a large number of anharmonic force constants, and stochastic algorithms which require no stored representation of
the PES. This is a significant advance because the computation and storage of the PES is a significant bottleneck in
terms of accuracy and computational cost. The Monte Carlo XVSCF and Monte Carlo XVMP2 methods, as they are
called, are uncommon among stochastic methods in that they can compute anharmonic frequencies directly, without
ii
noisy, small differences between large total vibrational energies and without sign problems that plague other forms of
quantum Monte Carlo such as DMC.
iii
To those who find joy in this world.
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Chapter 1
Introduction
The vibrational motion of nuclei in molecules and solids is fundamentally a quantum-mechanical phenomenon and
is described by the Schro¨dinger equation with a high-rank many-body Hamiltonian operator. Sophisticated quantum-
mechanical simulations are necessary to surpass the accuracy of the harmonic approximation in reproducing or pre-
dicting, for example, infrared and Raman spectra as well as vibrationally averaged properties. For systems with a few
atoms, it is now feasible to perform nearly exact variational calculations of vibrational wave functions using efficient
diagonalizers such as the Lanczos algorithm and compact representations of the potential energy surface (PES) such
as the discrete variable representation.1–3 However, for larger molecules or solids, these brute-force methods are in-
feasible and systematic hierarchies of approximations with different cost-accuracy trade-offs are required for practical
calculations.
The hierarchies of methods developed for treating the electronic structure problem, such as Hartree–Fock (HF),
Møller–Plesset perturbation (MP), coupled-cluster (CC), and configuration-interaction (CI) methods, have been adapted
for the vibrational structure problem. The vibrational self-consistent field (VSCF) method,4–6 analogous to the HF
method, variationally minimizes a trial wave function composed of a single Hartree product of one-dimensional vibra-
tional wave functions. The vibrational Møller–Plesset (VMP) method7–9 uses the Rayleigh–Schro¨dinger perturbation
theory (RSPT)10 with the VSCF wave function as a reference. Vibrational CC (VCC)11–15 and vibrational CI (VCI)16
based on a VSCF reference wave function have also been implemented.
However, there are two critical problems affecting the formal and practical aspects of all of these methods. The
first is the problem of size consistency. According to thermodynamics, observable quantities of chemical systems
are either extensive (i.e. with numerical values asymptotically proportional to K1, where K represents the size of
the system) or intensive (numerical values asymptotically proportional to K0). Extensive properties include total
energy or mass, and intensive properties include excitation energies or temperature. In order to be meaningfully
applicable to large molecules or solids, any approximate treatment of a many-body electronic or vibrational wave
function must reproduce these size dependencies, i.e., must be size consistent. This can be assessed most expediently
if the equations for observables using a given method can be expressed in the form of Feynman-Goldstone diagrams.17
With a few exceptions,12–15, 18, 19 however, the vibrational many-body methods mentioned above are defined in terms of
1
first quantization, i.e., formalisms derived using vibrational equivalents of Slater-Condon rules, which offers no insight
into size consistency. An investigation of the equations of the VSCF method has revealed that this method lacks size
consistency:20 the equations for total energy and vibrational frequencies contain many terms which asymptotically
vanish in the thermodynamic limit, so that there is a large wastage in the evaluation of these quantities for large
molecules or solids, and the accuracy of the VSCF approximation differs for systems of different sizes. This is the
case not only with VSCF, but also in any ‘correlation’ method which uses the VSCF wave function as a reference.
The second issue is the treatment of the PES. Most anharmonic vibrational methods suffer from the requirement
of a stored representation of the PES, which must be evaluated prior to performing the vibrational calculation. This
is generally a high-dimensional array, such as a set of high-rank force constants or numerical values of the PES on
a grid, which becomes too massive to evaluate or store for large molecules and solids. It is necessary to completely
eliminate this computational bottleneck.
Here, we review several new methods we have developed during the past few years which are designed to address
these two critical issues. The remainder of this chapter introduces background information. In Sec. 1.1, we derive the
vibrational Schro¨dinger equation and discuss the form of the vibrational Hamiltonian operator as well as the harmonic
approximation. In Sec. 1.2, we discuss the standard VSCF method, it’s shortcomings from the perspective of size-
consistency, and the manifestly size-consistent form of VSCF known as XVSCF(n) which was developed by Kec¸eli
and Hirata in 2011, which can calculate anharmonic corrections to total energies and vibrational frequencies, but not
geometries.21 In Sec. 1.3, we describe the diagrammatic formalism of the vibrational Green’s function and Dyson self-
energies10, 22–26 for vibrational frequencies and the many-body perturbation theory (MBPT)27 for zero-point energies
(ZPE) which is used to expand XVSCF and to develop new vibrational many-body methods throughout the rest of this
document, and which guarantees size-consistency through the use of linked diagrams.17, 28, 29
Chapter 2 discusses an extension to the XVSCF method to allow it to calculate anharmonic corrections to geome-
tries, and introduces the XVSCF[n] method, which unlike XVSCF(n) is identical to the standard VSCF method in
the bulk (or “thermodynamic”) limit, but is vastly more computationally efficient.30 Chapter 3 compares XVSCF(n),
XVSCF[n], and the self-consistent phonon (SCP) method of solid-state physics31, 32 in terms of the different ap-
proximations each makes to the Dyson self-energies and introduces the concepts of Dyson coordinates and Dyson
geometries, vibrational counterparts to the Dyson orbitals33, 34 of electronic structure theory.35 Chapter 4 introduces
second-order size-extensive vibrational Møller-Plesset perturbation (XVMP2) methods for anharmonic total energies
and vibrational frequencies. XVMP2 can compute frequencies directly and in a size-consistent manner, unlike VMP2,
which computes them as small differences between the ground and excited state energies. By solving the Dyson equa-
tion self-consistently with frequency-dependent Dyson self-energies, XVMP2 can calculate frequencies of not only
fundamentals but also overtones and combinations from a single equation. It also resists divergence in the presence
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of resonances.36 Chapters 5 and 6 discuss alternate stochastic algorithms for XVSCF and XVMP2, designed to ad-
dress the issues of the PES calculation, denoted as Monte Carlo XVSCF (MC-XVSCF) and Monte Carlo XVMP2
(MC-XVMP2).37, 38 They do away with any explicit references to anharmonic force constants and require only the
values of the PES obtained on the fly during a Metropolis walk39 over the PES. MC-XVSCF and MC-XVMP2 belong
to a new branch of quantum Monte Carlo (QMC),40–43 in which the theoretical advantages of systematic, conver-
gent hierarchies of many-body electronic and vibrational methods are wed to the algorithmic advantages of highly
parallel-scalable QMC methods.44–55
Together, these developments represent significant theoretical progress towards performing practical many-body
vibrational calculations on large molecules and, in the future, condensed-phase systems using cutting-edge high-
performance computing resources.
1.1 The Schro¨dinger equation for vibrations of molecules and crystals
1.1.1 The molecular Hamiltonian
The fundamendal equation of quantum chemistry is the Schro¨dinger equation with the molecular Hamiltonian, which
in the time-independent form is
HˆmolΨmol(r, R) = EmolΨmol(r, R), (1.1)
where Ψmol is a molecular wave function of the spatial coordinates of n electrons, r, and N atomic nuclei, R, Emol is
the total energy, and the molecular Hamiltonian operator, Hˆmol, is
Hˆmol = −
N∑
I=1
1
2mI
∇2I −
1
2
N∑
i=1
∇2i +
N−1∑
I=1
N∑
J=I+1
ZIZJ
rIJ
+
n−1∑
i=1
n∑
j=i+1
1
ri j
−
n∑
i=1
N∑
I=1
ZI
riI
, (1.2)
where indices I and J label atomic nuclei, indices i and j label electrons, rpq is the distance between particles p
and q, ZI and mI are respectively the atomic number and mass of nucleus I, and ∇2p is the Laplace operator for the
real-space coordinates of the particle labeled p. Atomic units are used here and throughout this document; i.e., the
electron mass, the elementary charge, the reduced Planck constant, and Coulomb’s constant are all unity. The first two
terms of Eq. (1.2) are the kinetic energy operators of nuclei and electrons, the second and third terms are the pairwise
Coulomb repulsion among nuclei and electrons, and the last term is the pairwise Coulomb attraction between nuclei
and electrons.
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1.1.2 The Born-Oppenheimer approximation
Equation (1.1) can be solved exactly for up to two-particle systems with one nucleus and one electron such as neutral
hydrogen atoms, but not for any larger system. Quantum chemical models of molecules and solids typically make use
of the Born-Oppenheimer approximation, which exploits the fact that the nuclear atomic masses, mI , are much larger
(about 103-105 in atomic units) than the mass of the electron. Therefore, to a first approximation, the nuclear kinetic
energy term can be dropped, leading to the electronic Hamiltonian,
Hˆelec = −12
N∑
i=1
∇2i +
N−1∑
I=1
N∑
J=I+1
ZIZJ
rIJ
+
n−1∑
i=1
n∑
j=i+1
1
ri j
−
n∑
i=1
N∑
I=1
ZI
riI
. (1.3)
The eigenvalue equation for this Hamiltonian,
HˆelecΨelec(r; R) = V(R)Ψelec(r; R), (1.4)
is solved for the electronic wave function, Ψelec. Equation (1.4) describes the electronic structure problem and ap-
proximately solving it is the objective of electronic structure methods such as HF, MP, CI, CC, and density functional
theory (DFT). The electronic energy eigenvalue of Eq. (1.4), labeled V , depends on the nuclear coordinates, R, and is
referred to as the PES.
The PES replaces the terms corresponding to Hˆelec in Eq. (1.2), leading to the nuclear-motion Hamiltonian operator,
Hˆnuc = −
N∑
I=1
1
2mI
∇2I + V(R), (1.5)
which has the eigenvalue equation
HˆnucΨnuc(R) = EmolΨnuc(R), (1.6)
where Ψnuc is the wave function of atomic nuclear motion. The total molecular wave function, Ψmol which solves
Eq. (1.1), is then given in the Born-Oppenheimer approximation as the product of the nuclear and electronic wave
functions,
Ψmol(r, R) ≈ Ψnuc(R)Ψelec(r; R). (1.7)
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1.1.3 The vibrational Hamiltonian
The PES, V(R), is invariant with respect to overall rotation and translation of the molecule or solid. Equation (1.6)
can therefore be simplified by expressing the two operators of Hˆnuc in terms of linear combinations of nuclear spatial
coordinates, R, corresponding to overall molecular translation, rotation, and vibration. This was accomplished by
Watson,56 who derived the Hamiltonian in these terms as
Hˆmol = −12
∑
i
∂2
∂Q2i
+ V(Q) +
1
2mtot
∇2CM +
∑
α,β
µαβ (Πα − piα)
(
Πβ − piβ
)
− 1
8
∑
α
µαα, (1.8)
where Q = {Q1,Q2, . . . ,QM} are M orthonormal mass-weighted (i.e. effective mass defined as unity) vibrational
coordinates, mtot is the total mass of the molecule or crystal, ∇2CM is the Laplace operator for the center of mass
of the molecule or crystal, α and β are summed over the three Cartesian directions x, y, and z, µ is the reciprocal
inertia tensor, and Π and pi are angular momentum operators.56 The first, third, and fourth and fifth terms in Eq.
(1.8) correspond to vibrational, translational, and rotational kinetic energy, respectively. The translational degrees
of freedom are rigorously separable from rotation and vibration, but µ and pi in the fourth and fifth terms depend
on the vibrational coordinates, Q. However, this rovibrational coupling is only significant for small molecules with
low moments of inertia. Even for a system as small as a single water molecule, the errors incurred by neglecting
the vibrational angular momentum operators are relatively small.57–59 Therefore, a second Born-Oppenheimer-like
approximation is justified, in which we neglect all but the first two terms of Eq. (1.8),
Hˆvib = −12
∑
i
∂2
∂Q2i
+ V(Q). (1.9)
The Schro¨dinger equation for this Hamiltonian,
HˆvibΨvib(Q) = EvibΨvib(Q), (1.10)
is the fundamental equation of the vibrational problem of quantum chemistry. The lowest eigenvalue, Evib, of Eq.
(1.10) is the vibrational ZPE, also denoted as E0, and the difference between the ZPE and a higher eigenvalue, say Es
for a state labeled s, corresponds to a vibrational frequency, identified with the symbol νs,
νs ≡ Es − E0, (1.11)
Throughout the remainder of this document, we drop the subscript “vib” from all factors appearing in Eq. (1.10).
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1.1.4 The potential energy surface
The PES is a complicated function of all internal coordinates with no general analytical form, although approximate
analytical representations are manifold. One such common representation is the Taylor series:
V(Q) = V0 +
∑
i
FiQi +
1
2!
∑
i, j
Fi jQiQ j
+
1
3!
∑
i, j,k
Fi jkQiQ jQk
+
1
4!
∑
i, j,k,l
Fi jklQiQ jQkQl + . . . , (1.12)
where V0 is the value of the potential at some reference geometry and F’s are known as force constants. Note that un-
like the interaction terms in the molecular Hamiltonian [Eq. (1.2)], which are all pairwise, the PES generally contains
three-body, four-body, and higher-rank terms. Because of these interaction terms, Eq. (1.10) is a many-body quantum
mechanical problem.
Note that a computational algorithm to solve Eq. (1.10), if it uses a Taylor series representation of the PES, must
either store the force constants, F, in memory or on disk, or compute them on the fly. There are clearly ∝ M3 cubic
force constants in the fourth term of Eq. (1.12), ∝ M4 quartic force constants in the fifth term, etc. Therefore, the
storage and operation cost of a computational method which utilizes all force constants of up to nth order in a Taylor-
series PES is at least O(Mn). This is a significant computational challenge for large molecules or solids, since obtaining
numerically accurate results for predicted vibrational properties usually requires retaining a Taylor-series PES up to
at least n = 4 (which is known as a quartic force field or QFF). Furthermore, calculating force constants accurately
becomes progressively more difficult as n increases, because it requires progressively more nested finite-difference
calculations of the derivatives of V(Q). Clearly, numerical error as well as computational cost will tend to rise as the
order of a required force constant increases.
1.1.5 The harmonic approximation
If the PES is approximated as a Taylor series [Eq. (1.12)] but is truncated after the third term,
V(Q) = V0 +
∑
i
FiQi +
1
2!
∑
i, j
Fi jQiQ j, (1.13)
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then it is possible to solve Eq. (1.10) analytically. First, we choose the center of the coordinate system, Q = {0, . . . , 0},
to correspond to the global minimum of the PES, which implies that
Fi = 0, (1.14)
for all i. This is known as the “equilibrium geometry.” Then, we diagonalize the matrix, F, of the quadratic force-
constants, Fi j, thereby solving
0 = det
{
ω2i 1 − F
}
, (1.15)
forω2i , which will be shown to be the square of vibrational frequencies. The eigenvectors of F give a new set of internal
coordinates known as “normal coordinates.” Centering the Taylor series for the PES at the equilibrium geometry also
ensures non-negative ω2i . In terms of normal coordinates centered at the equilibrium geometry, Eq. (1.10) with Eq.
(1.13) is
12 ∑
i
− ∂2
∂Q2i
+ ω2i Q
2
i
 + V0 Ψs(Q) = EsΨs(Q), (1.16)
where s ≥ 0 indexes the various solutions in order of their energies, Es. Note that Qi in Eq. (1.16) now refers
specifically to a normal coordinate; i.e., a coordinate in which system the gradient of the PES is zero and the matrix
of its second derivatives is diagonal. Equation (1.16) has solutions given analytically as
Ψs(Q) =
∏
i
ηsi (Qi), (1.17)
Es = V0 +
∑
i
ωi
(
si +
1
2
)
, (1.18)
with
ηsi (Qi) = Nsi Hsi
(
(ωi)1/2Qi
)
e−ωiQ
2
i /2, (1.19)
where si ≥ 0 is an integer for mode i in state s, N is a normalization factor, and Hsi is the sith Hermite polynomial.
This is known as the harmonic approximation, and Eq. (1.19) is the wave function of a quantum harmonic oscillator.
The “fundamental” vibrational frequencies, corresponding to the state with one vibrational quantum number (si) equal
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to 1 with all others remaining at zero, are given by ωi, since
νs = Es − E0
=
∑
i
siωi, (1.20)
where E0 is the harmonic ZPE, i.e., the energy of the state with all si = 0. Frequencies for states with one nonzero
quantum number which is greater than one are known as known as “overtones” and those for states with more than
one nonzero vibrational quantum number are known as “combinations.”
The harmonic approximation frequently gives predictions for infrared and Raman spectra and other properties
which are sometimes qualitatively comparable to experiment, but its quantitative accuracy is very limited. In order
to improve upon the harmonic approximation, the cubic and higher-order force constants from Eq. (1.12) must be
restored. In terms of normal coordinates centered at the equilibrium geometry, the full Taylor-series PES [Eq. (1.12)]
becomes
V(Q) = V0 +
1
2!
∑
i
FiiQ2i +
1
3!
∑
i, j,k
Fi jkQiQ jQk
+
1
4!
∑
i, j,k,l
Fi jklQiQ jQkQl + . . . . (1.21)
Note that in normal coordinates,
Fi j = δi jω2i . (1.22)
As indicated above, Eq. (1.10) with this PES is analytically unsolvable. The toolkit of many-body quantum mechanics
must be applied to the vibrational problem in order to achieve predictive models of molecular and crystal vibrations.
1.1.6 Second quantization algebra
The harmonic approximation provides the basis of a second-quantization algebra which is utilized in derivations in
subsequent chapters. Harmonic operator ladder operators are defined as operators which change the quantum number,
si, of harmonic operator wave functions. Considering the definition of Hermite polynomials and the values of the
normalization constants, we find that
aˆ†i ηsi (Qi) = (si + 1)
1/2 ηsi+1(Qi), (1.23)
aˆiηsi (Qi) = s
1/2
i ηsi−1(Qi), (1.24)
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with
aˆ†i =
(
ωi
2
)1/2 (
Qi − 1
ωi
∂
∂Qi
)
, (1.25)
aˆi =
(
ωi
2
)1/2 (
Qi +
1
ωi
∂
∂Qi
)
. (1.26)
The ladder operators obey the commutation rules,
[
aˆi, aˆ
†
j
]
= δi j, (1.27)[
aˆi, aˆ j
]
=
[
aˆ†i , aˆ
†
j
]
= 0, (1.28)
which identify them as creation and annihilation operators for bosonic particles,25 appropriate for collective oscilla-
tions such as vibrational motion. Equations (1.25) and (1.26) can be inverted to give
Qi = (2ωi)−1/2
(
aˆi + aˆ
†
i
)
, (1.29)
−i ∂
∂Qi
= i
(
ωi
2
)1/2 (
aˆ†i − aˆi
)
, (1.30)
which can be substituted into Eqs. (1.9) and (1.21) to express the vibrational Hamiltonian in terms of these ladder
operators.60
1.2 Vibrational self-consistent field theories
For a molecule in an Abelian point-group symmetry with M vibrational degrees of freedom, the VSCF method4–6 (see
also Refs. 19,61–64) approximates the total vibrational wave function Ψs as a product of M one-mode wave functions
(“modals”) {ϕsm }:
Ψs(Q) =
∏
m
ϕsm (Qm), (1.31)
but unlike the harmonic approximation, the modal ϕsm is not a harmonic oscillator wave function in general. Instead,
the modals, ϕsm , are variationally optimized using the entire PES operator, V(Q), under the constraint that all ϕsm and
Φs overall remain normalized,
δ
〈Ψs|Hˆ|Ψs〉 −∑
m
sm
(〈ϕsm |ϕsm〉 − 1) = 0, (1.32)
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where sm is a Langrange multiplier which ensures that each ϕsm remains normalized. Equation (1.32) is satisfied if
ϕsm is the eigenfunction and sm the eigenvalue of a mean-field operator, Gˆm,s,
Gˆm,s|ϕsm〉 = sm |ϕsm〉, (1.33)
where Gˆm,s is the expectation value of the vibrational Hamiltonian in the product of all the other M − 1 modals,
Gˆm,s ≡
〈
Ψs
ϕsm
∣∣∣∣∣∣ Hˆ
∣∣∣∣∣∣ Ψsϕsm
〉
Q\{Qm}
= −1
2
∂2
∂Q2m
+ Um,s(Qm), (1.34)
where the subscript on the matrix element in the first line denotes integration over all normal coordinates, Q, except
for Qm, and
Um,s(Qm) = −12
∑
j,i
〈
∂2
∂Q2j
〉
+
〈
Ψs
ϕsm
∣∣∣∣∣∣ V(Q)
∣∣∣∣∣∣ Ψsϕsm
〉
Q\{Qm}
. (1.35)
In the above equation and hereafter, the brackets around an operator, f (Qm), signify its expectation value in a modal
ϕsm , that is, 〈ϕsm | f (Qm)|ϕsm〉. The eigenvalue, sm , can be easily shown to agree with the total energy, Es, defined as
the expectation value of Hˆ in Ψs:
sm = 〈Gˆm,s〉 = 〈ϕsm |
〈
Ψs
ϕsm
∣∣∣∣∣∣ Hˆ
∣∣∣∣∣∣ Ψsϕsm
〉
Q\{Qm}
|ϕsm〉
= 〈Ψs|Hˆ|Ψs〉 ≡ Es. (1.36)
The VSCF equation of one mode [Eq. (1.33)] is coupled with those of all the other modes via the mean-field potential
[Eq. (1.34)]. Therefore, Eq. (1.33) must be solved until self consistency across all modes, which usually is achieved
by an iterative algorithm. VSCF is similar in this sense to HF, in which each electron experiences an effective one-
electron potential created by nuclei and all the other electrons. They differ in that the vibrational wave function is
bosonic, not fermionic, and therefore a direct product, rather than a Slater determinant, is used in defining the VSCF
wave function.
VSCF is analogous to and a fundamental as the HF method for electrons, because methods such as VMP, VCI,
and VCC utilize the set of VSCF Hartree product wave functions, {Ψs}, as a basis in which the exact vibrational wave
functions can be expanded. For this reason, computational inefficiencies and theoretical problems at the VSCF level
are inherited by such post-VSCF methods. As was shown by Hirata, Kec¸eli, and Yagi20 and as we summarize below,
the VSCF programmable equations equations contain numerous null terms in the limit of a large molecule or a crystal
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and have inconsistent accuracy between systems of various sizes. Therefore, methods such as VMP, VCI, and VCC
suffer from significant computational inefficiency. It is for this reason that the size-extensive VSCF or XVSCF method
was developed by Kec¸eli and Hirata in 2011.
1.2.1 VSCF and size consistency
As discussed above, observable quantities in thermodynamics are either extensive, i.e., asymptotically proportional
to K1, where K is the size of the system, or intensive, i.e., asymptotically proportional to K0. The total vibrational
energy (Es) of a molecule or a crystal is extensive, and a vibrational frequency (νs) is intensive. A method that is
size-consistent must reflect these dependencies in its equations for such properties. Generally, the size dependence of
a quantity in a programmable equation for an approximate many-body method for solving a Schro¨diner equation is
given by its polynomial dependence on the number of wave vector sampling points in the reciprocal unit cell in the
corresponding formalism for a periodic solid.17 This number is denoted as K and is proportional to the size of the solid
under the periodic boundary condition; this is the reason the symbol K has been used in this chapter for system size.
Any K-dependence other than K0 or K1 is nonphysical and if terms with such dependence are nonzero in a theoretical
method, that method is not size-consistent.
For example, the harmonic approximation, whose energy and frequency expressions are given by Eq. (1.18) and
(1.20), respectively, is size consistent. The harmonic frequencies, ωm, are intensive because they are the square roots of
the quadratic force constant in normal coordinates, Fii, and a force constant of order n can be shown to be proportional
to K1−n/2.20, 65 The total energies are extensive because they consist of a sum of an electronic energy, V0, which is
extensive provided the underlying electronic structure approximation is size-consistent, and a sum over the (intensive)
frequencies with a size equal to the number of degrees of freedom (rendering the entire term extensive, since the
number of degrees of freedom is proportional to K1, and K0 × K1 = K1).
In order for the VSCF method to be size-consistent, the eigenvalues of the mean-field operator, sm = Es, must
consist of an extensive part common to all vibrational states and varying intensive part, like the harmonic total energies.
Therefore, the mean-field operator itself must consist of a constant extensive part and a variable intensive part. In
2010, Hirata, Kec¸eli, and Yagi20 investigated the size dependencies of the mean-field potential, Um,s(Qm), to ascertain
whether VSCF was size consistent. Um,s(Qm) can be expressed with F’s by substituting Eq. (1.21) into Eq. (1.35). It
is convenient to rearrange the resulting equation into a Taylor expansion in Qm:
Um,s(Qm) = U(0)m,s + U
(1)
m,sQm +
1
2!
U(2)m,sQ
2
m +
1
3!
U(3)m,sQ
3
m
+
1
4!
U(4)m,sQ
4
m + · · · , (1.37)
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where the definitions of the effective force constants, U(k)m,s, can be found in Ref. 20. It is readily shown that U
(k)
m,s have
the same size dependence as the bare force constants, F,65 namely,
U(k)m,s ∝ K1−n/2. (1.38)
In the bulk (K = ∞) limit, therefore, U(3)m,s and all higher-order effective force constants vanish; they are not size
consistent. Among the remaining effective force constants, U(0)m,s scales extensively (K1) and is related to the zero-point
energies, while U(2)m,s is intensive (K0), yielding transition frequencies; they constitute size-consistent contributions in
VSCF. On the other hand, the mean-field gradient, U(1)m,s, scales as K1/2, which is nonphysical. Therefore, U
(1)
m,s must
vanish for VSCF to be strictly size consistent.
This analysis leads to the following predictions about how the shape of VSCF’s mean-field potential varies with
size. In a small molecule, the mean-field potential may have a complicated functional dependence on Qm with con-
tributions from cubic (U(3)m,s), quartic (U
(4)
m,s), and higher-order effective force constants. The vibrationally averaged
geometry, that is, the expectation value of geometrical coordinates in a VSCF wave function, has no simple analytical
form and needs to be evaluated numerically. As the molecule becomes larger, the mean-field potential becomes closer
to a quadratic function of Qm because the magnitudes of cubic and all higher-order force constants decrease with size.
In the bulk limit, the potential becomes a pure quadratic function and hence the modals are harmonic oscillator wave
functions, which are, however, distinct from those of the harmonic approximation to V(Q).
The mean-field gradients, U(1)m,s, having the nonphysical K1/2 dependence, do not vanish in the bulk. They have
the effect of moving the centers of the quadratic mean-field potentials away from the coordinate origin, i.e., the
equilibrium geometry. This shift in the centers of the mean-field potentials causes a basis-set convergence problem in
the usual VSCF algorithm that expands modals as linear combinations of basis functions centered at the equilibrium
geometry, where the modals may have low values. In short, VSCF is not size consistent and its algorithm has a
considerable degree of inefficiency in the bulk limit, and methods such as VMP, VCI, and VCC will inevitably inherit
this inefficiency.
1.2.2 Size-extensive VSCF
The XVSCF method was developed21 in order to cure the size-consistency problems of the standard VSCF method.
XVSCF has a mean-field potential that includes only size-consistent terms:
Um,s(Qm) = U(0)m,s + U
(1)
m,sQm +
1
2!
U(2)m,sQ
2
m, (1.39)
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with
U(1)m,s = 0, (1.40)
and
U(0)m,s = V0 +
1
2
∑
i,m
− 〈 ∂2∂Q2i
〉
+ Fii〈Q2i 〉

+
1
2!22
∑
i, j,m
′
Fii j j〈Q2i 〉〈Q2j〉 + · · · , (1.41)
U(1)m,s = Fm +
1
2
∑
i,m
Fmii〈Q2i 〉
+
1
2!22
∑
i, j,m
′
Fmii j j〈Q2i 〉〈Q2j〉 + · · · , (1.42)
U(2)m,s = Fmm +
1
2
∑
i,m
Fmmii〈Q2i 〉
+
1
2!22
∑
i, j,m
′
Fmmii j j〈Q2i 〉〈Q2j〉 + · · · , (1.43)
where sums with primes exclude equal summation indices such as j = k. Note that a small subset of even-order force
constants appears in Eqs. (1.41) and (1.43), and a small group of odd-order force constants of certain types appears in
Eq. (1.42). This is not due to an approximation; all the other force constants are associated with the terms that vanish
in the bulk limit.
Equation (1.40) must be satisfied for XVSCF to exhibit proper size dependence. One way to ensure this is to
approximate V(Q) by Vn(Q), where
Vn(Q) = V0 +
1
2
∑
i
FiiQ2i +
1
2!22
∑
i, j
′
Fii j jQ2i Q
2
j + · · · , (1.44)
and n is the truncation order of the potential energy surface, which may be any even number greater than 2. For
example, V4(Q) consists of force constants of type Fii and Fii j j. Since Vn(Q) retains only those force constants that
appear in the size-consistent definitions of U(0)m,s and U
(2)
m,s and none in the definition of U
(1)
m,s, Eq. (1.40) is satisfied by
construction with this approximation. In other words, with no odd-order force constants, the shift in the center of the
mean-field potentials cannot occur and the vibrationally averaged geometry along each normal coordinate remains at
the coordinate origin. This is the approach taken in Ref. 21, which is called XVSCF(n).
Since Um,s(Qm) under this approximation is a purely quadratic potential centered at the origin, Eq. (1.33) has
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analytical solutions that are harmonic oscillator wave functions, Eq. (1.19), with
sm = (sm + 1/2)ωm + U
(0)
m,s, (1.45)
with
ωm = {U(2)m,s}1/2, (1.46)
The integrals in Eqs. (1.41)–(1.43) thus can be evaluated analytically:
〈Q2m〉 =
sm + 1/2
ωm
, (1.47)〈
∂2
∂Q2m
〉
= −ωm(sm + 1/2), (1.48)
and the total vibrational energy of state s in the XVSCF(n) method is
Es = V0 +
1
2
∑
i
− 〈 ∂2∂Q2i
〉
+ Fii〈Q2i 〉

+
1
2!22
∑
i, j
′
Fii j j〈Q2i 〉〈Q2j〉
+
1
3!23
∑
i, j,k
′
Fii j jkk〈Q2i 〉〈Q2j〉〈Q2k〉 + · · · . (1.49)
Equation (1.46) and hence (1.19), (1.45), (1.47), and (1.48) for one mode depend on all the other modals through
Eq. (1.43), so these equations must be brought to self-consistency across all modes, typically by an iterative algorithm.
In this way, we obtain ωm and Es, which are rigorously intensive and extensive, respectively. However, the XVSCF(n)
and VSCF frequencies and energies do not converge at the same bulk limit unless the same approximation, V(Q) =
Vn(Q), is made in VSCF (as done in Ref. 21).
The standard VSCF method usually requires a basis-set expansion of the modals, ϕsm . The analytical form of the
modals in XVSCF(n) therefore leads to significantly more computational efficiency, since no matrix diagonalization,
e.g., for the mean-field operator Gˆm,s, is required. This also means that post-XVSCF(n) “correlated” vibrational
methods will inherit this relative efficiency compared to VSCF; evaluating matrix elements of products of harmonic
oscillator wave functions is inherently easier than the corresponding task for arbitrary wave functions, since analytical
expressions for matrix elements of position and momentum operators in a harmonic basis can be derived (see, e.g.,
Table I of Ref. 21). Furthermore, XVSCF with Vn(Q) requires drastically fewer force constants than standard VSCF -
only O(Mn/2) compared to O(Mn) in a comparable VSCF calculation.
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The vibrationally averaged geometry of a harmonic oscillator wave function centered at the origin remains at the
origin. Therefore, the anharmonic geometry corrections by XVSCF(n) using V(Q) = Vn(Q) are null.
1.3 Manifestly size-consistent theoretical formalism for the vibrational
structure problem
The XVSCF(n) method was derived by eliminating non-size-consistent terms from the programmable equations, as
described in Sec. 1.2. In deriving extensions to XVSCF and correlated vibrational methods which improve on the accu-
racy of XVSCF, we utilize theoretical tools which ensure from the outset that programmable equations for frequencies
exhibit K0 size dependence and those for ZPE exhibit K1 size dependence. These are found in the diagrammatic
techniques of Green’s functions theory for frequencies, and MBPT for ZPE.
Expressing programmable equations in terms of diagrams allows expedient evaluation of the size-dependence of
the corresponding quantities.17, 27, 28 Diagrams, such as those depicted in Figs. 1.2 and 1.3 below, depict programmable
equations in terms of vertices, representing force constants, connected by lines, representing normal modes. These
diagrams have a size dependence of K1−n/2, where n in this case is the number of external lines; the diagrams in Fig.
1.2 have n = 2, and the diagrams in Fig. 1.3 have n = 0. Thus the former represent algebraic terms which have the
correct size-dependence for a vibrational frequency, and the latter have the correct size-dependence for a vibrational
total energy. Note that the programmable equations for XVSCF(n) total energies and frequencies can also be written
in the form of a sum over closed and open connected diagrams, respectively, as explained by Kec¸eli and Hirata.21
In the remainder of this section we describe the Green’s function and MBPT formalisms in more detail. The
new vibrational many-body methods we introduce in subsequent chapters are all essentially defined by summing over
various diagrammatic contributions to the Green’s function and ZPE. XVSCF(n) can also be understood in terms of
Green’s functions, as we discuss in Chapter 3.
1.3.1 Vibrational Green’s function
All of the new anharmonic vibrational methods discussed in this review calculate frequencies directly by solving the
Dyson equation,22–25 which is written for the single-particle vibrational Green’s function in the frequency domain as10
G(ν) = G0(ν) + G0(ν)Σ(ν)G(ν), (1.50)
where G and G0 respectively are the exact and zeroth-order single-particle vibrational Green’s functions in the fre-
quency domain,23, 26 and Σ is the Dyson self-energy. All three quantities are M-by-M matrices. The Green’s function
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is defined as
{G(ν)}i j = 2
(
ωiω j
)1/2 ∑
s
〈Ψ0|Qi|Ψs〉〈Ψs|Q j|Ψ0〉
ν − (Es − E0) +
∑
s
〈Ψ0|Q j|Ψs〉〈Ψs|Qi|Ψ0〉
−ν − (Es − E0)
 , (1.51)
where Ψs and Es are the exact vibrational wave functions and energies for state s. The zeroth-order Green’s function
is obtained by substituting the wave functions and energies in the harmonic approximation, leading to
{G0(ν)}i j =
δi j
ν − ωi +
δi j
−ν − ωi . (1.52)
The Dyson self-energy, Σ, is postulated as the function which satisfies Eq. (1.50). Equation (1.50) is depicted dia-
grammatically in Fig. 1.1, where the zeroth-order Green’s function is represented as a thin line and the exact Green’s
function represented as a thick line.
The exact Green’s function diverges (i.e., its matrix inverse is singular) at the exact anharmonic frequencies of the
molecule, ν = νs, where s labels an excited vibrational state. Multiplying Eq. (1.50) by G−10 from the left and G
−1
from the right and noting that det
{
G−1(νs)
}
= 0, we find
0 = det
{
ν2s1 − F(νs)
}
, (1.53)
where
{F(ν)}i j = δi jω2i + 2(ωiω j)1/2 {Σ(ν)}i j . (1.54)
If the off-diagonal elements of the Dyson self-energy are neglected,
ν2s = ω
2
i + 2ωi {Σ(νs)}ii . (1.55)
Equations (1.53) and (1.55) are both referred to as the inverse Dyson equation. Equation (1.53) is isomorphic to
Eq. (1.15), except that in this case the mass-weighted force constant matrix, F, is ‘dressed’ with an energy-dependent
correction that accounts for the effects of anharmonicity. The diagonalization of F yields vibrational coordinates
(modes) and frequencies corrected by anharmonicity, whereas the diagonal approximation [Eq. (1.55)] gives anhar-
monic frequencies more expediently. This concept is analogous to the Dyson-equation formalism for quasi-particle
energies in electronic structure theory, in which correlated orbitals and orbital energies are obtained in a formally
single-particle framework by ‘dressing’ the Fock matrix with an energy-dependent potential term; i.e., the Dyson
self-energy.10, 33, 66, 67
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The Green’s function formalism differs from the procedure used to calculate frequencies in methods such as VCI
and VMP. In these methods, vibrational frequencies are typically computed as differences in total energies between
two states. This method has the drawback that it is difficult to assess whether the frequencies thus computed are ther-
modynamically intensive, which is required for the method to be size consistent. Methods which compute vibrational
frequencies directly are more desirable in this regard, because the size dependence of the equations for the frequencies
themselves can be directly assessed. The harmonic frequencies, {ωi}, have size dependence of K0, as discussed in Sec.
1.2. Therefore, the anharmonic frequencies computed by Eq. (1.53) or (1.55) are also intensive so long as the Dyson
self-energy, Σ, also has volume dependence of K0. This is ensured by expressing the Dyson self-energy as a sum of
connected, open diagrams (see below). Furthermore, the direct calculation of frequencies allows the stochastic algo-
rithms discussed in Chapters 5 and 6 to be employed. Small differences (frequencies) between two total energies with
large statistical noise can be buried by the noise, and stochastic treatment of excited states is extremely cumbersome
because their wave functions have nodes. Our Dyson-equation based formulas resolve all of these problems at once.
1.3.2 Dyson self-energy diagrams
The Dyson self-energy, Σ, is expanded in a diagrammatic many-body perturbation theory (MBPT) series,
Σ(ν) = Σ(1)(ν) + Σ(2)(ν) + . . . , (1.56)
in which the pth-order term is defined diagrammatically as a sum of connected, irreducible, nonredundant diagrams
that consist of p interaction vertices, which represent anharmonic force constants, and from which radiate edges,
representing one element of the zeroth-order Green’s function,22–25 and two bare stubs, which confer an overall size
dependence of K0. These diagrams are translated into algebraic expressions involving force constants, {ωi}, and ν
according to a set of rigorous translation rules which are presented in Chapters 2 and 4. These are inserted into Eq.
(1.53) or (1.55) to obtain anharmonic frequencies. The important graphical information that these diagrams convey is
that they are all connected (in the usual sense of the word17, 28, 29) and the connectedness guarantees the correct size
dependence.
For example, Fig. 1.2 shows the first-order approximation to the diagonal elements of the Dyson self-energy,{
Σ(1)(ν)
}
ii
. They consist of even-order force constants, represented by filled circles radiating an even number of stubs,
with all stubs except for two connected by loop edges. Figure 1.2 is interpreted algebraically as
{
Σ(1)(ν)
}
ii
=
1
2
∑
j
Fii j j(22ωiω j)−1
17
+
1
222!
∑
j,k
Fii j jkk(23ωiω jωk)−1 + . . . , (1.57)
where Fii j j is a quartic force constant along normal modes i and j, and Fii j jkk is a sextic force constant along normal
modes i, j, and k. Approximating the Dyson self-energy by its diagonal first-order contribution,
{Σ(ν)}i j = δi j
{
Σ(1)(ν)
}
ii
, (1.58)
and substituting Eq. (1.57) into Eq. (1.55) gives
ν2i = Fii +
1
2
∑
j
Fii j j(2ω j)−1
+
1
222!
∑
j,k
Fii j jkk(22ω jωk)−1 + . . . , (1.59)
where νi is the anharmonic frequency of the ith mode and we have used Fii = ω2i . Equation (1.59) is the frequency
equation for the first-order perturbation theory from the harmonic approximation, which we refer to as XVH1(n),
where n is the highest order of force constants in the Dyson self-energy.1 We discuss XVH1(n) in more detail in
Chapter 4.
1.3.3 Many-body perturbation theory diagrams
The standard MBPT expansion for the ground state energy (ZPE) also uses diagrams27 to express various perturbative
contributions to the total energy,
E0 = E
(0)
0 + E
(1)
0 + E
(2)
0 + E
(3)
0 + . . . , (1.60)
where E(0)s is the energy of state s in the harmonic approximation [Eq. (1.18)], and E
(p)
0 is the pth-order perturbation
correction to the ZPE and is defined as the sum of all closed, connected diagrams with p vertices. Such diagrams can
be formed by drawing a loop connecting each pair of bare stubs of the self-energy diagrams such as those depicted
in Fig. 1.2. The resulting total energy diagrams, consisting of single connected pieces and no external edges or bare
stubs, have a volume dependence of K1,17 correct for an extensive quantity such as a total energy. Diagrammatic
MBPT is formally identical to RSPT, which has algebraic expressions for E(p)0 obtained recursively,
10
E(1)0 = 〈Ψ(0)0 |Hˆ1|Ψ(0)0 〉, (1.61)
1Note that although Eq. (1.55) must generally be solved self-consistently due to the anharmonic frequency appearing on both the left- and
right-hand sides of the equation, in this case, that is unnecessary because the first-order approximation to the Dyson self-energy does not actually
depend on ν.
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E(2)0 =
∑
s
〈Ψ(0)0 |Hˆ1|Ψ(0)s 〉〈Ψ(0)s |Hˆ1|Ψ(0)0 〉
E(0)0 − E(0)s
, (1.62)
E(3)0 =
∑
s,t
〈Ψ(0)0 |Hˆ1|Ψ(0)s 〉〈Ψ(0)s |Hˆ1|Ψ(0)t 〉〈Ψ(0)t |Hˆ1|Ψ(0)0 〉
(E(0)0 − E(0)s )(E(0)0 − E(0)t )
− E(1)0
∑
s
〈Ψ(0)0 |Hˆ1|Ψ(0)s 〉〈Ψ(0)s |Hˆ1|Ψ(0)0 〉
(E(0)0 − E(0)s )2
, (1.63)
and so forth, where the prime on the sums once again indicates the exclusion of coincident indices of summation and
Ψ
(0)
s is the wave function for the sth vibrational state in the harmonic approximation. Note that beginning at third order,
so-called “disconnected” terms must be subtracted. Diagrammatic MBPT does not require this laborious subtraction.
For instance, the first-order correction to the ZPE is depicted diagrammatically in Fig. 1.3 and expressed alge-
braically as
E(1)0 =
1
222!
∑
i, j
Fii j j(22ωiω j)−1
+
1
233!
∑
i, j,k
Fii j jkk(23ωiω jωk)−1 + . . . , (1.64)
and the total ZPE to first order is obtained by adding this correction to the ZPE in the harmonic approximation,
E0 = E
(0)
0 + E
(1)
0
= V0 +
∑
i
ωi
4
+
1
2
∑
i
Fii(2ωi)−1
+
1
222!
∑
i, j
Fii j j(22ωiω j)−1
+
1
233!
∑
i, j,k
Fii j jkk(23ωiω jωk)−1 + . . . . (1.65)
Equation (1.65) is the programmable equation for the ZPE in the XVH1(n) method.
1.4 Figures
 
= + Σ = + Σ + + ...
Σ
Σ
Figure 1.1: A diagrammatic representation of Eq. (1.50).
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{
Σ(1)(ν)
}
ii
=

+

+ · · ·
i
i
i
i
j k j
Figure 1.2: First-order diagonal self-energy diagrams.
E(1)0 =

+

+ · · ·i j i
j
k
Figure 1.3: First-order energy diagrams.
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Chapter 2
Anharmonic geometry corrections and
XVSCF[n]
In Chapter 1, we discussed the non-size-consistency of the VSCF method, in that the programmable equations of
VSCF contain many terms that are not diagrammatically size consistent and thus vanish in the bulk limit. Only the
even-order anharmonic force constants of certain types, i.e., Fii j j, Fii j jkk, etc., can form closed, connected diagrams
for extensive total energies and open, connected diagrams for intensive transition frequencies,21 where i, j, and k
denote distinct normal modes. The mean-field potentials of VSCF that are formed with these force constants were
furthermore shown to be effectively harmonic in accordance with Makri’s theorem68 stating that interacting semi-
independent oscillators are always effectively harmonic in the bulk limit.
Therefore, Kec¸eli and Hirata introduced20, 21 a diagrammatically size-consistent (or size-extensive) variant of
VSCF, i.e., XVSCF(n), which retains only the size-consistent contributions to anharmonic total energies and an-
harmonic transition frequencies from the aforementioned set of even-order force constants up to the nth order. The
effective harmonic form of the mean-field potentials of XVSCF(n) lends its equations to semi-analytical solutions,
making a basis set, quadrature, and matrix diagonalization, which are required in any previous VSCF algorithm,
unnecessary. As a result, XVSCF(n) has superior cost scaling to VSCF, is nearly three orders of magnitude faster
than VSCF for medium-sized molecules,21 and is particularly well suited, given its size consistency17 and unmatched
efficiency, for applications to large molecules and solids.
In this chapter, we report a critical extension of XVSCF(n) to anharmonic geometry corrections. We show that the
odd-order force constants of the types Fi j j, Fi j jkk, etc. can be used to form open, connected diagrams isomorphic to
the diagram of energy gradients (atomic forces), which, therefore, shift the minima of the mean-field potentials away
from the equilibrium geometry by intensive amounts. These shifts represent the anharmonic geometry corrections and
can be estimated accurately, but not exactly, by a simple formula20 involving the mean-field gradients (determined
by the odd-order force constants) and the mean-field harmonic force constants (evaluated with the even-order force
constants). Here, we implement this formula and numerically test its accuracy.
We also introduce a new size-consistent VSCF method, XVSCF[n], which obtains extensive anharmonic energies
and intensive anharmonic frequencies from the even-order force constants and intensive anharmonic geometry cor-
rections from the odd-order force constants up to the nth order, fully taking into account the coupling between the
21
two quantities. XVSCF[n] determines the minima of the mean-field potentials by iterating XVSCF(n) cycles at the
coordinate origin, which is made to progressively approach the minima. Since all the force constants that can con-
tribute size consistently are included without any further approximation, XVSCF[n] has identical bulk limits of total
energies, frequencies, and geometry corrections as VSCF, while retaining rigorous size consistency and much of the
algorithmic simplicity and efficiency of XVSCF(n). We demonstrate that these theoretical expectations are supported
by numerical results.
In what follows, we document the diagrammatic and algebraic definitions of the theories of XVSCF(n) and
XVSCF[n] for anharmonic total energies, transition frequencies, and geometry corrections;2, 69 propose their algo-
rithms, programmable equations, and implementations at the level of n = 4. We compare them with VSCF and other
related methods. We also perform numerical tests of their accuracy and efficiency for the systems ranging from water
and polyacenes to model one-dimensional chains consisting of 5 to 65 masses. The results are given below.
2.1 Theory
2.1.1 XVSCF(n)
In Chapter 1, we summarized the XVSCF(n) method for vibrational frequencies and total energies. This consisted of
truncating the Taylor series for the VSCF mean-field potential for the mode labeled m, Um,s(Qm), and approximating
the Taylor-series PES, V(Q), with Vn(Q), where the latter contains only semidiagonal even-order force constants.
This leads to an XVSCF wave function consisting of a product of harmonic oscillator wave functions centered at the
equilibrium geometry, with null anharmonic geometry correction.
The VSCF method, however, predicts nonzero anharmonic geometry corrections. This is due to the odd-order
semidiagonal force constants such as Fi j j, Fi j jkk, and so forth, which are omitted in XVSCF(n) because they contribute
to the gradient of the mean-field potential, U(1)m,s, which has the nonphysical size dependence of K1/2. It is possible
to estimate the corrections by reinstating the odd-order force constants up to nth order after frequencies and energies
are obtained by XVSCF with Vn(Q). In other words, we can compute the nonzero value of U(1)m,s using Eq. (1.42) and
approximating V(Q) by Vn−1(Q), where the latter is defined by
Vn−1(Q) =
∑
i
FiQi +
1
2
∑
i, j
′
Fi j jQiQ2j + . . . , (2.1)
with n− 1 being an odd integer specifying the highest (truncation) order of the force constants included. The integrals
in Eq. (1.42) are evaluated using Eq. (1.47) and the set of ωm determined by XVSCF with Vn(Q). Differentiating Eq.
(1.39) with Qm and equating the gradient with zero, we find20 the minimum of the mean-field potential, 〈Qm〉, which
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equals the anharmonic geometry corrections, to occur at
〈Qm〉 = −U
(1)
m,s
U(2)m,s
. (2.2)
Again, the corrections thus obtained are not the same as those of VSCF in the bulk limit because U(1)m,s and U
(2)
m,s both
have complex dependence on the origin of Q and, therefore, Eqs. (1.40) and (1.46) are coupled and need to be solved
simultaneously (rather than sequentially as done in the above treatment) if we are to seek the same bulk limit. The
corrections are, however, diagrammatically intensive, extremely rapid to evaluate, and close to the VSCF values in the
bulk limit, as we shall show in the following.
We use XVSCF(n) to refer to the use of Vn(Q) to obtain vibrational energies and transition frequencies followed
by the use of Vn−1(Q) to estimate the anharmonic corrections to geometry. Kec¸eli and Hirata demonstrated21 that
XVSCF(4) reproduces the anharmonic frequencies of VSCF results using V4(Q) in the bulk limit at a fraction of the
computational cost. Here, we propose the corresponding method for anharmonic geometry corrections, which are
given by Eq. (2.2).
2.1.2 XVSCF[n]
If we do not make the approximations, V(Q) = Vn(Q) in Eq. (1.46) and V(Q) = Vn−1(Q) in Eq. (1.40), these two
equations are coupled and must be solved simultaneously. We introduce the method that does exactly this and call it
XVSCF[n] when the PES has up to the nth-order force constants. The first term in the right-hand side of Eq. (1.42),
defining U(1)m,s, is zero as mentioned above. However, the sum of the subsequent terms does not vanish at the minimum
of V(Q).
Let q˜ = {q˜1, . . . , q˜M} be the minimum of the mean-field potential we seek. We also define the new coordinates, Q˜,
which are normal coordinates centered at q˜, that is, Q˜ = Q − q˜. The mean-field potential in these new coordinates,
U˜m,s(Q˜m), is written as
U˜m,s(Q˜m) = U˜(0)m,s + U˜
(1)
m,sQ˜m +
1
2
U˜(2)m,sQ˜
2
m, (2.3)
where
U˜(1)m,s = 0, (2.4)
by construction. In practice, of course, we solve Eq. (2.4) to determine q˜.
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The effective force constants U˜(0)m,s, U˜
(1)
m,s, and U˜
(2)
m,s in these new coordinates and center are written as
U˜(0)m,s = V0 +
1
2
∑
i,m
−
〈
∂2
∂Q˜2i
〉
+ Fii〈Q˜2i 〉
 + ∑
I
FI q˜I +
1
2
∑
I,J
FIJ q˜I q˜J +
1
3!
∑
I,J,K
FIJK q˜I q˜J q˜K
+
1
4!
∑
I,J,K,L
FIJKLq˜I q˜J q˜K q˜L +
1
2
∑
j,m
∑
I
FI j jq˜I〈Q˜2j〉 +
1
22
∑
k,m
∑
I,J
FIJkkq˜I q˜J〈Q˜2k〉
+
1
2!22
∑
i, j,m
′
Fii j j〈Q˜2i 〉〈Q˜2j〉 + . . . , (2.5)
U˜(1)m,s = Fm +
∑
I
FmI q˜I +
1
2
∑
I,J
FmIJ q˜I q˜J +
1
3!
∑
I,J,K
FmIJK q˜I q˜J q˜K +
1
4!
∑
I,J,K,L
FmIJKLq˜I q˜J q˜K q˜L
+
1
2
∑
i,m
Fmii〈Q˜2i 〉 +
1
2
∑
j,m
∑
I
FmI j jq˜I〈Q˜2j〉 +
1
22
∑
k,m
∑
I,J
FmIJkkq˜I q˜J〈Q˜2k〉
+
1
2!22
∑
i, j,m
′
Fmii j j〈Q˜2i 〉〈Q˜2j〉 + . . . , (2.6)
and
U˜(2)m,s = Fmm +
∑
I
FmmI q˜I +
1
2
∑
I,J
FmmIJ q˜I q˜J +
1
3!
∑
I,J,K
FmmIJK q˜I q˜J q˜K +
1
4!
∑
I,J,K,L
FmmIJKLq˜I q˜J q˜K q˜L
+
1
2
∑
i,m
Fmmii〈Q˜2i 〉 +
1
2
∑
j,m
∑
I
FmmI j jq˜I〈Q˜2j〉 +
1
22
∑
k,m
∑
I,J
FmmIJkkq˜I q˜J〈Q˜2k〉
+
1
2!22
∑
i, j,m
′
Fmmii j j〈Q˜2i 〉〈Q˜2j〉 + . . . , (2.7)
where the normal modes labeled by capital letters are those transforming as the totally symmetric irreducible repre-
sentation, while those in small letters can be of any irreducible representation. We make this distinction because, for
a molecule in an Abelian point-group symmetry, an anharmonic geometry correction (q˜I) can be nonzero if and only
if mode I transforms as the totally symmetric irreducible representation. In the above expressions, a great many force
constants of types that are not seen in XVSCF(n) appear. However, they are relatively infinitesimally few in a bulk
periodic solid because totally symmetric normal coordinates in such a system exist only at the Brillouin zone center.
This also explains the size consistency of the above expressions, which will be discussed in greater detail in Sec. 2.1.3.
Equations (2.5)–(2.7) can furthermore be brought into forms isomorphic to Eqs. (1.41)–(1.43),
U˜(0)m,s = V˜0 +
1
2
∑
i,m
−
〈
∂2
∂Q˜2i
〉
+ F˜ii〈Q˜2i 〉
 + 12!22 ∑
i, j,m
′
F˜ii j j〈Q˜2i 〉〈Q˜2j〉 + . . . , (2.8)
U˜(1)m,s = F˜m +
1
2
∑
i,m
F˜mii〈Q˜2i 〉 +
1
2!22
∑
i, j,m
′
F˜mii j j〈Q˜2i 〉〈Q˜2j〉 + . . . , (2.9)
U˜(2)m,s = F˜mm +
1
2
∑
i,m
F˜mmii〈Q˜2i 〉 +
1
2!22
∑
i, j,m
′
F˜mmii j j〈Q˜2i 〉〈Q˜2j〉 + . . . , (2.10)
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by introducing the new force constants F˜ and V˜0, which are related to the bare force constants by
V˜0 = V0 +
∑
I
FI q˜I +
1
2!
∑
I,J
FIJ q˜I q˜J +
1
3!
∑
I,J,K
FIJK q˜I q˜J q˜K + . . . , (2.11)
F˜i = Fi +
∑
J
FiJ q˜J +
1
2!
∑
J,K
FiJK q˜J q˜K +
1
3!
∑
J,K,L
FiJKLq˜J q˜K q˜L + . . . , (2.12)
F˜ii = Fii +
∑
J
FiiJ q˜J +
1
2!
∑
J,K
FiiJK q˜J q˜K +
1
3!
∑
J,K,L
FiiJKLq˜J q˜K q˜L + . . . , (2.13)
F˜i j j = Fi j j +
∑
K
Fi j jK q˜K +
1
2!
∑
K,L
Fi j jKLq˜K q˜L +
1
3!
∑
K,L,M
Fi j jKLM q˜K q˜Lq˜M + . . . , (2.14)
F˜ii j j = Fii j j +
∑
K
Fii j jK q˜K +
1
2!
∑
K,L
Fii j jKLq˜K q˜L +
1
3!
∑
K,L,M
Fii j jKLM q˜K q˜Lq˜M + . . . , (2.15)
and so forth, where the capital letters again label totally symmetric normal modes. In Sec. 2.1.3, we show that the
force constants defined by Eqs. (2.11)–(2.15) have the same size dependence as the bare force constants, namely,
K1−n/2 for an nth-order force constant. This in conjunction with the fact that Eqs. (2.8)–(2.10) are isomorphic to Eqs.
(1.41)–(1.43) is sufficient to prove that U˜(0)m,s, U˜
(1)
m,s, and U˜
(2)
m,s scale as K1, K1/2, and K0, respectively, as before.
In XVSCF[n], Eq. (2.4) needs to be solved to determine q˜ using U˜(1)m,s given by Eq. (2.9). The expectation values,
〈Q˜2i 〉, appearing in this equation can be evaluated analytically by
〈Q˜2m〉 =
sm + 1/2
ω˜m
, (2.16)
of which the denominator is simply,
ω˜m = {U˜(2)m,s}1/2. (2.17)
Here, U˜(2)m,s [Eq. (2.10)] in turn depends on q˜ through Eqs. (2.12)–(2.15). Thus, these XVSCF[n] equations determining
anharmonic frequencies and geometries are coupled with one another and must be solved self-consistently. The
algorithm for achieving this is discussed in the next section. Once self-consistency is achieved, the total vibrational
energy of the molecule in state s is obtained by evaluating
Es = V˜0 +
1
2
∑
i
−
〈
∂2
∂Q˜2i
〉
+ F˜ii〈Q˜2i 〉
 + 12!22 ∑
i, j
′
F˜ii j j〈Q˜2i 〉〈Q˜2j〉
+
1
3!23
∑
i, j,k
′
F˜ii j jkk〈Q˜2i 〉〈Q˜2j〉〈Q˜2k〉 + . . . , (2.18)
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using
〈
∂2
∂Q˜2m
〉
= −ω˜m(sm + 1/2). (2.19)
In the bulk limit, the anharmonic frequencies and geometries of XVSCF[n] are identical to what one would ob-
tain from VSCF using the same nth-order force field. This is because only those terms that have nonphysical size
dependence and vanish in the bulk limit are removed from the former. This is confirmed numerically in Sec. 2.4.
2.1.3 Size consistency of XVSCF[n]
Force constants such as Fi jk and Fi jkl are absent in the XVSCF(n) formalism21 because they cannot be a part of
diagrammatically size-consistent contributions. However, these force constants reemerge in Eqs. (2.8)–(2.10) of
XVSCF[n] as FIJK , FIJKL, etc., insofar as I, J, K, and L are the normal modes that transform as the totally sym-
metric irreducible representation. Here, we show that XVSCF[n] remains strictly size consistent despite these force
constants.
The size dependence of the terms in the formalisms of electronic and vibrational structure methods is the same as
their dependence on the number (K; not to be confused with one of the phonon branch indices) of the wave vector
sampling points in the reciprocal unit cell in the corresponding formalisms for crystals under the periodic boundary
conditions.20 Under the conditions, each each normal mode index becomes a composite index of a phonon branch
(i) and a wave vector (ki). Since an anharmonic correction must preserve the symmetry of the crystals, a geometry
correction along a normal coordinate that is not totally symmetric should always be null. Therefore, the anharmonic
geometry corrections are zero if iki involves a nuclear displacement which lifts the symmetry of the crystals. Certain
phonon branches lift the symmetry of the unit cell geometry regardless of the value of ki. We use capital letters,
I, J, K, and L, for the phonon branches that do not lift the symmetry of the unit cell geometry. Additionally, the
normal modes with nonzero wave vectors always lift the periodic symmetry of the crystal and, hence, the anharmonic
geometry corrections exist only at the Brillouin zone center (ki = 0). Together, we surmise that we only need to
consider the anharmonic geometry corrections of the type q˜I0.
The corresponding formulas of Eqs. (2.11)–(2.15) (truncated after quartic terms for brevity) for crystals under the
periodic boundary conditions are obtained by systematic replacement of each normal mode index by an appropriate
composite index of a phonon branch and a wave vector:
V˜0 = V0 +
∑
I
FI0q˜I0 +
1
2!
∑
I,J
FI0J0q˜I0q˜J0 +
1
3!
∑
I,J,K
FI0J0K0q˜I0q˜J0q˜K0
+
1
4!
∑
I,J,K,L
FI0J0K0L0q˜I0q˜J0q˜K0q˜L0, (2.20)
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F˜I0 = FI0 +
∑
J
FI0J0q˜J0 +
1
2!
∑
J,K
FI0J0K0q˜J0q˜K0 +
1
3!
∑
J,K,L
FI0J0K0L0q˜J0q˜K0q˜L0, (2.21)
F˜i−kiiki = Fi−kiiki +
∑
J
Fi−kiiki J0q˜J0 +
1
2!
∑
J,K
Fi−kiiki J0K0q˜J0q˜K0, (2.22)
F˜I0 j−k j jk j = FI0 j−k j jk j +
∑
K
FI0 j−k j jk jK0q˜K0, (2.23)
and
F˜i−kiiki j−k j jk j = Fi−kiiki j−k j jk j , (2.24)
where we have taken into account the fact that nonzero elements of F˜iki and F˜iki j−k j jk j are the types given in Eqs.
(2.21) and (2.23).
Notice that no summation over wave vector indices appears in these equations. Let us inspect the size dependence
of these effective force constants of XVSCF[4]; the conclusion can be readily extended to a higher-ranked member
of the method. A bare force constant (F) of order n has the size dependence of K1−n/2.17, 65 Geometry corrections
(q˜) in normal coordinates scale as K1/2.17, 65 Using these, we find each term in Eq. (2.20) to scale consistently and
correctly as K1. That is, the first term, V0, is obviously extensive. The second term scales as K1 because FI0 and
q˜I0 are both K1/2 quantities. The three factors in the third term scale as K0, K1/2, and K1/2, respectively, resulting
in K1 dependence for the third term. The fourth and fifth terms can also be shown to be extensive by the analogous
logic: the bare nth-order force constant (the K1−n/2 scaling) is multiplied by n geometry corrections which each scale
as K1/2. Similarly, it can be seen that each term in Eq. (2.21) scales as K1/2, Eq. (2.22) as K0, Eq. (2.23) as K−1/2, and
Eq. (2.24) as K−1. In short, an effective force constant (F˜) of order n displays the same K1−n/2 dependence as a bare
nth-order force constant.
Since Eqs. (2.8)–(2.10) are isomorphic to Eqs. (1.41)–(1.43), the demonstration of the same size dependence be-
tween F˜ and F is sufficient to prove the size consistency of XVSCF[n], provided the fact that XVSCF(n) is diagram-
matically size consistent. It should also be noted that the XVSCF[n] equations reduce exactly to those of XVSCF(n)
once the origins of the normal coordinates are centered at the minima of the mean-field potentials via the iterative
procedure described in Sec. 2.2.2. This also proves the size consistency of XVSCF[n].
Note also that, since Eqs. (2.20)–(2.24) have the consistent and correct size dependence term-by-term, any subset
of these equations also has the same, correct size dependence. This means that the nMR approximation does not alter
the size dependence of these force constants or impair the size consistency of XVSCF[n].
Finally, despite the appearance of a greater variety of force constant types in XVSCF[n], the actual number of force
constants needed in a XVSCF[n] calculation for periodic solids does not grow any more rapidly than in a XVSCF(n)
calculation. For instance, the number of the additional quartic force constants needed in XVSCF[4] are of the type,
27
FI0J0K0L0, is only O(N4) (where N is again the number of phonon branches that do not lift the unit cell symmetry),
which is infinitesimally small compared to the number of quartic force constants in XVSCF(4), Fi−kiiki j−k j jk j , which
is O(M2K2). In fact, for periodic solids, XVSCF(n) and XVSCF[n] have the same cost scaling and are expected to be
vastly faster than VSCF, which scales as O(M4K4) with a QFF.
2.2 Algorithms and implementation
2.2.1 XVSCF(n)
Kec¸eli and Hirata21 implemented XVSCF(n) with n = 4 only for anharmonic total energies and transition frequencies.
Here, we report an implementation of XVSCF(4) for total energies and frequencies as well as for anharmonic geometry
corrections. The latter are computed by Eq. (2.2).
The programmable equations of XVSCF(4) are
U(1)m,s = Fm +
∑
i,m
Fmii
si + 1/2
2ωi
, (2.25)
U(2)m,s = Fmm +
∑
i,m
Fmmii
si + 1/2
2ωi
. (2.26)
Equations (1.46) and (2.26) for the anharmonic transition energy for one mode (ωi) are coupled with those of all the
other modes. They are solved to reach self-consistency with an iterative algorithm outlined in Fig. 2.1. Convergence
of all frequencies to within 10−8 cm−1 typically occurs after at most 15 cycles. Once self-consistent solutions for all
ωi’s are obtained, Eq. (2.25) is evaluated and substituted into Eq. (2.2) to yield an anharmonic geometry correction
for each mode. Finally, the total energy of the vibrational state is obtained by
Es = V0 +
∑
i
(
ω2i + Fii
) si + 1/2
2ωi
+
1
2!
∑
i, j
′
Fii j j
si + 1/2
2ωi
s j + 1/2
2ω j
. (2.27)
Programmable equations for XVSCF(n) with n > 4 can be easily obtained by truncating Eqs. (1.41)–(1.43) after terms
containing force constants of order n.
The diagrammatic expressions for U(1)m,s and U
(2)
m,s are given in Figs. 2.2 and 2.3, respectively. The same for Es can
be found in Ref. 21. The diagrams shown are for XVSCF(n) with an arbitrary value of n, but pertain to the fundamental
frequency and anharmonic geometry correction along the mth mode. Note that U(1)m,s and U
(2)
m,s are divided by
√
2ωm
and 2ωm, respectively, in the left-hand sides of these diagrammatic equations. This is necessary if we are to interpret
these diagrams as self-energy terms in the Dyson equation for single-particle Green’s functions.23, 70 The short stubs
are not zeroth-order Green’s functions, but are there merely to indicate the ranks (number of edges) of the vertices.
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A filled circle vertex with n edges is an nth-order force constant with each edge denoting a normal mode, divided
by
√
2ωi for every edge labeled i. Short stubs are always labeled m. A loop corresponds to a factor (si + 1/2) where i
is the normal-mode index of the loop. Summations must be taken over all internal edges (the edges that are connected
to vertices at both ends) including loop edges. A factor of 1/n! must be multiplied to the expression when there are
n equivalent edges; two edges are deemed equivalent when they are connected to the same pair of vertices. The U(1)m,s
diagrams are connected and isomorphic to the gradient diagram (the first diagram in the right-hand side of Fig. 2.2),
scaling as K1/2. The U(2)m,s diagrams are also connected and isomorphic to the harmonic force constant diagram (the
first diagram in the right-hand side of Fig. 2.3), scaling as K0.
The computational cost of vibrational structure calculations is usually dominated by the construction of the PES.
The cost of evaluating a general nth-order force field scales as O(Mn). Therefore, this is the overall scaling of VSCF.
In contrast, XVSCF(n) uses a small number of the force constants in an nth-order Taylor expansion of V(Q). For
XVSCF(4), only force constants of the types, Fi, Fii, Fi j j, and Fii j j, are needed. The cost of evaluating these force
constants scales as only O(Mn/2).
In cases where great many vibrational states need to be considered71 or the PES is somehow obtained inexpen-
sively, the overall computational cost may instead be dominated by the solution of the vibrational Schro¨dinger equa-
tion. One cycle of the XVSCF(n) iteration, the evaluation of the total vibrational energy, and the calculation of
anharmonic geometry corrections for all modes all involve only O(Mn/2) arithmetic operations. Therefore, the overall
cost of XVSCF(n) scales as O(Mn/2) regardless of whether the PES scan is the cost-determining step. The number
of arithmetic operations in the VSCF solver grows as O(Mn) as it is implemented in virtually any program. We will,
however, point out below that this is not the optimal scaling when the distinction between totally symmetric and non-
totally symmetric modes is made. In either case, XVSCF(n) has a superior cost scaling as compared to VSCF for any
truncation order n and this advantage grows with n.
2.2.2 XVSCF[n]
We have introduced XVSCF[n] and implemented it at n = 4 for anharmonic total energies and transition frequencies
as well as for anharmonic geometry corrections.
The programmable equations for XVSCF[4] are Eqs. (2.4) and (2.17) as well as the following:
U˜(1)m,s = Fm +
∑
I
FmI q˜I +
1
2!
∑
I,J
FmIJ q˜I q˜J +
1
3!
∑
I,J,K
FmIJK q˜I q˜J q˜K +
∑
i,m
Fmii
si + 1/2
2ω˜i
+
∑
i,m
∑
J
FmiiJ
si + 1/2
2ω˜i
q˜J , (2.28)
U˜(2)m,s = Fmm +
∑
I
FmmI q˜I +
1
2
∑
I,J
FmmIJ q˜I q˜J +
∑
i,m
Fmmii
si + 1/2
2ω˜i
, (2.29)
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and
Es = V0 +
1
2
∑
i
ω˜i(si + 1/2) +
∑
I
FI q˜I +
1
2!
∑
I,J
FIJ q˜I q˜J +
1
3!
∑
I,J,K
FIJK q˜I q˜J q˜K
+
1
4!
∑
I,J,K,L
FIJKLq˜I q˜J q˜K q˜L +
∑
i
Fii
si + 1/2
2ω˜i
+
∑
i
∑
J
FiiJ
si + 1/2
2ω˜i
q˜J
+
1
2!
∑
i
∑
J,K
FiiJK
si + 1/2
2ω˜i
q˜J q˜K +
1
2!
∑
i, j
′
Fii j j
si + 1/2
2ω˜i
s j + 1/2
2ω˜ j
. (2.30)
These are obtained by substituting Eqs. (2.16) and (2.19) into Eqs. (2.6), (2.7), and (2.18). Programmable equations
for XVSCF[n] with n > 4 can be most straightforwardly obtained by truncating Eqs. (2.8)–(2.15) and (2.18) after
higher-order terms and by generalizing Eqs. (2.11)–(2.15) to force constants of any order less than or equal to n.
Since Eq. (2.4) for anharmonic geometry corrections and Eq. (2.17) for anharmonic frequencies are coupled, we
solve them simultaneously using the iterative algorithm outlined in Fig. 2.4. The initial guess for q˜ can be zero. In
each cycle of the iteration, the value of q˜m is updated to the new value, q˜m − U˜(1)m,s/U˜(2)m,s, for all modes. The anharmonic
frequencies, ω˜m’s, are also updated using Eq. (2.17). This is repeated until all ω˜m’s and q˜m’s cease to change more than
preset tolerances, at which point q˜m is the anharmonic correction to the equilibrium geometry along the mth normal
mode.
The iterative algorithm can be based on nested two-fold loops: the inner loop solving Eq. (2.17) for ω˜m’s until
convergence and the outer solving Eq. (2.4) for q˜m’s. However, our preferred algorithm has just one loop solving both
simultaneously (as shown in Fig. 2.4), which works well. In either algorithm, with successive cycles, the quotient,
−U˜(1)m,s/U˜(2)m,s, approaches zero. Once all frequencies and geometries are converged, the vibrational energy is evaluated
by Eq. (2.30). Convergence to within 10−8 cm−1 for frequencies and to within 10−10 a.u. for geometries typically
requires at most 30 cycles.
The diagrammatic expressions for U˜(1)m,s, U˜
(2)
m,s, and Es for XVSCF[n] are presented in Figs. 2.5–2.7, whose corre-
sponding algebraic expressions are found in Eqs. (2.28)–(2.30), respectively. The diagrams with the same topology
but having all distinct vertical orderings of nonequivalent vertices are grouped together in the parentheses. They add
up to become the corresponding term in the algebraic expression. Loops and filled circle vertices are interpreted as
previously discussed except ω˜i is substituted for ωi. Cross vertices are interpreted as −q˜Iω˜2I /
√
2ω˜I . Each diagram
containing n total vertices also carries a denominator which is the product of n− 1 terms, which are obtained by draw-
ing a horizontal line between each vertically adjacent pair of vertices and subtracting the frequencies of the normal
modes associated with each edge crossed by the line, not including loops and not including short stubs. For example,
the first diagram in the second term of Fig. 2.5 has a denominator of −ω˜I . The three diagrams in the third term have
denominators of (−ω˜I)(−ω˜I − ω˜J), (−ω˜I)(−ω˜J), and (−ω˜I − ω˜J)(−ω˜J), respectively, where I is the normal mode index
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associated with the edge connecting to the upper cross vertex and J to the lower.
Equations (2.28)–(2.30) involve three-, two-, and four-fold summations, respectively, over totally symmetric
modes. We need to evaluate Es only once and U˜
(1)
m,s for all totally symmetric modes and, therefore, the cost of evalu-
ating these scales as O(N4), where N is the number of the totally symmetric normal modes. On the other hand, U˜(2)m,s
must be evaluated for all modes and the associated cost grows as O(MN2), where M is the number of modes. In a
nonperiodic system, N and M increase roughly proportionally with size and, hence, the overall cost scaling of the
XVSCF[4] solver is O(N4). The cost of constructing the PES can also be made to scale no greater than O(N4) if the
symmetries of the normal modes can be utilized in this step. Generally, the cost scaling of XVSCF[n] for molecules
is, therefore, O(Nn).
In the previous section, we mentioned that VSCF with a nth-order force field has the overall cost scaling of O(Mn).
If we can exploit the symmetries of normal modes, this is no longer the optimal scaling. It can be shown that VSCF
can be carried out with just O(Nn) arithmetic operations because the expectation values of normal modes that are
multiplied with the nth-order force constants always vanish unless the normal modes are totally symmetric. Though
our implementation of VSCF does not utilize this trick (nor does any other existing implementation to our knowledge),
if it did, XVSCF[n] and VSCF with a nth-order force field have the same O(Nn) scaling for molecules.
2.2.3 Comparison of methods
Table 2.4 compares XVSCF(n), XVSCF[n], and VSCF in the case of a quartic force field (QFF) (n = 4). The mean-
field potentials of both XVSCF methods have a quadratic form, rendering the XVSCF modals analytically obtainable
and removing the need for any basis-set expansion, quadrature, or matrix diagonalization from their algorithms, which
are inevitable in VSCF. Consequently, both XVSCF methods are vastly faster than VSCF. The results obtained from
all three are comparable with one another.
Since XVSCF[n] is defined by merely eliminating all the terms in the VSCF equations that vanish in the bulk
limit, XVSCF[n] and VSCF are one and the same method in this limit; only, the latter is far less efficient than the
former. XVSCF(n) may be seen as a further simplification to XVSCF[n] with substitutions V(Q) = Vn(Q) for en-
ergies and V(Q) = Vn−1(Q) for geometries. The primary benefit of this approximation is that the number of force
constants needed is dramatically reduced and the scaling of computational cost is thus decreased from O(Nn) to
O(Mn/2). XVSCF(n) is, therefore, particularly well suited for practical applications on large molecules and solids.
Both XVSCF(n) and XVSCF[n] are rigorously size consistent for anharmonic total energies, transition frequencies,
and geometry corrections. The VSCF equations are size consistent for none of these quantities.
An alternative way to render VSCF size consistent is to express the Hamiltonian using local coordinates. Any
vibrational or electronic method is size consistent when local coordinates or a local basis are used; local coordinates
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render the Hamiltonian additively separable in space. An electronic example is Pulay’s local CI,72 which is size-
consistent. However, insofar as normal coordinates are used in vibrational methods in practice, it is necessary to
understand the intrinsic size consistency of methods in the sense of Goldstone’s linked diagram theorem. See Ref. 17
for an in-depth analysis on the issue of size consistency.
XVSCF[n] is operationally similar to the effective harmonic oscillator (EHO) method developed by Spiridonov et
al.73, 74 using finite-temperature thermodynamic perturbation theory.75 In the EHO model, the center and frequency
of harmonic oscillator wave functions are variationally optimized in a manner similar to XVSCF[n]. Roy and Prasad
implemented63 a zero-temperature EHO algorithm and showed that variationally optimized harmonic oscillator wave
functions had overlaps of greater than 90% with full VSCF modals. These methods are not derived from the size-
consistency arguments and thus contain terms with nonphysical size dependence, unlike XVSCF[n]. Nevertheless,
this work reflects the usefulness of replacing VSCF modals by effective harmonic oscillator wave functions and fore-
shadows our developments.
XVSCF[n] is a diagonal approximation to the self-consistent phonon (SCP) method31, 32, 76 using normal coor-
dinates. The SCP method normally determines not only the frequencies and geometries but also the coordinates of
semi-independent oscillators and can, therefore, start with arbitrary coordinates such as the Cartesian coordinates.
XVSCF(n) and XVSCF[n], on the other hand, are defined for normal coordinates since they originate from VSCF
using normal coordinates. Our diagrammatic equations are also similar to those of the “optimized quadratic approx-
imation” developed by Cao and Voth77 that maps a system with a general PES onto one with effective harmonic
oscillators.
It is also noteworthy that, in the context of quantum dissipative dynamics, Makri68 has shown that a bath of
semi-independent oscillators interacting with a system in a uniform way must always be effectively harmonic in the
bulk limit. This finding is consistent with our conclusion that the mean-field potentials of VSCF becomes effectively
harmonic in a bulk crystal.20 Makri’s theorem is based on the size dependence of interaction parameters derived by
Suarez and Silbey,78 which is also reminiscent of the size dependence of force constants we rely on.
2.3 Numerical tests
We applied XVSCF(4), XVSCF[4], and VSCF with a QFF to a model system of unit masses connected by anharmonic
springs, and the water, naphthalene, and anthracene molecules. The QFF for water was computed at the MP2/aug-cc-
pVTZ level and those for the polyacenes were computed at the MP2/STO-3G level in the two-mode coupling (2MR)
approximation of Gerber et al.79, 80 The numerical accuracy of these molecular force fields is not important here. The
QFF’s were obtained with sindo,81 running the electronic structure calculations with nwchem.82
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We used the twenty lowest-lying harmonic oscillator wave functions for each mode as a basis set in all of the VSCF
and vibrational configuration-interaction (VCI) (Ref. 83) calculations. There is no need for a basis set in XVSCF(4)
or XVSCF[4]. We performed full VCI calculations on water using either the QFF or the modified QFF in which force
constants (Fiii, Fiii j, and Fiiii) that contribute to the cubic (U
(3)
m,s) and quartic (U
(4)
m,s) force constants of the mean-field
potentials are eliminated. The latter is denoted as VCI′.
There are two ways to obtain transition frequencies from VSCF or XVSCF. One is to perform separate (X)VSCF
calculations for two vibrational states and take the energy difference. We call this the “state-specific” approach (which
may be more commonly referred to as ∆SCF in electronic structure theory). The other is to perform one (X)VSCF
calculation for a single vibrational state (typically the zero-point or ground state) and obtain transition frequencies as
the energy differences of the eigenvalue solutions of the one-mode (X)VSCF equations [Eq. (1.33)]. We call this the
“virtual” approach as it involves the energies of the unoccupied (virtual) modals.
We used both state-specific and virtual approaches in the VSCF calculations for molecular frequencies. On the
other hand, the molecular frequencies of XVSCF(n) and XVSCF[n] were always computed with the virtual approach.
This is because the frequencies obtained by the state-specific approach do not easily lend themselves to diagrammatic
size-consistency analysis and are incongruous with the philosophy of XVSCF. However, all (X)VSCF calculations for
geometries were carried out in the state-specific manner because the geometry corrections of “virtual” XVSCF would
be identical for all states. The energies, frequencies, and geometry corrections of VCI for all states were obtained
using a single VSCF reference wave function of the zero-point state.
The 2MR approximation employed for the force fields of the polyacenes limits force constants to only those that
couple up to two modes. Thus, a QFF with 2MR does not have force constants of the types, Fi jk, Fii jk, and Fi jkl. This
does not affect XVSCF(4) because these force constants are not used in the first place. It does not impair the size
consistency of XVSCF[4], either (see Sec. 2.1.3).
2.4 One-dimensional chains
Here, we numerically analyze the size dependence of the mean-field potentials of XVSCF(n), XVSCF[n], and VSCF
using a one-dimensional model consisting of N + 1 unit masses experiencing the nearest-neighbor interactions ex-
pressed as a QFF.
Let xκ be the displacement of the κth mass from its equilibrium position. The potential energy, V(x), is defined as
V(x) =
1
2!
N∑
κ=1
(xκ+1 − xκ)2 + 13!
N∑
κ=1
(xκ+1 − xκ)3 + 14!
N∑
κ=1
(xκ+1 − xκ)4. (2.31)
This QFF in the Cartesian coordinates can be readily transformed into that in normal coordinates. We will examine the
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mean-field potentials along the normal mode with the lowest nonzero harmonic frequency with a coordinate simply
labeled as Q and a frequency labeled as ω. This mode corresponds to the “breathing” motion of the whole chain and
belongs to the acoustic branch of phonon dispersion in the N → ∞ limit. The symbol N denotes the size of the linear
chain and is not to be confused with the number of totally symmetric normal modes discussed elsewhere.
Figure 2.8 plots the errors in the VSCF frequency from the converged value as a function of the number of the
harmonic oscillator basis functions used to expand modals. As the chain becomes longer (N becomes larger), the size
of the basis required to converge frequencies increases dramatically to as many as 60 functions per normal coordinate
at N = 64. This is because, in longer chains, the minima of the mean-field potentials of VSCF shift away from
the minimum of V(Q) where the basis functions are centered, making the basis functions less and less effective in
expanding the modals, as predicted by our analysis. This graph shows, therefore, that VSCF lacks not only size
consistency but also numerical stability unless its algorithm somehow accounts for the shift by, for instance, floating
or optimizing the basis functions and their centers as done by Roy and Prasad.63 The centers of these floating basis
functions should be close to vibrationally averaged geometries. Neither XVSCF(n) nor XVSCF[n] would display such
pathology because they do not need a basis set.
Figures 2.9, 2.10, and 2.11 plot the VSCF, XVSCF(4), and XVSCF[4] mean-field potentials for the linear chains
with N = 4, 16, and 64, respectively. The XVSCF(4) mean-field potentials are drawn centered at their corresponding
anharmonic geometry corrections [Eq. (2.2)].
While the VSCF potential with N = 4 is visibly anharmonic, the potentials of the longer chains show progres-
sively smaller degrees of anharmonicity, with the VSCF potential with N = 64 being in accurate agreement with the
XVSCF[4] and XVSCF(4) potentials (the latter after a horizontal shift), which are both quadratic. This means that
they have essentially reached the bulk limit at N = 64. In this limit, VSCF reduces exactly to XVSCF[4] and the
anharmonic geometry correction of the latter agrees identically with the vibrationally averaged geometry of VSCF.
Indeed, the potentials of VSCF and XVSCF[4] are indistinguishable from each other in Fig. 2.11 as both the centers
and curvature become the same between the two potentials. The anharmonic geometry correction of XVSCF(4), on
the other hand, does not coincide with the anharmonic vibrationally averaged geometry of VSCF. However, they agree
reasonably well with each other, the former reproducing approximately 85% of the latter.
Figure 2.12 plots the differences in the zero-point energies per unit length (N) between XVSCF(4) or XVSCF[4]
and VSCF zero-point energies as a function of N−1. The XVSCF(4) error approaches a finite value at large N,
suggesting that XVSCF(4) unit cell (intensive) energies differ from VSCF unit cell energies by a constant value even
in the limit of infinite size. This is traced to the difference in the minima of the effective potentials between XVSCF(4)
and VSCF. The XVSCF[4] error per N approaches zero as N−1.
Table 2.1 summarizes the geometry corrections predicted by XVSCF(4), XVSCF[4], and VSCF for the chains in
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the vibrational ground state and in the excited state in which the quantum numbers of all modes are simultaneously
raised to one. If the geometry corrections are transformed from normal to internal coordinates, they are seen to
converge to a constant, thus N-independent value. This is expected and reassuring as the corrections in local internal
coordinates such as interatomic distances are thermodynamically intensive. This is also true for the excited state
considered here because the excitation energy to this state grows as N1 and thus has sufficient energy to cause a finite,
intensive change to each of the interatomic distance (see also Sec. 2.4.2). The corrections predicted by XVSCF[4]
and VSCF converge at the same values with increasing N in both the ground and excited states, as expected. The
XVSCF(4) corrections are, again, approximately 85% of these converged values at N = 64 and are satisfactory given
the ease and speed of the XVSCF(4) calculations.
It was suggested elsewhere71 that the “virtual” (i.e. unoccupied) modals generated by traditional VSCF can be
used to obtain thermally averaged properties of large molecules. Our foregoing analysis of the size dependence of the
VSCF mean-field potentials indicates that this may be inappropriate if normal coordinates are used: in the bulk limit,
all mean-field potentials of VSCF become quadratic, making all virtual modals have the same average geometry. A
calculation of thermally averaged geometry using VSCF virtual modals is expected to produce nonphysical results
that are increasingly insensitive to the temperature as the molecule becomes larger and which reduce to the zero-point
geometry in the bulk limit. This is also true of XVSCF(n) and XVSCF[n] at any size, since “virtual” modals in these
methods are obtained by simply changing the quantum numbers of the optimized harmonic oscillator wave functions.
On the other hand, in the state-specific approach, the center of the mean-field potential varies with vibrational state,
so thermally averaged geometries will remain meaningful even with quadratic mean-field potentials. The greater
efficiency and superior scaling of XVSCF(n) and XVSCF[n] are valuable in this regard because in calculating thermal
averages of large molecules a very large number of vibrational states must be treated. A finite-temperature extension
of XVSCF, in which the mean-field operators are themselves thermally averaged, may be even more appealing.
2.4.1 The water molecule
The results for the water molecule in the vibrational ground state are given in Table 2.2. The XVSCF[4] frequencies
are in remarkably good agreement with the “virtual” VSCF frequencies despite the small size of the molecule. This is
in contrast with the rather poor agreement between XVSCF(4) and VSCF, which has already been documented.21 Our
earlier study21 has concluded that this disagreement largely arises from the approximation V(Q) = V4(Q) rather than
from the small molecular size. The agreement between XVSCF[4] and VSCF supports this conclusion. It furthermore
suggests that, once the odd-order force constants are included in the XVSCF[4] calculation to shift the centers of the
mean-field potentials, their effects on anharmonic frequencies can also be captured surprisingly well even though the
mean-field potentials are still quadratic. The largest discrepancy between XVSCF[4] and “virtual” VSCF can be seen
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for the symmetric stretch (ν2), which is expected because U
(3)
2,s (or F222 that contributes to it) is large in VSCF whereas
it is absent from XVSCF[4]. Nevertheless, the discrepancy (62 cm−1) is significantly reduced from that seen between
XVSCF(4) and VSCF (148 cm−1). Table 2.2 (the ν3 frequencies to be specific) also indicates that comparison of
XVSCF is more appropriate with “virtual” VSCF than with “state-specific” VSCF as XVSCF frequencies are always
based on the “virtual” approach.
Table 2.2 lists the vibrationally averaged OH bond length and HOH bond angle. The VSCF and VCI results
are consistent with each other. Both XVSCF(4) and XVSCF[4] reproduce the signs of these anharmonic geometry
corrections of VSCF and VCI; they correctly predict the elongation of the OH bond and narrowing of the HOH angle
going from the equilibrium geometry to the zero-point geometry. However, they underestimate the magnitude of OH
elongation by more than a factor of two and overestimate the HOH narrowing by more than a factor of four. There is
evidence that this discrepancy is nearly entirely attributable to the smallness of the molecules. The VCI′ calculation
excludes cubic and quartic force constants that are not part of V3(Q) or V4(Q), that is, the force constants of types, Fiii,
Fiii j, and Fiiii. Their contributions to anharmonic frequencies or geometry corrections vanish in the bulk limit. As seen
in the table, the zero-point geometries of XVSCF(4) and XVSCF[4] agree accurately with that of VCI′, indicating that
the differences between XVSCF and VSCF or VCI arise from these force constants and thus are expected to vanish
in the bulk. The most encouraging observation is that the XVSCF(4) results closely trace the corresponding results of
XVSCF[4], which is more complete but more involved computationally.
Table 2.3 compiles the anharmonic geometry corrections obtained by XVSCF(4), XVSCF[4], and VSCF for the
ground and excited states. Although XVSCF(4) and XVSCF[4] cannot reproduce the VSCF corrections quantitatively,
it is again reassuring to find the XVSCF(4) and XVSCF[4] results agree accurately with each other for all states,
allowing simpler and cheaper XVSCF(4) to be used interchangeably with XVSCF[4]. Interestingly, for states (000),
(100), (001), and (101), the OH bond lengths of XVSCF(4) and XVSCF[4] deviate from those of VSCF by nearly a
constant, indicating that XVSCF can reproduce the trend of the variation. These are the states which are not excited
in the symmetric stretch mode (ν2); in the states which are excited in this mode, the effect of the cubic diagonal
force constant F222 on the VSCF vibrationally averaged geometry is greatest. Similarly, we find that XVSCF(4) and
XVSCF[4] reproduce the trend predicted by VSCF for the HOH angle for all the states except those in which the bend
(ν1) is excited. The two states in which XVSCF fails to reproduce the sign of the VSCF geometry correction to HOH
angle are both excited in this mode. The disagreement is probably due to the strong anharmonic corrections to the HOH
angle caused primarily by force constant F111. These cubic diagonal force constants affect the geometry of excited
states in VSCF because they render the VSCF mean-field potential asymmetric, whereas XVSCF(n) and XVSCF[n]
mean-field potentials are always symmetric about their minima. The force constants of the type Fiii cannot contribute
to anharmonic frequencies or geometries in a size-consistent fashion and, therefore, we consider the disagreement to
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be due to the small size of the molecule, and it is expected to vanish gradually with increasing size.
2.4.2 The naphthalene and anthracene molecules
Figures 2.13 and 2.14 plots the anharmonic geometry corrections of naphthalene and anthracene, respectively, in their
ground states as a function of their normal modes. A majority of the corrections are zero because the corresponding
normal modes are not totally symmetric. We computed these corrections as a check of our computer implementation
and verified that they are indeed computed as zero to within machine precision in the XVSCF calculations and to
within 10−4 a.u. in the VSCF calculations.
For these relatively large molecules, both XVSCF(4) and XVSCF[4] reproduce the anharmonic geometry correc-
tions of VSCF within the mean absolute deviation (MAD) of 0.3 and 0.2 a.u., respectively (the statistics exclude the
non-totally symmetric modes). Furthermore, XVSCF(4) and XVSCF[4] plots are barely distinguishable from each
other in these figures, with the MAD between the two being 0.04 a.u. (naphthalene) and 0.05 a.u. (anthracene). The
most significant disagreement between XVSCF and VSCF geometries is along the CH stretching modes, of which
the anharmonic geometry corrections tend to be minimal according to these theories. These numerical results support
our theoretical expectation that XVSCF[4] and VSCF-QFF converge at the same bulk limit. They also suggest that
XVSCF(4) is an accurate approximation and inexpensive alternative to XVSCF[4].
Figures 2.15 and 2.16 are the same plots as Figs. 2.13 and 2.14 but for naphthalene and anthracene in their excited
vibrational state in which the quantum numbers of all modes are simultaneously raised to one. Unlike the excited
state in which the quantum number of only one mode is raised and which is related to an optical transition caused by
a single photon, this excited state is more relevant to thermal excitations which can cause finite, intensive geometry
corrections in all local coordinates simultaneously.
The anharmonicity in a PES generally affects excited-state properties more than the ground-state counterparts. The
geometry corrections are indeed greater in the excited states than in the ground states. Nevertheless, the agreement
between XVSCF[4] and VSCF remain accurate with the MAD being only 0.7 a.u. for naphthalene and 0.8 a.u. for
anthracene, which are miniscule as compared with the magnitudes of anharmonic corrections in these units. The
MAD between the XVSCF(4) and VSCF results is slightly larger (1.0 a.u. for naphthalene and 1.2 a.u. for anthracene),
underscoring the fact that XVSCF[4] is the more complete method having the same bulk limit as VSCF.
Figures 2.17 and 2.18 compare the fundamental transition frequencies of XVSCF(4), XVSCF[4], and VSCF using
the virtual approach for naphthalene and anthracene. The XVSCF[4] frequencies are not the same as the XVSCF(4)
frequencies because XVSCF[4] takes into account the coupling between frequencies and geometry corrections, while
XVSCF(4) does not. The MAD between XVSCF(4) and VSCF frequencies are 7.8 cm−1 (naphthalene) and 8.9
cm−1 (anthracene) and those between XVSCF[4] and VSCF frequencies are 7.7 cm−1 (naphthalene) and 9.1 cm−1
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(anthracene). XVSCF[4] is found to give frequencies closer to the VSCF results than does XVSCF(4) for normal
modes whose harmonic frequencies are below 700 cm−1, including ring breathing and large-amplitude bending modes,
and are between 1200 and 1800 cm−1 such as CC stretching modes. For CH stretching and out-of-plane CH bending
modes occurring between 800 and 1100 cm−1, XVSCF[4] agrees less well with VSCF than does XVSCF(4). We
have found that XVSCF[4] and XVSCF(4) occasionally give the wrong signs in the geometry corrections along CH
stretching coordinates. The CH stretching modes are also known to couple strongly with the out-of-plane CH bending
modes. Since XVSCF[4] accounts for the coupling of frequencies and geometry corrections, these may be the reason
why XVSCF[4] is not necessarily in more accurate agreement with VSCF than is XVSCF(4) in frequencies at these
molecular sizes.
The VSCF calculations on the vibrational ground states of naphthalene and anthracene took 0.40 and 0.62 seconds
of CPU time, respectively, on a 2.3-GHz processor. Both calculations converged after 11 cycles of the iterative
algorithm. The XVSCF(4) calculations completed in 0.02 and 0.04 seconds after 13 and 14 cycles, respectively, for
naphthalene and anthracene. The XVSCF[4] calculations took 0.06 and 0.11 seconds, respectively, after 23 cycles
for both molecules. The calculation of the XVSCF(4) geometry corrections completed in < 0.01 seconds for both
molecules. These numbers omit the much greater computational cost of evaluating the potential energy surface, which
was carried out once per molecule.
2.5 Conclusion
This chapter has presented the extensions of XVSCF to anharmonic vibrationally averaged geometries. We have
introduced the theory, algorithms, programmable equations, and initial implementations of the two XVSCF methods
for anharmonic geometries: XVSCF(n) and XVSCF[n]. XVSCF[n] has the same converged bulk limits as VSCF for
anharmonic total energies, frequencies, and geometries. XVSCF(n) for anharmonic total energies and frequencies
was reported earlier.21 Here, XVSCF(n) for anharmonic geometry corrections has been proposed, implemented, and
tested. XVSCF(n) is defined for any even integer and XVSCF[n] is defined for any integer n > 2, and programmable
equations for n > 4 can be obtained easily by truncating the relevant expressions for the mean-field potential constants
after terms containing higher-order force constants.
The XVSCF(n) and XVSCF[n] geometry corrections have been shown to be in close agreement with the corre-
sponding VSCF results for molecules larger than water. In Appendix 2.4, it is shown that XVSCF[n] reproduces
exactly the VSCF results for anharmonic frequencies and geometries near the bulk limit, where XVSCF(n) recovers
approximately 85% of the geometry corrections of VSCF or XVSCF[n], which is satisfactory. Owing to the effective
harmonic form of their mean-field potentials, neither XVSCF(n) and XVSCF[n] requires basis functions, quadrature,
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or matrix diagonalization, unlike any VSCF algorithm; XVSCF(n) nor XVSCF[n] are, therefore, not only size consis-
tent (while VSCF is not), but they are also vastly more efficient than VSCF though the results obtainable from these
methods are essentially of the same quality particularly for large molecules and solids.
The derivation of both XVSCF(n) and XVSCF[n] is general in the sense that nothing in their equations restricts
their applications to the ground vibrational state; anharmonic geometry corrections can be calculated for excited
states, opening the important possibility of applying the methods to thermally averaged properties of large molecules
and solids.
2.6 Figures
1: Input M , s, Fii, Fiijj, Fijj, etc.
2: Set ωm ←
√
Fmm as initial guess for all m
3: Repeat
4: For m = 1 to M
5: Calculate U
(2)
m,s and ωm
6: End For
7: Until all ωm cease to change more than a threshold
8: Calculate U
(1)
m,s and 〈Qm〉 = −U (1)m,s/U (2)m,s
9: Calculate Es
Figure 2.1: The XVSCF(n) algorithm.
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Figure 2.2: The diagrams for U(1)m,s for the ground state.
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Figure 2.3: The diagrams for U(2)m,s for the ground state.
39
1: Input M , s, F , etc.
2: Set ω˜m ←
√
Fmm and q˜m ← 0 as initial guess for all m
3: Repeat
4: For m = 1 to M
5: Calculate U˜
(1)
m,s and U˜
(2)
m,s
6: Set ω˜m ←
√
U˜
(2)
m,s and q˜m ← q˜m − U˜ (1)m,s/U˜ (2)m,s
7: End For
8: Until all ω˜m and q˜m cease to change more than a threshold
9: Calculate Es
Figure 2.4: The XVSCF[n] algorithm.
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Figure 2.5: The diagrams for U˜(1)m,s for the ground state.
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Figure 2.6: The diagrams for U˜(2)m,s for the ground state.
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Figure 2.7: The diagrams for XVSCF[n] total energy for the ground state.
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Figure 2.8: The errors in the VSCF lowest fundamental frequencies of the one-dimensional models from the converged
limits as a function of the number of harmonic oscillator basis functions per normal coordinate that are used to expand
the VSCF modals.
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Figure 2.9: The VSCF, XVSCF(4), and XVSCF[4] mean-field potentials of the one-dimensional model with N = 4
along the normal mode with the lowest nonzero frequency. The potentials are given in the units of the VSCF frequency
calculated with the virtual approach and evaluated relative to their minima.
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Figure 2.10: The same as Fig. 2.9, but with N = 16.
 0
 2
 4
 6
 8
 10
 12
 14
-55 -50 -45 -40 -35 -30 -25 -20
U
 
/ ω
Q
 VSCF
 XVSCF(4)
 XVSCF[4]
Figure 2.11: The same as Fig. 2.9, but with N = 64. The XVSCF[4] and VSCF mean-field potentials are indistin-
guishable.
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Figure 2.12: The difference between XVSCF(4) or XVSCF[4] and VSCF predictions of the zero-point energy divided
by N of the one-dimensional chain plotted against N−1.
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Figure 2.13: The anharmonic correction (in a.u.) in normal coordinates to the equilibrium geometry of naphthalene in
the ground vibrational state obtained by XVSCF(4), XVSCF[4], and VSCF using a QFF within the 2MR approxima-
tion. The normal modes are numbered in the increasing order of the harmonic frequencies.
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Figure 2.14: The anharmonic correction (in a.u.) in normal coordinates to the equilibrium geometry of anthracene in
the ground vibrational state obtained by XVSCF(4), XVSCF[4], and VSCF using a QFF within the 2MR approxima-
tion. The normal modes are numbered in the increasing order of the harmonic frequencies.
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Figure 2.15: The same as Fig. 2.13 but for naphthalene in the excited vibrational state in which the quantum numbers
of all modes are simultaneously raised to one.
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Figure 2.16: The same as Fig. 2.14 but for anthracene in the excited vibrational state in which the quantum numbers
of all modes are simultaneously raised to one.
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Figure 2.17: The anharmonic corrections (in cm−1) to the fundamental frequencies of naphthalene obtained by
XVSCF(4), XVSCF[4], and VSCF in the virtual approach using a QFF within the 2MR approximation. The nor-
mal modes are numbered in the increasing order of the harmonic frequencies.
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Figure 2.18: The anharmonic corrections (in cm−1) to the fundamental frequencies of anthracene obtained by
XVSCF(4), XVSCF[4], and VSCF in the virtual approach using a QFF within the 2MR approximation. The nor-
mal modes are numbered in the increasing order of the harmonic frequencies.
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2.7 Tables
Table 2.1: The anharmonic corrections to the average interatomic distances predicted by XVSCF(4), XVSCF[4], and
VSCF for the one-dimensional chains of various lengths (N) in the vibrational ground or excited state. In the excited
state, the quantum numbers of all of its normal modes are simultaneously raised to one.
The ground state The excited state
N XVSCF(4) XVSCF[4] VSCF XVSCF(4) XVSCF[4] VSCF
4 −0.2011 −0.2372 −0.2657 −0.3996 −0.4888 −0.5244
8 −0.2182 −0.2562 −0.2622 −0.4242 −0.5072 −0.5143
16 −0.2204 −0.2589 −0.2600 −0.4248 −0.5076 −0.5089
32 −0.2208 −0.2592 −0.2588 −0.4243 −0.5066 −0.5060
64 −0.2203 −0.2586 −0.2582 −0.4228 −0.5051 −0.5046
Table 2.2: The anharmonic transition frequencies (in cm−1) and vibrationally averaged OH bond length (in Å) and
HOH bond angle (in degrees) of water obtained with a QFF. The modes ν1, ν2, and ν3 refer to the bending, symmetric
stretching, and antisymmetric stretching vibrations, respectively.
Harmonic XVSCF(4) XVSCF[4] VSCFa VSCFb VCI VCI′c
ν1 1628d 1543d 1563 1565 1562d 1557d 1547
ν2 3822d 3875d 3789 3727 3727d 3682d 3818
ν3 3948d 3993d 3903 3908 3815d 3791d 3771
rOH 0.9614 0.9680 0.9683 0.9758 0.9758 0.9757 0.9680
θHOH 104.1 103.4 103.5 104.0 104.0 104.0 103.4
aThe virtual approach for frequencies (see text).
bThe state-specific approach for frequencies (see text).
cThe force constants of the types Fiii, Fiii j, and Fiiii are excluded from the QFF.
dReference 21.
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Table 2.3: The anharmonic corrections to the OH bond length (in Å) and HOH bond angle (in degrees) of water in the
ground and excited vibrational states. Quantum numbers s1, s2, and s3 refer to the bending (ν1), symmetric stretching
(ν2), and antisymmetric stretching (ν3) vibrations, respectively.
(s1s2s3) rOH θHOH
XVSCF(4) XVSCF[4] VSCF XVSCF(4) XVSCF[4] VSCF
(000) +0.0066 +0.0070 +0.0144 −0.691 −0.656 −0.152
(100) +0.0041 +0.0044 +0.0116 −0.714 −0.691 +0.780
(010) +0.0065 +0.0068 +0.0296 −1.096 −1.030 −0.382
(001) +0.0210 +0.0237 +0.0296 −1.967 −1.691 −1.116
(110) +0.0038 +0.0041 +0.0277 −1.133 −1.092 +0.453
(101) +0.0194 +0.0223 +0.0279 −2.037 −1.770 −0.294
(011) +0.0205 +0.0227 +0.0425 −2.496 −2.092 −1.278
(111) +0.0187 +0.0211 +0.0416 −2.587 −2.199 −0.516
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Chapter 3
Dyson coordinates and Dyson geometry
Here, we place the XVSCF(n), XVSCF[n], and SCP methods of solid-state physics in the context of Green’s function
theory, of which the central equation is the (inverse) Dyson equation as discussed in Chapter 1.10, 33 The inverse Dyson
equation is a set of coupled one-particle equations with energy-dependent, correlated potentials known as the Dyson
self-energy;10, 23, 33 the equation can, in principle, describe electronic23, 84, 85 and vibrational26, 86–88 many-body wave
functions exactly within an apparent one-particle framework.
The Dyson self-energy is, in turn, subject to a diagrammatic perturbation expansion,22, 24, 25 where only connected,
irreducible, open diagrams are retained and they describe thermodynamically intensive many-body corrections to the
one-particle energies. With the self-energy added to the effective one-particle potential, the inverse Dyson equation
can lead to a new set of one-particle wave functions that are a unitary transformation of the original basis functions, the
latter typically being the HF orbitals for electrons and harmonic oscillator wave functions along normal coordinates
for vibrations. These one-particle wave functions for electrons are so-called Dyson orbitals.33 The corresponding
one-mode wave functions for vibrations are along a new set of rectilinear coordinates centered at a new geometry that
generally differs from the equilibrium geometry. These new coordinates are a unitary transformation of the normal
coordinates, which we propose to call the Dyson coordinates. The new geometry is referred to as the Dyson geometry.
In this chapter, we show the following:
(1) The linked and thus size consistent anharmonic contributions to the effective harmonic force constants of
the one-mode potentials of VSCF correspond to the diagonal components of the first-order Dyson self-energy. The
XVSCF(n) method introduced by Kec¸eli and Hirata21 takes into account only such contributions in VSCF while
discarding other contributions that are not size-consistent and which vanish in the bulk limit.
(2) There are also connected contributions to the gradients of the effective one-mode potentials of VSCF. They
are nonzero at the equilibrium geometry and define the first-order Dyson geometry as the point on the PES at which
the effective gradients all vanish. The difference between the equilibrium and Dyson geometries is the first-order
anharmonic geometry correction. XVSCF[n] accounts for the diagonal first-order Dyson self-energy in the effective
one-mode potentials of VSCF and uses the first-order Dyson geometry as the center of the normal coordinates.
(3) Connected contributions also exist in the off-diagonal components of the first-order Dyson self-energy, which
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are neglected in VSCF, XVSCF(n), and XVSCF[n]. They can be used to define the first-order Dyson coordinates
as a unitary transformation of the normal coordinates that diagonalizes the sum of quadratic force constants and
the first-order Dyson self-energy which characterizes the effective one-mode potentials of VSCF and XVSCF. This
method is identified as a variant of the SCP approach31, 32, 89–91 and also closely related to the optimized quadratic
approximation of Cao and Voth77 (see also Refs. 92–94). It takes into account the first-order Dyson geometry as well
as the diagonal and off-diagonal components of the first-order Dyson self-energy, which, in turn, define the first-order
Dyson coordinates, although recognition as such has not been made until this work. We call this method SCP[n].
Another variant of SCP, referred to as SCP(n) in this chapter, uses the first-order Dyson coordinates centered at the
equilibrium geometry. Numerical evidence shows that the normal coordinates are usually exceedingly close to the
first-order Dyson coordinates.
(4) The Dyson coordinates are obtained by the diagonalization of an effective harmonic force constant matrix
that adds to itself the Dyson self-energy and is, therefore, “dressed” with the anharmonic effects. This mathematical
procedure can be rigorously derived from the Dyson equation, as discussed in Chapter 1.
3.1 Theory
Here, we briefly recapitulate the theoretical definitions of the VSCF, XVSCF(n), and XVSCF[n] methods, described
in previous chapters, as well as the SCP method in order to discuss their connection to Green’s function theory. We
drop the subscript s, referring to a vibrational state, for brevity.
3.1.1 VSCF
The VSCF wave function4–6 is a product of modals in normal coordinates {Qi} centered at the equilibrium structure,
Ψ =
∏
i
ϕi(Qi), (3.1)
which minimizes the expectation value of energy,
E = 〈Ψ|Hˆ|Ψ〉, (3.2)
under the constraints that all modals remain normalized. This leads to the following coupled set of one-mode equa-
tions,
−12 ∂2∂Q2i + Ui(Qi)
ϕi(Qi) = iϕi(Qi), (3.3)
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involving the effective one-mode potentials,
Ui(Qi) =
〈
Ψ
ϕi
∣∣∣∣∣ V ∣∣∣∣∣Ψϕi
〉
, (3.4)
where V is the PES and Qi is the normal coordinate position operator for mode i. The PES Taylor series, relating V to
force constants, F, is given by Eq. (1.21).
3.1.2 XVSCF(n)
While VSCF is elegant in its definition and has fundamental value as the basis of vibrational correlation theories, it
is not diagrammatically size consistent when it is defined with normal coordinates. As per Makri’s theorem,68 the
effective potential that each of the semi-independent oscillators in delocalized coordinates experiences must always be
harmonic in the bulk limit. This suggests that the effective one-mode potential of VSCF, Ui in Eq. (3.3), has numerous
redundant terms that vanish in the bulk limit (they are important and useful for smaller molecules, however).
Eliminating all such terms in Eq. (3.3) that have nonphysical size dependence, we arrive at the coupled XVSCF
equations,
−12 ∂2∂Q2i + U′i (Qi)
ϕ′i(Qi) = ′iϕ′i(Qi), (3.5)
with
U′i (Qi) = E +
1
2
U(2)i Q
2
i , (3.6)
where E is given by Eq. (3.2). The effective harmonic force constant, U(2)i , is given diagrammatically in Fig. 3.1 and
algebraically as
U(2)i = Fii + (2ω
(0)
i )
{
Σ(1)(ν)
}′
ii
, (3.7)
where here we have used the symbol ω(0)i for the harmonic frequency. The first diagram in Fig. 3.1 and the first term
in the right-hand side of the above expression correspond to the diagonal quadratic force constant, and the subsequent
diagrams and the second term correspond to the diagonal first-order Dyson self-energy. The first-order Dyson self-
energy,
{
Σ(1)(ν)
}′
ii
, which “dresses” the bare potential, is given by
{
Σ(1)(ν)
}′
ii
=
1
2(2ω(0)i )
∑
j
Fii j j〈Q2j〉 +
1
8(2ω(0)i )
∑
j,k
Fii j jkk〈Q2j〉〈Q2k〉 + . . . . (3.8)
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The symbols 〈Q2i 〉 refer to the expectation values 〈ϕ′i |Q2i |ϕ′i〉. Unlike Kec¸eli and Hirata,21 we have lifted the restrictions
on the domains of summation indexes, anticipating unitary transformations of the coordinates to be performed later,
where such restrictions become cumbersome. See Sec. (3.1.7) for a justification of this treatment.
Note both the similarity and the difference to the first-order Dyson self-energy utilized in XVH1(n) as discussed
in Chapter 1, given by Fig. 1.2 and Eq. (1.57). Equation (3.8) is isomorphic to Eq. (1.2), but instead of products of
strictly harmonic frequencies, the former has expectation values of Q operators in XVSCF modals, which as we have
seen amount to products of XVSCF frequencies. Note also that in general, the inverse Dyson equation must in general
be solved self-consistently and independently for every individual frequency, since Σ(ν) depends on the solution ν
itself. However, a first-order diagrammatic approximation to the Dyson self-energy, containing only diagrams of
the type shown in Fig. 3.3, is constant in ν,23, 86 and Eq. (1.53) is in that case a simple eigenvalue problem. The
self-consistency required in the XVSCF(n) method is of a different nature, the modals and their frequencies must
be self-consistent with one another across all coordinates. This requirement is traced to the variational definition of
VSCF and is also related to the resummation of a certain class of diagrams up to an infinite order, as will be discussed
further in Chapter 4.
According to the normalization theorem,,17, 29 only connected diagrams with two external edges such as those in
3.1 have size dependence proportional to K0 and are thermodynamically intensive, which one-mode potentials should
be. The identical conclusion can also be drawn algebraically.20 On the basis of this observation, Kec¸eli and Hirata
introduced21 diagrammatically size-extensive VSCF or XVSCF(n) for an nth-order Taylor-series PES. It consists of
solving the coupled set of the diagrammatically linked equations, Eq. (3.5)—rather than the VSCF equations, Eq.
(3.3)—with the effectively harmonic one-mode potential given by Eqs. (3.6)–(3.8). Among the numerous advan-
tages of XVSCF(n) over VSCF discussed in Kec¸eli and Hirata21 is the fact that Eq. (3.5) has analytical solutions for
effectively harmonic U′i . The eigenvalue solutions of Eq. (3.5) are
′i = E + (si + 1/2)ω
′
i , (3.9)
where si is the nonnegative integer quantum number and
U(2)i = ω
′2
i . (3.10)
The eigenfunctions (modals) of Eq. (3.5) are harmonic oscillator wave functions with angular frequencies {ω′i}. The
total energy is given by
E = −1
2
∑
i
〈
∂2
∂Q2i
〉
+ V0 +
1
2
∑
i
Fii〈Q2i 〉 +
1
8
∑
i, j
Fii j j〈Q2i 〉〈Q2j〉
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+
1
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∑
i, j,k
Fii j jkk〈Q2i 〉〈Q2j〉〈Q2k〉 + . . . , (3.11)
with
〈
∂2
∂Q2i
〉
= −ω
′
i
2
, (3.12)
Equations (3.6) and (3.9) also contain E. This is because we have lifted the restrictions in the ranges of the summation
indices in the corresponding terms in Chapters 1 and 2 for consistency.
3.1.3 XVSCF[n]
It has been shown by the present authors with coauthors20 that Eq. (3.5) neglects more than just the terms that vanish
in the bulk limit. Diagrams that are isomorphic to those of bare potential gradients in the one-mode effective potential
of VSCF do not vanish with increasing size and are not accounted for in XVSCF(n). XVSCF equations that account
for these diagrams have the form
−12 ∂2∂Q˜2i + U˜i(Q˜i)
 ϕ˜i(Q˜i) = ˜iϕ˜i(Q˜i), (3.13)
where
U˜i(Q˜i) = U˜
(1)
i Q˜i +
1
2
U˜(2)i Q˜
2
i , (3.14)
with Q˜i defined below. The effective gradient and harmonic force constant in Eq. (3.14) are
U˜(1)i = F˜i + (2ω˜
(0)
i )
1/2Σ˜
(1)
i , (3.15)
U˜(2)i = F˜ii + (2ω˜
(0)
i )
{
Σ˜(1)(ν)
}
ii
, (3.16)
where
ω˜(0)i = (F˜ii)
1/2. (3.17)
The Dyson self-energy,
{
Σ˜(1)(ν)
}
ii
, is defined by the same equation as
{
Σ(1)(ν)
}′
ii
[Eq. (3.8)], but the F’s, Q’s, and ω(0)’s
are systematically replaced by the corresponding F˜’s, Q˜’s, and ω˜(0)’s. The new force constants, F˜ (including V˜0), are
53
related to the standard force constants, F, by algebraic relationships presented in Eqs. (2.11)–(2.15) of Chapter 2. The
new quantity, Σ˜(1)i , is the one-edge analogue of the first-order Dyson self-energy and is given by
Σ˜
(1)
i =
1
2(2ω˜(0)i )
1/2
∑
j
F˜i j j〈Q˜2j〉 +
1
8(2ω˜(0)i )
1/2
∑
j,k
F˜i j jkk〈Q˜2j〉〈Q˜2k〉 + . . . . (3.18)
Again, we have lifted the summation restrictions in Eq. (3.18) that were present in Chapter 2. The diagrammatic
representation of U˜(1)i is given in Fig. 3.2.
The effective gradient, U˜(1)i given in Eq. (3.15), has the size dependence of K
1/2 and is neither extensive or inten-
sive.20, 29 It must vanish for the theory to be size-consistent and for the effective potential to consist of an extensive
constant part and an intensive function part only. The XVSCF[n] method guarantees this by shifting the center of the
coordinates to a new one {qi}, such that all of the effective gradients vanish:
U˜(1)i = 0, (3.19)
The tildes on various symbols indicate that the quantities represented by them are defined with this new center of
coordinates,
Q˜i = Qi − qi, (3.20)
This center is called the first-order Dyson geometry. It coincides with the vibrationally averaged geometry of VSCF
in the bulk limit.
The eigenvalue solutions of Eq. (3.13) are
˜i = E˜ +
(
si +
1
2
)
ω˜i, (3.21)
with
U˜(2)i = ω˜
2
i , (3.22)
and
E˜ = −1
2
∑
i
〈
∂2
∂Q˜2i
〉
+ V˜0 +
1
2
∑
i
F˜ii〈Q˜2i 〉 +
1
8
∑
i, j
F˜ii j j〈Q˜2i 〉〈Q˜2j〉
+
1
48
∑
i, j,k
F˜ii j jkk〈Q˜2i 〉〈Q˜2j〉〈Q˜2k〉 + . . . , (3.23)
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and where F˜’s and V˜0 are again given by Eqs. (2.11)–(2.15).
3.1.4 SCP[n]
The XVSCF(n) and XVSCF[n] methods are defined for normal coordinates, adjusting the shapes of effective one-mode
potentials with only the diagonal components of the first-order Dyson self-energy. If this diagonal approximation is
lifted and the nonzero off-diagonal components of the Dyson self-energy are also taken into account, the effective
potentials are no longer one-mode functions, but they contain two-mode contributions,
U˜i j(Q˜i, Q˜ j) =
1
2
U˜(2)i j Q˜iQ˜ j, (3.24)
where i , j and
U˜(2)i j = F˜i j + (2ω˜
(0)
i )
1/2(2ω˜(0)j )
1/2
{
Σ˜(1)(ν)
}
i j
, (3.25)
with
{
Σ˜(1)(ν)
}
i j
=
1
2(2ω˜(0)i )
1/2(2ω˜(0)j )
1/2
∑
k
F˜i jkk〈Q˜2k〉
+
1
8(2ω˜(0)i )
1/2(2ω˜(0)j )
1/2
∑
k,l
F˜i jkkll〈Q˜2k〉〈Q˜2l 〉 + . . . . (3.26)
The diagrammatic representation of U˜i j is depicted in Fig. 3.3.
The two-mode nature of the effective potential of Eq. (3.24) prohibits an effective one-mode equation analogous to
Eqs. (3.5) or (3.13) from being obtained. One can, however, transform coordinates to bring U˜i j into a diagonal form.
Let {Q¯i} be the new set of coordinates centered at the first-order Dyson geometry obtained by a unitary transformation
of the normal coordinates,
Q¯i =
∑
j
Ci j
(
Q j − q j
)
, (3.27)
where {Ci j} (assumed real in this work) are the elements of the transformation matrix determined so as to bring the
non-diagonal effective harmonic force constant matrix of Eq. (3.25) into a diagonal form, that is,
U¯(2)i j = δi jω¯
2
i
= F¯i j +
1
2
∑
k
F¯i jkk〈Q¯2k〉 +
1
8
∑
k,l
F¯i jkkll〈Q¯2k〉〈Q¯2l 〉 + . . . . (3.28)
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As in XVSCF[n], we simultaneously ensure that the effective gradient potential terms remain zero:
U¯(1)i = 0
= F¯i +
1
2
∑
j
F¯i j j〈Q¯2j〉 +
1
8
∑
j,k
F¯i j jkk〈Q¯2j〉〈Q¯2k〉 + . . . , (3.29)
where 〈Q¯2i 〉 = 〈ϕ¯i|Q¯2i |ϕ¯i〉, which is readily evaluated analytically (see Table I of Kec¸eli and Hirata21) with ω¯’s obtained
from Eq. (3.28). The transformed force constants, F¯’s are related to the force constants F˜’s and F’s by
V¯0 = V0 +
∑
i
Fiqi +
1
2!
∑
i, j
Fi jqiq j +
1
3!
∑
i, j,k
Fi jkqiq jqk + . . . , (3.30)
F¯i =
∑
j
Ci jF j +
∑
j,k
Ci jF jkqk +
1
2!
∑
j,k,l
Ci jF jklqkql + . . . , (3.31)
F¯i j =
∑
k,l
CikC jlFkl +
∑
k,l,m
CikC jlFklmqm + . . . , (3.32)
F¯i j j =
∑
k,l,m
CikC jlC jmFklm +
∑
k,l,m,n
CikC jlC jmFklmnqn +
1
2!
∑
k,l,m,n,o
CikC jlC jmFklmnoqnqo + . . . , (3.33)
F¯ii j j =
∑
k,l,m,n
CikCilC jmC jnFklmn +
∑
k,l,m,n,o
CikCilC jmC jnFklmnoqo + . . . . (3.34)
As will be shown in the next section, we avoid this costly transformation of force constants by transforming the
corresponding position integrals instead.
Equations (3.28) and (3.29) are the central equations determining the first-order Dyson coordinates and geometry.
They must be solved simultaneously because the force constants that appear in Eqs. (3.28) and (3.29) depend on both
the geometry, {qi}, and on the matrix elements, {Ci j}. Once these equations are solved, the underlying modals {ϕ¯} are
to satisfy the coupled one-mode equations
−12 ∂2∂Q¯2i + U¯i(Q¯i)
 ϕ¯i(Q¯i) = ¯iϕ¯i(Q¯i), (3.35)
with
U¯i(Q¯i) = U¯
(1)
i Q¯i +
1
2
U¯(2)i Q¯
2
i , (3.36)
and
¯i = E¯ +
(
si +
1
2
)
ω¯i, (3.37)
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and
E¯ = −1
2
∑
i
〈
∂2
∂Q¯2i
〉
+ V¯0 +
1
2
∑
i
F¯ii〈Q¯2i 〉 +
1
8
∑
i, j
F¯ii j j〈Q¯2i 〉〈Q¯2j〉
+
1
48
∑
i, j,k
F¯ii j jkk〈Q¯2i 〉〈Q¯2j〉〈Q¯2k〉 + . . . . (3.38)
This scheme is identified as a member of the SCP family of methods.31, 32, 89–91 In this method, a a wave function of
crystalline lattice vibration is expressed as a product of harmonic oscillator wave functions whose frequencies are the
square roots of the eigenvalues of a thermally and vibrationally averaged dynamical harmonic force constant matrix at
a geometry that minimizes the free energy obtained with these frequencies. At zero temperature, this is equivalent to
solving Eq. (3.35) with Eqs. (3.28) and (3.29). We call this method at zero temperature SCP[n]. It uses the first-order
Dyson coordinates centered at the first-order Dyson geometry.
3.1.5 SCP(n)
When SCP is carried out at the equilibrium geometry, that is, the one that minimizes the internal energy rather than the
free energy of a crystal, it is the vibrational mean-field method that uses the first-order Dyson coordinates but neglects
the first-order perturbation correction to the geometry. We call this method at zero temperature SCP(n). It is defined
by the equations in the previous subsection for SCP[n] with qi = 0 for all i.
3.1.6 Comparison of vibrational mean-field theories
Table 3.1 summarizes the characteristics of the five vibrational mean-field methods discussed in this article.
VSCF is almost always based on normal coordinates centered at the equilibrium geometry, at which the expansion
basis functions of modals are also centered (such basis functions are unnecessary in the XVSCF and SCP methods).
The centers of the VSCF one-mode potentials, given by Eq. (3.4), shift away from the equilibrium geometry to the
vibrationally averaged geometry. Clearly, the latter is related to the first-order Dyson geometry and, in fact, these two
geometries become one and the same in the bulk limit. It may thus be argued that VSCF does take into account this
geometry shift through the basis-set expansion of modals. However, it does so in a manner that is more problematic
than useful because the VSCF algorithms are designed unaware of this shift and the basis functions are left behind at
the original center and become increasingly ineffective in expanding these “fleeing” modals.21
All of the other methods are formulated with connected diagrams, and they have effective harmonic one-mode
potentials. SCP[n] is the most complete (albeit least practically useful; see below) in the sense that it determines
and uses both the first-order Dyson coordinates and geometry. The diagonal approximation to the Dyson self-energy
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in SCP[n] is XVSCF[n], which neglects the first-order Dyson coordinates. The neglect of the first-order Dyson
geometry in SCP[n] leads to SCP(n), whereas the same approximation to XVSCF[n] yields XVSCF(n). XVSCF(n) is
the diagonal approximation to the Dyson self-energy of SCP(n).
In XVSCF(n), neither the coordinates nor the geometry are altered. However, in Chapter 2 we proposed an
approximate method to evaluate the vibrationally averaged geometry, or the first-order Dyson geometry, by
qi ≈ −
U(1)i
U(2)i
, (3.39)
where
U(1)i = Fi +
1
2
∑
j
Fi j j〈Q2j〉 +
1
8
∑
j,k
Fi j jkk〈Q2j〉〈Q2k〉 + . . . . (3.40)
Here, we also propose evaluating the approximate first-order Dyson geometry of SCP(n) analogously using
qi ≈ − U¯iU¯ii , (3.41)
where U¯i and U¯ii are understood to be given by Eqs. (3.28)–(3.29) and (3.30)–(3.34) with qi = 0 in the definitions
of F¯’s. The first-order Dyson geometries from XVSCF(n) and SCP(n) discussed below have been obtained by Eqs.
(3.39) and (3.41), respectively.
In the calculations described below, we implement XVSCF(4) and XVSCF[4] as described in the above sections,
with completely unrestricted summation in Eqs. (3.8) and (3.18), unlike previous implementations.21 This is to facili-
tate the unitary transformation of coordinates. A discussion of this issue is below.
3.1.7 Summation restrictions in XVSCF
Here, we show that the XVSCF[n] and XVSCF(n) equations presented above, while yielding different numerical
results from previous implementations21 for finite molecules, become equivalent to those presented previously in
the bulk limit. The XVSCF[n] equations for the effective gradient (U˜(1)i ), effective force constant (U˜
(2)
i ), and total
vibrational energy (E) from Chapter 2 are
U˜(1)i = F˜i +
1
2
∑
j,i
F˜i j j〈Q˜2j〉 +
1
8
∑
j,k,i
′
F˜i j jkk〈Q˜2j〉〈Q˜2k〉 + . . . , (3.42)
U˜(2)i = F˜ii +
1
2
∑
j,i
F˜ii j j〈Q˜2j〉 +
1
8
∑
j,k,i
′
F˜ii j jkk〈Q˜2j〉〈Q˜2k〉 + . . . , (3.43)
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E = V˜0 +
1
2
∑
i
− 〈 ∂2
∂Q˜2i
〉
+ F˜ii〈Q˜2i 〉
 + 18∑
i, j
′
F˜ii j j〈Q˜2i 〉〈Q˜2j〉 + . . . , (3.44)
where primes on summation symbols specify that multiple indices of summation are restricted to distinct values. It can
be demonstrated algebraically20 as well as diagrammatically that all terms in Eq. (3.44) have the consistent volume
dependence of K1 and are, therefore, term-by-term extensive. The terms in Eq. (3.43), on the other hand, have the
K0 dependence and are thus intensive, which is appropriate for quantities determining frequencies. The terms in Eq.
(3.42) have the nonphysical volume dependence of K1/2, and therefore, their sum must vanish.
In this work, we have lifted all restrictions on the ranges of summation indices because such restrictions are
incongruous to the coordinate transformation. To determine the effect of this change on the internal consistency of the
XVSCF formalisms in the bulk limit, we examine the volume dependence of the quantities excluded by the restricted
summations, that is, the differences in the XVSCF[n] equations between this work and that of Chapter 2. They are
∆U˜(1)i =
1
2
F˜iii〈Q˜2i 〉 +
1
8
∑
j
F˜i j j j j〈Q˜2j〉2 +
1
4
∑
j,i
F˜iii j j〈Q˜2i 〉〈Q˜2j〉 + . . . , (3.45)
∆U˜(2)i =
1
2
F˜iiii〈Q˜2i 〉 +
1
8
∑
j
F˜ii j j j j〈Q˜2j〉2 +
1
4
∑
j,i
F˜iiii j j〈Q˜2i 〉〈Q˜2j〉 + . . . , (3.46)
∆E =
1
8
∑
i
F˜iiii〈Q˜2i 〉2 +
1
48
∑
i
F˜iiiiii〈Q˜2i 〉3 +
1
16
∑
i, j
′
F˜ii j j j j〈Q˜2i 〉〈Q˜2j〉2 + . . . . (3.47)
Using the well-established algebraic method described by March et al.24 and discussed extensively by Hirata et al.,20 it
can be easily shown that the first through third terms on the right-hand side of Eq. (3.45) have the volume dependence
of K−1/2. Likewise, all shown terms on the right-hand side of Eq. (3.46) are asymptotically proportional to K−1. The
first and third terms on the right-hand side of Eq. (3.47) are K0 quantities, whereas the second term is asymptotically
K−1.
Thus, ∆U˜(1)i , ∆U˜
(2)
i , and ∆E have overall volume dependence proportional to, at most, K
−1/2, K−1, and K0, respec-
tively. In each case, this is one power less than the overall size dependence of the corresponding XVSCF[n] quantities.
Thus, in the bulk limit, ∆U˜(1)i , ∆U˜
(2)
i , and ∆E either vanish or are infinitesimally small compared to U˜
(1)
i , U˜
(2)
i , and E.
Therefore, imposing or lifting the restrictions on summation in Eqs. (3.45)–(3.47) has no effect on the bulk limit of
XVSCF[n]. The same conclusion applies to XVSCF(n).
3.2 Computer implementation
This section describes an iterative algorithm to determine the first-order Dyson coordinates and geometry of SCP[n]
(in the case of quartic force field, i.e., n = 4), which we have implemented and applied to several molecules. The
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algorithms of XVSCF(4), XVSCF[4], and SCP(4) used in the calculations below can all be deduced from this SCP[4]
algorithm.
The objective of the algorithm is to satisfy Eqs. (3.28) and (3.29) self-consistently. It achieves this by performing
a unitary transformation of the coordinates and by shifting the coordinate origin gradually in an iterative algorithm
Substituting Eqs. (3.31)–(3.34) into (3.28) and (3.29), we find the quantities we need in the nth cycle of the SCP[4]
iteration as
U¯[n]i =
∑
j
C[n]i j U˜
[n]
j , (3.48)
U¯[n]i j =
∑
k,l
C[n]ik C
[n]
jl U˜
[n]
kl , (3.49)
with
U˜[n]i = Fi +
∑
J
FiJq
[n−1]
J +
1
2
∑
J,K
FiJKq
[n−1]
J q
[n−1]
K
1
2
∑
j,k
Fi jkD
[n−1]
jk
+
1
3!
∑
J,K,L
FiJKLq
[n−1]
J q
[n−1]
K q
[n−1]
L +
1
2
∑
J
∑
k,l
FiJklq
[n−1]
J D
[n−1]
kl , (3.50)
U˜[n]i j = Fi j +
∑
K
Fi jKq
[n−1]
K +
1
2
∑
K,L
Fi jKLq
[n−1]
K q
[n−1]
L
1
2
∑
k,l
Fi jklD
[n−1]
kl , (3.51)
and, in the zero-point vibrational state,
D[n−1]i j =
∑
k
〈Q¯2k〉C[n−1]ki C[n−1]k j ,
=
∑
k
C[n−1]ki C
[n−1]
k j
2ω¯[n−1]k
, (3.52)
where q[n−1]I and C
[n−1]
i j designate, respectively, the geometry shift and unitary transformation matrix element from the
previous iteration (see the next paragraph for ω¯[n]i ). The capital letters label normal coordinates that transform as totally
symmetric irreducible representations; only along the totally symmetric coordinates can qi be nonzero. Note that all
quantities, (F’s, ω’s, and q’s) in Eqs. (3.50)–(3.52) are defined unambiguously in the normal coordinates centered at
the equilibrium geometry; the meanings of these quantities (if not their values) never change even as we alter both the
coordinates and their origins during iterations. In Eq. (3.52), we have chosen to transform the integrals rather than
force constants for a substantial computational advantage.
In each cycle of the iterative algorithm, we first evaluate U˜[n]i and U˜
[n]
i j according to Eqs. (3.50) and (3.51). They
are obtained with invariant quantities such as F’s (in the normal coordinates) and the variable quantities determined in
the previous iteration, i.e., C[n−1]i j , q
[n−1]
I , and ω¯
[n−1]
i . Second, we diagonalize the matrix of U˜
[n]
i j to obtain C
[n]
i j and ω¯
[n]
i .
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The matrix of U¯[n]i j is diagonal by construction:
U¯[n]i j = δi j
(
ω¯[n]i
)2
. (3.53)
Third, we use Eq. (3.48) to obtain an improved estimate of the Dyson geometry by
q[n]I = q
[n−1]
I −
∑
J
U¯[n]J
U¯[n]JJ
C[n]JI ,
= q[n−1]I −
∑
J,K
C[n]JI C
[n]
JKU˜
[n]
K
(
ω¯[n]J
)−2
, (3.54)
The summation indexes can be restricted to totally symmetric coordinates because both the normal and Dyson coor-
dinates transform as irreducible representations. Fourth, we check the convergence by comparing {ω¯[n]i } with {ω¯[n−1]i }
and {q[n]I } with {q[n−1]I }. An appropriate initial guess is q[0]I = 0 for all I and C[0]i j = δi j for all i and j.
Once the convergence is achieved, we evaluate the total energy using Eq. (3.23), but avoiding costly transforma-
tions of force constants. A more computationally tractable expression for E¯ is
E =
∑
i
ω¯i
4
+ V0 +
∑
I
FIqI +
1
2
∑
I,J
FIJqIqJ
1
2
∑
i, j
Fi jDi j +
1
3!
∑
I,J,K
FIJKqIqJqK
+
1
2
∑
I
∑
j,k
FI jkqI D jk +
1
4!
∑
I,J,K,L
FIJKLqIqJqKqL
1
4
∑
I,J
∑
k,l
FIJklqIqJ Dkl
+
1
8
∑
i, j
∑
k,l
Fi jklDi jkl, (3.55)
with
Di j =
∑
m
〈Q¯2m〉CmiCm j,
=
∑
m
CmiCm j
2ω¯m
, (3.56)
Di jkl =
∑
m
∑
n,m
〈Q¯2m〉〈Q¯2n〉CmiCm jCnkCnl +
∑
m
〈Q¯4m〉CmiCm jCmkCml
= 3
∑
m,n
CmiCm j
2ω¯m
CnkCnl
2ω¯n
= 3Di jDkl, (3.57)
where ω¯i is the converged frequency of the ith modal and 〈Q¯2m〉 = 1/(2ω¯m) and 〈Q¯4m〉 = 3/(4ω¯2m) are used.21 These
expressions hold true only for the zero-point vibrational state.
The SCP(4) algorithm used here is obtained by setting U˜(1)i = 0 and qi = 0 throughout the above, whereas the
algorithm for XVSCF[4] can be deduced by substituting U˜i j = 0 and Ci j = δi j for all i , j. The XVSCF(4) algorithm
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is obtained by combining both of the above.
3.3 Numerical test
We implemented the XVSCF(4), XVSCF[4], SCP(4), and SCP[4] methods as defined in the previous section and
applied them to water, naphthalene, anthracene, and n-butane using quartic force fields obtained either with MP2/aug-
cc-pVTZ (water and n-butane) or HF/STO-3G (naphthalene and anthracene) electronic structure calculations. The
slight differences in the XVSCF(4) and XVSCF[4] results for water between this work and that of Kec¸eli and Hirata21
and Chapter 2 are due to the different ranges of the summation indices (see above and Sec. 3.1.7). The vibrational
configuration-interaction (VCI) calculations on the same set of molecules with the respective, identical PES’s were
also carried out. The results of VCI are essentially exact for the given PES’s.
The results for the water molecule are given in Table 3.2. The frequencies, total (zero-point) energies, and geome-
tries calculated by SCP[4] and SCP(4) using the Dyson coordinates are nearly indistinguishable from those obtained
by XVSCF[4] and XVSCF(4) based on normal coordinates. For instance, the total energy predicted by SCP[4] is only
4.2 · 10−4 cm−1 lower than that the value obtained by XVSCF[4]. Likewise, the total energy predicted by SCP is only
1.4 ·10−3 cm−1 lower than that obtained by XVSCF(4). They confirm that the calculations with the Dyson coordinates
are superior (albeit very slightly) to the calculations with normal coordinates in the variational sense.
While the anharmonic effects on structural parameters are surprisingly well-reproduced by XVSCF and SCP, those
on frequencies are often quite poor, occasionally having even the wrong signs. The value of these vibrational mean-
field methods is, therefore, limited to their ability to serve as the basis of “correlated” treatments, to be discussed in
Chapter 4. Note that VSCF reduces exactly to XVSCF[n] in the bulk limit, although the former can be much more
accurate than the latter for small molecules, owing to the inclusion of more force constants in the former.21
The Dyson coordinates that are determined by SCP[4] and SCP(4) and are used to obtain the results in Table 3.2
are given in Table 3.3 and Table 3.4, respectively. They are nearly identical to the normal coordinates, explaining the
accurate agreement in the frequencies, energies, and geometries between calculations using the two different sets of
coordinates (Table 3.2). As required by symmetry, there is no mixing of the antisymmetric stretching coordinate (Q3),
which transforms as the B2 irreducible representation of C2v, with the other two coordinates, which transform as the
totally symmetric A1. The symmetric stretching (Q2) and bending (Q1) coordinates are mixed slightly in the Dyson
coordinates.
As can be seen in Table 3.5, agreement between SCP[4] and XVSCF[4] frequencies and between SCP(4) and
XVSCF(4) frequencies remains close for the larger molecules of naphthalene, anthracene, and n-butane.
Table 3.6 compares the total zero-point energies of naphthalene, anthracene, and n-butane obtained with the dif-
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ferent vibrational mean-field methods. The differences between XVSCF(4) and SCP(4) and between XVSCF[4] and
XVSCF[4], which are due to the use of different sets of coordinates, are again negligible. The total energy of SCP(4)
is, however, significantly higher than that of SCP[4], which is caused by the calculation of the Dyson geometry in
the latter. The energy reduction from using the Dyson geometry is expected to grow with molecular size, which is
indeed the case with the results in Table 3.6. Generally, the order of total energies is XVSCF(n) > SCP XVSCF[n]
> SCP[4].
Table 3.7 shows the overlap between the Dyson and normal coordinates, as measured by the smallest values of
|Cii|2 in Eq. (3.27), where Cii is the expansion coefficient for the most similar Dyson and normal coordinates. For all
molecules and in both SCP[4] and SCP(4), each Dyson coordinate and its most similar normal coordinate are usu-
ally indistinguishable with the squared overlap of greater than 0.9 on average. As one notable exception, two Dyson
coordinates of n-butane determined by SCP(4), which are C–H stretching coordinates, are significant mixtures of nor-
mal coordinates. Nevertheless, the SCP(4) frequencies of these two modes differ from the corresponding XVSCF(4)
values by only +11 and −9 cm−1. Therefore, it may be said that the Dyson coordinates are usually nearly parallel to
the normal coordinates, and even in cases where they are not, the effect on predicted observables appears to be rather
limited. This observation is consistent with the finding of Luty et al., who noted that SCP coordinates are nearly
identical to normal coordinates for the molecular crystal of ethylene at a temperature of up to 100 K.91
Finally, a remark on the computational cost is in order. An SCP[4] or SCP(4) calculation is much more expensive
than XVSCF[4] or XVSCF(4). For instance, the XVSCF[4] or XVSCF(4) calculation on any of the molecules studied
here takes less than one second on a 2.3-GHz processor. In contrast, the SCP[4] and SCP(4) calculations on naphtha-
lene require 50 and 27 seconds, those on anthracene 177 and 100 seconds, and those on n-butane 163 and 63 seconds,
respectively. This large increase in computational cost is traced both to the need to evaluate the off-diagonal as well
as diagonal elements of the Dyson self-energy and to many additional iterations required to converge the Dyson co-
ordinates. In practice, the advantage brought by the use of the Dyson coordinates and geometry is far outweighed by
the added cost of determining them. This is in line with our previous conclusion in Chapter 2 that XVSCF(n) is more
practical than XVSCF[n], the latter using the Dyson geometry.
3.4 Conclusion
We have introduced two mathematical constructs for molecules with anharmonic PES: the Dyson coordinates and
geometry. The first-order Dyson coordinates are a unitary transform of the normal coordinates wherein the sums of the
off-diagonal harmonic force constants and their first-order, linked, irreducible, diagrammatic perturbation corrections
become zero. The first-order Dyson geometry is the point on the PES at which the sums of the gradients of the PES and
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their first-order perturbation corrections vanish. The Dyson coordinates are the anharmonic vibrational counterpart
of the Dyson orbitals in electronic structure theory. The Dyson geometry has no counterpart in electronic structure
theory.
The XVSCF[n] method proposed by the present authors solves the coupled one-mode equations with the first-order
Dyson self-energy in the diagonal approximation, that is, in the normal coordinates centered at the first-order Dyson
geometry. The SCP[N] method solves the same equation, but without the diagonal approximation, namely, in the first-
order Dyson coordinates centered at the Dyson geometry. The neglect of the Dyson geometry in SCP[n] amounts to
SCP(n). The neglect of both the Dyson geometry and coordinates in SCP[n] corresponds to XVSCF(n). The numerical
evidence obtained in this work has shown that the normal coordinates are exceedingly accurate approximations to the
Dyson coordinates at least in the first-order approximation to the latter.
In electronic structure theory, the concept of Dyson orbitals is typically applied to perturbation theory of second
order and higher.33, 34 Here, we have considered the concepts of the Dyson coordinates and geometries in relation to
first-order SCF methods. They are, needless to say, also applicable to second- and higher-order perturbation treatments
of the vibrational Dyson self-energy, whose effects on the calculated results are yet to be investigated.
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3.6 Tables
Table 3.1: Comparison of vibrational of mean-field methods.
Method Geometry Coordinates
VSCF Equilibriuma Normal
XVSCF(n) Equilibrium Normal
XVSCF[n] Dysonb Normal
SCP(n) Equilibrium Dysonc
SCP[n] Dysonb Dysonc
a VSCF is almost always based on the normal coordinates centered at the equilibrium geometry, but the centers of its effective potentials coincide
with the first-order Dyson geometry in the bulk limit.
b The first-order Dyson geometry is the point on the PES at which the sums of gradients and their first-order perturbation corrections vanish.
c The first-order Dyson coordinates are those for which the sums of off-diagonal harmonic force constants and their first-order perturbation
corrections vanish.
Table 3.2: The anharmonic corrections to the frequency (ω’s in cm−1), total (zero-point) energy (E in cm−1), OH bond
length (rOH in Å), and HOH bond angle (θHOH in degrees) of the water molecule.a
XVSCF(4) XVSCF[4] SCP[4] SCP(4) VCI
ω1
b −90 −60 −90 −60 −72
ω2
c +141 −34 +141 −34 −140
ω3
d +133 −40 +133 −40 −156
E +48 −35 +48 −35 −57
rOH +0.013 +0.014 +0.013 +0.014 +0.014
θHOH −0.12 −0.16 −0.12 −0.15 −0.15
aThe differences form Chapter 2 are due to lifting the restrictions in the ranges of the summation indices.
bBending mode.
cSymmetric stretching mode.
dAntisymmetric stretching mode.
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Table 3.3: The first-order Dyson coordinates of the water molecule obtained by SCP[4].
Q¯1 = 1.00(Q1 − q1) − 6.2 · 10−4(Q2 − q2)
Q¯2 = 1.00(Q2 − q2) + 6.2 · 10−4(Q1 − q1)
Q¯3 = Q3
Table 3.4: The first-order Dyson coordinates of the water molecule obtained by SCP(4).
Q¯1 = 1.00Q1 + 1.0 · 10−3Q2
Q¯2 = 1.00Q2 − 1.0 · 10−3Q1
Q¯3 = Q3
Table 3.5: The mean absolute deviations in the calculated frequencies (in cm−1) between two methods
Comparison Naphthalene Anthracene n-Butane
XVSCF(4) − SCP(4) 0.9 1.2 2.4
XVSCF[4] − SCP[4] 0.7 0.8 1.6
SCP(4) − SCP[4] 7.5 6.8 10
Table 3.6: The difference in the total (zero-point) energies (in cm−1) between two methods
Comparison Naphthalene Anthracene n-Butane
XVSCF(4) − SCP(4) +2.5 +5.1 +6.3
XVSCF[4] − SCP[4] +2.9 +5.4 +6.1
SCP(4) − SCP[4] +50 +61 +43
Table 3.7: The minimum value of |Cii|2 in Eq. (3.27).
Method Naphthalene Anthracene n-Butane
SCP[4] 0.99 0.98 0.87
SCP(4) 0.99 0.97 0.50
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Chapter 4
XVMP2
For small molecules, the XVSCF methods give noticeably different, usually poorer results than VSCF. This is readily
traced to the fact that XVSCF uses far fewer force constants than VSCF. Regardless of this difference, however, both
VSCF and XVSCF are limited in their ability to achieve accuracy desired in the vibrational frequencies and energies
of molecules of any size. This is because the frequency calculations inevitably involve descriptions of excited states
that are in general a sum of products of modals rather than a single product,95 which VSCF and XVSCF employ to
describe any state. It may be said that the primary purpose of the VSCF and XVSCF methods is, therefore, to furnish
reference wave functions for vibrational correlation methods such as vibrational perturbation7–9 and coupled-cluster
methods,11 which describe states as a sum of products of modals.
In this chapter, we define three XVSCF- and SCP-based vibrational perturbation theories up to second order
for frequencies and zero-point energies: XVMP2〈n〉, XVMP2[n], and XVMP2(n). They are based on the Møller–
Plesset (MP) partitioning of the Hamiltonian and the SCP[n], XVSCF[n], and XVSCF(n) reference wave functions,
respectively. Since the XVSCF and SCP methods take into account the first-order effects in a self-consistent fashion,
XVMP1〈n〉, XVMP1[n], and XVMP1(n) are null for both quantities. We also consider the first- and second-order
vibrational perturbation theories based on the reference wave function of the harmonic approximation. These are
called XVH1(n) and XVH2(n). Here, we implement and test these methods (except for XVMP2〈n〉, whose practical
utility is expected to be limited) with n = 4, i.e., in the case of a PES that is expressed as a quartic force field (QFF).
It must be stressed that the XVMP2 methods introduced in this work fundamentally differ from the second-order
vibrational MP (VMP2) method7–9 widely used in chemistry.
First, VMP2 is based on Rayleigh–Schro¨dinger perturbation theory (RSPT) with no consideration on the issue
of size consistency as a critical method design guideline.17, 27 A practical consequence of this is that VMP2 relies
on VSCF, which is not diagrammatically size consistent and, as a consequence, is less efficient and less numerically
stable than size-consistent counterparts (XVSCF) for the aforementioned reasons. Inevitably, VMP2 inherits these
shortcomings of VSCF and its algorithm must often deal with the Hamiltonian integrals in modals that are numer-
ically defined on a quadrature grid or linear combinations of harmonic oscillator wave functions. In other words,
the formalisms of VMP2 are, like those of VSCF, saddled with non-size-consistent terms, causing the corresponding
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algorithms to be also bloated with inefficiency. The XVMP2 formalisms, on the other hand, avoid such algorithmic
complications altogether, having simple algebraic expressions for frequencies and zero-point energies given in terms
of force constants and frequencies of the reference methods.
Second, VMP2 does not offer a direct method of computing transition frequencies. It instead applies second-order
RSPT to both the ground (zero-point) and excited states and calculates the energy differences, which are interpreted
as the transition frequencies. There are at least two problems—formal and practical—in this approach: it is unclear
whether the transition frequencies thus obtained are strictly intensive; perturbation theories tend to be unstable for
excited states,7, 8 where the multi-reference or quasi-degenerate character of wave functions is more a rule than an
exception.
The XVMP2 (and also XVH1 and XVH2) methods solve these two problems simultaneously and completely
without resorting to quasi-degenerate perturbation theories.96, 97 Our XVMP2 methods are based on the Dyson equa-
tion, which is formally an exact theory for frequencies written in terms of coupled one-mode equations. Each mode
experiences the effective potential whose definition contains the Dyson self-energy, which is frequency dependent
and subject to a diagrammatic perturbation expansion. The XVMP2 algorithms solve the Dyson equation with the
diagonal Dyson self-energy expressed as a sum of all connected, irreducible, and nonredundant diagrams up to second
order.23 It is a direct extension of the crystal phonon perturbation theory70, 86 developed in solid state physics to the
XVSCF reference wave functions. The connected topology of the self-energy diagrams ensures the rigorous intensiv-
ity of transition frequencies, thanks to Goldstone’s linked diagram theorem.28, 29 Furthermore, as shown below, the
frequency dependence of the Dyson self-energy and the resulting recursive structure of the Dyson equation allows the
XVMP2 and XVH2 methods to avoid instabilities due to divergent perturbation series.88, 98, 99
Together, the XVMP2 methods are shown to be algorithmically far simpler alternatives to the VMP2 method,
requiring no basis functions or matrix diagonalization at any step of the calculations including the preceding XVSCF
ones (though the self-consistent solution of the recursive Dyson equation may be algorithmically related to matrix
diagonalization). They give frequencies and zero-point energies of small molecules which are nearly indistinguish-
able from VMP2. The exceptions are when excited states involved undergo Fermi resonances, where the XVMP2
methods remain accurate, while the VMP2 method shows the clear sign of divergent perturbation series with errors
in frequencies in excess of hundreds of cm−1. In addition, the XVMP2 methods can locate multiple roots from the
Dyson equation for one mode, which correspond to the fundamental as well as its resonance counterparts, whose fre-
quencies agree well with the corresponding values from full vibrational configuration-interaction (VCI) calculations.
The XVMP2 methods can also supply, inexpensively, the relative intensities associated with the multiple roots. The
same conclusion holds for XVH2 and nondiagrammatic second-order vibrational perturbation theory (VH2) based on
the harmonic approximation.
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The rest of this chapter is organized as follows: In Section 4.1.1, an overview of our vibrational perturbation
theories based on the Dyson equation and diagrammatic perturbation expansions of the Dyson self-energy in the
diagonal approximation is given. In Section 4.1.2, sets of rules to enumerate self-energy diagrams and evaluate them
algebraically are provided, with applications to the XVH1 and XVH2 self-energy diagrams as examples. Section 4.1.3
generalizes the preceding subsection to the components of the total energy and their diagrams. Sections 4.1.4, 4.1.5,
4.1.6, and 4.1.7 document the precise diagrammatic and algebraic definitions of XVHm(n), XVMPm〈n〉, XVMPm[n],
and XVMPm(n) with m = 1 or 2 and n = 4. Section 4.1.8 compares them with other vibrational perturbation theories,
focusing on their second-order incarnations. Section 4.1.9 gives a partial mathematical derivation of the diagrammatic
rules of Section 4.1.2 with many examples, and Sec. 4.1.10 clarifies the relationship between RSPT and the Dyson-
equation-based diagrammatic perturbation theory. In Section 4.2 are described the algorithms implemented by us to
solve the Dyson equation for all roots and evaluate the corresponding residues of the Green’s function, which report
their relative intensities. The graphical representations of the Dyson equation are given for the off-resonant and near-
resonant cases, on which basis it is discussed how the Dyson equation can avoid instability of perturbation theories in
the presence of strong resonance. In Section 4.3, the numerical results of XVMP2[4], XVMP2(4), and XVH2(4) for
the water and formaldehyde molecules are given and compared with those of some more conventional methods (VCI,
VMP2, and RSPT based on the harmonic approximation). There, it is shown that the diagrammatic methods based on
the Dyson equation give far superior results for Fermi-resonant modes in formaldehyde.
4.1 Theory
4.1.1 The vibrational Dyson equation
The diagrammatic perturbation theories for anharmonic vibrations introduced in this work are based on the Dyson
equation, Eq. (1.50), for the vibrational Green’s function, G, defined by Eq. (1.51), which is given in terms of the
zeroth-order vibrational Green’s function, G0, given by Eq. (1.52), and the Dyson self-energy, Σ, described in Sec.
1.3.2. The i jth element of the Green’s function evaluated using the Dyson equation can be written as
{G−1(ν)}i j = δi j
ν2 − ω2i
2ωi
− {Σ(ν)}i j. (4.1)
In the diagonal approximation to the self-energy, Eq. (4.1) becomes
{G−1(ν)}mm = ν
2 − ω2m
2ωm
− Σm(ν), (4.2)
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where Σm(ν) = {Σ(ν)}mm. The off-diagonal elements of Σ(ν) in the first-order perturbation approximation have been
shown to be negligible. Furthermore, we account for the second- and higher-order perturbation contributions to Σm(ν)
that restore the effects of the first-order off-diagonal elements when they are neglected (see Sec. 4.1.2). The poles of
G(ν) occur at νm that satisfies,
νm =
√
ω2m + 2ωmΣm(νm). (4.3)
It is important to note that Eq. (4.3) has νm in both the left- and right-hand sides and, therefore, requires a self-
consistent solution. It will become evident in the last section that this property enables our perturbation methods based
on the Dyson equations to yield accurate frequencies even when the perturbation approximations to the self-energy
Σm(ν) are divergent at many values of ν.
Furthermore, the recursive structure of Eq. (4.3) means that there can be multiple self-consistent solutions for νm
for one equation or one mode. In the last section, we shall show that these solutions are all physical, correspond-
ing to overtones, combinations, and/or other transitions to the states that are mutually in resonance. Therefore, the
Dyson-equation-based perturbation methods not only reproduce accurate frequencies in the presence of strong anhar-
monic coupling, but can also account for resonance splitting, thus giving us nearly a complete description of strong
correlation.
We can rewrite Eq. (4.2) as
{G(ν)}mm = 2ωm
ν2 − ω2m − 2ωmΣm(ν)
. (4.4)
The residue of this function at ν = νm is given by
Resνm {G(ν)}mm = lim
ν→νm
(ν − νm){G(ν)}mm (4.5)
= lim
ν→νm
ν −
√
ω2m + 2ωmΣm(νm)
ν − √ω2m + 2ωmΣm(ν) 2ωmν + √ω2m + 2ωmΣm(ν)
 . (4.6)
The limit of the first factor is, according to L’Hospital’s rule,
lim
ν→νm
ν − √ω2m + 2ωmΣm(νm)
ν − √ω2m + 2ωmΣm(ν) = limν→νm
(∂/∂ν)
{
ν − √ω2m + 2ωmΣm(νm)}
(∂/∂ν)
{
ν − √ω2m + 2ωmΣm(ν)} (4.7)
=
{
1 − ωm
νm
∂Σm(ν)
∂ν
∣∣∣∣∣
ν=νm
}−1
. (4.8)
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Since the limit of the second factor of Eq. (4.6) is simply ωm/νm, we find
Resνm {G(ν)}mm = ωm
{
νm − ωm ∂Σm(ν)
∂ν
∣∣∣∣∣
ν=νm
}−1
. (4.9)
The intensity of the transition with frequency νm is proportional to this residue, i.e., the numerators in Eq. (1.51)
or (2ωm)|〈Ψ0|Qm|Ψs〉|2. Needless to say, the intensity also depends on various other factors such as dipole moment
derivatives for infrared absorption and polarizability derivatives for vibrational Raman scattering, etc. This formula
is based on the usual assumption that the dipole moments and polarizabilities depend only linearly with Qm and,
therefore, not proportional to the exact intensities even in the limit of infinite order in the perturbation theory. To
obtain the latter, one must go beyond the first-order Taylor expansions of these properties in Qm and evaluate matrix
elements not considered in this work using two-particle and higher-order Green’s functions.86
4.1.2 The vibrational Dyson self-energy
The Dyson equation, Eq. (1.50), is expressed diagrammatically in Fig. 1.1, where the thick line (edge) signifies G, the
thin edge G0, and the circle Σ. The second equality in this figure represents,
G(ν) = G0(ν) + G0(ν)Σ(ν)G0(ν) + G0(ν)Σ(ν)G0(ν)Σ(ν)G0(ν) + . . . , (4.10)
which is obtained by substituting the Dyson equation back into itself recursively.
The Dyson self-energy, Σ(ν), is a frequency-dependent one-mode potential that accounts for the effects of vi-
brational correlation.10 It can be shown that the Dyson self-energy is the sum of all connected, irreducible, and
nonredundant diagrams that consist of vertexes and edges.22–25, 86 These diagrams depict all possible ways that a vi-
brational mode can interact with one another through an anharmonic PES and an appropriate subset of them is taken
into account in an approximate calculation.22 These diagrammatic concepts can be best explained by examples.
First- and second-order self-energy diagrams that arise from the Hamiltonian with a QFF are drawn in Figs. 4.1–
4.3. A line with both ends connected with filled circles is an edge representing {G0} j j where j is the normal-mode
index associated with the edge. A line with only one of the ends terminated by a filled circle is a stub, which is there to
indicate the rank of the vertex (filled circle). Every self-energy diagram has two stubs such that it has the appropriate
topology in the diagrammatic Dyson equation in Fig. 1.1. A stub also carries with it a mode index.
A filled circle or a vertex represents an interaction in the perturbation, Hˆ1. When the number of the edges or stubs
attached to a vertex is m, it is associated with an mth-order (effective) force constant with the corresponding mode
indexes. A self-energy diagram with n vertexes thus denotes an nth-order perturbation correction.
One only needs to consider connected, irreducible, and nonredundant diagrams.
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Diagram 2u in Fig. 4.3 is an example of a disconnected diagram. A diagram is disconnected if it is not possible
to go from any one vertex to any other one by following edges. Such diagrams must be excluded because they do
not scale correctly with size. A connected diagram with n stubs is shown17 to display the volume (V) dependence of
V1−n/2. Hence, a connected self-energy diagram, which has two stubs, scales as V0 and is thermodynamically intensive
as a vibrational frequency should be.
Diagrams 2mr and 2nr, in which the connecting edge is labeled with the same normal mode index as the two
stubs, are always reducible. A reducible diagram is the one that reduces to two connected self-energy diagrams upon
the removal of an edge. Such diagrams must be excluded from consideration as their inclusion results in counting
of a diagram twice because of the recursive structure of the Dyson equation. Diagram 1a in the right-hand side of
the second equality in Fig. 1.1 implies the inclusion of diagrams 2mr and 2nr as well as all higher-order reducible
diagrams.
Diagram 1b is redundant in the sense that the interaction represented by its vertex is already in Hˆ0 and not in
Hˆ1. The inclusion of such redundant diagrams again results in double counting of a perturbation contribution once
in the zeroth order and again in a higher order. What constitutes a redundant diagram depends on the partitioning of
the Hamiltonian. As shown below, some of the diagrams in Figs. 4.1 and 4.2 are deemed redundant for the XVSCF
reference wave function. Diagram 1b is always redundant.
A set of rules to draw self-energy diagrams is given in Table 4.1. Also, the rules to transform these diagrams
into algebraic expressions are summarized in Table 4.2. With the latter, diagram 1a can, for instance, be interpreted
algebraically as
Σ(1a)m (ν) =
1
2
∑
i
Fmmii(22ωmωi)−1, (4.11)
for the ground (zero-point) state. The precise meanings of Fmmii, ωm, and ωi depend on the choice of the reference
wave function, which are clarified below. Here, m labels both stubs (in the diagonal approximation) and i labels the
loop edge and the factor of 1/2 is due to the loop. There is no resolvent line since there is only one vertex. Equation
(4.11) is a part of the first-order Dyson self-energy, Σm(ν), though it does not have frequency (ν) dependence. The
frequencies, ωm and ωi, are those of the reference wave function method to be specified in subsequent sections.
Likewise, diagrams 2a and 2b are evaluated as
Σ(2a)m (ν) = Σ
(2b)
m (ν) =
1
2
∑
i, j
FmmiFi j j(23ωmωiω j)−1
−ωi , (4.12)
where, in each diagram, m labels both stubs, i the edge between the two vertexes, and j the loop. The factor of 1/2 is
again due to the loop and the resolvent line gives rise to the factor of (−ωi)−1. Similarly, diagrams 2c and 2d are given
72
by
Σ(2c)m (ν) = Σ
(2d)
m (ν)
=
1
2
1
2!
∑
i, j,k
Fmmi jFi jkk(24ωmωiω jωk)−1
−ωi − ω j , (4.13)
where m labels stubs, i and j the connecting edges, and k the loop. The factor of 1/2 arises from the loop in each
diagram and 1/2! from the two equivalent edges (labeled by i and j).
The algebraic interpretations of diagrams 2e and 2f differ in their denominators because of the different orientations
of the stubs and Rule (5) of Table 4.2:
Σ(2e)m (ν) =
1
2!
∑
i, j
F2mi j(2
3ωmωiω j)−1
ν − ωi − ω j , (4.14)
Σ(2f)m (ν) =
1
2!
∑
i, j
F2mi j(2
3ωmωiω j)−1
−ν − ωi − ω j . (4.15)
Again m labels the stubs and i and j two equivalent edges, which are responsible for the factor of 1/2!. Similarly,
diagrams 2g and 2h are interpreted as
Σ
(2g)
m (ν) =
1
3!
∑
i, j,k
F2mi jk(2
4ωmωiω jωk)−1
ν − ωi − ω j − ωk , (4.16)
Σ(2h)m (ν) =
1
3!
∑
i, j,k
F2mi jk(2
4ωmωiω jωk)−1
−ν − ωi − ω j − ωk , (4.17)
of which the factor of 1/3! arises from the existence of three equivalent edges labeled by i, j, and k.
Diagrams 2i and 2j stand for
Σ(2i)m (ν) = Σ
(2j)
m (ν) =
∑
i
FmmiFi(22ωmωi)−1
−ωi . (4.18)
If the force constants are the “bare” ones, namely, the derivatives of PES with respect to normal coordinates centered
at the equilibrium geometry, then Σ(2i)m = Σ
(2j)
m = 0 since the energy gradients at the center (Fi’s) are all zero [Eq.
(1.14)].
Diagrams 2k and 2l are the contributions from off-diagonal quadratic force constants, Fi j with i , j, in cases
where such are nonzero, i.e., where the normal coordinates are not used and/or the center of the coordinates differs
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from the equilibrium geometry. Algebraically, these contributions are,
Σ(2k)m (ν) = Σ
(2l)
m (ν) =
1
2!
∑
i, j
′ Fmmi jFi j(23ωmωiω j)−1
−ωi − ω j , (4.19)
where the prime on the summation symbol indicates that the terms with i = j are excluded from the sum. This is
because the diagonal quadratic force constants, Fii, are always accounted for by Hˆ0.
Diagrams 2m and 2n are reducible if and only if the off-diagonal contribution from 1a is included in the self-
energy. In other words, they are irreducible in the diagonal approximation of the self-energy and should be retained,
while they become reducible and should be discarded when the (first-order) Dyson coordinates (see Sec. 4.1.5 and
Chapter 3) are used as these coordinates take care of the effects due to the off-diagonal part of 1a. These diagrams are
interpreted as
Σ(2m)m (ν) =
1
22
∑
i,m
∑
j,k
Fmi j jFmikk(24ωmωiω jωk)−1
ν − ωi , (4.20)
Σ(2n)m (ν) =
1
22
∑
i,m
∑
j,k
Fmi j jFmikk(24ωmωiω jωk)−1
−ν − ωi . (4.21)
They are contrasted with 2mr and 2nr in Fig. 4.3, which are always reducible once 1a is part of the self-energy.
Diagrams 2m and 2n recover the effect of off-diagonal elements of the Dyson self-energy which are omitted at first
order.
Similarly, diagrams 2o, 2p, 2q, 2r, 2s, and 2t are deemed reducible when the off-diagonal part of 1a is taken into
account by the use of the (first-order) Dyson coordinates. In addition, all six vanish if the coordinates used are the
normal coordinates centered at the equilibrium geometry because of Eq. (1.22). Algebraically, they are,
Σ(2o)m (ν) =
∑
i,m
F2mi(2
2ωmωi)−1
ν − ωi , (4.22)
Σ
(2p)
m (ν) =
∑
i,m
F2mi(2
2ωmωi)−1
−ν − ωi , (4.23)
Σ
(2q)
m (ν) = Σ(2s)m (ν)
=
1
2
∑
i,m
∑
j
Fmi j jFmi(23ωmωiω j)−1
ν − ωi , (4.24)
Σ(2r)m (ν) = Σ
(2t)
m (ν)
=
1
2
∑
i,m
∑
j
Fmi j jFmi(23ωmωiω j)−1
−ν − ωi . (4.25)
The interpretation rules in Table 4.2 used to derive these expressions are the most expedient ones. There are
alternative, more rigorous interpretation rules based on assigning each edge with a zeroth-order Green’s function,
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G0(ν), and integrating over its frequency ν. Section 4.1.9 documents this alternative set of interpretation rules with
applications. Furthermore, it is also possible to rationalize these expressions by RSPT as shown in Sec. 4.1.10.
4.1.3 The vibrational total energy
While the perturbative corrections to vibrational frequencies can be expressed by the aforementioned open diagrams
of the Dyson self-energy, the corresponding corrections to total energies are related to closed diagrams, which must
be connected and nonredundant. All first- and second-order diagrams for the total energies constructed from a QFF
are drawn in Figs. 4.4 and 4.5. They can be enumerated by following the rules given in Table 4.3.
It may be noticed that there is correspondence between open and closed diagrams at a given perturbation order.
For instance, open diagram 1a is obtained by removing one of the edges (but leaving stubs) of closed diagram 1A.
Likewise, open diagrams 2a and 2b derive from closed diagram 2A or vice versa, whereas open diagrams 2c, 2d,
2m, and 2n are obtained by variously cutting an edge of closed diagram 2B. Open diagrams 2e and 2f are related to
closed diagram 2C, while open diagrams 2g and 2h are associated with closed diagram 2D. Open diagrams 2i and 2j
are obtained by cutting the loop in 2E and 2F, respectively. Open diagrams 2k, 2l, and 2q through 2t are obtained
by cutting the loop or one of the edges in 2H and 2I. Finally, open diagrams 2o and 2p are obtained by cutting one
of the edges in 2J. Closed diagram 2G has no corresponding self-energy diagram. When reporting both frequencies
and total energies, therefore, the sets of closed diagrams and open diagrams used should correspond to each other for
consistency.
A connected closed diagram is the one in which a path of edges can be found between any pair of vertexes. A
redundant closed diagram must be excluded because the associated energy contribution is already accounted for by
the reference wave function. Which of diagrams 1A through 2J are deemed redundant depends on the choice of the
reference wave function and will be discussed shortly.
The closed diagrams can be interpreted algebraically by the identical set of rules already given in Table 4.2. Using
them, for the ground (zero-point) state, we find the diagram 1A to represent
E(1A)0 =
1
2!22
∑
i, j
Fii j j(22ωiω j)−1. (4.26)
The second-order diagrams 2A through 2J, again for the ground state, are interpreted algebraically as
E(2A)0 =
1
22
∑
i, j,k
Fi j jFikk(23ωiω jωk)−1
−ωi , (4.27)
E(2B)0 =
1
2!22
∑
i, j,k,l
Fi jkkFi jll(24ωiω jωkωl)−1
−ωi − ω j , (4.28)
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E(2C)0 =
1
3!
∑
i, j,k
F2i jk(2
3ωiω jωk)−1
−ωi − ω j − ωk , (4.29)
E(2D)0 =
1
4!
∑
i, j,k,l
F2i jkl(2
4ωiω jωkωl)−1
−ωi − ω j − ωk − ωl , (4.30)
E(2E)0 = E
(2F)
0 (4.31)
=
1
2
∑
i, j
FiFi j j(22ωiω j)−1
−ωi , (4.32)
E(2G)0 =
∑
i
F2i (2ωi)
−1
−ωi , (4.33)
E(2H)0 = E
(2I)
0 (4.34)
=
1
2
1
2!
∑
i, j
′∑
k
Fi jFi jkk(23ωiω jωk)−1
−ωi − ω j , (4.35)
E(2J)0 =
1
2
∑
i, j
′ F2i j(2
2ωiω j)−1
−ωi − ω j . (4.36)
Of these, E(2E)0 , E
(2F)
0 , and E
(2G)
0 vanish when the energy gradients are zero; E
(2H)
0 , E
(2I)
0 , and E
(2J)
0 vanish when off-
diagonal quadratic force constants are zero. The same expressions can be derived by the more rigorous interpretation
rules given in Section 4.1.9 or by RSPT in Sec. 4.1.10.
4.1.4 XVH1(n) and XVH2(n)
The mth-order perturbation method based on the reference wave function obtained in the harmonic approximation is
referred to as XVHm(n), where n is the truncation rank of the Taylor-series PES. The partitioning of the Hamiltonian
is
Hˆ0 = −12
∑
i
∂2
∂Q2i
+ V0 +
1
2
∑
i
FiiQ2i , (4.37)
with Hˆ1 = Hˆ − Hˆ0, where {Qi} is the set of the normal coordinates centered at the equilibrium geometry. Therefore,
Eqs. (1.14) and (1.22) hold. The reference wave function Ψ(0)0 is written as
|Ψ(0)0 〉 =
∏
i
|si〉, (4.38)
Hˆ0|Ψ(0)0 〉 =
V0 + ∑
i
(si + 1/2)ωi
 |Ψ(0)0 〉, (4.39)
where ω2i = Fii and we use the zero-point state (si = 0 for all i) as the reference state in this work.
With this reference wave function and the partitioning of Hˆ, there are nonzero first-order corrections to the zeroth-
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order frequencies and energy, which are diagrammatically represented by 1a and 1A. Diagram 1b is redundant as its
diagonal part due to Fii is already accounted for by Hˆ0 and its off-diagonal part involving Fi j is zero.
The working equation of XVH1(4) for frequencies is Eq. (4.3) with
Σm(ν) = Σ(1a)m (ν), (4.40)
where F’s and ω’s appearing in the definition of the right-hand side are the bare force constants [as defined by Eq.
(1.21)] and the harmonic frequencies. The total zero-point energy is the sum of the zeroth-order value, E(0)0 , and the
first-order correction, E(1)0 :
E0 = E
(0)
0 + E
(1)
0 , (4.41)
with
E(0)0 =
∑
i
ωi
2
+ V0, (4.42)
E(1)0 = E
(1A)
0 . (4.43)
It should not be surprising that 1a and 1A are the diagrams defining XVSCF.21 Unlike XVSCF, however, the modals
of XVH1(n) are unchanged from those in the harmonic approximation. In other words, XVH1(n) is what one may
obtain from the first cycle of the iterative solution of XVSCF(n) starting with the harmonic approximation as an initial
guess.
The second-order corrections to the frequencies and energy are characterized by all the diagrams in Figs. 4.2 and
4.5, except diagrams 2i through 2l, 2o through 2t, and 2E through 2J are all zero owing to Eqs. (1.14) and (1.22).
Hence, XVH2(4) for frequencies is defined by Eq. (4.3) with
Σm(ν) = Σ(1)m (ν) + Σ
(2)
m (ν), (4.44)
and
Σ(1)m (ν) = Σ
(1a)
m (ν), (4.45)
Σ(2)m (ν) = Σ
(2a)
m (ν) + Σ
(2b)
m (ν) + Σ
(2c)
m (ν) + Σ
(2d)
m (ν) + Σ
(2e)
m (ν) + Σ
(2f)
m (ν)
+Σ
(2g)
m (ν) + Σ(2h)m (ν) + Σ
(2m)
m (ν) + Σ
(2n)
m (ν), (4.46)
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where ω’s are again the harmonic frequencies. The total zero-point energy is
E0 = E
(0)
0 + E
(1)
0 + E
(2)
0 , (4.47)
and
E(2)0 = E
(2A)
0 + E
(2B)
0 + E
(2C)
0 + E
(2D)
0 . (4.48)
The derivatives of the self-energy with respect to ν required in calculating residues [Eq. (4.9)] can be readily and
analytically obtained from Eqs. (4.11)–(4.21) and are given explicitly in Sec. 4.2.
See Tables 4.4 and 4.5 for lists of diagrams to be included in each method and Table 4.6 for a summary of the
perturbation methods considered in this work.
4.1.5 XVMP1〈n〉 and XVMP2〈n〉
Next, we consider the first- and second-order perturbation methods based on the SCP reference wave function.31, 32
The SCP method considered here is what we have referred to as SCP[n] (where n again refers to the truncation rank
of the Taylor-series PES), the precise definition of which can be found in Chapter 3 and below. We do not implement
in this work the first- and second-order perturbation methods on this basis, which we call XVMP1〈n〉 and XVMP2〈n〉,
because of the little practical utility expected from them. We nevertheless discuss these first because more practical
methods to be introduced below are viewed as approximations to them.
SCP[n] is a vibrational mean-field method, whose wave function is a product of modals,
|Ψ(0)0 〉 =
∏
i
|s¯i〉, (4.49)
where |s¯i〉 is a harmonic oscillator wave function with quantum number s¯i along the first-order Dyson coordinate Q¯i
centered at the first-order Dyson geometry. In this work, we only consider the zero-point reference state, where s¯i = 0
for all i. Optimizing |s¯i〉 variationally by minimizing 〈Ψ(0)0 |Hˆ|Ψ(0)0 〉 leads to a set of coupled one-mode equations in
which each modal experiences an effective potential. We have shown both algebraically20 and diagrammatically21 that
this effective potential becomes harmonic in the bulk limit. The harmonic force constants of the effective potential,
however, include the effects of higher-order anharmonic force constants of certain types and differ from the bare
quadratic force constants.
The first-order Dyson coordinates are a unitary transformation of the normal coordinates and bring the harmonic
force constant matrix of the effective potential of SCP[n] into a diagonal form, thus allowing the total wave function
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to be expressed in the product form given above. These harmonic force constants (denoted by U¯(2)i j ) are, in turn, the
sums of the bare quadratic force constants and their first-order perturbation corrections:
δi jω¯
2
i = U¯
(2)
i j = F¯i j +
1
2
∑
k
F¯i jkk(2ω¯k)−1, (4.50)
in the case of n = 4, where ω¯i is the frequency of the ith first-order Dyson mode. The force constants with overbars,
F¯’s, are evaluated in the first-order Dyson coordinates centered at the first-order Dyson geometry and thus differ from
the bare force constants F’s evaluated in the normal coordinates centered at the equilibrium geometry. The right-hand
side of the above equation is diagrammatically depicted in Fig. 4.6 (apart from some factors), where the double-lined
edge represents the zeroth-order Green’s function of SCP, which should be distinguished from its counterpart in the
harmonic approximation drawn as a single-lined edge. It should be clear from Eq. (4.50) and Fig. 4.6 that SCP[4]
accounts for the effects of anharmonicity due to the first-order self-energy diagram 1a on the modals, frequencies, and
coordinates.
It has been recognized20 that the first-order anharmonic corrections are nonvanishing also for the geometry. Such
corrections are diagrammatically represented as one-edge analogues of the Dyson self-energy. In the case of a QFF
(n = 4), they can be depicted as Fig. 4.7. The first-order Dyson geometry is the point in the Taylor-series PES that
makes all the gradients (denoted by U¯(1)i ) of the effective potential of SCP[n] vanish:
0 = U¯(1)i = F¯i +
1
2
∑
j
F¯i j j(2ω¯ j)−1, (4.51)
for n = 4. Hence, not only the modals and coordinates, but also the center of coordinates of SCP[n] include the effect
of anharmonicity at the first-order perturbation level.
With this reference wave function, we partition the Hamiltonian as
Hˆ0 = −12
∑
i
∂2
∂Q¯2i
+ E(0)0 +
1
2
∑
i
U¯(2)ii Q¯
2
i ,−
∑
i
ω¯i
2
(4.52)
and Hˆ1 = Hˆ − Hˆ0, where E(0)0 is the SCP[n] zero-point energy and ω¯i is the frequency of the ith first-order Dyson
mode. The SCP[n] wave function of Eq. (4.49) is an eigenfunction of this zeroth-order Hamiltonian and satisfies,
Hˆ0|Ψ(0)0 〉 =
E(0)0 + ∑
i
s¯iω¯i
 |Ψ(0)0 〉. (4.53)
This is the MP partitioning of the Hamiltonian and we call the first- and second-order perturbation theories based on
this partitioning XVMP1〈n〉 and XVMP2〈n〉.
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XVMP1〈n〉 and XVMP2〈n〉 are based on the zeroth-order Green’s function, G0, constructed from {|s¯i〉} with fre-
quencies {ω¯i}. Figure 4.8 relates this G0 of SCP[4], depicted by the double-lined edge g1, to G0 in the harmonic
approximation, drawn as the single-lined edge g2. As indicated by g3, SCP[4] primarily accounts for the effect of
the first-order self-energy diagram 1a in the self-consistent-field framework. By virtue of the self-consistency, G0 of
SCP[4] contains not only g3 and g4 but also g5 and all higher-order diagrammatic contributions obtained by recur-
sively inserting the self-energies into edges and loops. Therefore, SCP[4] and the perturbation corrections thereof
implicitly perform resummation of certain classes of diagrams in the harmonic approximation to all perturbation or-
ders. The same applies to the XVSCF methods and their perturbation corrections, which are, therefore, infinite-order
perturbation theories when viewed from the harmonic reference wave function. The XVH methods, on the other hand,
include diagrams such as g3 and g4 but not g5. This explains the superior numerical performance of XVMP2 over
that of XVH2 (see below).
From Fig. 4.8 and the foregoing discussion, we see that 1a as well as 2c, 2d, 2m, and 2n are already accounted
for in the SCP[4] reference wave function and are redundant. Redrawing the self-energy diagrams in Fig. 4.9 with
the double-lined edges denoting G0 of SCP[4], we can have a correct, more compact list (Table 4.4) of diagrammatic
perturbation corrections to the self-energy of SCP[4]. Since 1a is redundant, the self-energy of XVMP1〈4〉 is null.
Likewise, XVMP2〈4〉 must exclude 2c′, 2d′, 2m′, or 2n′ as reducible diagrams.
Another way to justify the elimination of 2c′ is to recognize that the sum of it and 2k′ vanishes because of
Eq. (4.50) satisfied by the first-order Dyson coordinates used in SCP[4]. In other words, 2c′ + 2k′ contains the
diagrammatic factor of Fig. 4.6, which is zero when i and j refer to distinct modes and absent from Hˆ1 otherwise
[Eq. (4.52)]. Similarly, the sum of 2d′ and 2l′ and the sum of 2m′ through 2t′ both vanish. In SCP[4], furthermore,
the first-order Dyson geometry is used, at which Eq. (4.51) holds. This means that the sums 2a′ + 2i′ and 2b′ + 2j′
vanish because they contain the diagrammatic factor of Fig. 4.7, which is zero. These four diagrams are, therefore,
also redundant/reducible and discarded together.
In summary, there is no diagrammatic contribution in XVMP1〈4〉 and there are only four connected, irreducible,
nonredundant diagrammatic contributions in XVMP2〈4〉: 2e′, 2f′, 2g′, and 2h′. Hence, the first- and second-order
corrections to the Dyson self-energy of XVMP2〈4〉 are given by
Σ(1)m (ν) = 0, (4.54)
Σ(2)m (ν) = Σ
(2e′)
m (ν) + Σ
(2f′)
m (ν) + Σ
(2g′)
m (ν) + Σ(2h
′)
m (ν), (4.55)
where each term in the right-hand side of the last equation is given by Eqs. (4.14)–(4.17), in which F’s and ω’s are
systematically replaced by the corresponding F¯’s and ω¯’s. The relationship between F¯’s and F’s is found in Chapter
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3 and ω¯’s are given by Eq. (4.50).
Total energy diagrams are redrawn with the SCP G0 in Fig. 4.10. The connected, nonredundant total energy
diagrams of XVMP2〈4〉 are 2C′ and 2D′. There is no diagram of type 1A (Fig. 4.4) in XVMP1〈4〉 because it is
already accounted for by SCP[4]. The sum of all diagrams other than 2C′ and 2D′ vanishes owing to Eqs. (4.50) and
(4.51). The zeroth- through second-order parts of the total zero-point energy are, therefore, given by
E(0)0 =
∑
i
ω¯i
4
+ V¯0 +
1
2
∑
i
F¯ii(2ω¯i)−1 +
1
2!22
∑
i, j
F¯ii j j(22ω¯iω¯ j)−1, (4.56)
E(1)0 = 0, (4.57)
E(2)0 = E
(2C′)
0 + E
(2D′)
0 , (4.58)
where V¯0 is the value of the Taylor-series PES at the first-order Dyson geometry and E
(2C′)
0 and E
(2D′)
0 are defined by
Eqs. (4.29) and (4.30), respectively, with F’s and ω’s replaced by F¯’s and ω¯’s. For the derivation of Eq. (4.56), see
Chapter 3 and Table I of Ref. 21.
4.1.6 XVMP1[n] and XVMP2[n]
The XVMP1[n] and XVMP2[n] methods are the first- and second-order perturbation methods with the reference wave
function obtained from the XVSCF[n] method. Again, n refers to the truncation rank of the Taylor-series PES. Like
SCP[n], XVSCF[n] is a vibrational mean-field method, whose wave function is a product of modals,
|Ψ(0)0 〉 =
∏
i
|s˜i〉, (4.59)
where |s˜i〉 is a harmonic oscillator wave function along the normal coordinate Q˜i centered at the first-order Dyson
geometry. Hence, XVSCF[n] is an approximation to SCP[n] and uses the normal coordinates in lieu of the first-order
Dyson coordinates.
This reference wave function satisfies the Schro¨dinger equation,
Hˆ0|Ψ(0)0 〉 =
E(0)0 + ∑
i
s˜iω˜i
 |Ψ(0)0 〉, (4.60)
with
Hˆ0 = −12
∑
i
∂2
∂Q˜2i
+ E(0)0 +
1
2
∑
i
U˜(2)ii Q˜
2
i −
∑
i
ω˜i
2
, (4.61)
where U˜(2)ii is related to its frequency by U˜
(2)
ii = ω˜
2
i .
81
Hence, each modal |s˜i〉 of XVSCF[n] is the solution of the one-mode equation with the effective potential, which
is harmonic. The effective potential is, therefore, characterized by its quadratic force constants,
U˜(2)i j = F˜i j +
1
2
∑
k
F˜i jkk(2ω˜k)−1, (4.62)
and gradients,
0 = U˜(1)i = F˜i +
1
2
∑
j
F˜i j j(2ω˜ j)−1, (4.63)
in the case of n = 4, where F˜’s are the normal-mode force constants evaluated at the first-order Dyson geometry
and are related to F’s by Eqs. (2.11)–(2.15). Equation (4.63) indicates that the center of the coordinates is shifted
from the equilibrium geometry to the first-order Dyson geometry, at which gradients of the effective potential vanish.
However, unlike in SCP[n], the coordinates of XVSCF[n] are unaltered from the normal coordinates and hence the
off-diagonal elements of {U˜(2)i j } are nonzero. The associated operator, U˜(2)i j Q˜iQ˜ j, remains in the perturbation part of the
Hamiltonian, Hˆ1 = Hˆ − Hˆ0.
With this reference wave function and the partitioning of the Hamiltonian, the first- and second-order corrections
to the Dyson self-energy are given by
Σ(1)m (ν) = 0, (4.64)
Σ(2)m (ν) = Σ
(2c′)
m (ν) + Σ
(2d′)
m (ν) + Σ
(2e′)
m (ν) + Σ
(2f′)
m (ν) + Σ
(2g′)
m (ν) + Σ(2h
′)
m (ν) + Σ
(2k′)
m (ν) + Σ
(2l′)
m (ν)
+Σ(2m
′)
m (ν) + Σ
(2n′)
m (ν) + Σ
(2o′)
m (ν) + Σ
(2p′)
m (ν) + Σ
(2q′)
m (ν) + Σ(2r
′)
m (ν) + Σ
(2s′)
m (ν) + Σ
(2t′)
m (ν), (4.65)
The individual contributions are given by
Σ(2c
′)
m (ν) = Σ
(2d′)
m (ν)
=
1
22
∑
i, j
′∑
k
F˜mmi jF˜i jkk(24ω˜mω˜iω˜ jω˜k)−1
−ω˜i − ω˜ j , (4.66)
and Eqs. (4.14)–(4.25) with their F’s and ω’s replaced by F˜’s and ω˜’s.
As in XVMP2〈4〉, the sum of 2a′ and 2i′ is zero and needs not be included in XVMP2[4] by virtue of the use of
the first-order Dyson geometry [Eq. (4.63)]. For the same reason, 2b′ and 2j′ are excluded. Diagrams 2c′ and 2k′,
which sum to zero in XVMP2〈4〉, no longer vanish together when i and j in Fig. 4.9 refer to two distinct modes. This
is because the off-diagonal contributions of Eq. (4.62) remain nonzero in XVMP2[4] in which the normal coordinates,
rather than the first-order Dyson coordinates, are used. Similarly, diagrams 2d′ and 2l′ with i , j and 2m′ through
82
2t′ with i , m are no longer reducible and need to be included in XVMP2[4]. These contributions are often negli-
gible because of the smallness of the off-diagonal elements of the first-order Dyson self-energy. Our implementation
nevertheless includes all of the contributions listed in Eq. (4.65) and Table 4.4.
The corrections to the total zero-point energy of XVMP2[4] are given by
E(0)0 =
∑
i
ω˜i
4
+ V˜0 +
1
2
∑
i
F˜ii(2ω˜i)−1 +
1
2!22
∑
i, j
F˜ii j j(22ω˜iω˜ j)−1, (4.67)
E(1)0 = 0, (4.68)
E(2)0 = E
(2B′)
0 + E
(2C′)
0 + E
(2D′)
0 + E
(2H′)
0 + E
(2I′)
0 + E
(2J′)
0 , (4.69)
where V˜0 is defined by Eq. (2.11) and the terms in the right-hand side of the above expression are defined by
E(2B
′)
0 =
1
2!22
∑
i, j
′∑
k,l
F˜i jkkF˜i jll(24ω˜iω˜ jω˜kω˜l)−1
−ω˜i − ω˜ j , (4.70)
and Eqs. (4.29), (4.30), (4.35), and (4.36), respectively, in which F’s and ω’s are systematically replaced by F˜’s and
ω˜’s. The connecting edges of diagram 2B′ are restricted to distinct normal modes to avoid including the redundant
contributions that are already included in XVSCF.
4.1.7 XVMP1(n) and XVMP2(n)
XVSCF(n) is an approximation to SCP[n] in which the normal coordinates centered at the equilibrium geometry are
used instead of the first-order Dyson coordinates centered at the first-order Dyson geometry. A wave function of
XVSCF(n) thus has the product form,
|Ψ(0)0 〉 =
∏
i
|s′i〉, (4.71)
where |s′i〉 is a harmonic oscillator wave function along the normal coordinate Qi centered at the equilibrium geometry.
It satisfies
Hˆ0|Ψ(0)0 〉 =
E(0)0 + ∑
i
s′iω
′
i
 |Ψ(0)0 〉, (4.72)
with
Hˆ0 = −12
∑
i
∂2
∂Q2i
+ E(0)0 +
1
2
∑
i
U(2)ii Q
2
i −
∑
i
ω′i
2
, (4.73)
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where
U(2)i j = Fi j +
1
2
∑
k
Fi jkk(2ω′k)
−1, (4.74)
and U(2)ii = (ω
′
i)
2. The quadratic force-constant matrix of the effective potential has nonzero off-diagonal elements and
the gradients of the effective potential,
U(1)i = Fi +
1
2
∑
j
Fi j j(2ω′j)
−1, (4.75)
are also nonzero, whereas Fi all vanish at the equilibrium geometry.
The first- and second-order corrections to the Dyson self-energy are given by
Σ(1)m (ν) = 0, (4.76)
Σ(2)m (ν) = Σ
(2a′)
m (ν) + Σ
(2b′)
m (ν) + Σ
(2c′)
m (ν) + Σ
(2d′)
m (ν) + Σ
(2e′)
m (ν)
+Σ(2f
′)
m (ν) + Σ
(2g′)
m (ν) + Σ(2h
′)
m (ν),+Σ
(2m′)
m (ν) + Σ
(2n′)
m (ν). (4.77)
Diagrams 2a′ and 2b′ remain because of the election of the equilibrium geometry as the center of coordinates. Dia-
grams 2i′ and 2j′, on the other hand, vanish because of Eq. (1.14) and 2k′, 2l′, and 2o′ through 2t′ are zero owing to
Eq. (1.22). The algebraic formulas for the terms in the last equation are given in Eqs. (4.12), (4.14)–(4.17), (4.20) and
(4.21) with ω’s replaced by ω′’s and by Eq. (4.66) with F˜’s and ω˜’s replaced by F’s and ω′’s.
The corresponding corrections to the XVSCF(4) zero-point energy are
E(0)0 =
∑
i
ω′i
4
+ V0 +
1
2
∑
i
Fii(2ω′i)
−1 +
1
2!22
∑
i, j
Fii j j(22ω′iω
′
j)
−1, (4.78)
E(1)0 = 0, (4.79)
E(2)0 = E
(2A′)
0 + E
(2B′)
0 + E
(2C′)
0 + E
(2D′)
0 , (4.80)
where the algebraic expressions for these contributions are given by Eqs. (4.27), (4.29), and (4.30) with ω’s replaced
by ω′’s and by Eq. (4.70) with F˜’s replaced by F’s and ω˜’s replaced by ω′’s.
4.1.8 Comparisons with related methods
Our diagrammatic perturbation theories are a generalization of the crystal phonon diagrammatic formalism23, 70, 86 for
solids to molecules. The “improved self-consistent phonon” method,100, 101 which takes into account diagrams 2e′
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and 2f′ as well as 2C′ upon SCP, therefore, corresponds to XVMP2〈3〉 in our notation. In this chapter, however, we
consider up to quartic anharmonicity and resulting diagrams, but using different, more streamlined reference wave
functions: XVMP2(4) and XVMP2[4] as well as XVH1(4) and XVH2(4).
Stuchebrukhov et al.88, 98, 99 made pioneering applications of a finite-temperature diagrammatic Green’s function
theory to anharmonic molecular vibrations and, in particular, those that were in resonance. Their work accounted for
various subsets of the first- and second-order diagrams in Figs. 4.1 and 4.2 as well as an approximate resummation over
higher-order diagrams related to 2e,88, 98 from a harmonic reference. Our XVMP2(4) and XVMP2[4] methods account
for all diagrams involving cubic and quartic anharmonicity up to second order as well as certain classes of diagrams
(related to 1a) up to infinite order (when viewed from the harmonic reference) through the implicit resummation of
the XVSCF method.
The VMP2 method introduced by Norris et al.7 is a second-order RSPT with a VSCF reference wave function.
VMP2 is defined for any mathematical representation of a PES in any coordinates, whereas XVH2 and XVMP2 are
defined only for a Taylor-series PES in the normal or Dyson coordinates. The latter restriction arises from the size-
consistency requirement;20, 29 only such PES representation lends itself to a rigorous size-dependence analysis and a
diagrammatic expression. In VMP2, the perturbation corrections to vibrational frequencies are obtained as differences
in total energies between the ground and excited states calculated separately and explicitly using formulas analogous
to Eqs. (4.109) and (4.110) in Sec. 4.1.10. This approach has two drawbacks. The first is the tendency for expressions
like Eq. (4.110) for excited states to contain near-singularities due to vanishing denominators and become divergent
owing to the prevalence of anharmonic resonances.8, 97 The second is its inability to demonstrate the intensivity of
transition frequencies thus obtained. The practical consequence of the latter is the fact that VMP2 is algorithmically
more complex than XVMP2 or XVH2 which are manifestly extensive and intensive and whose formalisms are the
most compact in the bulk limit.
The first drawback, i.e., the instability of VMP2 in the presence of anharmonic resonances is well recognized.7
The standard remedy for this has been to invoke a deperturbed or dressed Hamiltonian method, in which the divergent
terms in the energy expression are deleted and a small Hamiltonian matrix in the basis of the corresponding states is
diagonalized.96, 102–107 This procedure is closely related to the multi-reference or quasi-degenerate perturbation theo-
ries (QDPT) such as the second-order vibrational QDPT (VQDPT2) of Yagi et al.97 These theories tend to encompass
single-reference RSPT as a special case.97, 105 Some of the quantities used to identify important reference wave func-
tions (“P space”) in this class of methods are closely related to the Dyson self-energy. For example, the “harmonic
derivatives” of Matthews and Stanton108 are essentially the derivatives of the self-energy [Eq. (4.9)] evaluated at the
harmonic frequencies. The shortcomings of these methods are that these criteria tend to be somewhat arbitrary and
that the size of the P space can increase rapidly with the number of modes. We shall show that, owing to the re-
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cursive structure of the Dyson equation, XVMP2 and XVH2 can eradicate the instability within a single-reference
perturbation theory framework and there is no need to resort to a quasi-degenerate or dressed Hamiltonian approach.
Nonetheless, as shown in Sec. 4.1.10, it is possible to derive the identical total energy expressions of XVH and
XVMP from RSPT.20 Hence, our diagrammatic and thus many-body perturbation theories are consistent with RSPT
insofar as the total energies are concerned, although the latter is not manifestly size consistent. Our diagrammatic
derivation also leads to the frequency-dependent self-energy expressions as perturbation corrections to the harmonic
force constants of effective one-mode potentials [Eq. (4.3)]. This is not obtainable from RSPT.
The widely used VPT2 method96, 102–107, 109 is a second-order many-body perturbation theory with a harmonic
reference wave function. It is nearly the same as our XVH2(4) method except that, in VPT2, diagrams 2B and 2D
are not included (though they are at the second order according to our definition of perturbation orders) and the right-
hand side of Eq. (4.3) is approximated as ωm + Σm(ωm). VPT2 has the remarkable property of being exact for a
one-dimensional Morse oscillator,109 which XVH2(4) does not share. The latter, however, includes all force constants
up to quartic to second order in perturbation theory and is, therefore, expected to be more accurate than VPT2 except
for Morse-like PES’s. Furthermore, the approximation to Eq. (4.3) eliminating the frequency dependence in the Dyson
self-energy makes VPT2 unable to contain divergent behavior of the underlying perturbation series near anharmonic
resonances.
4.1.9 Alternative interpretation of diagrams
Each edge in a diagram has the physical meaning of a zeroth-order Green’s function.22, 24, 25 In fact, the denominators
in the algebraic interpretations of diagrams 2a through 2t, for instance, arise naturally from the integration of the
frequencies of these zeroth-order Green’s functions as intermediate quantities. The expedient rules of diagrammatic
interpretation given in Table 4.2 bypass these mathematical steps. In this section, we document the more rigorous
interpretation rules with their applications to some of the same diagrams we have considered in the main text.
The rules of algebraic interpretation of diagrams are given in Table 4.7 that apply to both open (self-energy) and
closed (energy) diagrams, but only for the reference wave function that is the ground (zero-point) state. However,
these rules (as opposed to those in Table 4.2) are more easily extended to reference wave functions that are excited
states.
Applying them to diagram 1a (Fig. 4.11), we obtain
Σ(1a)m (ν) =
∑
i
Fmmii〈0|Q2i /2|0〉|〈1|Qm|0〉|2 (4.81)
=
1
2
∑
i
Fmmii(22ωmωi)−1, (4.82)
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where we have consulted Table I of Kec¸eli et al.21 and used
〈si|Qi|si + 1〉 =
(
si + 1
2ωi
)1/2
, (4.83)
〈si|Q2i /2|si〉 =
si + 1/2
2ωi
, (4.84)
and the fact that the Qi operators are Hermitian. Note that the frequency associated with the loop is zero so as to
satisfy the energy conservation law (the sum of energy must be ν) at any vertical position of the diagram. Hence, this
diagram has no intermediate frequency to integrate over. Equation (4.82) agrees with Eq. (4.11).
Figure 4.12 indicates how edges and stubs of diagram 2a are labeled. The frequency associated with the ith edge
must be zero, as shown in the figure, because the sum of it and the frequency ν of the upgoing stub must equal ν. In
this diagram also, we have no intermediate frequency with which to integrate the algebraic interpretation and thus,
Σ(2a)m (ν) =
1
2!
∑
i, j
FmmiFi j j〈0|Q2j/2|0〉|〈0|Qi|1〉|2|〈1|Qm|0〉|2{G0(0)}ii (4.85)
=
1
2!2
∑
i, j
FmmiFi j j(23ωmωiω j)−1
2
−ωi . (4.86)
The last expression is identical to Eq. (4.12), as it should be.
Next, we consider diagram 2c, which is redrawn in Fig. 4.13 with all edges and stubs labeled. At a vertical position
between the two vertexes, three modes exist, i, j, and m (upgoing), and the sum of their frequencies must be conserved
at ν. This compels the ith and jth edges to have opposite frequencies, ν1 and −ν1, where ν1 can take any value between
−∞ and∞. Diagram 2c is thus algebraically written as
Σ(2c)m (ν) =
i
2!2!
∑
i, j,k
Fmmi jFi jkk |〈0|Qi|1〉|2|〈0|Q j|1〉|2〈0|Q2k/2|0〉|〈1|Qm|0〉|2
× 1
2pi
∫ ∞
−∞
dν1{G0(ν1)}ii{G0(−ν1)} j j (4.87)
=
i
2!2!2
∑
i, j,k
Fmmi jFi jkk(24ωmωiω jωk)−1
1
2pi
(Irr + Ira + Iar + Iaa) , (4.88)
where
Irr =
∫ ∞
−∞
dν1
1
+ν1 − ωi + iδ
1
+ν1 − ω j + iδ , (4.89)
Ira =
∫ ∞
−∞
dν1
1
+ν1 − ωi + iδ
1
−ν1 − ω j + iδ , (4.90)
Iar =
∫ ∞
−∞
dν1
1
−ν1 − ωi + iδ
1
+ν1 − ω j + iδ , (4.91)
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Iaa =
∫ ∞
−∞
dν1
1
−ν1 − ωi + iδ
1
−ν1 − ω j + iδ . (4.92)
These can be evaluated most conveniently by using the contour integration using one of the two contours drawn in
Fig. 4.14. The integrand in Irr has both poles in the lower half of the complex plane. The integration along the upper
contour immediately leads to Irr = 0 (the integration along the semicircle of an infinite radius is zero). Likewise,
Iaa = 0 since the integrand has both poles in the upper half of the complex plane. For Ira and Iar, integration using
either contour gives us the same results, which are
Ira =
2pii
ωi + ω j
, (4.93)
Iar =
2pii
ωi + ω j
. (4.94)
Substituting these expressions into Eq. (4.88), we obtain
Σ(2c)m (ν) =
i
2!2!2
∑
i, j,k
Fmmi jFi jkk(24ωmωiω jωk)−1
× 2i
ωi + ω j
. (4.95)
The last expression is the same as Eq. (4.13).
We must consider diagrams 2e and 2f together for reasons that become evident shortly. They are drawn in Figs.
4.15 and 4.16. In 2e (Fig. 4.15), for the sum of frequencies to be ν in between the two vertexes, the ith and jth edges
have the frequencies of ν1 and ν − ν1, respectively, where ν1 is an intermediate quantity, which must not appear in the
final expression. In 2f (Fig. 4.16), the ith and jth edges have the frequencies of ν1 and −ν − ν1 because the two stubs
with the frequency ν also contribute to the sum in between the two vertexes.
With these notations, 2e is interpreted as
Σ(2e
′′)
m (ν) =
i
2!2!
∑
i, j
F2mi j|〈0|Qi|1〉|2|〈0|Q j|1〉|2|〈0|Qm|1〉|2
1
2pi
∫ ∞
−∞
dν1{G0(ν1)}ii{G0(ν − ν1)} j j (4.96)
=
i
2!2!
∑
i, j
F2mi j(2
3ωmωiω j)−1
1
2pi
(
I′rr + I
′
ra + I
′
ar + I
′
aa
)
, (4.97)
where
I′rr =
∫ ∞
−∞
dν1
1
+ν1 − ωi + iδ
1
+ν1 − ν − ω j + iδ , (4.98)
I′ra =
∫ ∞
−∞
dν1
1
+ν1 − ωi + iδ
1
−ν1 + ν − ω j + iδ , (4.99)
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I′ar =
∫ ∞
−∞
dν1
1
−ν1 − ωi + iδ
1
+ν1 − ν − ω j + iδ , (4.100)
I′aa =
∫ ∞
−∞
dν1
1
−ν1 − ωi + iδ
1
−ν1 + ν − ω j + iδ . (4.101)
These integrals are evaluated by contour integration using the contours shown in Fig. 4.14 and are found to be
I′rr = 0, (4.102)
I′ra =
2pii
−ν + ωi + ω j , (4.103)
I′ar =
2pii
ν + ωi + ω j
, (4.104)
I′aa = 0, (4.105)
Substituting these into Eq. (4.97), we obtain
Σ(2e
′′)
m (ν) =
1
2!2!
∑
i, j
F2mi j(2
3ωmωiω j)−1
{
1
ν − ωi − ω j +
1
−ν − ωi − ω j
}
. (4.106)
Note that Σ(2e
′′)
m does not agree with Σ
(2e)
m given in Eq. (4.14).
Following essentially the same steps, we arrive at the algebraic expression of 2f, which reads
Σ(2f
′′)
m (ν) =
1
2!2!
∑
i, j
F2mi j(2
3ωmωiω j)−1
{
1
−ν − ωi − ω j +
1
ν − ωi − ω j
}
. (4.107)
This also disagrees with Σ(2f)m in Eq. (4.15). It may, however, be noticed that the sum of Eqs. (4.106) and (4.107) is
equal to the sum of Eqs. (4.14) and (4.15), namely,
Σ(2e
′′)
m (ν) + Σ
(2f′′)
m (ν) = Σ
(2e)
m (ν) + Σ
(2f)
m (ν). (4.108)
Hence, the different interpretation between 2e and 2e′′ and between 2f and 2f′′ causes no inconsistency in the actual
use of these diagrams because one must include both 2e and 2f or neither and the sum of their algebraic expressions
remains unchanged between the two sets of rules. The same holds true for the diagram pair 2g and 2h.
4.1.10 Relationship to Rayleigh–Schro¨dinger perturbation theory
Here we show that the same formulas for the perturbation corrections to the total (zero-point) energy can be obtained
from RSPT. It is also shown that the difference in these perturbation corrections between the ground and excited states
is consistent with (if not the same as) the corresponding self-energy expressions derived diagrammatically. In other
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words, we can rationalize the methods described above from nondiagrammatic perturbation theory.
According to Ref. 20, one class of contributions in the second-order perturbation correction to the total zero-point
energy arises from the sum over excited-state configurations which differ from the zero-point state in the vibrational
quantum numbers of three distinct normal modes. The contribution of this class for a Taylor-series PES truncated after
cubic force constants is
E(2C
′′)
0 =
∑
n
′′ 〈Ψ(0)0 |Hˆ1|Ψ(0)n 〉〈Ψ(0)n |Hˆ1|Ψ(0)0 〉
E(0)0 − E(0)n
=
1
3!
∑
i, j,k
′ F2i jk |〈0|Qi|1〉|2|〈0|Q j|1〉|2|〈0|Qk |1〉|2
−ωi − ω j − ωk
=
1
3!
∑
i, j,k
′ F2i jk(2
3ωiω jωk)−1
−ωi − ω j − ωk , (4.109)
where the double prime on the first summation symbol indicates that this is not the only contribution at the second
order and the single prime indicates that all normal modes are distinct. This contribution can be easily identified as the
diagrammatic correction due to 2C excluding contributions involving coincident indexes. The remaining contributions
to 2C and all other omitted perturbation corrections can also be considered similarly.
Applying the above formula to the excited reference state in which the mth mode is promoted to the sm = 1 level,
we obtain
E(2C
′′)
sm=1
=
∑
n
′′ 〈Ψ(0)sm=1|Hˆ1|Ψ
(0)
n 〉〈Ψ(0)n |Hˆ1|Ψ(0)sm=1〉
E(0)0 + ωm − E(0)n
=
1
3!
∑
i, j,k,m
′ F2i jk |〈0|Qi|1〉|2|〈0|Q j|1〉|2|〈0|Qk |1〉|2
−ωi − ω j − ωk +
1
2!
∑
i, j,m
′ F2mi j|〈1|Qm|2〉|2|〈0|Qi|1〉|2|〈0|Q j|1〉|2
−ωm − ωi − ω j
+
1
2!
∑
i, j,m
′ F2mi j|〈1|Qm|0〉|2|〈0|Qi|1〉|2|〈0|Q j|1〉|2
ωm − ωi − ω j
=
1
3!
∑
i, j,k,m
′ F2i jk(2
3ωiω jωk)−1
−ωi − ω j − ωk +
1
2!
∑
i, j,m
′ 2F2mi j(2
3ωmωiω j)−1
−ωm − ωi − ω j
+
1
2!
∑
i, j,m
′ F2mi j(2
3ωmωiω j)−1
ωm − ωi − ω j . (4.110)
The difference between this and Eq. (4.109) should be a part of the second-order perturbation correction to the fre-
quency of the mth mode. Subtracting Eq. (4.109) from Eq. (4.110), we find
E(2C
′′)
sm=1
− E(2C′′)0 =
1
2!
∑
i, j,m
′ F2mi j(2
3ωmωiω j)−1
−ωm − ωi − ω j +
1
2!
∑
i, j,m
′ F2mi j(2
3ωmωiω j)−1
ωm − ωi − ω j
≈ Σ(2e)m (ωm) + Σ(2f)m (ωm), (4.111)
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which is very close to the sum of diagrams 2e and 2f. It becomes equal to the sum when the normal mode indexes in
2e and 2f are restricted to take distinct values. The slight differences involving coincident indexes are again associated
with other classes of perturbation corrections and can also be derived similarly. Diagrams 2e and 2f are, furthermore,
the open diagrams corresponding to the closed one, 2C. In this sense, we argue that the diagrammatic perturbation
theory based on the Dyson equation and RSPT are consistent with each other.
There are, of course, differences. First, the above energy difference lacks frequency (ν) dependence, which is the
hallmark of the Dyson equation and brings some stability to the calculated results, as illustrated in the main text. There
is no provision in RSPT to introduce such dependence. The energy difference instead agrees with the diagrammatic
counterparts with ν replaced by their reference frequency ωm, which are analogous to the “one-shot” approximations
discussed in Section 4.3. Second, the diagrammatic theory interprets the perturbation corrections as those to the Dyson
self-energy, not necessarily to the frequencies; see Eq. (4.3). In the diagrammatic theories, there are additional steps
to obtain the perturbation corrections to the frequencies from Σm(ν)’s; we must solve Eq. (4.3). RSPT, in contrast,
suggests simply adding Σm(ν) to the reference frequency, which, as we have seen, is prone to divergence problems.
4.2 Algorithms and implementation
There are at least three distinguishing features of the diagrammatic perturbation methods and their algorithms that
separate them from the previously proposed vibrational methods in chemistry.
First, the XVH and XVMP methods as well as their underlying reference method XVSCF do not need basis
functions to expand modals; the working equations are given in terms of force constants and matrix representations of
operators in harmonic oscillator wave functions, which are given analytically.21
Second, the force constants that enter these working equations are only those that scale correctly with size. Hence,
these diagrammatic methods are fundamentally more efficient in the bulk limit than other methods that are saddled
with non-size-consistent contributions.
Third, because of the recursive structure of the Dyson equation, the unknown frequency appears in the definitions
of the perturbation corrections to the self-energy. The working equations, therefore, require self-consistent solutions
for the frequencies, which are obtained by an iterative algorithm to be described below. This may appear to be an
unwanted complication in the algorithms, but this is not the case. As shown below, the recursive structure gives us
access to multiple roots from a single equation, which all have valid physical meanings. It also resists divergent
behavior that often plagues other perturbation theories.
The working equations for the frequencies of XVH1(4), XVH2(4), XVMP2[4], and XVMP2(4) are the same and
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are given by Eq. (4.3) or, equivalently,
νm = F(νm)1/2, (4.112)
with
F(νm) = ω2m + 2ωmΣm(νm), (4.113)
where Σm(ν) is defined for each method in the previous section and ωi is the frequency of the ith normal mode for
XVH1(4) and XVH2(4) or of the ith XVSCF modal for XVMP2[4] or XVMP2(4). The XVSCF(4) and XVSCF[4]
methods used in this chapter are implemented as discussed in Chapter 3, but unlike as discussed in Chapter 2, in that
summation indexes in our XVSCF implementation run through all normal modes without any restriction.
The physical solutions of this equation occur at the intersections of y = {F(x)}1/2 and y = x. Two representative
examples of how they intersect are drawn in Figs. 4.17 and 4.18. The function F(x) is finite for all x > 0 except at
a finite number of values {xp} at which it is divergent. Figure 4.17 corresponds to the situation where x is far from
any such singularities and {F(x)}1/2 varies only slowly with x. In contrast, {F(x)}1/2 in Fig. 4.18 depends strongly
on x and is divergent at two values in the domain of x used in the plot. In the latter, y = {F(x)}1/2 and y = x
intersects multiple times, causing Eq. (4.112) to have more than one real, nonnegative solutions for νm, all of which
are physically meaningful.
The frequency dependence of F(x) arises from diagrams 2e through 2h and 2m through 2t (or their double-lined
analogues). Among them, the contributions from diagrams with bare stubs pointing towards each other cause no
singularities, whereas those with stubs pointing away from each other are responsible for the divergences at
xp = ωi, (4.114)
xq = ωi + ω j, (4.115)
xr = ωi + ω j + ωk, (4.116)
for any combinations of modes i, j, and/or k. As will be shown below, F(x) is a monotonically decreasing function of
x (x > 0) between two adjacent singularities. This means that there is exactly one intersection of {F(x)}1/2 and x and
thus one root of Eq. (4.112) per each interval between two adjacent singularities.
The procedure to solve Eq. (4.112) for each mode m to obtain multiple roots is as follows. First, we list all
the singularities and sort them in the ascending order of their positions (xmin. < x1 < . . . < xn < xmax.), where
xmin. (typically zero) and xmax. are the boundaries of the domain within which we seek the roots. Second, for each
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interval between xp and xp+1, we recursively refine the position of the intersection (if any) by evaluating {F(x)}1/2 on
a grid and linearly interpolating it between the two grid points nearest the intersection. In our implementation, we
have placed 20 grid points evenly spaced in x2 over a segment that encompasses the intersection. This segment is
recursively and exponentially constricted. In this way, all the roots in xmin. < x < xmax. can be determined with the
precision of 10−9 cm−1. Recursive equations such as Eq. (4.112) are often somehow related to a CI procedure (i.e.,
matrix diagonalization).110, 111 For larger molecules, therefore, the recursive structure should be exploited to allow the
determination of a few important roots rather than all roots per equation.
Once Eq. (4.112) is solved for νm, the corresponding residue (which is related to the transition probability or band
intensity) is given by Eq. (4.9) with
∂Σm(ν)
∂ν
∣∣∣∣∣
ν=νm
= 0, (4.117)
for XVH1(4) or
∂Σm(ν)
∂ν
∣∣∣∣∣
ν=νm
= −1
2
∑
i, j
F2mi j(2
3ωmωiω j)−1
(νm − ωi − ω j)2 +
1
2
∑
i, j
F2mi j(2
3ωmωiω j)−1
(−νm − ωi − ω j)2 −
1
6
∑
i, j,k
F2mi jk(2
4ωmωiω jωk)−1
(νm − ωi − ω j − ωk)2
+
1
6
∑
i, j,k
F2mi jk(2
4ωmωiω jωk)−1
(−νm − ωi − ω j − ωk)2 −
1
4
∑
i,m
∑
j,k
Fmi j jFmikk(24ωmωiω jωk)−1
(νm − ωi)2
+
1
4
∑
i,m
∑
j,k
Fmi j jFmikk(24ωmωiω jωk)−1
(−νm − ωi)2 −
∑
i,m
∑
j
Fmi j jFmi(23ωmωiω j)−1
(νm − ωi)2
+
∑
i,m
∑
j
Fmi j jFmi(23ωmωiω j)−1
(−νm − ωi)2 −
∑
i,m
F2mi(2
2ωmωi)−1
(νm − ωi)2 +
∑
i,m
F2mi(2
2ωmωi)−1
(−νm − ωi)2 , (4.118)
for XVH2(4), XVMP2(4), or XVMP2[4] (in the latter two cases, F’s and ω’s should be replaced by the appropriate
quantities furnished by XVSCF; in the first two cases, the last four terms vanish). Incidentally, the right-hand side of
the above expression is always negative for positive νm (the last six terms can be factored by common denominators
into two terms with positive numerators), proving our earlier assertion that F(x) is monotonically decreasing between
two adjacent singularities.
The total zero-point energies of the respective method are evaluated straightforwardly using the expressions such
as Eqs. (4.47) and (4.48) in the case of XVH2(4).
The most expensive steps of the whole calculations are the evaluation of the quartic force constants (F’s) and
their transformation to those at the first-order Dyson geometry (F˜’s), the evaluation of Σ(2g)m [Eq. (4.16)] and Σ
(2h)
m [Eq.
(4.17)] for each mode m, which involve three-fold summation over mode indexes, and the calculation of E(2D) [Eq.
(4.30)], which has four-fold summation. The operational cost of all of these steps scales as O(N4) with the number of
modes N. This may be contrasted with the cost scaling of the conventional VMP2 method that is O(M4N4), where M is
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the number of basis functions per mode. Since the latter (M) need not increase with size, the overall scaling is the same
between XVH2, XVMP2, and VMP2, although the prefactor multiplying the cost scaling function is certainly greater
in VMP2. It should, however, be remembered that XVH2 and XVMP2 calculations require repeated evaluations of the
self-energy expressions in the iterative algorithm to solve the Dyson equation self-consistently, which increases their
cost (if not the size dependence of the cost). For the systems shown below, all VH2, XVH2, and XVMP2 calculations
complete in less than 1 second. The VMP2 calculations take slightly longer owing to the greater prefactor on the cost
function.
4.3 Numerical tests
We performed XVMP2(4), XVMP2[4] and XVH2(4) calculations on the water and formaldehyde molecules and
compared the results with the VCI, VMP2, and VH2 results obtained with the same QFF’s. VH2 refers to the second-
order RSPT using a harmonic reference wave function. It takes into account all force constants up to quartic to
second order, unlike VPT2, which does not include second-order corrections due to quartic force constants. In spite
of this, VPT2 is sometimes more accurate than VH2 as the former happens to give exact results for a Morse oscillator.
However, we use VH2 for comparison because it is the RSPT counterpart of XVH2(4). The equilibrium geometries
and QFF’s were determined at the second-order Møller–Plesset perturbation (MP2) theory with the aug-cc-pVTZ basis
set using nwchem82 and sindo.81 The VCI and VMP2 calculations were performed with MaVi,112 using the twenty
lowest-lying harmonic oscillator wave functions of each mode as the basis set. The VMP2 and VH2 frequencies were
obtained as the energy differences between the zero-point and excited states determined by the respective methods,
evaluated without using a dressed Hamiltonian or quasi-degenerate approach. The VCI calculations performed here
were the full VCI with harmonic reference wave functions. Its results were converged to within 0.1 cm−1 of the exact
solutions of the Schro¨dinger equations for the given QFF’s.
The frequencies and zero-point energies of water and formaldehyde are presented in Tables 4.8 and 4.9, respec-
tively. For all but ν5 of formaldehyde, VMP2 can reproduce the VCI results within 6 cm−1. VH2 performs noticeably
less well, attesting to the usefulness of the VSCF reference, but its results for low-lying states are often within a few
cm−1 of VCI. For ν5 of formaldehyde, however, VMP2 and VH2 both fail dramatically, as has long been known.97
The error between VCI and VMP2 is in excess of 600 cm−1 (see also Table 4.10 in which the errors from VCI are
given). Clearly, this is caused by the Fermi resonance in ν5, which makes the perturbation series divergent because of
the occurrence of near-zero denominators in their expressions.
With the exception of ν5 of formaldehyde, the XVMP2 and XVH2 results are similar to VMP2 and VH2, respec-
tively, although the former methods are much simpler in both formalisms and algorithms. In fact, the XVH2(4) results
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for zero-point energies are identical to the corresponding VH2 values, as their formalisms are the same (this is not the
case for frequencies). XVMP2[4] is nearly systematically closer to VMP2 and VCI than XVMP2(4). This is expected
as the former is based on XVSCF[4], which takes into account the shift in the center of the effective potentials of VSCF
in a size-consistent manner and is less approximate than XVSCF(4). However, the differences between XVMP2[4]
and XVMP2(4) are so small that the added computational cost in the former may not be justified.
It can also be seen that XVMP2(4) and XVMP2[4] are systematically (albeit slightly) closer to VCI than XVH2(4).
This is traced to the fact that XVMP2 includes a subset of third- and all higher-order diagrams in the harmonic
approximation through the self-consistent solution of the XVSCF equation.
The residues, which, in this case, report the weights of the fundamental transitions within the one-mode picture
of the reference method, are nearly unity for all cases except for ν5 of formaldehyde (the values slightly greater than
unity are common in nonvariational methods). This means that the wave functions of the zero-point states and the
destinations of the transitions (except for ν5 of formaldehyde) are predominantly single Hartree products of modals,
the deviations where from can usually be accurately captured by the second-order perturbation methods of any type.
This is of course not the case with ν5 of formaldehyde. The weights of the Hartree products in the corresponding
VCI wave function are distributed among the three products of reference modals with quantum numbers (000010),
(001001), and (010001). In other words, ω5 (with a harmonic frequency of 3048 cm−1) undergoes Fermi resonance
with combinations ω3ω6 (2807 cm−1) and ω2ω6 (3020 cm−1), giving rise to three transitions in 2700–3000 cm−1 that
are mixtures of these. As mentioned above, VMP2 and VH2 are incapable of describing such strong coupling because
the anharmonic effect is no longer a small perturbation.
The most striking finding is that all three diagrammatic perturbation methods can accurately reproduce the fre-
quency of ν5 as well as those of the other two Fermi-resonant counterparts; the errors from VCI are all within 30 cm−1
for XVMP2(4) and XVMP2[4] (see also the “self-consistent” category of Table 4.10). The ability of these perturbation
theories to avoid divergence in the presence of resonance is ascribed to the recursive structure of the Dyson equation,
Eq. (4.3) or Eq. (4.112). Figure 4.18 plots the right- and left-hand sides of Eq. (4.3) for XVMP2[4] near ν5. The three
intersections (indicated by open circles) of the two curves, y = {F(x)}1/2 and y = x, are the roots of this equation,
whose numerical values are given in the column of XVMP2[4] of Table 4.9. From this figure, it is evident that, despite
divergent behavior in {F(x)}1/2 inevitable in any perturbation theory, the solutions of the Dyson equation must stay on
y = x, which ensures that they are not too far from the frequency of the reference modal (ω5, in this case) and cannot
be divergent.
The three intersections of Fig. 4.18 correspond to the Fermi triads, whose positions are in good agreement with
the corresponding VCI frequencies indicated by filled circles. Hence, the frequency dependence in the Dyson self-
energy allows the Dyson equation, which has the apparent one-mode structure, to access all many-mode states. We
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thus assert that a perturbation theory can be applied to “strongly correlated” problems and locate all states that are in
resonance, insofar as it is used in the context of the Dyson equation; it does not necessarily need a multi-reference or
quasi-degenerate treatment, either, which may require a priori knowledge of resonances.
Since the reference wave functions of XVMP2 and XVH2 are (effectively) harmonic, combinations such as ω3ω6
and ω2ω6 are optically “dark” (in the first-order approximation to the dipole moment and polarizability tensors)
whereas fundamentals of appropriate symmetry including ω5 of formaldehyde (transforming as B2 in the C2v point
group) are “bright.” As a result of mixing of these reference modals, the Fermi triads all become partially bright
through intensity borrowing. The relative intensities of the triads are proportional to the associated residues given in
the parentheses in Table 4.9. They are in reasonable agreement with the weights of the fundamental transitions in the
VCI results.
For modes that are far from any resonance, such as ν4 of formaldehyde, the plots of the left- and right-hand sides
of the Dyson equation look like Fig. 4.17. The Dyson self-energy for ν4 has negligibly small frequency dependence,
causing the intersection to nearly coincide with the value of {F(ω4)}1/2. This suggests an expedient, approximate
method of locating off-resonant roots of the Dyson equation, which is simply to ignore the frequency dependence of
the self-energy and substitute Σm(νm) ≈ Σm(ωm) in the right-hand side of Eq. (4.3).
Table 4.10 compiles the results of XVMP2(4), XVMP2[4], and XVH2(4) for formaldehyde obtained with this
“one-shot” approximation, i.e., without achieving self consistency in the Dyson equation.10 The XVMP2(4), XVMP2[4],
and XVH2(4) columns in the “non-self-consistent” category give these results, whereas the VMP2 and VH2 results
in the “non-self-consistent” category and all in the “self-consistent” category are the same as those in Table 4.9. As
expected from the foregoing argument, these one-shot XVMP2 and XVH2 calculations are extremely accurate approx-
imations to their self-consistent counterparts for ν2 through ν4 and ν6. Also expected is the dramatic failure of these
methods for ν5; the errors in these one-shot results from VCI can be as great as −414 cm−1. Somewhat surprisingly,
however, one-shot XVMP2(4) performs poorly for ν1 with the deviation from VCI being −191 cm−1 despite the fact
that the residue of the corresponding self-consistent root is 0.97 (see Table 4.9). This underscores the importance of
the self-consistent solutions of the Dyson equation; it can nearly completely suppress divergent behavior, which may
or may not be easily anticipated.
4.4 Conclusion
In this work, we have given a complete, detailed description of the novel and powerful class of vibrational perturba-
tion theories based on the Dyson equation and a diagrammatic expansion of the Dyson self-energy in the diagonal
approximation. We have also documented rules of drawing and interpreting these diagrams, sometimes in more than
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one ways, for self-energies and total energies. On this basis and with the reference wave functions of SCP, XVSCF,
or the harmonic approximation, we have defined XVMP2〈n〉, XVMP2[n], and XVMP2(n) as well as XVH1(n) and
XVH2(n) and implemented the latter four methods with n = 4 (QFF’s).
Unlike RSPT-based theories such as VMP2, the XVMP2 and XVH2 methods are diagrammatically size consis-
tent for both frequencies and total energies. The practical consequence of this is the remarkable simplicity of their
algorithms, which require only force constants and frequencies of the reference methods; they do not need (nor do the
underlying reference wave function methods need) basis sets, quadrature, or matrix diagonalization. In spite of this
algorithmic simplicity and efficiency, XVMP2 and XVH2 are shown to give equally accurate results as VMP2 and
VH2 except for modes that are in strong resonance.
In the latter case, XVMP2 and XVH2 considerably outperform VMP2 and VH2 with the errors from the former
methods being at least an order of magnitude smaller than those from the latter. Furthermore, XVMP2 and XVH2
can locate all the states that participate in the resonance from the single Dyson equation. They can also obtain the
relative intensities of these resonant transitions as the corresponding residues of the Green’s function. The stability of
the transition frequencies and the access to multiple transitions of XVMP2 and XVH2 in the presence of resonance is
traced to the recursive structure of the Dyson equation and is inimitable by RSPT.
4.5 Figures

1a
Figure 4.1: The first-order, connected, irreducible self-energy diagram formed with a QFF.
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Figure 4.2: Second-order, connected, irreducible self-energy diagrams formed with a QFF. The edges or stubs with
different explicit labels (m, i, and j) correspond to distinct modes.
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Figure 4.3: Self-energy diagrams that are redundant, disconnected, and/or reducible.
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1A
Figure 4.4: The first-order, connected energy diagram formed with a QFF.
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Figure 4.5: Second-order, connected energy diagrams formed with a QFF. The edges or stubs with different explicit
labels (m, i, and j) correspond to distinct modes.
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Figure 4.6: The diagrammatic expression of U¯(2)i j (2
2ω¯iω¯ j)−1/2, where U¯(2)i j is the harmonic force constant of the effec-
tive potential of SCP[4].
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i +
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
i
Figure 4.7: The diagrammatic expression of U¯(1)i (2ω¯i)
−1/2, where U¯(1)i is the gradient of the effective potential of
SCP[4].
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Figure 4.8: A diagrammatic representation of the Dyson equation in the SCP or XVSCF method. The double-lined
edge (g1) represents the zeroth-order Green’s function of SCP or XVSCF, whereas the single-lined edge (g2) the
zeroth-order Green’s function in the harmonic approximation. Modes i and j are not necessarily distinct.
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Figure 4.9: Second-order, connected self-energy diagrams in the XVMP2 family of methods. The double-lined edge
denotes the zeroth-order Green’s function of the corresponding SCP or XVSCF method (g1 of Fig. 4.8). The edges or
stubs labeled differently (m, i, and j) correspond to distinct modes.
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Figure 4.10: Second-order, connected energy diagrams of the XVMP2 family of methods. The double-lined edge
denotes the zeroth-order Green’s function of the corresponding SCP or XVSCF method (g1 of Fig. 4.8). The edges
labeled differently (i and j) correspond to distinct modes.
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Figure 4.11: Diagram 1a with mode and frequency (in parentheses) labels on edges and stubs.
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Figure 4.12: Diagram 2a with mode and frequency (in parentheses) labels on edges and stubs.
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Figure 4.13: Diagram 2c with mode and frequency (in parentheses) labels on edges and stubs.
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Figure 4.14: Contours in complex plane.
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Figure 4.15: Diagram 2e with mode and frequency (in parentheses) labels on edges and stubs.
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Figure 4.16: Diagram 2f with mode and frequency (in parentheses) labels on edges and stubs.
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Figure 4.17: A plot of the left- and right-hand sides of Eq. (4.112) as a function of x ≡ νm in the XVMP2[4] calculation
of formaldehyde near x = ω˜4. The open circle at the intersection of two curves corresponds to the XVMP2[4] root,
whereas the filled circle is the exact solution from the VCI calculation.
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Figure 4.18: A plot of the left- and right-hand sides of Eq. (4.112) as a function of x ≡ νm in the XVMP2[4] calculation
of formaldehyde near x = ω˜5. The open circles at the intersections of two curves correspond to the XVMP2[4] roots,
whereas the filled circles are the exact solutions from the VCI calculation.
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4.6 Tables
Table 4.1: Rules to draw all the nth-order self-energy diagrams for an mth-order Taylor-series PES.
(1) Draw n + 2 vertexes in an unambiguous vertical order. The first
(bottom) and the last (top) vertexes are ‘phantom’ vertexes having
one stub each. All the other vertexes have up to m stubs.
(2) Connect vertexes by drawing an edge between two stubs.
Leave no stubs unused and enumerate all topologically distinct
connections.
(3) Erase the phantom vertexes and the edges attached to them.
The vertexes with a stub are called open vertexes.
(4) Eliminate all disconnected, reducible, and redundant diagrams.
Table 4.2: Rules to obtain the algebraic expression of an open (self-energy) or a closed (energy) diagram.
(1) Label all edges (including loops) and stubs with mode
indexes, i1, i2, etc. Sum over all edge (but not stub) indexes.
Restrict summations to exclude redundant or reducible
contributions if necessary.
(2) For an nth-order vertex (having n edges or stubs with
labels i1, . . . , in), associate Fi1...in
∏
k(2ωik )
−1/2, where Fi1...in is the
nth-order force constant and ωi is the frequency of the ith mode.
(3) For n equivalent edges, multiply 1/n!. Two edges are
equivalent when they terminate at the same vertexes.
(4) For each loop, multiply 1/2.
(5) For each pair of adjacent vertexes, draw a horizontal
(“resolvent”) line in between. Associate (ζν −∑k ωik )−1, where ik
runs over the indexes of all edges (not including loops or stubs)
that intersect with the resolvent line. When the resolvent line
lies between two open vertexes, ζ = ±1 (with the plus sign used
when the stubs point away from each other and the minus sign
when the stubs point toward each other); otherwise, ζ = 0.
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Table 4.3: Rules to draw all the nth-order energy diagrams for an mth-order Taylor-series PES.
(1) Draw n vertexes in an unambiguous vertical order. Each vertex
can have up to m stubs.
(2) Connect vertexes by drawing an edge between two stubs.
Leave no stubs unused and enumerate all topologically
distinct connections.
(3) Eliminate all disconnected and redundant diagrams.
Table 4.4: The self-energy diagrams included in the perturbation methods.
Method Diagrams in Figs. 4.1, 4.2, and 4.9
XVH1(4) 1a
XVMP1〈4〉 none
XVMP1[4] none
XVMP1(4) none
XVH2(4) 2a, 2b, 2c, 2d, 2e, 2f, 2g, 2h, 2m, 2n
XVMP2〈4〉 2e′, 2f′, 2g′, 2h′
XVMP2[4] 2c′, 2d′, 2e′, 2f′, 2g′, 2h′, 2k′, 2l′,
2m′, 2n′, 2o′, 2p′, 2q′, 2r′, 2s′, 2t′
XVMP2(4) 2a′, 2b′, 2c′, 2d′, 2e′, 2f′, 2g′, 2h′, 2m′, 2n′
Table 4.5: The energy diagrams included in the perturbation methods.
Method Diagrams in Figs. 4.4, 4.5, and 4.10
XVH1(4) 1A
XVMP1〈4〉 none
XVMP1[4] none
XVMP1(4) none
XVH2(4) 2A, 2B, 2C, 2D
XVMP2〈4〉 2C′, 2D′
XVMP2[4] 2B′, 2C′, 2D′, 2H′, 2I′, 2J′
XVMP2(4) 2A′, 2B′, 2C′, 2D′
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Table 4.6: The reference wave functions and the harmonic frequencies (ω’s) and force constants (F’s) to be used when
interpreting the self-energy and total energy diagrams with the rules in Table 4.2.
Method Reference Frequenciesa Force constantsb
XVHm(n) Harmonic ω F
XVMPm〈n〉 SCP[n] ω¯ F¯
XVMPm[n] XVSCF[n] ω˜ F˜
XVMPm(n) XVSCF(n) ω′ F
aA normal-mode frequency in the harmonic approximation is denoted by ω, while ω¯, ω˜, and ω′ respectively designate the effective harmonic
frequencies of the reference mean-field methods, SCP[n], XVSCF[n], and XVSCF(n).
bF denotes a bare force constant in the normal coordinates centered at the equilibrium geometry; F¯ is a force constant in the first-order Dyson
coordinates centered at the first-order Dyson geometry; F˜ is a force constant in the normal coordinates centered at the first-order Dyson geometry.
Table 4.7: Rules to obtain the algebraic expression of an open (self-energy) or a closed (energy) diagram.
(1) Label the kth edge with mode index ik and associate
frequency νk. Label both stubs with mode index m and
associate frequency ν. At any vertical position of the diagram,
require that the sum of the frequencies (ν and νk’s) be conserved.
(2) Associate the kth nonloop edge with the zeroth-order Green’s
function i{G0(νk)}ik ik .
(3) For an nth-order vertex (having n edges or stubs with
labels i1, . . . , in; one or two of ik’s may be m), associate (−i)Fi1...in ,
where Fi1...in is the nth-order force constant.
(4) For the kth nonloop edge, associate |〈0|Qik |1〉|2, where
Qik is the ikth normal or Dyson coordinate. For the kth loop edge,
associate 〈0|Q2ik/2|0〉. For each stub, associate 〈1|Qm|0〉.
(5) For n equivalent edges, multiply 1/n!. Two edges are
equivalent when they terminate at the same vertexes.
(6) Sum over all edge (but not stub) indexes. Integrate over all edge
(but not stub) frequencies νk’s. Attach (2pi)−1 for each integration.
(7) For an n-vertex diagram, attach a factor of i/n!.
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Table 4.8: The zero-point energy (E0) and frequencies (νi) of the fundamental transitions (in cm−1) of the water
molecule calculated with conventional and diagrammatic vibrational methods. The values in parentheses are the CI
weights of the fundamental transitions (in the VCI column) or the residues of respective Green’s functions (in the
columns of XVMP2 and XVH2). The VCI results are essentially exact for the QFF.
VCI VMP2 VH2 XVMP2(4) XVMP2[4] XVH2(4)
E0 4642 4642 4630 4647 4641 4630
ν1 3682 (0.86) 3682 3625 3668 (1.04) 3668 (1.00) 3633 (0.98)
ν2 1557 (0.98) 1558 1564 1560 (0.98) 1559 (1.00) 1566 (1.04)
ν3 3791 (0.91) 3786 3728 3771 (1.06) 3774 (1.01) 3731 (1.03)
Table 4.9: The zero-point energy (E0) and frequencies (νi) of the fundamental transitions (in cm−1) of the formaldehyde
molecule calculated with conventional and diagrammatic vibrational methods. The values in parentheses are the CI
weights of the fundamental transitions (in the VCI column) or the residues of respective Green’s functions (in the
columns of XVMP2 and XVH2). The VCI results are essentially exact for the QFF.
VCI VMP2 VH2 XVMP2(4) XVMP2[4] XVH2(4)
E0 5814 5814 5810 5815 5813 5810
ν1 2837 (0.85) 2839 2811 2831 (0.97) 2828 (0.95) 2823 (0.94)
ν2 1720 (0.94) 1720 1722 1721 (1.00) 1720 (1.00) 1722 (0.99)
ν3 1502 (0.97) 1503 1503 1502 (1.00) 1503 (1.00) 1503 (1.01)
ν4 1161 (0.98) 1163 1165 1163 (0.98) 1162 (1.01) 1166 (1.03)
ν5 2873 (0.47) 3565 2983 2873 (0.68) 2875 (0.62) 2885 (0.52)
2703 (0.17)a 2709 (0.23)c 2721 (0.24)c 2749 (0.42)c
2989 (0.27)b 3019 (0.15)d 3014 (0.16)d 3039 (0.10)d
ν6 1238 (0.98) 1239 1242 1240 (0.99) 1239 (1.01) 1242 (1.02)
aThe predominant component of this excited-state wave function is the (001001) configuration.
bThe predominant component of this excited-state wave function is the (010001) configuration.
cThe resonance with ν5 is caused by diagram 2e of Fig. 4.2 with the force constant F356.
dThe resonance with ν5 is caused by diagram 2e of Fig. 4.2 with the force constant F256.
107
Table 4.10: The errors (in cm−1) in the calculated frequencies of formaldehyde from VCI. The “non-self-consistent”
calculations mean either that VMP2 or VH2 is used or that the self-energy is evaluated with the frequency of the
reference method and the Dyson equation, Eq. (4.3), is never solved for self-consistent roots. The “self-consistent”
results are the same as those in Table 4.9.
Non-self-consistent Self-consistent
VMP2 VH2 XVMP2(4) XVMP2[4] XVH2(4) XVMP2(4) XVMP2[4] XVH2(4)
ν1 +2 −26 −191 −16 −30 −7 −9 −14
ν2 +0 +2 +1 +0 +2 +1 +0 +2
ν3 +2 +1 +1 +1 +1 +1 +1 +1
ν4 +2 +4 +3 +2 +5 +3 +2 +5
ν5 +691 +109 +33 −414 +109 −0 +2 +11
ν6 +2 +4 +3 +2 +5 +3 +2 +5
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Chapter 5
MC-XVSCF
Carrying out an XVSCF calculation requires evaluating the first three Taylor coefficients of the mean-field potential,
Ui(Qi), whose diagrammatic and algebraic equations we repeat in Fig. 5.1 and below,
E0 =
∑
i
ωi
4
+ V0 +
1
2
∑
i
Fii (2ωi)−1 +
1
222!
∑
i, j
Fii j j
(
22ωiω j
)−1
+
1
233!
∑
i, j,k
Fii j jkk
(
23ωiω jωk
)−1
+ . . . , (5.1)
U(1)i
(2ωi)1/2
= Fi (2ωi)−1/2 +
1
2
∑
j
Fi j j
(
23ωiω2j
)−1/2
+
1
222!
∑
j,k
Fi j jkk
(
25ωiω2jω
2
k
)−1/2
+ . . . , (5.2)
U(2)ii
2ωi
= Fii (2ωi)−1 +
1
2
∑
j
Fii j j
(
22ωiω j
)−1
,+
1
222!
∑
j,k
Fii j jkk
(
23ωiω jωk
)−1
+ . . . , (5.3)
where ωi are effective harmonic frequencies, and Fii, Fi j j, and Fii j j are quadratic, cubic, and quartic force constants
with respect to the ith and jth normal coordinates; they are obtained by performing a Taylor expansion of the bare PES
centered about the equilibrium geometry in XVSCF(n) or the first-order Dyson geometry in XVSCF[n]. The constant
term of the Taylor expansion of Ui(Qi), E0, is equivalent to the XVSCF ZPE because we have lifted restrictions on
indices of summations corresponding to contributions that become negligible in the bulk limit, as discussed in Chapter
3. In XVSCF(n) and XVSCF[n] calculations, the infinite sums in Eqs. (5.1)–(5.3) are truncated after terms containing
nth-order force constants. The rules for translating the diagrams of Fig. 5.1 into Eqs. (5.1)–(5.3), or vice versa, are
presented in Refs. 21 and Chapter 2.
An XVSCF(n) or XVSCF[n] calculation is carried out by 1) obtaining the equilibrium geometry and quadratic
force constants using an electronic structure method, 2) performing a normal mode analysis to yield the harmonic
oscillator approximation to the vibrational wave function, 3) evaluating anharmonic force constants in a normal mode
basis, and 4) solving the SCF equations in the XVSCF(n) or XVSCF[n] approximation using Eqs. (5.1)–(5.3). The
third step, the evaluation of anharmonic force constants, is the bottleneck in operation and storage cost. Both XVSCF
methods only require force constants of certain types at each order, leading to an operation cost which scales as
O(mn/2).21 This is less than in standard VSCF or second-order perturbation theory, but it is still exponential with
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respect to n. Furthermore, calculations with n > 4 are impractical because the evaluation of sixth- and higher-order
force constants suffers from the buildup of numerical error accumulated by repeated numerical differentiation. A
practical method of going to higher order requires discarding the force-constant evaluation step entirely.
Here we describe an alternative implementation of the XVSCF(n) and XVSCF[n] methods which utilizes Monte
Carlo (MC) integration to evaluate the effective potential coefficients, in place of force-constant calculation fol-
lowed by the evaluation of diagrammatic equations. Equations (5.1)–(5.3) are re-written in the form of single high-
dimensional integrals which require only the values, not the derivatives, of the PES. These integrals are evaluated
with a Metropolis algorithm.39 The entire method is thus free from any explicit differentiation of the PES at any point,
except for the steps associated with constructing the initial harmonic oscillator approximation. We refer to these meth-
ods as MC-XVSCF(n) and MC-XVSCF(n). When combined with on-demand evaluation of the PES using electronic
structure software, the order of force constants accounted for, n, is formally infinite.
MC-XVSCF(n) and MC-XVSCF[n] belong to a category of quantum Monte Carlo (QMC) methods41–43 which
consist of reformulating existing many-body theories so that their programmable equations center on a stochastic
random walk instead of matrix-algebraic manipulation of high-dimensional arrays.44–46 They are similar to recent
stochastic implementations of the SCP method,93, 113, 114 which obtains first-order Dyson coordinates in addition to
the Dyson geometry. MC-XVSCF(n) and MC-XVSCF[n] also resemble vibrational QMC methods such as diffusion
Monte Carlo;115, 116 however, unlike DMC, MC-XVSCF obtains all anharmonic vibrational frequencies in a single
calculation without any assumption about the nodal surfaces of excited vibrational wave functions. MC-XVSCF also
inherits the manifest size consistency of XVSCF,21 making it applicable to large molecules and solids. We have
also developed a second-order vibrational perturbation theory known as MC-XVMP2 along the same lines, to which
MC-XVSCF is an ideal reference.
5.1 Formalism
5.1.1 XVSCF(n)
The real XVSCF(n) vibrational wave function in state s = {s1, s2, . . . , sM}, where si ≥ 0 is a quantum number and M
is the number of vibrational degrees of freedom, is written as
Ψs(Q) =
M∏
i
ϕsi (Qi), (5.4)
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where Q collectively refers to all normal coordinates, {Qi}, and the modals, ϕsi (Qi), are the solutions to Eq. (3.3) with
Ui(Qi) = E0 +
1
2
U(2)ii Q
2
i , (5.5)
where E0 is given by Eq. (5.1) and U
(2)
ii by Eq. (5.3). The solutions to Eq. (3.3) with Eq. (5.5) are harmonic oscillator
wave functions centered at the equilibrium geometry with
ωi =
(
U(2)ii
)1/2
, (5.6)
si = E0 + (si + 1/2)ωi. (5.7)
There is no gradient term linear in Qi in Eq. (5.5) because the corresponding effective force constant, U
(1)
i , has
nonphysical volume dependence for a potential (K1/2, that is, neither extensive nor intensive).20 Therefore, the vi-
brationally averaged geometry of the XVSCF(n) wave function is the equilibrium geometry. However, once the
XVSCF(n) wave function is obtained, an anharmonic correction to geometry can be estimated as
qi = −U(1)i /U(2)ii , (5.8)
where U(1)i is given by Eq. (5.2). Equation (5.8) has the correct volume dependence for a geometry correction along
normal coordinates (K1/2).
The frequencies, ZPE, and anharmonic corrections to geometry in the XVSCF(n) approximation all depend on
all frequencies, {ωi}. The XVSCF(n) algorithm therefore first self-consistently solves Eq. (3.3) by repeatedly evalu-
ating U(2)ii using Eq. (5.3) and some set of guess frequencies, {ω[k]i }, then evaluating Eq. (5.6) to obtain an improved
set, {ω[k+1]i }. Once the frequencies are converged, E0, U(1)i , and qi are evaluated using Eq. (5.1), (5.2), and (5.8),
respectively.
5.1.2 XVSCF[n]
The XVSCF[n] vibrational wave function is given by Eq. (5.4), where the modals, ϕsi (Qi), are the solutions of Eq.
(3.3) with
Ui(Qi) = E0 +
1
2
U(2)ii (Qi − qi)2, (5.9)
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where the anharmonic correction to geometry, {qi}, is obtained by solving
U(1)i = 0, (5.10)
for all i. The solutions to Eq. (3.3) with Eqs. (5.9) and (5.10) are harmonic oscillator wave functions with eigenvalues
given by Eq. (5.7) and frequencies given by Eq. (5.6), which are centered at Qi = qi, that is, the first-order Dyson
geometry. The ZPE, E0, and effective force constants, U
(1)
i and U
(2)
ii , are given by Eqs. (5.1)–(5.3), where the force
constants, F, are understood to be obtained from a Taylor expansion of the PES about Qi = qi for all i.
The values of ωi and qi depend on the effective force constants, U
(1)
i and U
(2)
ii , which in turn depend on all ωi
and qi through the diagrammatic equations. Therefore all frequencies and all geometrical parameters are coupled and
must be solved simultaneously. The XVSCF[n] algorithm solves Eq. (3.3) for all modes by repeatedly evaluating U(1)i
and U(2)ii with some approximate set of frequencies, {ω[k]i }, and geometrical parameters, {q[k]i }, and obtaining ω[k+1]i and
q[k+1]i by evaluating Eq. (5.6) and
q[k+1]i = q
[k]
i − U(1)i /U(2)ii . (5.11)
The ZPE is evaluated once after all frequencies and geometries are converged.
5.1.3 Alternative integral forms of diagrammatic equations
The diagrammatic equations, Eqs. (5.1)–(5.3), which are utilized in both XVSCF(n) and XVSCF[n], require the prior
evaluation of anharmonic force constants of up to nth order. These equations, however, can be rewritten as
E0 =
∑
i
ωi
4
+ 〈Ψ0|V(Q)|Ψ0〉, (5.12)
U(1)i = (2ωi)
1/2
〈
Ψ0
∣∣∣V(Q)aˆ†i ∣∣∣ Ψ0〉 , (5.13)
U(2)ii = (2ωi)
〈
Ψ0
∣∣∣V(Q)aˆ†i aˆ†i ∣∣∣ Ψ0〉 , (5.14)
where V(Q) is the PES and aˆ†i and aˆi are harmonic oscillator ladder operators for mode i, which satisfy
aˆiϕsi (Qi) = s
1/2
i ϕsi−1(Qi), (5.15)
aˆ†i ϕsi (Qi) = (si + 1)
1/2ϕsi+1(Qi). (5.16)
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The equivalence of Eqs. (5.12)–(5.14) and (5.1)–(5.3) can be shown by substituting the vibrational Hamiltonian,
Hˆ = −1
2
∑
i
∂2
∂Q2i
+ V(Q), (5.17)
and a Taylor-series expansion for V(Q) into Eqs. (5.12)–(5.14) and evaluating them using analytical expressions for
the matrix elements of position and momentum operators in a harmonic oscillator basis with, for instance, Table 1 of
Ref. 21. Equations (5.12)–(5.14), however, are simply m-dimensional integrals over Q and do not rely on the prior
availability of any derivatives of the potential to evaluate. They are suitable for efficient stochastic integral evaluation
algorithms such as the Metropolis MC method,39 as described in Sec. 5.2 below. Note that it is also possible to
rewrite Eqs. (5.13) and (5.14) using explicit first derivatives of the PES [cf. Eqs. (13) and (14) of Ref. 113]. This
is sometimes advantageous because it reduces the variances of the corresponding integrals,113 and several electronic
structure packages include highly expedient analytical methods for calculating the first derivatives of the electronic
energy with most commonly-used electronic structure methods. Nevertheless, we use Eqs. (5.13) and (5.14) as written
to maintain the full generality of the algorithm, since analytical derivatives are not always available for all electronic
structure methods.
MC integration can be further facilitated by partitioning V(Q) into a leading-order quadratic component, the matrix
elements of which can be evaluated analytically, and a fluctuation potential,
V(Q) = V0 +
1
2
∑
i
ω2i (Qi − qi)2 + ∆V(Q), (5.18)
where qi in the above is understood to be fixed at zero during the course of an XVSCF(n) calculation, while it varies
along with ωi during an XVSCF[n] calculation. Substituting Eq. (5.18) into Eqs. (5.12)–(5.14), we arrive at pro-
grammable equations for a MC implementation of XVSCF(n) or XVSCF[n],
E0 = V0 +
∑
i
ωi
2
+ ∆V¯ , (5.19)
U(1)i = (2ωi)
1/2∆V¯i, (5.20)
U(2)ii = ω
2
i + (2ωi)∆V¯ii, (5.21)
with
∆V¯ =
∫
dQΨ0(Q)∆V(Q)Ψ0(Q), (5.22)
∆V¯i =
∫
dQΨ0(Q)∆V(Q)Ψ0(Q)
ϕ1(Qi)
ϕ0(Qi)
, (5.23)
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∆V¯ii =
∫
dQΨ0(Q)∆V(Q)Ψ0(Q)
21/2ϕ2(Qi)
ϕ0(Qi)
, (5.24)
where dQ denotes simultaneous integration along all normal coordinates, dQ1dQ2 . . . dQm. Partitioning the PES
using Eq. (5.18) accelerates integral evaluation by stochastic methods because the variances of the integrands of Eqs.
(5.22)–(5.24) are smaller than the variances of the integrands involving V(Q).113, 117 This applies to any system in
which anharmonicity is small enough to be considered a perturbation; other algorithms may be better suited to other
systems.114
5.2 Stochastic algorithm
5.2.1 MC integration
In MC-XVSCF(n) and MC-XVSCF[n], the three m-dimensional integrals, I, given by Eqs. (5.22)–(5.24) are evaluated
as
I ≈ 1
N
N∑
i=1
f (Qi)
w(Qi)
≡ IN , (5.25)
where f is the corresponding integrand, w is a weight or importance function, Qi is the ith sampling point in a Markov
chain generated by the Metropolis algorithm,39 and N is the total number of sampling points. These integrals are
characterized by a variance, σ2I , and a statistical uncertainty, σI , which tends to zero as O(N
−1/2) and is estimated by,
σ2I =
1
N(N − 1)
N∑
i=1
{
f (Qi)
w(Qi)
− IN
}2
. (5.26)
This estimate is only accurate for uncorrelated samples, f (Qi)/w(Qi), and the samples generated by the Metropolis
random walk are correlated due to the semi-fixed radius between them. A superior estimate of the variance and
statistical uncertainty is given by the blocking algorithm of Flyvbjerg and Peterson,118 which rewrites Eq. (5.26) as
σ2I =
1
N′(N′ − 1)
N′∑
j=1
(
I j − IN
)2
, (5.27)
where
I j =
1
NB
jNB∑
i=( j−1)NB+1
f (Qi)
w(Qi)
, (5.28)
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and where N′ = N/NB. Setting NB sufficiently large results in uncorrelated block estimates, I j, leading to an accurate
estimate of the variance, σ2I . In this work, we use NB = 100.
The weight function, w(Q) in Eqs. (5.25) and (5.28), guides the Metropolis random walk. It must be judiciously
chosen to expedite the integration by ensuring a fast decay of the variance. The details of our weight function are
discussed in Sec. 5.2.3 below.
The Metropolis algorithm for evaluating Eqs. (5.25) and (5.28) distributes the sampling points, Qi, in proportion to
w(Q) through a random-walk algorithm. In each MC step, a proposed Qi+1 is generated by displacing Qi in a random
direction, with a radius of β|〈Ψ0|Q2j |Ψ0〉| along the jth normal coordinate, where β is a semi-fixed parameter. The
proposed Qi+1 is accepted if the ratio w(Qi+1)/w(Qi) is larger than a random number between 0 and 1; otherwise, Qi+1
is set equal to Qi. The parameter β is continually adjusted so that the ratio of accepted to rejected steps is as close to
1.0 as possible. During the first 105 MC steps of the whole calculation, the integrands of Eqs. (5.22)–(5.24) are not
evaluated; the walker is repeatedly scattered without integral evaluation in order to obtain a suitable value of β and
starting position.
In order to further expedite the MC integration, we have implemented the antithetic variate method for reducing
the variance.117 This method slightly modifies Eqs. (5.25) and (5.28), without changing the converged limit of IN . Its
details are presented in Sec. 5.2.4 below.
We use the Metropolis algorithm to evaluate the integrals given by Eqs. (5.22)–(5.24) because it is highly general
and is usable with many kinds of weight functions. Other approaches may be more efficient in specific cases. For
instance, when the weight function is chosen to be a product of Gaussian functions along normal coordinates (as in the
calculations discussed below), deterministic quasi-Monte Carlo approaches, using low-discrepancy sequences instead
of stochastic sampling, can be much more efficient than the Metropolis algorithm.113 However, quasi-Monte Carlo
is only practical when the inverse cumulative distribution function associated with the weight function is available
analytically. This is not always possible if the weight function is more complicated than a simple product of Gaussians.
5.2.2 SCF iteration
Using some approximate set of frequencies, {ω[k]i }, and geometrical parameters, {q[k]i }, the integrals ∆V¯ , ∆V¯i, and ∆V¯ii
are evaluated using the Metropolis MC algorithm according to Eqs. (5.22)–(5.24). The initial (k = 0) values of the
frequencies and geometries are given by the harmonic approximation (e.g. q[0]i = 0). The values of E0, U
(1)
i , and U
(2)
ii
are obtained from ∆V¯ , ∆V¯i, and ∆V¯ii through Eqs. (5.19)–(5.21). The wave functions, Ψ0, and ϕsi which appear in Eqs.
(5.22)–(5.24), are centered at Qi = q
[k]
i and have frequencies ω
[k]
i . Equations (5.18)–(5.21) are all likewise evaluated
by substituting ω[k]i and q
[k]
i for ωi and qi whenever they appear.
The next-cycle frequencies and geometries, ω[k+1]i and q
[k+1]
i , are given by Eqs. (5.6) and (5.11). In MC-XVSCF(n),
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once the statistical uncertainties of all frequencies and the ZPE fall below a threshold, the integral evaluations are
restarted using ω[k+1]i in place of ω
[k]
i , but the geometric parameter used in the integral evaluation remains fixed at
q[0]i = 0. In MC-XVSCF[n], once the statistical uncertainties of all frequencies, ZPE, and geometries fall below
a threshold, the integral evaluations are restarted with ω[k+1]i and q
[k+1]
i in place of ω
[k]
i and q
[k]
i . Since even the
deterministic XVSCF algorithm involves an SCF iteration, every cycle of this SCF iteration in MC-XVSCF must
restart a new MC calculation using the updated sets of frequencies and geometrical parameters, discarding the results
from the prior SCF cycle.
An improved estimate of the frequencies and geometries is obtained to a high degree of confidence when the
statistical uncertainty, σ, of a parameter is significantly smaller than its SCF residual, δ. The statistical uncertainties
are obtained by standard propagation of uncertainty rules from the statistical uncertainties of the integrals from the
MC algorithm as
σE[k+1]0
= σ∆V¯ , (5.29)
σω[k+1]i
=
ω[k]i
ω[k+1]i
σ∆V¯ii , (5.30)
σq[k+1]i
=
∣∣∣∣∣∣∣U
(1)
i
U(2)ii
∣∣∣∣∣∣∣

{
σ∆V¯i
∆V¯i
}2
+
 σ∆V¯ii(ω[k]i /2) + ∆V¯ii

2
1/2
, (5.31)
where σE[k+1]0 , σω[k+1]i , and σq[k+1]i are the statistical uncertainties of E
[k+1]
0 , ω
[k+1]
i , and q
[k+1]
i , respectively, and the super-
script [k + 1] on E0 denotes its evaluation in the same SCF cycle as ω
[k+1]
i and q
[k+1]
i .
The SCF residuals are defined as the differences between the current (cycle k) estimate of the energies, frequencies
and geometries and the running estimate of the next-cycle (k + 1) values of these quantities,
δE[k+1]0
= E[k+1]0 − E[k]0 , (5.32)
δω[k+1]i
= ω[k+1]i − ω[k]i , (5.33)
δq[k+1]i
= q[k+1]i − q[k]i . (5.34)
In evaluating Eq. (5.32) for k = 0, E[0]0 is set to an arbitrary large number. Note that within a single SCF cycle, the first
terms on the right-hand sides of Eqs. (5.32)–(5.34) vary during the course of MC integration, converging gradually to
a fixed value, while the second terms are fixed. Therefore, the δ themselves gradually converge to fixed values during
MC integration within a single SCF cycle.
To ensure that improved estimates of frequencies and geometries are obtained every SCF cycle, our threshold for
determining when to begin a new cycle includes the criterion that for at least one frequency (in MC-XVSCF(n) or
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MC-XVSCF[n]) or geometric parameter (in MC-XVSCF[n] only),
3σω[k+1]i < |δω[k+1]i |, (5.35)
3σq[k+1]i < |δq[k+1]i |. (5.36)
In order for the statistical uncertainties to be meaningful, the MC integration must have run for enough steps to obtain
a good statistical distribution of sampling points of the PES. To ensure this, our threshold also contains the criterion
N′ ≥ 50, (5.37)
where N′ is the number of blocks in the Flyvbjerg–Peterson algorithm (see Sec. 5.2.1). Additionally and for the same
reason, we require that for the ZPE and all ωi (in both MC-XVSCF(n) and MC-XVSCF[n]) and qi (in MC-XVSCF[n]
only) the statistical uncertainties are below both an absolute threshold and the magnitude of the SCF residuals,
σE[k+1]0
≤ 10 cm−1, (5.38)
σω[k+1]i
≤ 10 cm−1, (5.39)
σq[k+1]i
≤ 0.1 a.u., (5.40)
σE[k+1]0
≤ |δE[k+1]0 |, (5.41)
σω[k+1]i
≤ |δω[k+1]i |, (5.42)
σq[k+1]i
≤ |δq[k+1]i |, (5.43)
which we have found helps to prevent oscillating SCF behavior.
To summarize, in MC-XVSCF[n] calculations, we begin a new SCF cycle when either Eq. (5.35) or (5.36) is
satisfied for at least one mode and the conditions set by Eqs. (5.37)–(5.43) are met for all modes. The threshold for
MC-XVSCF(n) calculations is the same except that all criteria related to qi are ignored, since qi is not updated during
the MC-XVSCF(n) iteration.
5.2.3 Weight function
In performing Metropolis MC integration, the choice of the weight function, w(Q) in Eqs. (5.25) and (5.28), is critical
in determining the efficiency and feasibility of the calculation. The weight function should be positive everywhere,
analytically integrable, and should have similar magnitude to the integrand over all regions of the integral, so that
| f (Q)/w(Q)| is as close as possible to a constant number.
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The weight function we choose is the same as in our implementation of the MC-XVMP2 method,
w(Q) =
M∏
i
αω[k]ipi
1/2 e−αω[k]i (Qi−q[k]i )2 , (5.44)
where α is a scaling parameter, and the frequencies, ω[k]i , and geometries, q
[k]
i , are the same as those in the integrands
of Eqs. (5.22)–(5.24) [eg. qi = 0 in MC-XVSCF(n) calculations]. Equation (5.44) with α = 1 gives the probability
density of the zero-point XVSCF wave function, and is the weight function used implicitly in, for example, stochastic
SCP and vibrational configuration interaction calculations.93, 113, 119 This weight function can be optimized for efficient
MC integration by varying α.
5.2.4 Antithetic variate method
The integrands given by Eqs. (5.22)–(5.24) can be written as a sum of terms involving all force constants, of which
the majority vanish in the integrals whose corresponding diagrammatic equations are given in Fig. 5.1 and Eqs. (5.1)–
(5.3). For instance, substituting the Taylor expansion for ∆V(Q) into Eq. (5.22),
∆V¯ =
∫
dQ
∑i FiQi + 12
∑
i, j
(
Fi j − δi jω2i
)
QiQ j
1
3!
∑
i, j,k
Fi jkQiQ jQk +
1
4!
∑
i, j,k,l
Fi jklQiQ jQkQl + . . .

×
∏
i
(
ωi
pi
)1/2
e−ωiQ
2
i , (5.45)
where we define the coordinates, {Qi}, so that qi = 0 for all modes. It is clear that contributions associated with
several force constants vanish by symmetry; these nonzero terms increase the variance in a MC integration, giving
contributions to the integral which slowly converge at zero over a long Metropolis walk. The antithetic variate method
(AVM)117 is a method of reducing the variance by modifying the sampling of the PES to remove these oscillating
terms exactly in each MC step.
The Metropolis algorithm summarized in Sec. 5.2.1 describes a method of obtaining a Markov chain of points
on the PES, {Q1,Q2, . . . ,QN} which are distributed according to the weight function, w(Q). The AVM consists of
supplementing this Markov chain with additional chains, {Qs1,Qs2, . . . ,QsN}, where s denotes an operation which leaves
the value of the weight function unchanged. Specifically, Qsi is constructed by flipping the signs of Qi along various
normal coordinates (centered about the center of the weight function).
Averaging together the integrands at these various points exactly eliminates force constants up to infinite order
whose contributions to each integral vanish. For instance, in Eq. (5.45), the gradient Fi does not contribute to the
value of the integral even if the value of Fi is nonzero. By averaging together sampling points of the integrand whose
coordinates along mode i are Qi and −Qi, the gradient contribution vanishes identically. The same logic applies to
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higher-order vanishing force constants when combinations of sign flips are averaged together. This method does not
rely on the PES being evaluated in the calculation with an actual Taylor series; the Taylor series is merely used in this
example to explain the concept, which relies ultimately on the symmetry of harmonic oscillator modals.
Implementing the AVM revises Eqs. (5.25) and (5.28) to
IN =
1
S N
N∑
i=1
S∑
s
f (Qsi )
w(Qsi )
, (5.46)
I j =
1
S NB
jNB∑
i=( j−1)NB+1
S∑
s
f (Qsi )
w(Qsi )
, (5.47)
where s is summed over sets of sign flips along normal coordinates, including the null case (Qi as provided by the
Metropolis algorithm), and S is the size of the summation. The Flyvbjerg–Peterson block length is now S NB and
all samples related by sign flips are blocked together, which is appropriate due to the strong correlation among them.
This method does not inherently rely on any Abelian point-group symmetry of the molecule itself, and should be
distinguished from the exploitation of point-group symmetry as well as the technique of redundant walkers46 applied
to the MC-XVMP2 method in Chapter 6.
For a molecule with M vibrational degrees of freedom and no symmetry operations other than the identity, the
maximum value of S is 2M , corresponding to the number of all possible sign flips along up to M normal coordinates
for any point on the PES. This exponential dependence on molecular size is unfeasible for large molecules, since
approximately S/2 PES calculations must be performed every MC step. An alternative is to sum over sets of points
related by up to some maximum number k ≤ M of sign flips along normal coordinates, leading to S = ∑kl=0 (Ml ). For
the calculations reported in this work, we use this approach with k = 2. We can use Abelian point-group symmetry to
further reduce S by identifying sign permutations corresponding to symmetry operations of other sign permutations
and excluding them from the summations of Eqs. (5.46) and (5.47), since the value of the PES is identical at points
related by symmetry operations and there is therefore no advantage to including them.
5.2.5 Parallel computer implementation
Parallelism of MC integration, described by Sec. 5.2.1, can be achieved by executing a different Metropolis process on
each processor of a parallel computer. Each process computes its own set of block estimates, I j, for all of the integrals
described by Eqs. (5.22)–(5.24), which are periodically collected in order to obtain the values of the integrals and
their variances. Collecting these values and statistical uncertainties is necessary in order to evaluate whether the SCF
thresholds described in Sec. 5.2.2 have been achieved, and requires all-to-one communication achieved with Message-
Passing Interface (MPI) commands. If the threshold has been achieved and the a new SCF cycle is to be initiated, the
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new set of ω[k]i and q
[k]
i must then be distributed to all processors using MPI one-to-all commands. This is the only
inter-processor communication required in MC-XVSCF. In this implementation, we collect the values of the integrals
and test for SCF iteration every 100 MC steps, corresponding to one Flyvbjerg–Peterson block for each integral on
each processor. The initial equilibration step of the Metropolis algorithm is also a minor parallel bottleneck as it must
be executed as many times as there are processors.
5.3 Test calculations
5.3.1 Computational details
We report the results of two sets of MC-XVSCF(n) and MC-XVSCF[n] calculations and compare them to the results
of deterministic XVSCF(4) and XVSCF[4] calculations. In all these calculations, the weight function broadening
parameter α is set to 0.3, and the Flyvbjerg–Peterson block length, NB, is set to 100. The PES is evaluated at the
MP2/aug-cc-pVTZ level of electronic structure theory using nwchem.82 The calculations are carried out for a total of
N = 3×105 MC steps distributed across up to 10 processors, corresponding to ca. 6×105 evaluations of the PES (Sec.
5.2.4 above describes the actual relation of MC steps to number of PES evaluations in our implementation).
MC-XVSCF(n) and MC-XVSCF[n] calculations with n = 4 are also referred to as “indirect” and are carried out
using a stored fourth-order Taylor series (quartic force field or QFF) representation of the PES to evaluate V(Q) during
MC integration. The indirect calculations are expected to reproduce the results of the deterministic calculations, and
the errors can be calculated to assess the correctness and efficiency of the algorithm. However, indirect MC-XVSCF
is not a practical method for applications, since the diagrammatic algorithms already developed represent the most
efficient method of performing XVSCF using a precalculated and stored PES.
MC-XVSCF calculations with n = ∞ are also referred to as “direct” and are carried out by evaluating V(Q) on
the fly using nwchem. This method formally accounts for up to infinite-order force constants, and is not expected to
reproduce the results of any deterministic calculation; exact values of the errors are not available. Direct MC-XVSCF
calculations do not require the prior evaluation and storage of a Taylor-series force field.
5.3.2 Effects of different weight functions
Figure 5.2 presents the effects of using different scaling factors, α, with a weight function of the form given by Eq.
(5.44), in one SCF cycle of an MC-XVSCF(4) or MC-XVSCF[4] calculation on the water molecule (using the same
QFF as in Sec. 5.3 in the main text). Figure 5.2 shows that the calculated ZPE in all stochastic calculations converges
towards the ZPE predicted by the first cycle of deterministic XVSCF(4) and XVSCF[4] (they are equivalent in the first
SCF cycle). However, the rate of convergence and the decay of the statistical uncertainty clearly depend on α.
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In the calculation with α = 0.9, clear spikes in the statistical uncertainty are observed, which are not to be confused
with the spikes in the statistical uncertainties of Figs. 5.3 and 5.6. The latter are associated with the SCF iteration,
but the spikes in Fig. 5.2 correspond to near-division-by-zero behavior in the quotient f (Qi)/w(Qi), indicating severe
undersampling of the PES. The calculations with α = 0.7 and α = 0.1 show smooth, overlapping decay in the statistical
uncertainty, as do the calculations with α = 0.3 and α = 0.5, but the uncertainties of the former two calculations are
nearly twice the uncertainties of the latter. This indicates that the calculation with α = 0.7 is slightly undersampling
the PES and the one with α = 0.1 is slightly oversampling it. Either α = 0.5 or α = 0.3 seem optimal. It is noteworthy
that in Chapter 6, where second-order vibrational perturbation theory is discussed, the same weight function with
α = 0.5 seems to undersample the ZPE slightly compared to α = 0.3, whereas for XVSCF (whose ZPE equation
is isomorphic to first-order perturbation theory), α = 0.5 and α = 0.3 are indistinguishable. This is understandable
in light of the higher-quantum-number modals which are involved in second-order perturbation theory, which spread
the integrand further from the origin, rendering more diffuse (i.e. lower α) weight functions more desirable. All
calculations discussed in the main text use α = 0.3.
It is also worth noting that the weight function described by Eq. (5.44) is simple enough that its cumulative
distribution function can be inverted analytically, enabling the use of low-discrepancy sequences to distribute integrand
sampling points in lieu of Metropolis scattering. This is the technique employed in, for example, Refs. 113 and 119.
5.3.3 Impact of the antithetic variate method
Table 5.1 compares the results of the first SCF cycle of MC-XVSCF(4) and MC-XVSCF[4] calculations which do not
use the AVM and have N = 1.2 × 106 to results from calculations which do use the AVM and have N = 3 × 105. In
the former calculation, the PES is sampled approximately 6 × 105 times, because when an MC move is rejected, the
value of the PES is taken from the previous step, so the total number of times the PES is sampled is approximately
half the number of MC steps. In the latter calculation, the PES is again sampled approximately 6× 105 times, because
for the water molecule S = 4, and S N/2 = 6 × 105. However, despite calculating the PES the same number of times,
the statistical uncertainties for most quantities in the calculation using the AVM are less than 50% of the uncertainties
in the calculation without the AVM.
5.3.4 Indirect (n = 4) calculations
Figure 5.3 shows the convergence of the ZPE of water and its statistical uncertainty calculated by MC-XVSCF(4) and
MC-XVSCF[4] with respect to the total number of MC steps. After fluctuating rapidly within the first 5 × 104 MC
steps, during which period the number of MC steps per SCF cycle is fewer (that is, the SCF iteration cycles frequently),
the ZPE converges towards and fluctuates near the deterministic result. The statistical uncertainty decreases smoothly
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as N−1/2, but shoots up whenever a new SCF cycle begins and integral calculations are restarted. In the course of
3 × 105 MC steps, the number of SCF cycles are 2 and 4 in MC-XVSCF(4) and MC-XVSCF[4], respectively.
Figures 5.4 and 5.5 plot the SCF residuals of the XVSCF(4) and MC-XVSCF(4) frequencies and the XVSCF[4]
and MC-XVSCF[4] frequencies and geometries of water. The stochastic residuals roughly follow the deterministic
residuals, indicating that the MC-XVSCF calculations are replicating the evolution of the SCF cycles of the deter-
ministic XVSCF calculations. The residuals drop during the MC calculation by at least 2 orders of magnitude, corre-
sponding to an SCF convergence of less than 1 cm−1 for frequencies and at most 3% the magnitude of the anharmonic
corrections to geometry (see Table 5.3).
The results of the MC-XVSCF(4) and MC-XVSCF[4] calculations are presented and compared to those of the
XVSCF(4) and XVSCF[4] calculations in Table 5.2, and the statistical uncertainties, SCF residuals, and errors of the
former are summarized in Table 5.3. The indirect stochastic calculations reproduce the results of the deterministic
calculations to within a small fraction of the anharmonic corrections, corresponding to at most 2 cm−1 for ZPE and
frequencies. Furthermore, both the statistical uncertainties and SCF residuals seem to be approximately equal to or
larger in magnitude than the errors from the deterministic results, meaning that the uncertainties and residuals both
serve as good approximations for the errors.
5.3.5 Direct (n = ∞) calculations
Figure 5.6 shows the convergence of the ZPE in the MC-XVSCF(∞) and the MC-XVSCF[∞] calculations. Again,
the ZPE and uncertainty fluctuate strongly during the first ca. 5 × 104 MC steps before settling into mostly smooth
convergence disrupted by infrequent occurrences of a new SCF cycle. After 3 × 105 MC steps, the ZPE has visibly
converged to within a few cm−1. Figures 5.7 and 5.8 compare the convergence of the SCF residuals with respect
to the number of SCF cycles in the direct stochastic calculations to the deterministic calculations. The former is no
longer expected to reproduce the latter, however, the orders of magnitudes of the SCF residuals and the speed of SCF
convergence are similar between the two sets of calculations, at least during the first few cycles. The SCF residuals
of the direct stochastic calculations again drop by roughly 2 orders of magnitude over 3 × 105 MC steps. Overall, the
direct calculations converge with respect to both MC step and SCF cycles at a similar rate to the indirect calculations.
Tables 5.2 and 5.3 present the results of the MC-XVSCF(∞) and MC-XVSCF[∞] calculations. The uncertainties
and residuals are similar in magnitude to those of the indirect stochastic calculations; however the ZPE, frequencies,
and geometries themselves no longer agree with the deterministic results, as expected. The QFF approximation at the
XVSCF level of theory overestimates the zero-point energy and the frequencies of the stretching modes of water by
20 to 40 cm−1, underestimates the frequencies of the bending mode by up to 10 cm−1, and dramatically overestimates
the anharmonic correction to the HOH angle.
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The direct stochastic calculations required 107 CPU seconds spread across 10 processors to carry out 3 × 105
MC steps, of which the large majority of the computational time consisted of 6 × 105 evaluations of the PES which
succeeded in converging all frequencies and the ZPE to within 3 cm−1. This is a similar number of PES evaluations
and a similar convergence criteria as required by stochastic SCP calculations reported in the literature on the pyrene
molecule and a water hexamer, which, however, have many more atoms than the single water molecule calculated
here.113 Our calculations also used vastly more PES evaluations than required for the SCP calculation on crystalline
platinum hydride reported in Ref. 114, which used only 480 evaluations of the PES to qualitatively converge the
phonon spectrum for a 16-atom supercell. Both of these implementations of the SCP method therefore exhibit greater
computational efficiency than is seen in this work. This likely can be traced to substantial differences in the algorithms
those works used to sample the PES. In Ref. 113, a quasi-Monte Carlo scheme using low-discrepancy sequences is
employed in lieu of a standard Metropolis algorithm. In quasi-Monte Carlo, integral evaluation converges as O(N−1),
as opposed to the standard O(N−1/2) MC convergence rate. In Ref. 114, the value and first derivatives of the PES is
evaluated at a small number of randomly-distributed points on the PES and an SCF iteration is converged using only
these points, after which more points are added and the process is repeated until convergence; unlike the algorithms
used in this work and in Ref. 113, the integral evaluations are not converged in every SCF cycle. Both of these
implementations also evaluate first derivatives of the PES analytically, unlike our implementation which only uses
the values of the PES; this distinction will affect the convergence rate of the gradient and quadratic force constant
integrals.113 Because of these substantial algorithmic differences, which are not related to the underlying theoretical
approximations of the XVSCF or SCP methods, it is not possible to use these data to draw conclusions comparing the
computational efficiencies of MC-XVSCF and SCP as such.
5.4 Conclusion
The XVSCF(n) and XVSCF[n] methods previously developed by us require the prior evaluation and storage of a
selection of force constants of up to nth order, which becomes computationally unfeasible due to both operation and
storage cost and numerical instability for n > 4.
Here, we have developed a new scalable MC algorithm for XVSCF(n) and XVSCF[n] which substitutes stochas-
tic evaluation of high-dimensional integrals for diagrammatic equations involving force constants, which we call
MC-XVSCF(n) and MC-XVSCF[n]. This algorithm can find the XVSCF solution for a fully anharmonic PES by
Metropolis sampling, thus accounting for up to infinite-order force constants, and no pre-computation of a Taylor-
series force field is required.
MC-XVSCF is similar to stochastic implementations of the SCP method. It computes the zero-point energy,
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vibrationally averaged geometry, and anharmonic frequencies simultaneously from a single MC run, obtaining the
latter directly instead of as small differences of two noisy total energies. MC-XVSCF also inherits the manifest size
consistency of XVSCF, making it suitable for applications on large molecules and solids. Furthermore, MC-XVSCF
serves as a natural reference method for the MC-XVMP2 method we present in the next chapter.
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Figure 5.2: Convergence of one SCF cycle of the MC-XVSCF(4) or MC-XVSCF[4] ZPE using weight functions with
various α. The left panel shows the ZPE and the right panel shows statistical uncertainty.
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Figure 5.3: Convergence of the MC-XVSCF(4) (upper panel) and MC-XVSCF[4] (middle panel) anharmonic correc-
tions to ZPE and the associated statistical uncertainty (lower panel and uncertainty bars on upper and middle panels).
Nonconverged deterministic XVSCF(4) and XVSCF[4] ZPE estimates after 1 to 4 SCF cycles (from left to right) are
plotted as solid black circles.
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Figure 5.4: SCF residuals (δ) of the XVSCF(4) and MC-XVSCF(4) frequencies. The residuals of the stochastic
calculations are evaluated from the frequencies in the last MC step of an SCF cycle.
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Figure 5.5: The same as Fig. 5.4, but for the frequencies in cm−1 and the anharmonic geometry corrections along
normal coordinates in a.u. of XVSCF[4] and MC-XVSCF[4].
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Figure 5.6: The same as Fig. 5.3, but for MC-XVSCF(∞) and MC-XVSCF[∞]. Open black circles denote the value
of the ZPE in the last MC step of an SCF cycle.
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Figure 5.7: The same as Fig. 5.4, but comparing XVSCF(4) and XVSCF[4] to MC-XVSCF(∞) and MC-XVSCF[∞]
calculations.
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5.6 Tables
Table 5.1: The statistical uncertainties of the ZPE (in cm−1), frequencies (in cm−1), and geometries (in a.u. and
normal coordinates) after a fixed number of MC steps in the first SCF cycle of an MC-XVSCF(4) or MC-XVSCF[4]
calculation which does not use the AVM, compared to one that does. The scaling parameter for the weight function is
α = 0.3.
No AVM; N = 1.2 × 106 AVM; N = 3 × 105
E0 1.2 0.4
ω1 3.5 1.1
ω2 0.9 0.4
ω3 2.1 1.1
q1 4.5 × 10−3 7.0 × 10−3
q2 7.7 × 10−3 2.6 × 10−3
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Table 5.2: Anharmonic ZPE and frequencies (in cm−1), anharmonic corrections to geometry in both normal coor-
dinates (in a.u.) and local coordinates (bond lengths in Å and bond angles in degrees) of the water molecule in
the harmonic oscillator approximation and after XVSCF(4), XVSCF[4], MC-XVSCF(4), and MC-XVSCF[4] calcu-
lations. Deterministic XVSCF calculations were run until the RMS of residuals of all frequencies and geometries
between one cycle and the next is less than 10−9 cm−1 (for frequencies) or 10−9 a.u. (for geometries). The statistical
uncertainties and SCF residuals of the stochastic calculations and the errors of the MC-XVSCF(4) and MC-XVSCF[4]
calculations are presented in Table 5.3.
E0 ω1 ω2 ω3 q1a q2b ∆rOH ∆θHOH
Harmonic 4699.2 3822.1 1628.3 3947.9 0.000 0.000 0.000 0.000
XVSCF(4) 4746.9 3962.6 1538.7 4080.9 1.465 -0.134 0.013 -0.124
MC-XVSCF(4) 4746.5 3962.1 1538.4 4080.5 1.463 -0.137 0.013 -0.128
MC-XVSCF(∞) 4711.2 3933.1 1542.8 4048.5 1.305 -0.002 0.012 0.014
XVSCF[4] 4663.8 3787.7 1568.3 3907.6 1.608 -0.165 0.014 -0.156
MC-XVSCF[4] 4663.7 3785.9 1567.7 3905.9 1.606 -0.164 0.014 -0.155
MC-XVSCF[∞] 4643.4 3768.0 1575.5 3883.9 1.450 -0.064 0.013 -0.050
aGeometry along symmetric stretch coordinate.
bGeometry along bend coordinate.
Table 5.3: The statistical uncertainties (σ), SCF residuals (δ), and errors () of ZPE (in cm−1), frequencies (in cm−1),
and anharmonic geometry corrections (in normal coordinates and a.u.) in MC-XVSCF(4), MC-XVSCF[4], MC-
XVSCF(∞), and MC-XVSCF[∞] calculations after 3× 105 MC steps and k SCF cycles. The errors, labeled , are the
differences between MC and deterministic XVSCF results using the same QFF (n = 4).
E[k+1]0 ω
[k+1]
1 ω
[k+1]
2 ω
[k+1]
3 q
[k+1]
1
a q[k+1]2
b
MC-XVSCF(4)
k = 2
σ 0.4 0.6 0.5 0.6 7.0 × 10−3 2.8 × 10−3
δ -1.3 -0.7 -0.7 -0.4 - -
 -0.5 -0.5 -0.3 -0.4 −1.9 × 10−3 −3.6 × 10−3
MC-XVSCF[4]
k = 4
σ 0.4 0.7 0.7 0.8 6.1 × 10−3 3.1 × 10−3
δ 0.8 -0.8 0.6 0.6 −1.9 × 10−2 4.4 × 10−3
 -0.2 -1.8 -0.6 -1.7 −2.1 × 10−3 5.9 × 10−4
MC-XVSCF(∞) σ 0.8 1.4 1.1 1.3 1.4 × 10−2 6.0 × 10−3
k = 4 δ 1.6 0.5 0.1 0.9 - -
MC-XVSCF[∞] σ 0.7 1.1 1.0 1.2 1.0 × 10−2 5.1 × 10−3
k = 5 δ 1.3 -2.6 0.8 -1.9 −7.4 × 10−3 −2.0 × 10−3
aGeometry along symmetric stretch coordinate.
bGeometry along bend coordinate.
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Chapter 6
MC-XVMP2
In Chapter 4 we described vibrational MBPT, known as XVMP2, based on the Dyson equation using the reference
wave function obtained either from one of the diagrammatically size-consistent variants of VSCF named XVSCF
(Refs. 21, Chapters 2 and 3) or the harmonic approximation. XVMP2 has the common drawback with XVSCF of
having to generate and store, at some point in a whole calculation, a high-dimensional array of the Hamiltonian matrix
elements such as force constants. For instance, the evaluation and storage of all the nth-order force constants of a
molecule with M vibrational degrees of freedom incur O(Mn) operation and memory costs. Hence, the costs increase
exponentially with n, even though the overall effect in the frequencies is observed to decay with n. There is clearly a
considerable waste in computing all force constants up to a finite order or in any method that scans a PES on a product
grid. The algorithms for PES scan are not as scalable on a massively parallel supercomputer as stochastic algorithms
can be.
A solution to this issue is offered by stochastic methods such as quantum Monte Carlo (QMC).40–43 QMC, particu-
larly its variant diffusion Monte Carlo (DMC),115, 116 have been applied to anharmonic molecular vibrational problems.
Their computational kernels involve nearly independent (thus highly parallel-executable) random walk of nuclei on a
PES. No precomputed and stored PES or force constants are necessary as the value of PES at any nuclear geometry is
evaluated on the fly and geometries are importance-sampled.120 However, QMC has the well-known, persistent short-
coming of being limited to the ground vibrational states, which are nodeless. McCoy115, 116 has used DMC to evaluate
the wave functions of a few lowest-lying excited states with assumed nodal structures, but these results inevitably
suffer from fixed-node errors. Furthermore, a transition frequency needs to be evaluated as a total-energy difference
with one transition at a time, which is particularly troublesome in QMC because total energies have statistical errors.
Here, we “wed” vibrational second-order MBPT (XVMP2 and XVH2) and QMC to arrive at the methods that
inherit the merits of both approaches and cancel the demerits of each other, just as we did with XVSCF in Chapter
5. We call the methods MC-XVMP2 and MC-XVH2. We show that second-order corrections to zero-point energies
and transition frequencies can be re-expressed as a sum of a few high-dimensional integrals of the vibrational wave
functions and the PES. These integrals are, in turn, evaluated by the Monte Carlo (MC) method with nuclear geometries
generated randomly by the Metropolis algorithm but according to a judiciously chosen weight function, to be specified
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in this chapter. In each MC step, only the values of the vibrational wave functions and the PES at a nuclear geometry
are needed, and they are computed on the fly and never stored; again, the geometries are importance-sampled according
to the weight function. These MC steps are even more independent than those in DMC and should in principle be
highly scalable. The new methods can compute not only the transition frequencies and zero-point energies directly
(not as energy differences) but also frequency-dependent self-energies at a discrete set of frequencies, which can then
be interpolated reliably and used in self-consistent solutions of the Dyson equation. Hence, MC-XVMP2 and MC-
XVH2 inherit the same remarkable ability to determine multiple roots, which resist divergences near resonances, and
their intensities. There is no sign problem or fixed-node error in MC-XVMP2 or MC-XVH2.
6.1 XVMP2 and XVH2
Here, we briefly review the formalisms of XVMP2 and XVH2. They are based on the inverse Dyson equation in the
diagonal approximation, which solves
ν2 = ω2i + 2ωiΣi(ν), (6.1)
for ν for each mode, where ωi is the ith-mode frequency of a reference mean-field theory and Σi(ν) is the ith diagonal
element of the Dyson self-energy expanded in a diagrammatic perturbation series truncated at the second order. The
reference wave function has to be a product of effective harmonic-oscillator functions (modals) along normal coordi-
nates with effective harmonic frequencies {ωi}. It is obtained either by XVSCF (Refs. 21, Chapters 2 and 3) or the
harmonic approximation. The former choice leads to XVMP2, whereas the latter defines XVH2.
Apart from being rigorously size-consistent (which is synonymous with size-extensive for total energies and with
size-intensive for frequencies), these methods have unique advantages not seen in the parent second-order VMP
(VMP2).7, 8 The former can obtain anharmonic transition frequencies directly from Eq. (6.1), in contrast to the latter,
which calculates them as differences in total energy between the ground and excited states for one excited state at a
time. Also, XVMP2 and XVH2 can resist divergence in the presence of strong anharmonic mode-mode coupling (such
as a Fermi resonance) and locate multiple physically meaningful roots from the equation of one mode (with relative
intensities also calculable as pole strengths of the corresponding Green’s function), owing to the recursive structure of
the inverse Dyson equation.
When seeking roots far from any resonances, however, one can use an even more streamlined approach and obtain
an accurate approximate solution to Eq. (6.1) by evaluating
ν2 ≈ ω2i + 2ωiΣi(ωi), (6.2)
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or
ν2 ≈ ω2i + 2ωiΣi(0). (6.3)
The self-energy in these equations is a sum of connected, irreducible, nonredundant, open diagrams with two stubs
and written as
Σi(ν) = Σ
(1)
i (ν) + Σ
(2p)
i (ν) + Σ
(2p′)
i (ν) + Σ
(2b)
i (ν) + Σ
(2b′)
i (ν), (6.4)
each of which is defined diagrammatically in Figs. 6.1–6.3, where the integer in the parenthesized superscript denotes
the perturbation order. In XVMP2, the first-order term Σ(1)i is zero as it is already included in the XVSCF reference
wave function.21 However, for reasons made clear below, we retain this term in this general expression.
These diagrams are translated straightforwardly to algebraic expressions according to the interpretation rules doc-
umented in our previous paper. The first-order self-energy diagrams in Fig. 6.1 are interpreted as
Σ
(1)
i (ν) =
1
2
∑
j
Fii j j
(
22ωiω j
)−1
+
1
2!22
∑
j,k
Fii j jkk
(
23ωiω jωk
)−1
+
1
3!23
∑
j,k,l
Fii j jkkll
(
24ωiω jωkωl
)−1
+ . . . , (6.5)
where Fii j j is the quartic force constant with respect to the ith and jth normal coordinates and Fii j jkk and Fii j jkkll the
sextic and octic force constants, respectively. Likewise, the second-order diagrams in Figs. 6.2 and 6.3 are given
algebraically as
Σ
(2p)
i (ν) = Σ
(2p′)
i (ν)
=
1
2
∑
j,k
Fii jF jkk
(
23ωiω jωk
)−1
−ω j +
1
2!21
∑
j,k,l
′ Fii jkF jkll
(
24ωiω jωkωl
)−1
−ω j − ωk
+
1
22
∑
j,k,l
Fii j jkFkll
(
24ωiω jωkωl
)−1
−ωk +
1
2!22
∑
j,k,l
Fii jF jkkll
(
24ωiω jωkωl
)−1
−ω j + . . . , (6.6)
and
Σ
(2b)
i (ν) = Σ
(2b′)
i (−ν)
=
1
2!
∑
j,k
F2i jk
(
23ωiω jωk
)−1
ν − ω j − ωk +
1
22
∑
j,i
∑
k,l
Fi jkkFi jll
(
24ωiω jωkωl
)−1
ν − ω j
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+
1
3!
∑
j,k,l
F2i jkl
(
24ωiω jωkωl
)−1
ν − ω j − ωk − ωl +
1
2!21
∑
j,k,l
Fi jkFi jkll
(
24ωiω jωkωl
)−1
ν − ω j − ωk + . . . , (6.7)
where the prime on the summation symbol in Eq. (6.6) indicates that j = k needs to be excluded from the summation
in XVMP2.
The corresponding zero-point energy expressions are given by a unified formula,
E0 = E
(0)
0 + E
(1)
0 + E
(2)
0 , (6.8)
where E(0)0 is the energy of the zero-point (ground) state in the harmonic approximation in the case of XVH2(n) and in
the XVSCF(n) approximation in the case of XVMP2(n). The first- and second-order corrections to this zeroth-order
energy are written as
E(1)0 = E
(1A)
0 + E
(1B)
0 + . . . , (6.9)
E(2)0 = E
(2A)
0 + E
(2B)
0 + E
(2C)
0 + E
(2D)
0 + . . . , (6.10)
in notation similar to that used in Chapter 4. The right-hand sides are given algebraically by
E(1A)0 =
1
2!22
∑
i, j
Fii j j
(
22ωiω j
)−1
, (6.11)
E(1B)0 =
1
3!23
∑
i, j,k
Fii j jkk
(
23ωiω jωk
)−1
, (6.12)
E(2A)0 =
1
22
∑
i, j,k
Fi j jFikk
(
23ωiω jωk
)−1
−ωi , (6.13)
E(2B)0 =
1
2!22
∑
i, j,k,l
′ Fi jkkFi jll
(
24ωiω jωkωl
)−1
−ωi − ω j , (6.14)
E(2C)0 =
1
3!
∑
i, j,k
F2i jk
(
23ωiω jωk
)−1
−ωi − ω j − ωk , (6.15)
E(2D)0 =
1
4!
∑
i, j,k,l
F2i jkl
(
24ωiω jωkωl
)−1
−ωi − ω j − ωk − ωl , (6.16)
where, again, ω’s are the harmonic frequencies in XVH2(n) and the XVSCF(n) frequencies in XVMP2(n) and, in the
latter case, i = j is excluded in the summation of Eq. (6.14) (as designated by the prime on the summation symbol).
These expressions are obtained by applying the interpretation rules stipulated in Chapter 4 to the corresponding dia-
grams in Fig. 6.4. Although the first-order correction is zero in XVMP2(n), we retain the corresponding term in Eq.
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(6.8) for the reason given below.
In practice, the infinite sums in Eqs. (6.5)–(6.7), (6.9), and (6.10) are truncated after terms containing the nth-
order force constants. With this truncation, these equations define the XVMP2(n) and XVH2(n) methods, where n is
the truncation order of the Taylor-series expansion of the PES. XVMP2(n) is based on a reference wave function of
XVSCF(n),21 which, in turn, uses even-order force constants of the types appearing in Eq. (6.5) up to the nth order.
We have also introduced XVMP2[n], employing the XVSCF[n] reference wave function, in which odd-order force
constants up to the nth order of certain types are additionally taken into account to define a new center of the normal
coordinates known as the first-order Dyson geometry. In XVMP2[n], Eq. (6.6) for Σ(2p)i and Σ
(2p′)
i sums to zero, and
E(2A)0 is part of a vanishing subset of diagrams, because these diagrams are included in the XVSCF[n] reference. In
all cases, the self-energy is formally expressed by Eqs. (6.4)–(6.7), and the zero-point energy is formally expressed by
Eqs. (6.8)–(6.16), with differences in the definition of ω and the coordinate center.
The derivation of MC-XVMP2(n) presented in Sec. 6.2 applies equally to MC-XVMP2[n] by simply replacing
“(n)” by “[n]” everywhere it appears, and the coordinates in the latter are understood to be centered at the first-order
Dyson geometry. Hereafter, we will not separately discuss MC-XVMP2[n].
A typical algorithm of the XVH2 and XVMP2 methods is as follows: (i) We first determine the equilibrium
geometry and harmonic force constants of a molecule using an electronic structure method; (ii) We then perform a
normal-mode analysis to obtain the normal coordinates {Qi} and the harmonic frequencies {ω˜i}; (iii) We calculate
all necessary force constants up to the nth order; (iv) For XVMP2(n) or XVMP2[n], we carry out the XVSCF(n) or
XVSCF[n] calculation to obtain the effective harmonic frequencies {ωi} and/or adjust the geometry. For XVH2(n),
this step is unnecessary as ωi = ω˜i and the geometry is unchanged; (v) We solve the recursive inverse Dyson equation
[Eq. (6.1)] or its nonrecursive approximations [Eq. (6.2) or (6.3)] using the self-energies defined by Eqs. (6.4)–(6.7);
(vi) we evaluate the zero-point energy using Eqs. (6.8)–(6.16).
Of these, step (iii) is by far the most expensive in terms of both operation and memory costs and is also arduous to
program. To obtain all nth-order force constants, one must differentiate a potential energy function with respect to nor-
mal coordinates at an O(Mn) computational cost, where M is the vibrational degrees of freedom. One can alternatively
compute the force constants in the Cartesian coordinates (e.g., in order to use analytical derivative capabilities121 of
ab initio molecular orbital theory or in order to exploit the locality of such force constants), but their transformation
to the normal coordinates is an O(Mn+1) process. These become impractical for n > 4 not only because of the expo-
nential scaling of cost with n but also owing to the increase in numerical errors caused by the repeated applications of
finite-difference methods.122 It is also not particularly scalable with respect to the number of processors in a modern
parallel supercomputer. It is imperative that this high-order force-constant evaluation step be eliminated altogether so
as to fully realize the intrinsic efficiency of XVMP2 (XVH2), especially for large molecules and solids.
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6.2 MC-XVMP2 and MC-XVH2
In the stochastic implementation of these methods, we consider two scenarios (direct and indirect) for evaluating a
PES and two ways (recursive and nonrecursive) of performing frequency calculations.
In a direct calculation, the value of a PES at a given geometry is calculated on demand by an electronic structure
calculation, discarded after its use, and never stored. Furthermore, the geometries are generated randomly but in ac-
cordance with their probability of occurrence during vibrational motion. This is achieved by the Metropolis algorithm
with a suitable weight function (see below). Hence, the overall computational cost is dominated by that of electronic
structure calculations and how the rest of the integrand is evaluated is rather unimportant for the computational cost.
The stochastic sampling of the PES also allows much higher-order force constants than those considered in the refer-
ence method to be implicitly included in the calculation. We call the stochastic XVMP2 methods using this algorithm
MC-XVMP2(∞) and MC-XVH2(∞), emphasizing the fact that they can, in principle, include important high-order
force constants up to an infinite order. This is a great advantage of these methods unmatched by any force-constant-
based methods, but it also causes mismatch in the PES between the reference and perturbation methods. This is why
the first-order energy and self-energy are no longer zero in MC-XVMP2(∞). This issue is discussed more fully in
Sec. 6.2.5.
In an indirect calculation, a PES is precalculated and stored in the form of a mathematical function or a set of force
constants, which allows the value of the PES to be rapidly evaluated at any geometry during MC integrations. The
overall cost is dominated by the precalculation of the PES, which is unchanged by the stochastic algorithm introduced
here. For instance, if the PES is given as a quartic force field (QFF), XVMP2(4) and XVH2(4) already constitute the
most efficient, deterministic algorithms that take into account the whole QFF in the second-order perturbation theory;
the stochastic counterparts, which we call MC-XVMP2(4) and MC-XVH2(4), do not offer any advantage in this case.
In other words, the algorithm proposed here is meaningful only in the direct calculation. Nonetheless, we report the
results of indirect calculations for the purpose of code verification and assessment of method performance.
In a recursive calculation, we solve the recursive inverse Dyson equation [Eq. (6.1)] for self-consistent solutions
by an iterative algorithm such as the one proposed by us, which brings about various advantages over the conventional
VMP2 method. In a nonrecursive calculation, we use the nonrecursive approximation of Eq. (6.3) to significantly
reduce the computational cost and algorithm complexity at the expense of losing some of the aforementioned advan-
tages. The total (zero-point) energy calculations are always nonrecursive.
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6.2.1 First-order correction to zero-point energy
We seek a mathematical transformation that eliminates any explicit reference to force constants and thereby brings
these expressions into forms that lend themselves to MC integrations. Adopting the strategy of Ref. 44, we can
immediately rewrite the first-order correction to the zero-point energy, Eq. (6.9), in such a form:
E(1)0 =
∫
Ψ0(Q)∆V(Q)Ψ0(Q)dQ, (6.17)
where Q collectively refers to all normal modes and hence dQ stands for dQ1dQ2 · · · dQM . That this is equal to Eq.
(6.9) can be understood by recognizing it as the first-order correction in the Rayleigh–Schro¨dinger perturbation theory
(RSPT), which is identical to the corresponding expression in the diagrammatic many-body perturbation theory.
Here, ∆V(Q) is the fluctuation potential in the perturbation theory and is written as
∆V(Q) = Hˆ − Hˆ(0), (6.18)
where Hˆ is the Hamiltonian containing up to the nth-order force constants and Hˆ(0) is the zeroth-order Hamiltonian
in the harmonic approximation in the case of MC-XVH2(n) or in the XVSCF(n˜) approximation in the case of MC-
XVMP2(n). We distinguish the highest order (n) of force constants in the Hamiltonian, which is generally undefined
and can be essentially infinite in a direct calculation, from the order (n˜) used in the reference wave function calculation.
In MC-XVH2(n), the fluctuation potential is written as
∆V(Q) = V(Q) − V0 − 12
M∑
i=1
ω2i Q
2
i , (6.19)
where V(Q) is the PES containing up to the nth-order force constants and V0 is its value at the equilibrium geometry
(the minimum). ∆V(Q) is, therefore, the anharmonicity of the PES due to the cubic and higher-order force constants.
In MC-XVMP2(n), the fluctuation potential is
∆V(Q) = V(Q) − E(0)0 +
1
2
M∑
i=1
ωi − 12
M∑
i=1
ω2i Q
2
i , (6.20)
where E(0)0 is the energy of the zero-point (ground) state and ωi is the ith-mode frequency of XVSCF(n˜). All of these
quantities are readily available once the reference wave function calculation is completed.
The zero-point wave function, Ψ0, is that of the reference method and is written as
Ψ0(Q) =
M∏
i=1
ϕ0(Qi), (6.21)
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where ϕsi (Qi) is the harmonic-oscillator wave function with quantum number si along the ith normal mode, Qi,
obtained either by the harmonic approximation in the case of MC-XVH2(n) or by XVSCF(n˜) in the case of MC-
XVMP2(n).
In a direct calculation, the cost of the calculation is determined by that of evaluating ∆V(Q) during MC integrations.
The cost of evaluating the factors of the integrand other than ∆V(Q) is O(M1n0), where M is the vibrational degrees
of freedom and n is the rank of ∆V(Q), since one must evaluate ϕ0(Qi) for each i = 1, . . . ,M. This concerns the cost
of evaluating the integrand, not the integral, of Eq. (6.17).
6.2.2 Second-order correction to zero-point energy
We also rewrite the second-order correction to the zero-point energy into a single high-dimensional integral. To do
this, we consider the sum of all second-order corrections instead of the individual contributions and write it as
E(2)0 =
smax∑
s>0
1
E(0)0 − E(0)s
∫
Ψ0(Q)∆V(Q)Ψs(Q)dQ
∫
Ψs(Q′)∆V(Q′)Ψ0(Q′)dQ′, (6.22)
where Ψs is the sth excited-state wave function of the reference method and E
(0)
s is the associated energy. This is
the second-order correction in the RSPT and is, therefore, equal to Eq. (6.10), when expanded. This is yet to have
a form suitable for MC integration because it is still a sum of numerous integrals; we must interchange the order of
summation and integration so that E(2)0 is written as a single high-dimensional integral. This can be done formally
immediately as
E(2)0 =
"
Ψ0(Q)∆V(Q)G(2)(Q,Q′)∆V(Q′)Ψ0(Q′)dQdQ′, (6.23)
where G(2)(Q,Q′) is a real-space Green’s function given by
G(2)(Q,Q′) =
smax∑
s>0
Ψs(Q)Ψs(Q′)
E(0)0 − E(0)s
. (6.24)
The summation over s must formally go over all states that are reached by ∆V(Q) from Ψ0. The number of such states,
denoted by smax, is proportional to the number of force constants included in ∆V(Q), which grows as O(Mn).
We can, however, reduce this O(Mn) scaling by invoking the same mathematical trick used in Ref. 44. First, we
note that, in the reference method, E(0)s is always written as
E(0)s = E
(0)
0 +
M∑
i=1
siωi, (6.25)
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where si is the quantum number of the ith mode in the sth state. Second, we use the Laplace transform of (E
(0)
0 −E(0)s )−1,
1
E(0)0 − E(0)s
= −
∫ ∞
0
e−
∑
i siωiτdτ (6.26)
= −
M∏
i=1
∫ ∞
0
e−siωiτdτ. (6.27)
Third, we find
G(2)(Q,Q′) = −
∫ ∞
0
g(2)(Q,Q′, τ) dτ, (6.28)
where g(2)(Q,Q′, τ) is a real-space, imaginary-time Green’s function given by
g(2)(Q,Q′, τ) =
M∏
i=1
ζi(Qi,Q′i , τ) − Ψ0(Q)Ψ0(Q′), (6.29)
and
ζi(Qi,Q′i , τ) =
nmax∑
si=0
ϕsi (Qi)ϕsi (Q
′
i)e
−siωiτ. (6.30)
The cost of evaluating Eq. (6.28) is now reduced from O(Mn) to O(M1n1max) = O(M
1n1). This Laplace-transformed
expression includes all states with up to excitation rank nmax and some states with up to rank Mnmax; we consider
nmax ≈ n for the cost analysis.
The last term in Eq. (6.29) corresponds to the exclusion of the N = 0 term from the summation in Eq. (6.22),
in which it causes divergence. Diagrammatically, this term represents the sum of all disconnected diagrams; the
subtraction of this term, therefore, amounts to the act of eliminating disconnected diagrams. Although the foregoing
transformations may appear to be a regression from diagrammatic MBPT (Refs. 123,124) to RSPT, the diagrammatic
logic to maintain size consistency of the theory is carefully maintained.
6.2.3 First-order correction to frequencies
The first-order self-energy expression of Eq. (6.5) is converted into a single M-dimensional integral,
Σ
(1)
i (ν) =
∫
Ψ0(Q)∆V(Q)aˆ†i aˆ
†
i Ψ0(Q)dQ, (6.31)
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where aˆ†i and aˆi are the harmonic-oscillator ladder operators for mode i, which satisfy Eqs. (5.15) and (5.16) from
Chapter 5. Therefore, the programmable expression of Eq. (6.31) is
Σ
(1)
i (ν) =
∫
Ψ0(Q)∆V(Q)Ψ0(Q)
21/2ϕ2(Qi)
ϕ0(Qi)
dQ, (6.32)
which is subject to MC integration with an O(M1n0) cost to evaluate the integrand excluding ∆V(Q).
Equation (6.32) is equal to the infinite sum of Eq. (6.5), which can be proven algebraically by substituting the
Taylor series of ∆V(Q) into Eq. (6.32) and analytically evaluating it using the formulas given in Table I of Ref. 21. In
the diagrammatic language, inserting two ladder operators (aˆ†i aˆ
†
i ) into an energy expression like Eq. (6.17) amounts
to attaching two stubs to a vertex in the energy diagrams (such as the leftmost diagram in Fig. 6.4), spawning the
corresponding self-energy diagrams (Fig. 6.1). Since the first-order energy diagrams are never disconnected (as there
is only one vertex), the insertion of aˆ†i aˆ
†
i generates only connected self-energy diagrams. This argument is not a
rigorous diagrammatic rule, but a useful mnemonic invoked repeatedly in the following.
6.2.4 Second-order correction to frequencies
The second-order corrections to self-energy consist of the four terms denoted by Σ(2p)i , Σ
(2p′)
i , Σ
(2b)
i , and Σ
(2b′)
i . They are
defined diagrammatically in Figs. 6.2 and 6.3 and algebraically in Eqs. (6.6) and (6.7).
The contributions from the “pendant” diagrams (Fig. 6.2) are written as single 2M-dimensional integrals as fol-
lows:
Σ
(2p)
i (ν) =
smax∑
s>0
1
E(0)0 − E(0)s
∫
Ψ0(Q)∆V(Q)Ψs(Q)dQ
∫
Ψs(Q′)aˆiaˆi∆V(Q′)Ψ0(Q′)dQ′, (6.33)
Σ
(2p′)
i (ν) =
smax∑
s>0
1
E(0)0 − E(0)s
∫
Ψ0(Q)∆V(Q)aˆ†i aˆ
†
i Ψs(Q)dQ
∫
Ψs(Q′)∆V(Q′)Ψ0(Q′)dQ′. (6.34)
Insertion of aˆiaˆi into the second factor in the energy expression of E
(2)
0 [Eq. (6.22)] corresponds to attaching two stubs
to the lower vertex of the second-order energy diagrams, generating the corresponding self-energy diagrams of Σ(2p)i
(Fig. 6.2). Likewise, insertion of aˆ†i aˆ
†
i in the first factor leads to the diagrams of Σ
(2p′)
i .
The first of these equations is transformed to
Σ
(2p)
i (ν) =
"
Ψ0(Q)∆V(Q)G
(2p)
i (Q,Q
′)∆V(Q′)Ψ0(Q′)dQdQ′, (6.35)
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with
G(2p)i (Q,Q
′) =
smax∑
s>0
Ψs(Q)Ψs(Q′)
E(0)0 − E(0)s
(si + 2)1/2(si + 1)1/2ϕsi+2(Q
′
i)
ϕsi (Q
′
i)
(6.36)
= −
∫ ∞
0
g(2p)i (Q,Q
′, τ) dτ, (6.37)
and
g(2p)i (Q,Q
′, τ) = ξi(Qi,Q′i , τ)
M∏
j,i
ζ j(Q j,Q′j, τ) − Ψ0(Q)Ψ0(Q′)
21/2ϕ2(Q′i)
ϕ0(Q′i)
, (6.38)
where ζ j(Q j,Q′j, τ) is already defined by Eq. (6.30) and
ξi(Qi,Q′i , τ) =
nmax−2∑
si=0
ϕsi (Qi)ϕsi+2(Q
′
i)(si + 2)
1/2(si + 1)1/2e−siωiτ. (6.39)
The last term of Eq. (6.38) is diagrammatically interpreted as the subtraction of disconnected diagrams. Equation
(6.36) costs O(smax) = O(Mn) operations to evaluate, whereas Eq. (6.37) can be calculated at an O(M1n1max) =
O(M1n1) cost, again assuming nmax ≈ n. The expression for Σ(2p
′)
i is the complex conjugate of the above.
Next, we consider the “bubble” diagrams (Fig. 6.3). They are written in integral forms as
Σ
(2b)
i (ν) =
smax∑
s,0, i
1
ν + E(0)0 − E(0)s
∫
Ψ0(Q)∆V(Q)aˆ†i Ψs(Q)dQ
∫
Ψs(Q′)aˆi∆V(Q′)Ψ0(Q′)dQ′, (6.40)
Σ
(2b′)
i (ν) =
smax∑
s,0, i
1
−ν + E(0)0 − E(0)s
∫
Ψ0(Q)∆V(Q)aˆ†i Ψs(Q)dQ
∫
Ψs(Q′)aˆi∆V(Q′)Ψ0(Q′)dQ′. (6.41)
Insertion of aˆ†i in the first factor and of aˆi in the second in the energy expression of E
(2)
0 corresponds to attaching one
stub to the upper vertex and another to the lower vertex of the corresponding energy diagram, creating the bubble
diagrams in Fig. 6.3.
In the summations, s = 0 is excluded because it corresponds to disconnected diagrams (see above). Also excluded
is s = i, where the ith state is the one singly excited in the ith mode, i.e., si = 1 and n j = 0 (∀ j , i). This exclusion
amounts to the deletion of reducible diagrams, which can be understood as follows: Since Ψi is a singly excited state,
there is only one line between the two vertexes and its mode index is i. The self-energy diagrams with this motif are,
e.g., the second diagrams from the left in Fig. 6.3 with i = j, which are reducible.
These equations are further simplified to
Σ
(2b)
i (ν) = Σ
(2b′)
i (−ν)
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="
Ψ0(Q)∆V(Q)G(2b)i (Q,Q
′, ν)∆V(Q′)Ψ0(Q′)dQdQ′, (6.42)
with
G(2b)i (Q,Q
′, ν) =
smax∑
s,0, i
Ψs(Q)Ψs(Q′)
ν + E(0)0 − E(0)s
(si + 1)ϕsi+1(Qi)ϕsi+1(Q
′
i)
ϕsi (Qi)ϕsi (Q
′
i)
. (6.43)
Unlike Eq. (6.24) or (6.36), this does not readily lend itself to a Laplace transform because the denominator,
ν + E(0)0 − E(0)s , can go from positive to negative with increasing s; their ν-dependence prohibits the application of a
Laplace transform. In a recursive calculation, where such dependence is essential, we evaluate G(2b)i (Q,Q
′, ν) with
the above sum-over-states expression [Eq. (6.43)] with smax truncated at the states with excitation rank n˜ such that
the scaling of the overall cost does not exceed that of the deterministic XVMP2(n˜) or XVH2(n˜) algorithm, which is
O(Mn˜).
In a nonrecursive calculation, on the other hand, we only need G(2b)i (Q,Q
′, 0), which is subject to a Laplace
transform, yielding
G(2b)i (Q,Q
′, 0) = −
∫ ∞
0
g(2b)i (Q,Q
′, τ) dτ, (6.44)
and
g(2b)i (Q,Q
′, τ) = θi(Qi,Q′i , τ)
M∏
j,i
ζ j(Q j,Q′j, τ) − Ψ0(Q)Ψ0(Q′)
ϕ1(Qi)ϕ1(Q′i)
ϕ0(Qi)ϕ0(Q′i)
−Ψ0(Q)Ψ0(Q′)
2ϕ2(Qi)ϕ2(Q′i)
ϕ0(Qi)ϕ0(Q′i)
e−ωiτ, (6.45)
where ζ j(Q j,Q′j, τ) is again defined by Eq. (6.30) and
θi(Qi,Q′i , τ) =
nmax−1∑
si=0
ϕsi+1(Qi)ϕsi+1(Q
′
i)
×(si + 1)e−siωiτ. (6.46)
An evaluation of Eq. (6.44) costs only O(M1n1). The second term in the right-hand side of Eq. (6.45) subtracts the
disconnected diagrams and the last term subtracts the reducible diagrams.
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6.2.5 Higher-order diagrams
In a direct calculation, the PES is evaluated at geometries randomly generated by the Metropolis algorithm described
in Sec. 6.3 below. Therefore, it includes the effects of higher-order force constants and their corresponding diagram-
matic contributions implicitly. For instance, diagrammatic contributions in Fig. 6.5, which involves fifth-order force
constants, are included in MC-XVH2(∞), MC-XVMP2(∞), and MC-XVMP2[∞] using the direct algorithm, but not
in XVH2(4), XVMP2(4), or XVMP2[4], which is based on a QFF.
This is one of the advantages of the direct MC-XVMP2 methods, but it has the following side effect: the PES’s used
in the MC-XVMP2 and preceding XVSCF reference wave function calculations differ from each other; the partitioning
is no longer the Møller–Plesset type. Hence, the first-order diagrams such as those shown in Fig. 6.6, which involve
sixth-order force constants, have nonzero contributions in MC-XVMP2(∞) and MC-XVMP2[∞] when the reference
wave function is XVSCF(4) or XVSCF[4]. Therefore, the first-order energy and self-energy contributions are nonzero
in MC-XVMP2(∞) and MC-XVMP2[∞] calculations and need to be evaluated using Eqs. (6.17) and (6.32).
6.3 Stochastic algorithms
6.3.1 Monte Carlo integrations
Any quadrature algorithm for evaluating the M- or 2M-dimensional integrals appearing in the preceding section would
have an operation cost which grows exponentially with M (the vibrational degrees of freedom), which is prohibitive
for all but the smallest molecules. On the other hand, experiences with QMC have been that the operation cost required
to reach a given accuracy increases only as O(M3).40 The trade-off is the slow N−1/2 fall-off of the statistical error,
where N is the number of MC steps of sampling points. Here, we use the MC method.
Each of the integrals I appearing in the preceding section is approximated by
I ≈ 1
N
N∑
i=1
Ii ≡ IN , (6.47)
with
Ii =
f (Qi)
w(Qi)
, (6.48)
when the integral is Eq. (6.17) or (6.32), or with
Ii =
f (Qi,Q′i)
w(Qi)w(Q′i)
, (6.49)
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when the integral is Eq. (6.23), (6.35), or (6.42), where f refers to the integrand in one of these expressions, w is
the weight function to be specified below, and Qi is the ith sampling point in the M-dimensional space of normal
coordinates generated stochastically by the Metropolis algorithm39 according to the weight function.
More specifically, we use different formulas to evaluate the integrands depending on whether the solutions of the
recursive or nonrecursive inverse Dyson equation are sought. In a recursive calculation, the integrand of Σ(2b)i +Σ
(2b′)
i is
evaluated by using the sum-over-states formula of Eq. (6.43) with a severe truncation of the summation over states. In
all other cases, the Laplace-transformed formulas are used, taking into account a large number of states. In the latter
case, the one-dimensional integration over τ is performed by the 51-point Gauss-Kronrod quadrature,44, 125 using a
change of variable to τ˜ = (τ + 1)−1.
The variance σ2N and the statistical uncertainty σN are estimated by
σ2N =
1
N(N − 1)
N∑
i=1
(Ii − IN)2. (6.50)
This estimate is, however, accurate only when Ii is uncorrelated from one MC step to another and this is not necessarily
the case here because a new sampling point is generated from an old one by a random-walk step with a semi-fixed
radius (see below).
To more accurately estimate the statistical uncertainty, we use the blocking algorithm of Flyvbjerg and Petersen.118
We thus modify the definition of σN as
σ2N =
1
N′(N′ − 1)
N′∑
j=1
(I′j − IN)2, (6.51)
where N′ = N/NB, NB is the block length, and
I′j =
1
NB
jNB∑
i=( j−1)NB+1
Ii. (6.52)
In this way, we evaluate the statistical uncertainty using every NB integrals, and these data become uncorrelated for
sufficiently large NB (we use NB = 75).
It has also been found that the use of Abelian point-group symmetry helps reduce the statistical uncertainty. This
is discussed in Sec. 6.3.4.
6.3.2 Weight functions
The feasibility of MC integration depends critically on the quality of the weight function. An effective weight function
w(Q) should have a significant amplitude where | f (Q)| is large, but should be negligible elsewhere. It should be positive
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everywhere, be analytically integrable, and have the same singularities as the integrand. Since the integrands of the
vibrational MBPT do not have any singularities, stochastic algorithms are expected to be even more efficient and
well-suited for vibrational problems than for electron correlation.44
One candidate weight function is the zero-point wave function in the harmonic approximation or its probability
density, which has been used implicitly in stochastic SCP and VCI methods93, 113, 114, 119 (see below). The weight
function used in this study is also the probability density of the zero-point wave function of the reference method, i.e.,
the harmonic approximation for MC-XVH2(n) and the XVSCF(n˜) method for MC-XVMP2(n):
w(Q) =
M∏
i=1
(
αωi
pi
)1/2
e−αωiQ
2
i , (6.53)
where α is a scaling parameter. This weight function is positive everywhere, integrates analytically to unity, and gen-
erally behaves like the integrands, when the PES is not too anharmonic. The weight function for the 2M-dimensional
integral is simply the product w(Q)w(Q′). This weight function is ideal for all of the M and 2M-dimensional integrals,
since their integrands differ only by a polynomial factor and they all decay exponentially to zero far from the origin in
normal-coordinate space.
The operation cost in a direct calculation is determined by the cost of electronic structure calculations and the
memory cost is always negligible. The overall efficiency of MC-XVMP2 is, therefore, equal to the efficiency of
sampling the PES, which, in turn, depends on how well the forms of the PES and weight function match with each
other.
6.3.3 Metropolis algorithm
In each MC step, a new geometry, Qi+1, in the M-dimensional space of the normal coordinates is generated as a
random-walk step from the previous geometry, Qi. The direction of this step is completely random, but the radius
is semi-constant and given by β|〈Ψ0|Q2j |Ψ0〉|1/2 along the jth normal coordinate, where β is a parameter. The new
geometry is accepted if the ratio w(Qi+1)/w(Qi) is greater than a random number between 0 and 1. If the step is
accepted, the value of the PES at that geometry is evaluated; otherwise it is taken from the previous step. The value
of β is continuously varied so that the acceptance rate becomes as close to 50% as possible, starting with initial
geometries near the equilibrium geometry. During the first 105 steps (the initial equilibration stage), no PES evaluation
is performed, after which the MC integration with PES evaluations starts. The same collection of walkers, guided by
the same weight function, is used to evaluate all M- and 2M-dimensional integrals.
In this study, we have also extended the redundant-walker algorithm of Willow et al.46 to MC-XVMP2(n) and
MC-XVH2(n). Though this algorithm is essential for the efficiency of these methods, its underlying idea is the same
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as in MC-MP2 for electron correlation and its details are relegated to Sec. 6.3.5. Briefly, it involves propagating a set
of Nw walkers simultaneously and exploiting a two-fold summation over walkers to accelerate the evaluation of the
2M-dimensional integrals. In the calculations reported below, “one MC step” is defined as one random-walk step of
all Nw walkers. Since the PES is evaluated roughly half as many times as a single walker is propagated, a calculation
reported to have N steps evaluates the PES roughly NwN/2 times.
A highly scalable parallel algorithm of these methods can be readily accomplished by simply executing a Metropo-
lis process in each processor of a parallel machine. There are nearly no inter-processor communications needed,
though our implementation issues mpi commands to synchronize and collect I′j from all processors at every NB steps.
The only step that fundamentally resists parallelization is the initial equilibration stage as it has to occur as many
times as the number of processors instead of just once in a serial execution. Nevertheless, this MC algorithm naturally
exposes an exceptionally high degree of parallelism in its kernel.
6.3.4 Point-group symmetry
For a molecule that belongs to an Abelian point-group symmetry, many individual contributions to the integrals be-
come symmetrically zero. Eliminating those vanishing contributions using a symmetry logic does not change the
values of the integrals or the operation cost per MC step, but it reduces the statistical uncertainty and thus increases
overall efficiency of MC-XVMP2 and MC-XVH2 to a noticeable degree.
Let us illustrate the proposed symmetry algorithm by taking Σ(2b)i and Σ
(2b′)
i as an example. They are still obtained
by evaluating Eq. (6.42), but with
G(2b)i (Q,Q
′, ν) =
smax∑
s,0, i
δΓ0Γs+
Ψs(Q)Ψs(Q′)
ν + E(0)0 − E(0)s
(si + 1)ϕsi+1(Qi)ϕsi+1(Q
′
i)
ϕsi (Qi)ϕsi (Q
′
i)
, (6.54)
in a recursive calculation. Here, Γs stands for the irreducible representation of the sth state and the s+th state is the
one obtained by incrementing si by one. Hence, δΓ0Γs+ is unity, when the s+th and zero-point states transform as
the same (i.e., totally symmetric) irreducible representation; it is zero otherwise. This has the effect of compelling
symmetrically zero integral contributions to be exactly zero rather than be merely convergent towards zero after a long
MC run.
In a nonrecursive calculation, we instead use the Laplace-transformed expression, Eq. (6.44), in which we no
longer have individual states to which irreducible representations can be assigned. We can nonetheless use the same
symmetry logic with the following modified definition of g(2b)i (Q,Q
′, τ):
g(2b)i (Q,Q
′, τ) =
1
h
h∑
R=1
θRi (Qi,Q′i , τ) M∏
j,i
ζRj (Q j,Q
′
j, τ) − {χΓi (R)}Ψ0(Q)Ψ0(Q′)
ϕ1(Qi)ϕ1(Q′i)
ϕ0(Qi)ϕ0(Q′i)
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−{χΓi (R)}2Ψ0(Q)Ψ0(Q′) ×
2ϕ2(Qi)ϕ2(Q′i)
ϕ0(Qi)ϕ0(Q′i)
e−ωiτ
)
, (6.55)
with
ζRi (Qi,Q
′
i , τ) =
nmax∑
si=0
{χΓi (R)}siϕsi (Qi)ϕsi (Q′i)e−siωiτ, (6.56)
θRi (Qi,Q
′
i , τ) =
nmax−1∑
si=0
{χΓi (R)}si+1ϕsi+1(Qi)ϕsi+1(Q′i)
×(si + 1)e−siωiτ. (6.57)
where R is a symmetry operation, h is the order of the symmetry group, and χΓi (R) is the character (+1 or −1) of the
irreducible representation Γi under operation R. The above equations can be derived from Eq. (6.54) using the identity:
δΓ0Γs =
1
h
∑
R
M∏
i=1
{χΓi (R)}si . (6.58)
Symmetry can be applied to all the other integrals analogously.
6.3.5 Redundant-walker algorithm
At minimum, we need one random-walking point (walker), Qi, in the M-dimensional space to evaluate Eq. (6.48) and
two walkers, Qi and Q′i , to evaluate Eq. (6.49).
However, propagating much more than these minimal numbers of walkers, we can increase the efficiency of the
MC integrations by many orders of magnitude; this is called the redundant-walker algorithm.46 The only changes we
need to make to the formalism are in Eqs. (6.48) and (6.49), which now read
Ii =
1
Nw
Nw∑
j=1
f (Q[ j]i )
w(Q[ j]i )
, (6.59)
for an M-dimensional integral, and
Ii =
2
Nw(Nw − 1)
Nw−1∑
j=1
Nw∑
k= j+1
f (Q[ j]i ,Q
[k]
i )
w(Q[ j]i )w(Q
[k]
i )
, (6.60)
for a 2M-dimensional integral, where Nw is the number of walkers and Q
[ j]
i is the jth walker coordinates in the ith MC
step. Hence, propagating Nw walkers instead of just two at an extra cost of O(Nw), we can increase the number of MC
sampling points by O(N2w) in Eq. (6.60), providing net O(Nw) enhancement of sampling efficiency.
The block length of the Flyvbjerg–Petersen method118 is now NBNw(Nw − 1)/2. It thus increases with the number
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of walkers, which is appropriate, considering the strong correlation of permutations of redundant walkers used in Eq.
(6.60).
6.3.6 Frequencies and pole strengths
Given the self-energy evaluated as a function of frequency, it remains to solve Eq. (6.1) for self-consistent solutions.
In our implementation, the self-energy is approximated by a function of the form,
Σi(ν) ≈ Σ(1)i + Σ(2p)i + Σ(2p
′)
i + c1 + c2ν +
smax∑
s=1
dN
(
1
ν −Ωs +
1
−ν −Ωs
)
, (6.61)
with
Ωs = E(0)s − E(0)0 , (6.62)
where c1, c2, and {dN} are adjustable parameters determined by a weighted linear-least-squares fit to Σ(2b)i (ν) + Σ(2b
′)
i (ν)
at discrete values of ν. The weight is the reciprocal of its variance. We omitted ‘(ν)’ from the first three terms of the
right-hand side to highlight their invariance with ν. In practice, the summations can be truncated much earlier than
s = smax. Once the continuous function Σi(ν) is obtained in this way, we can determine all roots using the bisection
method described in Chapter 4.
The statistical uncertainty σi of Σi(νi) obtained by the least-squares fitting is calculated by
σ2i = σ
2
(1) + σ
2
(2p′′) + covc1c1 + 2νi covc1c2 + ν
2
i covc2c2
+2
smax∑
s=1
(
covc1dN + νi covc2dN
) ( 1
νi −Ωs +
1
−νi −Ωs
)
+
smax∑
s=1
smax∑
s′=1
covdN dN′
(
1
νi −Ωs +
1
−νi −Ωs
) (
1
νi −Ωs′ +
1
−νi −Ωs′
)
, (6.63)
where cov denotes covariance, σ(1) and σ(2p′′) are the statistical uncertainties associated with Σ
(1)
i and Σ
(2p)
i + Σ
(2p′)
i ,
respectively, and we have used the following formula for the propagation of uncertainty:
σ2f = a
2σ2A + b
2σ2B + 2ab covAB, (6.64)
with f = aA + bB, where a and b are constants and A and B are variables. The statistical uncertainty of νi is
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approximately equal to σi since, from a Taylor expansion of Eq. (6.1), we have
νi ≈ ωi + Σi(νi). (6.65)
The relative intensity of this transition is proportional to the pole strength given by
Pi = ωi
{
νi − ωi ∂Σi(ν)
∂ν
∣∣∣∣∣
ν=νi
}−1
. (6.66)
See Chapter 4 for its derivation. To estimate its statistical uncertainty σPi , let us first consider the first derivative of
Σi(ν) that enters the formula for Pi. For the interpolated Σi(ν) given in Eq. (6.61), its first derivative is written as
∂Σi(ν)
∂ν
≈ c2 +
smax∑
s=1
dN
{
− 1
(ν −Ωs)2 +
1
(ν + Ωs)2
}
, (6.67)
whose associated statistical uncertainty at ν = νi is
σ2∂Σ/∂ν ≈ covc2c2 + 2
smax∑
s=1
covc2dN
{
− 1
(νi −Ωs)2 +
1
(νi + Ωs)2
}
+
smax∑
s=1
smax∑
s′=1
covdN dN′
{
− 1
(νi −Ωs)2 +
1
(νi + Ωs)2
}{
− 1
(νi −Ωs′ )2 +
1
(νi + Ωs′ )2
}
, (6.68)
where we have used Eq. (6.64). Using this with another formula for the propagation of uncertainty,
σ2f ≈ f 2
σ2A
A2
, (6.69)
with f = a/A, we find
σ2Pi ≈ P2i
(
σ2i + ω
2
i σ
2
∂Σ/∂ν
) {
νi − ωi ∂Σi(ν)
∂ν
∣∣∣∣∣
ν=νi
}−2
. (6.70)
The formulas described here for the statistical uncertainties assume that there is no covariance between Σ(1)i , Σ
(2p)
i +
Σ
(2p′)
i , and Σ
(2b)
i (ν) + Σ
(2b′)
i (ν) evaluated at various ν. In fact, the several terms in the self-energy are evaluated using the
same random walk in a single MC-XVH2 or MC-XVMP2 calculation, as described in Sec. 6.3, and the covariances
among them are thus nonzero in principle. Equations (6.63) and (6.70) are therefore approximate, especially for MC-
XVH2(n) calculations, in which the contributions to the self-energy from all three terms are significant. However,
we have found in Sec. 6.5 that these estimates are reasonable, tending only to slightly overestimate the errors of the
anharmonic frequencies. The covariances between Σ(2p)i and Σ
(2p′)
i and between Σ
(2b)
i (ν) and Σ
(2b′)
i (ν) are automatically
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accounted for because their sums are directly evaluated by MC integrations in our implementation.
6.4 Other Monte Carlo methods
MC-XVMP2(n), MC-XVMP2[n], and MC-XVH2(n) (collectively MC-XVMP2 in this section) introduced in this
work have apparent similarities with DMC for vibrations, but they differ greatly in the theoretical underpinning and
the quantities that are available from the respective calculations.
The mathematical basis of DMC is the isomorphism between the Schro¨dinger equation and the diffusion equation
for the lowest, thus nodeless, vibrational wave function.126 However, since one is usually interested in transition
frequencies in a vibrational study, excited states need to be determined by DMC. In such calculations, an approximate
nodal surface has to be assumed,115, 116 leading to the so-called fixed-node errors. Procedures exist for optimizing
the nodal surface with a sufficiently simple functional form,127 but finding the latter entails defining an appropriate
set of nodal coordinates,128 which is generally difficult. Although it has been shown129 that multiple rotational states
can be determined simultaneously by DMC, anharmonic vibrational states must usually be calculated separately and
transition frequencies are then obtained as differences between large, noisy total energies. Such a procedure is not
only cumbersome, but also easily plagued by large relative errors.
MC-XVMP2, in contrast, computes energy differences directly and simultaneously, which are anharmonic cor-
rections to zero-point energies and to transition frequencies for all modes in a single MC run; they are not small
differences of two total energies obtained in two separate MC runs. MC-XVMP2 does not require any user-specified
constraints on wave functions, while potentially achieving an even greater degree of parallelism in their computational
kernel than DMC (see below). On the other hand, one of the advantages of DMC over MC-XVMP2 is that it does
not presume small anharmonicity and can perform for any type of bound PES’s; MC-XVMP2 is effective when the
anharmonicity is small enough to be considered as a perturbation.
A variant of DMC that can compute excited states and hence transition frequencies without an assumed nodal
surface is the projection operator imaginary time spectral evolution (POITSE).130, 131 POITSE computes the autocor-
relation functions of various projection operators during an ordinary DMC calculation of the ground state. An inverse
Laplace transform is then performed numerically on these noisy functions, yielding a quantity analogous to the vibra-
tional Green’s function, from which the locations of its poles and thus anharmonic frequencies can be obtained. While
mathematically elegant and exact, it has to perform the inverse Laplace transform numerically, which is known to be
computationally ill-conditioned,130, 131 making the method’s practical utility limited. MC-XVMP2, on the other hand,
directly compute the self-energies (which are a factor of the exact Green’s function) in the frequency domain23, 24 and
the Laplace transform (when applicable) is carried out by a quadrature with no noticeable systematic or statistical
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error.
There is also a difference in the parallel algorithm between DMC (including POITSE) and MC-XVMP2. In
DMC, the number of walkers varies during the calculation and the algorithm must make sure to prevent many walkers
from “dying” at once; otherwise many processors suddenly go idle. The most common technique for this prevention
requires the current best estimate of the energy to be distributed to all processors, which involves frequent all-to-
all inter-processor communications and thus constitutes a bottleneck for parallel scalability.132 In MC-XVMP2, this
bottleneck does not exist because the number of (redundant) walkers is constant and no inter-processor communication
is strictly required. MC integrations on different processors can be performed, in principle, completely independently
and asynchronously; they can be paused and restarted at any time after the equilibration stage and some can even be
allowed to halt without a catastrophic failure of the whole calculation.
The correlation function quantum Monte Carlo (CFQMC) method133, 134 is another MC method for excited states
that can compute vibrational frequencies directly. It propagates a set of basis functions in imaginary time, yielding
a new set with progressively more accurate eigenvalues for some lowest-lying states. It may be viewed as an MC
implementation of a subspace diagonalization of the Hamiltonian matrix. The main drawback of this method seems to
be the exponential growth of the statistical errors in excited-state results with imaginary time.133 Even for semi-rigid
molecules like formaldehyde, therefore, the use of initial basis functions that are already close to the exact excited-state
wave functions is necessary.134
The most closely related to our proposed methods are the stochastic algorithms of SCP (Refs. 93,113,114) and of
VCI with an SCP reference wave function119 reported recently, in which high-dimensional integrals appearing in their
formalisms are evaluated by MC methods. In Chapter 5, the development of a stochastic algorithm of XVSCF,21 which
is related to SCP, was described, which, when combined with MC-XVMP2, makes the whole anharmonic vibrational
analysis proceed without evaluating any anharmonic force constant. Our methods have been inspired by the recent
studies that aim at combining ab initio electron-correlation methods with QMC conducted in our laboratory44–48 and
elsewhere.49, 50, 52, 54, 135–139
6.5 Results and discussion
6.5.1 Computational details
Here, we report the results of 12 different types of stochastic calculations for anharmonic zero-point energy and transi-
tion frequencies of the water molecule: MC-XVH2(n), MC-XVMP2(n), and MC-XVMP2[n] using either the direct or
indirect evaluation of the PES, seeking solutions of either the recursive or nonrecursive inverse Dyson equation. MC-
XVH2(n), MC-XVMP2(n), and MC-XVMP2[n] are respectively based on the harmonic, XVSCF(4), and XVSCF[4]
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reference wave functions.21 These reference wave functions are obtained by their deterministic algorithms using a
QFF calculated at the MP2/aug-cc-pVTZ electronic structure theory.
In the indirect calculations, the same QFF precalculated and stored is used throughout. The corresponding methods
are designated as MC-XVH2(4), MC-XVMP2(4), and MC-XVMP2[4] and are expected to reproduce the numerical
results of their deterministic counterparts of Chapter 4, i.e., XVH2(4), XVMP2(4), and XVMP2[4]. The direct calcu-
lations, on the other hand, evaluate the PES at random geometries on demand. They are denoted by MC-XVH2(∞),
MC-XVMP2(∞), and MC-XVMP2[∞], reflecting the fact that the highest order of the force constants included implic-
itly is undefined, though the reference wave function methods still use the QFF. In the latter, the first-order corrections
are nonzero and need to be evaluated, as discussed in Sec. 6.2.5.
In the nonrecursive calculations, the right-hand side of Eq. (6.3) is evaluated just once for each mode, giving the
frequencies of the fundamental transitions and no pole strengths, but using the Laplace-transformed expressions of
integrands such as Eq. (6.44). We set nmax = 8, meaning that the effect of 24th-order force constants can in principle
be included when the PES evaluation is direct. The zero-point energy calculations can always invoke the Laplace-
transformed expressions (if applicable).
In the recursive calculations, Eq. (6.1) is solved using the more elaborate algorithm described in detail in Sec.
6.3.6 for frequencies of the fundamentals and overtones as well as their associated pole strengths. In this case, the
sum-over-states expression must be used for Σ(2b)i and Σ
(2b′)
i by evaluating Eq. (6.43) taking into account the states
that can be reached by a QFF operator from the reference wave function, i.e., up to quadruply excited states (all the
other integrands can still use the Laplace-transformed expressions to benefit from the inclusion of higher-order force
constants).
We use the redundant-walker algorithm described in Sec. 6.3.5 with the number of walkers (Nw) equal to 20. The
block length (NB) of the Flyvbjerg–Petersen method118 is chosen to be 75. These calculations are parallel executed
with up to 9 processors using nwchem (Ref. 82) as the back-end electronic structure software for the on-the-fly PES
evaluations.
The purpose of these calculations is primarily to establish the feasibility and accuracy of these new stochastic
methods and their algorithmic behavior. The overall speed of these calculations excluding the PES evaluation step is
many orders of magnitude slower than the deterministic counterpart for small molecules such as water. As mentioned
above, the total performance of these methods relies more heavily on the efficiency of the Metropolis sampling of
the PES, which is, in turn, determined largely by the characteristics of the PES itself and the weight function. This
requires a separate systematic study covering a broad range of systems.
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6.5.2 Weight functions
First, we assess the performance of the weight functions, w(Q) and w(Q)w(Q′) given by Eq. (6.53), by analyzing the
results of the indirect MC-XVH2(4) calculations as a function of scaling parameter α. The smaller the value of α is,
the more diffuse the weight function is. The anharmonic correction to the zero-point energy and associated statistical
uncertainty are plotted as a function of the MC steps (N) up to N = 5 × 104 (corresponding to ca. 5 × 105 PES
evaluations) in Figs. 6.7 and 6.8.
The zero-point energies of MC-XVH2(4) converge towards the correct limit obtained by the deterministic XVH2(4)
calculation for all values of α studied; there seems no systematic bias in the limit, with the weight function merely
affecting the rate of convergence. The statistical uncertainty does depend strongly on α. With α = 0.7 or 0.9, the plots
in Fig. 6.8 display characteristic spikes on otherwise O(N−1/2) decay, including one particularly extreme spike for
α = 0.7 near N = 10000. These spikes occur because Eq. (6.48) or (6.49) is experiencing “division by (near) zero” at
these geometries, which, in turn, means that the weight function is decaying too fast as compared with the integrand,
causing severe under-sampling. This is why they are more prevalent with greater values of α.
The statistical uncertainties with α = 0.1 and 0.5 exhibit smooth and nearly overlapping O(N−1/2) decay, but they
are roughly twice as large as the statistical uncertainties with α = 0.3. This means that the weight functions with
α = 0.1 and 0.5 are slightly over-sampling and under-sampling, respectively. The weight function with α = 0.3 seems
to strike a near-optimal balance.
6.5.3 Nonrecursive inverse Dyson equation
Table 6.1 lists the results of the nonrecursive calculations that evaluate Eq. (6.3).
The results of the indirect MC-XVH2(4), MC-XVMP2(4), and MC-XVMP2[4] calculations that use the precalcu-
lated QFF reproduce the corresponding results of the deterministic XVH2(4), XVMP2(4), and XVMP2[4] calculations
at N = 67500 (ca. 7 × 105 PES evaluations). In all cases, the stochastic results are within a few cm−1 of the correct
limits and these errors are also accurately estimated as the statistical uncertainties. The first-order corrections to the
zero-point energy in MC-XVMP2(4) and MC-XVMP2[4] are zero to within the statistical uncertainties, as they should
be.
MC-XVH2(∞), MC-XVMP2(∞), and MC-XVMP2[∞] perform on-the-fly PES evaluations in each MC step.
They do not reproduce the deterministic results as they include the effect of higher-than-quartic force constants im-
plicitly. The first-order corrections to the zero-point energy in MC-XVMP2(∞) and MC-XVMP2[∞] are no longer
zero for the same reason. According to these calculations, the fifth- and higher-order force constants tend to decrease
the first-order correction to the zero-point energy, to increase the second-order correction thereto, and to overall reduce
the total zero-point energy by ≈ 20 cm−1. Such information is exceedingly difficult to obtain by force-constant-based
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methods.
The statistical uncertainties of the anharmonic frequencies are greater than those of the zero-point corrections
because the integrands for the frequencies involve modals with higher quantum numbers and are more rapidly oscil-
lating. The uncertainties of the stretching frequencies in MC-XVH2(4) and MC-XVMP2(4) also appear to be slightly
overestimated, possibly due to approximations we make in evaluating these uncertainties, which are discussed in Sec.
6.3.6. However, like the zero-point energy, the statistical uncertainties of the frequencies decrease as O(N−1/2). To
reduce the uncertainties to within 1 cm−1 would require approximately 2 × 106 MC steps or 2 × 107 PES evaluations.
Overall, the rate of convergence seems considerably faster than that in the similar method for electrons,44 which may
be ascribed to the absence of singularities in the integrands in vibrational problems.
Each of the direct calculations takes ≈ 107 CPU seconds to spread across 9 processors, of which 97% is consumed
by 7×105 electronic structure calculations at the MP2/aug-cc-pVTZ level. The overall efficiency of these calculations
is greater when the proportion of the time spent by the electronic structure calculations is higher. The efficiency is also
greater when the rate of convergence is faster, as judged by the decay rate of the statistical uncertainties in Fig. 6.8. It
is not meaningful to compare the speed of MC-XVMP2(∞) and XVMP2(n) as the former captures a greater degree of
anharmonic effects.
6.5.4 Recursive inverse Dyson equation
Figures 6.9 and 6.10 show how well MC-XVH2(4) can reproduce the self-energy for mode one (symmetric stretch)
of the water molecule as a function of frequency ν. The grey curves in Fig. 6.9 are the XVH2(4) results and the green
dots in Figs. 6.9 and 6.10 plot the self-energies and statistical uncertainties of MC-XVH2(4), respectively, at a discrete
set of frequencies. The green curves are analytic functions obtained by the linear-least-squares fitting procedure
described in Sec. 6.3.6. It can be seen that this procedure works exceedingly well with the interpolated self-energy
being indistinguishable from the XVH2(4) results.
The self-energy is divergent at 1628, 3257, and 4885 cm−1 in the frequency domain of Fig. 6.9, corresponding to
the bending fundamental (ω2) and first and second bending overtones (2ω2 and 3ω2) in the harmonic approximation
(which is the reference method for XVH2). Owing to these poles, there are four roots to the recursive inverse Dyson
equation of XVH2(4) in this frequency domain, only two of which have non-negligible pole strengths and thus are
physically meaningful. They are the symmetric stretch fundamental (ν1) at 3633 cm−1 and the first bending overtone
(2ν2) at 3238 cm−1 with pole strengths of 0.983 and 0.051, respectively. In Fig. 6.10, the statistical uncertainty is
nearly constant at 4 cm−1 except at these poles, where it shoots up.
Figure 6.11 illustrates these two roots of the inverse Dyson equation graphically in the salient frequency domain.
They occur at the intersections (the red circles) of two curves: the left- and right-hand sides of the square root of the
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inverse Dyson equation [Eq. (6.1)] drawn as the blue line and green curves, respectively. Remarkably, MC-XVH2(4)
can reproduce the positions of these roots within 2 cm−1. The statistical uncertainties of these frequencies are the same
as those of the self-energies and they are 4.1 cm−1 in ν1 and 8.7 cm−1 in 2ν2. The latter is much greater than the others
because the 2ν2 root is close to the pole at 2ω2. However, it is likely overestimated, considering the insensitivity of
the root location of 2ν2 with the vertical placement of the self-energy curve there.
The results of the direct and indirect MC-XVH2 and MC-XVMP2 calculations for the solutions of the recursive
inverse Dyson equation are compiled in Table 6.2. The indirect calculations using the same QFF as the deterministic
algorithms should reproduce the results (both frequencies and pole strengths) of the latter and they do so within no
more than twice the corresponding statistical uncertainties, although the statistical uncertainties of some anharmonic
frequencies may be slightly overestimated for reasons mentioned above. We have thus shown that it is entirely possible
to solve the recursive Dyson equation for multiple roots and pole strengths using a stochastic algorithm.
A comparison of Tables 6.1 and 6.2 indicates that the nonrecursive approximation of Eq. (6.3) causes errors up
to ca. 40 cm−1 in the frequencies of the fundamentals. The nonrecursive calculations do not provide any information
about overtones, combinations, resonances, or their pole strengths, either. They, however, dramatically simplify the
computational procedure; in the recursive algorithm, MC integration needs to be performed at each of the green dots
in Fig. 6.9 for the symmetric stretching mode and at a similar spread of points for other modes, whereas a single MC
integration at ν = 0 per mode suffices in the nonrecursive algorithm. This is the trade-off between the two algorithms.
Interestingly, ν1 and ν3 predicted by MC-XVH2(4) are in more accurate agreement with the observed than those
obtained by MC-XVH2(∞), even though the latter takes into account higher-than-quartic force constants. This is
fortuitous and likely caused by the accidental cancellation of errors between the higher-than-quartic force constants
and the higher-than-second order perturbation corrections, both neglected by MC-XVH2(4). Note that the second-
order vibrational perturbation method is known to yield exact results (accidentally) for a Morse oscillator with only
cubic and quartic force constants.106, 109 Note also that MC-XVMP2 takes into account a certain class of higher-order
perturbation corrections (relative to the harmonic reference wave function) all the way to an infinite order, which
may explain why the same cancellation of errors is hardly seen in the MC-XVMP2 results. This underscores the
importance of going beyond QFF, which is exceedingly difficult with theories or algorithms specifically designed
for a certain fixed representation of a PES (such as a QFF), but is achieved readily by the direct MC-XVMP2 and
MC-XVH2 methods.
154
6.6 Conclusion
In an anharmonic vibrational analysis of a molecule, it is often the evaluation and storage of all force constants up
to the nth order that constitutes the computational bottleneck. Its operational and memory costs grow exponentially
with n and as a high power of M (the vibrational degrees of freedom). Computer programs for this step require
an exponentially increasing effort to write with n and also tend to be numerically unstable when they are based on
finite-difference formulas as they usually are.
In this work, we have introduced the whole new algorithm of the diagrammatic second-order vibrational MBPT
that eradicates the need for evaluating and storing force constants, leading to a highly scalable and easily implemented
algorithm that can capture anharmonic effects due to higher-order force constants essentially up to an infinite order.
This has been achieved by wedding XVMP2 (XVH2) with QMC, that is, by reformulating the energy and self-energy
expressions of XVMP2 (XVH2) into sums of a few high-dimensional integrals that lend themselves to brute-force MC
integrations with on-the-fly electronic structure calculations of a PES.
The resulting methods, MC-XVMP2 and MC-XVH2, can directly compute the zero-point energy and transition
frequencies of not only fundamentals but also overtones as well as their relative intensities all from a single MC run
and not as small differences of noisy total energies obtained from separate MC runs. They solve the recursive inverse
Dyson equation stochastically. Unlike DMC, they neither require the knowledge of nodal surfaces of excited-state
wave functions nor suffer from the resulting fixed-node errors. Furthermore, the zero-point energy and transition
frequencies obtained by MC-XVMP2 (MC-XVH2) are rigorously size-extensive and intensive, respectively, as their
mathematical definitions obey the extensive and intensive diagram theorems,17 while including anharmonic effects of
higher-order force constants not accessible by any force-constant-based methods.
We have applied MC-XVMP2 and MC-XVH2 to a small molecule to establish their feasibility and assess their
performance. We plan to extend the applications to larger molecules, where these methods are expected to become
superior to their deterministic counterparts.
6.7 Figures
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Figure 6.1: The first-order self-energy diagrams.
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Figure 6.2: The second-order “pendant” self-energy diagrams.
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Figure 6.3: The second-order “bubble” self-energy diagrams. The diagrams with i = j are reducible and excluded
from the sums.
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Figure 6.4: Examples of energy diagrams. From left to right, they correspond to the 1A, 2A, 2B, 2C, and 2D contri-
butions.
  


Figure 6.5: Examples of second-order diagrams with higher-order force constants included implicitly in a direct MC-
XVMP2 calculation using a XVSCF(4) or XVSCF[4] reference wave function. They are also included in a direct
MC-XVH2 calculation with a harmonic reference wave function.
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
Figure 6.6: Examples of first-order diagrams with higher-order force constants included implicitly in a direct MC-
XVMP1 calculation using a XVSCF(4) or XVSCF[4] reference wave function.
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Figure 6.7: Convergence of the anharmonic correction to the zero-point energy of the water molecule obtained by
indirect MC-XVH2(4) calculations with respect to the number of MC steps for a range of values of scaling parameter
α in the weight functions.
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Figure 6.8: The same as Fig. 6.7, but for the statistical uncertainty.
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Figure 6.9: The self-energy of mode one (symmetric stretch) of the water molecule calculated by XVH2(4) and MC-
XVH2(4) as a function of frequency ν. The green dots are the data obtained by MC-XVH2(4) at a discrete set of
frequencies and the green curve is the linear-least-squares fit to these discrete data (see Sec. 6.3.6). The locations
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6.8 Tables
Table 6.1: The first- and second-order anharmonic corrections to the zero-point energy (E(1)0 and E
(2)
0 ) and frequencies
of the three fundamental transitions (νi) in cm−1 of the water molecule. The results of the stochastic calculations are
obtained with N = 67500 solving the nonrecursive inverse Dyson equation, Eq. (3), with all integrands simplified with
the Laplace transform (nmax = 8) and the weight function of Eq. (55) with α = 0.3.
Method E(1)0 E
(2)
0 ν1 ν2 ν3
Experimenta · · · · · · 3657.1 1594.7 3755.9
Harmonic ±0 ±0 3822.1 1628.3 3947.9
XVH2(4)b +51.6 −120.6 3645.1 1566.9 3767.4
MC-XVH2(4)b +51.3 ± 1.1 −119.1 ± 0.7 3646.9 ± 4.5 1566.3 ± 2.1 3768.5 ± 3.2
MC-XVH2(∞)c +13.4 ± 1.0 −101.4 ± 0.6 3615.1 ± 4.3 1573.6 ± 2.1 3733.5 ± 3.2
XVMP2(4)b +0.0 −100.1 3679.3 1561.9 3802.0
MC-XVMP2(4)b −0.5 ± 1.1 −100.3 ± 0.5 3680.0 ± 3.8 1561.2 ± 1.8 3801.6 ± 2.6
MC-XVMP2(∞)c −38.0 ± 1.0 −83.9 ± 0.4 3647.3 ± 3.6 1566.8 ± 1.7 3771.4 ± 2.5
XVMP2[4]b +0.0 −22.7 3686.2 1560.1 3807.6
MC-XVMP2[4]b +0.1 ± 0.7 −22.7 ± 0.2 3687.8 ± 1.8 1559.6 ± 1.1 3806.1 ± 1.8
MC-XVMP2[∞]c −17.7 ± 0.7 −25.9 ± 0.2 3656.0 ± 1.7 1568.1 ± 1.3 3771.8 ± 1.9
aReference 140.
bIndirect calculations using a QFF.
cDirect calculations.
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Chapter 7
Conclusions
In Chapter 2, we presented our extension to the manifestly size-consistent XVSCF(n) method originally developed by
Kec¸eli and Hirata,21 enabling the former to calculate anharmonic corrections to molecular geometries as well as fre-
quencies and total energies. XVSCF(n) with this extension is similar to the VSCF method, but not identical to it in the
bulk limit. This is due to the fact that in the VSCF method, the anharmonic corrections to frequencies and geometries
are coupled, whereas in the XVSCF(n) method, they are calculated separately. We also presented the formalism and
implementation of the XVSCF[n] method, which calculates anharmonic corrections to frequencies and geometries
simultaneously, thus recovering the identical bulk limit as the VSCF method at a fraction of the computational cost.
We showed that for medium-size molecules, XVSCF(n) and XVSCF[n] are both in close agreement with VSCF for
medium-size molecules, and XVSCF(n) is an efficient approximation to XVSCF[n].
In Chapter 3, we introduced the concepts of the Dyson coordinates and the Dyson geometry, vibrational analogues
of the Dyson orbitals of electronic structure theory, by reformulating XVSCF(n) and XVSCF[n] in terms of the Dyson
equation formalism for the single-particle vibrational Green’s function. This connection also enabled us to compare
XVSCF to the SCP method commonly used in solid-state physics. Test calculations on medium-size molecules showed
that first-order Dyson coordinates are nearly parallel to normal coordinates, and XVSCF(n) and XVSCF[n] give
results for anharmonic corrections to frequencies and energies in close agreement with SCP methods, despite being
computationally cheaper.
In Chapter 4, we introduced diagrammatic second-order vibrational perturbation theories for anharmonic vibra-
tions based on the Dyson equation formalism and using the harmonic approximation and XVSCF and SCP methods
as references. We collectively named these methods XVMP2. They account for linked, open diagrammatic contri-
butions to the Dyson self-energy and linked, closed contributions to the ZPE, ensuring size consistency for both total
energies and frequencies. We showed that not only does XVMP2 calculate anharmonic frequencies directly, and in a
much more efficient manner than the standard VMP2 method, it also is capable of calculating anharmonic frequen-
cies subject to strong anharmonic resonance, such as overtones and combinations which are nearly degenerate with
fundamental frequencies. This makes XVMP2 a rare example of a single-reference perturbation theory which is not
necessarily defeated by strong correlation.
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In Chapters 5 and 6, we formulated alternate algorithms for carrying out XVSCF and XVMP2 calculations which
do not rely on the precalculation of large-dimensional arrays of high-rank force constants, and which formally account
for up to infinite-order force constants by direct stochastic sampling of the PES. These MC-XVSCF and MC-XVMP2
algorithms resemble QMC methods such as DMC, but unlike the latter, they do not suffer from fixed-node errors
and can compute anharmonic vibrational frequencies directly, without subtracting two noisy total energies calculated
for separate vibrational states. We explored the quantitative effects of fifth- and higher-order force constants on the
anharmonic frequencies and ZPE of the water molecule at the XVSCF and XVMP2 theoretical levels using direct
MC-XVSCF and MC-XVMP2 calculations and quantified their effects.
Collectively, these developments represent significant progress for predictive computing of anharmonic vibrations
of large molecules and solids. They directly address the two critical problems of size consistency and PES repre-
sentation discussed at the beginning of this document, as manifestly size-consistent formalisms with much greater
efficiency and theoretical power than common VSCF-based methods, and as algorithms which sidestep the difficult
issue of PES storage though direct stochastic calculation.
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