Atom interferometry and its applications by Abend, Sven et al.
Atom interferometry and its applications
S. Abend, M. Gersemann, C. Schubert, D. Schlippert, E. M. Rasel
Institut fu¨r Quantenoptik, Leibniz Universita¨t Hannover - Welfengarten 1, D-30167 Hannover,
Germany
M. Zimmermann, M. A. Efremov, A. Roura
Institut fu¨r Quantenphysik, Universita¨t Ulm - Albert-Einstein-Allee 11, D-89081 Ulm, Germany
F. A. Narducci
Naval Postgraduate School, Department of Physics - Monterey, CA 93943, USA
W. P. Schleich
Institut fu¨r Quantenphysik and Center for Integrated Quantum Science and Technology (IQST ),
Universita¨t Ulm - Albert-Einstein-Allee 11, D-89081 Ulm, Germany
Institute for Quantum Science and Engineering (IQSE), Texas A&M AgriLife Research, Hagler
Institute for Advanced Study at Texas A&M University, Department of Physics and Astronomy,
Texas A&M University - College Station, TX 77843-4242, USA
Summary. — We provide an introduction into the field of atom optics and review
our work on interferometry with cold atoms, and in particular with Bose-Einstein
condensates. Here we emphasize applications of atom interferometry with sources
of this kind. We discuss tests of the equivalence principle, a quantum tiltmeter, and
a gravimeter.
PACS 03.75.DG – Atom and neutron interferometry.
PACS 37.25.+k – Atom interferometry techniques.
PACS 42.50.-p – Quantum optics.
PACS 04.80.Cc – Experimental tests of gravitational theories.
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1. – Introduction
Based on the pioneering work [1, 2] by Mark Kasevich and Steve Chu starting in
1991, light-pulse atom interferometry has grown into an extremely successful tool for
precision measurements. Indeed, ground-breaking experiments have been performed in
the fields of inertial sensing and tests of the foundations of physics. Inertial sensing covers
measurements of the local gravitational acceleration [3-23], or rotations, for example of
the Earth [24-30], as well as gravity gradiometry [31,32]. The present lecture notes aim at
providing an introduction into, and an overview over this rapidly moving field. Moreover,
our article complements the corresponding lectures by Daniel M. Greenberger.
In this section we intend to motivate this branch of physics located at the interface
of atomic physics, quantum optics and solid state research, and to give a preview of
coming attractions. In order to focus on the essential ideas we keep this section brief and
postpone more detailed discussions to the later sections.
We start in Sec. 1
.
1 by mentioning applications of interferometry with cold atoms
ranging from tests of the foundations of physics to quantum sensors. We then outline
in Sec. 1
.
2 the realization of optical elements in atom optics such as beam splitters
and mirrors leading us in Sec. 1
.
3 to various sources for our interferometers. Here we
emphasize especially the use of an atom chip as a trap and a mirror for laser light opening
the avenue towards a quantum tiltmeter and a gravimeter. An outline of our lecture notes
in Sec. 1
.
4 concludes our introduction.
1
.
1. Applications of atom interferometry . – The scope of testing fundamental physics
with atom interferometry comprises on the one hand measurements of fundamental
constants such as Newton’s gravitational constant G [19, 33-35] and Sommerfeld’s fine-
structure constant α [36-40]. Indeed, the result for α obtained with photon-recoil mea-
surements in recent years [38] has entered into the determination of the CODATA value.
Moreover, a measurement of α has been reported this year [40] with an accuracy of
2.0 · 10−10, which is even more accurate than the best measurements to date, based on
measuring the anomalous magnetic moment of the electron [41].
On the other hand, testing the pillars of general relativity, for example, the universal-
ity of free fall (UFF) resulting from Einstein’s equivalence principle [42], is of particular
interest. The most elementary test of the UFF is to compare the measurements of local
gravity with a classical and an atomic [3, 43] gravimeter.
More elaborate set-ups use two different quantum objects, for instance, two isotopes of
the same atomic species, or two different atomic species, and measure their free-fall rate
within the same device [18,44-48]. Future experiments of this kind are expected to catch
up to, or even overcome today’s best classical tests of the UFF based on Lunar-Laser-
Ranging [49], torsion balance experiments [50], or space missions using freely-falling test
masses [51].
In addition, atom interferometers can also test different models in particle physics in
the search for unknown forces or dark energy [52-54]. Even more exotic experiments aim
for the detection of gravitational waves [55-58], new probes of the foundations of quantum
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mechanics, such as delayed-choice experiment [59], or for the creation of atomic Einstein-
Podolsky-Rosen pairs [60,61].
Especially in absolute gravimetry, the sensitivity of atomic sensors is competitive with
classical devices [62]. The conventional sensors used for geodesy [63] can be categorized
as absolute gravimeters, such as the falling-corner cube gravimeters [64,65], and relative
gravimeters like superconducting gravimeters [66-68], which have a changing bias over
time.
State-of-the-art atomic gravimeters operate with Raman-type beam splitters and cold
atoms, which are either dropped or launched from optical molasses – a technique invented
for Cesium fountain clocks [69, 70]. State-of-the-art laboratory grade examples of these
gravimeters [14, 23, 71, 72] reach inaccuracies in the low µGal regime. The maturity of
this technology has now arrived at a level that commercial products with a specified
sensitivity of better than 10µGal [73-75] are available.
1
.
2. Optical elements for atoms. – The coherent manipulation of matter waves is
a central element in every matter wave interferometer [76]. Two methods to realize
beam splitters and mirrors based on light pulses offer themselves: Raman [1] and Bragg
diffraction [77, 78]. However, these techniques imply conceptual differences which have
to be considered when constructing an atom interferometer aimed at measuring inertial
effects [79].
Indeed, Raman diffraction, where an atomic Λ-scheme is driven, requires a phase-
stable microwave coupling between two hyperfine ground states of an atom usually es-
tablished by two phase-locked lasers. Working with two different internal states of an
atom from an ensemble with a wide velocity distribution has the advantage of velocity
filtering with blow-away pulses and state-selective detection [13,80]. These state-labeling
features are described in detail by Christian Borde´ [81].
In contrast, Bragg diffraction involves only a single atomic ground state and allows
us to construct with a single laser system a pure momentum, or recoil beam splitter.
However, due to the transition frequency being in the radio-frequency (RF) range, the
detection needs to be spatially resolved, and, in order to distinguish different diffraction
orders [13,82], requires a momentum distribution below recoil.
1
.
3. Sources for atom optics. – Today’s generation of atomic inertial sensors typically
operates with cold atoms released or launched from an optical molasses. This approach
was taken in our simultaneous, dual-species Raman-type interferometer with molasses-
cooled 87Rb and 39K ensembles which measured the Eo¨tvo¨s ratio to ηRb,K = (0.3±5.4) ·
10−7. The velocity distribution and finite size of these sources of atoms limit the efficiency
of the beam splitters as well as complicate the analysis of systematic uncertainties.
These limitations can be overcome by the use of atomic ensembles with a typical
average momentum well below the recoil of a photon, for example Bose-Einstein con-
densates (BECs) [83, 84]. The width of a momentum distribution corresponding to a
BEC can be further reduced after reaching the regime of ballistic expansion, where all
mean field energy is converted to the kinetic energy, by the application of the delta-kick
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collimation (DKC) technique [85].
Atom-chip technologies offer the possibility to generate a BEC and perform DKC in
a fast and reliable way, resulting in miniaturized atomic devices. BECs are very useful
for Bragg and double Bragg diffraction [86, 87] leading to high diffraction efficiencies.
Indeed, such beam splitters and mirrors can reach an efficiency of above 95% facilitating
interferometry with high contrast.
Furthermore, BECs offer novel methods of coherent manipulation with high fidelity,
to realize for example a tiltmeter [86]. A combination of double Bragg diffraction and
Bloch oscillations gives rise to a relaunch procedure with an efficiency larger than 75%
for the diffraction of atoms in a retro-reflected optical lattice [87]. The novelty of this
method originates from the fact that it relies on a single laser beam, which is also used
as a beam splitter, and thus does not lead to an increased complexity of the setup.
We realize a Mach-Zehnder interferometer (MZI) by dropping ensembles directly after
release, or accelerating them upwards after a certain time of free fall. The interferometry
is performed as in a fountain, such that the total time 2T of the interferometer can be
extended. Here T is the time between the first beam-splitter pulse and the central mirror
pulse.
We utilize an atom chip [87] for BEC generation and state preparation, including
magnetic sub-state transfer, DKC and Stern-Gerlach-type deflection. A special feature
of our setup is that the light field, which forms the MZI by Bragg diffraction, is reflected
by the atom chip itself. In this way, the chip also serves as an inertial reference inside
the vacuum chamber leading to a compact atom-chip gravimeter.
All atom-optics operations, the interferometry as well as the detection of the output
states of the atom interferometer, are integrated into a volume of less than a cube of
one centimeter side length. In the fountain mode, the MZI can be extended to have the
total interferometer time 2T = 50 ms with a large contrast C = 0.8, which yields an
intrinsic sensitivity ∆g/g = 1.4 · 10−7. The state preparation comprised of DKC and
Stern-Gerlach-type deflection makes an important contribution to this achievement by
improving the contrast and reducing the detection noise. An estimation of systematic
uncertainties for the current setup and their projection onto a future device prove that
it is possible to reach sub-µGal accuracies with a fountain-type geometry.
1
.
4. Overview . – Our lecture notes are organized as follows. In Sec. 2 we introduce the
basic tools of atom interferometry such as beam splitters, mirrors, and optical lattices to
construct a MZI for atoms. We then turn in Sec. 3 to tests of the equivalence principle. In
particular, we present a dual-species atom interferometer for 87Rb and 39K to investigate
the UFF. Next, we present in Sec. 4 interferometers utilizing BECs on an atom chip. We
introduce the technique of DKC and present a quantum tiltmeter as well as a gravimeter
exploiting this technology. Finally, we conclude in Sec. 5 by providing an outlook on
future devices such as the very long base line atom interferometry (VLBAI) facility and
atom interferometers in space.
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2. – Tools of atom interferometry
An atom interferometer requires the realization of a beam splitter and a mirror for
atom waves. The underlying processes have to be coherent and phase-stable in order
to establish an interference pattern. Several options for such elements exist, and we
analyze prominent ones exploited in current experiments below. In particular, in Sec.
2
.
1 we discuss beam splitters and mirrors based on Bragg and Raman diffraction. Next,
in Sec. 2
.
2 we focus on the manipulation and accelerations of atoms by optical lattices.
Concluding, we introduce in Sec. 2
.
3 a common interferometer geometry based on beam
splitters and mirrors.
2
.
1. Beam splitters and mirrors. – Beam splitters and mirrors for matter waves can be
realized with the help of mechanical gratings [88,89], or electromagnetic waves [1,2,90-92].
While single-photon electric or magnetic dipole transitions can implement a coherent
electromagnetic coupling, the assessment in Sec. 2
.
1.1 focuses on stimulated two-photon
transitions. For this purpose, we first introduce the Rabi model which describes the
atom-light interaction in an effective two-level system before we proceed to two-photon
transitions in a three-level system. Here the absorption of a photon from a field with
frequency ω1 is followed by stimulated emission into a field with frequency ω2, and vice
versa.
Next, we consider in Sec. 2
.
1.2 the momentum transfer due to the atom-light interac-
tion which is at the very heart of the sensitivity of atom interferometers to inertial forces.
We also discuss two standard approaches towards beam splitters. Raman diffraction is
a widely used technique designed for atoms which have been laser-cooled in optical mo-
lasses without the application of additional cooling steps. Bragg diffraction is a powerful
tool for delta-kick collimated Bose-Einstein condensates, since the velocity dispersion of
the ensemble is of major relevance for the manipulation efficiency.
In Sec. 2
.
1.3 we then concentrate on the generalization of a multi-photon coupling
utilizing Bragg diffraction, and conclude in Sec. 2
.
1.4, where we take into account the
effects of the finite size of the atom cloud and the laser beam on the atom-light interaction.
2
.
1.1. Rabi oscillations and two-photon coupling. We consider the atom as an effective
two-level system consisting of the internal states |g〉 and |e〉 with energies ~ωg and ~ωe,
respectively, and a dipole moment d. The time evolution of the state populations under
the influence of a resonant (ω0 = ωeg ≡ ωe−ωg) electromagnetic field E ≡ E0cos(ω0τ+φ)
at time τ with frequency ω0 and phase φ is determined by the Rabi frequency
(1) Ωeg ≡ 〈e|d ·E0 |g〉~ = Γ
√
I
2Isat
,
expressed in terms of the intensity I of the light field with the saturation intensity Isat,
and the natural linewidth Γ of the transition. Indeed, Ωeg is assumed to be constant
and is a measure of the coupling strength between the atom modeled by the two atomic
states |g〉 and |e〉, and the electromagnetic field E.
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Off-resonant driving with a non-vanishing detuning δ ≡ ωeg−ω0 is taken into account
in the effective Rabi frequency
(2) Ωeff ≡
√
|Ωeg|2 + δ2 ,
which always leads to a faster oscillation of the probability
(3) Pe(τ, δ,Ωeg) =
1
2
(
Ωeg
Ωeff
)2
[1− cos(Ωeffτ)]
to find after an interaction time τ the atom in the excited state |e〉 if the atom is initially
prepared in the ground state |g〉.
The reduced amplitude of the oscillation is determined by the ratio Ωeg/Ωeff of the
resonant and the effective Rabi frequency. For a vanishing detuning, that is δ = 0, the
amplitude of Pe is unity, whereas for a large detuning, |δ|  |Ωeg|, the amplitude of Pe
tends towards zero.
Rabi oscillations can be driven efficiently only for long-lived states, that is for states
in which Ωeff is large compared to the inverse lifetime of the working states |g〉 and |e〉.
A common method to avoid decays from |e〉 to |g〉 is to choose these states such that
the selection rules forbid a single-photon transition between them. The two states could
then be coupled via a two-photon transition which requires an intermediate state |i〉.
As depicted in Fig. 1, light fields with frequencies ω1 and ω2 induce non-resonant
transitions, where the transitions |g〉 ←→ |i〉 and |i〉 ←→ |e〉 are detuned by ∆ and
∆ + δ(2), respectively. Consequently, the frequency difference δω ≡ ω1 − ω2 is equal to
the frequency difference ωeg between the working states plus the two-photon detuning
δ(2), that is δω ≡ ωeg + δ(2). Here and in the following, the superscript (2) indicates a
two-photon process.
The intermediate state can now be short-lived itself, since it is only virtually pop-
ulated, but enables sufficient coupling via simultaneous stimulated absorption and
emission. The resulting two-photon Rabi frequency Ω12, which drives the transition
|g〉 ←→ |e〉 in the case ∆  Ωj with j = 1, 2, is governed by the product of both Rabi
frequencies Ω1 and Ω2 as well as the common detuning ∆ of the two-photon transition
to the intermediate state |i〉, that is
(4) Ω12 ≡ Ω
∗
1Ω2
2∆
=
Γ1Γ2
4∆
√
I1
Isat,1
I2
Isat,2
.
Here Ij and Isat,j denote the intensity and the saturation intensity of the corresponding
light beam, and Γj is the natural linewidth of the corresponding transition.
In this case we return to an effective two-level system where the probability
(5) Pe
(
τ, δ(2),Ω12
)
=
1
2
(
Ω12
Ω
(2)
eff
)2 [
1− cos
(
Ω
(2)
eff τ
)]
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Fig. 1. – Three-level atom interacting with two light fields. A two-photon coupling between the
atomic states |g〉 and |e〉 is established by two electromagnetic fields of frequencies ω1 and ω2,
with Ω1 and Ω2 being the Rabi frequencies of the corresponding one-photon transitions. Here
∆ is the common detuning of the two-photon transition from the intermediate state |i〉, and δ(2)
is the two-photon detuning.
to find the atom in the excited state |e〉 now depends on the two-photon Rabi frequency
Ω12, and the corresponding effective Rabi frequency
(6) Ω
(2)
eff =
√
|Ω12|2 +
(
δ(2)
)2
,
determined by the two-photon detuning δ(2).
A fundamental loss mechanism of the coherent dynamics is spontaneous emission
which is fortunately suppressed due to the fact that the two-photon transition is off-
resonant by the detuning ∆ relative to the intermediate state |i〉. The rate Rsp of residual
spontaneous decay then reads
(7) Rsp ≡
√
Γ1Γ2
2∆
|Ω12| = (Γ1Γ2)
3
2
8∆2
√
I1
Isat,1
I2
Isat,2
.
For sufficiently large detuning it is possible to suppress spontaneous emission almost
completely.
Moreover, the presence of an off-resonant light field has an influence on the atomic
energy structure. Indeed, the one-photon ac-Stark shift causes an energy shift
(8) δEacj = −
~ |Ωj |2
4∆j
of the undisturbed atomic states |g〉 (j = 1) and |e〉 (j = 2), determined by the detun-
ing ∆j , and the Rabi frequency Ωj of the corresponding transition [93] with ∆1 ≡ ∆ and
∆2 ≡ ∆ + δ(2).
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Furthermore, for high-precision measurements such as the ones discussed in these
lectures also the two-photon light shift has to be considered, which depends on the details
of the internal atomic structure, as well as on the polarization of the light fields [94-96].
Finally, we consider two special cases of the Rabi dynamics given by Eq. (5), namely
“pi/2”- and “pi”-pulses, which are determined by their enclosed pulse areas. For fixed
laser intensities I1 and I2, we define these pulses by their specific interaction times τpi/2 ≡
pi/
(
2 Ω
(2)
eff
)
and τpi ≡ pi/Ω(2)eff , leading us to the probabilities
(9) Pe
(
τpi/2, δ
(2),Ω12
)
=
1
2
(
Ω12
Ω
(2)
eff
)2
and
(10) Pe
(
τpi, δ
(2),Ω12
)
=
(
Ω12
Ω
(2)
eff
)2
,
where we have made use of Eq. (5).
In the ideal case with δ(2) = 0 a pi/2-pulse creates an equally weighted superposition
of |g〉 and |e〉 when starting in one of the two working states. In contrast, a pi-pulse inverts
the states |g〉 and |e〉. Due to their functions in an interferometer, these pulses are called
“beam splitter” and “mirror” for atoms, in complete analogy to their counterparts in
optics for light beams.
2
.
1.2. Bragg and Raman diffraction. So far we have only discussed the dynamics of
internal atomic states induced by the atom-light interaction. However, the use of an atom
interferometer for inertial sensing requires sensitivity to external degrees of freedom, in
particular, the atomic center-of-mass motion relative to a reference frame. We satisfy this
requirement when we recall that during the atom-light interaction the electromagnetic
field does not only transfer energy, but also momentum to the atoms.
We now consider a two-photon process induced by two light fields with the wave
vectors k1 and k2. In the case of counter-propagating fields, that is k ≡ k1 ≈ −k2,
the momentum transfer between atom and field is maximal and approximately 2~k. For
co-propagating beams, that is k1 ≈ k2, the momentum transfer is minimal and almost
zero.
Furthermore, due to the fact that the dispersion relation of a free particle is parabolic,
a non-zero momentum p0 of the atom and the resulting frequency shift have to be taken
into account. Indeed, any offset p0 results in a Doppler shift
(11) ωD ≡ p0 · keff
m
of the transition frequencies due to the motion of the atoms of mass m relative to the
light fields. It vanishes only for atoms at rest.
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These considerations also lead us to the definition
(12) ωrec ≡ ~ |keff |
2
2m
of the recoil frequency associated with the light fields. Here, and in Eq. (11) we have
introduced the notation keff ≡ k1−k2 to identify the effective momentum transfer ~keff
during a two-photon process.
In the general case of an nth-order transition and counter-propagating light fields with
k ≡ k1 ≈ −k2, the total momentum transfer
(13) n~keff ≡ n~ (k1 − k2) ≈ 2n~k
is the sum of the momenta transferred by n photon pairs and can achieve large values.
In a quantum mechanical treatment of the atomic center-of-mass motion, an nth-
order two-photon transition couples the momentum eigenstates |p0〉, corresponding to
the momentum p0 before the interaction, and |pn〉, representing the momentum pn ≡
p0 +n~keff after the interaction. Based on the considerations of Sec. 2.1.1, we also have
to include a coupling to the internal states. However, since a change of a momentum
eigenstate does not necessarily require a change of an internal atomic state, different
types of diffraction are possible [81].
We call an atomic scattering process a “Raman”-type diffraction if the atom-light
interaction couples two different internal states of the atom, whereas we call it a “Bragg”-
type diffraction if the internal state is unchanged. More sophisticated schemes employ
double Raman diffraction [6, 97], or double Bragg diffraction [86, 98]. They lead to a
larger momentum transfer, and hence provide us with an increased sensitivity as well as
the elimination of certain noise sources due to the symmetric structure of the diffraction
process.
2
.
1.3. Multi-photon coupling by Bragg diffraction. Bragg diffraction of a matter wave
is defined in complete analogy to the diffraction of an electromagnetic field by a crys-
tal [99, 100]. Here the roles of light and matter are interchanged.
Indeed, when an atomic beam or ensemble is diffracted from two counter-propagating
light fields of the frequencies ω1 and ω2 the Bragg condition reads
(14) δEkin = n~δω ≡ n~(ω1 − ω2) ,
where
(15) δEkin ≡ (p0 + n~keff)
2
2m
− p
2
0
2m
is the change of the kinetic energy of the atom associated with its change in momentum.
For the case of first-order diffraction, n = 1, Eqs. (14) and (15) give a very intuitive
picture of the scattering process. An atom scatters two photons with momenta ~k1
10 S. Abend et al.
and ~k2 from two traveling light waves if their energy difference ~δω matches the en-
ergy δEkin an atom has to absorb to climb the kinetic energy parabola, depicted in
Fig. 2(a).
When we use Eqs. (14) and (15) and the definitions Eqs. (11) and (12) of the Doppler
shift ωD and the photon recoil ωrec, we arrive at the condition
(16) ω1 − ω2 = nωrec + ωD ,
for the frequency difference which drives the diffraction process of the n-th order.
The case of scattering more than one photon pair at a time, n > 1 leads to the
population of higher-order momentum states |pn〉 with pn = p0 + n~keff , since ideally
every momentum state in between is not on resonance and should not be populated, as
shown in Fig. 2(a).
2 h¯k 4 h¯k 6 h¯k 8 h¯k 10 h¯k
150µm
E
p
∆
ω1
ω2
ω1
ω1 ω2
|p0〉
|p1〉
|pn−1〉
|pn〉
|e〉
|g〉
p0 p0 + 2nh¯k
(b)(a)
Fig. 2. – Momentum transfer of 2n~k in nth-order Bragg diffraction represented by the level
scheme (a) and density plots (b) measured experimentally for n = 1, 2, 3, 4 and 5. This figure is
an adaptation of Figs. 4.7 and 5.12 in Ref. [101].
In Fig. 2(b) we present density plots for multi-photon Bragg diffraction with n =
1, 2, 3, 4 and 5, and note that the simultaneous scattering of n pairs of photons has been
realized experimentally up to n = 12. This achievement allows us to construct a beam
splitter [102] with a momentum transfer of 24 ~k, where k = |k|. For 87Rb the spacing
between subsequent Bragg orders is only 15 kHz, which leads to populating multiple
orders.
For the nth-order Bragg transition the calculation of the transition probability Pn
requires considerations [103] that go beyond the two-state assumption. The product
of the Rabi frequency Ωeff governed by the laser intensity I, and the duration τ of the
atom-light interaction are the major ingredients. Indeed, the product of these parameters
determines if a clean Rabi oscillation into a single momentum state is possible, or if
multiple states are populated.
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In the Bragg regime where a single order is dominantly populated, the generalized
transition probability
(17) Pn(τ) ≡ sin2
[
1
2
∫ τ
0
dτ ′Ωn(τ ′)
]
from the initial momentum state |p0〉 to the nth-order momentum state |pn〉 is determined
by a new effective Rabi frequency Ωn, as discussed in detail in Ref. [103].
In order to perform an nth-order transition an increase in the laser power is required.
An approximate solution obtained in Ref. [103] presents conditions for a so-called “quasi-
Bragg” regime, in which the probability to populate a single higher-order state is signif-
icantly larger compared to the one for a population of all other orders by applying short
and intense pulses.
In order to achieve a large momentum transfer without the increase of laser power,
one can use sequential pulses. Indeed, the same momentum transfer as in the case of
a single nth-order transition may be achieved at the cost of a larger total time of the
beam splitting process, and a more complex waveform. For a sequence consisting of np
sequential pulses the resonance condition to drive the ns-th sequential transition with an
nth-order Bragg pulse reads
(18) ω1 − ω2 = (2ns − 1)nωrec + ωD .
with ns = 1, . . . , np. We emphasize that the frequency difference ω1 − ω2 has to be
adjusted for each sequential transition. In principle, there is no restriction on combining
any number np of sequential pulses with any achievable Bragg order n, to obtain a
particular transfer efficiency. For example, a sequence of beam splitters transferring 6 ~k
each, leads to a total splitting [104] of 102 ~k, or a sequence of first-order transitions
results [105] in 90 ~k.
2
.
1.4. Influence of atom cloud and beam size. In the single-atom picture, or in the case
of a highly monochromatic ensemble, one can always find for fixed laser powers I1, I2 and
a common detuning ∆, an interaction time τ , for which the amplitude of the transition
probability given by Eqs. (5) and (6) is unity. Here we assume that the two-photon
detuning δ(2) vanishes. In this case the beam-splitter efficiency is only limited by the
loss of atoms due to spontaneous decay with the rate Rsp, expressed by Eq. (7).
However, a non-zero temperature Ta of the atoms, and therefore a spread σv in the
velocity v of the atomic ensemble needs to be taken into account, as it induces a broad-
ening of the transition frequency due to the Doppler shift keff · v, Eq. (11). Even for
BECs, the beam-splitter efficiency may change drastically, when we employ for example
higher-order Bragg diffraction [82].
We estimate the influence of such a velocity distribution by the use of a Gaussian
distribution
(19) f3D(v) ≡ 1
(2pi)3/2σ3v
exp
[
− (v − v0)
2
2σ2v
]
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of velocities v across the atomic ensemble which is isotropic in all three spatial dimensions
and has a width
(20) σv ≡
√
kBTa
m
determined by the temperature Ta and the Boltzmann constant kB. Here v0 is an arbi-
trary offset velocity.
The total probability Pe to find the atom in the excited state |e〉 then reads
(21) Pe(τ) ≡
∫∫∫
d3v f3D(v)Pe
[
τ, δ(2)(v),Ω12
]
,
where Pe
[
τ, δ(2)(v),Ω12
]
is the excitation probability given by Eq. (5) for the atomic
velocity v, and d3v is the three-dimensional volume element in velocity space.
In order to evaluate the integral over v, we recall that according to Eq. (5) the proba-
bility Pe
[
τ, δ(2)(v),Ω12
]
is determined by the two-photon detuning δ(2) which enters into
the effective Rabi frequency Ω
(2)
eff given by Eq. (6). We assume here that the two-photon
detuning δ(2) ≡ keff · v is solely induced by the Doppler shift, and hence depends only
on the projection of the velocity v onto the wave vector keff .
Thus, the three-dimensional integral, Eq. (21), reduces to a one-dimensional integral
over the x-component vx of the velocity v if we align the x-axis with the direction of keff ,
giving rise to
(22) Pe(τ) =
∫
dvx f1D(vx)Pe
[
τ, δ(2)(vx),Ω12
]
with the one-dimensional Gaussian distribution
(23) f1D(vx) ≡ 1
(2pi)1/2σv
exp
[
− (vx − vx,0)
2
2σ2v
]
.
We emphasize that the x-component vx,0 of the offset velocity v0 can be compensated
by an adjustment of the frequency difference δω of the two light fields.
Unfortunately, the velocity spread is not the only effect we need to account for. Indeed,
the atomic ensemble has also a finite size and interacts with two laser beams having for
example Gaussian intensity profiles
(24) Ij(y, z) ≡ I0,j exp
[
−2(y
2 + z2)
w2j
]
in the y − z-plane, where I0,j is the amplitude and wj is the radius of the beam for
j = 1, 2.
The finite size of the laser beams causes a spatially dependence Ω12 = Ω12(r) of the
Rabi frequency due to the dependence Ij = Ij(r) of the intensity on the position r of the
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atom within the two beams. As a result, for two collimated laser beams aligned along
the x-direction, the excitation probability
(25) Pe
[
τ, δ(2),Ω12(r)
]
= Pe
[
τ, δ(2),Ω12(y, z)
]
only depends on the coordinates y and z perpendicular to keff .
Moreover, we model the spatial transverse distribution of the atomic ensemble by a
Gaussian
(26) s2D(y, z) ≡ 1
2piσ2y
exp
(
−y
2 + z2
2σ2y
)
of width σy = σz centered at the maximum intensity of the beams (y = z = 0) in the
y − z-plane.
When we combine Eqs. (22) and (26), the total probability in three dimensions reads
(27) Pe(τ) ≡
∫∫
dy dz
∫
dvx s2D(y, z)f1D(vx)Pe
[
τ, δ(2)(vx),Ω12(y, z)
]
,
and is determined by the widths σv, σy, the laser beam radii wj as well as the Rabi
frequency Ω12 depending on the maximum laser intensity I0,j .
Usually, the velocity distribution f1D can be assumed to be time-independent if no
external force is acting. However, the spatial distribution s2D is always a function of
time, since the cloud spreads due to the non-vanishing width σv of the velocity distri-
bution. Hence, finding the three-dimensional probability Pe is more complicated if these
assumptions are not valid. Even in the case of perfect monochromatic light fields, the
efficiency of the coherent processes is fundamentally limited by the finite size and velocity
of the cloud of atoms [82].
2
.
2. Optical lattices. – In the preceding sections we have discussed the possibility
of changing the atomic momentum with the help of the atom-light interaction leading
to Bragg and Raman diffraction. However, there exists also the option of a sequential
momentum transfer in an optical lattice. In particular, a large effect occurs due to Bloch
oscillations in an accelerated optical lattice [106-109].
2
.
2.1. Bloch theorem. In one space dimension we can obtain an optical lattice by
retroreflecting a light field propagating in the x-direction and having the wave vector k,
from a mirror. This process leads to the formation of a standing light wave, and hence,
to an effective periodic potential
(28) V (x) ≡ 4Vdip sin2 (kx) = 1
2
V0 [1− cos (2kx)]
for atoms with the amplitude V0 = 4Vdip, where Vdip is the magnitude of the atom-light
interaction [110]. The factor of four results from the amplification of the electric field E
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by a factor of two due to the retro-reflection, and the quadratic scaling of the light field
intensity I ∝ |E|2.
The potential given by Eq. (28) is periodic with the period d ≡ pi/k given in units of
the wave number k ≡ |k| ≡ 2pi/λ, and the amplitude
(29) V0 ≡ ~Γ
2
2∆
I
Isat
of the potential V can be expressed in terms of the intensity I, the saturation inten-
sity Isat, the natural linewidth Γ, and the detuning ∆. Here we have used Eq. (1) and
Eq. (8) for the ac-Stark shift.
According to the Bloch theorem [111], the wave function
(30) ψ`,q(x) ≡ eiqxu`,q(x)
of an atom in a periodic potential V , Eq. (28), is the product of a plane wave eiqx with
the quasi-momentum ~q, and an amplitude u`,q(x) ≡ 〈x|u`,q〉 having the same period d
as the original potential V . Here ` denotes the discrete band index.
The Bloch state |u`,q〉 obeys the Schro¨dinger equation
(31)
[
(pˆ+ ~q)2
2m
+ V (xˆ)
]
|u`,q〉 = E`(q) |u`,q〉 ,
where the corresponding quasi-energy
(32) E`(q) = E`
(
q +
2pi
d
)
has a period 2pi/d = 2k as a function of q. Therefore, following the convention of solid-
state physics, the quasi-momentum ~q can be restricted to the interval (−pi~/d,+pi~/d] =
(−~k,+~k], that is the first Brillouin zone [111].
In order to work in this interval, it is natural to consider atomic ensembles with a
narrow momentum distribution, that is mσv  ~k. As an example, both a BEC [112],
and a distribution of cold atoms prepared by a velocity filter in one dimension [106,107]
fulfill this condition.
2
.
2.2. Bloch oscillations. The Bloch states |u`,q〉 following from Eq. (31) and describing
an atom in an optical lattice are stationary ones. Therefore, dynamics only occurs if an
additional force F is acting, which can be either an external force, such as gravity, or an
acceleration of the lattice itself.
When an atom in an optical lattice is suddenly exposed to a spatially uniform force F ,
the Bloch states |u`,q〉 are no longer eigenstates [106,107] of the new Hamiltonian
(33) HˆF ≡ pˆ
2
2m
+ V (xˆ)− Fxˆ .
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Indeed, for a small value of F , such that there are no inter-band transitions and the
adiabatic assumption is valid, the wave function ψ`,q(0), Eq. (30), evolves into
(34) ψ`,q(τ)(x) = exp
{
− i
~
∫ τ
0
E` [q(t)] dt
}
eiq(τ)xu`,q(τ)(x) ,
and, apart from a phase factor and a linear shift of the quasi-momentum
(35) ~q(τ) ≡ ~q(0) + Fτ ,
preserves its original form.
Because ~q changes linearly in time τ , the wave function ψ`,q(τ) has a temporal peri-
odicity given by the Bloch period
(36) τBloch ≡ 2pi~|F |d ,
which is the time after which the change FτBloch of the quasi-momentum is equal to the
width 2pi~/d of the first Brillouin zone, displayed in Fig. 3(a).
Moreover, since the quasi-energy E` = E`(q), Eq. (32), is a periodic function with
period 2pi/d, the velocity
(37) 〈v`〉 (q) ≡ 1~
dE`(q)
dq
of an atom in the Bloch wave u`,q(τ) has the same periodicity.
Furthermore, according to Eq. (35) the quasi-momentum ~q = ~q(τ) is swept linearly
in time τ . Hence, 〈v`〉 [q(τ)] is periodic in time with the Bloch period τBloch, Eq. (36).
Its temporal average vanishes. This oscillation is called Bloch oscillation and Fig. 3(a)
shows its representation for the first Brillouin zone.
Bloch oscillations allow us to couple the momentum eigenstate |p0〉 of a free particle
to the momentum eigenstate |pnp = p0 + 2np~k〉, by sequentially transferring np times
the momentum 2~k. The associated momentum transfer is the same as the one obtained
when driving a sequence of nthp first-order Bragg pulses as discussed in Sec. 2
.
1.3. For
this purpose, |p0〉 is adiabatically transferred to the lowest band of the Bloch lattice with
` = 0 by increasing the lattice depth V0. In order to avoid inter-band transitions this
transfer has to be adiabatic, that is the change dV0/ dτ of the potential amplitude V0,
Eq. (29), has to be much smaller than ∆E2/~, where ∆E denotes the energy difference
between the bands depicted in Fig. 3(a),
Atoms in the fundamental band are then coherently accelerated by applying a linear
chirp 2piα to the frequency difference δω ≡ ω1 − ω2 of the two counterpropagating light
waves with frequencies ω1 and ω2, that is [107]
(38) δω(τ) ≡ 2piατ .
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This chirp is equivalent to the effective force
(39) |F | = 2pim
keff
|α|
of Eq. (33) with keff ≡ 2k.
The accelerated lattice generated by this chirp is very well controllable and allows
us to efficiently couple the momentum states |p0〉 and |pnp〉 by a sequential adiabatic
transfer of the quasi-momentum ~q of the lattice to the atoms. Finally, the atoms are
unloaded from the lattice by slowly decreasing the potential amplitude V0.
2
.
2.3. Landau-Zener transitions. In order to estimate the efficiency of driving Bloch
oscillations and the associated momentum transfer, we have to take into account two
main loss mechanisms: Spontaneous emission and inter-band transitions.
Although the detuning ∆ is large, still an appreciable fraction of atoms is lost due
to spontaneous emission. We characterize the surviving fraction of atoms after the short
acceleration time τacc by the parameter
(40) ηsp ≡ 1−Rspτacc ,
where Rsp is defined by Eq. (7).
The second loss mechanism results from the fact that the lattice is not infinitely deep
and the momentum transfer is not fast enough. These deficiencies give rise to inter-band
transitions. Indeed, for a lattice generated by two counter-propagating light waves with
the time-dependent frequency difference δω given by Eq. (38), the chirp α has to obey
the adiabaticity criterion
(41) |α| ≡
∣∣∣∣ ddτ δω2pi
∣∣∣∣ = npωrecτacc  ∆E
2
~2
.
Here ∆E denotes the energy of the band gap shown in Fig. 3(a) and we aim at transferring
np pairs of photons during the time τacc.
We estimate the efficiency of the momentum transfer with the familiar Landau-Zener
formula [113]
(42) ηLZ =
[
1− exp
(
−pi
2
∆E2
~2α
)]np
,
which provides us with the surviving fraction of atoms for a given chirp rate α and band
gap energy ∆E. The power np in Eq. (42) indicating the number of transitions reflects
the fact that an inter-band transition may take place at each crossing of the Brillouin
zone, that is whenever a photon pair is scattered.
The total fraction
(43) ηtot ≡ ηspηLZ
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of surviving atoms after the acceleration is given by the product of ηsp and ηLZ defined
by Eqs. (40) and (42).
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Fig. 3. – Bloch oscillations in the first Brillouin zone (a) caused by a force F acting on the
center-of-mass motion of the atoms and transfer efficiency ηtot as a function (b) of the lattice
depth V0 for the different momentum transfers ∆p. When the force is weak enough to avoid
inter-band transitions, the atoms undergo an adiabatic acceleration for the time τacc = 1 ms
while they cross the individual Brillouin zones. Up to ∆p = 100 ~k the fraction ηtot of atoms
remaining in the target momentum state can be held above 0.9. The solid lines are given by the
product ηtot = ηspηLZ normalized to the measured maximum transfer efficiency, where ηsp and
ηLZ are defined by Eqs. (40) and (42), accordingly. This figure is an adaptation of Figs. 4.11
and 5.23 in Ref. [101].
In Fig. 3(b) we show by dots the measured efficiencies ηtot to transfer the momentum
∆p as a function of the lattice depth V0 for a fixed acceleration period τacc = 1 ms. The
solid lines are based on Eq. (43) normalized to the measured maximum transfer efficiency.
For ∆p = 20 ~k and 200 ~k the solid line fits almost perfectly. However, for the data
points with ∆p = 50 ~k and 100 ~k, residual resonant tunneling is visible, which is not
taken into account in the Landau-Zener formula, Eq. (42).
In principle, there are no fundamental limits on the amount ∆p of momentum that
can be transferred by Bloch oscillations during a fixed time. It is a purely technical issue.
However, a limitation that is not easy to overcome is the spontaneous emission char-
acterized by the rate Rsp, given by Eq. (7). It effectively reduces the total fraction ηtot of
atoms, since the laser detuning ∆ and the laser power P cannot be increased arbitrarily.
For a laser detuning ∆ = 100 GHz, even at the largest lattice depth V0 = 23 ~ωrec, the
relative contribution of spontaneous emission still stays at the few percent level. Up to
an acceleration of 100 ~k/ms, the transfer efficiencies per photon ηtot/~k can be held
at a level of ηtot/~k > 0.999. However, for larger values of the acceleration, the rela-
tive transfer efficiency starts to decrease due to a violation of the adiabaticity criterion,
Eq. (41).
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2
.
3. Mach-Zehnder interferometer for gravity measurements. – Measurements of grav-
ity with atoms typically employ a MZI [1-4,114-116] which is similar to its original optical
analogue and consists of three elements: two beam splitters and one mirror.
2
.
3.1. Set-up. The first beam splitter generates a coherent superposition of two dif-
ferent momentum states |p0〉 and |p1〉 of the atomic center-of-mass motion. This super-
position results in two spatially separated trajectories associated with each of the two
momentum states, as depicted in Fig. 4(a). After a time T , a mirror exchanges these
two momentum states, leading to a redirection of the trajectories. Finally, after a to-
tal duration of 2T , the two trajectories overlap again, and the second beam splitter is
applied.
As discussed in Sec. 2
.
1.1 we describe beam splitters and mirrors realized by the
atom-light interaction in the Rabi formalism, and the corresponding pulse sequence for
the MZI reads pi/2−pi−pi/2. Here the two beam splitters (pi/2-pulse) are separated from
the mirror (pi-pulse) by T . Usually, the momentum transfer ~keff induced by a beam
splitter or mirror is parallel or antiparallel to the gravitational acceleration g as shown
in Fig. 4(a).
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Fig. 4. – Mach-Zehnder interferometer (MZI) for atoms. The spacetime diagram (a) shows the
atomic trajectories due to a three-pulse-sequence consisting of (i) an initial pi/2-pulse to prepare
a superposition of the two different momentum states |p0〉 and |p1〉 of the atomic center-of-mass
motion, (ii) a pi-pulse to exchange the imprinted momenta, and (iii) a final pi/2-pulse to obtain
the interference in the atomic population in an exit port. In (b) we depict a fringe scan for an
adjusted laser phase ∆φlaser in the interval [0, 2pi]. Figure (a) is reproduced from Fig. 4.15(b)
in Ref. [101].
The interference signal of the interferometer is determined by the atomic population
(44) P (∆φ) =
1
2
[1− C cos(∆φ)]
in the momentum state |p1〉 after the final beam splitter, where C and ∆φ are the
contrast and the total phase shift, respectively.
Atom interferometry and its applications 19
In the remainder of these lectures we consider only a perfectly closed interferometer,
where the two wave packets propagated along the two trajectories perfectly overlap after
the total interferometer time 2T . In this case we obtain the maximal contrast C = 1.
2
.
3.2. Contributions to phase shift. The total phase shift ∆φ of the MZI reads [117,118]
(45) ∆φ = ∆φlaser + ∆φac + ∆φ2ph + ∆φinert ,
where the laser phase
(46) ∆φlaser ≡ φ1 − 2φ2 + φ3
is determined by the laser phases φ1, φ2, and φ3 imprinted on the atom wave during the
atom-light interaction due to the first, second, and third pulse. The phase ∆φlaser is of
the form of a discrete second derivative. Unless φ3 is used to modulate the signal, as
depicted in Fig. 4(b), the laser phase ∆φlaser vanishes.
The single- and two-photon light shifts ∆φac and ∆φ2ph may lead to an offset shift,
which in the first order depends on the difference in phase imprinted during the first
and last pulse. In contrast to Raman diffraction, where the ratio of the intensities of the
two frequency components needs to be properly adjusted [94,95], the phase ∆φac can be
intrinsically suppressed in interferometers based on Bragg diffraction [96].
The two leading-order contributions to the phase shift
(47) ∆φinert ≡ ∆φgrav + ∆φrot
containing inertial effects, originate from the gravitational acceleration g
(48) ∆φgrav ≡ keff · g T 2,
and from the rotation of the Earth with frequency ΩE
(49) ∆φrot ≡ 2keff · (ΩE × v0)T 2,
representing the Sagnac effect. Here v0 is the velocity of the atoms before the first beam
splitter.
2
.
3.3. Influence of non-zero pulse duration. If the duration τp of a pulse is not negligibly
short compared to the pulse separation time T , a modification of ∆φgrav given by Eq. (48)
is necessary [119-122]. For a Gaussian-shaped pulse of width στp we find the new pulse
separation time
(50) T ′ ≡ T + τp − τ ′p ,
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where
(51) τ ′p ≡
√
2piστp
is the duration of an equivalent box-shaped pulse covering the same area as the Gaussian-
shaped one. Here we have assumed equally long pi- and pi/2-pulses, which, however, differ
in intensity.
As a result the improved expression
(52) ∆φgrav = keff · g T ′2
[
1 +
(
1 +
2
pi
)
τ ′p
T ′
+ ...
]
,
for ∆φgrav represents a Taylor expansion in powers of τ ′p/T
′.
Hence, the influence of the correction due to a non-zero pulse duration decreases for
larger T , since the duration τp is independent of the separation T .
2
.
3.4. Measurement of gravitational acceleration. The phase ∆φ accumulated in an
atom interferometer does not only depend on the laser phase ∆φlaser, but also on the time
dependence of the laser frequency ∆ν = ∆ν(τ). In the following we restrict ourselves to
a one-dimensional problem with the gravitational acceleration g = |g|, and neglect for
the time being the phase contributions ∆φlaser and ∆φrot.
During the free fall of the atom the resonance frequency of the transition changes due
to the Doppler effect, Eq. (11). This effect needs to be taken into account by a proper
change of the detuning ∆ν(τ) after a certain free-fall time τ .
Indeed, the appropriate time dependence
(53) ∆ν(τ) =
δω(τ)
2pi
of the chirp originates from the requirement for δω to stay on resonance, Eq. (18), where
the Doppler frequency ωD = ωD(0), Eq. (11), is replaced by
(54) ωD(τ) = ωD(0)− keffgτ .
Chirping the laser frequency is not only a necessity to remain on resonance, but the
chirp rate α also defines the acceleration a = 2piα/keff , compare to Eq. (39), of the
wavefronts of the Bragg lattice during free fall. In particular, the adjustment of 2piα can
be used to modulate the interferometer phase ∆φ in a way that
(55) ∆φ(α, T ) =
(
g − 2piα
keff
)
keffT
2.
It is the control of this chirp rate that allows us to realize an atomic gravimeter. In-
deed, Eq. (55) relates the output of the atom interferometer P (∆φ), Eq. (44), depending
on the gravitational acceleration g, to the two well-controlled parameters T and α. To
Atom interferometry and its applications 21
extract g, we evaluate the dependence of the output signal P (∆φ) on one parameter with
the other one fixed.
Figure 5 displays P = P (∆φ) versus the variation of the pulse separation time T for
three different values of 2piα/keff , namely 0, 3g/4, and g. The closer the ratio 2piα/keff is
to the gravitational acceleration g, the slower is the oscillation chirp, and for 2piα/keff = g
the oscillations vanish completely.
When there is a significant missmatch between the chirp rate α and the free-fall rate g,
a reduction in excitation efficiency due to a non-compensated Doppler shift appears. This
effect was neglected in Eq. (55) and Fig. 5.
We conclude by noting that in a real experiment the ratio 2piα/keff differs from the
gravitational acceleration by less than one percent.
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Fig. 5. – Local gravitational acceleration g obtained from the measurement of the chirp rate in
an atomic gravimeter. The number of atoms in the exit port of an atom interferometer governed
by P = P (∆φ) is counted for different chirp rates α of the laser frequency displayed here for the
three lattice wavefront accelerations 2piα/keff = 0, 3g/4, and g. For increasing pulse separation
time T , a chirped sinusoidal oscillation is obtained. The chirp rate decreases with increasing α
and finally vanishes for 2piα/keff = g. This picture is an adaptation of Fig. 2.4 in Ref. [95] and
Fig. 4.19 in Ref. [101].
3. – Equivalence principle and atom interferometry
A prime application of an inertially sensitive atom interferometer is its use as a probe
of Einstein’s equivalence principle (EEP). We devote the present section to this topic
and emphasize that the results summarized therein have originally been published in
Ref. [47].
First, we outline in Sec. 3
.
1 a framework for testing the universality of free fall (UFF).
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We then present in Sec. 3
.
2 an experiment based on a dual-species rubidium and potas-
sium interferometer using atoms released from an optical molasses together with Raman
diffraction to probe the UFF. Finally, we summarize our results and perform the associ-
ated data analysis in Sec. 3
.
3.
3
.
1. Frameworks for tests of the universality of free fall . – In spite of being 36 orders
of magnitude weaker than the Coulomb interaction, gravitation dominates on a cos-
mological scale. Since astrophysical objects are electrically neutral gravitation governs
the structure of our universe. Einstein’s metric theory of gravity [123], that is general
relativity, provides us with the tools necessary to understand a vast variety of astronom-
ical phenomena and makes verifiable predictions, such as the existence of gravitational
waves [124, 125]. As of today, however, a completely satisfactory microscopic theory of
quantum gravity merging general relativity with quantum mechanics is still lacking.
The EEP is a cornerstone of general relativity, and unification attempts in general
imply the violation of at least one of its three central assumptions: i) Local position
invariance, ii) local Lorentz invariance, and iii) the UFF. Ranging from the famous
Pound-Rebka experiment [126] and gravity probe A [127], to the extremely sensitive
torsion balance experiments [128] and lunar laser ranging [49, 129, 130], the EEP has
been tested extensively.
Experiments employing matter wave interferometry have recently extended the land-
scape of classical UFF tests by entering the quantum domain. The UFF postulates the
equality of inertial mass min and gravitational mass mgr. Given two bodies A and B it
can be tested by obtaining the Eo¨tvo¨s ratio
(56) ηA,B ≡ 2 gA − gB
gA + gB
= 2
(
mgr
min
)
A
−
(
mgr
min
)
B(
mgr
min
)
A
+
(
mgr
min
)
B
for their respective gravitational accelerations gA and gB.
Any non-zero measurement of ηA,B would imply a composition-dependent inequality
of inertial and gravitational mass. Indeed, the values
(57) ηEarth,Moon = (−0.8± 1.3) · 10−13
based on Lunar-Laser-Ranging [49,129,130] and
(58) ηBe,Ti = (0.3± 1.8) · 10−13
employing torsion balances [128] have provided the best constraints on violations of the
UFF for a number of years.
Alternatively, one can also compare pairs of freely-falling test masses. The best result
on ground [131] corresponds to
(59) ηCu,U = (1.3± 5.0) · 10−10.
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Moreover, a recent test in space [51,132] obtained
(60) ηTi,Pt = [−0.1± 0.9(stat)± 0.9(syst)] · 10−14
corresponding to an order of magnitude improvement of the bounds set by previous
experiments.
The tests listed above employ classical test masses. In analogy to the first observa-
tion of a gravitation-induced phase in a neutron interferometer [133], the acceleration
measured by the interference of a quantum object can be compared to that of a clas-
sical object [3, 43], or the differential gravitational phase shifts between two quantum
objects [18, 44, 46, 48, 134] can be exploited to search for violations of the UFF. Beyond
the comparison of two isotopes of strontium in 2014 [46], the latter approach was ex-
tended to comparing the free-fall acceleration of the two different elements rubidium and
potassium [47].
Experiments using quantum objects are beneficial because they are generally subject
to systematic effects different from those dominating classical tests. Moreover, unique
properties of quantum objects, such as a macroscopic coherence length [135] and spin
polarization [136-139] can be tested as features possibly coupling to EEP-violating effects.
Furthermore, the set of available test masses is enhanced by those that can be laser-
cooled and chosen as to maximize the sensitivity to violations. This approach can be
clearly illustrated by dilaton models [140], and the so-called Standard Model Extension
(SME) [141,142], which both provide consistent frameworks for parametrizing violations
of the EEP.
Violations of the UFF can be naturally parameterized by writing the acceleration gX
of a species X as
(61) gX = (1 + βX) g ,
where βX is a small parameter which is species dependent, and vanishes in the absence
of UFF violations.
For dilaton models one has
(62) βX = D1Q
′1
X +D2Q
′2
X ,
whereD1 andD2 are fundamental violation parameters, whereasQ
′1
X andQ
′2
X are effective
charges that mainly depend on the proton and neutron numbers of species X [140].
The Eo¨tvo¨s ratio for two species A and B is then given by
(63) ηA,B ≈ βA − βB = D1(Q′1A −Q
′1
B ) +D2(Q
′2
A −Q
′2
B ) ,
and the differences of the effective charges, which determine the sensitivity to violations
associated with D1 or D2 are listed in Table I for several test pairs.
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A B Ref. (Q
′1
A −Q
′1
B )·104 (Q
′2
A −Q
′2
B )·104
9Be Ti [128] −15.46 −71.20
Cu 238U [131] −19.09 −28.62
85Rb 87Rb [18,44] 0.84 −0.79
87Sr 88Sr [46] 0.42 −0.39
6Li 7Li (1) [143] 0.79 −10.07
39K 87Rb [47] −6.69 −23.69
Table I. – Comparison of test masses A and B analyzed in the dilaton model. The charges
Q
′1
X and Q
′2
X with X being either A or B are calculated according to Ref. [140]. A larger ab-
solute number corresponds to a larger anomalous acceleration, and thus a higher sensitivity to
violations of the EEP. For Ti and Cu natural occurrence of isotopes is assumed. This table is
a reproduction of Table 2.1 in Ref. [95].
Similarly, for the SME one has
(64) βX = fβe+p−nX
βe+p−n + fβe+p+nX β
e+p+n + fβe¯+p¯−n¯X
βe¯+p¯−n¯ + fβe¯+p¯+n¯X β
e¯+p¯+n¯ ,
where βe+p−n, βe+p+n, βe¯+p¯−n¯, and βe¯+p¯+n¯ parametrize the violations for various
weighted combinations of elementary particles. Moreover, the sensitivity factors fβe+p−nX
(fβe¯+p¯−n¯X
) and fβe+p+nX
(fβe¯+p¯+n¯X
) are charges related to the neutron excess, and the overall
baryon number in a given normal matter (antimatter) nucleus [142].
The corresponding Eo¨tvo¨s ratio reads
(65) ηA,B ≈ βA − βB = ∆f−nβe+p−n + ∆f+nβe+p+n + ¯∆f−nβe¯+p¯−n¯ + ¯∆f+nβe¯+p¯+n¯
with
(66)
∆f−n ≡ fβe+p−nA − fβe+p−nB
∆f+n ≡ fβe+p+nA − fβe+p+nB
¯∆f−n ≡ fβe¯+p¯−n¯A − fβe¯+p¯−n¯B
¯∆f+n ≡ fβe¯+p¯+n¯A − fβe¯+p¯+n¯B .
These differences of sensitivity factors are listed in Table II for relevant test pairs.
Tables I and II clearly show that the choice of test masses heavily influences the
achievable impact on global violation bounds. Specifically, this information allows us
(1) A UFF test comparing 6Li vs. 7Li has not yet been performed.
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to use novel test pairs that were previously unconstrained, or only weakly constrained,
to improve the bounds on certain violation parameters [142, 144]. Here, a new, and
independent result can have an enormous impact on the global model even if it does not
reach the state-of-the-art sensitivity.
A B Ref. ∆f−n · 102 ∆f+n · 104 ¯∆f−n · 105 ¯∆f+n · 104
9Be Ti [128] 1.48 −4.16 −0.24 −16.24
Cu 238U [131] −7.08 −8.31 −89.89 −2.38
85Rb 87Rb [18,44] −1.01 1.81 1.04 1.67
87Sr 88Sr [46] −0.49 2.04 0.81 1.85
6Li 7Li (2) [143] −7.26 7.79 −72.05 5.82
39K 87Rb [47] −6.31 1.90 -62.30 0.64
Table II. – Comparison of test masses A and B analyzed in the Standard Model Extension.
The sensitivity factors ∆f−n, ∆f+n, ¯∆f−n, and ¯∆f+n are calculated according to Ref. [142].
Relevant nuclide data is taken from Ref. [145]. A larger absolute number corresponds to a larger
anomalous acceleration, and thus higher sensitivity to violations of the EEP. For Ti and Cu
natural occurrence of isotopes [146] is assumed. This table is a reproduction of Table 2.2 in
Ref. [95].
3
.
2. Simultaneous 87Rb and 39K interferometer . – To test the UFF, we operate two
Mach-Zehnder-type matter wave interferometers [1] with laser-cooled 87Rb and 39K as
shown in Fig. 6. To leading order, the phase shift in each interferometer reads
(67) ∆φi =
(
gi − αi
keff,i
)
keff,iT
2 ,
and can be deduced by counting the atoms in the exit ports. Here the effective wavefront
acceleration αi/keff,i introduced by linearly ramping the Raman laser frequency difference
is utilized to null the phase shift induced by the gravitational acceleration. We emphasize
that the definition of the chirp rate αi differs by a factor of 2pi from the definition of the
chirp rate α in Sec. 2
.
3.4.
An ensemble of 8·108 atoms (3·107 atoms) of rubidium (potassium) atoms is collected
from a two-dimensional magnetooptical trap, then sub-Doppler cooled [147-149] to TRb =
27 µK (TK = 32µK), and after being optically pumped to the |Fi = 1〉 manifold, released
into free fall. Three two-photon Raman pulses separated in time by T are applied to
coherently split, redirect, and recombine the atoms during free fall. For detection, the
(2) A UFF test comparing 6Li vs. 7Li has not yet been performed.
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Fig. 6. – Spacetime diagram of a dual-species Mach-Zehnder atom interferometer in a constant
gravitational field for the downward (thick lines) and upward (thin lines) direction of the momen-
tum transfer. Stimulated Raman transitions at times 0, T , and 2T couple the states |Fi = 1, p〉
and |Fi = 2, p± ~ keff,i〉, where i stands for Rb (blue lines) or K (red lines). The velocity change
induced by the Raman pulses is not to scale compared to the gravitational acceleration. This
figure is reproduced from Fig. 5.1 in Ref. [95].
Fig. 7. – Determination of the differential gravitational acceleration of rubidium and potassium.
Typical interference signals and sinusoidal fits as a function of the effective Raman wavefront
acceleration are shown for pulse separation times T = 8 ms (black squares and solid black line),
T = 15 ms (red circles and dashed red line), and T = 20 ms (blue diamonds and dotted blue line)
both for the upward (+) and downward (−) directions of the momentum transfer. The central
fringe positions a
(±)
i (g) (dashed vertical lines), where i is Rb or K, are shifted symmetrically
around gi = [a
(+)
i (g)−a(−)i (g)]/2 (solid vertical line). The data sets are corrected for slow linear
drifts and offsets. This figure is reproduced from Fig. 5.2 in Ref. [95].
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population in |Fi = 2〉 as well as the total population in |Fi = 1〉 and |Fi = 2〉 are obtained
via state-selective fluorescence detection, yielding the normalized excitation probability.
The overall cycle time is about 1.6 s.
A global minimum of the interference fringes appears independently of the free evo-
lution time T , when the condition gi − αi/keff,i = 0 is fulfilled. We display this concept
for the upward and downward directions of the momentum transfer(3) in Fig. 7.
3
.
3. Data analysis and result . – Over a duration of about four hours we have tracked
the central fringe position a
(±)
i (g) by scanning across the minimum in 10 steps with
alternating directions of the momentum transfer at a pulse separation time of T = 20 ms.
Two scans yield gi = [a
(+)
i (g)− a(−)i (g)]/2 and can be used to compute the Eo¨tvo¨s ratio,
Eq. (56).
Systematic effects affecting our measurement are listed in Table III. The total bias
∆ηtot = −5.4 · 10−8 is subject to an uncertainty δηtot = 3.1 · 10−8. Considering the
systematic and statistical uncertainty as well as the bias from Table III, an overall result
of
(68) ηRb,K = (0.3± 5.4) · 10−7
is obtained.
The column δηadv points to possible future improvements (indicated in bold face) us-
ing a common optical dipole trap [150] as a source to further cool and collocate rubidium
as well as potassium, and gain better control over their initial conditions.
The statistical uncertainty ση = 5.4·10−7 after 4096 s of integration time is dominated
by technical noise in the potassium interferometer. This limitation can be improved in
several ways.
For instance, the implementation of a sequence preparing a single mF state would
reduce the number of background atoms that currently lower the contrast. Moreover,
selecting a narrower velocity class, as well as lower temperatures to begin with, would
improve the beam splitting efficiency and consequently the contrast, too.
4. – Atom-chip based BEC interferometry
Today’s generation of inertial sensors based on atom optics typically operates with
cold atoms, released or launched from an optical molasses exemplified by the experiment
discussed in the previous section. The velocity distribution and the finite size of these
sources limit the efficiency of the beam splitters as well as the analysis of the system-
atic uncertainties. We can overcome these limitations by employing ensembles with a
momentum distribution well below the photon recoil limit, which can be achieved with
BECs.
(3) The differential signal of the upward and downward directions of the momentum transfer
allows us to suppress [31,118] spurious phase shifts independent of the direction of keff .
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Contribution ∆η δη δηadv
Second-order Zeeman effect −5.8 · 10−8 2.6 · 10−8 3.0 · 10−9
Wavefront aberration 0 1.2 · 10−8 3.0 · 10−9
Coriolis force 0 9.1 · 10−9 1.0 · 10−11
Two-photon light shift 4.1 · 10−9 8.2 · 10−11 8.2 · 10−11
Effective wave vector 0 1.3 · 10−9 1.3 · 10−9
First-order gravity gradient 0 9.5 · 10−11 1.0 · 10−12
Total −5.4 · 10−8 3.1 · 10−8 4.4 · 10−9
Table III. – Systematic biases ∆η and comparison between the uncertainties δη and δηadv of
the Eo¨tvo¨s ratio in the current, and in an advanced set-up. The improved values highlighted
in bold face arise from the use of an optical dipole trap. The uncertainties are assumed to be
uncorrelated at the level of the inaccuracy. This table is a reproduction of Table 5.1 in Ref. [95].
After reaching the regime of ballistic expansion, where the mean-field energy has
been converted into kinetic energy, the momentum distribution of a BEC can be nar-
rowed down even further by the technique of delta-kick collimation (DKC) [85,151-154].
Moreover, atom-chip technology offers the possibility to generate a BEC and perform
DKC in a fast and reliable fashion, paving the way for miniaturized atomic devices. We
devote Sec. 4
.
1 to an introduction to DKC and note that the results reported in this
section have originally been published in Ref. [85].
The use of BECs allows us to implement Bragg and double Bragg diffraction with
efficiencies above 95%, and thus to perform interferometry with high contrast. In Sec. 4
.
2
we demonstrate a quantum tiltmeter using a MZI based on double Bragg diffraction with
a tilt precision of up to 4.5µrad. The results presented in this section have originally
been published in Ref. [86].
In Sec. 4
.
3 we discuss an experiment combining double Bragg diffraction and Bloch
oscillations, where we have implemented [87] a relaunch procedure with more than 75%
efficiency in a retro-reflected optical lattice. We emphasize that here we rely on a single
laser beam only, which also comprises the beam splitter resulting in a set-up of signifi-
cantly reduced complexity.
Our relaunch technique allowed us to build a gravimeter on a small baseline with
a comparably large interferometry time of 2T = 50 ms in the MZI for a fixed free-fall
distance. At a high contrast of C = 0.8 the interferometer reaches an intrinsic sensitivity
to gravity of
(69) ∆g/g = 1.4 · 10−7 .
A key element of this result was the state preparation comprising DKC and Stern-
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Gerlach-type deflection, which improved the contrast and reduced the detection noise.
The results presented in this section have originally been reported in Ref. [87].
4
.
1. Delta-kick collimation. – The desire to reach long expansion times serves as a
motivation for DKC by a magnetic lens [155]. Recent experiments have shown expansion
rates corresponding to a few nK in 3D in the drop tower [85] with QUANTUS-1, or even
pK in 2D in a 10 m-fountain [154]. These widths in momentum space are smaller than
those of the coldest reported condensates [156]. For a detailed study of DKC using the
QUANTUS-1 apparatus in the drop tower and also on ground we refer to Refs. [157,158].
After the release from the trap, the BEC starts to expand freely and falls away from
the trap due to the gravitational acceleration. During the first milliseconds after release
most of the mean-field energy is converted into kinetic energy. The required time for this
conversion depends on the atomic density of the condensate, and hence, on the steepness
of the trap from which the BEC is released. The final expansion rates in the ballistic
regime can be precisely evaluated by time-of-flight measurements.
Even a BEC has a non-zero velocity spread leading after some expansion time to an
increased cloud size, and possibly to a reduction in performance of an atom interferometer
due to an increased detection noise, or larger contributions to systematic uncertainties. A
condensate released from a shallow trap expands slowly enough to perform experiments
with short free-fall times. Moreover, these condensates have a momentum width that is
small enough to reach high Bragg diffraction efficiencies.
Indeed, for trapping frequencies of f(x,y,z) = (18, 46, 31) Hz and N = 10
4 atoms the
resulting expansion rate along the beam-splitting axis is σv ≈ 750µm/s ≈ 0.125 ~k/m,
which corresponds to an effective temperature in the beam direction of about 5 to 10 nK.
Thus, for this number of atoms the mean-field conversion in a time of texp & 10 ms is
acceptable for interferometry.
However, for larger densities of the condensate, the use of DKC becomes necessary.
In Fig. 8 we illustrate the essential idea of DKC with the time evolution of a phase-space
distribution. The shearing in phase space caused by the free evolution of the condensate
leads to a tilted ellipse that can be rotated by applying a harmonic potential for a suitable
time τDKC, so as to align its major axis with the x-axis.
Indeed, when we consider the potential VDKC(x) ≡ mω2DKCx2/2 applied for a short
time τDKC, the resulting change ∆p in the momentum p is approximately given by
(70) ∆p ∼= F (x)τDKC = −dVDKC
dx
τDKC = −mω2DKCx τDKC .
Assuming that most of the expansion takes place in the ballistic regime, and that the
spatial size xf when the DKC pulse is applied at time T0 is much larger than the initial
size xi, such that xf ≈ piT0/m, the induced momentum change reads
(71) ∆p = −piω2DKCτDKCT0 .
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Fig. 8. – Principle of delta-kick collimation (DKC) explained in phase space. After release an
ensemble of cold atoms has an initial distribution in the phase space spanned by position x and
momentum p. After a time T0 the cloud has expanded in space giving rise to a tilted ellipse
which is then rotated in phase space by a collimating pulse. This figure is an adaptation of
Fig. 1.3(c) in Ref. [101].
The initial momentum width pi considered here includes the contribution from the mean-
field energy that was converted into kinetic energy.
In complete analogy to the power P of an optical lens the strength of a delta kick is
defined by S ≡ ω2DKCτDKC. For a given T0 the optimal choice that leads to ∆p = −pi
corresponds to S = 1/T0, or equivalently, to
(72) ω2DKCτDKCT0 = 1 .
However, even in this case the minimum value attainable for the final momentum
width is limited by Liouville’s theorem, that is conservation of phase-space volume. This
minimal value is determined by the ratio of the phase-space volume of the initial ensemble,
and the spatial width xf when the DKC pulse is applied. In principle this limitation can
be reduced by increasing T0 which leads to a larger xf .
In a realistic implementation uncertainties in the relevant parameters lead to an un-
certainty δp in the induced momentum change which should be smaller than the targeted
final momentum width pf , namely
(73) δp = piδ(ω
2
DKCτDKCT0) < pf .
When we take into account the optimal choice, Eq. (72), the requirement, Eq. (73),
can be expressed in terms of the relative errors for the individual parameters, that is
(74) 2
δωDKC
ωDKC
+
δτDKC
τDKC
+
δT0
T0
<
pf
pi
.
For ground-based experiments, the waiting time T0 and other quantities determining
the errors are not only limited by technical means, but also by the free fall away from
the chip, which reduces the trap frequencies of the potential, and restricts T0 to times
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smaller than 6 ms. For a shallow trap the expansion after this time is not even in the
ballistic regime, and the mean-field potential is still non-negligible. Thus, a release from
the trap with a faster initial expansion is required to increase xf prior to collimation.
We conclude our brief review of DKC by mentioning that the anharmonicities of the
generated potential represent another source of errors. Indeed, they cause deformations
when the condensates are too large.
4
.
2. Quantum tiltmeter based on double Bragg diffraction. – An interesting extension
of Bragg diffraction occurs when a retro-reflected pair of laser beams interacts with atoms
that are at rest with respect to the mirror, such that the Doppler shift ωD vanishes. In
this case the transitions with opposing effective wave vectors are degenerate in frequency,
and simultaneously diffract the atomic wave packets in both directions. The difference
in momenta between both arms in an interferometer is then increased to 4~k. This
symmetric diffraction called “double Bragg diffraction” was proposed in Ref. [98] as a
generalization of Bragg diffraction in complete analogy to double Raman diffraction [97],
and experimentally demonstrated in Ref. [86]. We emphasize that the traditional Bragg
diffraction can be referred to as single or uni-directional Bragg diffraction, since only a
single pair of laser beams drives the transition, while the other one is off resonant.
4
.
2.1. Rabi oscillations. In Fig. 9(a) we show the coupling scheme for first-order double
Bragg diffraction. The transition frequency is given by the Bragg condition, Eq. (14),
with the recoil frequency ωrec.
Due to the intrinsic symmetry of the diffraction process, a beam splitter of this kind
offers several advantages for atom interferometry. Most prominently, the populations of
the output ports no longer depend on the laser phase ∆φlaser, since the wave functions of
the center-of-mass motion in the two arms have the same laser phase imprinted during
each pulse(4). Moreover, we can choose the order of the diffraction process by matching
the detuning δ with the kinetic energy gained during the scattering.
Rabi oscillations for double Bragg diffraction are more complicated than for single
Bragg diffraction, since more states and transitions have to be taken into account. In
the case of first-order double Bragg diffraction δ is chosen to correspond to the recoil
frequency ωrec ≡ (2~k)2/(2m~) inducing resonant transitions between the momentum
states |0〉 and |±2~k〉 depicted in Fig. 9(a) by solid lines, together with off-resonant
transitions to these, and higher momentum states indicated by dashed lines. Being off-
resonant, the latter transitions are substantially suppressed.
When the width of the momentum distribution is small enough we can observe Rabi-
type oscillations [86] as a function of the atom-light interaction time as shown in Fig. 9(b).
Here we also display numerical simulations [98] of the Rabi oscillations and the normalized
atom populations are defined as
(75) n0 ≡ N0/Ntot and nj ≡ (N−j +Nj)/Ntot (j = 1, 2) ,
(4) Needless to say, this feature is only present when we neglect off-resonant processes.
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Fig. 9. – First-order double Bragg diffraction represented by the corresponding transitions (a),
the comparison (b) between experimental observations and numerical simulations of the Rabi
oscillations in the normalized populations as a function of the square-pulse duration, and their
spectral decomposition (c). The energy diagram in (a) shows the resonant (solid lines) and
off-resonant (dashed lines) light-induced transitions between the atomic momentum states |0~k〉
(black), |±2~k〉 (blue) and |±4~k〉 (red). The experimental values (squares) and numerical
simulations (solid curves) based on Ref. [98] displayed in (b) are in good agreement. The
frequency spectrum (c) of the simulated population N1/Ntot displays components close to 2ωrec
which stem from the off-resonant couplings depicted in (a) by dashed lines. The broad double-
peaked structure at the Rabi, and twice the Rabi frequency, which is a consequence of the
detuned three-level system with non-vanishing p0 and/or δp, leads to the modulation of the
oscillations observed in (b). This figure is reproduced from [86] with permission of the authors,
copyright American Physical Society (2016).
where Nj is the number of atoms in the momentum state |2j~k〉 with j = −2,−1, 0, 1
and 2, and Ntot ≡
∑2
j=−2Nj .
4
.
2.2. Tilt measurements. In most atom interferometers tilt variations can be signif-
icant and lead to an uncertainty in the quantity being measured. Hence, these devices
are either designed to minimize the effect of tilts or do not allow to distinguish a tilt
from other sources inducing a phase shift [13].
We have designed an atom interferometer to measure slight deviations from the hori-
zontal direction with respect to gravity. In this quantum tiltmeter we diffract a delta-kick
collimated BEC with small initial momentum and low expansion rate off laser beams and
induce first- or higher-order double Bragg transitions.
Figure 10(a) illustrates the corresponding symmetric geometry emerging from a first-
order (blue solid lines) double Bragg process, where the initial wave packet is split,
redirected and recombined. A stepwise tilt of the whole apparatus changes the orientation
α of the interferometer with respect to gravity g and induces a phase shift. As a result,
the interference signal, that is the normalized populations at the exit ports, exhibits
oscillations as a function of the change ∆α in the tilt angle exemplified by Fig. 10(b).
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Fig. 10. – Three double Bragg interferometers employed as tiltmeters (a) and the interference
signals corresponding to first-order (b), successive first-order (c), and second-order Gaussian
pulses (d) as a function of the tilt angle ∆α. For each angular step in ∆α, the normalized
population n0 in the exit ports is measured 50 times. The blue solid, black dashed and red
dotted lines represent sinusoidal fits of those datasets. Fitting the histograms of n0 over a range
of tilt settings corresponding to one, or two complete fringe periods, and fitting them with
a theoretical distribution (black) which assumes that all noise sources combined with the tilt
scan lead to an approximately uniform phase-shift distribution, yield contrasts of 43%, 29% and
23%, respectively. Further analysis reveals a tilt precision of 4.5µrad, 5.9µrad, and 4.6µrad,
respectively. This figure is reproduced from Ref. [86] with permission of the authors, copyright
American Physical Society (2016).
This process can be extended to successive first-order (black dashed lines) and second-
order (red dotted lines) double Bragg processes as displayed in Fig. 10(c) and (d).
4
.
3. Sensitive atom-chip gravimeter on a compact baseline. – Quantum sensors for
gravimetry based on cold atoms have been with us for more than two decades [2, 3, 23],
and can reach today accuracies competitive with falling corner cube gravimeters [43].
However, compact gravimeters using BECs have been demonstrated only recently [11,87].
Due to their small extent and expansion rates, BECs which are delta-kick colli-
mated have attracted attention for large-scale devices on ground [159], and in space
missions [160]. In light of these experiments systematic uncertainties specific to BECs
have been analyzed [161, 162], and novel techniques have been introduced [163]. These
achievements will allow sensors relying on BECs to target sub-µGal accuracies in the
near future, and to overcome current limitations set by cold atoms [14,23,71,72].
The use of an atom chip for all preparation steps, and as a retro-reflector is the
novelty of our approach [87] summarized in this section. Although our experiment is a
proof-of-principle, it nevertheless represents an important pathway to the application of
an atom-chip gravimeter for precision measurements important for example in geodesy.
4
.
3.1. Relaunch of atoms in a retro-reflected optical lattice. In order to increase the
observation time of a BEC on a small baseline, we have developed a simple but extremely
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valuable method to relaunch a BEC using Bloch oscillations in a retroreflected or dual
lattice. Our procedure differs substantially from previous ones, which either rely on (i)
two crossed beams reflected from a mirror surface [164], (ii) two opposing beams [17], (iii)
velocity selection from a molasses [12,13,165], or (iv) the transfer of only a few photons
from a standing wave [166,167]. Indeed, we employ a retro-reflected optical lattice which
is a common configuration in atomic sensors.
The novelty, and at the same time the challenge of our method is that for the ex-
periment we use only a single beam along the vertical axis with linearly polarized laser
light of two co-propagating frequency components. They form in total four lattices: two
moving lattices with opposite velocity, and two additional ones at rest.
We perform the relaunch procedure in three steps to avoid a zero-crossing of the
velocities of the lattices: (i) a lattice deceleration, (ii) a momentum inversion pulse, and
(iii) a lattice acceleration.
Our sequence starts by loading the atoms adiabatically into one of the lattices where
the Bloch oscillations for deceleration are performed until the atomic motion is al-
most stopped. The atoms are then adiabatically unloaded from the lattice with only
a few ~k/m of residual velocity.
After a small waiting time to carefully match the resonance condition to the velocity
of the atoms, a higher-order double Bragg diffraction pulse is applied which inverts the
momentum.
Finally, a second lattice acceleration sequence follows, which precisely speeds up the
atomic ensemble to launch it on a parabolic trajectory with an adjustable apex close to
the atom-chip surface.
In Fig. 11(a) and (b) we show the amplitude and frequency modulation of the dual-
lattice light used to perform the relaunch sequence. Compared to a single-lattice acceler-
ation this scheme is rather complex, since the additional lattices from the retro-reflection
are shifted out of resonance by the Doppler effect of the falling atoms. Unfortunately, this
effect does not allow the acceleration of the lattices in a way that the atomic ensemble
crosses the zero-momentum state without losing a major fraction of atoms as depicted
in Fig. 11(b).
These losses result from the fact that when the atoms are at rest, the two moving
optical lattices are both on resonance with the atoms — one attempting to move the
atoms upwards, and the other one to move them downwards. This feature reduces the
fraction of atoms that are launched upwards to about one-half of the atom number
achieved by double Bragg diffraction. Moreover, when the velocity of the atoms almost
vanishes, non-adiabatic transitions arise due to parasitic acceleration in the non-resonant
lattice. They remove atoms from the upward moving lattice, and further reduce the
number of launched atoms to about one quarter.
Fortunately, a combination of Bloch oscillations in an optical lattice together with
higher-order Bragg diffraction prevents these losses. In this scheme most of the momen-
tum is transferred via Bloch oscillations with an efficiency close to unity to stop and
launch the atoms. Since only a smaller fraction of momentum needs to be transferred by
a single Bragg pulse, this sequence maintains a high overall efficiency.
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Fig. 11. – Relaunch of atoms in a retro-reflected optical lattice represented by an amplitude
(a) and frequency modulation (b) of the lattice and compared to a single-lattice acceleration
together with density plots (c) of the final momentum distribution. The relaunch sequence
circumvents the zero-velocity crossing of the dual lattice by a double Bragg pulse inverting
the momentum. The two frequency components of the dual lattice are depicted in red and
blue. In (c) we compare the momentum inversion with a 16 ~k double Bragg diffraction pulse
(middle) to the one after the deceleration (left), and a simple sweep through resonance with
Bloch oscillations (right). This figure is an adaptation of Figs. 5.17 and 5.25(b) in Ref. [101].
4
.
3.2. Experimental sequence of the atom-chip gravimeter. Bragg diffraction combined
with the relaunch allows us to implement a sensitive gravimeter with the atom chip.
Figure 12 shows the spacetime diagram of the fountain geometry.
Subsequent to the adiabatic rapid passage we also perform Stern-Gerlach-type deflec-
tion by a magnetic field pulse with a duration of τSG = 7 ms using the Z-wire on the
chip. In this way we remove the atoms remaining in magnetic sensitive states leading to
an enhanced contrast.
The maximum value of the preparation time τprep is limited to 34 ms due to the
end of the detection region 7 mm below the chip. The relaunch process has an overall
duration of τlaunch = 2.9 ms. With a relaunch realized after the largest waiting time
of τprep = 33.2 ms the total time of flight τToF after initial release of the atoms is greatly
increased to τToF = 97.6 ms.
The interferometer sequences start after the atoms have been launched on their foun-
tain trajectories. The final waiting time τsep after τToF > 90 ms to separate the output
ports can be reduced from τsep ≥ 20 ms to τsep ≥ 10 ms provided DKC is used. The
remaining time 2T ≡ τToF − τprep − τlaunch − τsep < 51 ms can be entirely used for the
interferometry, which allows us to use a pulse separation time as large as T = 25 ms.
The limit in T on our current baseline of 7 mm is reached with T = 25 ms. Any further
extension beyond this value would result in a reduced contrast due to insufficient port
separation.
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Fig. 12. – Atom-chip gravimeter with an extended free-fall time of up to τToF ≈ 100 ms repre-
sented in spacetime (left) and space (right). The preparation of the atomic ensemble is performed
during τprep before the relaunch. The elongated free-fall time allows us, after the expansion time
T0, to employ DKC (for the time τDKC) as well as adiabatic rapid passage (for the time τARP)
and Stern-Gerlach-type deflection (for the time τSG) to reduce the expansion rate, and to remove
atoms remaining in magnetic sensitive states. The relaunch in the retro-reflected optical lattice
is realized as described. The MZI features up to third-order Bragg diffraction, pulse separation
times up to T = 25 ms, and a detection after a separation time of τsep ≥ 10 ms. This figure is
reproduced from Fig. 6.3 in Ref. [101].
State-of-the-art Raman-type gravimeters routinely operate with pulse separation
times of 70 ms [72] or larger [23, 71]. To further increase the scale factor, not only
first-order but also higher-order Bragg diffraction can be implemented in the MZI. At
the moment third-order Bragg diffraction has an efficiency of above 90%. With future
improvements, already fourth-order Bragg diffraction will compensate a decrease by a
factor of two in the pulse separation time T .
To perform higher-order Bragg diffraction, we have used shorter beam-splitter pulses,
but at larger laser powers. More specifically, we have employed Gaussian-shaped pulses
of widths στ = 12.5µs.
The first pi/2-pulse of the MZI follows with a short delay of one millisecond after the
relaunch to maximize the time available for interrogation. To avoid pi-pulses at the apex
the timing of the MZI needs to be placed asymmetrically around the apex of the fountain.
In this case, both lattices are on resonance, and losses due to double Bragg diffraction,
and standing waves disturb the pi-pulse. As a consequence, the Doppler detuning δ of the
pi-pulse should satisfy the condition δ > 100 kHz, or correspondingly, the time difference
to the apex should be of the order of 7− 8 ms. Consequently, the separation time of the
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outputs is always larger than τsep > 14 ms.
A larger momentum transfer slightly reduces the free-fall time, because depending on
the direction of the momentum transfer ±~keff the atoms are either kicked towards the
atom chip, or downwards such that they leave the detection region faster. By choosing the
momentum transfer of the second and final lattice acceleration in the relaunch sequence
according to the direction of the momentum transfer of the beam splitter, the height of
the parabola can be maximized. As a consequence, the pulse separation time T can be
held constant, independently of ±~keff , as depicted in Fig. 12. In both cases the free fall
time τToF of the atoms is slightly reduced due to the recoil imprinted during the beam
splitting process.
4
.
3.3. Analysis of the interferometer output. Since for pulse separation times larger
than T > 5 ms the background vibration level leads to a complete loss of the fringe
pattern [168] we can no longer employ the common fringe fit method, or an Allan de-
viation analysis. Even when the laser phase and the chirp rate are identical in subse-
quent measurements, the output phase scatters over multiple 2pi-intervals, as illustrated
in Fig. 13(a). As a consequence, at these high levels of sensitivity the readout of a
gravity-induced phase shift is impossible without having additional information about
the vibrations during the interferometry, such as seismic correlation.
We emphasize that the beam splitters still operate with high fidelity, and oscillations
between the output ports are clearly visible. However, the simple peak-to-valley, or
standard-deviation calculation over- or underestimates the contrast, and does not yield
a useful noise analysis for the output signals.
One method to solve the problem of distinguishing between useful contrast C, and
technical noise σ∆φ ≡ σP /C, rests on a histogram analysis revealing the contrast of an
interferometer without relying on fringe visibility [169]. Here σP denotes the fluctuation
in the measured population.
In this approach the output signals of a data set are first split into bins of equal size
containing the normalized population P , and then the data points within each interval are
counted. The resulting histogram shows a characteristic double-peak structure reflecting
the sinusoidal dependence of the interference signal. This structure results from a simple
noise model, assuming that for a completely random signal the probability to find an
output state with a normalized population at top or bottom of a sinusoidal fringe pattern
is larger than at the middle. We emphasize that this method requires sufficient statistics
over several hundred experimental cycles with a stable signal.
We extract the contrast C ≡ A/P0 from a fit of the distribution according to
Fig. 13(b), with the amplitude A of the signal and its mean P0. As input for the fitting
routine a kernel density estimation (KDE) of the data points is used, rather than the
histogram itself(5).
In a KDE each data point is weighted with a Gaussian function of a fixed
(5) This evaluation yields a slightly better intrinsic sensitivity compared to the value published
in Ref. [87].
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Fig. 13. – Extraction of the interferometer phase from a noisy signal with the help of the
probability density. Vibrational noise completely washes out a sinusoidal signal (a), and only
fluctuations are left to be measured in the normalized population between the two output ports.
The corresponding histogram exhibits a characteristic double-peak structure from which we
extract the contrast C ≡ A/P0 given by the amplitude A of the sinusoidal signal and its mean
P0. The output (b) of a MZI in a fountain geometry using delta-kick collimated ensembles
with a pulse separation time of T = 25 ms and first-order Bragg diffraction resembles noise
after roughly 1 000 measurements have been taken. Nevertheless, we can obtain a contrast of
C = 0.86 and a technical noise σ∆φ close to the shot noise from the histogram. This figure is
an adaptation of Figs. 6.11 and 6.17(c) in Ref. [101].
width σKDE = 0.01. All Gaussian functions are then added and the signal normal-
ized such that in the end a continuous distribution properly reflects the density of data
points without loss of information.
For the width σkde it is only of importance to choose a value smaller than the ex-
pected technical noise. If the histogram is fitted for a small number nbin of bins, the
histogram would yield insufficient information to be properly fit, and would lead to a
larger uncertainty in the extracted parameters.
In our fountain geometry the expected gain in contrast is between 5% and 10% and
results from two factors: (i) We can employ delta-kick collimated BECs with ultra-slow
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expansion and (ii) the Stern-Gerlach-type deflection purifies the magnetic sub-states.
With this configuration the pulse separation time can even be extended to T = 25 ms.
At this time, the output ports are still separated due to the smaller final size of the
clouds.
The measurements and evaluation depicted in Fig. 13(b) are for our MZIs formed by
first-order Bragg diffraction and T = 25 ms. The histogram analysis reveals that the
contrast remains at C = 0.86. The technical noise level σ∆φ = 14 mrad is extracted from
the widths of the outer peaks in the fit to the density distribution, which is close to the
calculated shot noise of 11 mrad for N = 8 000 atoms. This remarkable result is due to
the interplay between the high-fidelity Bragg diffraction and the DKC.
These ultra-slow expansion rates allow for even longer flight times, and also give rise
to a boost in sensitivity. Indeed, the largest intrinsic sensitivity ∆g/g = 1.4 · 10−7 was
observed after a τToF = 97.6 ms at a noise of σ∆φ = 14 mrad. This achievement represents
an important step towards compact but precise sensors.
5. – Outlook
Atom interferometry is a cornerstone of precision measurements with a wealth of
promising applications. In particular, we expect atomic gravimeters based on BECs to
reach sub-µGal accuracies in the near future. In Sec. 5
.
1 we highlight the origins of
measurement uncertainties, and present mitigation strategies for future devices.
The tools and methods for BEC interferometry outlined in these lecture notes have
opened the path towards significantly enhanced scale factors due to an extended free
evolution time. For this reason we focus in Sec. 5
.
2 on very long baseline atom interfer-
ometers. Moreover, we devote Sec. 5
.
3 to space-borne devices and analysize the potential
for future gravity measurements as well as tests of fundamental physics such as the UFF.
5
.
1. Reduced systematic uncertainties in future devices. – The main drive for sensors
based on BECs is the reduction of systematic uncertainties. We now assess the potential
of an atom chip gravimeter to reach sub-µGal accuracies. For this purpose we identify
in Table IV the origins of the largest contributions to the measurement uncertainty and
suggest mitigation strategies.
To get a realistic estimate of the dominant uncertainties for a future experiment, our
calculations [170] use a state-of-the-art flux of 105 atoms per second at a repetition rate
of 1 Hz. For a free-fall distance of 1 cm the free-fall time increases to τToF = 135 ms. If
the needed detection separation time stays at τsep > 15 ms, a maximum pulse separation
time of T = 35 ms remains, which combined with a fourth-order beam splitter leads to
the shot-noise limited intrinsic sensitivity [87]
(76) (∆g/g)/
√
Hz = 5.3 · 10−9 .
The flux of 105 atoms/s achieved in the QUANTUS-2 experiment is sufficient [170] to
reach this inferred sensitivity and a cycle time of roughly 1 s.
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Contribution due to Mitigation strategy Noise Bias
(∆g/g)/
√
Hz ∆g/g
Intrinsic sensitivity Next generation source [170] 5.3 · 10−9 0
Mean-field shift Tailored expansion and DKC [85,154] 1.5 · 10−10 6.4 · 10−11
Launch velocity Scatter 70µm/s, stability
15µm/s [118]
1.5 · 10−12 3.1 · 10−13
Wavefront quality λ/10 chip-coating,  = 2 cm
beam [171]
6.7 · 10−10 2.8 · 10−10
Self gravity Detailed modeling of chip mount [172] 1.2 · 10−12 5 · 10−10
Light-shifts Suppressed in Bragg diffraction [96] 1.4 · 10−12 1.4 · 10−10
Magnetic fields Three-layer magnetic shield [173] 1 · 10−10 2.6 · 10−10
Target estimation Uncertainty after less than 100 s ≈ 7.8 · 10−10
Table IV. – Estimates of the major systematic uncertainties in the atom-chip gravimeter. As
a result, the determination of local gravity with a relative accuracy ∆g/g < 1 · 10−9 in less than
100 s seems possible [87]. This table is a reproduction of Table 6.9 in Ref. [101].
In addition, we need to be able to detect atoms at the output ports at the shot noise
limit, which corresponds to 4.5 mrad for this atom flux and cycle time assuming a contrast
of C = 0.7. Suppressing the vibrational background noise is the crucial remaining noise
source to be mitigated. A state-of-the-art vibration isolation would significantly improve
the sensitivity, although maximum performance may only be reached at a vibrational
quiet site [174].
The mean-field shift can be relaxed when we first lower the atomic density by a faster
spreading of the wave packet during the 45 ms after release from the trap but before
relaunch, and then stop it by DKC [85, 154]. For the final size of 300µm at the first
pulse, 105 atoms and 1% splitting-ratio stability, phase shifts introduced by the mean
field [11] can be sufficiently suppressed below µGal, while expansion rates corresponding
to nK temperatures preserving the beam-splitter fidelity are achievable.
Fluctuations in the launch velocity, which cause a bias due to the Coriolis effect or
gravity gradients [118, 175], can be characterized to the required level and optimized by
the tested release procedure. The measured scattering of 70µm/s and the stability of
15µm/s of the launch velocity is sufficient to suppress this shift.
The surface quality of the atom chip is crucial for preserving the high efficiencies and
contrasts obtained for lower and higher-order Bragg diffraction and for Bloch oscillations.
It must be significantly improved for a device of the next generation.
Indeed, a residual roughness of λ/10 typical for a standard mirror is assumed here. For
a beam with a diameter of 2 cm the phase shifts resulting from the wavefront curvature are
insignificant since BECs are smaller, and expand slower compared to thermal clouds [171,
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176]. Furthermore, the possibility of analyzing the fringe patterns in the density profiles
at the exit ports [85,163,175] may allow the characterization of systematic errors arising
from wavefront distortions.
The proximity of the atoms to the chip leads to a bias phase shift caused by the
gravitational field [172] of the chip. A mass reduction of the chip mount by a factor of
two, combined with a finite-element analysis of the mass distribution which calculates
the self-gravity effect with an accuracy of 10%, is sufficient to reach the target level.
Compared to Raman diffraction the influence of light shifts is reduced in MZIs based
on Bragg diffraction. Since the two-photon light shift scales [96] with the third power of
the inverse of the atomic velocity, it is negligible in the fountain geometry.
Finally a three-layered shield instead of a single-layered one, resulting in a residual
gradient below 10± 3 mG/m, should be sufficient to suppress any residual bias [173].
5
.
2. Very long baseline atom interferometry . – Apart from high-contrast interferome-
try, delta-kick collimated BECs with effective temperatures below 1 nK enable extended
free-evolution times, which can significantly increase the scale factor kT 2 for acceleration
measurements. Ground-based setups require a large vacuum vessel to venture into the
regime of seconds [9, 105, 177]. For example, a device with a height of 10 m implies a
total free-evolution time 2T = 2.8 s when operated in the fountain mode [162]. This
scenario would increase the scale factor by 25–300 compared to the current generation
of gravimeters.
Indeed, with 105 atoms, first-order Bragg diffraction, and a cycle time of 5.3 s, the
shot noise limit for full contrast would be at 0.2 nm/(s2
√
Hz), which is competitive with
the superconducting gravimeter GWR iOSG [66]. In contrast to the latter, VLBAI also
provides us with absolute measurements and possible further enhancements via large
momentum transfer.
Environmental vibrations impose a typical limit in gravimeters, preventing the utili-
sation of larger scale factors. Therefore, a sophisticated vibration isolation, correlation
with external sensors, or a combination of both is required [22,169,178].
Measurement schemes using gravity gradiometers, or testing the UFF intrinsically
suppress the impact of vibration noise since the relevant quantity is encoded in the dif-
ferential acceleration between two atom interferometers [18,31]. Indeed, for gradiometry,
ensembles from two different sources can be injected into interferometers, or two en-
sembles can be generated from a single source via a large momentum beam splitting
process [179]. The latter approach implies a well-defined distance between the two in-
terferometers which avoids noise contributions from a relative position jitter due to the
outcoupling from two different sources and reduces systematic errors. Operating the in-
terferometer with 105 atoms divided into two ensembles, first-order Bragg diffraction in
the interferometer, a total interferometer time 2T = 1 s, a cycle time of 4 s, and a baseline
of 5 m between the interferometers would lead to a shot noise limit of 6.3 ·10−10 /(s2√Hz)
for gravity gradients. Further improvements are possible by upgrading the first-order
Bragg diffraction to large momentum transfer.
A test of UFF with 87Rb and 170Yb may lead to the shot noise limit 0.1 nm/(s2
√
Hz)
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of measurements of differential accelerations, implying a statistical uncertainty 4 · 10−14
in the Eo¨tvo¨s parameter after 24 h of integration, which is competitive with experiments
on the ground achieving 10−13 [49, 130, 180], and in space reaching 10−14 [51], with the
added benefit of different species. The assumptions are 2 · 105 (1 · 105) atoms, eighth-
(fourth-) order Bragg transitions at 780 nm (at 399 nm) for 87Rb (170Yb), a total free
evolution time 2T = 2.6 s, and a cycle time of 12.6 s [162]. Here, the transfer functions
of the two interferometers will not be ideally matched due to the different wave vectors,
requiring an auxiliary sensor to suppress vibration noise via cross correlation [178,181].
Relevant systematics [162] originates from (i) wavefront errors [118, 176] suppressed
by the low and matched expansion rates to be traded off against residual mean-field
contributions [11], (ii) magnetic field inhomogeneities affecting 87Rb [25,56] and reduced
by a magnetic shield, (iii) rotations countered by a tip-tilt stage [71, 159, 182] and (iv)
gravity gradients coupling to the relative displacements of the two elements, which have
to be assessed with the device itself [183]. In fact, the requirements on the relative
position and velocity of the two initial wave packets due to gravity gradients can be sub-
stantially relaxed thanks to an effective compensation technique proposed in Ref. [184],
which has been experimentally demonstrated both for UFF tests [185] and gradiometry
measurements [186].
5
.
3. Space-borne atom interferometers. – The microgravity environment of a space-
borne atom interferometer provides us with access to even longer free-evolution times.
Moreover, no seismic noise disturbs the measurement. Indeed, since both the device
and the atomic ensemble are in free-fall, the movement of the atoms with respect to the
potentials for trapping and DKC is decreased, opening up a different parameter range
for reducing residual expansion rates and mean-field contributions. The measurement
may even benefit from a much smaller gravitational sag and the absence of a lattice
launch. We also have the possibility of a signal modulation to suppress systematics if
the apparatus is inertial pointing [160,187].
A test of the UFF in space could profit from all these advantages and go beyond an
accuracy of about 10−14. The updated Space-Time Explorer and Quantum Equivalence
Principle Space Test (STE-QUEST) scenario [188], based on a previous version of a dual-
species interferometer with 87Rb and 85Rb [160, 173, 189, 190], proposes a dual-species
interferometer with 87Rb and 41K and a target uncertainty in the Eo¨tvo¨s parameter of
2 · 10−15.
This goal assumes 106 atoms of each species, beam splitters based on double Bragg
diffraction [86, 97], a total interferometer time of 2T = 10 s, a cycle time of 20 s, and
a highly elliptical orbit for the clock comparison part of the mission with a perigee of
∼2500 km, an apogee of ∼33600 km and an orbital period of 10.6 h. Around perigee, the
instrument observes a strong signal, whereas around apogee it almost vanishes. Addi-
tional measurements in between are utilized for calibration. The target uncertainty is
reached after 1.2 years, limited by the small part of the orbit close to earth. A circular
orbit in a dedicated mission could reduce this time to a few months.
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