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Abstract
Following on from the work of Bridges and Hendtlass (2010) [5], we provide geometric conditions under
which the minimal period of a continuous periodic homomorphism from R onto a nontrivial metric abelian
group contained in Rn can be constructed within the framework of Bishop’s constructive mathematics.
c⃝ 2012 Published by Elsevier B.V. on behalf of Royal Dutch Mathematical Society (KWG).
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In this paper we consider the classically vacuous problem of finding the minimal period of a
continuous periodic homomorphism from R onto a nontrivial complete abelian group G within
the framework of Bishop’s constructive mathematics (BISH).1 Let θ be a homomorphism with
domain R. We say that θ is periodic if there exists τ > 0, a period of θ , such that θ(τ ) = 0G ,
where 0G denotes the identity element of G; if also θ(t) is apart from 0G – denoted as θ(t) ≠ 0G
– for each t ∈ (0, τ ), then we call τ the minimal period of θ . We denote the minimal period of
a homomorphism by τmin. In [5] it was shown that given a continuous periodic homomorphism
from R onto a nontrivial compact metric abelian group, we cannot, in general, find the minimal
period, even when we adopt a definition of the minimal period constructively weaker than that
used here. In this paper we seek conditions under which the minimal period does exist; we prove
that if θ is continuously differentiable and periodic, and G satisfies a simple geometric condition,
then we can construct the minimal period of θ .
E-mail address: mmmrh@leeds.ac.uk.
1 That is, mathematics with intuitionistic logic and an appropriate set-theoretic foundation such as those in [1,4,9,10].
For more on BISH and other varieties of constructive mathematics, see [3,6,7].
0019-3577/$ - see front matter c⃝ 2012 Published by Elsevier B.V. on behalf of Royal Dutch Mathematical Society
(KWG).
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Fig. 1. The encircled tangent ball condition in two dimensions.
A metric abelian group2 is an abelian group G equipped with a metric such that the mapping
(x, y)  y − x is pointwise continuous at (0G , 0G) ∈ G × G, and uniformly continuous on
compact3 subsets of G × G. The mappings x  −x and (x, y)  x + y are then pointwise
continuous throughout their domains, and uniformly continuous on compact subsets of their
domains. A metric abelian group G is said to be nontrivial if the metric complement of {0G}, in
G, is inhabited.
A homomorphism θ of the additive group R into a metric abelian group G is continuous if
it is uniformly continuous on each compact (or, equivalently, on each bounded) subset of R. In
particular, if θ is periodic, then it is uniformly continuous on R.
Let G be the image of R under a differentiable map f into Rn . Then G is said to satisfy
the encircled tangent ball condition4 if for each t ∈ R there exists R > 0 such that for all
y ∈ ( f ′(t))⊥ ∩ ∂B( f (t), R) we have
B(y, R) ∩ G = { f (t)},
where B(x, r) and B(x, r) represent the open and closed balls, respectively, centered on x with
radius r , and ∂S represents the boundary of S. We say that R is a buffer radius of G at θ(t). If
there exists R > 0 such that R is a buffer radius for G at x for each x in G, then we say that
G satisfies the uniform encircled tangent ball condition. The encircled tangent ball condition
provides a lower bound for the radius of curvature of f at each point; more importantly it also
bounds how close the curve can get to itself without becoming periodic. Fig. 1 illustrates the
encircled tangent ball condition in two dimensions.
At first blush, the encircled tangent ball condition seems to be unnecessarily complicated,
and somewhat contrived. A more natural, though still quite complicated, condition to demand is
that f be locally bijective:
For each s ∈ R there exist ε > 0 and t, t ′ ∈ R such that s ∈ (t, t ′) and f is a bijection
between (t, t ′) and B( f (s), ε).
2 We use the standard additive notation for all abelian groups.
3 A subset S of a metric space is totally bounded if it can be covered by arbitrarily small balls centered on points in
S, and is compact if it is both complete and totally bounded. In the presence of Brouwer’s fan theorem this definition
of compactness is equivalent to open cover compactness, and with weak Ko¨nig’s lemma it is equivalent to sequential
compactness (see [6]). Any closed ball in RN is compact.
4 This is a generalization of the twin tangent ball condition introduced in [8].
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This condition, however, is very strong. In particular, if f is continuously differentiable and
locally bijective, then f (R) has the encircled tangent ball condition,5 while the converse does
not hold. The proof of our main result, Theorem 1 below, would also work for locally bijective
periodic homomorphisms.
We can now state our main result:
Theorem 1. Let θ be a continuously differentiable periodic homomorphism from R onto a
nontrivial abelian group G (contained in Rn) that satisfies the encircled tangent ball condition.
Then the minimal period of θ exists.
In the particular case of the Brouwerian example, presented in [5], of a periodic homomorphism
without a minimal period, Theorem 1 is easy to prove: for each a ∈ R we define
Ga ≡ {(e2π i t , aeπ i t ) : t ∈ R} ⊂ S1 × C,
where
S1 = {z ∈ C : |z| = 1}.
Then
(e2π i t , aeπ i t )+ (e2π i t ′ , aeπ i t ′) ≡ (e2π i(t+t ′), aeπ i(t+t ′))
defines an addition operation that turns Ga into an abelian group with identity (1, a), and
θa(t) ≡ (e2π i t , aeπ i t )
is a continuous homomorphism6 of R onto Ga . Assume that Ga satisfies the encircled tangent
ball condition, and let R be a buffer radius of G at θa(0). Then either |a| > 0, and the minimal
period of θa is 2, or |a| < R/2. In the latter case,
θa(1) = (1,−a) ∈ B(θa(0), R) ∩ G = {θa(0)}.
Thus (1,−a) = θa(0) = (1, a); so a = 0 and τmin = 1.
To prove Theorem 1 in general, we first need some basic geometry.
Lemma 2. Let x = (x1, . . . , xn) be a vector in Rn such that
n − 1
3
|xi | < x1 (2 6 i 6 n). (*)
Then the acute angle between x and (1, 0, . . . , 0) is less than π/3.
Proof. Let φ denote the acute angle between x and y ≡ (1, 0, . . . , 0). Then
φ = cos−1

x · y
∥x∥ ∥y∥

5 The proof of this is similar to that of Proposition 5; since we are not concerned with any uniform condition, the fan
theorem is not needed.
6 In [5] it was shown that if the nonconstructive principle LLPO holds, then Ga is compact for each a ∈ R. But if the
minimal period of θa exists for each a, then we can derive the strictly stronger principle LPO.
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= cos−1
 x1 n
i=1
x2i
1/2

6 cos−1
 x1
x21 + (n − 1)( max26i6n |xi |)
2
 .
But, by (*),
max
26i6n
|xi |
2
<
3
n − 1 x
2
1 ,
so 
x21 + (n − 1)

max
26i6n
|xi |
2
< 2x1.
Hence φ < cos−1(x1/2x1) = cos−1(1/2) = π/3. 
We say that a function f : [a, b] → R is locally nonzero if for each x ∈ [a, b] and each r > 0
there exists y ∈ [a, b] with |x − y| < r and f (y) ≠ 0. Our final lemma requires a constructive
version of the intermediate value theorem [7, Exercise 11, page 21]:
Let f : [a, b] → R be a locally nonzero, sequentially continuous mapping such that
f (a) f (b) < 0. Then there exists c ∈ (a, b) with f (c) = 0.
Lemma 3. Let θ be a continuously differentiable homomorphism from R onto a nontrivial
abelian group G (contained in Rn) that satisfies the encircled tangent ball condition. Then for
each t ∈ R and each r > 0, there exists ε > 0 such that
G ∩ B(θ(t), ε) ⊂ θ(t − r, t + r).
Proof. Let t ∈ R, let R be a buffer radius of G at θ(t), and consider any r > 0. Writing
θ(t) = (θ1(t), θ2(t), . . . , θn(t)),
we see that θ1, θ2, . . . , θn and their first derivatives θ ′1, θ ′2, . . . , θ ′n are continuous. We may
assume, without loss of generality, that θ(t) = 0G = (0, 0, . . . , 0) and θ ′(t) = (1, 0, . . . , 0).
Using the continuity of the functions θi and θ ′i , construct δ ∈ (0, r) such that
(i) θ1(t − δ) < 0 < θ1(t + δ);
(ii) diam(θ [t − δ, t + δ]) < R/2; and
(iii)

n−1
3 |θ ′i (s)| < θ ′1(s), for each i ∈ {2, . . . , n} and each s ∈ [t − δ, t + δ].
Set
ε = 1
2
min{|θ1(t − δ)|, |θ1(t + δ)|, R},
let x = (x1, . . . , xn) ∈ G ∩ B(0G , ε) (recall that θ(t) = 0G), and define fx : R→ R by
fx(s) = θ1(s)− x1.
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By (iii), θ ′1(s) > 0 for all s ∈ [t − δ, t + δ]. So θ1, and hence fx is increasing, and therefore
locally nonzero, on the interval [t − δ, t + δ]. On the other hand, by (i) and our choice of ε,
|x1| < ε < θ1(t + δ),
so
fx(t + δ) = θ1(t + δ)− x1 > 0.
Similarly,
|x1| < ε < −θ1(t − δ),
and fx(t−δ) < 0. It now follows from the constructive version of the intermediate value theorem
above that there exists s ∈ [t − δ, t + δ] such that fx(s) = 0; that is, there exists s ∈ [t − δ, t + δ]
such that θ1(s) = x1.
Since the first coordinate of x − θ(s) is fx(s) = 0, x − θ(s) is perpendicular to θ ′(t) =
(1, 0, . . . , 0). Let φ(y, z) denote the angle between y, z ∈ Rn . Then
sup{φ(y, z) : y ∈ (θ ′(t))⊥, z ∈ (θ ′(s))⊥} = φ(θ ′(t), θ ′(s))
< π/3,
by Lemma 2 (with x = θ ′(s)). Since (y, z)  φ(y, z) is uniformly continuous on the compact
set ∂B(θ(s), R) ∩ (θ ′(s))⊥ and x− θ(s) ∈ (θ ′(t))⊥, it follows that there exists
a ∈ ∂B(θ(s), R) ∩ (θ ′(s))⊥
such that the angle between a− θ(s) and x− θ(s) is less than π/3. By (ii) we see that
ρ(x, θ(s)) 6 ρ(x, θ(t))+ ρ(θ(t), θ(s))
< ε + R/2 6 R,
so we have the following figure.
It follows from the cosine rule that ρ(a, x) < R; hence
x ∈ G ∩ B(a, R) = {θ(s)},
so x = θ(s) ∈ θ(t − δ, t + δ). Since δ < r the result follows. 
If G is compact, then we can uniformize the conclusion of Lemma 3: for each r > 0 there exists
δ > 0 such that for all t ∈ R
G ∩ B(θ(t), δ) ⊂ θ(t − r, t + r).
In order to see this, fix r > 0 and apply the above lemma to construct ε > 0 such that
G ∩ B(θ(0), ε) ⊂ θ(−r, r).
By Bishop and Bridges [3] (page 400, Proposition (1.2)), there exists δ > 0 such that for all
x, y ∈ G, if ρ(x, y) < δ, then ρ(x − y, 0G) < ε. Fix t ∈ R and let s ∈ R be such that
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ρ(θ(t), θ(s)) < δ. Then ρ(θ(t − s), 0G) < ε, so θ(t − s) ∈ θ(−r, r); hence there exists
s′ ∈ (−r, r) such that θ(t − s) = θ(s′). Then t − s′ ∈ (t − r, t + r) and θ(t − s′) = θ(s).
Therefore B(θ(t), δ) ∩ G ⊂ θ(t − r, t + r).
We now have the proof of Theorem 1:
Proof. Let τ be a period of θ and, using Proposition 8 of [5],7 find a positive integer N such that
θ(τ/n) ≠ 0G for all integers n > N . If N = 1, then there is nothing to prove, so we may assume
that N > 1. By Lemma 3, we can construct ε > 0 such that for all x ∈ G if ρ(x, 0G) < ε, then
x ∈ θ

− τ
N (N − 1) ,
τ
N (N − 1)

.
Either ρ(0G , θ(τ/N )) < ε or ρ(0G , θ(τ/N )) > 0.
In the first case, suppose that θ(τ/N ) ≠ 0G . Then τ/N cannot be the minimal period, so:
(Ď) there does not exist τ ′ < τ/(N − 1) such that θ(τ ′) = 0G .
Since
θ
 τ
N

∈ B(0G , ε) ∩ G ⊂ θ
 −τ
N (N − 1) ,
τ
N (N − 1)

,
there exists a nonzero t ∈ (−τ/(N (N − 1)), τ/(N (N − 1))) such that θ(τ/N ) = θ(t). But then
τ
N
− t ∈

(N − 2)τ
N (N − 1) ,
τ
N − 1

⊂

0,
τ
N − 1

and θ(τ/N − t) = θ(τ/N )− θ(t) = 0G , which contradicts (Ď). Hence θ(τ/N ) = 0G and τ/N is
the minimal period. In the second case, τ/N is not the minimal period. Replacing N by N − 1,
we complete the proof by a simple induction argument. 
If our metric abelian group G is compact, then we get the periodicity of θ for free.
Corollary 4. Let θ be a continuously differentiable homomorphism from R onto a nontrivial
compact abelian group G (contained in Rn) that satisfies the encircled tangent ball condition.
Then θ is periodic and the minimal period of θ exists.
Proof. By Theorem 1 of [5], in order to show that θ is periodic it suffices to show that θ(0,∞)
is open in G. To this end fix s ∈ (0,∞). Using Lemma 3, with r = s/2, calculate ε > 0 such
that G ∩ B(θ(s), ε) ⊂ θ [s/2, 3s/2]. Then G ∩ B(θ(s), ε) ⊂ θ(0,∞), so θ(0,∞) is open in G.
Reference to Theorem 1 completes the proof. 
Using Brouwer’s fan theorem8
FT Every detachable binary tree without an infinite path is finite.
we can give a weak converse of Theorem 1; a tree T is detachable if for each finite binary
sequence a either a ∈ T or a ∉ T . Brouwer’s fan theorem is equivalent [2] to the statement:
POS Every positive valued uniformly continuous function on a compact metric space has
a positive infimum.
7 Note that the hypothesis that G be compact is not used in the proof of this proposition.
8 See Chapter 5 of [6] for an introduction to the fan theorem in constructive mathematics.
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Let f : R → Rn be a continuously differentiable curve, let T : R → Rn be the function taking
t to the unit tangent vector of f at t , and let N (t) be the unit normal vector at f (t). Then the
signed curvature k : R → R is given by the formula T ′(t) = k(t)N (t). If T ′(t) ≠ 0, then the
radius of curvature at t ∈ R is given by R(t) = 1/|k(t)|; if T ′(t) = 0, we define R(t) = ∞.
Proposition 5. Assume FT. Let θ be a periodic homomorphism from R onto a nontrivial
abelian group G contained in Rn such that θ has a minimal period. If θ is twice continuously
differentiable, then G satisfies the uniform encircled tangent ball condition.
Proof. Let τ be the minimal period of θ . Since θ is twice continuously differentiable, the first
derivative of T is uniformly continuous on [0, τ ], and therefore on R; hence T ′ is bounded. It
follows that the signed curvature is bounded below in (0,∞]. Thus there exists R1 > 0 such that
R(t) > R1 for all t ∈ R.
Using the uniform continuity of θ , pick δ > 0 such that if |s−t | < δ, then ρ(θ(s), θ(t)) < R1.
Since τ is the minimal period of θ and ρ is uniformly continuous, it follows from POS that the
mapping
g : t  inf{ρ(θ(t), θ(s)) : s ∈ [t − τ/2, t − δ] ∪ [t + δ, t + τ/2]}
is positive valued; moreover, since θ is uniformly continuous, g is also uniformly continuous.
Applying POS to g on [0, τ ] produces R2 > 0 such that g(t) > R2 for all t ∈ R. Then
R = min{R1, R2} satisfies the uniform encircled tangent ball condition for G: suppose that
x ∈ B(θ(t),R) ∩ G and x ≠ θ(t). Since R 6 R1, we have that x ∉ θ([t − δ, t + δ]); and since
R 6 R2 we have θ([t − τ/2, t − δ] ∪ [t + δ, t + τ/2]) ∩ B(y, R) = ∅. It follows from this
contradiction that B(θ(t), R) ∩ G = {x}. 
With the main results out of the way we return to the encircled tangent ball condition. The
statement
(*) Every metric abelian group which satisfies the encircled tangent ball condition satisfies
the uniform encircled tangent ball condition.
is not provable inBISH. In order to see this, we construct a recursive counterexample: let (xn)n>1
be an increasing Specker sequence9 in [0, 1], and let
Bump(x0, r)(x) =
e−
(x−x0)2
r2(r2−(x−x0)2) |x − x0| < r
0 otherwise.
Bump(x0, r) is a smooth function with height 1 and support [x0 − r, x0 + r ]. Define a function
f : [0, 1] → R+ by
f = 1−
∞
n=1
(1− 2−n)Bump(xn,min{xn − xn−1, xn−1 − xn}).
Then f is smooth and continuous – but not uniformly continuous – and inf{ f (x) : x ∈ [0, 1]} =
0; moreover, f (0) = f (1) = 1. Extend f to a periodic function on R by setting f (n+ t) = f (t)
for each n ∈ N and any t ∈ [0, 1]. Define θ : R→ R2 by
θ(t) = f (t)e2π i t .
9 A Specker sequence is a bounded sequence of real numbers without a convergent subsequence. The construction of
an increasing Specker sequence can be found in [6, Chapter 3].
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It is straightforward, though messy, to show that G ≡ θ(R) satisfies the encircled tangent ball
condition. But for each n ∈ N
ρ(θ(xn), (0, 0)) = f (xn) = 2−n
and (0, 0)− θ(xn) ∈ θ ′(xn)⊥. Hence
θ(xm) ∈ B(0, 2−(n+1)) ⊂

{B(y, R) : y ∈ ( f ′(x))⊥ ∩ ∂B( f (x), R)}
for all m > n. It follows that G does not satisfy the uniform encircled tangent ball condition.
Since (*) is a principle of the form
∀x∃r (P(x, r))→ ∃r∀x (P(x, r)),
it seems likely that we can relate it to the Brouwer fan theorem hierarchy. However, this is made
difficult by two things: the buffer radius only varies continuously if θ ′ is twice continuously
differentiable; and it seems that for a fixed point of G we are unable to decide, beyond the
information of the hypothesis, what values of r give buffer radii.
If we restrict our consideration to functions that are twice continuously differentiable, then
(*) follows from FT, by the argument detailed in the proof of Proposition 5. As a weak
converse, following the construction given above for an arbitrary function f that is twice
continuously differentiable, we can show that (*) implies POS restricted to functions that are
twice continuously differentiable.
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