In this paper, we study a new combinatorial method to construct decodable binary linear codes for which the automorphism groups are generated by sets of involutory symmetric generators. In this method codewords as elements of a group are represented as permutations in Sn followed by words in the n involutory symmetric generators. Transformation between elements written in symmetric representations and permutations in list forms, with the well-known Hamming distance, is given. Although it is feasible to handle permutations of reasonably large sizes and perform composition operations, transmitting and recording such elements is inconvenient. Symmetric representations of the elements of a code automorphism group have an advantage over permutation representations in terms of conciseness as well as ease of conducting operations.
Introduction
All non-abelian finite simple groups and several of finite groups can be constructed using symmetric sets of involutory generators. Curtis [1] , using this approach, has constructed many sporadic groups by employing manual double coset enumerations. The first computer program implementing the double coset enumeration of symmetrically generated groups, which worked well for relatively small groups, was written by the author; for references see [2] and [3] . This double coset enumeration process authorizes to represent group elements in an exceedingly abbreviated way. On the other hand, permutation groups which emerge as the symmetry groups of combinatorial and geometric structures provide convenient representations for many abstract groups [4] . In group theory, it is known that the transitivity is a consequence of the symmetry in groups. In fact, a group G acts sharply k-transitively on a set  if for every pairs of ordered k-tuples of distinguished elements of , there exists a single element of G which maps the first one to the second. Moreover, intransitive groups can be constructed as subdirect products of transitive groups of minimal degrees [5] . Therefore, a considerable effort has gone into the search for effective algorithms to classify transitive permutation groups, see for example [6] . In addition, transformation between symmetric representations (as a result of double coset enumeration process) of a group elements and permutation representations can be easily performed by means of straightforward algorithms [2] . Algebraic coding theory has its roots in communications as an outcome of potentials to control misconceptions caused by interference and distortion in data transmission. It can also be used to detect and correct errors when data is stored in some medium [7] . After expansion, the algebraic coding theory has established as a field of study in pure mathematics and is galore related to finite group theory. Over and above, codes provide a systematic way to send messages, with some extra information in such a way that an error occurring in the original messages will not just be detected by the receiver but may be corrected. We remark that linear codes can be constructed from row spaces of incident matrices of graphs or from other combinatorial objects such as designs and finite geometries. Moreover, codes can be established from the primitive permutation representations of the sporadic simple groups, see for example [8] , [9] and [10] . In particular, binary linear codes from primitive permutation groups and applications of sharply k-transitive groups have been received a lot of attention, the interested reader is referred to [11] and [12] . Furthermore, in [13] Brooke found all binary codes obtainable from the primitive permutation representations of the projective special unitary group U3(3) using irreducible modules. Later, in [14] binary linear codes as permutation arrays have been utilized in powerline communications. It is worth noting here that in order to use permutation representations and, therefore, symmetric generations of a group as an error-correcting code, it is necessary to possess suitable decoding algorithms, see for instance [15] and [16] . The main purpose of the paper is to provide an alternative method of constructing linear codes with given primitive permutation groups. We use what we term involutory symmetric generators of finite groups to determine binary linear codes. This approach of code enumerations has several advantages over codes established as ordinary primitive permutation representations as it allows us to prescribe elements in a much more concise manner. Therefore, we set out the algorithms for symmetrically representing elements of finite simple groups and for transforming these elements in terms of their permutation representations.
Binary linear codes and symmetric generation of finite simple groups
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The paper is organized as follows: In section 2, we explain the theory behind the involutory symmetric generators of groups and present an algorithmic method for (directly) constructing transitive permutation representations for groups generated by symmetric sets of involutions. In section 3, we show that there is a one to one correspondence between symmetric and permutation representations of group elements. We also explore algorithms for shifting between two such representations and performing operations of inversion and multiplication of symmetrically generated elements. In section 4, we focus on basics of coding theory, linear codes, and detecting-correcting errors. In sections 5, we discuss the possibility of using permutation groups obtained from symmetric generators (as 2-modular primitive permutation representation) of some finite simple groups as error-correcting codes. We also determine binary linear codes arising from specific groups generated by 36 involutory symmetric generators. Furthermore, we summarize all the results in one table. We finish with section 6 in which we give our concluding remarks and some useful observations. The computations such as coset actions, point stabilizers and group memberships have carried in the algebra software package GAP [17] . The notation for group structures follows that in the Atlas of finite groups [18] .
Involutory symmetric generation of groups
Suppose that N is a maximal subgroup of a finite simple group G such that
Under the subgroup N ,
G
t the conjugacy class of t in G , splits into orbits as
is not a subset of N . Therefore, the set normalizer [19] implies that all non-abelian finite simple groups have even orders, we can show that these are images of progenitors of the form
Since the progenitor is a semi-direct product of T with N , it follows that in any homomorphic image G , we may use the equation:
to gather the elements of N on the left. Hence, a relation of the form
in a permutation progenitor becomes: .
In order to establish the order of such finitely presented group G , it is necessary to enumerate the cosets of a subgroup of known order. Naturally, we would like this subgroup to be the control subgroup N . Having obtained the action of the elements of G on the cosets of N , we can reveal its structure, see [20] for more details.
Symmetric representations and permutations
Conventionally, permutation groups emerge as automorphism groups of combinatorial or algebraic structures. As mentioned earlier, each element of the group G can be represented by a permutation on n letters; n is the cardinality of the permutation group N , followed by a word in the n involutory symmetric generators. In this section we describe the procedures which show the relationship between the symmetric representation of an element of G and the action on the cosets of N as an element of a permutation group. Given a permutation N   followed by a word w of symmetric generators, the Algorithm 1 shows how to construct a permutation, p say, which gives the action of w  on the cosets of N in G . In practice our symmetric representation is given in terms of a set of generators of N together with one of the symmetric generators. So, if the action of one of the symmetric generators, 1 t say, on the cosets of N is known, we can obtain the action of the others on the cosets of N by permuting this symmetric generator by N , the control subgroup N in its action on the cosets of N . The symmetric generator 1 t in its action on the cosets of N has the form 
Code parameters and combinatorial structure
We replace the normal setting for error correcting codes using vector spaces over finite fields with that of permutation groups. We show that a codeword can be written as a group permutation in a list format. We explain that any permutation decoding algorithm of a linear code involves finding a subset of the automorphism group of such code. Let k n, be two natural numbers and
be the group of two elements.
Words of length
n as members of , as we are working in a product of copies of F in which every element is its own additive inverse. Now, following coding theory terminology and errors detection-correction viewpoint, we can define a coding function as
. In order to transmit a word w , we would rather use the permuted word ) (w f . There is a visible constraint on the selected coding function f , for instance, f should be injective; otherwise there would be two distinct words of length k that would be received as the same word of length n . Now, we say that 
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Now, we remark that pre-multiplication (or post-multiplication) of a codeword by elements of the permutation group n S preserves the Hamming distance. Thus
In addition, the minimum degree of a subgroup G (with identity element i ) of the symmetric group n S is defined as
There is an analogy between group theory and linear code theory. For instance, the identity element plays the role of zero codeword and minimum degree is equal to minimum distance or weight. In general, two linear codes of n F are equivalent if we can get one from the other by permuting the coordinate positions of n F and multiplying each coordinate by a non-zero element of F . Moreover, for a binary linear codes C , of n F , any code is isomorphic to a code with generator matrix in standard form. Thus, any isomorphism of C onto itself is called an automorphism of C . The set of all automorphisms of C is called automorphism group of C , denoted by ) (C Aut . As mentioned above, any automorphism of the code preserves each weight class of C . We can also deduce that the automorphism group of C is thus a subgroup of n S . We conclude the section by giving the relationship between binary linear codes and permutation groups. Let ) (C G be an Abelian group of a binary linear code C . It is a group under function composition which acts on the set
Codes arising from symmetrically generated groups
In this section, we give the method for finding the representation of a group Our objective is to find low degree transitive permutation representations of this progenitor. In order to do this we first ask for permutation representations for the control subgroup exists. The construction of our codes implicitly originates from Lemma 2 in [9] . Note also that we follow the method mentioned in [21] for the minimum distances computations. Let S . We now summarize the main results of the present work in one table. In Table 1 
Conclusion
In this paper, the usual construction of binary linear codes using vector spaces over the finite binary field is replaced by using finite groups generated by conjugacy classes of involutions. We investigated permutation progenitor 2 *36 :(U3(3):2), showing how codes can be successfully enumerated using this progenitor. We also provided the algorithms to symmetrically represent elements of (codes) automorphism groups and to transform such elements in terms of their permutation representations. In general having worked with binary linear codes as automorphism groups and, therefore, codewords as permutations are inconvenient or unmanageable for large groups and in particular for the larger sporadic groups. The symmetric representation approach combines conciseness with acceptable ease of manipulation; as the operations of inversion and elements multiplication can be performed manually (or mechanically) by means of short algorithms. Eventually, his work represents the first step in a program to provide with decoding algorithms suitable for codes constructed as symmetrically generated groups. The adoption of this technique to linear codes over Fq, q is a power of prime, is possible, however the group of automorphisms has a proper monomial action on the n symmetric generators (cyclic subgroups). Our next aim is the 'nested' symmetric representations of elements of code automorphism groups in order to deal with much larger binary linear codes. 
