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An investigation based on time series analysis and turbulence 
models. 
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Abstract. A model for the simulation of particle movements in 
water should incorporate the mutual distance dependent corre-
lation. As long as reliable data are accessible a model can be 
created of the dispersion in a given area from a statistical de-
scription of turbulence. Current measurements have been performed 
in an area north of the Swedish nuclear power plant Barsebåck, 
and statistical time series analysis have made it possible to 
estimate multivariate autoregressive moving-average (ARMA) models 
for these data using the Box-Jenkins method. The correlation 
structure for the area has been investigated in detail. 
Transport and dispersion models for the marine environment are 
used in estimating doses to the population from the aquatic food 
chain. Some of these models are described with special emphasis 
on the time and length scales they cover. 
Furthermore, to illustrate the background of the simulation model, 
short introductions are given to health physics, time series 
analysis, and turbulence theory. 
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1. INTRODUCTION 
Health physics occupies a unique and important place among the 
environmental sciences. Concerned primarily with radiation pro-
tection, it encompasses such topic9 as dot.e calculations and ac-
tivity measurements. In contrast to other types of pollution con-
centration, radioisotopes can be detected at extremely low 
levels. Since there exists a well established relationship be-
tween a received radiation dose and the resultant detriment, it 
is possible to determine the health effect of any amount of ac-
tivity. 
Because they can be detected at ouch low levels, radioisotopes 
can be used to trace the transport ind dispersion of other forms 
of pollution, and, in some cases, to test different transport 
models. 
Detailed investigations have bee-i made concerning the transport 
and dilution of radioactive materia?« in the atmosphere and the 
terrestrial environment. 
Interest in aquatic pathways has be*n less pronounced; probably 
the risk related to water-bor.ie releases is less acute than that 
related to atmospheric releases, since transport is much faster 
and less controlled in the air. 
The form of a model for watte transport is sensitive to the time 
and length scale considered, but i*v *ny case the dilution mech-
anics should be evaluated. Thus, the concept turbulence is an im-
portant factor to analyse in the mc<!*l construction. Turbulence 
is stochastic in its nature; the aru'ysis therefore should be 
based on statistical terms. 
In general, models should be handled <#ith great care, with sep-
arate analysis of each model's assumptions. It is important to 
know whether a model is based on theoretical explanation, on 
measurements, or both. The possibili-/ of verification is also 
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relevant* Depending on their purpose, some models are easy to 
verify experimentally. Whereas some can be impossible to verify, 
either because they cover too long a tine span, or because they 
result in an unlikely occurrence (a "100 year wave", a reactor 
accident, etc.). The exactness of results, which can differ con-
siderably among models, should also be taken into account. 
Time series analysis, a statistical tool which has been used in 
fields ranging from meteorology to economics to medicine, can be 
useful in describing the development of stochastic processes over 
time. In this report a time series model for turbulence is con-
structed based on current measurements performed especially for 
the purpose of providing data for that model. 
The structure of the model is based on a theoretical description 
of turbulence. The parameter values are based on the current 
measuring program. Our aim in producing this model is to simu-
late the dilution cf a discharge of radioactive material into 
the marine environment. Operation of this model will produce 
various statistics, including mean and maximum concentrations. 
With the use of bioindicators some aspects of the model, such 
as long-term average dilution, can be verified. Thus, the ob-
jects of the study have been to develop methods for model build-
ing using time series analysis and to test the applicability of 
such models in practical health physics. 
As can be seen above, the report contains elements of turbulence 
theory, time series analysis, and health physics, h short intro-
duction to each area is therefore given (Chapter 2). The selec-
tion of marine environment transport models found in Chapter 3, 
illustrates diverse purposes and methods, including the demand 
for data. The current measurements, which provide the basis for 
the simulation model, are described in Chapter 4, where the im-
portant correlation analysis is also performed. In Chapter 5 we 
explain how time series analysis (Box-Jenkins method) can be used 
to describe a current. The results are used in Chapter 6, and the 
simulation model is specified. A verification of some aspects of 
the model is found in Chapter 7, where the reliability of bio-
indicators is also examined. 
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2. THEORETICAL BACKGROUND 
2.1. Turbulence and diffusion 
2.1.1. Introduction 
In the chapters that follow, sone elements of the theory of tur-
bulence and diffusion are applied, and will therefore be men-
tioned briefly here. Several textbooks on the topic exist and 
for further studies reference can be made to Fischer et. al 
(1979) and Lumley and Panofsky (1964), among others. Rather than 
providing a detailed introduction, this section serves merely as 
a reference for the rest cf the report. 
Most authors point out that a precise and common definition of 
turbulence cannot be given. Instead, turbulence is described by 
some of its properties. Usually the current (or wind) velocity 
is expressed in the following way: 
ut - D + uv (2.1) 
where ut is the current velocity, U the mean velocity, and u' 
the turbulent, irregular fluctuations around this mean. In con-
trast to laminar flow, turbulent flow is characterised by a large 
Reynolds number R * UL/v, where U is the mean velocity, L a 
characteristic length scale, and v the viscosity. 
Turbulence is stochastic in its nature, which means that predic-
tions and descriptions of the flow must be based en statistical 
terms. The equations of motion have not been shown to yield a 
unique solution for a given set of conditions, and in practice, 
no matter how carefully the conditions of an experiment are re-
produced, the velocity field cannot be predicted in detail. 
Another important feature of turbulence is its ability to dis-
perse properties. In laminar flow, a dye thread will exist for a 
long time; whereas in turbulent flow, it will soon grow indis-
- 8 -
tinet. This phenomenon partially explains the wide-spread 
interest in describing turbulence, and is also the topic of the 
present study. 
A discharge into the sea is affected by a current in two ways ac-
cording the aforementioned equation (2.1), where U represents 
the important average transport of the center of mass, and u' is 
responsible for the diffusion around this center. Often the word 
dispersion expresses advection plus diffusion, where advection 
means "transport by an imposed current system, as in a river or 
coastal waters" (Pischer et. al. 1979). Sometimes it is used to 
indicate the effect of both turbulent diffusion and shear, i.e. 
the diffusing effect of a velocity profile. 
In Chapter 4 we discuss the question of separating U and u*. 
2.1.2. Turbulence 
In creating a statistical description of turbulence, we must 
consider the concept of correlation. The cross-correlation be-
tween the velocities of two points, F and P', is divided into a 
longitudinal and a transverse component. If r is the distance 
between the two points, Uj and uj the velocities in the direc-
tion of the line between the two points, and u2 and u2 vel-
ocities perpendicular to this line (Pig. 2.1), the longitudinal 
correlation f(r) is defined as 
EJujuJ} 
f- f(r) « _ (2.2) 
Hi 
where u% is the variance of Uj. 
Similarly, the transverse correlation gir) is defined as 
E{u2u2} 
g * g(r) .
 {2,3J 
H2 
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up(x*r) yU n(x+r) 
Un(x) / 
u2f(r) u?g(r) 
Fig. 2.1. A symbolic representation of the longitudinal 
and transverse correlations (Lumley and Panofsky, 1964). 
For both correlations it is intuitively clear that the value 
tends towards 1 as r approaches 0 and tends towards 0 as r ap-
proaches infinity. In case of isotropy a relation exists between 
f and g: 
1 3 
g(r) = (r2f) (2.4) 
2r 3r 
Assuming an exponential function for f, f(r) « exp(-r/L) this 
relation leads to g(r) = (1-r/2L)exp(-r/L). 
One problem of major concern in dispersion invesitigations is 
the difference between Eulerian and Lagrangian description. 
Bulerian current measurements, i.e. measurements from a single 
point, are easy to obtain, whereas Lagrangian measurements, i.e. 
measurements related to a single particle following the current, 
are much more difficult to obtain. But the problem of transport 
and diffusion is most easily interpreted in Lagrangian terms; 
however, it is connected with particles, rather than points. Many 
authors have been interested in the theoretical problem of relat-
ing the two descriptions, e.g. Kofoed Hansen and Wandel (1962). 
The Bulerian autocorrelation fE is defined as 
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fE(x) • u2 = uTTtTiTjTt+Tp (2.5) 
where the overbar indicates average value. The Lagrangian auto-
correlation fL is expressed in the same way, but u is now related 
to a fixed particle. Hay and Pasquill (1959) give the hypothesis 
fE(T) - fL<BT) (2.6) 
which is intuitively understandable since it indicates that the 
only difference between the two formulas is a matter of scale. 
Changes in the velocity of a particle takes place more slowly 
than changes at a fixed point. 
Many expressions for B exist, e.g. 6 = ti^ /oui (Engelund, 1969) 
and 8 * ^n/4 i**1, (Kofoed Hansen and Wandel, 1962) where i is 
the intensity of the turbulence defined as u/\3. 
To simplify the description of the current field some assumptions 
usually are made. The turbulence often is said to be stationary, 
i.e. the mean and all moments of higher order are constant in 
time. Also homogeneity is usually assumed, i.e. the statistical 
properties of the flow are the same at all spatial points in the 
area considered. These two assumptions imply that the variance 
of the velocity is steady and does not change with time or po-
sition. The third frequently used assumption is isotropy, i.e. 
the properties of the turbulence are unchanged by a rotation of 
the coordinate system. 
Lumley and Panofsky (1964), among others, have an introduction to 
the spectral theory of turbulence. One important result of apply-
ing the spectrum is the "Kolmogorov law" or the "-5/3 law". It 
states that in the inertial subrange, where no production or dis-
sipation takes place, i. e. there is only inertial transfer to 
smaller and smaller eddies, the spectrum must have the form 
E(n) « o e2/3 n-5/3 (2.7) 
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where n is the frequency, <* a constant and e the dissipation of 
turbulent velocity fluctuations by molecular friction. An example 
of such a spectrum is given in Fig. 4.11. 
Usually meteorologists describe their spectra by means of a log-
arithmic frequency scale and an ordinate which represents the 
product of frequency and spectrum estimate nS(n). Thus, the area 
between two frequencies expresses variance contributed by the 
frequency interval. 
2.1.3. Diffusion 
After this very short introduction to some elements of turbulence 
theory, its application to diffusion problems will be described. 
The discussion here is mainly based on Fisher et. al. (1979), but 
many other references have been used (Mikkelsen, (1982), Gryning 
(1981), Odgaard (1975), and others). 
Subsequently, we will provide a more stringent explanation of the 
ambiguous term "Spread of pollution." First of all we shall con-
sider a large number of particles released at the same time and 
placed in a turbulent flow. For convenience, only two dimensions 
will be considered and the mean current will be ignored by 
choosing a coordinate system following the mean current. After 
some time, the particles will form a "cluster" of uneven shape, 
with a new center of mass (see Fig. 2.2). A repeated trial would 
result in another cluster shape and yet another center of mass. 
Two interpretations of repeated trials exist. One approach is to 
average over all of the releases to obtain an ensemble average. 
At a fixed point in space this may result in a number of zeros 
plus a few large values. "This type of average may be meaningless 
to an organism subject to release of a pollutant, because the few 
high concentrations may kill the organism and the large number of 
zeros cannot bring it back to life" (Fischer et. al. 1979). On 
the other hand, assuming non-fatal concentrations, seaweed for 
instance presumably performs this integration with at least some 
radionuclides, (described in detail in Chapter 7). Another ap-
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+ 4* f 
(a) 
+ +# 
(b) 
/* \ 
+ ® ( + J >' + 'i \ / 
(c) 
»dl '*-' 
Fig. 2.2. Diffusion in homogeneous, isotropic turbulence 
with zero mean velocity. The largest scale of motion is 
slightly larger than the largest clouds shown, (a) Spread 
of a single cloud, (b) Spread of a second cloud, (c) 
Spread of the ensemble mean, (d) Spread of the ensemble 
mean of clouds after superposition of centers of mass (cf 
text) (Fischer ot al. (1979)). 
proach is to follow each cloud singly, superposing the centers 
of mass, and then to average the ensemble of releases. 
The different averages can be expressed mathematically. Let 
n(x,y,t) be the concentration observed at point x,y at time t and 
let p(n|x,y,t)dn be the joint probability that the concentration 
of tracer material has a value between n and n + dn at the point 
x,y at time t. Then 
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C(x,y,t) = E{n(x,y,t)} = / np(r.|x,y,t)dn (2.8) 
o 
where E indicates the ensemble mean and C(x,y,t)dn means the 
ensemble average of tht_ concentration n(x,y,t) after mar^ re-
peated trials in which identical clouds of particles are released 
under the same statistical conditions. 
For a single cloud the x-coordinate of the center of mass x is 
found as 
1 . 
x = — J / xn(xfyft)dxdy (2.9) 
H _00 _0» 
where M is the total mass of the cloud. The variance of the 
cloud, i.e. the mean square x displacement about the center of 
mass of particles in a single cloud, is given by 
m OO 00 
°x S~"J / u-x)2n(x,y,t)dxdy (2.io) 
The expected x position of the center of mass is 
E{x} «.—-J / xC(x,yrt)dxdy (2.11) 
N _0» _flD 
The overall variance of the concentration in the ensemble of 
clouds with respect to the expected position of the overall cen-
ter of mass is 
* 00 00 
zls~~f f (x-E{x})2C(x,y,t)dxdy (2.12) 
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It can be seen that 
Ex = E|o2| + E{(x - E{X}) 2} (2.13) 
or in words: The variance of the ensemble distribution about its 
expected position is equal to the ensemble average of the vari-
ance of each cloud about its center of mass plus the ensemble 
mean square displacement of an individual cloud's center of mass 
from its expected position. 
The size of an individual cloud can be defined as 
*(t) = (1/2(ø2 + °2))V2 (2.14) 
where in case o% = Oy,l{t) - ox is the radius in a circle. The 
size of an average cloud is 
L(t) = (1/2(12
 + r2})1/2 (2.15) 
indicating that the average size of a cloud as formed from the 
ensemble is 
L2(t) = E{i2(t)} + - [E{(x-E{x})2} + E{ (V_-E {yj)2} ] 
(2.16) 
confirming the result from Fig. 2.2 where the width of the 
ensemble mean concentration profile is larger than the average 
width of a cloud. 
Thanks to Taylor's classical work (Taylor, 1921) it is possible 
to calculate the length L, using some sensible assumptions. Look-
ing at one dimension and only at stationary homogeneous tur-
bulence and using a coordinate system following the mean velo-
vity of the current, it is seen that 
. m m 
L2(t) - E3 * - / / x2c(x,y,t)dxdy (2.17) 
M — — 
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which means that 
L2(t) * EJx2} (2.18) 
Thus, finding the ensemble mean size of the cloud is equivalent 
to finding the ensemble mean square displacement of the fluid 
particles. 
The location of a particle is 
t 
x(t) = / udt , (2.19) 
o 
where u is the velocity and thereby 
0 t t 
E{xz(t)j = / / Eiu(T1)u(T2)}dTrdT2 (2.20) 
o o 
Now the correlation function is used 
Rx ( T2~ T1 } s B1U(T 1)U(T 2)}/E{U 2} , (2.21) 
thus giving 
E ( x 2 ( t ) } r
 E { u 2 / / Rx( f 2 - r l ) d T 2 d T 1 ( 2 . 2 2 ) 
O O 
By changing the variables of integration: S = r2 - c1 and r = 
('1+t2>/2r Taylor solved the integral to 
t 
E{x2(t)} * 2E{u2} / (t-s)Rx(s)ds (2.23) 
o 
For short times (Rx » 1) it gives 
E{x2} = E{u2}
 t2 (2.24) 
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and for long times 
E{X 2} = 2E{u2} Txt (2.25) 
where 
m 
Tx = / Rx(s)ds (2.26) 
o 
is the Lagrangian time scale. Also, for long time 
dE{x2}/dt = 2 E { U 2 } T X (2.27) 
showing that after some time the cloud grows linearly with time. 
The similarities with molecular diffusion are obvious, and a 
"turbulent mixing coefficient" can be defined 
1 dE{x2} 
e_ = = E{U 2}T„ (2.28) 
2 dt 
relevant some time after the release when the initial separation 
is forgotten, and leading to a diffusion equation 
3C 32C 32C 
•
 ex + ev (2.29) 
3t 3x2 y3Y2 
When a Lagrangian length scale *L *-S defined by 
%\ * E{U2}T2 (2.30) 
indicating the distance a particle will travel before losing 
memory of its initial velocity, it is seen that ex • *L(E{u2})1/2, 
stating that the turbulent mixing coefficient is the product of 
the Lagrangian length scale and the intensity of the turbulence. 
- 17 -
A »ore general use of cx is an expansion of the diffusion 
equation to 
ae ac 9c a »c a ac 
— • u — + v — = — (c x—) • — («y—) (2.31) 
at »x *y 3x 3x ay 3y 
If the time from release is less than the Lagrangian time scale 
Tx, a careful investigation of relative diffusion, i.e. the sep-
aration between two particles, is needed. Now an ensemble mean 
concentration is formed by averaging the concentration at points 
equidistant from the center of mass of each cloud in the trial. A 
new term is now defined, the ensemble mean concentration formed 
by aligning the centers of mass 
*(X,t) = E{n(X-X,t)} (2.32) 
where 
X = X - X , (2.33) 
and from this 
E|a2} = _ J /x^(x,t)dxxdxy (2.34) 
Looking only at two particles separated by the distance s in one 
dimension and using dimensional analysis, Batchelor (1952) came 
to the result 
dE{S2} 
e1/3[E{s2}]2/3 (2.35) 
dt 
showing that the rate of increase of the mean square separation 
of particles is proportional to the mean square separation to 
the power 2/3. Since the description of the mean square separ-
ation from the center of map- of a pair for all pairs of points 
in an ensemble will be identical and will be exactly the same as 
the description of the mean square displacement from the center 
of mass, it can be shown that a differential equation exists 
- 18 -
— ' — ( K ) (2.36) 
»t »xK »x, 
where 
1 dE{x2l 
K » * aE{x2}2/3 (2.37) 
2 dt 
& being a constant. The diffusion coefficient is proportional to 
the 4/3 power of the sixe of the cloud, and this is known as the 
"4/3-low". In Pischer et. al. (1979) it is said that the dif-
ferential equation in the ocean can be used fro« 101 • to 10* m. 
Pig. 2.3 illustrates the influence of the sixe of the eddies on 
the dispersion/transport process. 
Por a »ore detailed description of the growth of a cloud in a 
homogeneous and stationary field of turbulence, see e.g. Mikkel-
sen (1982), which also contains a discussion of the experimental 
verification of the theories used in the analysis. 
2.2. Time series analysis 
2.2.1 Introduction 
The statistical analysis of the current measurements (Chapter 4 
and 5) and the dispersion model described in Chapter 6 are based 
on time series analyses; therefore an introduction to this topic 
will be given in the present chapter. The term time series is 
used to describe a realisation of a stochastic process. Examples 
of this are legion and exist in many fields: economics, physical 
sciences, social sciences, geography, etc. A few examples can be 
stated here: stock prices, temperature measurements, emigration 
rates, etc. 
The intention in this chapter is to provide a basis for the 
chapters which follows. It starts with a description of Box-
Jenkins method for ARMA models, (Box and Jenkins (1976)). Then, 
in 2.2.3 the use of these processes in model building is de-
- 19 -
Fig. 2.3. Idealized dispersion patterns, (a) A large cloud 
in a uniform field of small eddies, (b) A small cloud in a 
uniform field of large eddies, (c) A cloud in a field of 
eddies of the same size as the cloud (Slade, 1968). 
scribed. In 2.2.4, the spectral representation for a process is 
investigated and extensions of the theory, such as multivariable 
processes and adaptive estimation, are presented. 
2.2.2. Arima-models 
To make the notation easier some operators are used below. The 
one most often used is the backward shift operator defined by 
BZt * Zt_i; thus Bjzt * zt-j* T h e inverse of this is the for-
ward shift operator P • B"1 defined by FZZ « Zt+1; thus P^Zt • 
Zt+j. Also important is the backward difference operator ?z -
Zt - Zt_i * (i-B)Zt and its inverse, the summation operator, 
- 20 -
»
- 1Z t • SZt * 
z
 *t-i = *t + 2t-1 + *t-2 + ••• * (' • B •»• B 2 • . . ) * t 
(1-B)_1Zt 
(2.38) 
For discrete tine series an important analytical tool is the 
autocovariance and the autocorrelation function. 
The covariance between Zt and its value Zt+fc separated by k lags 
(intervals of tine) is called the autocovariance at lag k and is 
defined by 
Y)c = C0V[zt, Z t + k] = E[(Zt - M)(Zt+lc " V)] (2.39) 
where M is the mean value for the process. 
The autocorrelation at lag k is defined by 
EhZt-wMZt+k"11)] *k pk * = — (2.40) 
°l Yo 
implying that P 0 » 1. 
Used in the identification of an ARMA-model is also the partial 
autocorrelation coefficient defined by 
det Ufc 
• v v ' - —
 s
- , (2.41) 
KK
 det Vfc 
where 
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1 
»k-1 
»1 
PI 
1 
»k-2 • 
Pi 
1 
k<»k-1 <>k-2 
"k-2 
"k-3 
*1 
pk-2 
*»k-3 
*1 1 
»1 
«»2 
*k 
»2 
(2.42) 
(2.43) 
The andels described in the following are examples of what are 
called linear discrete processes. They can be looked upon as out-
put fro« a linear systen to which the input is white noise, i.e. 
series of independent "shocks" At satisfying 
vt » E(At) 
o\ « V(At) 
* 0 
E(A?) = „2 s a 
(2.44a) 
(2.44b) 
Yfc * cov(At»At4k> * E t A t " At+k* = °' k * ° (2.44c) 
• (B) 
r 
white noise 
At 
linear 
filter 
Thus, the process has the representation: 
Z t » u + A t + *iAt_j • .... * u • **B)At (2.45) 
where 
*(B) » 1 + £ *-* B-i 
j-1 J (2.46) 
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If the process has to be described in tens of earlier values of 
itself instead of earlier shocks the operator * is needed 
6 
MB) « 1 - I «jBj , (2.47) 
thus l ead ing t o 
Z t = *(B)A t and MB.iZt = A t ( 2 . 4 8 ) 
where 
Zj > Z t - * ( 2 . 4 9 ) 
If *{B) or »(B) are finite series (i.e. *j or »j is zero after a 
certain point) they are called autoregressive (AR) or aoving 
average (HA) processes. A HA(q)-process can be written as fol-
lows: (below, Zt is used instead of It, assuming that the 
process has zero aean) 
or 
Zt * At - 81*t-1 - *2At-2 ~ -••- " eq*t-qr (2.50a) 
Zt « (1-^B ....-6 B*')At * 0(B)At (2.50b) 
This process is always stationary but only invertible if the 
roots in the characteristic equation Z^-BjZ*'-1 -...•_« 0 lie 
inside the unit circle. 
An AR(p)-process can similarily be written as follows: 
Zt * *lZt-1 + *22t-2 • ••• + »p^t-p * At (2.51a) 
or 
(1-*1B-*2»2 - ••• -•pBP)*t " ht (2.51b) 
or 
•(B)Zt - At (2.51c) 
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The process is always invertible but stationary only if all roots 
in the equation 
ZP-^ZP-1 - ... -*p = 0 (2.52) 
lie inside the unit circle. 
These two types of processes can be combined to form an auto-
regressive moving average process of order (p,q). 
Zt = •iZt-T + *2zt-2 + •••• + *pzt-p + At - BjAt-! 
(2.53a) 
-
 e2At-2 " ••• eqAt-q 
or 
(i - *}B2 - . . . - *pBP)zt = (1 - e ^ - e2B2 ... 
(2.53b) 
- vq,At 
or 
6(B)Zt = 6(B)At (2.53c) 
where • and 8 are polynomes of orders p and q, respectively. 
If the original process Zt is not stationary, a "differencing" 
can be made. If this new process is stationary and can be de-
scribed by an ARMA-process, the original process is said to be an 
integrated ARNA or ARIMA-process. An ARINA (p,d,q) process is de-
fined as follows: • (B)V(Jzt = e(B)At, where the difference oper-
ator v" is described earlier, and where d is the degree of differ-
encing. 
In case of seasonal variation in the data, the ARIMA-process can 
be expanded to a general multiplicative seasonal model. A 
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seasonal difference operator is defined by Vg = 1 - B , i.e. 
VgZt = Zt - Zt_s# and the multiplicative (p,d,q) x (P,D,Q)S 
seasonal model is defined by 
• (B)*(BS)VdV*?Zt - e(B)9(BS)At (2.54) 
where <J> and 6 are polynomiums of degrees p and q and « and e are 
polynomiums of degrees P and Q. An example from Conradsen and 
Spliid (1981) can illustrate the method and the advantage: 
A (2,1,1) x (1,1,0)^2 model is described by: 
• (B)»(B'2)VZt = 6(B)At => [1 - d + ^ JB - (^-^JB2 
-l- «2B2 - ^ B 1 2 + ^ ( H ^ J B 1 3 - *1(*1-*2)B14 (2.55) 
- •2«1B15Jzt = d-e1B)At 
Using only four parameters, differences up to the order of 15 
are constructed. The model was used to describe the tidal vari-
ation at Esbjerg on the North Sea Coast. This variation includes 
an almost sinusoidal component with a 12.42 hours period pretty 
well approximated by the model which Jescribed some 95% of the 
variation. 
2.2.2.1. Numerical examples. Figure 2,4 shows two examples of the 
autocorrelation function: one for the north component of the cur-
rent velocity in a specific point and the other for the east 
component. Both are taken from an earlier investigation of cur-
rent measuremnts (Boelskifte 1980). 
These current velocities were found to satisfy the followinq 
ARMA (1,1»-models: 
Vn(t) = 0.96 Vn(t-1) - 0.55 An(t-1) + An(t) (2.56a) 
Ve(t) - 0.95 Ve(t-1) - 0.31 Ae(t-1) + A9(t) . (2.56b) 
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Fig. 2.4. Two examples of an autocorrelation function, 
north and east component. 
The next example is taken from a quite different field of science 
(Fogerty, 1984); it makes use of a seasonal model and describes 
the catch, Zt, of the American lobster 
12 Zf = (1-e.B)(1-9B")A 
12 (1+0.4317B)(1-0.3417B"t)At 
= 0.4317At_-| - 0.3417A t_1 2 - 0.1475A t_1 3 + A t 
(2.57) 
2.2.3. Use of ARIMA-models 
In the previous section some definitions related to ARIMA-pro-
cesses have been given. In this section the use of these pro-
cesses in practice is described. The fitting of an ARIMA-model 
to some data is a three-step process. First, identification must 
be performed, i.e. what is p,d,q, or the order of the polynomiums. 
In Box and Jenkins (1976) identification is described as "the use 
of the data, and of any information on how the series was gener-
ated, to sugqest a subclass of parsimonious models worthy to be 
entertained". Identifying d, the degree of differencing, is the 
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first step, and here the autocorrelation function can be used, 
because it will tend to zero for lag •»• • iff the process is 
stationary. For different values of d the autocorrelation for the 
process V dZ t is examined. When it goes towards zero quickly, d 
is the necessary degree of differencing. Usually d equals 0, 1 or 
2 and most often it will be necessary only to inspect the first 
20 autocorrelations. 
To find the values of p and q, the autocorrelation and the par-
tial autocorrelation are used. For a MA-process the autocorre-
lation has a cutoff after q lags, while its partial autocorre-
lation tails off. For an AR(p)-process the partial autocorre-
lation has a cutoff alter p lags and the autocorrelation tails 
off. If both the autocorrelations and partial autocorrelations 
tail off, a mixed process has to be identified. If q > p the 
autocorrelation function is a mixture of exponentials and damped 
sine waves after the first q - p lags. If p > q the partial auto-
correlation function is dominated by a mixture of exponentials 
and damped sine waves after the first p - q lags. Examples of 
identification and handling of problems due to large variances 
in i.vd high autocorrelation between estimated autocorrelations 
can be found in Box and Jenkins (1976). 
Estimates of the parameters can be made in many ways. However, it 
is not the intention here to discuss different procedures. Again 
a reference is made to Box and Jenkins (1976) where the estimate 
is examined in detail. In the present study a method developed by 
Spliid (1983) is used. It is a fast estimate algorithm designed 
to handle multivariate ARIMA-models (see Ch. 5). 
After the estimate, diagnostic checks are applied to the fitted 
model. The principle is to look at the residuals, i.e. the devi-
ation of the original process from the estimated one, and see if 
they fulfil some restrictions. Since the estimation is a quick 
procedure on a computer, in practice one fits different models 
(different p's and q's) to the process, and then compares the 
properties of these models and their residuals. Examples of this 
will be given in Chapter 5. 
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One of the advantages of ARINA models is that forecasting is a 
relatively simple process. The calculations are based on minimum 
mean square err>»r forecasts, i.e. the principle is to minimize 
the term E[(Zt+Jl - Zt(*)) ], where Zt(*) is the forecast at time 
t+*. For an ARIMA-process •(B)Vdzt * 9(B)At the term 
Zt<£) = *tAt + +t+1Az-1 + *t+2At-2 + ••' <2'58> 
is the forecast after minimizing the expected mean square error. 
The •(BJ polynomium can be found by solving the equation system 
system 
•j = 0 j < 0 
*1 = <h - 61 
+2 = *1*1 + *2 ~ e2 
(2.59) 
*j = { 
• l»j-1 + .... *p+d*j-p-d ~ ej ' 3 > p + d 
6j = 0 for j > q 
Another important property of ARIMA-models is the relative ease 
with which they allow simulations of a system to be created. 
Examples of this are given in Chapter 6. 
Sortie expansion of the ARIMA-processes are the transfer function 
models used to describe dynamic system with a known input X^, 
dn output Yt and if necessary some *daeC noice Nt, where Yt * 
v(B)Xt, and where v(B) is called tne transfer function of the 
system. If the noise is taken into account, it is assumed that 
it can be represented by an ARIMA (p,d,q) process 
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Nfc = •~1(B)C(B)At, (2.60) 
leading to the model 
Yt = «~1(B)u)(B)Xt_b + •"1(B)8(B)At (2.61) 
given 
«(B)Yt = u(B)Xt_b (2.62) 
and 
v(B) = fi-1(B)w(B)Bb (2.63) 
These types of models are more qeneral than conventional re-
gression analysis. They describe a relationship between two physi-
cal parameters in a dynamic system disturbed by noise. They are 
also able to compensate for the effects of trend, seasonal vari-
ation and other nonstationary behaviour. Hosmer (1984) provides 
a significant oceanographic example in which water temperature 
measurements are analysed in order to describe the current situ-
ation in a large area. 
Water temperature recordings from the northeastern US continen-
tal shelf at different positions and different depths during the 
years 1950-1980 have been analysed. The region has been divided 
into 11 compartments, and relations between temperature measure-
ments in these have been sought out. Seasonal variation could be 
modelled. A transfer function model describes the monthly (13 
lunar months per year) temperature in the area called Georges 
Bank shallow area (X) as a function of the temperature in the 
Middle Atlantic deep area (water depths greater than 150 meters) 
(Y): 
Xt - Xt.! + Xt_13 - Xt_14 • 0.24Yt_2 - 0.24Yt_3 - 0.24Yt_15 
(2.64) 
+ Yt-16 • «t - 0.82at-i - 0.75at-i3 + 0.62at-i4 
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Similar models are estimated for the other areas, and a descrip-
tion of the current between the compartments is found to agree 
with oceanographic data. The paper concludes that "bivariate 
ARIHA models could be used as another tool for unraveling some of 
the mysteries of ocean dynamics". 
It is expected that in the future, time series analysis will play 
a more dominant role in the statistical analysis of environmental 
data. To quote Austin et. al. (1984) "Time series analysis offers 
the basis for a bridge between the observations and model build-
ing". 
The bivariate models lead to an important feature widely used in 
the present study, viz. the cross correlation function. The 
series Zt and Yt can be looked upon as one bivariate stochastic 
process, and the cross covariance YXy(k) between the two series 
separated by k lags is given by 
Yxy(k) = E[(xt-Px)(Yt+k-ux)] , k = 0,1,2 ... (2.65) 
and similarly for Y V X . 
It should be noticed that Yxy(k) generally differs from Yvx(k), 
but that YXy(k) - YyX(-k). The process is not necessarily sym-
metrical about k = 0. Prom this, the cross correlation function 
is defined: 
Yxy(k) 
oxy(k) = — • , k - 0, ± 1, ± 2 ... (2.66) 
oxoy 
2.2.4. Spectral representation of time series 
Until now, the series have been studied in the time domain. An-
other approach is to look at their representation in the fre-
quency domain. The sample spectrum of a time series is the cosine 
transform of the estimate of the autovariance function (Box & 
Jenkins, 1976). 
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N-l 
1(f) = 2(c0 + 2 E CjcCOS(2Tffk)) , 0 < f < 1/2 (2.67) 
k=1 
where N is the length of the series and C^ the estimate of the 
autovariance function. The power spectrum is defined by 
rvv(f) - A E Y„(k)e_i2lr,tf& , — < f < — (2.68) 
x x
 k=-- 2A 2A 
A is the time interval. 
A detailed description of spectra and their use is found in 
(Jenkins & Watts, 1968). When using filters (highpass, lowpass, 
and bandpass), the spectral repesentation is the most convenient. 
In interpreting some physical measurei. ts, spectra are also very 
useful, as will be seen in Chapter 4. (Also, Koopmans (1974) has 
a comprehensive description of spectral analysis). 
When a signal has tho main part of its variance at a few fre-
quencies (e.g. water level measurements have a peak around the 
tidal cycle, approx. 12.42 h) this feature disturbs the analysis 
at other frequencies. To filter out these frequencies a variety 
of filters are available. The principle applied here is a "win-
dow" following the time series and performing one or another kind 
of integration: 
T 
Y(t) - / h*(u)X(t-u)du (2.69) 
-T 
wt^re ht(t) is the transfer function. The impulse response func-
tion (or weight function) of the filter is the transfer function 
multiplied by the actual "window". 
For an ARMA model <fr(3)Zt » 6(B)At the spectrum is 
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S(f) = 
2« k = 0
— 
q
 t e.-^i 
j=o J 
(2.70) 
Thus the ARMA-model can be seen as a parameterized description of 
the process, whereas the spectrum is a function of the frequency 
f. 
2.2.5. Other ARIMA models 
The bivariate stochastic process has already been mentioned and 
a natural expansion of that is the multivariate (or vector) stoch-
astic process. Por a multivariate ARMA(p,q)-process of dimension 
r the representation is as follows: 
it = *i£t-i + • |pZt-p + At _ 81A-t-1 " 
- !iit-c 
or in general 
(2.71a) 
+ (B)£t = e(B)At (2.71b) 
where Z^ and At a-e vectors of dimension r and ^ and 8^ are 
matrices of dimension r x r. As an example, the resulting 
equations are given below for r = 2, p = 1 and q * 1 
it ( —)'ht 
z2,t 
L n t , 
lz,t 
(2.72a) 
•11 *12 e11 e12 
| a ( ) and e = ( ) 
•21 *22 e21 °22 
(2.72b) 
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leading to 
»l,t * •l1*1,t-1 + »12*2,t-1 + *1,t " •l1*1,t-1 - e12*2,t-1 
(2.72c) 
*2rt a •21*1,t-1 + *22*2,t-1 • A2,t " e21*l,t-1 - 822*2,t-1 
(2.72d) 
A e N(0, E) is white noise. 
For Multidimensional tiMe series an iaportant concept is the co-
variance aatrix defined by 
'21 
'nl 
'12 
'n2 
'In 
'2n 
.2 
(2.73) 
where o 12 i s t h e covariance between Zj and Z2. 
Estinates of HARIMA-processes car. be Made using the algorithm by 
Spliid (1983) Mentioned previously. After Making the estiMation 
the presence of cross correlation in «he residuals Must be tested. 
Thi3 can easily be done as follows: 
Model: HB)Yt « 9(B)Af (2.74) 
To test whether the Model fits the datar yet another Model can be 
fitted to the residuals, 
C(B)At - E t (2.75) 
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where C(B) is an autoregressive matrix polynomium of relatively 
high order. If 5 turns out to be significantly different from 
the unity matrix, this indicates that the ARNA-model does not 
describe all important aspects of the original data. The signif-
icance of each parameter in Z can be checked using an F test 
technique (P = {•p/a$p)2)- See also Spliid(1980). 
2.2,6. The Kalman filter 
In many applications adaptive forecasting is an important tool. 
Therefore, it will be described briefly as follows: Consider the 
discrete system described by the equations 
X(t+1) = *X(t) + v(t) (2.76) 
Y(t) * ex(t) + e(t) (2.77) 
where X is an n-dimensional state vector, Y a p-dimensional vec-
tor of observed outputs and v(t) and e(t) are sequences of in-
dependent Gaussian vectors with zero mean values and the covari-
ances 
Ev(t1)vT(t2) = Ri for ty = t2 , 0 otherwise 
E v U ^ e T U j ) = 0 (2.78) 
Ee(t1)eT(t2) * R2 for t1 = t2 , 0 otherwise 
and where the matrices • , 0, R, and R2 may depend on time. The 
description is based on the one given by Astrøm (1970), but a 
number of textbooks give an introduction to the Kalman filter, 
e.g. Bennett (1979). The estimate of the state at time t + 1 
based on earlier outputs from the system which minimizes the 
prediction error is the conditional mean X(t+1|t) which satis-
fies the recursive equation 
X(t+1|t) - •X(tlt-I) +K(t)[Y(t) - 6X(t|t-1)J (2.79a) 
X(tolt0-1) - m (2.79b) 
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The matrix K(t) is given by 
K(t) = •P(t)0T[ep(t)ei,+R2]-l (2.80) 
where ?(t) is the covariance of the estimation error 
P(t+1) = •P(t)eT + RT - •P(t)eT[ep(t)9T+R2] "1ep(t)*T 
(2.81a) 
P(tQ) = R0 (2.81b) 
This is called the Kalman filter and has been used for a wide 
range of problems. Further details on this topic will not be given 
here. However, in Chapter 5 we will demonstrate its use. 
2.3. Some elements of health physics 
2.3.1. Introduction 
After the introduction to statistical turbulence theory and time 
series analysis, elements of health physics will be described in 
this section. Since the purpose of creating dispersion models for 
radioactive material is to provide the basis for reliable dose 
assessments, the terms related to the calculation of detriments 
will be quoted. The dose terms reproduced will be used in the 
chapter about dispersion models (Ch. 3) and the chapter about the 
verification of the simulation model (Ch. 7). One reference, 
(ICRP, 1977), form the basis for the present section. 
2.3.2. Some definitions 
Like energy, activity is an example of a word that has a col-
loquial meaning and a different, precise scientific meaning. The 
radioactivity, A, is defined by 
A * dN/dt (2.82) 
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where dN is the expectation value of the nuaber of spontaneous 
nuclear transitions in the tiae interval. The unit is Becquerel 
[Bqj, giving the nuaber of transitions per second. (Old unit: 
1 Curie = 3.7 • 1010Bq). 
Each nuclear transition results in sow kind of radiation, the 
effect of which on »atter depends on the Magnitude of the rad-
iation field and on the degree of interaction between the rad-
iation and matter. This is Measured by the specific enerqy 
Z * c/» (2.83) 
where e is the energy imparted and • is the Mass. The unit nas a 
special naae. Gray (Gy). 1 Gy = 1 J kg (1 Gy = 100 rad). 
The absorbed dose, D, is derived fro« the specific energy: 
D = de/da (2.84) 
where de is the aean energy iaparted to natter of aass da by 
ionizing radiation. The unit is 1 Gy * 1 J kg" . 
Years ago, the unit used in radiation protection was the Rontgen 
(R). It is the unit for exposure, X, which is the quotient of do 
by dm, where the value of åQ is the absolute value of the total 
charge of the ions of one sign produced in air when all the elec-
trons liberated by photons in air of aass da are completely 
stopped in air 
X = dQ/da (2.A5) 
The unit is 1 C/kq (1R = 2.58 • 10"4C kg). In practical health 
physics 1R is often considered as the level of exposure which in 
the body leads to an absorption of energy equivalent to 10 a Gy 
(1 rad). 
The biological effect, and thereby the detriment, of a given ab-
sorbed dose depends on aany factors. This is expressed by the 
dose equivalent, H, which is defined as the product of D, Q and N 
at the point of interest 
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B « DQNV (2.86) 
where D is the absorbed dose, Q is a quality factor which depends 
on the kind of radiation, and H is the product of all other Modi-
fying factors (usually N equals one). The special unit for H is 
Sievert (1 Sv * 1 Jkq"1). Barlier I ren * 10~2 Sv was used 
(roentgen equivalent man). 
ICRP i f rn—i min that the principle be used that risk should be 
considered equal, whether the whole body is irradiated uniforaly, 
or whether there is non-unifora irradiation. This feature is in-
troduced by the definition of the effective dose equivalent 
HE - l^fBr (2.87) 
where wy is a weighting factor representing the proportion of the 
stochastic risk resulting fro* tissue (T) to the total risk, when 
the whole body is irradiated uniforaly, and HT is the annual dose 
equivalent in tissue (T). The weighting factors are given in 
(ICRP, 1977). 
The relationship between the detriaent and distribution of dose 
equivalent in an exposed population is not siaple, but valuable 
use can be aade of the collective dose equivalent 
S * E1H1P1 (2.88) 
where Hj is the per caput dose equivalent in the whole body or 
any specified organ or tissue of the Pj aeabers of subgroup (i) 
of the exposed population. 
Froa this definition the collective effective dose equivalent, 
Se, can also be found, siaply by incorporating the weight fac-
tors. The collective effective dose equivalent rate, SE, can be 
defined as: 
SE • dSE/dt (2.89) 
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Further quantities are needed when the exposure is extended in 
time. The dose equivalent commitment, Hc, from a given practice, 
is the_infinite time integral of the per caput dose equivalent 
rate, H(t), in a given organ or tissue for a specified popu-
lation: 
He * / H(t)dt (2.90) 
o 
The collective effective dose equivalent commitment S| is found 
by integrating the collective effective dose equivalent rate Sg 
over all tine: 
Sf = / Se(t)dt (2.91) 
o 
This gives a Measure of the radiation-introduced health detrinent 
to a population over all tine. 
A special case of the dose equivalent commitment is the commit-
ted dose equivalent, H5Q, to a given organ or tissue from a 
single intake of radiactive material. This is the dose equivalent 
that will be accumulated over 50 years: 
H 5 0 - / H(t)dt (2.92) 
to 
where H(t) is the relevant dose-equivalent rate and t0 is time 
of intake. 
2.3.3. Radioecology 
That field of health physics which deals with radioactivity in 
the environment is called radioecology. Aarkrog (1979) writes 
that "this science includes the movement of radionuclides within 
ecological systems and their accumulation within specific eco-
system components such as air, water, soil and living organisms." 
The reference contains a variety of radioecological studies and 
thus gives a detailed view of the whole field. For further intro-
duction reference can be made to e.g. Aarkrog et al. (1982). 
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3. MODELS AND SCALES 
3.1. Introduction 
Before a model is constructed, the most important issues to ad-
dress are the time and length scales that the model must cover. 
One must determine whether it is the behaviour of the discharge 
during the initial mixing that is important, or the long-term 
dilution over, e.g. thousands of kilometers? In Table 3.1, taken 
from Fischer et. al. (1979), examples of typical scales are shown 
along with a description of the associated physical process. 
Since the processes involved in each phase are completely differ-
ent, they require separate models, even though there is an over-
lap of the dispersion and transport mechanisms from one scale to 
another. These different processes may lead either to complicated 
models coverinq more than one phase of transport or to restric-
tive assumptions for each model. 
Along with the question of scales, the purpose of the model must 
be stated. Concerning a fixed scale, several questions can be 
raised: What will the steady-state situation look like? (i.e. 
what is the average transport and dilution for e.g. a whole year 
where the discharge is approximately constant?) What is the 
possibility that an accidental release, within a given time and 
within some concentration limits, will reach a specific point? 
Are the collective doses or individual doses most important (for 
an explanation of the different doses see Section 2.3) or, in 
other words, are the mean values over a large area or peak values 
within a smaller area the most important? 
Also, the form of the source will influence the model: Is it a 
point, a line, or perhaps, as is the case for fallout, an area? 
(Fallout is the radioactive isotopes deposited after atmospheric 
nuclear test explotions). Is it a momentaneous or a continous 
source? All these questions have to be answered before a model is 
constructed. Various models incorporate different physical par-
ameters, such as the wind speed, topografy, sedimentation rates 
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etc. Some models describe evolution in time, others a steady-
state situation. 
Length scale9 Time scale9 
Phase Phenomenon (m) (sec) 
(1) Initial jet mixing (rise of <102 <103 
buoyant jets over an outfall 
diffuser in a stratified fluid) 
(2) Establishment of sewage field or lO 1-™ 3 102-103 
cloud, travelling with the mean 
current; lateral gravitational 
spreading. 
(3) Natural lateral diffusion and/or 102-104 103-105 
dispersion. 
(4) Advection by currents (including 103-105 103-10*> 
scales of water motion too large 
compared to sewage plume to be 
called turbulence). 
(5) Large-scale flushing (advection 10*-106 10<>-108 
integrated over many tidal 
cycles); up- or downwelling; 
sedimentation. 
a) Approximate orders of magnitude 
Pig. 3.1. The Effluent Flow from a Sewer Passes through 
a Succession of Physical Processes at Scales from Small-
to-Large (Prom Pischer et al. (1979)). 
Concerning radioactivity from Barseback, different models are 
needed: 
a) a model for the steady-state situation in the Danish straits 
for routine discharges (for monitoring purposes) 
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b) a model calculating the dose to a critical group, also for 
routine discharges 
c) a model calculating the possible collective dose follow-
ing an accident 
d) a model for the initial mixing in general (e.g. temperature 
rise) 
e) a model able to track a leakage (also relevant if, e.g. oil 
was considered). 
The following sections are brief descriptions of some of the 
models found in the literature. They cover a span of length and 
time scales and deal with some of the purposes a)-e). The review, 
of course, is not at all a complete collection of models nor a 
comprehensive description of each model. Our intention is to 
present some ideas and ways of handling the problems. 
3.2. Large-scale models 
3.2.1. Compartment models 
A model for transport in the "northern European waters" has been 
developed by NRPB (Clark et al., 1980). The area is divided into 
17 boxes (Fig. 3.1). Following a discharge into box i, thp con-
centration of a given radionuclide in that box can be determined 
using the equation 
dNA N 
_ » Z (KjiNj-KijNi> + Oi - xfNi - XNt , (3.1) 
where N^ is the amount of activity in box i 
KJJ the water exchange rate from box j to box i 
Qj the discharge to box i 
A the decay constant 
\x the sedimentation rate for a given isotope in box i 
This model assumes total and instantaneous mixing in each box for 
every timestep. Data for the water exchange, the volume of the 
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European waters. 
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boxes and the sedimentation rates (dependent on box and isotope) 
are reported. The purpose of the model is to estimate the collec-
tive effective dose equivalent commitment to the population re-
sulting from a unit release of a given radioisotope into any of 
the boxes. In the dose calculation part, data for seafood catch 
and concentration factors between fish and water are used. Tests 
show the model's applicability in describing transport over large 
length scales. The transport of Cs from Sellafield (Irish Sea) is 
well described by the model. For example, the 4-years transport 
time from Sellafield to the Danish Straits (Aarkrog et al., 1982) 
is confirmed. But the model is not detailed for the Danish 
straits and therefore useless for that area. While this model can 
be useful for dose calculation, some of the assumptions are too 
rigid for the model to provide a detailed description of the 
transport. Some of the problems are: The water exchange between 
two boxes depends on time. Total mixing within a box does not 
take place. The boxes are too big. But to a certain degree these 
are minor drawbacks compared with the uncertainty of the data 
used. 
Evans (1985) improved the model to male it usable for the Baltic 
Sea as well. The major change was the subdivision of some boxes 
into two layers. This is important for the Baltic, where strati-
fication is a pronounced phenomenon. A new approach to compartment 
models using "backward estimation" of transfer coefficients is 
used by Hallstadius et al. (1986). 
The improved model cannot describe the situation in the Sound in 
detail, where the exchange rate is high and no data for making a 
subdivision is accessible. To describe the situation here, other 
methods must be used. The Sound is a part of the transition area 
between the Baltic Sea with 25 y mean residence time and the 
North Sea with approximately 2 y mrt. (these are the figures 
used e.g. by Clark et al., (1980)) If one uses the box model 
principle, one finds large uncertainties in calculating the dose 
from an accidental release from Barseback, due to the dependence 
of the dilution on the current direction at the moment of re-
lease, as discussed in Boelskifte (1983). 
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3.2.2. Empirical models 
A general description of the transport of radionuclides released 
from Sellafield has been possible for Cs and Sr (Aarkrog et. al. 
1983). Thanks to very low detection limits for y-emitting radio-
nuclides, 137Cs can be followed from the Irish Sea, into the 
North Sea, a part in the Danish straits and the Baltic, along 
the Norwegian coast, and along the east coast of Greenland. This 
route is confirmed by measurements of Tc in seaweed (Aarkrog, 
1982), which illustrate the possibility of using radionuclides 
in double tracer experiments. Comparing the levels found in water 
with discharge data and, as far as possible, using the shorter-
lived ^ Cs, estimates can be given for the dilution and trans-
port times from the source to every other place along the route 
(1-10y) (see, for instance, Dahlgaard et al. (1984)). (Pig. 3.2) 
The value of such an empirical model is that it can describe the 
transport and dilution of any water soluble pollutant released 
somewhere along the route, e.g. in the North Sea. Most remark-
able is the large scale that it covers (10000 km). 
Another empirical description of the transport of radionuclides 
is given by Mattsson et. al. (1980). Here the measurement of dif-
ferent isotopes in seaweed along the Swedish westcoast leads to 
a description of the concentration C of a radioisotope in sea-
weed related to the distance, X, from Barsebåck: 
C(X) = aX"6 (3.2) 
where a depends on the release and isotope and 3 is estimated to 
1.4. According to the authors the expansion of a "cloud" near the 
outlet will be proportional to X . A vertical limit is rapidly 
reached at the bottom or the halocline (10-15 m). Thereafter the 
cloud expands at a rate proportional to the distance squared (3= 
2). If the speed of expansion is reduced, 3 will be smaller, 
leading to 3 =1.4. 
Some of the problems in this analysis have been studied further 
in an investigation described in Chapter 7. The problems were, 
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among others: too few samples were taken, the realibility of sea-
weed as an indicator for the radionuclide concentration in water 
was not discussed, and no samples were taken south of Barsebåck 
£0° W 30°W 20°W 10°W 
Fig. 3.2. Approximate route for transport of radionuclides 
from ellafield to East Greenland. Relative concentrations 
(~ Bq 137Cs m~3) and approximate transit times are indi-
cated. Distance along the track are shown in km. The rela-
tive concentrations can also be read as percent of the con-
centration in the North Sea of any pollutant behaving ap-
proximately conservatively. (Dahlgaard et al. (1984)). 
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and in the Danish part of the Sound. Furthermore, no lower limit 
of validity of the equation is given (X~1,4 tends towards infin-
ity as X tends towards zero). 
As described in Chapter 7 or by Boelskifte (1985), some of the 
questions .have been answered, and some still remain to be inves-
tigated. 
3.3. "Diffusion constant" models 
The theoretical background of turbulent dispersion has been 
stated in Chapter 2. A significant inspiration in the develop-
ment of dispersion theories has been the work by Hinze (1959), 
where a comprehensive description of problems related to turbu-
lent flow is presented. The differential equation for the dif-
fusion from a source in a uniform flow is: 
3P a2p 
«i = e (3.3) 
axi ax^axi 
where P is a probability, equivalent to a concentration; U^ is 
the mean velocity (in Xj direction), and e is the diffusion con-
stant. Some solutions to Bq. (3.3) are qiven, for instance for a 
point source: 
P(X1fX2rX3) = ezp(-Vi(r-Xi)/2c) 
4wre 
2 
where S is the source term and r = XjX^. 
3.3.1. Sandia model 
Practical examples of the theory applied to radionuclides can be 
found in Niemczyk et. al. (1981). The generel equation is the 
following 
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dC de de de d de d de de 
= - Ox Uy Ox • — [D,—J • — [Dy—J + D z—J - Xc • S(t) 
dt dx dy dz dx dx dy dy dz 
(3.4) 
where X is the decay constant for the radionuclide. 
With convenient assumptions the equation is solved for different 
flow systems. Thus, deterministic models for estuaries, rivers, 
and the Great Lakes (in USA) have been developed. These areas 
can be subdivided again into near-shore, surface mixed-tank, com-
plete mixed-tank, etc. The assumptions deal with straight coast-
line, constant coefficients, etc. The analytical solutions to 
Eq. (4) consist of exponential functions and depend on time, 
space and diffusion coefficients. A quantitative solution needs 
a lot of data, and for the Great Lakes these include volumes, 
outflow rates, residence times, areas, maximum and mean depths, 
2 
etc. The diffusion constant D_ ranges from 100 to 500 cm /s, and 
D y from 1 to 3 cm /s. The purpose of this model is to provide 
data for dose calculations for a steady-state situation, and for 
a continous release. This kind of model represents many similar 
models based on the same method, and used in a variety of dif-
ferent areas. 
3.3.2. Danish Hydraulic Institute 
Another model based on the same equation (Eq. (4)) is described 
in DHI (1977). It uses a grid structure for the area under con-
sideration and the equations are solved numerically at each 
point. 
The system has been used for simulations on time scales less than 
a week, and length scales 0.1-100 km or even longer. A lot of in-
put data is needed, current data, dispersion coefficients, etc. 
Since the calculation method is very complex, the model needs a 
lot of computer time and space. It is designed to handle dynamic 
situations, and has been used on a variety of problems in many 
parts of the world. However, the model is not constructed for the 
purpose of dose calculations. 
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3.3.3. IC model 
Another application of Hinze's formula was performed by the Danish 
Isotope Centre (IC) (1973). IC has done many recipient investi-
gations, and for this one, tracer experiments were carried out 
(see Pig.3.3) to estimate the diffusion coefficient in the actual 
82 area. A radioactive tracer ( B r ) was released at a single point 
and was followed for € hours, using a boat with radioactivity 
detectors and data collection equipment. The mean currents for 
five-minute periods were used as the basis for a current stat-
istic. For different current situations a dilution course is de-
termined following Hinze's formula 
Pig. 3.3. A tracer experiment (IC. 1973). 
P "?-'
 m exp(uv2/(4XDn (3.5) 
S> h/4wDuX 
where h is the depth of the release of the tracer, D the horizon-
tal diffusion coefficient, S the source term, u the velocity, and 
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C the concentration. The time and length scale covered by this 
calculation was 6 hours and 5 km. The purpose of the model was to 
predict the effects on water quality if a sewage outlet were 
built in the area. Some questions needed to be answered: What was 
the mean strain on the water quality, with what probability would 
a high concentration reach the coast or, in other words, how far 
from the coast would the outlet have to be built to prevent the 
coast from being polluted, and what would be the dilution in a 
critical situation with on-shore wind. 
Many similar investigations with almost the same purpose have 
been performed in Denmark and elsewhere. It was the intent of 
this short description to give an idea of the methods and the 
problems being solved. Such methods are useful in solving actual 
problems; however, they are also time consuming. They combine de-
terministic models with statistical observations. The statistical 
observations are the background for deciding what current situ-
ation should be studied in detail. 
3.4. Stochastic simulation models 
3.4.1. SMHI model 
A combination of a deterministic and a stochastic model is found 
in Bork (1977). It is applied on the lake Vanern in Sweden (1977) 
where 10-minute current measurements are made. In the simulation 
scheme single particles are studied each having a velocity ex-
pressed as 
dx 
jj - 0 • aPu (3.6) 
(equal for Y and Z direction) where U is the mean velocity, a a 
random number between -1 and +1, and Pu a known turbulence scale. 
Pu is found from the diffusion constant, A, in this way 
Pu « (6A/AT) (3.7) 
- 49 -
DAYS 3 wars 6 DAYS 9 
Fig. 3.4. Simulation of particle movements in a Swedish 
lake (Bork, 1977). 
where A must be found from earlier experiences and AT is the 
time interval. A particle is released each 10 minutes and A is 
equal to 10s cm2/s giving Pu = 32 cm/s. The characteristic time 
and length scale for this application is 10 days and 40-50 km. 
A case study involving two outlets to the lake was simulated and 
concentration isolines were then drawn (Pig. 3.4). 
This represents a simple structure of the stochastic element in-
volved in turbulence. Perhaps it leads to reliable concentration 
estimates, but it assumes that there is no correlation between 
the turbulent movements of two particles and no Lagrangian (Chap-
ter 2.1) correlation for each single particle. Therefore, assum-
ing that Pu is a reliable estimate, the model will generally 
overestimate the dilution mechanics. The basic principles for the 
model seem to be convenient, if what is needed is an "easy to 
handle" model, and if a general picture of the current field is 
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available together with the diffusion coefficient. Since turbu-
lence is stochastic in its nature* in general it seems to be 
reasonable to use sos« kind of simulation techniques. 
3.4.2. Nielsen model 
Another approach, applying similar techniques* is described by 
Nielsen (1983). Here the particles were released every 40 se-
conds. Nielsen focussed on situations where the current direc-
tion changes* since that is the time when local concentrations 
can increase. 
As in earlier cases this model is not designed to handle radio-
active discharges* only normal sewage. As input the model needs: 
a) an outlet position, b) the discharge variation in tiae and 
c) the parameters for current and mixinq for the recipient as a 
function of tiae and space. This last point can of course be very 
comprehensive* requiring tracer experiments. The tiae and length 
scale liaits are (in the given exaaple at least) 8 hours and 
approximately 2 km. 
3.4.3. Palmer model 
From the foregoing examples it is obvious that much effort would 
be saved if the simulations could be based on current measure-
ments alone, i.e. without tracer experiments. This has been tried* 
for instance, by Palmer (1970). His principle is to estimate the 
diffusion constant from the equation D * J«*!,' w h e r e H. is t n e 
variance for u, and TL is the Lagrangian time scale for the tur-
bulence. 
This Laqranqian tine scale is made equivalent to the Rulerian 
defined by 
m m 
TE " / fE ( t ) d t ' / (U(t)U(t+T)/02)dt (3.8) 
o o "~ 
which can be found just froa measurements at a single point (Sec. 
2.1). The current measurements used are hourly mean values, and 
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the model assumes homogeneous and isotropic turbulence at a dis-
tance fro« 0 to 4 km. At this point, it is appropriate to reiter-
ate Appelquist's (1980) observation that "the development and 
application of «athe«atical Models ... thus becomes a matter of 
navigating in the difficult waters between the Scylla of over-
simplification and the Charybdis of overcomplexity." 
3.5. Other models 
3.5.1. Buch model 
Buch (1980) writes »bout a number of dye experiments in the 
Danish straits. Two equations are used in calculating the hori-
zontal diffusion velocity P: 
C(r,t) = S/(2wH0(Pt)2)exp(-r/Pt) (3.9) 
»rc « «»
2t2 (3.10) 
where 
°rc * °x°y f3-") 
is calculated fro« C(r,t). 
H0 is the initial thickness of dye layer, and S is the source 
term. 
Prom these equations the horizontal diffusion coefficient Rn and 
the characteristic length scale in is found 
Kn - 4t" ' (3.12) 
tn - 3orc (3.13) 
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where 6rc as before is given by 6x6y' where 
/ / x2cdxdy 
i J Cdxdy 
o* = (3.14) 
and similarly for oy. 
Furthermore, the report contains tables for diffusion velocities, 
diffusion coefficients, longitudinal and transversal variance, 
horizontal length scale etc., all from comprehensive investi-
gations in the Danish straits, in differs from 100 to 1000 m 
and orc differs from 30 m at 5 hours to 650 m for the same time. 
The investigations have been performed mainly for theoretical 
reasons and for a general evaluation of different parameters in 
the Danish straits, more than as a base for evaluating an actual 
recipient by forecasting pollution dispersion. 
3.5.2. Kullenberg 
In Rullenberg (1974) experiments lasting 100 hours and covering 
5-10 km are described. It is stated that constant diffusion co-
efficients are unrealistic, and that the vertical dispersion is 
very important. The following model for the current field is 
suggested: 
u - U0(z) + u0(z)cos(«t) (3.15) 
v ' V0 + v0(z)sin(»t) (3.16) 
where U0 and V0 are mean horizontal velocities and z is the 
depth. The term VQ is chosen as constant since the coordinate 
system in the case of a vertical shear can be rotated so that 
the depth variation of the steady current is fully contained in 
one component, U0(z). 
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With convenient assumptions, th i s g ives 
3 c 3 c 3 c 3 c^ 
— + u — + v — = K (3.17) 
3t 3x 3y 3z2 
2 2 2 
The solution (i.e. expressions for o~, o* and o*> is given in 
the reference (too comprehensive to be quoted here). 
3.5.3. Puff model 
The study of turbulence is not solely the domain of oceanography; 
it is of relevance in many other fields, including meteorology. 
Although some elements in the description of turbulence, such as 
the density and usually the boundary conditions, differ between 
air and water, many principles from the methods used in relation 
to air can also be used regarding water. The following is a brief 
description of a puff model developed at Risø for the purpose of 
making forecasts for the spread of an atmospheric discharge from 
a nuclear power plant, as found in Hikkelsen et al. (1980). The 
idea is that a single puff is given a velocity from an AR(1)-pro-
cess (Sec. 2.2): U(t+At) = PiJO(t) + A(t) where pL is the 
Lagrangian autocorrelation coefficient and A(t) is white noise. 
The area of one puff increases dependent on the intensity of the 
turbulence. Single puffs released one after the other with a 
fixed tim? interval are correlated two and two. The puff is 
driven by the actual wind velocity at the point of release, 
measured as 10 minute mean values (in later investigations a 
sampling frequency of 20 Hz is tried). The output consists of 
isoconcentration curves and illustrative plumes up to 7 hours 
after a release and up to a distance of 25 km (see Fig. 3.5). 
The results of this model are promising, and a lot of work is 
being done now to test and develop the model further. 
3.5.4. Gryning 
Another work done by a meteorologist (Gryning, 1981) will be 
quoted here, due to its instructive section about dispersion 
theory. Four types of models are described: 
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Fig. 3.5. Development of a puff-plume (Mikkelsen et al., 
1980). 
a) Closure models. 
Here the problem is to solve the equation 
3c 3c 3(£[crT" 
— » -Ui — = + sources - sinks 
at 3X< 3Xi 
(3.18) 
The first-order assumption that U[c' * -K£j 3C/3Xj leads to 
Fickian diffusion, and a solution is given characterised by the 
Gaussian-shape, i.e. the variances are important parameters. From 
this it follows that the size of the plume is proportional to 
t^/^. it is stated that K^ cannot be constant, since that would 
produce eddies of a certain size, in contrast with reality. 
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b) statistical dispersion theory, founded by Taylor. 
Taylor's dispersion formula from 1921 
_ T t 
y(T)2 = 2 V 2 / / RLfV(C)d5dt (3.19) 
o o 
for small T(RL#V~1): Y(T)2 = 2V'2 T2 (3.20) 
for big T: Y(T)2 = 2V'2 tLrVT (3.2M 
(see also Chapter 2.1) 
c) Lagrangian similarity theory pertains to plume height, 
d) Convective boundary layer is of no interest here. 
After that description there is a section of the "averaging time" 
in which "absolute dispersion" leading to relative dispersion is 
examined, where the growth of "a cluster" (different from "a 
plume") is examined. For relative dispersion (see also Chapter 2) 
the process can be divided into four areas according to the size 
of the "dilution effective" eddies: 
1) Initial stage, where the particles have not changed the vel-
ocity significantly since T = 0. The size of the cloud is pro-
portional to t. 2) Inertial stage, where the dissipation par-
ameter e is important. The size of the cloud is proportional to 
t 3/2, 3) The central stage where bigger eddies are responsible 
for the dispersion. The size is proportional to t. 4) The final 
stage, where the velocities of the particles are uncorrelated. 
The size is proportional to tV2. 
Moreover, a relation between Eulerian and Lagrangian description 
is stated and also some wind variance methods are described where 
the dispersion is calculated from the variance of the wind vel-
ocity. 
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3.6. Conclusion 
We have decribed the type of model best suited to a particular 
problem, and time and length scales are investigated. One of our 
conclusions is that it is necessary to decide what scale a model 
has to cover, in this section we have implied that a model based 
on current measurements and not on dye experiments should be con-
structable. A direct comparison of the models is not given; each 
has its advantages and drawbacks and is, to a certain extent de-
signed for a unique purpose. The very complicated problems one 
meet when dealing with stratified flow is not reported here. A 
comprehensive discussion can be found in Bo Pedersen (1980). 
4. CORRELATION ANALYSIS OF CURRENT MEASUREMENTS 
4.1 Introduction 
In this chapter current measurements performed to provide data 
for the diffusion model will be described. As we know from Sec-
tion 2.1, the correlation structure of an area is an important 
property for an analysis of turbulence and is used as input to 
the diffusion model (Chapter 6). This chapter presents the analy-
sis performed to uncover dependence between distance and corre-
lation. Furthermore, the measurements allow for a statistical 
time series analysis of the current, i.e. ARIMA-models can be 
estimated describing the current at a single point. These inten-
sive measurements also provide a detailed knowledge of the cur-
rent in the area north of the Swedish nuclear power plant Barse-
båck, an important area for the initial mixing of effluents from 
the plant. Many of the radioecological studies in the Danish 
straits (Chapter 7) are based on releases from Barsebåck. 
The correlation structure depends on place, depth, time and 
weather. It is impossible to find a quantitative correlation 
function in the literature that is reliable for the area we are 
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concerned with, although some hints can be given. Moreover, 
closely placed, highly correlated current meters might provide 
useless surplus information. On the other hand, this information 
would be valuable if the degree of surplus, i.e. the correlation, 
is important to measure. In Boelskifte (1980) correlation analy-
sis is made on current measurements from Faxe Bay (Fig. 4.1), an 
area south of Copenhagen. However, since the smallest distance 
between two meters was 5 km, no correlation could b-» found. This 
result is confirmed by Riepma (1984) who performed current meas-
urements in the Southern Bight of the North Sea. With a distance 
of 2 km between current meters he found no correlation at super-
tidal frequencies. As a preliminary investigation, some data 
from The Belt Project (Kruse et. al. 1980) have been analysed, 
where the distance between two meters located near Helsingør and 
Helsinqborg was about 1 km. The oriqinal data revealed a corre-
lation of about 0.6, but after a highpass filtration using f = 
(12h)~ as a cutoff frequency (see later in this chapter) no 
cross correlation remained. Thus, it became obvious that a new 
measuring programme had to be set up. 
* * . ^ s \Helsingborg Helsingør Y " » 
J * ^ ^LUNDAKRAB/Wl 
F ig» *»1» Map showing Barsebåck and i t s marine environ-
ments. The current meters were placed in the Lundåkra Bay. 
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Section 2 describes the place, time, and principles for the cur-
rent measurements, together with a short general explanation of 
the current in the Sound, and some examples of the actual measure-
ments. In Section 3 the efforts to find a reliable correlation 
structure for the area are outlined. Especially the effect of 
different kinds of filtering is examined. Section 4 contains a 
discussion of the effect on the spectrum of the filtration 
methods. 
4.2. Current measurements 
4.2.1. Relative positions of the meters 
The main current in the Sound changes only between the north and 
south directions (see below), which means that the correlation 
along a north-south line will be higher than that along an east-
west line. Due to this well-defined main current direction (de-
pending only on the sign), it was decided to have a N/S-line as 
the longitudinal line for the meters. It was expected that an ex-
ponential-like correlation curve would arise to describe the dis-
tance dependence. With the main current direction equal to the 
correlation line between the meters it was presumed that the 900 
m maximum distance would discover some correlation, at least for 
some lower frequencies. The Helsingør Helsingborg data mentioned 
earlier was not collected alonq a line following the main cur-
rent. Thus it shows lower correlations than those expected in 
the present investigation. 
First of all, to get as detailed a picture as possible of the 
area and to test it for homogeneity, as many current meters as 
possible were needed. Furthermore, since the characteristic 
length scale was not known beforehand, it was important to have 
many points on the distance dependent correlation curve. To test 
the demand of isotropy the meters could not be placed only along 
a N/S-axis; some should be placed on the E/W-axis. These require-
ments, together with the limitations in time and number of cur-
rent meters available, led to the following approach: In the 
course of two weeks we used five meters capable of providing 
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three measuring points in each of the two directions. When the 
meters were moved closer together after the first week, the num-
ber of distances which could be covered was doubled. (A schematic 
representation of the positioning is found in Fig. 4.2.) 
r t 
N 
ST 2 
* • ST3 • ST 4 • 
—mi 1/3 L, U - 2/3 U - H 
ST 5 
Pig. 4.2. Relative positions of the 5 current meters ST1, 
ST2, ST3, ST4, and ST5. The distance between ST1 and ST3 
is Ln and between ST3 and ST5 it is Le. 
It is seen that using Ln and Le as maximum lengths in north and 
east direction, respectively, the distances obtained are Ln/3, 
2Ln/3 and Ln for north direction and Le/3, 2Le/3 and Le for the 
east. During the first week (hereafter called week 1) Ln was, as 
described, chosen to be 900 m; Le was chosen as 300 m as the cor-
relation in that direction (transverse to the main current) was 
expected to be smaller. After week 1 the four meters were moved 
closer to the one in the middle (Station 3), while the same rela-
tive distances were maintained. In week 2 Ln was equal to 300 m 
and Le was 90 m. 
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In order to understand the Mechanics leading to the steady-state 
situation of effluents fro« Barseback in the Sound, as seen in 
Chapter 7, we Must consider long-terM changes in the current. 
This is so, because transport perpendicular to the Main current 
May be the result primarily of transport out of the Sound fol-
lowed by a change in current direction. But these changes in cur-
rent direction are unimportant for turbulent diffusion. There-
fore one week was considered a sufficient time interval for the 
correlation investigation at each distance. Thus frequencies 
below 2/week were eliminated. 
4.2.2. Measuring technique 
The current Meters were of the Aanderaa type and were kindly put 
at our disposal by the Marine Pollution Laboratory, National 
Agency of Environmental Protection. Bach meter had a sampling 
frequency of 10 Minutes, except ST4, which used 5 Minutes. The 
recorded data are 10 Minute average current velocities and in-
stantaneous MeasureMents after each saMpling interval of current 
direction, pressure, temperature, and conductivity. The average 
velocity is measured by the number of rotations of a rotor on 
top of the meter, and the direction is given in degrees measured 
by a compass. The method is illustrated in Pig. 4.3. 
In the analysis the velocity and direction are transformed into 
a velocity in the north direction and one in the east. The Fig-
ure t is used to indicate the instantaneous nature of the cur-
rent, but what is used in the analysis is the followinq, where 
V (t) means the velocity and T the sampling interval: 
1 T 
Ve(t) = (- / A(t)dt) coset , (4.1) 
T o 
and 
1 T 
vn ( t ) * ( T f A(t)dt) sin8t (4.2) 
o 
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Vn = At COSØt 
V, =At sinØt 
- E 
Fig. 4.3. Measurement of current velocity and direction 
transformed to velocity in north and east direction. 
What effect does this sampling method have on the calculation 
of the correlation? The measuring of the velocity introduces low-
pass filtering, and fluctuations during the 10-minute measuring 
period disappear. In principle, three sampling methods exist: 
.-.verage values for both velocity and direction, an average value 
for the velocity or direction alone, and only instantaneous 
values. The first method has the smallest variance, whereas the 
last has the highest, and higher variance means smaller cross-
covariance and crosscorrelation. It cannot be said which of the 
three methods is the correct one, but in interpreting the results 
it is important to know how the result was found. A quantitative 
guess of the difference is difficult to make, but since the di-
rection is relatively constant from one sampling point to the 
next, it is assumed that the direction is constant during each 
sampling period. Thus we find a negligible disturbance of the 
correlation analysis when we use average values also for the di-
rection. 
Prom SNHI (1976) it is known that Lundåkra Bay is an important 
area for the plume from Barseback. While ship traffic is heavy in 
some parts of the Sound, it was decided to do the measurements as 
shown in Fig. 4.1. The meter in the middle (ST3) was placed at 
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position 55° 46'N 12°54'E and the others were placed in relation-
ship to this, as in Pig. 4.2. The measurements started 26/4 1983 
at 12.00. The meters were moved 3/5 between 12.00 and 15.00 and 
were then stopped on 9/5 12.00. 
4.2.3. The current in the Sound 
The current in the Sound is mainly wind induced. A description 
of this dependence is given in SMHI (1976). Wind from the north 
results in high water levels in the southern part of the Baltic 
producing a north going current through the Sound. Wind from the 
east also results in high water levels in the southern Baltic, 
and low levels in Skagerak also lead to a north-going current in 
the Sound. The result of wind from south is the same, but west-
erly wind leads to south-going current in the Sound, since it 
produces high water levels in Skagerak and Kattegat and low 
levels in the southern part of the Baltic. 
This description is valid for the upper layer of the Sound, but 
the area is strongly stratified with light, low-saline water from 
the Baltic at the surface, and heavier, high-saline water com-
ing from the North Sea at the bottom. 
These two layers can act almost independently of each other. For 
instance, a situation can occur with northgoing current for the 
surface layer and southgoing for the bottom layer. The halocline, 
i.e. the dividing line between the two layers, is very stable 
during most weather situations. However, when the wind is strong 
from the west, water enters from the North Sea and changes the 
salinity. In the beginning the change will be in the form of a 
thicker bottom layer. This is a very brief description of the 
complicated current system. A more comprehensive one can be found 
in Voipio (1981), which Pig. 4.4 is taken from, showing the water 
exchange between Kattegat and the Baltic, and the different sal-
inities involved. 
Another property related to the water exchange between the Baltic 
and the North Sea is important in relation to dose calculations 
(Chapter 7), viz. the mean residence time, i.e. the average time 
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Fig. 4.4. Hater exchange through the Danish straits. 
(Voipio, 1981). Unit: km* y-1. 
a volume of water remains in an area. In Clark et al. (1980) the 
figure for the North Sea is 2.5 years and for the Baltic 25 years. 
The low value for the North Sea is due to the rapid water exchange 
with the Atlantic Ocean. 
4.2.4. Results 
An example of the current measurements from ST1 is shown in Fig. 
4.5, where two equivalent representations are given, one for the 
velocity components in the northerly and easterly directions, and 
one for the absolute velocity and the direction. All the meters 
functioned properly during the whole period, with a single ex-
ception at the end of week 1 (ST4). If the plots are seen 
together (not shown here), it is found that all stations show 
similar pictures during weeks 1 and 2. However, none of them are 
quite alike, indicating that the distances chosen have neither 
been too long nor too short, since correlations less than one but 
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Pig. 4.5. Current for STI, week 1. a) North component, 
b) east component, c) velocity, and d) direction. 
significantly higher than zero are expected to be found. At all 
stations the current direction is usually northward (180° on the 
figure means that the current comes from the south) and, for a 
short period of time, southward, showing that the situation at 
the actual point in the LundAkra Bay is the same as the expected 
main current situation in the Sound. 
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Pig. 4.6. Temperature and conductivity for STI and 
ST2. week 1. 
The change in the thickness of the surface and bottom layers dur-
ing a period with westerly wind means that the meters should be 
placed at approximately the same depth. For the actual measure-
ments the depths differed between 6.5 and 9.5 mr but that was 
first seen on the recorded tapes after the measuring period had 
stopped. In the following we discuss how much these differences 
can influence the correlation analysis. 
By checking the graphs for temperature and conductivity (an 
example is shown in Fig. 4.6) one can determine whether some of 
the meters were below the halocline. For all five stations a re-
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aarkable course can be seen. Durinq a long period the conduc-
tivity, which is related to the salinity in a complex but prop-
ortional way, ream ins constant at a low level, before suddenly 
increasing by a factor of three, fluctuating for soae tiae, and 
finally coaung back to its initial value. A similar course is 
seen in the teaperature graphs, which show low levels when sal-
inity is high. In accordance with this, the current direction is 
southernly at the tiae when we observe low teaperature and high 
salinity. (It is not a rule, but usually the case, that North Sea 
water is cooler than Baltic Sea water). This is the character-
istic situation for all five aeters, but the tiae periods with 
high conductivity differs in length and levels, thus revealing 
that aost of the tiae the aeters aust be in the saae layer, but 
during soae periods they are in different layers. 
Another way of usinq conductivity, teaperature and current di-
rection as an indication of different depths is to look at their 
variances, as shown in Table 4.1. The mean teaperature for ST3 is 
the lowest for all aeters and the aean conductivity the highest, 
indicating that this station is the one aost often below the 
halocline. This is confiraed by the variance in conductivity, 
which at ST3 is reaarkably higher than for the other stations. 
Table 4.1. Mean values and variances for temperature 
and conductivity for all stations, week 1. 
Teaperature (°C) Conductivity (mS/cm) 
aean variance mean variance 
ST1 
ST2 
ST3 
ST4 
ST5 
6.8 
7.0 
6.7 
7.2 
7.4 
0.38 
0.60 
0.94 
0.88 
1.00 
9.9 
9.7 
13.2 
9.3 
9.6 
3.4 
1.2 
5.4 
1.3 
1.5 
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The picture outlined here for the current situation obviously 
shows the dynamic of the two layered system in the Sound. It also 
shows the need for a vertical current profile, which was not pos-
sible to measure under the actual practical limitations. The need 
for similar depths {better seen after the correlation analysis) 
is another important result of this measuring programme. 
4.3. Correlation analysis 
4.3.1. Analysis of the raw data 
Pigure 2.3 illustrates the problem of dividing the current into 
two parts, one responsible for the transport of the cloud and the 
other for the diffusion. Very small eddies will not affect the 
size of the cloud and do not contribute to its transport. Eddies 
much larqer than the cloud also do not affect its size, but act 
as a transportation mechanism. Eddies with a size comparable to 
the cloud are significant in the diffusion process and do not 
contribute to the transport. In reality, it is difficult to sep-
arate these different eddies. Where to draw the line between 
small and large eddies is a matter of subjective evaluation. In 
other words, one must decide how to define the mean velocity on 
the one hand and the fluctuations on the other. One man's average 
is the other man's turbulence. 
All original series have been tested for trend, since this can 
disturb the correlation and the spectral analysis. Only an in-
significant linear trend was observed and therefore the trend 
was not taken into account. 
Two properties in the measuring procedure resulted in the first 
filtration. The samplinq interval of 10 minutes means that fre-
quencies higher than (20 min)~1 are impossible to detect. At the 
other end of the spectrum the measuring period of approximately 
one week leads to the lowest detectable frequency, (i.e. 1/week). 
To get an idea of the actual length scale, it can be seen that a 
typical value for the current velocity is 10 cm/sec leadinq to 
60 km/week. 
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In Chapter 2 it was noted that for the current in a given direc-
tion, e.g. for the northerly component, the cross correlation 
between the velocity at two specially separated points X and Y 
is defined as 
« ,«^ - E{(x(t)-x)(y(t-s)-y)} 
Py
 V(S) = (4.3) X
'V oxoy 
where an overbar indicates averaqe and o* is the variance. Also, 
as described in Chapter 2, there are two kinds of crosscorrela-
tion, the longitudinal (f) and the transversal (g). When the 
inters are placed along the north/south axis (STI, ST2, S?3), 
the north components determine the longitudinal correlation and 
the east component the transversal. For the east direction (ST3, 
ST4, ST5) it is opposite, which means that at a first examina-
tion only the combinations listed in Table 4.2 are of interest. 
If other combinations, such as ST1-ST5, should be used, they can 
be found by a transformation of the N/E coordinate system to one 
appropriate for the two points considered. However, for the first 
analysis the combinations mentioned are sufficient. Weeks 1 and 2 
are of course analysed separately. It also has to be mentioned 
that in all cases the figures given are the correlation when time 
lag equals zero, i.e. s = 0 in Equation (4.3). Several tests have 
been made to see whether the maximum of the correlation as a 
function of time lies at s = 0. This is not always the case (an 
example of the time dependence is given in Pig. 4.7) but the 
value for s = 0 does not in any case differ significantly from 
the maximum value. This is not surprising, since the meters are 
placed relatively close together in relation to the current vel-
ocity. 
Before the filtering technique is described, the correlation 
analysis on the raw data will be examined. For ST1, ST2 and ST3 
some high correlations are found, especially for the longitudinal 
component. These high values may primarily be due to some low-
frequency signals, i.e. large eddies producing movements influ-
encing all five meters. Neither f nor g show a clear picture of 
decreasing values with increasing distance. It is even impossible 
to find a significant difference between weeks 1 and 2, but f 
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and g are clearly different, with g having the smallest values, 
in accordance with theory. For ST3, ST4 and ST5 a difference can 
be found between the two weeks, but here again the decrease with 
increased distance is impossible to see. Rather, it seems that 
correlations where ST3 is involved are lower than the others, 
even though the distance is smaller. This may be due to the 
deeper position of ST3 as discussed earlier, but some filtration 
must take place before more reliable conclusions can be made. 
Fig. 4.7. Crosscorrelation as function of time. 
4.3.2. Examples of filtering 
From earlier sections it is remembered that the lowest fre-
quencies do not contribute to diffusion and should be filtered 
out. The problem is twofold: 1) At what frequency does the signal 
have to be cut off? and 2) What kind of filter should be used? 
In the Sound there is no tide so this component is not found in 
the spectrum; otherwise it would have to be removed. 
A discussion of filtering technique and different filters can be 
found in Koopmanns (1974). Without discussing the quality of dif-
ferent filters here, we found that a Hanning filter works well. 
This filter has filter weights 
- 70 -
1 1 1 
a(k) - • - + - cos(*k/(m+1)). 
m+1 2 2 
(4.4) 
where m is the length of the filter. The filter has the spectral 
window 
A(f) = m 
sin(2*fm) 1 
2*fm 1-4f2m2 
(4.5) 
The weight function and the spectral window are shown in Fig. 
4.8. 
AS(f) 
llli 
2T 2T 2T 2T 
Fig. 4.8. Weight function and spectral window for t'ie 
Banning filter. 
Many filtrations have been made with the Banning filter for dif-
ferent values of window length, m. The values of the correlations 
are seen in Tabel 4.2. 
An example of a part of the original series, the lowpass and the 
highpass is shown in Fig. 4.9, where the highpass is found simply 
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Fig. 4.9. Highpass, original, and lowpass data for 
ST1 week 1, north component. 
as the original minus the lowpass series. The effect of filtering 
is easily discerned. 
For each pair of stations it is obvious that the smaller the 
value of m, the larger the fraction of the low frequencies that 
are filtered away, and the smaller is the correlation. This is 
in accordance with expectations, but raises the question: At what 
frequency is it relevant to cut off? There is a dramatic drop in 
the correlation already using m = 100, which has a cut-off fre-
quency of 
1 1 1 
2x100+1 10 min 33.5 h (4.6) 
i.e. only fluctuations with periods less than 33.5 h will be 
detected, showinq that much of the correlation is due to very 
slow fluctuations. 
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In the original data there was a significant difference between 
the variances of the signals, especially for week 1 where the 
variance for ST3 was higher than for the other stations. This 
tendency is less pronounced after a highpass filtering, thus in-
dicating that the difference in depths is »ost important in the 
low-frequency part. For week 2 there is no significant differ-
ence between the stations, and the magnitude of the variances 
is the same as for week 1. 
In all filtrations the same tendency can be seen: No distinct de-
crease in the correlation for ST1, ST2, and ST3 or for ST3, ST4, 
and ST5. If corresponding points are compared for weeks 1 and 2 
a small increase in correlation for week 2 can be seen for most 
cases. For week 1 the longitudinal correlation, f, is for all 
cases higher than the transverse, g, and for week 2 f is larger 
than g for most cases. For ST1, ST2, and ST3 f is positive for m 
> 10, but for m = 5 some correlations are negative; whereas for 
ST3, ST4, ST5 some g correlations are negative for m - 50. 
Although the depths differ a little, the lack of consistency is 
surprising since the time series did not show up as being very 
different. It is also surprising that after the first filtration 
(m = 100) some of the correlations are already almost zero (one 
value is even negative). In all cases the lowest values occur 
where ST3 is involved. 
4.3.4. Other filtering methods 
4.3.4.1. Shorter periods; To eliminate possible instationarities, 
it would be worthwhile to perform the correlation analysis for 
smaller periods of time during which the main current does not 
change direction and the intensity of turbulence is smaller than 
it is during periods of unstable current direction. The periods 
can be found by examining the current direction. However, conduc-
tivity and temperature can also help in finding relevant periods. 
From week 1 two periods were found, while for week 2 only one was 
found; all periods were of low and constant conductivity, and a 
current direction that did not alter too much. The length of each 
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series was about 24 h, comprising 144 observations. Periods fro« 
the saae week made it possible to check if the correlation was 
constant in tiwe. (Table 4.3.) 
Table 4.3. Correlation on shorter periods. 
Coabination 
1-3 
1-2 
2-3 
1-3 
1-2 
2-3 
3-5 
4-5 
3-4 
3-5 
4-5 
3-4 
N 
N 
N 
E 
E 
E 
N 
N 
N 
E 
B 
B 
Week 
28/4-1 
29/4-1 
.76 
.86 
.75 
-.29 
.75 
.07 
.37 
.47 
.67 
.12 
.50 
.61 
1 
200 
200 
Heek 1 
2/5-0120 
2/5-23°° 
.82 
.95 
.88 
.68 
.83 
.85 
.27 
.61 
.64 
.30 
.48 
.56 
Week 2 
3/5-20OO 
4/5-11°° 
.92 
.98 
.92 
.59 
.80 
.54 
.86 
.93 
.88 
.40 
.58 
.52 
The longitudinal correlation is still higher than the transverse, 
and for some combinations, especially in week 2, the correlations 
are now higher than for the long series. This means that if the 
meters are placed in the same layer, which is the case for the 
present periods, they are highly correlated and this correlation 
is not due to very slow variations in the mean current. A few of 
the figures from the week 1 periods differ very significantly but 
most figure . are more or less equal for the two periods. As 
usual, f is larger than g and the increase from week 1 to week 2 
is obvious, at least for the f values, indicating the dependence 
on the distance. For ST3, ST4, ST5 an increase in correlation is 
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found in this way. Although it still is far from an ideal pic-
ture, it shows that it is a better approach than using the whole 
series. 
4.3.4.2. Mean lowpass subtracted. Another method has been tried 
in finding a correlation scheme. Referrir-; to the concept of hom-
ogeneity it is assumed that the mean current is the same for all 
five stations. Thus more information about this can be obtained. 
The mean of the five meters has been found and subtracted from 
all series. This eliminated all correlation and left only uncor-
rected white noise. A filtration had to be done, so the follow-
ing procedure was used: First, all ten series (two from each 
station) were divided into a low- and highpass part: 
Hi = X* + Xj , i = 1,2 10 (4.7) 
A Hanning filter as described earlier was used. Now an average 
was created from the lowpass series of each of the two groups 
(north and east components) of five series: 
Xt = 1/5(X* + Xj + X^ + xj + X^) (4.8) 
equivalent for the northerly and easterly directions. With a 
sensible choice of the highpass filtering length, m XA is the 
best estimate of the mean current, including information from 
all five stations and without highpass data. Of course, it makes 
no difference whether the lowpass filtering or the averaging is 
done first. This mean current is subtracted from all series 
Xj = Xj - X* » X^ + X* - X* (4.9) 
where X can be called the deterministic part of the current, 
equal for all stations, and Xx is the stochastic part on which 
correlation analysis and time series estimation have to be made. 
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For some of the combinations negative correlations are observed 
in these data. This could be due to a bias introduced by taken 
the average of all five meters. That would be the result if the 
meters were grouped systematically around the lowpass mean. 
4.3.4.3^ Mean lowpass of three stations subtracted. An alterna-
tive approach could be to use only three stations to determine 
the mean current, to compute the correlation between the two 
other stations when the lowpass of this mean is subtracted, and 
thus eliminate the bias. This was tried on the whole series for 
week 1, and then for three shorter periods from the same week. 
The results are shown in Table 4.4, where only the north 
components are shown. 
This approach also failed to give a distinct picture of the 
correlation structure. There are pronounced differences between 
the three shorter periods, which indicates the non-stationarity 
of the correlation. The decrease for increased distance is again 
impossible to detect and, in spite of the removed bias, some of 
the non-biased values are negative. The f values are positive 
with a few exceptions, whereas most of the g values are negative, 
with a few having rather high values (.93 and .91). It is imposs-
ible to explain some of these discrepancies. Thus, it cannot be 
concluded whether this approach is useful for other experiments. 
The last thing we tried was to use just the current direction as 
an expression of the mean current. The mean direction for the 
five stations was found and this was lowpass filtered. Then each 
station was transformed to a coordinate system changing with the 
mean velocity, so that it had a component in the direction of the 
mean direction and a component perpendicular to it. The corre-
lations yielded by this system do not represent f and g, so an 
interpretation must be provided afterwards. Also, this approach 
failed to give a clear picture of the correlation. Therefore no 
results are shown. 
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4.4 Spectral representation 
The influence on the correlation of the choice of cut off fre-
quency is seen in Table 4.2; an exaaple of the effect of fil-
tration on the original series can be found in Pig. 4.9. it is 
also possible to find this influence in the frequency doaain. For 
ST1 Piq. 4.10 shows the spectru« of the original series and the 
spectra after two filtrations usina a * 100 and a - 25, respect-
ively. The higher the cut off frequency the less energy is left 
in the signal. 
Furthermore, comparing the spectra we see that above the cut-off 
frequency the spectru* is not disturbed significantly by the fil-
tering, thus indicating the usefulness of the Banning filter. 
Fig. 4.10. The influence on the spectrum from the choice of 
cut-off frequency, a) original data, b) m = 100, c) m = 20. 
Solid line: north component, dotted line: east component. 
According to Section 2.1 and Chapter 3 at least two important 
properties of the turbulence are reflected in the spectrum. In 
the inertial subrange, where no dissipation and only energy 
transfer from larger to smaller eddies takes place, the spectrum 
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should have the form S(n) * o c 2 / V 5 / 3 . Since the spectra are 
drawn as nS(n) = f(n) it would follow a line proportional to 
n~2^3. This can easily be checked and an example is seen in Fig. 
4.11, where the agreement with theory is remarkable. 
Also local isotropy should be reflected in the spectrum. Accord-
ing to Tennekes and Lumley (1972) there would be a constant ratio 
of 4/3 between the spectral estimates for u (current in the direc-
tion of the mean current) and v (current perpendicular to this) 
in the mertial subrange. 
If we look at Fig. 4.10 or Fig. 4.11 we see that the ratio is 
hard to estimate exactly, but 4/3 could be a reliable value. 
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Fig. 4.11. A spectrum showing the Kolmogorov law 
(Eq. 2.7). 
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4.5. Conclusion 
Although the dependence between distance and correlation did not 
show up very clearly, some useful information has been deduced 
from the current measurements. The different correlations between 
weeks 1 and 2 show that smaller distances mean higher corre-
lations. The correlation analysis has been made on the data after 
different kinds of manipulation. The data have been highpass fil-
tered using different filter lengths. Shorter periods have been 
investigated and different expressions of the mean current have 
been subtractred from the original series. All approaches showed 
that the correlation is far from an easy to measure, static 
phenomenon. 
The time and length scale used was convenient for the analysis, 
since both very high and very low correlations were found. This 
is an important result for future investigations with similar 
goals. 
It is significant that one must place the current meters at the 
same depth, and that the vertical current profile should also be 
measured, if possible. 
In the chapters that follow a cut-off frequency of 1/7 h is used 
as a leading example. We assume this to be the most appropriate 
way of separating the fluctuations from the mean current. 
5. A STATISTICAL MODEL FOR THE CURRENT 
5.1. Introduction 
This chapter is devoted to a statistical description of the cur-
rent at a single point. First of fll the analysis includes an 
estimation of ARIMA (autoregressive integrated moving average) 
models on the data, as the basis for building a transport simu-
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lation model for the area north to Barsebåck. The number of 
stations and length of the measuring period allow for many tests 
for homogeneity, stationarity, etc. ARIMA-model estimation can 
also be used to investigate the correlation structure of the area, 
because transfer function models, or multivariate ARIMA-models, 
can tell whether or not information from one current meter can 
help explain the current measured by another. So the purpose of 
the analysis is this: After having investigated the correlation 
structure of the area (Chapter 4), the transport part should be 
analysed, correlation structure tested, and models suitable for 
simulating trajectories should be estimated. 
5.2. The data 
The ARIMA estimations described in the following section are 
based on different types of data. Each of the five stations were 
analysed in detail, but for the sake of simplicity mainly the re-
sults from ST1 are shown. Of course an estimate is made using the 
original data from week 1 and week 2, and on the data after fil-
trations in which different values for m are used. Furthermore, 
shorter periods are analysed, and for some of these data multi-
variate ARMA-models have been estimated. Also the lowpass part 
has been analysed. 
This kind of analysis is in the time domain, but where appropri-
ate, spectra giving the representation in the frequency domain 
are also used. In the analysis described here we are considering 
data which are highpass filtered with cut-off frequency (7h)~1, 
i.e. m * 20 in the formula for the Hanning window (Eq. 4.4). 
5.3. Estimation for high-pass filtered data 
5.3.1. Some effects of filtration 
As seen in Chapter 4 the current is divided into an average part 
and a fluctuating part, each of which should be analysed separ-
ately. When one uses short periods the mean current is more con-
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stant and therefore the data are easier to handle. Whereas, when 
we examine longer periods, the property for the mean current de-
pends to a great extent on the choice of m. 
Before any estimation results are given, it should be repeated 
from Section 2.2 that using an ARMA-model a time series can be 
written as such: 
Zt = <hzt-1 + ... + *pZt-p - e1At-1 - ••• 
(5.1) 
-°qAt-q + Atr 
where Zj- is the value of the process (the output) at different 
moments, At is a white noise process, and $i and 9j are real num-
bers. Usually p and q are small numbers, e.g. both equal to one, 
and in that case the process is called an ARMA (1,1)-process: 
Zt = -hZ,.., - e^t.-, + At (5.2) 
If Zt is a multivariate process the equation will be 
it - Jlt-1 " £At-1 + At (5.3) 
where _ indicates a vector and - indicates matrices. 
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Fig. 5.1. Autocorrelations for ST1. week 1. 
North component. East component. 
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The multivariate process can express a complex relationship be-
tween the elements in the vector Z^. 
As stated earlier ST1 week 1 is used as the yeneral example in 
the following. First, it should be repeated from Section 4.4 how 
the spectrum of the original data looks. The low frequencies in-
dicate that the autocorrelation function (ACF) will reflect the 
long memory of the signal. This is confirmed by Fig. 5.1 where 
the ACF for both components are shown, having high values even 
for large t. The north component has the highest values, because 
north is the direction for the main current. We have tested 
whether there is any crosscorrelation between the two components, 
and the result is shown in Fig. 5.2. It is seen that some corre-
lation exists in the data. The change in this, after the highpass 
filtration, will be checked later. 
-6h -Ah -2h 
-- 1.0 
- 0.8 
-- OB 
.. 0.2 
-02 2h 
-04 
Ah 6h 
Fig. 5.2. Crosscorrelation between north- and east component 
for ST1, week 1, original data. 
The ACF for the highpass filtered data are shown in Fig. 5.3. 
The sprectta are already seen in Fig. 4.10. The lower part of 
the spectrum for the original data has decreased while the rest 
remains almost unchanged. This phenomenon is also discussed in 
Chapter 4. For the ACF a remarkable change is seen. Already after 
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three or four lags the values are equal to zero indicating a 
process characterised by much more rapid changes, the north 
component again having the longest memory. As could be expected, 
the CCF between the north and east component have values which 
are insignificantly greater than zero for all t. Estimation is 
simplified when the two components can be estimated independently 
since off-diagonal elements in the •- and 8-matrices are set 
equal to zero. 
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Fig. 5.3. Autocorrelation after highpass filtering for 
ST1, week 1. north, east. 
5.3.2. Identification 
For APIMA-ttodels the first step in the model-building procedure 
is the identification (Section 2.2). In following the description 
given earlier we must first find the order of differencing, i.e. 
subtract neighbour points from each other. 
What we are left with after differencing is almost white noise; 
thus, the ACF's reflect the nature of the process: for t = 0 the 
ACF (not shown) equals one (per definition) and for t * 0 only 
small values exist. For 700 observations the variance of the ACF 
is 1//n • 0.038 and therefore values below this limit are assumed 
to be equal to zero. Thus it can be concluded that a differencing 
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will result in a series of almost white noise. This can also be 
seen from the parameter values from an estimation of an ARMA(1r1)-
model on the differenced data: If the input series yt equals 
white noise At then 
Yt = At 
Yt - Yt-1 = At - At-T (5.4) 
Zt = At - 1 • At_i = MA(1) for 8 = 1 
Thus high values for 6 will result. The following model was esti-
mated on the differenced data (the north component): 
Zt = 0.47Zt-l - O.SOAt-T + At (5.5) 
The high value 0.8 confirms that differencing is unnecessary. 
The ACF (Fig. 5.3) is an important tool for identification. For 
u (the north component) the ACF tails off after 5 lags and for v 
(the east component) after 3 - 4 lags, and both tend towards zero 
as damped sine waves. The partial autocorrelation function (PACF) 
Fig. 5.4. Partial autocorrelation function after highpass 
filtering for ST1. Week 1. north east 
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can also be used, as shown in Fig. 5.4. For u only one value is 
higher than zero, and for v 1 - 2 values are higher. Furthermore, 
there is no cross correlation between the two series. The ACF-
figures show that if it was an ARMA-model q would be lower than p 
(see Section 2.2), and the PACF-figures indicate AR-models, p be-
ing 1 or 2. 
The preliminary analysis thus suggests an AR(2)-model. The re-
liability of this will, of course, be tested by estimating other 
models as well. 
5.3.3. Estimation 
The procedure followed in the parameter estimation is, as stated 
earlier, the one developed by Spliid (1983). A user's guide is 
found in Spliid (1981), where the identification factor, F, which 
is referred to below, is described. In the program a partial F-
test value for each parameter in the model is computed. Specify-
ing F causes the program to exclude all parameters which have F-
values smaller than this. 
First, the suggested AR(2)-model was used, and it was found that 
it fits the data well (diagnostic checking, see later). 
For the u and v series (the north and east components) the esti-
mated model is 
u: Zt = 0.59 Zt-1 + 0.05 Zt_2 + At 
(5.6) 
v: Zt = 0.37 Zt_i + 0.12 Zt_2 + At 
using independent estimation for the two series. 
This can be written more easily as: 
0.59 0 0.05 0 
It • I J it-1 + [ J Z.t-1 + At (5.7) 
0 0.37 0 0.12 
This notation will be used below. 
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5.3.4. Diagnostic checking 
Having found the AR-model, a lot can be done to test this model 
and to see how well it describes data. Two approaches are used: 
one is to analyse the residuals in different ways; the other is 
to compare properties of the data with theoretical properties of 
the estimated model. For an AR(2)-model the theoretical ACF and 
PACF can easily be found in the univariate case (the Yule-Walker 
equations): 
P 1 = • i + *2P1 
p2 = *i P1 + *2 (5.8) 
Pk = <h Pk-1 + *2 Pk-2 + + *k 
The results are shown in Fig. 5.5, and a good approximation is 
seen, at least for the first lags. 
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Fig. 5.5. Theoretical ( ) and actual ( ) autocorre-
lation, a) north component, b) east component. 
The spectrum can also be found: 
r
v(f) - o| I 12 - 1/2 < f < 1/2 
1
 1-$ie-j2i»f-$2e-j2*f 
(5.9) 
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and the results are shown in Pig. 5.6. The theoretical spectrua 
is of course very smooth, and soae of the differences are due to 
the way the spectrua of the signal is estimated. Using another 
filter length in the spectrua estiaation would yield a saoother, 
better fitting spectrua. 
102 , , 
10-11 1 1 1 1 
00 01 02 03 U 05 
(10 min)"1 
Fig. 5.6. Actual ( ) and theoretical ( ) 
spectrum for the AR(2)-model. 
One might be tempted to stop with the very satisfactory results 
that we have shown here. However, the possibility of checking the 
model by analysing the residuals should also be utilized. Pirst 
an AR(6)-model was estimated on the residuals. If the residuals 
were white (as they should be) the $'s in the AR(6)-model would 
- 89 -
not be significant (seen by the acoompanying F-value). The result 
is shown below with the F-values in paranthesis after the esti-
mated ^-values. 
Table. 5.1. Two-dimensional AR(6)-model estimated for the 
0 .0 
0 .0 
0 .0 
0 .0 
0 .0 
0 .0 
( 0 . 2 7 ) 
( 0 . 0 7 ) 
( 0 . 0 8 ) 
( 0 . 0 2 ) 
( 0 . 1 0 ) 
( 0 . 0 4 ) 
residents from two univariate models. 
+11 +12 
( ) 
+21 +22 
>ij F-value 4>ij F-value 
A R ( 1 ) : 
A R ( 2 ) : 
A R ( 3 ) : 
A R ( 4 ) : 0 .12 ( 1 1 . 0 0 ) 
0 .0 ( 0 . 0 2 7 ) 
AR(5): 0 . 0 ( 0 . 1 5 ) 
- 0 . 1 2 ( 3 . 0 9 ) 
AR(6): - 0 . 0 6 ( 2 . 3 6 ) 
0 . 0 ( 0 . 5 3 ) 
The F-values can be compared to an F(1,500) distribution which is 
approximately equal to a x2(1) distribution. F(1,500)n#95 ~ 4.0. 
Although some of the P-values are greater than four, the par-
ameter values are low, so no cross correlations can be detected 
in the residuals. These high P-values could be due to the filter-
ing procedure. 
Another interesting quality of the model is the relationship be-
tween the residual variance and the variance of the signal. It 
0.04 
0 .0 
0 .0 
0 .0 
0.06 
0 .0 
0 .09 
0 .11 
0 .0 
0 .0 
0 .0 
0 .0 
( 3 . 3 5 ) 
( 0 . 0 3 ) 
( 0 . 0 2 ) 
( 0 . 3 2 ) 
( 8 . 6 0 ) 
( 0 . 7 4 ) 
( 1 8 . 3 1 ) 
( 7 . 8 6 ) 
( 0 . 0 6 ) 
( 0 . 7 3 ) 
( 0 . 7 5 ) 
( 1 . 5 1 ) 
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was found to be for u: 2.27/3.70 • i00% * 61% and for v: 
7.25/8.96 • 100% = 81%. This reduction of variance can easily be 
found for an AR(1)-process: 
Zt = 4>Zt-l + A t 
(1-4>B)Z t = A t ( 5 . 1 0 ) 
V ( Z f ) = V ( A h ) ( 1 + 4>2 + 4>4 + ) 
( 5 . 1 1 ) 
V(A t) = V(Z t ) (1-<t 2 ) 
For • * 0.59 this gives the ratio 0.65 and for $ = 0.37 it gives 
the ratio 0.86. 
As can be derived from later examples, this ratio depends to a 
high degree on the filtration. 
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Fig. 5.7. Autocorrelation functions for residuals from 
the estimated AR(2)-model. a) north component, b) east 
component. 
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If we assume that the residuals consist of white noise, their ACF 
would be zero for lags > 1. The result is shown in Fig. 5.7. The 
test for white noise is: * 2 ST/n, arising from the N(0,1/n)-dis-
tribution, which the autocorrelation estimates approximately will 
follow. Again "white-ness" of the residuals is confirmed. 
In order to be complete we have also included the spectrum of 
the residuals (Fig. 5.8). It is also characterised by the "white-
ness ' 
10 
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(10 min)"1 
0.4 05 
Fig« 5.8. Spectra for residuals from the estimated AR(2)-
model north component. east component. 
The last test on the residuals is 
k 
n I 
i»1 
pa(i)' (5.12) 
which is appr. x (k-p)-distnbuted. k is the length of the test 
and p is the number of estimated AR and MA terms. The test is 
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performed according to Li and McLeod (1981). The contribution to 
the x2-test is for lags 1, 2, 3 and 4: 2.46, 0.35, 9.64 and 
34.66, respectively, giving a total of 47.11. This should be com-
pared to a x2 (8,700) distribution (k»k»p=8). 
5.3.5. Comparison with other models 
The last part of the analysis is to estimate other ARMA-models 
and see if they fit data as well, and see if fewer (i.e. only 
one) parameters can be used. 
ARM): 
0.62 0 
it - [ ] it-1 + *t (5.13) 
0 0.42 
This model uses only one parameter and the variance reduction is 
smaller than for the (2,0)-model. Also a larger x -value*59' in-
dicates that it is too simple a model for the actual data. AR(1)-
models are often used by meteorologists to describe wind vel-
ocities. 
ARMA(1,1): 
0.67 0 -0.08 0 
£t " I J lt-1 + I J d.t-1 + A t 
0 0.62 0 -0.25 
(5.14) 
The fit is not very much better than for the AR(1)-process. Fur-
thermore, an interesting property can be observed, namely that 
the parameters neutralize each other so to speak. Subtracting 
the 9's from the $'s yields a model similar to the previous one. 
This phenomena is often observed when too many parameters are 
specified. 
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ARMA(2,1): 
1.04 0 -0.23 0 
Zt = [ ] lt-1 + l J it-2 
0 0.37 0 0.11 
(5.15) 
-0.45 0 
+ [ ] At+1 + At 
0 0 
The neutralizing phenomenon is seen again for the north component, 
<|>11 is much greater than expected, but in return $12 is negative. 
For the east component the program eliminated 621 * 
Analysis showed that for the (3,0)-model the P-values of the last 
parameters were so low that the parameters were insignificant. 
This is an automatic indication of the uselessness of the last 
parameter. 
AR(4); 
0.60 0 0 0 
(5.16) 
It - [ I Zt-1 • [ I £t-2 + 
0 0.38 0 0.14 
0 0 0.05 0 
[ ] £t-3 + [ ] it-4 + At 
0 0 0 0.10 
The fit is not better than for AR(2), what we observe is merely 
a more complicated model, lacking a complicated model's usual 
ability to reflect physically meaningful processes. 
Two other models have been estimated to test the reliability of 
using independent estimation for two series. Dependence between 
the north and east components is allowed for in the following 
model: 
0.59 -0.04 0.05 0.02 
it « [ J £t-1 • [ J it-2 "»"At (5.17) 
0 0.37 0 0.12 
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The off-diagonal elements are very small (with a corresponding 
low P-value) and can be excluded. 
Will the model fit better if data from ST2 are included? A 4-
dimensional AR(2)-model was estimated: 
it « 
0.59 
-0.02 
0.06 
-0.04 
0,05 
-0.01 
-0.13 
0.03 
-0.03 
0.36 
-0.34 
-0.12 
0.02 
0.12 
0.18 
-0.07 
-0.01 
0 
0.67 
-0.02 
0.01 
0.04 
-0.04 
0.09 
0.03 
0.03 
0.04 
0.32 
-0.01 
0.07 
0.03 
0.02 
lt-1 
(5.18) 
It-2 + At . 
where the four elements in the Z-vector are ST1-N, ST1-E, ST2-N 
and ST2-E. This approach does not change the model significantly. 
If Zt = [uj, IJ2, v{, v\\T, and Afc = [a1ft, a2ft, a3rt, a 4 f t ] T 
then to give an example 
uj = 0.59 uj_1 - 0.03uJ_1 - 0.0lvj_1 + 0.03V^_1 
+ 0.05oJ_2 + 0.02O^_2 + 0.01vJ_2 0.01V£_2 + a 1,t 
(5.19) 
The structure of the •-matrices shows that no correlation exists 
between ST1 and ST2, since the lower left and upper right values 
in the matrices are small (with one exception for $32, but the 
corresponding P-value is low). Furthermore, it shows that the 
appropriate coordinate system has been chosen for the given cur-
rent field, since no correlation exists between the north and 
east components. 
A rotation of the coordinate system would change the estimated 
model accordingly: if C represents a transformation of Z, Y = 
C £, then the new t matrix, •', is found $* = C 4 C - 1. 
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5.4. Estimation for other series 
After this analysis of ST1, week t, • - 20 some models are shown 
for other data. For the sake of convenience, only the estimation 
part of the analysis is quoted here. Pirst of all, to test for 
homogeneity and stationarity, AR(2)-models were estimated for the 
other stations and also for ST1 week 2. The results are shown 
below: 
0.61 0 0 0 
ST2: Z t « [ ] It-1 + [ 3 lt-2 + At 
0 0.35 0 0 
(5.20a) 
0.62 0 0.14 0 
ST3: Z t - [ ] Zt-1 + [ ] lt-2 • At 
" 0 0.68 0 0 
(5.20b) 
0.78 0 -0.15 0 
ST4: Zt - [ j Zt-1 + [ ] lt-2 + At 
0 0.76 0 -0.08 
(5.20c) 
0.62 0 0 0 
ST5: Zt'[ ] Zt-1 • [ J Zt-2 + At 
0 0.46 0 0.07 
(5.20d) 
For some of the series AR(1)-models are quite as good as AR(2)-
models. The north and east models are different, but there are 
only minor differences between the stations, which indicates that 
the demand for homogeneity is satisfied. 
Other models also have been estimated, but in all cases the AR(2)-
models were found to provide the best fit, and are therefore the 
only ones shown here. 
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For brevity, we have chosen only the model for ST1 to represent 
different models for week 2: 
0.95 0 -0.09 0 
ST1, week 2: 2 t = [ J Z.t-! + [ ] Z.t-2 + *t 
0 0.78 0 0 
(5.21) 
The parameter values are higher than for week 1, but still we 
get a good fit using only auto-regressive terms. 
The influence of the choice of m has been seen earlier, both for 
the spectra and for the cross-correlations. This influence is also 
seen in the ARMA-models, as shown below. To simplify the compari-
son with models we have already discussed, only the AR(2)-models 
are shown. First, we tried to estimate a model based on the 
orginal data: (ST1, week 1) 
0.87 0 0.12 0 
zt - I J it-i + I J It-2 • At 
0 0.63 0 0.30 
(5.22) 
The model does not fit too well, but that is not surprising, since 
it contains most of its energy at low frequencies. This is indi-
cated by the high value of +j. It also shows us that estimating 
a model on the lowpass data after filtration will fail, because 
it will not be a stationary process. 
Using highpass data, m * 100 was the first example to be analysed. 
0.72 0 0.21 0 
Z t - [ J Z.t-1 + [ J lt-2 + A t 
0 0.58 0 0.28 
(5.23) 
Already, the fit is much better than for the oriqinal series, 
thus proving the usefulness of filtration. 
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If m is changed to 50, the fit is even better. 
0.73 0 , 0.12 0 
It * I 1 It-1 + I 1 It-2 • At 
~ 0 0.54 0 0.25 
(5.24) 
Still +ii is much higher than for the reference model m = 20. 
m - 10 gives a higher frequency signal than m = 20. This can be 
seen in the low •-values. 
0.39 0 -0.07 0 
It - i 1 It-1 • [ I It-2 + At 
0 0.21 0 0 
(5.25) 
Por the east component it leads to an AR(1)-model. 
Our next example will be m = 5. What remains after filtration 
is almost white noise, which we see in the lack of fit and the 
small values for the parameters. At will dominate the process. 
0.09 0 -0.24 0 
It - I 1 It-1 • I I Zt-2 • At 
0 -0.04 0 -0.15 
(5.26) 
The remaining step is to look at shorter periods. Por week 1, ST1 
a relatively calm period was found (the one also used in the cor-
relation analysis). We estimated an AR(2)-wodel for this period 
0.72 0 0.23 0 
I t - 1 J It-1 • [ i It-2 • At 
0 0.67 0 0.26 
(5.27) 
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This is based on 144 observations and the fit is good (x2(8) = 
24). Although frequencies below (24h)~1 are not present, the low-
pass character of the Model is obvious. The crosscorrelation 
• IJO 
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Pig. 5.9. Crosscorrelation between north and east 
component for St1r week 1, 144 observations. 
Fig. 5.10. Autocorrelations for ST1, week 1, 144 
observations. north component. - east 
component. 
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function for north and east components is shown in Pig. 5.9 which 
could be compared with Fig. 5.2. There is still some correlation 
present between the two components. The ACF for the same period 
is seen in Pig. 5.10, where the influence from the main current 
is obvious in the north component. Using the hiihpass filter and 
the same time period yielded a new nodel 
0.55 0 0.11 0 
It * I 1 *t-1 • [ J It-2 + At 
0 0.44 0 0.11 
(5.28) 
not very different from the one estimated for the whole series. 
If we use other short periods we find that AR(2)-models continue 
to fit well, while the parameters differ significantly for the 
north component, the east component seems to be less dependent 
on the chosen time period. 
In the analysis of current data from Helsingør-Helsingborg quoted 
in Chapter 4 a colouring of the data was made after the highpass 
filtration, i.e. if the variance from the lowpa^a part in the sig-
nal is smaller than the variance of the residuals it is necessary 
to add some lowpass-filtered white noise to the signal. This ap-
proach was unnecessary for our analysis of present data. 
5.5. Adaptive estimation 
5.5.1. Introduction 
So far the discussion has taught us that an AR(2)-model will be 
appropriate in describing the current velocity, but we have also 
seen that the parameters in such a model are altered dependent on 
the length of the series. This indicates that for some appli-
cations a static model will be valuable, whereas it is too rigid 
a structure to explain all details in the current. A natural ex-
expansion is therefore to allow the parameters to change with 
time. The problem of estimating the parameters in such a dynamic 
model has many names, such as adaptive estimation, recursive 
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identification, adaptive filtering etc., and a variety of pro-
cedures are developed for this purpose, of which a few will be 
discussed briefly below. 
The estimation problem can be defined as follows: 
Given a series of data 
Zt * {Z(t), Z(t-1) ..., 2(1)} , (5.29) 
we wish to infer a model of a system from the record Zfc. When the 
model is parametrized in terms of a parameter vector 8, we say 
that estimation is the determination of a mapping from the data 
Zt to the model parameters 8: 
Zt + 5(t,zt) (5.30) 
In adaptive estimation 8(t) may be a function of previous data 
and it is therefore necessary to "condense" the observed data 
into an auxiliary memory quantity S(t) of fixed dimensions. This 
matrix will be updated after every time step, and it is this fast 
updating procedure that makes adaptive estimation possible. 
Priestly (1981) writes about recursive procedures that they "en-
joy the very considerable advantage of computational simplicity." 
The following general scheme is used: 
5(t) - P(5(t-1), S(t), Z(t)) (5.31a) 
S(t) « H(S(t-1), «(t-1), Z(t)) , (5.31b) 
where P and H are given functions. 
The problem now is twofold: first, choose a suitable model para-
met r i zat ion; then, choose the functions P and H. 
In the previous sections we have used the following notation for 
an ARMA-model: 
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•(B)Y(t) » 8(B)e(t) (5.32) 
In the following sections we will apply the general state-space 
form to the dynamical system: 
X(t+1) = FX(t) + w(t) (5.33a) 
Y(t) = HX(t) + e(t) (5.33b) 
where X(t) is the - in general unknown - state of the system, 
y(t) is the measurable outr-f. from the system, w(t) and e(t) are 
independent random vectors with certain covariance matrices, and 
P and R are matrices that usually may depend on time. 
5.5.2. Application of the Kalian filter 
As an example, consider an AR(2)-model in one dimension: 
y(t) * ajYU-1) + a2Y(t-2) • e(t) (5.34) 
and use the previous notation to rewrite Bqs. (2.76) and (2.77) 
Y(t) * P(t)6(t) • e(t) (5.35) 
This is called the observation equation, where Y is the set of 
observations. P represents the structure of the model, and e the 
unobservable quantity called the state of the system, which we 
interpret here to be the parameter values in the AR(2)-model, 
i.e. e « (a1fa2). P is then defined as P * (Y(t-1), Y(t-2)), and 
thus defends on time. The system equation, sometimes called the 
transition equation, reads 
8(t) « P(t)6(t-1) + w(t) (5.36) 
where 6 is a known quantity; in this -rase (i • I, the unity matrix, 
and w(t) is the system equation error, w(t) N(0,ff) with ff known. 
Prom this a simple Markov process arises 
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6(t) - 6(t-1) + w(t) (5.37) 
One possible way to estimate the tine-dependent parameters 8(t) 
is to use a recursive least-square method including a loss func-
tion. The following algorithm illustrates how it is done: 
S(t) « 9(t-1) + L(t)[Y(t) - F(t)6(t-1)] (5.38a) 
L(t) * atP(t)FT(t) (5.38b) 
P(t) = (1/Mt))[P(t-1) - (P(t-1)F*(t)P(t-1)* 
(5.38c) 
(Mt)/at + P(t)P(t-l)FT(t))"1) j 
where Mt) is the loss function (for Mt) = X we refer to A as 
the forgetting factor), and a is a weight factor usually equal to 
1. The algorithm makes a least-squares estimate of the parameters, 
where earlier values of Y(t) become less and less important ac-
cording to the loss function Mt). For Mt) constant (< 1) values 
of Y(t) are forgotten after 1/(1-A) time step. 
Using A »1 gives an estimation for 0 for the whole series, which 
could be compared to estimates from the MARINA programme. But 
the advantage of the algorithm is that by allowing the parameters 
to change, a more reliable picture of the current can be given. 
One of the most useful tools in making an adaptive estimation is 
the Kalman filter, originally described by Kalman (1960) and 
Kalman and Bucy (1961) and now quoted in many papers and text-
books (Ljung fc Smderstrmm (1983), Harvey (1984)). In Sec. 2.2.6 
we introduced the topic, here a practical example will be given. 
The determination of the best estimate of 0(t+i) given observa-
tions yt up to time t, which is the conditional mean 8(t+1) * 
E(B(t-M) lYt), is performed in the following way (Ljung and Søder-
strem (1983)). 
- 103 -
8(t+1) = F(t)8(t) + K(t)[Y(t) - G(t)6(t)] (5.39a) 
K(t) = F(t)P(t)GT(t)[R2(t) + G(t)P(t)GT(t) ] - 1 (5.39b) 
P(t+1) = F(t)P(t)FT(t) +R1(t) - K(t)G(t)P(t)FT(t) (5.39c) 
The dimensions of the matrices are as follows: 
Y: (mxl), e: (nxl), F: (mxn), G: (nxn) 
Rj: (m*m), R2: (n»n), K: (m*n), P: (n*n) 
where m is the number of simultaneous observations, n the number 
of parameters, and Rj and R2 are the covariance matrices for w 
and e, respectively. 
For a one-dimensional AR(2)-model the procedure is straight-
forward, and the results are shown in the next section. For a 
two-dimensional AR(2)-model 
Y(t) 
•11,1 *12rl 
•21,1 *22,1 
Y(t-1) + 
•11,2 *12,2 
•21,2 +22,2 
Y(t-2) + e(t) 
(5.40) 
we get the following state-space form (using for convenience 8 
instead of • as the AR-coefficients) 
e11,l(t*D 
e12,l(t*1) 
e21,l(t-M) 
822,l(t*1) 
•l1,2<t*1) 
e12,2(t*D 
e21,2(t+D 
922,2(t*1) 
% 
M 
8 1 1 , l ( t ) 
8 1 2 , l ( t ) 
e 2 1 , l ( t ) 
e 2 2 , l C t ) 
e 11 ,2< t> 
e 1 2 , 2 ( t ) 
e 2 1 , 2 ( t ) 
e 2 2 , 2 ( t ) 
+ 
' w j U ) 
w 2 ( t ) 
w 3 ( t ) 
W4( t ) 
w 5 ( t ) 
W6(t ) 
*»7(t) 
, ••<*>> 
(5.41a) 
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Yl(t)» m 
Y2(t)| 
Y^t-1) Y2(t-1) 0 0 Yi(t-1) Y2(t-2) 0 0 
0 0 Y^t-1) Y2(t-1) 0 0 Y^t-1) Y2(t-2) 
•ll.lU) 
'12,1 (t) 
e21rl(t) ei(t) 
e22r1(t) + (5.41b) 
flll^ft) e2(fc) 
e12r2(t) 
e2n2(t) 
e22,2<t> 
With reliable assumptions for the covariance matrix, R-j for w 
and R2 for e, the Ralman filter can be implemented directly, 
giving an adaptive estimation of the parameters. 
5.5.3. Results 
The RLS was used in the estimation for a one-dimensional series, 
viz. ST1, week 1, north component after highpass filtering, and 
the model estimated was an AR(2)-model. The two parameters were 
estimated at +j * 0.57 and +2 = 0.05 in agreement with re-
sults from the MARIMA-progra'.. (Sec. 5.3). Then the forgetting 
factor, X, was introduced, and different values were used. For 
\ » 0.95 relatively slow variations are found, but the range of 
the parameters is high, for • the lowest value found is 0.27 
whereas the highest is 1.2. Por +2 the value goes from -0.37 to 
0.34. (The two parameters depend of course, on each other). This 
result is an indication of the time-chanqinq qualities of the 
current velocity and shows the need for time-varyinq models. One 
reason for this need concerns the nature of the mean current, 
the direction of which is restricted to be either northward or 
southward. 
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Also a Kalman filter was constructed for the one-dimensional 
AR(2)-model, and the results from this can be compared to the 
aforementioned RLS algorithm. The "memory" of the Kalman filter 
is specified indirectly via the parameter values and their ex-
pected variance (R2 in the algorithm). <frj was in the range 0.3 •• 
1.02 and $2 w a s between -0.28 and 0.26. A direct comparison shows 
that the two estimation methods do not differ significantly for 
an AR(2)-process. 
For the eight-dimensional ^-vector e similar Kalman filter was 
constructed thus giving the time variations for the eight para-
meters defined in Eq. 5.41. A few examples of results are shown 
in the fiqures that follow. Some aspects of the estimation will 
be discussed below. 
The choice of R1 and R2, the covariance matrices for the noise 
processes, was not seen as influencing the parameter values sig-
nificantly. An example for two parameters (<hl,1 and *22,1) a r e 
seen in Pig. 5.11. In the beginning there are some estimation 
troubles, whereas after some time only slow variations in the 
parameters occur. For $22,1 there is a sudden decrease at about 
observation 400, which may be explained by an unstable current 
direction. The difference between the north and east direction is 
seen by the larger value for <t>n indicating the importance of the 
mean current direction, which led to slower variations in the N/S 
direction. 
For all stations it was seen that the off-diagonal parameters 
($12 and $21) were small and oscillating around zero, in accord-
ance with earlier result showing the reason for eliminating 
these parameters. Comparing •11,1 and $11,2 expresses the prob-
lem of redundancy, tit 2 i s a l s o very low and depends on $j-j
 1. 
Therefore an AR(1)-model was estimated; it was seen that doinq 
this scarcely changed the estimates. This analysis was made in 
two ways: A visual examination of plots of the type given in 
Fig. 5.11 was made, and the autocorrelations and crosscorrela-
tions for the parameters were determined. 
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The values found can be compared to results from MARIMA, and good 
agreement was found. 
Furthermore, the residuals have been analysed, plots were made, 
spectra were drawn, and auto- and crosscorrelations were calcu-
lated. The "whiteness" of the residuals was evident, as seen from 
the spectra and autocorrelation functions. The independence be-
tween residuals from the north and east series also became clear, 
this was true as well regarding the independence between corre-
sponding residuals from different stations. It was also seen that 
the amount of variation explained by the model of course is sig-
nificantly larger for a model where the parameters are allowed to 
change with time. 
With the problems of finding a correlation structure described 
in Chapter 4 kept in mind, a correlation analysis was made on 
the parameter values. A direct comparison of some of the values 
can be made using Fig. 5.11 and 5.12, and it is seen that some 
correlation must exist between stations, at least for <frij. But 
— MM 
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TIME STEP 
F i g . 5 . 1 1 . E s t i m a t i o n of <hl ,1 (PARI) and $22,1 (PAR4) 
(compare Eq. 5 .40 ) for an AR(2) -process us ing a Kalman 
f i l t e r , ST4. 
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checking the crosscorrelation functions for different combi-
nations did not provide a clearer picture than was already found 
earlier. 
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Fig. 5.12. Estimation of $n ^ in an AR(2)-process for 
ST1(PAR1) and ST2(PAR5) using a Kalman filter. 
5.5.4. Discussion 
This section has shown the benefit in using models with time-
varying parameters. On using a Kalman filter in estimatinq the 
parameters in autoregressive models we arrive at a much more de-
tailed picture of the current velocity measured at the five 
stations. The residuals from such models are much smaller than 
those arising from estimation by MARIMA, and new correlation 
analyses can be made. Although the variance is more important 
than the parameter values for the simulation model (Chapter 6)/ 
time-changing parameters will give a more reliable dilution pro-
cess than using constant values. 
Here only AR-models have been analysed, but many other forms can 
be suggested (Harrison and Stevens, 1976), (Harvey, 1983). The 
following model represents one: 
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yt = ut + Yt + et (5.42) 
where ut is a time-vary'.ng mean, Yt can be a seasonal component 
and £)- is the noise. This model can easily be estimated using the 
Ralman filter. The Yt could also represent the rate of change in 
the mean level, and still the Kalman filter could be used. Also 
ARIMA-models can be handled by the Ralman filter. 
A further analysis of current data should include Ralman fil-
tering of such model structures. 
5.6. Conclusion 
In this chapter ARMA-models for current velocities have been es-
timated. For the velocity at ST1 measured during week 1 and 
highpass filtered with a cutoff frequency of (7h)~1, the follow-
ing AR(2)-model was seem to fit data best 
0.59 0 0.05 0 
it * I J lt-1 + I ] lt-2 + A t 
0 0.37 0 0.12 
(5.43) 
This model is used in the next chapter to simulate particle move-
ments. He have studied many other ARMA-models for the same data 
and also estimated models on other data, such as other stations, 
other time periods, and using other filtrations. Using a Kalman 
filter the parameters have been estimated recursively. In gener-
al, AR(2)-models were convenient to use. Many similarities were 
found between the models, thus confirming the homogeneity of the 
area. No crosscorrelation was found between the north and east 
series after filtration and therefore the models were estimated 
independently. 
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6. THE SIMULATION MODEL 
6.1. Introduction 
"The temptation for man to make guesses at the future course of 
events has always been strong and dr^ws its origins from as-
trology, prophecy, and soothsaying" (Bennett, 1979). The fore-
casting method used in the present study is the Box-Jenkins ana-
lysis of time series. It is used to predict the dilution of ef-
fluents in the marine environment. The simulation model is con-
structed especially to illustrate the dilution of discharges of 
radioactivity from the Swedish nuclear power plant Barsebåck in 
the Sound, but we hope that the principles outlined here can be 
extended to other places. Diffusion of other kinds of pollution 
(e.q. oil spills) can also be simulated using the proposed tech-
nique. For each area under consideration, new data must be col-
lected to describe the recipient. 
The principles for a simulation model based on current measure-
ments have been described earlier by Boelskifte (1980) and Spliid 
et al. (1981). An extended method of simulating simultaneous par-
ticle movements in water are outlined in this chapter. ARMA-pro-
cesses are used and their mutual correlation, which depends on 
displacement, is one of the most important parameters. Data used 
in the model have now been tested in several ways (Chapters 4 and 
5). The correlation structure of the area has been studied in de-
tail, in order to estimate the longitudinal and transverse corre-
lation functions, the effects of highpass filtering have also 
been studied. The assumptions for the model such as homogeneity, 
isotropy and stationarity have been tested. Furthermore, the 
model's output is now in accordance with the statistical formu-
lation in Section 2.1. A further development of the model is seen 
in Section 4, where a conditioned simulation is performed, and in 
Section 6 of this chapter, where an adaptive model is used. Chap-
ter 7 includes an example of how the use of bioindicators has 
made it possible to verify the model. 
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6.2. Assumptions 
In order for the statistical »odel to represent real physical 
processes, the current field must satisfy some restrictive as-
sumptions. First of all, homogeneity is required, i.e. the stat-
istical description for the current must be equal for all points 
in the area under consideration. This is confirmed by the cur-
rent measurements since similar ARMA-models can be fitted to 
the different stations and the mean and variance are also simi-
lar. Another important property is isotropy, or the situation 
where the statistical characteristics are equal, regardless of 
the direction considered. This is discussed in Section 5.4. 
Stationarity is the third demand to meet. In other words, mo-
ments of any order of the current velocity must be invariant 
with time. The estimated AR(2)-models confirm the presence of 
stationarity, since the roots in the characteristic polynomium 
2 
1-+jZ-+2z ~ n lie outside the unit circle (for ••) = 0.59 
and #2 s 0*05 the roots are, respectively, -13.3 and 1.5). 
The last assumption used in the model is that the longitudinal 
correlation, f, is an exponentially decreasing function of dis-
tance, f(r) = exp(-r/L). In case of isotropy, the transverse cor-
relation, g, can be deduced from this using equation 2.4, which 
gives g(r) = (1-r/2L) exp(-r/L). Although this form of f and g 
could not be seen clearly from the current measurements, it seems 
to be an intuitively reliable assumption, since some inverse pro-
portionality must exist between distance and correlation. Thus 
only one parameter, the characteristic length scale L, is necess-
ary to represent the correlation structure. From the analysis in 
Chapter 4 it is seen that 900 m can be an estimate of L, since 
only low correlations are found for this distance, when the high-
pass filtered data are used. The influence of the choice of L is 
tested in Section 6.5. 
As we wrote in Chapter 5, the following AR(2)-model will be used: 
0.59 0 0.05 0 
!t * I J it-1 + [ J £t-2 + At 
0 0.37 0 0.12 
(6.1) 
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This is estimated using the high-pass filtered data where (7b)"1 
is used as cut-off frequency. 
The problem of Laqranqian/Bulerian description has been discussed 
earlier (Section 2.1). One conclusion is that it could be reduced 
to a matter of time scale. It is also a fundamental problem for 
this study, but we assume the two frames of reference to be equal, 
i.e. Eulerian measurements are used to simulate Lagrangian move-
ments. In this way, only a slight error is introduced, since the 
deqree of turbulence is small. 
6.3. Description of the model 
In simulating the movement of a single particle, we use the two 
independent AR(2)-models for north and east velocity. Thus a pic-
ture like Pig. 6.1 can be drawn, where we illustrate the prin-
ciple for simulating an ARMA-process (compare Section 2.2). 
Adding a new particle creates a band on the random shocks (the 
At's) which now should be correlated to an extent dependent on 
the distance between the particles, because the correlation be-
tween the Zt's for two realisations of the same ARMA-model equals 
Pig. 6.1. Simulation of movements of a single particle. 
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the correlation between their randoa shocks. Therefore, in the 
simulation model the correlation between velocities is obtained 
by introducing a correlation in the At*s, which are used as input 
to the processes. 
To express the correlation between two particles it is necessary 
to refer to a fixed coordinate system, in this case the north 
east system. Consider two points, P and P*, a distance r apart 
and noise vectors A and A* respectively, as shown in Pig. 6.2. 
Our earlier assumptions imply that the correlation between A and 
A* can be expressed in terms of cor(Aionq,A*lonq) - f(r) and 
cortAnorm»A*normJ = *?<r)» t h e lonqitudinal and transverse corre-
lation, respectively. It is assumed that var(A^ong) = var(AnonR) 
and that cor(Anor|1|,Alonq) = cor(A'noril,A'long) = 0. 
Pig. 6.2. Generation of spatially correlated white noise. 
(Prom Spliid et al. (1991).) 
Relative to a fixed x-y coordinate system the correlation between 
A and A is given in the following correlation matrix, J: 
cor 
Ax 
Ax 
A' 
s 
1 
0 
fc2+gs2 
(f-g)sc 
0 
1 
(f-g)sc 
fs2+gc2 
fc2+gs2 
(f-g)sc 
1 
0 
(f-g)sc 
fs2+gc2 
0 
1 
(6.2) 
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where f * C(r), g « g(r), c » cos(6), and s * sin(6). 
Knowing the correlation which the noise processes are supposed 
to satisfy, the following procedure is used to find the A*s: One 
finds the eigenvectors Pjj and eigenvalues X^ for £. Then the 
noise vector. A, to be used as input to the ARMA-model is found 
as 
A = (P A 1 / 2)0 (6.3) 
1/2 
where (P A ' ) is shown to be 
P X 1/2 P, X 1/2 P X 1/2 
£l *1 ' £2 *2 ' ' i-n *n 
and U N(0,I) is a vector which can be created by a random num-
ber generator. 
Using the AR(2)-model a simulation of particle movements can be 
made. For two particles an example is seen in Fig. 6.3. This pro-
cedure explains why the simulation model is restricted to rela-
tively few particles. This is so because findina eigenvectors 
for a matrix involves producing its invers.ion, a process that is 
very timeconsuming if the matrix is large. But there are no 
theoretical problems presented by the use of more than two par-
ticles. The dispersion matrix is just extended accordingly. 
Using three particles allows for the output from the model to be 
illustrated if ellipses are drawn between the three points. For 
each simulation a picture of the size of the cloud can be drawn. 
An example of this is seen in Fig. 6.4, where the ellipses drawn 
are the smallest ones that can be constructed covering the three 
points. The time interval used in the model is 10 minutes as it 
is for the current measurements. For each IB time steps (3 hrs) 
ellipses are plotted. 
Looking at three points and one ellipse gives rise to different 
ways of expressing the dispersion. The distance between points 
can he used as a figure for relative dispersion. The change in 
position of the centre of oravity of the three points can be 
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Fig. 6.3. Simulation of the simultaneous movements of 
two particles. 
studied, and the area of the ellipse can also be used in express-
ing the dynamics of the turbulence. But the last figure has one 
major drawback. If the three points are located along a straight 
line, the ellipse will be very narrow, and consequently the area 
will be small. The area is expressed as *ab, where a and b are 
the semi-axes of the ellipse. Instead, we use an "area-equiv-
alence" figure to illustrate the area expressed as the sum of the 
squared semi-axes. These can be found as the eigenvalues for the 
matrix D(X,Y) expressing the moment of inertia of the triangle. 
It is found as 
D(X,Y) 
X1 X2 X3I 
Y1 Y2 Y3 i: X2 X3I Y2 Y3I (6.4) 
where xt, X2, X3, Y1, Y2, Y3 are coordinates in the coordinate 
system using the gravity as origon. 
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Fig. 6.4. Simulation example with the three-moving-points 
model. The time interval between ellipses is three hours. 
Merely by taking the inverse one can use this "area-equivalence" 
to express the dilution directly. Another advantage of this area-
equivalence is that it is not so sensitive to those situations 
that often occur in simulations where two of the three points are 
relatively close together. Therefore, it is used intensively in 
the following. 
6.4. Results 
Our aim is to find the average of the aforementioned area-equiv-
alence for many simulations and covering a time span as long as 
as properly. This is illustrated in Fig. 6.5, where the average 
of 100 simulations as well as two examples of single simulations 
are drawn. The average value is an indication of the most prob-
able dilution found after ? given time period following the dis-
charge. It expresses the same qualities as E{°2} in equation 
(2.13) - the ensemble average of the variance of each cloud about 
its center of mass. 
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Fig. 6.5. a) Average of 100 simulations ( ) 
and two examples of independent simulations ( ). 
144 timesteps represent 24 hours. 
For each simulation we find how the center of mass of an indi-
vidual cloud is displaced from its expected position. Prom this 
the ensemble mean-square displacement can be calculated, as can 
the variance of the ensemble distribution about its expected pos-
ition E^. The two single simulations show how different the simu-
lations are and thereby stress the importance of using average 
values. 
Prom the estimated AR(2)-model and the correlation structure, we 
can determine the dilution process. In deciding how the simu-
lation is to be performed, we must determine what is interesting 
to study and what is most appropriate to running the simulations. 
Therefore, if we use three particles in the simulations we do not 
gather more information about the area than if we used only two. 
However, it does make it much easier to illustrate the process by 
an example. 
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It is of interest to know not only the average value of aany 
simulations but also the variance of this value. It serves as a 
measure of the influence of the choice of the white noise pro-
cesses. If this variance is high, the model structure plays a 
•inor role coapared to the white noise. It is not an indication 
of the degree of turbulence, which is expressed indirectly in the 
area-equivalence; rather, ic indicates the amount of information 
contained in the model coapared to the stochastic element. The 
•iniaua and aaxiaua values for each time step have the saae prop-
erty; they merely indicate the differences between two simu-
lations more directly. These values we find for each timestep, 
which means that they are not necessarily taken from the same 
simulation for each timestep. 
Tabel 6.1. Area-equivalence and distance from (0,0) to 
center of mass together with their minimum and maximum 
values for the standard example including 100 simu-
lations. 
Time Relative area-equivalence Distance to (0,0) 
hours meters 
mean min max mean min max 
0 
2 
4 
6 
8 
10 
12 
14 
16 
18 
20 
22 
24 
1.0 
1.6 
2.5 
3.2 
4.2 
4.8 
5.7 
6.9 
7.7 
9.4 
11.3 
12.7 
13.9 
1.00 
0.08 
0.04 
9.11 
0.09 
0.17 
0.03 
0.02 
0.09 
0.06 
0.08 
0.04 
0.04 
1 
3. 
8. 
11. 
18. 
19. 
23 
28 
42 
40 
52 
81 
105 
8 
,9 
,9 
6 
8 
0 
188 
303 
382 
396 
457 
515 
541 
598 
648 
674 
706 
749 
0 
5 
18 
76 
16 
25 
37 
51 
131 
28 
105 
32 
98 
0 
489 
584 
858 
983 
1260 
1500 
1520 
1540 
1590 
1930 
1950 
2140 
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Some of the results are shown in Table 6.1. For different time-
steps the mean and maximum and minimum values are shown for the 
area-equivalence and *he distance to the point (0,0). 
The minimum and maximum values show how different the simulations 
can be. With a single simulation nothing is known about the corre-
sponding probability, whereas the average value should represent 
the most frequently found situation. One may ask, therefore, how 
many simulations are necessary to give a reliable model of the 
delution process. A single example of 365 simulations has shown 
us that the differences between results from 100 and from 365 
simulations are not significant. 
The very small minimum values for the area-equivalence arises 
when two particles come close together. This statistical phenom-
emon will be seen sometimes out of 100 simulations. Por the aver-
age value it is not significant whether the minimum value or the 
number one is used. 
In Chapter 3 we saw that in the initial stage the size of the 
cluster would be proportional to T, whereas in the inertial 
subrange it would be proportional to T2/3. Results from the simu-
lation experiment can be interpreted in the same way. With the 
chosen initial conditions we get a proportionality close to T. 
But this result is very sensitive to the choice of initial sep-
aration between particles and the variance for the white noise 
processes. Por some combinations of initial conditions we have 
found proportionality to T1*3. This is more in accordance with 
our expectations, since the model assumes that the processes take 
place in the inertial subrange. 
6.4.1. Conditional simulation 
Until now the analysis has been based on a statistical de-
scription alone. It is possible to expand the model so that in-
stead of using randomly generated data as input to all 6 series, 
the actual measured high-pass filtered velocity is used for one 
of the three particles. Knowing the velocity and the AR(2)-model, 
the random shocks can be found (At * Zt - "hZt-1 " *2zt-2)* P o r 
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three points (6 velocities) 2 velocities are given, but all 6 
have to satisfy the dispersion matrix given according to the cor-
relation. This means that the usual way of finding the At's can-
not be used, since the two known At's make a bond on the other 
four. 
Prom Eq. 6.3 it can be seen that h\, for example, is found as 
A, = U1P11+ 02P12 + "3p13 + °4P14 + "5p15 + «6P16 (6-5) 
1/2 
where P^j is element i,j in the matrix ( P A ' ). For instance, 
if the actual values from ST1 are used for A5 and Ag, then the 
other four processes Aj, A2, A3, and A4 will follow a conditional 
probability function. Let the vector of noise input be 
X = , with dispersion matrix (6.6a) 
2*2 
£M £12 
121 122 
T 
where X1 = (A1r A2, A3, A4) 
and 
kT 
(6.6b) 
X2 « (A5, A6) 
Then the conditional mean value of Xj is given by - assuminq that 
the unconditional mean for all elements is zero -
E(Xl'*2 = <A5' A 6 ) T ) = Il2 I22<A5'A6>T (6-7> 
and the conditional dispersion matrix of Xj is given by 
n(*ilX2 « (A5,A6)T) » t u - I12 Z22 121 <6-8> 
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For each timestep £ is found, and thereby D(X^) can be determined. 
Using (A5,&£) the addition to Aj, A2, A3, and A4 can easily be 
calculated. 
This procedure is for the high-pass part; to follow the real cur-
rent the low-pass part should be added to all velocities. Now a 
picture of a real situation can be given. 
Examples are seen in Table 6.2. Also here some of the minimum 
values are low. The maximum values and the area equivalence are 
much lower than for the unconditional examples. This is due to 
the use of the same track for one of the particles of every simu-
lation. It makes very long distances between particles less 
probable. 
Tabel 6.2. Area-equivalence and distance from (0,0) to 
center of mass together with their minimum and maximum 
values for conditional simulation. 
Time Relative area-equivalence Distance to (0,0) 
hours meters 
mean min max mean min max 
0 
2 
4 
6 
8 
10 
12 
14 
16 
18 
20 
22 
24 
1 
1.2 
1.2 
1.2 
1.6 
1.2 
1.2 
1.3 
1.3 
1.3 
1.4 
1.5 
1.6 
1 
0.8 
0.6 
0.6 
0.7 
0.5 
0.3 
0.4 
0.4 
0.4 
0.3 
0.2 
0.4 
1 
2.2 
2.5 
3.2 
4.4 
4.6 
4.0 
4.5 
4.8 
5.1 
5.8 
5.7 
6.2 
C 
43 
60 
59 
96 
77 
87 
96 
100 
107 
114 
130 
129 
0 
6 
12 
5 
21 
13 
9 
10 
12 
6 
5 
21 
28 
0 
20 
147 
153 
172 
173 
270 
278 
288 
280 
300 
332 
385 
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Nevertheless, the qualitative properties of the two methods are 
equal. The advantage of this last method lies in the fact that it 
allows us to follow an actual current situation in more detail. 
6.4.2. Drogue experiments 
Two drogues were constructed and used in the investigation as a 
supplement to the current measurements. The purpose was twofold: 
First, to have a realisation of a relative diffusion experiment 
which could be compared to results from the simulation model. 
Secondly, to produce Lagrangian data to compare with the Eulerian 
data received from the current measurements. 
The drogues were constructed so the depths could be changed. The 
ones we used were placed at about 6 m, approximately the same 
depths at which the current measuring instruments were placed. 
The influence of the wind can also be ignored. 
The drogues were used on two different days; one during week 1, 
and the other during week 2. Each experiment lasted for about 6 
hours (i.e. 36 time steps in the simulation model). Too few data 
were produced by this experiment for a detailed analysis of rela-
tive turbulent diffusion, as described in Chapter 2. But never-
theless, the results can be compared with those found in the 
simulation model for the standard example. 
To compare the two descriptions (Eulerian and Lagrangian) the 
track was deduced for a particle following exactly the current 
measured at ST1. There was no agreement between the two. The 
drogues were drifting towards the west; whereas the current 
meters showed a northerly current. We looked for an explanation 
in SMHI, (1977) where there is a picture showing a common current 
situation in the Lundåkra Bay. According to SMHI the current is 
westerly near an east-west line from Barsebåck. This means that 
the homogeneous area where the current meters were placed is lim-
ited to the south. After some time when the drogues reached this 
line they followed the current towards west and thereby pro-
duced data which differed from what have been expected from the 
current measurements. 
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6.5. Sensitivity analysis 
This section presents some results from the simulation model with 
changes in different parameters. The results are compared to the 
aforementioned examples. 
Only some aspects of the model can be compared, but hopefully 
they will provide an idea of the direction a change in one single 
parameter would result in. An analytical analysis of sensitivity 
will not be given. 
We know the variance of the residuals (At's) from the estimation 
procedure. This variance is expected to be a crucial parameter, 
since the At's are the inputs of the process. In Table 6.3, 
values of the area-equivalence for different values of o2 are 
seen. There it is confirmed that the influence is highly signifi-
cant. This is not surprising, since it is an indication of the 
degree of turbulence. Therefore, this parameter was studied more 
intensively in the Section about making adaptive estimates. 
The other critical parameter is the characteristic length scale 
I, and therefore the correlation functions f and g. No analysis 
is made here concerning the form of f and g; only the value of t 
is investigated. Examples are found in Table 6.3, where it is 
seen how important this I value is. On the average, I will change 
the simulated dilution process qualitatively, for when the sep-
aration between particles equals I, i.e. there is no correlation 
between particles, the rate of diffusion increases. 
This influence is confirmed by the simulations and it justifies 
thp use of so many manipulations to find the "right" value of 
A. (what exactly the "right" value is, is still, to a certain 
extent, an open question). 
The boundary conditions, i.e. the initial separation between par-
ticles, is also important. The "right" choice depends on the kind 
of process we want to investigate. When can we say the process 
begins? Photographs of temperature rises in the plume from Barse-
bfick (SMHI, 1976) can give an idea of the initial width of the 
plume. 
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Table 6.3. Sensitivity analysis on the relative area-
equivalence. See text for explanation. 
Time a b c d e f g h i j 
hrs 
0 
2 
4 
6 
8 
10 
12 
14 
16 
18 
20 
22 
24 
1.0 
1.6 
1.9 
2 .7 
3.4 
4 . 2 
5 .0 
5 .8 
6 .6 
7 .3 
7 .9 
8 .1 
8 .8 
1.0 
1.1 
1.2 
1.2 
1.3 
1.4 
1.4 
1.5 
1.5 
1.5 
1.5 
1.5 
1.6 
1.0 
4 .0 
7 .4 
12.6 
18.1 
22.7 
30.7 
36.7 
44.4 
47.6 
54.9 
61.3 
68.5 
1.0 
2 .2 
2 .7 
3.6 
5 .1 
6 .2 
7 . 2 
8 .1 
9 . 9 
11.3 
13.0 
13.4 
13.6 
1.0 
1.4 
1.5 
1.8 
2 .1 
2 .5 
3 .2 
4 .0 
4 .5 
5.1 
5.7 
6 .3 
6 .6 
1.0 
1.2 
1.3 
1.5 
1.6 
1.8 
1.9 
2 .0 
2 .3 
2 .5 
2 .4 
2 .6 
2 .6 
1.0 
2 .7 
4 . 1 
6 .2 
7 .5 
9 . 8 
12.2 
13.3 
16.1 
19.5 
21.5 
25.3 
25.8 
1.0 
2 .2 
3 .3 
5 .0 
7 .1 
9 . 3 
10.5 
11.0 
14.4 
16.0 
16.6 
18.0 
19.4 
1.0 
1.5 
1.7 
2 .2 
2 .5 
2 .7 
3 .0 
3.5 
3 .6 
4 .1 
4 . 2 
4 .6 
5 .2 
1.0 
1.6 
2 .0 
2 .4 
3 .0 
3 .4 
3 .9 
4 . 8 
5 .4 
6 .0 
6 . 6 
7 .0 
7 .4 
a) A standard example 
b) o 2 = 1 
c) a2 = 8 
d) I = 500 
e) l »1800 
f) Initial distance between particles: 900 m 
g) Initial distance between particles: 150 m 
h) North: +j = 0.7, *2 * 0.05, East: f1 * 0.5, *2 = °» 1 2 
i) North: f1 = 0.4, *2 s °«05r East: ^ = 0.2, +2 = °* 1 2 
j) North: + , = 0.59, *2 " °*0' East: •1 = 0.37, *2 = °*° 
200 - 300 m between particles seems to be representative. The 
importance of this separation depends on whether the absolute 
level or the rate of dilution is of interest. 
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The estimated AR-model is perhaps the most interesting part to 
investigate, since the •-parameters represent a high degree of 
certainty as compared to, for instance, the correlation function. 
Many examples could be given, but here we restrict the analysis 
to three situations: 1) exlude the second AR-tera, 2) increase 
both variables, and 3) decrease them. The results of these exper-
iments are also shown in Table 6.3. 
The importance of the parameter values is significant when com-
pared to the influence of the variance of the process, and the 
characteristic length scale. The influence of larger changes in 
the parameters is highly significant. 
As stated earlier a single example has shown that using 365 simu-
lations instead of 100 does not change the results significantly. 
6.6. Discussion 
After having tested the statistical properties of the model it is 
important to compare results with physical measurements and tur-
bulence theories. The brogue experiment is an example of a feas-
ible test. However, it did not fulfil our expectations, due to 
inhomogeneities in the nearby environment. The relative diffusion, 
i.e. the development in distance between the two drogues, was not 
compared to the models output, since the trajectories did not 
represent the current measurements quite well. 
The other physical test which we performed was to collect seaweed 
and use it as an indicator of the dilution of 60Co released from 
the Swedish nuclear power plant Barsebåck. This test is described 
in detail in Chapter 7, where it is seen that the concentration, 
C, in seaweed is significantly described as a function of the 
distance, X, from Barsebåck as such: C = aX~1-4 (for explanation 
and a further discussion see the next chapter). 
How reliable are the data used in the model? The knowledge of the 
correlation function is still insufficient, although minor changes 
influence the model only slightly. The degree of turbulence is the 
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most important parameter which we know in detail from the esti-
mation procedure, the subjective choice concerns only the length 
of the high-pass filter. Also, the parameters used in the AR-
model represent a high degree of certainty. However, it should be 
remembered that all the parameters used here are valid only for 
the area near Barsebåck. Any new application of the model re-
quires a new measuring programme. 
Such a programme should include measuring the vertical current 
profile. If possible, the correlation structure should be studied 
more intensively. In order to do this, more current meters should 
be used in the investigation area. A significant way to improve 
the model would be to use three dimensions, since the shear is a 
significant factor in the dispersion process. Longer series could 
be used to extend the adaptive estimate thereby improving the 
reliability of the simulation of long-tetm effects. This should 
be done using the conditional simulation technique as described 
earlier. 
6.7. Conclusion 
This chapter contains a description of the model simulating 
relative diffusion. It has been possible to get results that, 
compared to turbulence theory and practical measurements, de-
scribe the diffusion process in a reliable manner. The assump-
tions related to the model are outlined together with a more de-
tailed explanation of the theoretical background applied in the 
simulation scheme. Por the data used, a sensitivity analysis is 
made, and the variance on the residuals is seen to be the most 
imr rtant parameter. In the discussion section a few hints are 
given for a new measuring programme and further development of 
the model. 
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7. TRACER EXPERIMENTS USING SEAWEED 
7.1. Introduction 
In earlier chapters we have shown that dispersion nodeIs depend 
to a great extent on the time and length scale considered. The 
simulation model based on current measurements within a limited 
area can hardly be used for length scales orders of magnitude 
larger than this area. Furthermore, the assumptions regarding 
homogeneity, isotropy, etc. do not allow the model to be used in 
more complicated areas. Therefore, a model describing the initial 
mixing of effluents from Barsebåck in the Sound will not give 
reliable results for all parts of the Danish Straits. As shown in 
Chapter 3, one solution to this problem is to use tracer tech-
niques. For small distances dye (rhodamin) and short-lived radio-
isotopes have been used successfully as tracers. Due to the de-
tectability of low concentrations, radioisotopes have also been 
used as tracers covering very long distances. 
Furthermore, radioisotopes often make it possible to utilize 
double tracers. For the Sellafield study, see Chapter 3, both 
137Cs (half-life 30 years) and 134Cs (half-life 2 years) can be 
used and simultaneous measurements of the two at different lo-
cations can give information about transport time. One more iso-
tope released from Sellafield can be measured several thousand 
kilometers away, /iz. "Tc (half-life 2 • 10* years) which has 
an unusually high affinity for seaweed (CP - 10 5). It can there-
fore be used, even though its concentration in water is very low. 
Using seaweed in the Barsebåck study at least one isotope, ""Co 
(half-life 5.3 years), can be used in the construction of an em-
pirical dilution/transport model for the Danish Straits. 
The investigation of 60Co in the Danish Straits was done for two 
purposes: For small distances from Barsebåck the 60Co levels in 
seaweed can verify some aspects of the ellipse model, and where 
this model is not applicable due to its restrictive assumptions 
a picture of the steady state situation can be given. In this 
chapter the results of two collections of seaweed along the 
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Danish coastlines are described. Additional investigations to im-
prove the use of seaweed as a bioindicator ar« also described. 
Two main problems have been found worthy of a detailed analysis. 
First, the variation in uptake throughout the year and between 
species, and secondly, the estimation of the important concen-
tration factor (see below). 
7.2. 60Co in the Danish Straits 
This topic is described by Boelskifte (1985) where results from 
a seaweed collection along the Danish coastline in 1982 and 1983 
7°30E 9°E K)°30'E 12'E 13°30'E WE 
Pig. 7.1. Cobalt-60 in sea plants in 1982. (Unit: Bq kg"! 
dry weight). Pu. ves.: Fucus vesiculosus. Fu. se.: Fucus 
serratus. 
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are detailed. Pigures 7.1 and 7.2, taken from the reference, 
show the similarities between the two years and give a picture 
of the three areas representing different dilution patterns: 
the North Sea, Kattegat and the Sound. The initial mixing of 
60Co released from Barsebåck takes place in the Sound. The sea-
weed measurements indicate a narrow plume closely followinq the 
Swedish coast, h combination of the results from the Sound and 
Kattegat leads to an important mathematical description of the 
level of Co in seaweed (dry weight) as a function of the dis-
tance in X km, from Barsebåck: 
Concentration in Pucus [Bq60Co kg-1dryj = 1200X"1'4 
57° N 
Sfi°N 
5S°N 
/ IT J * C 
jqjD 
Vp.82 
sfiyD.7i 
\rf'63 
• 
A U8 
0 50 
10°E 12° E 
tua^o 
» 
t » 
J. %\ 
« 
100 
•-L.4-I V 
f 0.95 
I ty* 
0*4 2.29* r 
V>.96 
jQn/ 2 3t 
m 
Fu.ve. 
Fuse. 
2.01_3.58 
\ «Vf<s-i 
s09 
-C: ) 
57°N 
56°N 
55°N 
55°N 
10° E 12°E 15°E 
Pig. 7.2. Cobalt-60 in Pucus vesiculosus and Pucus 
serratus 1983. (Unit: 8q kg"1 dry weight) Location 
names, cf. Pig. 7.1. 
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This relation is valid whether data from 1982r 1983 or both are 
used. In the reference it is shown, furthermore, how this re-
lation can be used to estimate the mean residence time in the 
Kattegat. A figure of two months is found in agreement with 
oceanographic information. 
The Co found in seaweed from the North Sea indicates higher 
levels than expected if Barsebåck or Ringhals were the only 
sources. Therefore it is discussed how English or French sources 
might contribute via the North Sea to the levels found on the 
west coast of Jutland. 
Some of the problems using *°Co and seaweed are discussed. 6"Co 
has a high sedimentation rate, but it is argued that since the 
transport time from Barsebåck to Kattegat is small, only an in-
significant amount will be in the sediment. The problems of 
seasonal variation, differences between Fucus species (F. vesi-
culosus and F. serratus) and the problem of getting reliable 
water concentration estimates from the seaweed concentrations 
are all described in the following sections. 
For a continous release of °°Co, dose calculations are easy to 
make. An example is given in Boelskifte (1984). For a momen-
taneous release the doses, as described in Boelskifte (1983), 
depend to a great extent on the current direction at the moment 
of release. This is due to the position of the Sound as a tran-
sition area between the Baltic Sea, with long mean residence 
time (25 y), and the North Sea, with short mean residence time 
( 2 - 3 y). 
7.3. Discussion 
7.3.1. Verification of the simulation model 
It is surprising that the relationship between Fucus and distance 
from Barsebåck is valid both for small (< 1000 m) and long dis-
tances (> 100 km). The simulation model is only valid for a 
shorter range (0 - 20 km), but in this area it can be compared 
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to the seaweed measurements. In Table 6.1 we showed the average 
of the "area-equivalence" for 100 simulations. Adding a constant 
mean velocity to the simulated one will move the particles ac-
cordingly and thereby we can substitute "time" in the table by 
"length" and thereby compare results from the two models. Ne also 
saw in Chapter 6 that for some sets of initial conditions the 
size of the cluster would be proportional to T**3. This means 
that plotting the inverse of the results on a double logarithmic 
paper will illustrate the concentration in water as function of 
distance from the discharge, and the slope of the line will be 
- 1.3. This is very much like the results from seaweed measure-
ments (slope -1.4) and it confirms the reliability of the simu-
lated average dilution. Other kinds of statistics, such as the 
distance from origo and conditional simulation cannot be veri-
fied by seaweed measurements. 
This verification raises the question of the reliability of bio-
indicators. This is the topic of the following three sections, 
which we find relevant since bioindicators are so widely used in 
the understanding of transport in the marine environment. Exper-
iments with bioindicators are described for instance in Dahlgaard 
(1981). 
7.3.2. Seasonal variation 
In this section we will investigate some of the problems associ-
ated with using seaweed as a bioindicator, viz. the variability 
among samples, the difference between Fucus vesiculosus and Fucus 
serratus, and the seasonal variation. The variability and the 
difference between the two species have been tested at a low-
level area for 6nCo, Klint, (see Fig. 7.1) and near Ringhals 
power plant. The results are shown in Tables 7.1.a and 7.1.b. The 
content of 6nCo in F. ves. at Klint was 1.27 Bq kg"1 (dry) with a 
standard deviation of 0.14. For F ser. the result was 2.11 Bq kg'1 
(dry) and S.O. * 0.14, which indicates that the two species dif-
fer significantly with respect to 60Co. For !37Cs the difference 
was also significant,although less pronounced. Also for 90sr, 
239,240pu a mj 24lAm, F.ser. has a higher content than F.ves. But 
for 99Tc, F.ser. is significantly lower than F.ves. This result 
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is important because it shows that as a rule, one species cannot 
be used as substitute for the others in areas where only one is 
found. 
At Ringhals, where the 60Co levels are much higher than at Klint, 
the samples have been analysed for $*¥kn, 58Co, 60co, 65gn anj 
137Cs (Table 7.1b). For 54Mn and 137Cs no difference can be found 
between the species, but for 65Sn the difference is significant. 
For 58Co there is no significant difference, and for 60Co further 
analyses are needed before a conclusion can be made. From these 
observations, it is obvious that factors related to a specific 
place can change the loss and uptake of radionuclides signifi-
cantly. This is true for salinity, temperature, etc. To compare 
with laboratory experiments see, for instance, Dahlgaard (1983). 
The content of radioisotopes in seaweed varies throughout the 
year. To test whether this seasonal variation can explain some of 
the discrepancies found, a collection program has been set up 
where one sample of each species is collected each month, both at 
Klint and at Ringhals. Due to weather conditions, it has not been 
possible to get samples from Ringhals for each month. The inves-
tigation of seasonal variation has to continue for years before 
final conclusions can be drawn. But some illustrative results 
have already been found. 
The results are shown in Table 7.2.a and 7.2.b. The concen-
trations of 60co in the water at Klint is hardly constant (slow 
variations must be expected) and not at all constant at Ringhals. 
Except for a few samples, F.ser. shows higher values than F.ves. 
In order to produce a reliable picture of the seasonal variation 
a program must last several years; conclusions cannot be drawn 
from just one year of analysis. To overcome the problem of vary-
ing water concentration, the two species can be used as control 
for each other. 
The ratio of one species to the other for the two locations is 
shown in Fig. 7.3. This ratio is different between the two places 
and it varies with time. This can hardly be explained, even 
though statistical variation can explain a certain amount of the 
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variation. But the conclusion that each of the two species dif-
fers with respect to content of 60Co is obvious. 
For !37cs the figures are different and the water concentrations 
fluctuate less. At Ringhals the two species are equal ex-
cept for two aonths. At Klint the difference is larger but not 
constant. For both places there is a tendency, at least for F. 
ves.r to show lower levels during the winter than during summer. 
However, a longer tine period is needed to check if that is a 
significant difference. 
Table 7.1a. Radionuclides in the brown algae Fucus vesiculosus 
(Fu.ve.) and Fucus serratus (Fu.se.) collected at Klint 
(55°58'N 11035'E) 24/3 1983 (Unit: Bq kg"1 dry weight) 
Species 40K* 60 C O 90Sr 99Tc 137Cs 239,240Pu 241^ 
Fu.ve. 
Pu.ve. 
Fu.ve. 
Pu.ve. 
Fu.ve. 
Mean 
SD 
SB 
24 
24 
23 
25 
26 
1.32 
1.26 
1.06 
1.45 
1.28 
1.27 
0.141 
0.063 
5.0 
6.0 
5.0 
5.7 
5.1 
5.4 
0.46 
0.21 
50 
151 
180 
137 
187 
141 
55 
25 
8.1 
7.9 
7.6 
8.3 
8.7 
8.14 
0.42 
0.188 
0.29 
0.29 
0.23 
0.32 
0.24 
0.27 
0.038 
0.017 
0.057 
0.035 
0.023 
0.042 
0.030 
0.037 
0.013 
0.058 
Fu.se. 
Fu.se. 
Fu.se. 
Fu.se. 
Fu.se. 
Mean 
SD 
SE 
27 
29 
32 
29 
31 
1.96 
2.1 
2.3 
2.1 
2.1 
2.11 
0.137 
0.061 
9.0 
10.3 
8.8 
1 1.1 
9.8 
9.8 
0.95 
0.42 
81 
87 
93 
86 
79 
85 
5. 
2. 
5 
5 
9.7 
9.0 
11.4 
9.9 
9.7 
9.93 
0.87 
0.39 
0.54 
0.62 
0.50 
0.35 
0.61 
0.52 
0.11 
0.049 
0.057 
0.046 
0.039 
0.110 
0.073 
0.065 
0.028 
0.013 
*Unit: g kg~1 dry weight 
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Fig. 7.3. Ratio of 6()Co in Fucus versiculosus to Fucus 
serratus collected at Klint ( ) and Ringhals ( ). 
Table 7.1b. Radionuclides in the brown algae Fucus 
vesiculosus (Fu.ve.) and Fucus serratus (Fu.se.) 
collected at Ringhals 2/6 1983 (Unit: Bq kg"1 dry weight) 
Species 
Fu.ve. 
Pu.ve. 
Fu.ve. 
Mean 
SD 
SE 
Fu.se. 
Fu.se. 
Fu.se. 
Mean 
S.D. 
S.E. 
54Mn 
3.09 
2.79 
2.92 
2.93 
0.15 
0.09 
3.40 
3.28 
2.36 
3.01 
0.57 
0.33 
58 C o 
9.5 
11.; 
12.3 
10.9 
1.43 
0.82 
11.9 
12.2 
10.5 
11.5 
0.90 
0.52 
60Co 
29.9 
31.3 
38.7 
33.3 
4.7 
2.7 
39.4 
42.2 
35.8 
39.1 
3.2 
1.8 
65 Z n 
31.3 
34.0 
39.3 
34.9 
4.1 
2.4 
40.0 
45.7 
40.3 
42.0 
3.2 
1.8 
137Cs 
10.3 
10.2 
9.9 
10.1 
0.22 
0.13 
11.2 
8.7 
10.1 
10.0 
1.28 
0.74 
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Fluctuations in the Cs levels can TO moderated by incorporating 
the 40K levels, while K and Cs are compatible in the metabolism. 
Tables 7.2a and 7.2b indicate that dividing the 137Cs levels with 
the 40K levels will eliminate the difference between the species 
and, especially for Ringhals, make the seasonal variation clearer. 
7.3.3. Estimation of a concentration factor for 60co 
The intensive use of bioindicators in environmental studies is 
based on the assumption that the measured level, C, of an el-
ement in the indicator organism in one way or another represents 
the level in the water, Cindicator * f(cwater)» where f usually 
is assumed to be a constant factor, k. The advantage in using 
bioindicators is that k is often orders of magnitude higher than 
unity, i.e. the concentration in the indicator is much higher 
than in the water, leading to much easier measurements. In case 
of a steady-state situation k is called the concentration fac-
tor, CP, and defined as follows for 60cO: 
cone, in seaweed [Bq60Co kg-1dry] 
CP = ^ _ _ 
cone, in water [Bq60Co *~T] 
The estimated value of CF is usually based on (several) simul-
taneous measurements of C w a t e r and Cin<jicator' This gives re-
liable estimates as long as a steady state is present, i.e. there 
is equilibrium between the two concentrations. Otherwise results 
which are quite misleading can arise. 
With this in mind, we decided to set up an experiment to compare 
an integrated water sample with a bioindicator, Fucus vesiculosus. 
The experiment concentrated on only one radioisotope, *>()Co, since 
the low level in the water requires a precipitation procedure and 
thus does not allow for measurements of other elements in the 
water. 
It has been possible to do the experiment simultaneously at two 
places, the Swedish nuclear power plants Ringhals and Barseback 
(Fig. 7.1 shows the locations). The purpose of the experiment 
was to 
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a) Estimate the concentration factor, CF for 60Co between Fucus 
vesiculosus and water. 
b) Examine a method for continous water sampling. 
c) Estimate the average concentration of 60Co in water in time 
periods of one month and compare it with discharge data. 
d) Investigate the velocity of uptake for 6nCo j.n uncontaminated 
seaweed. 
The experiment has been carried out at R'nghals since April 1983 
and at Barsebåck since December 1983, as shewn in Tables 7.3a 
and 7.3b. At both places the water is sampled from the cooling 
water channel. 
The pump has a capacity of approx. 13 1 each 24 hours or about 
400 1 each month convenient for the analysis. At the end of each 
month we made a precipitation and measured the precipitate on a 
Ge(Li)Y-counter. From Barsebåck only one Fucus sample was avail-
able, while no natural population was found in the channel and 
it was necessary to move some plants from a lowlevel area (Lim-
hamn) to Barsebåck. We have collected several Fucus samples from 
Ringhals each month: one sample of F. ves. as close as possible 
to the water sampling point, one sample of F. ves. and one of F. 
ser. at a point on the coast close to the channel (described in 
Section 7.3.2), and one sample of a transplanted population, 
moved from Varberg to the cooling water channel. Four moves from 
Varberg have been made: 1/6 and 1/12 1983, 1/5 and 1/9 1984. Dur-
ing some of the months samples "retransplanted" from Ringhals to 
Varberg were also measured. The first moved population was moved 
back to Varberg 1/5 1984. 
One of the reason for choosing one month as t'ie integrating time 
is that the discharges from the plants, which should be compared 
to the water measurements, are reported monthly. 
7.3.4. Results 
Tables 7.3a and 7.3b show all the results so far from Ringhals 
and Barsebåck, respectively. In the following the relevant com-
parisons are made. First the results from Ringhals are investi-
gated. 
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7.3.4.1. Fucus/moved Fucus (Fig. 7.4). The first population of 
Fucus was moved 1/6 1983. About 20 plants fron Varberg were 
marked and placed near the water sampling point at Ringhals. A 
sample was taken each month, and we found that after three months 
the plants had reached the level of the local plants. Thereafter, 
the two populations follow each other closely, confirming the 
variations from month to month. On 1/4 1984 the rest of the trans-
planted population was moved back to Varberg to test the excretion 
of Guco (Table 7.3a), but due to low water levels during March 
1984, the plants nearly died and the results thereafter should be 
treated with great care. 
200 
150 
"£•100 
CD 
50 
I I I i i i 
V moved 
o local 
i i i i i i i i—i i i i r ~ r r 
i i i 
J F M A M J J A S 0 N D J F M A M J J A S 0 N D 
1983 1984 
Fig. 7.4. 60Co in Fucus vesiculosus in the cooling water 
channel at Ringhals. Local population and four transplan-
tations. 
A new population also from Varberg was moved on 1/12 1983. In 
winter the growth rate and the metabolism are small; therefore it 
takes longer for the plants to reach the local level. In this 
population there were also some problems with drying, and on 1/7 
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1984 the last plant was collected. The results for the last three 
months should be interpreted carefully. 
Table 7.3a. *>nCo in Fucus, collected water and discharge 
Date 
Mar 
Apr 
Nay 
Jun 
Jul 
Aug 
Sep 
Oct 
Nov 
Dec 
Jan 
Fee 
Mar 
Apr 
May 
Jun 
Jul 
Aug 
Sep 
Oct 
Nov 
Dec 
from 
83 
83 
83 
83 
83 
83 
83 
83 
83 
83 
84 
84 
84 
84 
84 
84 
84 
84 
84 
84 
84 
84 
Ringhals. 
Discharge 
G Bq/ 
month 
4.22 
9.01 
4.99 
9.60 
18.0 
5.19 
9.95 
3.1 
4.7 
5.3 
6.5 
43.2 
2.8 
3.0 
8.6 
5.4 
20 
16 
4.19 
4.6 
Water Fucus 
Bq/m3 Bq kg-1 
1.68 
2.20 
2.74 
2.55 
0.98 
1.66 
0.72 
0.62 
0.68 
0.81 
2.47 
0.34 
3.08 
3.26 
1.08 
1.20 
1.49 
<0.54 
1.12 
<0.15 
0.62 
38.0 
53.2 
67.9 
93.5 
114 
106 
128 
76.1 
92.1 
102 
88.9 
147 
118 
-
-
70.2 
144 
-
81.8 
83.0 
78.6 
1983 
1/6 
1.99 
64.9 
100 
106 
121 
93.4 
105 
-
84.9 
118 
112 
Fucus moved 
1984 
1/12 
Bq kg-1 
8.26 
-
13.8 
28.6 
395 
33.6 
57.2 
27.7 
1/5 1/9 
dry 
4.30 
24.8 
47.0 
83.0 
161 4.27 
85.0 29.7 
101 35.2 
106 160 
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The third move, made 1/5 1964, shows the same tendency as the 
move of the year before: Within three or four months it reaches 
the local level and thereafter follows the local plants. For 
other results it is important that, during the growth period, 
it takes about three months for the plants to reach the actual 
level. The fourth move was made on 1/9 1984 and it shows a simi-
lar tendency. 
7.3.4.2. Fucus at two different places. We have investigated the 
the course of the two F. ves. populations collected in and out-
side the channel. Bach month the samples from the channel show 
higher levels, but both populations reflect the monthly varia-
tions in a similar manner, althouqh the variations are higher 
in the channel where the levels are also hiqher. 
7.3.4.3. Fucus/water. This relation is the main purpose of the 
investigation. Both the Fucus and integrated water concentra-
tions are shown in Table 7.3a. If we consider each month separ-
ately, it becomes apparent that the concentration factor found 
in this way is not constant. It differs from approx. 2 • 104 to 
12 • 104 (dry weight). The "memory" of the plants must be more 
than one month, as seen from the transplantation experiment as 
well. However, a simple mean of the foregoing three months of 
the water concentration compared to Fucus also gives varying 
results. 
One approach is to incorporate knowledge from laboratory exper-
iments on uptake and loss velocities. In this manner functions 
can be constructed describing how the concentration in Fucus de-
pends on water concentrations in foregoinq months, and how this 
dependence changes throughout the year. This seems to be a prom-
ising method and details can be found in Dahlqaard and Boelskifte 
(1985). 
Due to the presence of algae in the hose there were technical 
problems with the pumping system during some of the months. 
These months represent a larger uncertainty than the other 
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months. It is impossible to make corrections for this lack of 
water; the only thing to do is to be careful with the interpre-
tation. At least the conclusion can be drawn that when steady 
state is absent a direct measurement of the concentration fac-
tor can at best give only a hint of the order of magnitude. 
7.3.4.4. Water/discharge. Differences in the course of the two 
indicate that monthly differences in the current situation re-
sult in a varying transfer from the outlet to the cooling water 
channel. In many investigations the levels in bioindicators are 
compared to discharge data. If this is done for short distances 
from the outlet and short time periods (e.g. a month) it can 
produce misleading results. 
7.3.4.5. Barseback. As noted above a simlar experiment has been 
set up at Barseback. No seaweed occurs naturally near the water-
sampling point and therefore some plants were moved from Limhamn. 
This move was made on December 1, 1983 but due to technical prob-
lems the water sampling first began on January 1, 1984. Two moves 
have been made in addition to the first. Nay 1,1984 and September 
1, 1984. The quick uptake for the first population is remarkable. 
The low level found in Pucus in April and thereafter probably is 
due to low water levels in March, which almost killed the plants. 
The second move also shows a rapidly increased level of Co. 
The CP calculated each month shows results between 5 • 10 and 
55 • 10*, with the former based on Pucus two months after the 
move. The latter is about five times higher than what is found 
at Ringhals. This difference between Barseback and Ringhals, 
which has also been seen earlier (Aarkrog et. al., 1982), can 
hopefully be explained when the experiment has been run for a 
longer time. Our current hypothesis is that the chemical form of 
60Co differs from the two power plants. The difference in sal-
inity also is responsible for at least a part of the different 
CP-values. The fast accumulation during winter in Barseback is 
also interesting and cannot be explained on the basis of the 
Rinohals experiences. 
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7.4. Conclusion 
In this chapter we have described some radioecological investi-
gations. If it is assumed that the goal of health physics is to 
estimate and give tools for reducing doses to roan from radioac-
tive isotopes, it is necessary to develop dispersion and trans-
port models covering a span of length scales. In Section 7.2 a 
model for the Danish Straits is described. A brief discussion of 
dose calculations is also provided. In the course of the investi-
gation, it became obvious that dose calculations using bioindi-
cators are based on some assumptions which are ripe for further 
experiments. The seasonal variation in the radionuclides in sea-
weed is very important. However, in order to determine this vari-
ation an experiment lasting at least more than one year would be 
necessary. Por the moment the important result from that exper-
iment is that, with respect to 60Co, Fucus ves. and Fucus ser. 
are unequal, since P. ser. accumulate more ° Co. 
Furthermore, the concentration factor experiment is described in 
Section 7.3, where levels of °nCo in Fucus are compared to levels 
found in water collected continuously. Preliminary results show a 
CP-value (dry weight) for Ringhals between 2 • 104 and 12 • 104, 
and for Barsebåck between 5 • 10* and 55 • 10 . From the litera-
ture (e.g. Unscear, 1982) values ranging from 10 to 10 were 
found. 
Interpretation of the results is difficult, but the method of 
investigation came up to its expectation. Similarly, the accumu-
lation experiments were interesting and showed reproducable re-
sults. Time series analysis have been tried on the data, but to 
estimate ARMA-models (Chapter 2.2) or detect seasonal variations 
more data points are needed. A series of 50 values probably would 
be sufficient. 
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Table 7.3b. *>°Co in Fucus and collected water 
at Barsebåck 
Date 
Nov 
Dec 
Jan 
Feb 
Mar 
Apr 
May 
Jun 
Jul 
Aug 
Sep 
Oct 
Nov 
Dec 
83 
83 
84 
84 
84 
84 
84 
84 
84 
84 
84 
84 
84 
84 
Water 
Bq m~3 
1.39 
1.20 
0.53 
-
0.54 
2.31 
4.49 
2.13 
7.72 
1.54 
0.71 
0.49 
1983 
1/12 
207 
348 
598 
661 
158 
180 
113 
Fucus moved 
1984 
1/5 1/9 
Bq kg dry 
2.23 
30.02 
106 
230 
193 2.17 
342 255 
194 
140 
106 
8. CONCLUSION 
The dispersion simulating model presented here is considered as 
a new tool in estimating doses to the population from releases 
from nuclear power plants. Referring to the literature it has 
become evident that most present models for transport and dif-
fusion in the marine environment need a detailed frame of input 
data. Therefore, if a model could be constructed based on cur-
rent measurements alone, a new approach to model building would 
be available. 
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A current-measuring program has been set up, and the data have 
been analysed in a number of ways. The distance dependence cor-
relation function for the actual area in the Sound north of 
Barseback was found to be more complex than one might have ex-
pected on the basis of the theory, in that it was hard to esti-
mate an overall decreasing function for the correlation. The 
effect on the correlation of different high-pass filtrations 
has been examined and the choice of how to separate into a mean 
current and a turbulence part has been discussed. 
The Box-Jenkins method for time series analysis has been ap-
plied to the data, and different autoregressive moving-average 
(ARNA) models have been estimated. Through these analyses the 
parameters for the simulation model have been procured. The 
model simulates particle movements using the estimated ARMA-
processes as leading factors. The correlation between particles 
is governed by their mutual distance and the estimated cross 
correlation function. The model has been used for several types 
of simulation experiment, and different aspects of the diffusion 
mechanism have been studied by testing the influence of each 
parameter involved. 
The current-measuring program can serve as an example of what is 
necessary for a similar investigation at another location, if the 
proposed improvements are incorporated. It is especially import-
ant to obtain a vertical current profile, although often limi-
tations in the number of meters available produces difficulties. 
One aspect of the model, the long term averaqe dilution, has 
been verified by bioindicator measurements (Fucus vesiculosus), 
and a good agreement is found. Prom an experiment on the concen-
tration factor between seaweed and water we demonstrated that the 
variation in this term is hardly understood in detail. 
Tt has been necessary to study three fields of science: hydrology, 
statistics (time series analysis), and health physics (especially 
radioecology), and the benefit of the combination of these dif-
ferent areas has been evaluated. Thereby, some suggestions for 
future work were made, such as a larger measuring program, incor-
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poration of vertical dispersion, the use of meteorological data, 
and an adaptive estimate of the series over a whole year. 
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