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ABSTRACT
Recent observations have been discovering new ultra-faint dwarf galaxies as small as
∼ 20 pc in half-light radius and ∼ 3 km s−1 in line-of-sight velocity dispersion. In
these galaxies, dynamical friction on a star against dark matter can be significant and
alter their stellar density distribution. The effect can strongly depend on a central
density profile of dark matter, i.e. cusp or core. In this study, I perform computations
using a classical and a modern analytic formulae and N -body simulations to study
how dynamical friction changes a stellar density profile and how different it is between
a cuspy and a cored dark matter haloes. This study shows that, if a dark matter
halo has a cusp, dynamical friction can cause shrivelling instability which results in
emergence of a stellar cusp in the central region <
∼
2 pc. On the other hand, if it has a
constant-density core, dynamical friction is significantly weaker and does not generate
a stellar cusp even if the galaxy has the same line-of-sight velocity dispersion. In such
a compact and low-mass galaxy, since the shrivelling instability by dynamical friction
is inevitable if it has a dark matter cusp, absence of a stellar cusp implies that the
galaxy has a dark-matter core. I expect that this could be used to diagnose a dark
matter density profile in these compact ultra-faint dwarf galaxies.
Key words: instabilities – methods: numerical – methods: analytical – galaxies:
dwarf – galaxies: kinematics and dynamics.
1 INTRODUCTION
Dark matter (DM) density profiles in dwarf galaxies
have long been debated. Theoretical studies such as cos-
mological N-body simulations have demonstrated that
DM density increases toward the galactic centre inde-
pendent of a halo mass (e.g. Dubinski & Carlberg 1991;
Navarro et al. 1997; Klypin et al. 2001; Springel et al. 2008;
Ishiyama et al. 2013). On the other hand, observations pro-
posed that dwarf galaxies seem to have nearly constant den-
sities of DM at their central regions (‘cusp/core problem’,
e.g. Gilmore et al. 2007; Oh et al. 2011; Hayashi & Chiba
2012).1
As a possible solution, if DM haloes consist of warm
or self-interacting particles, all dwarf galaxies are ex-
pected to have central DM cores. It has also been pro-
posed, alternatively, that (recursive) baryonic feedback can
⋆ E-mail: shigeki.inoue@ipmu.jp
1 Low surface brightness galaxies have also been observed to have
DM cores (de Blok 2010, and references therein) although I do not
discuss these galaxies.
turn a cusp into a core by flattening the inner slopes of
the primordial DM density profiles in dwarf galaxies as
massive as MDM ∼ 1010–1011 M⊙ (e.g. Governato et al.
2010; Pontzen & Governato 2012; Ogiya & Mori 2014;
El-Badry et al. 2016; Di Cintio et al. 2017). If the latter sce-
nario is the case, since dynamical masses of some ultra-faint
dwarf galaxies (UFDs) in the local group have been observed
to be significantly smaller than the mass threshold above
which the baryonic effect is influential to their central DM
densities, they could be expected to preserve the primor-
dial DM density profiles which may be cuspy. Accordingly,
it is interesting to try to determine DM density profiles of
such low-mass UFDs. It is, however, still impossible to know
whether their DM haloes have cusps or cores because of only
a handful of stars observable by spectroscopy to measure
their line-of-sight velocities (LOSVs) and model their DM
haloes. Hence, it is worthwhile looking for an alternative
method to deduce which type of DM the low-mass galaxies
have, cusp or core. For example, Pen˜arrubia et al. (2016)
have proposed a method using a fraction of wide binaries
which can be disrupted by tidal force depending on their
DM potential in UFDs.
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The smallest UFDs are as tiny as Rh <∼ 30 pc in
half-light radius and L ∼ 102−3 L⊙ in luminosity (e.g.
Willman et al. 2005; Belokurov et al. 2009; Laevens et al.
2015; Martin et al. 2016; Homma et al. 2016; Simon et al.
2016) although current observations still cannot reject the
possibility that some of them are extended globular clus-
ters. Recently, Hernandez (2016) has analytically discussed
that dynamical friction (DF) on a star against dark matter
may be marginally effective on the timescale of ∼ 10 Gyr in
Draco II — observed physical properties of which are Rh =
19+8−6 pc, brightnessMv = −2.9±0.8, LOSV dispersion σh =
2.9±2.1 km s−1 measured within Rh (Martin et al. 2016) —
by adopting the Chandrasekhar DF formula (Chandrasekhar
1943) to his singular isothermal DM halo model. His result
implies that DF against DM could significantly change stel-
lar distribution in UFDs more compact and/or less massive
than Draco II, which will be discovered by future observa-
tions.
The effect of DF strongly depends on the DM den-
sity profile. It has been known that DF drag force becomes
significantly weaker in cored density distribution than in
cuspy one, once a massive particle enters the core (e.g.
Hernandez & Gilmore 1998). Studies using N-body sim-
ulations have demonstrated that drag force by DF does
cease practically in a constant-density core, probably by
non-linear effects (e.g. Goerdt et al. 2006; Read et al. 2006;
Inoue 2009, 2011; Arca-Sedda & Capuzzo-Dolcetta 2014;
Petts et al. 2015, 2016). Therefore, if an extremely low-mass
UFD has a constant-density core of DM, DF could be too
weak to affect the stellar distribution. On the other hand,
if such a UFD has a DM cusp, DF against DM could be
strong enough to make alterations to its stellar distribu-
tion, such as emergence of a stellar cusp or formation of a
nucleus cluster as a remnant of stars fallen into the galac-
tic centre. Current observations of low-mass compact UFDs
are limited to a close distance of d <∼ 30 kpc from the sun
because of their faintness. At this distance, each star in a
UFD can be resolved since the typical size of observational
smearing is smaller than the mean separation of stars even
at the galactic centres. Therefore, the expected stellar cusp
and the nucleus cluster would be observed as a dense group
of stars at the galactic centre if it exists.
This study addresses the effect of DF by DM on stellar
distribution in an extremely low-mass and compact UFD
and focus on how different it is between cuspy and cored
DM density profiles. In Section 2, I perform analytical esti-
mation of stellar shrivelling due to DF based on a classical
and a modern DF formulae. In Section 3, I perform N-body
simulations resolving every single star and demonstrate the
same as the analytical estimation presented in Section 2.
Finally, I present discussion and summary of this work in
Section 4.
2 ANALYSIS USING DYNAMICAL FRICTION
FORMULAE
In this study, I describe a density profile of a DM halo by a
Dehnen model (Dehnen 1993),
ρDM(r) =
ρDM,0r
4
s
rγ(r + rs)4−γ
, (1)
where ρDM,0 and rs are scale density and radius, and γ is
an inner density slope. I assume a cuspy DM halo to be rep-
resented by setting γ = 1, which corresponds to the Hern-
quist model profile (Hernquist 1990), and a cored DM halo
is represented by γ = 0. Local velocity dispersion of DM is
generally computed by solving Jeans equation,
σ2DM(r) =
1
ρDM
∫ ∞
r
ρDM
GMDM(r
′)
r′2
dr′, (2)
where G is the gravitational constant, and MDM(r) is mass
of DM enclosed within r. Here, I assume that gravity of a
baryon component is negligible and that velocity distribu-
tion is isotropic. The analytic solutions of σDM for γ = 0
and 1 can be found in Dehnen (1993) and Hernquist (1990).
This study discusses how the DF against DM affects
stellar distribution and how different it is between cuspy
and cored DM haloes. I use a Plummer’s model for stellar
distribution of a compact UFD,
ρ⋆(r) =
3M⋆
4πr3⋆
(
1 +
r2
r2⋆
)− 5
2
, (3)
whereM⋆ and r⋆ are the total mass and scale radius of stars.
This model has a core of stars in r ≪ r⋆ where the density is
nearly constant. Two-dimensional half-light radius Rh and
integrated mass Mh inside Rh are obtained by assuming a
constant mass-to-luminosity ratio and integrating equation
(3). In this study, I assume r⋆ = 20 pc (Rh = r⋆ in a Plum-
mer’s model). Luminosity-weighted LOSV dispersion inside
Rh is given as
σ2h =
4π
Mh
∫ ∞
0
dz
∫ Rh
0
ρ⋆σ
2
⋆(R
′, z)R′ dR′, (4)
where stellar velocity dispersion σ⋆ is computed from equa-
tion (2) in which ρ⋆ is substituted for ρDM. Since stellar
gravity is now assumed to be negligible, setting σh gives
ρDM,0 when the other parameters in equation (1) are fixed:
2
σ2h ∝ ρDM,0. In what follows, I discuss the two cases of σh to
1.5 and 3.0 km s−1.3 Fig. 1 illustrates radial profiles of σDM,
circular velocities vcirc ≡
√
GMDM(r)/r and σ⋆ normalised
by σh in my cuspy and cored halo models with rs = 125 pc
and 1 kpc.
2.1 Analytic formulae of dynamical friction
2.1.1 The Chandrasekhar formula
I consider DF against DM on a star. The Chandrasekhar DF
formula under Maxwellian velocity distribution4 is given as
2 When σh = 1.5 km s
−1, the values of ρDM,0 in the cored DM
models are 9.8, 7.0, 5.8 and 5.1 × 10−1 M⊙ pc−3 for rs = 125,
250, 500 pc and 1 kpc. Those in the cuspy models are 1.1, 0.45,
0.20 and 0.096× 10−1 M⊙ pc−3, respectively.
3 The cusp and the core models of equation (1) have the fi-
nite total masses, Mcusp,tot = 2πρDM,0r
3
s and Mcore,tot =
(4/3)πρDM,0r
3
s , respectively. When σh = 1.5 km s
−1, for rs =
125 pc, the total masses of cuspy and cored haloes areMcusp,tot =
1.3 × 106 M⊙ and Mcore,tot = 8.0 × 106 M⊙. For rs = 1 kpc,
Mcusp,tot = 6.0× 107 M⊙ and Mcore,tot = 2.2× 109 M⊙.
4 Although Chandrasekhar (1943) has also proposed more gen-
eral forms of analytic DF not relying on Maxwell distribution, I
refer to equation (5) as Chandrasekhar formula in this paper.
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Figure 2. Left panel : drag force by DF computed with equation (5) with lnΛ = 15 normalised by m2⋆ in the halo model of equation (1).
The blue and red lines indicate the results in the cuspy and the cored DM models, respectively. Right panel : same as the left panel but
computed with equation (6) in the case of σh = 1.5 km s
−1 and m⋆ = 0.5 M⊙. The red arrows indicate tidal-stalling radii, rTS, in the
cored DM haloes. In the cuspy haloes, rTS < 0.1 pc.
Figure 1. Radial profiles of local velocity dispersions of DM and
stars, and circular velocities in the cuspy (left) and the cored
(right) halo models with rs = 125 pc (top) and 1 kpc (bottom).
The left and right ordinates are for the left and right panels. The
profiles are normalised by σh.
FDF = −4π ln ΛG
2ρDMm
2
⋆
v2⋆
[
erf(X)− 2X√
π
exp(−X2)
]
, (5)
where m⋆ and v⋆ are a mass and a velocity of a star,
X ≡ v⋆/(
√
2σDM), and Λ is a parameter, whose proper value
is still under debate (e.g. Arca-Sedda & Capuzzo-Dolcetta
2014; Just & Pen˜arrubia 2005; Petts et al. 2015, 2016)5.
The direction of FDF is presumed to be opposite to the ve-
5 Basically, Λ is defined to be a ratio between the minimum and
maximum impact parameters of two-body gravitational interac-
tion, i.e., Λ ≡ bmax/bmin, where bmin ∼ Gm⋆/v
2
⋆, bmax ∼ rs in
the classical formula (Chandrasekhar 1943; Binney & Tremaine
2008).
locity vector v⋆. By assuming a circular orbit, i.e. v⋆ = vcirc,
equation (5) can be solved with σDM from equation (2).
In the case considered here, equation (5) is independent of
ρDM,0 (i.e. σh) since ρDM, v
2
⋆ and σ
2
DM are proportional to
ρDM,0 although the DF timescale, ∼ m⋆σh/FDF, depends on
ρDM,0. In addition, because the parentheses in equation (5)
is independent of m⋆, FDF/m
2
⋆ is independent of m⋆.
The left panel of Fig. 2 shows the Chandrasekhar DF
force of equation (5) with ln Λ = 15 normalised by m2⋆ in
the cuspy and the cored haloes with various rs. The Figure
indicates that the strength of DF is remarkably different
between the cuspy and the cored DM haloes; DF increases
monotonically towards the centre in a DM cusp (the blue
lines), whereas it is approximately constant or gently de-
creases in a core (the red lines). The behaviour of DF is
almost independent of rs in the cuspy haloes, whereas DF
in a core becomes weaker when rs is larger. Although the
difference of DF inside rs between the cusp and the core
becomes smaller with decreasing rs, it is still quite large in
r <∼ 10 pc even in the case of rs = 125 pc. This means that,
if a stellar component of a UFD is deeply embedded in a
DM halo (i.e. Rh ≪ rs), one can expect that DF strongly
depends on a density profile of DM and could change the
stellar distribution if the compact UFD has a cusp of DM.
Moreover, in a cuspy halo, a star undergoing DF migrates
into an inner radius, at which DF is even stronger (see Sec-
tion 4.1).
2.1.2 Petts et al. formula
The Chandrasekhar formula of equation (5) is, however,
based on several assumptions such as the Maxwellian veloc-
ity distribution and the invariable parameter of Λ. There-
fore, improved formulae have been invented by previous
studies. Recently, Petts et al. (2016) proposed more sophis-
ticated DF modelling based of the general Chandrasekhar
formula (equations 25 and 26 in Chandrasekhar 1943), which
uses a distribution function instead of the Maxwellian dis-
tribution and takes high-velocity encounters into account.
They demonstrated that their improved DF model can re-
c© 2014 RAS, MNRAS 000, 1–??
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produce orbits of infalling particles in cuspy and cored den-
sity fields better than the classical formula. They formulate
DF force6 as
FDF = −2π
2G2ρDMm
2
⋆
v2⋆
∫ vesc
0
J(vDM)f(vDM)vDM dvDM, (6)
J =
∫ v⋆+vDM
|v⋆−vDM|
(
1 +
v2⋆ − v2DM
V 2
)
log
(
1 +
b2maxV
4
G2m2⋆
)
dV, (7)
where f(vDM) represents a distribution function of DM,
which is defined so that 4π
∫
f(vDM)v
2
DM dvDM = 1, and
escape velocity vesc =
√−2Φ, and V corresponds to relative
velocity of encounter. In equation (7), the maximum impact
parameter
bmax = min
(
ρDM(r)
dρDM/dr
, r
)
. (8)
The value of ρDM/(dρDM/dr) can be taken as the distance
within which the density field can be considered to be homo-
geneous (Just & Pen˜arrubia 2005; Just et al. 2011). How-
ever, since it can diverge in a constant-density core, bmax is
limited to be 6 r (Petts et al. 2015). Equation (7) can be
solved analytically (see Appendix A).
In addition, Petts et al. (2016) also introduced a ‘tidal-
stalling’ radius, rTS, at which the tidal radius of a massive
particle is equal to its orbital radius. The tidal radius is
rt =
Gm⋆
Ω2 − d2Φ/dr2 , (9)
where Ω2 = GMDM/r
3. They argued that DF ceases within
the tidal-stalling radius because of non-linear effects, and
showed that the radius of rTS matches well results of N-
body simulations (a radius of DF cessation in a core, see
Section 1). In the Petts et al. DF model, FDF = 0 in r < rTS
although equation (6) still returns a non-zero value.
The right panel of Fig. 2 shows the Petts et al. DF
force of equation (6) normalised by m2⋆. Unlike the Chan-
drasekhar formula, now FDF/m
2
⋆ weakly depends on σh and
m⋆. Here, I assume σh = 1.5 km s
−1 and m⋆ = 0.5 M⊙,
however the results hardly change between σh = 1.5 and
3.0 km s−1. Radii of rTS become about 1.4 times smaller
when σh = 3.0 km s
−1. In the right panel of Fig. 2, although
the differences between the cuspy and the cored haloes are
still quite large, it is remarkable that the Petts et al. for-
mula predicts DF significantly stronger than the classical
formula in the central regions of the cored haloes (‘super-
Chandrasekhar DF’, Read et al. 2006; Goerdt et al. 2006;
Zelnikov & Kuskov 2016; Petts et al. 2016). On the other
hand, the DF in the cuspy haloes is similar to that given by
the Chandrasekhar formula.
2.2 Orbital integration with the formulae
Using the models and the DF formulae described above, I
perform orbital integration of stars under the potential given
by the DM distribution of equation (1). With the initial spa-
tial distribution of equation (3), the velocity distribution of
6 Petts et al. (2016) proposed two models of DF: ‘P16’ and
‘P16f’. I use their P16f model in this study since they concluded
that P16f is more accurate than P16.
Figure 3. Time-evolution of the stellar surface density profiles
in the cuspy and the cored DM density model with rs = 125 pc
and σh = 1.5 km s
−1. In the top and bottom panels, equations
(5) and (6) are used to model DF effect. In the top panel, results
at t = 4 and 7 Gyr in the cored halo are not shown. The black
solid line indicates the initial state of the profile. The ordinates
are normalised by Σh ≡ M⋆/(2πR
2
h
). The density peaks at the
centre reach log(Σ⋆/Σh) = 2.2 and 2.1 at t = 10 Gyr in the top
and bottom panels.
stars is given by Eddington’s formula (Binney & Tremaine
2008) with isotropy. I do not take into account mutual in-
teractions between the stars, therefore the result is indepen-
dent of the number of stars. For the sake of statistics, I use
a random sample of ten million stars in each run. While
integrating their orbits with respect to time, the stars are
decelerated by DF represented by the analytic formulae ev-
ery timestep. I assume m⋆ = 0.5 M⊙ as a typical mass of
a star as old as ∼ 10 Gyr (Kroupa 2002; Maraston 2005).
The analytic DF is considered to work until a star reaches
the radius rlimit at which MDM(rlimit) = m⋆. In my mod-
els, rlimit ≃ 0.1 and 0.5 pc in the cuspy and the cored DM
haloes. When a star enters rlimit with a velocity slower than
vcirc|r=rlimit , the star is stopped there and considered to
be fallen into the galactic centre by DF. When the Chan-
drasekhar formula is applied, I set ln Λ = 15. When the
Petts et al. formula is applied, DF ceases within rTS (i.e.
FDF = 0). I use a second-order leap-frog integrator for the
orbital computations with a constant and shared timestep
of ∆t = 0.01 × rlimit/vcirc|r=rlimit . I confirmed the conver-
gence of my results with respect to ∆t. Orbits of stars are
time-integrated until t = 10 Gyr, and I obtain stellar surface
densities as functions of radius in the runs.
Fig. 3 shows the results of the orbital integration using
the Chandrasekhar (top) and Petts et al. (bottom) formu-
lae in the cuspy and the cored haloes with rs = 125 pc
c© 2014 RAS, MNRAS 000, 1–??
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and σh = 1.5 km s
−1. Although the stellar surface density
is nearly constant in R <∼ 5 pc in the initial state (black
line), the density profiles are significantly steepened after
t ∼ 4 Gyr in the cuspy DM halo (blue lines). In addition,
sharp stellar cusps like nucleus clusters emerge at the galac-
tic centres, which have five and four per cents of the total
number of stellar particles within R < 0.5 pc in the top and
the bottom panels. The cusps mainly consist of stars fallen
into the centres by DF. The steepened stellar distribution
profiles are nearly exponential outside the stellar cusps. Be-
cause the Chandrasekhar and the Petts et al. formulae are
not significantly different (Fig. 2), the results of Fig. 3 are
similar in the cuspy halo. These results corroborate the ex-
pectation that, as Hernandez (2016) proposed, a stellar dis-
tribution in a low-mass compact UFD can be affected by DF
against DM if it has a cusp.
If a DM halo has a core, however, the DF approxi-
mated by the analytic formulae is significantly less efficient
to steepen the stellar profile (the red lines), in spite of the
same σh meaning similar DM masses within Rh. When the
Chandrasekhar formula is applied (the top panel), the stellar
density hardly changes even at t = 10 Gyr in the cored DM
halo. Although the Petts et al. formula (the bottom panel)
steepens the stellar density profile more than the classical
formula, the density slope is clearly shallower than that in
the cuspy DM, and a stellar cusp does not form. No stars are
fallen into the centre by either DF modellings. The absence
of the stellar cusp is due to the week DF in the DM core
and the DF cessation assumed in r < rTS in the Petts et al.
model.
Fig. 4 shows the same results but for different settings
for rs and σh. The effect of DF becomes weaker for larger rs
and σh (i.e. higher ρDM,0), but the steepening of a surface
density profile and formation of a stellar cusp by a DM cusp
can be seen even when rs = 1 kpc and σh = 3.0 km s
−1. In
the case of cored DM haloes, on the other hand, the stellar
density profiles are almost intact even though σh and rs are
the same as in the cuspy halo models. In the case of the cored
halo with σh = 3.0 km s
−1 and rs = 125 pc, the Petts et al.
formula predicts weak steepening, but a stellar cusp does not
emerge. Thus, significance of the DF effect strongly depends
on whether the DM halo has a cusp or a core even if the rs
and σh are the same. The most noticeable difference is the
emergence of a stellar cusp in a DM cusp.
The total mass of the nucleus remnants consisting of
stars fallen into the centre can depend not only on DM den-
sity but also stellar distribution. If Rh is larger, stars have
more extended distribution, therefore DF timescale becomes
longer on average. Thus, a larger Rh leads a smaller frac-
tion of stars to fall into the centre by DF. As a result, a
less prominent stellar cusp would form in such an extended
galaxy.
3 N-BODY SIMULATIONS
As I showed in Section 2, the analytic formulae are useful to
estimate the magnitude of DF. The formulae, however, still
ignore non-linear effects. For example, they assume DF as
a corrective effect of two-body interactions and do not take
into account orbital periodicity of particles or reaction of
field particles. To address further the effect of DF using more
realistic models, I perform N-body simulations in which the
models are fully self-consistent, and DF drag force naturally
arises as mutual interactions between particles.
3.1 Settings
The initial conditions of my N-body simulations are the
same as the DM and stellar models (equation 1 and 3) with
the parameters used in Fig. 3: rs = 125 pc, σh = 1.5 km s
−1
(ignoring stellar potential) and b = 20 pc. The total stellar
mass is set to M⋆ = 2500 M⊙, and a mass of a single stellar
particle is m⋆ = 0.5 M⊙, i.e. the number of stellar parti-
cles is N⋆ = 5000. A stellar particle has a softening length
of ǫ⋆ = 0.1 pc. Velocity distribution is given by Edding-
ton’s formula taking into account the total potential of the
DM and the stars. Although the actual LOSV dispersion of
stars inside Rh is slightly higher than 1.5 km s
−1 because of
self-gravity of the stars, the increase is only a few per cent.
Although every single star is resolved with a point-mass par-
ticle, the interactions between stars in the simulations are
still collisionless (see Appendix B).
DF can arise if m⋆ ≫ mDM, where mDM is a mass of
a DM particle in simulations. Since m⋆ = 0.5 M⊙ in my
simulations, mDM should be <∼ 0.05 M⊙. Achieving such a
high resolution requires approximately 2.6 and 16.0 × 107
particles for the cuspy and the cored DM haloes. To lighten
the heavy burden of the N-body computations, I employ an
orbit-dependent refinement method for a multi-mass spher-
ical model proposed by Zemp et al. (2008). This method di-
vides a DM halo into i shells and the central sphere (the
zeroth shell). Basically, each shell is resolved into DM parti-
cles with each mass resolution mDM,i and softening length ǫi
(see Table 1). After assigning a DM particle in the i-th shell
its initial position and velocity and computing its pericentre
distance in the fixed potential, if the pericentre intrudes into
the inner j-th shell, the particle is split into mDM,i/mDM,j
particles with the mass mDM,j and the softening length ǫj .
7
The split particles are distributed on random positions while
keeping the initial radius of the parent particle, and direc-
tions of their tangential velocities are randomly reassigned
while keeping the initial radial velocity and the kinematic
energy of the parent particle. This refinement method can,
by a substantial factor, reduce the computational run time
by decreasing the number of DM particles in outer regions
that are not important to this study, while preventing the
outer particles with larger masses from entering the inner-
most region resolved with the smallest particle mass. After
the refinement, 1.53 and 6.88× 107 particles are required to
represent the cuspy and the cored DM haloes.
I use a simulation code ASURA (Saitoh et al. 2008, 2009;
Saitoh & Makino 2009, 2010, 2013),8 in which a symmet-
ric form of a Plummer softening kernel (Saitoh & Makino
2012), a parallel tree method with an computational acceler-
ator GRAPE (GRAvity PipE, Makino 2004; Tanikawa et al.
2013) and the second-order leap-frog integrator with indi-
vidual timesteps are used. The number of stellar particles,
7 Therefore, the mass ratio mDM,i/mDM,j has to be a natural
number.
8
ASURA is an N-body/smoothed particle hydrodynamics (SPH)
code although this study only uses the N-body part.
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Figure 4. Same as Fig. 3 but for halo models different in rs and σh. In the top panels, the density peaks at the centre reach log(Σ⋆/Σh) =
1.6, 1.6 and 1.1 at t = 10 Gyr from left to right. In the bottom panels, the density peaks are log(Σ⋆/Σh) = 2.1, 1.6 and 1.6, respectively.
Table 1. The multi-shell structures for the refinement method
in my N-body simulations. From left to right, numbers of the
shells, radial ranges of the shells, basic mass resolutions and soft-
ening lengths of the DM particles in the shells. By the orbit-
based method for refinement, not all particles in the i-th shell
have mDM,i although the central sphere (i = 0) consists of the
finest-resolution particles of mDM,0.
i-th shell range mDM,i [M⊙] ǫi [pc]
0 r < rs 0.05 0.1
1 rs < r < 2rs 0.1 0.14
2 2rs < r < 3rs 0.2 0.2
3 3rs < r < 4rs 0.4 0.28
4 r > 4rs 0.8 0.4
N⋆ = 5000, in my simulations may be too small to obtain a
statistically certain density profile. To reinforce this point, I
perform ten runs with the same initial condition but differ-
ent random-number seeds.
3.2 Results
3.2.1 Evolution of the stellar density profiles
I obtain three surface density profiles observed from perpen-
dicular angles for each of the ten runs. Then, I compute a
stacking of the thirty profiles of stellar surface density at the
same time t for each case of the cuspy and the cored halo.
The centre of the stellar distribution is defined to be the me-
dian position among all stellar particles in each snapshot.
Fig. 5 shows the stackings of stellar surface density pro-
files in the cuspy (blue) and the cored (red) DM haloes at
t = 4, 7 and 10 Gyr. The shaded regions indicate the ranges
of upper and lower 1σ-deviations of the stackings. In the
DM cusp, the stellar density profile clearly demonstrates
the emergence of a stellar cusp after t = 7 Gyr; the density
slope becomes remarkably steeper in R <∼ 2 pc than that in
R >∼ 2 pc. On the other hand, such a stellar cusp does not
emerge in the cored DM halo although the outer density
slope of the stars in R >∼ 2 pc is similar to that in the cuspy
DM halo, which is nearly exponential with radius. From this
result, it can be seen that a DM cusp can generate a stellar
cusp by DF even if the stellar density profile is initially flat.
In the N-body simulations, the stellar cusps have masses of
33.8+4.5−5.3 M⊙ within R < 2 pc, which corresponds to 1.4 per
cent of the total stellar mass. Additionally, the difference
between the two cases is significant in spite of the same σh,
which means that the two halo models are considered to be
similar in observations. The emergence and the absence of
stellar cusps in the cuspy and cored DM are approximately
consistent with the results of my orbital integration models
using the analytic DF formulae (Fig. 3 and 4).
Fig. 6 shows the evolution of Rh and σh during the
N-body simulations. Stellar half-mass radii Rh decrease
slightly; by ≃ 0.5 and 1 pc in the cored and cuspy DM.
LOSV dispersions σh with in Rh are almost constant even
after the emergence of the stellar cusps. This means that DF
is not effective for most of stars around the half-mass radius
although the central regions in r ≪ Rh are significantly af-
fected.
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Figure 5. Time-evolution of stellar surface density profiles in the
N-body simulations. The blue and red colours correspond to the
runs of the cuspy and the cored DM halo models. The solid lines
indicate the median values of the stackings of the thirty profiles
(see the main text), and the shaded regions are the ranges of upper
and lower 1σ-deviations. The thin dashed lines is an example of a
single profile chosen randomly in each time and DM model. The
black solid lines are the initial state of the stellar density profiles.
The left and right ordinate indicate surface densities normalised
by Σh ≡ M⋆/(2πR
2
h
) = 0.99 M⊙ pc−2 and number densities of
stars, respectively.
3.2.2 Evolution of the DM density profiles
As I showed above, DM exerts DF on stars and can cause
a low-mass compact UFD to have a stellar cusp if it has
a cuspy DM halo. On the other hand, the DM particles
can be kinematically heated by the stars spiraling into the
centre, as the reaction of DF. Previous studies have shown
that a DM cusp can be disrupted or made shallower by
objects spiraling into the centre (e.g. Goerdt et al. 2010;
Cole et al. 2011; Arca-Sedda & Capuzzo-Dolcetta 2017).
Inoue & Saitoh (2011) also demonstrated that a DM cusp
disrupted by infalling objects can be revived if a central rem-
nant of the infalling objects is sufficiently massive. Hence, it
is also interesting to look into evolution of the dark matter
density profiles in my N-body simulations, i.e. whether the
Figure 6. Time-evolution of Rh (top) and σh (bottom) in the N-
body simulations. The solid lines indicate the median values of the
stackings of the thirty stellar profiles, and the shaded regions are
the ranges of ±1σ-deviations. The thin dashed line is an example
chosen randomly in each DM model.
cuspy halo is still cuspy or cored after the creation of the
stellar cusp.
Fig. 7 shows DM density profiles in my N-body simu-
lations of the cuspy halo model, in which I make a stacking
of the ten runs. Here, the halo centre is defined to be a po-
sition of the particle that has the highest DM density in
each snapshot. I use a method like SPH to compute the lo-
cal DM densities for the centering; a cubic spline kernel is
applied to 128 neighbouring DM particles. The Figure indi-
cates that the DM cusp in the initial state is significantly
weakened in r <∼ 1 pc at t = 4 Gyr (orange). Eventually, the
initial DM cusp is turned into a core extending to r ≃ 2 pc at
t = 10 Gyr (green). This result means that the central DM is
kinematically heated by infalling stars, and the DM density
is decreased in r <∼ 2 pc. The size of this region where DM
is affected is consistent with the size of the stellar cusp in
the N-body simulations (Fig. 5). Since the softening length
of DM particles is ǫ0 = 0.1 pc, the peaks of DM densities at
r ≃ 0.1 pc may be transient fluctuation.
From the consistency of the sizes between the stellar
cusps and the DM cores created, the size of a stellar cusp
may be regulated by a DM density profile flattened by in-
falling stars. If this is the case, a larger number of stars
falling into the centre can create a larger DM core and a
broader stellar cusp. In the central region of a cuspy DM
halo, the significance of DF basically depends on σh
9. In ad-
dition, the number of stars in the central region where stars
can reach the centre by DF within ∼ 10 Gyr depends on the
initial stellar distribution, i.e. M⋆ and Rh.
9 FDF is almost independent from rs in the Petts et al. formula
for cuspy haloes (Fig. 2).
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Figure 7. Profiles of spatial DM densities in the N-body simu-
lations of the cuspy halo model at t = 4, 7 and 10 Gyr. The solid
lines indicate the median values of the stacked profiles of DM, and
the shaded regions cover ±1σ-deviations among the ten runs. The
thin dashed line is an example of a single run chosen randomly
in each time. The black line delineates the analytic model of the
DM distribution (equation 1 with γ = 1).
4 DISCUSSION AND SUMMARY
4.1 Summary and interpretation of the results
As I showed in Section 2 and 3, DF on stars against DM
can largely alter the stellar density distribution if the galaxy
has cuspy DM distribution and a compact stellar component
having Rh ≃ 20 pc and σh <∼ 3 km s−1. The most important
result obtained from my N-body simulations is that the DF
by the DM cusp can arouse emergence of a stellar cusp in
the galactic centre <∼ 2 pc. On the other hand, if a DM
halo has a core, DF is not efficient to generate such a stellar
cusp, in spite of the same σh, although stellar density can
be affected and increase slightly in a wide range <∼ 10 pc.
The results mentioned above can be explained by the
differences of density and velocity dispersion between a
cuspy and a cored DM haloes. According to the analytic
formulae, DF becomes stronger when a background density
is higher and a velocity dispersion is lower. In a cuspy halo,
DM density increases toward the centre, and velocity disper-
sion decreases (see Fig. 1), therefore DF becomes stronger
towards the centre. In this case, orbital shrinkage by DF
brings a star to an inner region where DF is even stronger:
‘DF shrivelling instability’ (Hernandez 2016). On the other
hand, in a cored halo, density and velocity dispersion are
nearly constant in the central region, therefore DF drag force
is approximately independent of radius; it actually decreases
gently towards the centre (Fig. 2). This means that a cored
halo is relatively stable against the DF shrivelling of stars.
Interpretation of the above results should be considered
carefully. It should be noted that presence of a stellar cusp
in a low-mass compact UFD is not necessarily evidence to
prove a DM cusp. It is because we do not know the initial
condition of the stellar density; a galaxy can create a stellar
cusp at its birth even if its DM halo has a core. It could be
said, however, that it is inevitable to have a stellar cusp if
a low-mass compact UFD has a DM cusp. In other words,
if a low-mass compact UFD is observed to have no stellar
cusp and be old enough, it suggests that its DM halo would
have a large core with a size of rs >∼ 100 pc. I discuss UFDs
in current observations on this point in Section 4.3.
4.2 The analytic formulae vs N-body simulations
It is interesting to compare the results of the analytic
formulae with those of N-body simulations although it
is not the main purpose of this study. Early studies us-
ing numerical simulations have discussed that the Chan-
drasekhar formula assuming Maxwellian velocity distribu-
tion and a invariant Λ can give a quite accurate estimate
of DF force in various cases (e.g. Lin & Tremaine 1983;
Bontekoe & van Albada 1987). It was also reported, how-
ever, that the formula can be inaccurate in some specific
cases; analyses and N-body simulations have shown that
DF can be enhanced around a constant-density core, and
then suppressed in the core (e.g. Goerdt et al. 2006; Inoue
2009; Goerdt et al. 2010; Arca-Sedda & Capuzzo-Dolcetta
2014; Petts et al. 2015, 2016). These phenomena are incon-
sistent with predictions by the simplified Chandrasekhar for-
mula. Various physical mechanisms of the deviation from
the analytic formula have been proposed: orbital reso-
nance between a massive and field particles (Inoue 2011;
Zelnikov & Kuskov 2016), coherent velocity field among par-
ticles (Read et al. 2006), a non-Maxwellian velocity dis-
tribution (Silva et al. 2016; Petts et al. 2015; Just et al.
2011), decrease of low-velocity particles (Antonini & Merritt
2012; Petts et al. 2016; Dosopoulou & Antonini 2016) and
inhomogeneity of background density and a variable Λ
(Just & Pen˜arrubia 2005).
In the case of a DM cusp, the two analytic formulae
predict similar DF force in Fig. 2, and the results of my
orbital integration models are qualitatively consistent with
the N-body simulations. However, the stellar cusp in my N-
body simulations have the size of R ≃ 2 pc, and it could
be attributed to the weakened DM cusp shown in Fig. 7,
where DF is weakened. In addition, the DM density centre
is not necessarily be fixed onto the stellar centre in the sim-
ulations, and the slippage of the centres can broaden the
stellar cusp. Therefore, the broadness of the stellar cusp in
the simulations does not necessarily mean inaccuracy of the
DF modellings. However, the stellar density slopes outside
the stellar cusp is steeper in the orbital integration mod-
els. Moreover, in my N-body simulations, the total mass
of the stellar cusps within R = 2 pc are about four times
smaller than those predicted by the analytic DF modellings.
On these points, both analytic formulae would be overesti-
mating DF in the cuspy haloes.
In the case of a DM core, on the other hand, DF cannot
generate a stellar cusp in either the orbital integration or the
N-body models. However, there is a difference worthy of spe-
cial mention: the simplified Chandrasekhar formula hardly
changes the stellar density slopes, whereas the N-body sim-
ulations show significant increase of the stellar densities in
a wide range of R <∼ 10 pc (Fig. 5). This result shows that
the Chandrasekhar formula assuming Maxwellian distribu-
tion and a invariable Λ underestimates DF in the cored halo
despite that the classical formula overestimates in the cuspy
halo. It is noteworthy that using the Petts et al. formula
with their tidal-stalling model can dramatically improve the
reproducibility of DF effect in the cored haloes, and the re-
sult of the stellar density profile is almost consistent with
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the N-body simulations (see the bottom panels of Fig. 3
and 5). Thus, the DF modelling proposed by Petts et al.
(2016) seems to be more accurate than the simplified Chan-
drasekhar formula although it may not be perfect yet in a
DM cusp. Although it is beyond the scope of this study to
investigate the physical reasons of the differences between
the analytic formulae and my N-body simulations, I con-
sider that the N-body simulations would be physically more
credible than the analytic models.
4.3 Comparison with observations
Here, I discuss the validity of my models of low-mass com-
pact UFDs and the results in comparison with current ob-
servations. First, it is still very difficult or impossible to
determine masses and sizes of DM haloes of UFDs with ac-
curacy in current observations. I have to note, therefore,
that the parameters in my DM halo models might be arbi-
trary. Recent observational studies have argued that galaxies
have the universal DM surface density, µDM ≡ ρDM,0rs, over
quite a wide range of luminosity when they are assumed to
have cored DM haloes (Spano et al. 2008; Hayashi & Chiba
2015; Kormendy & Freeman 2016).10 Donato et al. (2009)
and Kormendy & Freeman (2016) derived µDM = 140
+80
−30
and 70 ± 4 M⊙ pc−2 from their galaxy samples including
some satellite galaxies of the Milky Way. Although it has
to be noted that they assumed different models for their
cored haloes, my cored DM models of equation (1) have
µDM = 122 and 176 M⊙ pc
−2 for rs = 125 and 250 pc, re-
spectively, when σh = 1.5 km s
−1. Accordingly, my cored
halo model with rs = 125–250 pc and σh = 1.5 km s
−1
would be consistent with the observed universality of µDM
if it is extrapolated to extremely low-mass galaxies.
For my stellar model, I assume the uniform stellar mass
of m⋆ = 0.5 M⊙. However, of course, stars generally have
different masses according to their initial mass function
and stellar evolution. Although stellar scattering by mas-
sive stars would not be efficient since encounters between
stars are expected to be rare in a low-mass compact UFD
(see Appendix B), mass segregation does occur on the same
timescale as DF because of mass-dependence of DF. Because
more massive stars sink faster into the centre of a DM cusp,
a stellar cusp would mainly consist of massive stars.11 The
massive objects in the stellar cusp could be a heating source
of less massive stars around it and prevent the less massive
stars from falling into the centre. Thus, I have to note that
my N-body simulations lack this effect.
The best UFD that is the most similar to my N-body
model (Rh ≃ 20 pc, σh = 1.5 km s−1 and log(M⋆/M⊙) =
3.4) would be Draco II, which has Rh ∼ 19+8−6 pc, σh =
2.9±2.1 km s−1, the total luminosity log(LV/L⊙) = 3.1±0.3
and an age ∼ 12 Gyr (Laevens et al. 2015; Martin et al.
2016). Although the most probable value of σh observed
is nearly twice higher than that in my model, it is within
the error range. If I adopt a stellar mass-to-luminosity ratio
M/LV = 2–3 M⊙/L⊙ for a metal-poor system of 12 Gyr
10 This universality can be explained by assuming the Faber-
Jackson law for DM haloes (Kormendy & Freeman 2016).
11 The massive objects are stellar remnants. Even the typical
mass of White Dwarfs is larger than 0.5 M⊙.
from a simple stellar population model of Maraston (2005),
the stellar mass of Draco II is approximately log(M⋆/M⊙) =
3.1–3.9. At the Heliocentric distance of Draco II, 20± 3 kpc
(Laevens et al. 2015), the size of a stellar cusp expected
from my N-body simulations, ≃ 2 pc, corresponds to ≃
0.3 arcmin. Unfortunately, the cusp region is smaller than
the size of the innermost bin of a stellar surface density pro-
file shown in fig. 3 of Laevens et al. (2015), therefore it might
be still challenging for the current observations to detect a
stellar cusp in Draco II even if it is present. In addition, the
observed number of stars belonging to Draco II may be too
small to excavate a stellar cusp in the current observations.
Although DM density profiles of UFDs may differ from one
another even if they have the same sizes and LOSV dis-
persions, it could improve statistics for proving absence of
stellar cusps to make a stacking like Fig. 5 among UFDs hav-
ing similar and sufficiently small Rh and σh. Because of the
faintness of UFDs as small as Draco II, observations are lim-
ited to the close distance from the solar system: d <∼ 30 kpc.
It could be expected, however, that future observations will
explore vaster regions to discover such faint UFDs.
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APPENDIX A: ANALYTIC SOLUTION OF
INTERACTION INTENSITY
Equation (7) integrates intensity of interactions with DM
particles over possible relative velocities and impact param-
eters. Petts et al. (2016) have mentioned that their formula
(equation 6) containing J(vDM) requires a double integral
which is quite expensive in numerical computations. For the
sake of practical use of their formula, here I find the analyt-
ical solution of equation (7).
By letting A ≡ v2⋆ − v2DM and B = bmax/G2m2⋆, the
indefinite integral of equation (7) can be obtained as,
j(V ) =
∫ (
1 +
A
V 2
)
log
(
1 +BV 4
)
dV (A1)
=
(
V − A
V
)
log
(
BV 4 + 1
)
−4V+ I1 + Im(I2)√
2B1/4
+C, (A2)
where C is an integration constant, and
I1(V ) = (A
√
B − 1) log
(√
BV 2 + 1−√2B1/4V√
BV 2 + 1 +
√
2B1/4V
)
(A3)
I2(V ) = (A
√
B + 1) log
(√
BV 2 − 1−√2iB1/4V√
BV 2 − 1 +√2iB1/4V
)
. (A4)
Furthermore, Im(I2) is transformed as follows,
12
Im(I2) = −2(A
√
B + 1) arctan
( √
2B1/4V√
BV 2 − 1
)
. (A5)
Eventually, the definite integral, equation (7), is
J(vDM) = j(v⋆ + vDM)− j(|v⋆ − vDM|) (A6)
Thus, since equation (7) can be solved analytically, the equa-
tion (6) actually does not require a double integration but
a single integration in the numerical computations.
APPENDIX B: COLLISIONLESSNESS OF THE
SIMULATIONS
In my N-body simulations, every single star is resolved with
a point-mass particle, and I should ascertain whether the
gravitational interactions between the stellar particles are
collisional or collisionless. Perturbations on a star by the
others can be approximated as,
∆v2⊥ ≃ 8N⋆
(
Gm⋆
r⋆v⋆
)2
ln Λ⋆, (B1)
where
Λ⋆ ≡ b⋆,max
b⋆,min
∼ v
2
⋆r⋆
Gm⋆
, (B2)
where b⋆,min ∼ Gm⋆/v2⋆, b⋆,max ∼ r⋆. Here, using a stellar
mass fraction f⋆, v
2
⋆ ∼ GN⋆m⋆/(r⋆f⋆), and the number of
crossings that are required for dynamical relaxation is
12 Im[log(x+ iy)] = arctan(y/x) (Gradshteyn et al. 2007).
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nrelax ≡ v
2
⋆
∆v2⊥
=
N⋆/f
2
⋆
8 ln (N⋆/f⋆)
. (B3)
f⋆ ≃ 0.03 within r⋆ in both of the cuspy and the cored
haloes. In the initial settings of my simulations, nrelax =
5.8 × 105. The crossing time is tcross ∼ r⋆/v⋆ ≃ r⋆/σh =
13.0 Myr. Eventually, I estimate the relaxation timescales to
be approximately trelax ≡ nrelax×tcross ∼ 103 Gyr which are
significantly longer then the age of the Universe: ∼ 10 Gyr.
Therefore, the stellar interactions in my N-body simulations
are regarded to be collisionless.
c© 2014 RAS, MNRAS 000, 1–??
