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Abstract
Message Sequence Charts (MSCs) provide a way for quick and easily understandable
modeling of concurrent systems. Apart from their intuitive semantics easily deduced
from their visual syntax, there is a formally deﬁned semantics—Unfortunately, the
semantics intuitively assigned to them is sometimes at odds with the formal se-
mantics. In this paper, we will show an alternative approach to the semantics of
MSCs, which will enable us to formally model their timed behaviour. Furthermore,
we show how some generalisations of ordering events can lead to a language better
suited to model real-world requirements. To ease the task of analyzing (High-Level)
MSCs, we identify a subclass of those which can be translated into ﬁnite (timed or
untimed) automata and specify the translation, thus laying the foundation for model
checking.
1 Introduction
A Message Sequence Chart (MSC for short) is a graphical or textual repre-
sentation of an interchange of a ﬁnite number of messages between a ﬁnite
number of processes. The syntax of MSCs is deﬁned in the ITU standard [21].
The oﬃcial semantics is deﬁned in an appendix to [21], [13]. MSCs can be
organised in High-Level Message Sequence Charts (HMSCs). An HMSC is a
ﬁnite graph associating an MSC with each node specifying the sequence of
behaviours a system may exhibit by concatenating the MSCs along its paths
(see [27] for an introduction to MSCs).
Although the syntax allows the speciﬁcation of quantitative timed be-
haviour, the oﬃcial semantics only captures the qualitative behaviour, i. e.
we can specify that a message may only be sent after 4 time units have passed
since the last action, but the process algebraic semantics only uses the fact
that the message may only be sent after the last action.
1 Email: phlucas@i2.informatik.rwth-aachen.de, 02159/528601
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It is obvious that a way to analyse speciﬁcations of quantitative timed
behaviour is desirable in the development of real-time systems. There have
been various approaches to extend the semantics or to deﬁne an alternative
semantics to remedy this shortcoming. In [5], the authors give an eﬀective
procedure for determining whether an MSC with certain restrictions to the
time between events (“The transition time of this message is x ∈ [1.6, 4.0]
time units.”) is implementable. [8] takes this approach further by treating
hierarchical MSCs as well. Furthermore, Leue and Ben-Abdallah point
out some vital semantical diﬀerences between possible intuitive interpreta-
tions of timing constraints, on which we will dwell later. In [16], the authors
examine how a system given as a collection of timed automata can be checked
against a speciﬁcation given as a timed Sequence Diagram by translating the
speciﬁcation into an observer automaton.
In this paper, we will ﬁrst deﬁne the syntax and semantics of MSCs and
HMSCs. This will be a conservative extension of the deﬁnitions used usu-
ally based on execution sequences: We allow MSCs to contain coregions and
general orderings as speciﬁed by [21] and generalise the concatenation oper-
ator to be able to cope with synchronous, asynchronous and other kinds of
concatenation. We believe that this deﬁnition of the order of events and the
concatenation of MSCs which is more easily adaptable to various real world
scenarios than that used in the many papers known so far can ease the life of
theoreticians analyzing MSCs and of practitioners trying to understand this
formal speciﬁcation without a formal background alike.
Based on this discrete semantics, we will give a timed semantics for HMSCs
using timing constraints and timers as an adaption and extension of those
speciﬁed by [21]. We will concentrate on HMSCs for this, because an MSC
can be regarded as a special case of an HMSC.
In Section 5.1, we will recall that not all HMSCs can be translated into
ﬁnite automata in the sense that an automaton shall recognise exactly those
linearisations of events that form the untimed semantics of an HMSC. We will
identify a subclass of convergent HMSCs. It will be shown that convergent
HMSCs can be translated into ﬁnite automata, and that the language deﬁned
by these automata is equivalent to the one used in the deﬁnition of the seman-
tics of HMSCs. It is eﬀectively decidable whether an HMSC is convergent.
An automata theoretic characterisation of the semantics for MSCs with-
out timing constraints was given, for example, in [6,19,10,22]. We need to
adapt these ideas to cope with the generalizations introduced in our formal
deﬁnitions.
Section 5.2 gives the translation of timed HMSCs into Timed Automata.
This is also a conservative extension of the untimed case. There is a plethora
of literature on the analysis of TAs: [2,28,9,20,4,1,11,12] can be used as good
starting points. We believe that the well-understood TAs will help in the fu-
ture to analyse more easily understandable front-end speciﬁcation languages
like MSCs by providing a powerful back-end to which the intuitive speciﬁca-
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tions can be translated.
A more detailed explanation and motivation of the results can be found in
[24].
2 Message Sequence Charts
MSCs are a very natural way to model interprocess communication. 2 Syn-
tactically, we picture 3 an MSC by drawing vertical lines for each process and
arrows between those lines for each message interchange. Thus, in Figure 1
two processes participate in a communication, where Process 1 sends two mes-
sages to Process 2. Messages can be labelled. This is intended to depict the
transfer of information. We will support labels in the formal syntax but not
use them in our examples. To ease the discussion, we will enumerate messages
in a graphically deﬁned MSC, and we will refer to the send event of message
i by si and to the corresponding receive event by ri. Time is supposed to
proceed downwards each process line (so, in our example, s1 happens before
s2).
If some events on a process line are not ordered, we say they lie in a
coregion and visualise this by dashing the corresponding part of the process
line. To specify an ordering on events that would otherwise be unordered, we
draw a dotted line between them. This is called general ordering. An MSC
deﬁnes a partial order by its process orders and the requirement that only sent
messages may be received. In Figure 1, r1 and r2 are unordered, but r2 has
to happen after s2.
Local actions of a process are depicted using a box. This means that the
messages sent in Figure 1 may be received in any order, and that some time
after Process 2 receives Message 1, it performs a local action. Actions will be
labelled.
Fig. 1 A small MSC using general ordering
1 2
A
1
2
Most analyses do not allow local actions (events that do not permit syn-
chronisation between processes), coregions and general orderings. It is cus-
2 Although MSCs were standardised only at the end of the last century, likewise notations
have been in use for a long time (see [23] for an early example).
3 There is also a formally deﬁned textual syntax, but the merit of MSCs lies in the fact
that the visual speciﬁcation which can be learned easily has a formally deﬁned semantics.
Therefore, we use the graphical syntax in our examples.
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tomary to suppose a linear order of the events on one process.
Another concept deﬁned by [21] is that of timers. A timer is a device
capable of counting down from an initialisation time to 0. It is associated
with a single process and cannot be used by any other process. Processes can
initialise timers, stop them and notice their time-out. For the moment we
regard these events as simple actions.
We model MSCs using partial orders on events. Here, a partial order ≺
shall be a transitive and irreﬂexive binary relation. It can be understood
as some sort of dependency relation: If e can only happen if e′ did happen
before, then e′ ≺ e. The semantics of an MSC will be deﬁned as all sequences
of events that do not violate the restrictions imposed by the partial order. A
total order is a partial order where ∀a, b.a ≺ b ∨ b ≺ a ∨ a = b. A total order
 is a linearisation of a partial order ≺ iﬀ ≺⊆. l(≺) denotes the set of all
such linearisations. Therefore l(≺) will give us the semantics of an MSC for
the order ≺ on its events.
So, ≺= {(s1, r1), (s2, r2), (r1, A), (s1, s2)}+ in the example discussed infor-
mally. s1  r1  A  s2  r2 and s1  s2  r2  r1  A would be
linearisations of ≺. To ease notation, we write linearisations as words, e. g.
s1r1As2r2 ∈ l(≺).
In addition to using timers, we assign to each pair e ≺ e′ of events in the
dependency relation an interval on P := {x ∈ Q : x  0} like [α, β] to express
that e and e′ may be separated by no less than α and no more than β time
units (P shall be the set of all intervals on P). This is necessary because
otherwise it would not easily be possible to express that two events e and e′
on a process line must not be further than µ units apart: We could set a timer
to µ, but we could not easily be sure that this event would take place in the
immediate vicinity of e, so the timer may well be set, say, 2µ units after e.
Furthermore, we may associate with each local action a duration. By this
we mean that the process performing the action cannot do something while the
action is taking place. It still remains to be formalised what “to do something”
means. We will cover two approaches in the discussion of the semantics.
Now we will ﬁx our formalisation of MSCs. We use a conservative extension
of the approach used in many papers (e. g. [26]) by the timing restrictions and
more general orders.
Definition 2.1 A (timed) MSC is a structure
M :=
〈P , E , o,m,≺,Λ, , T , τ, ϑ, χ〉,
where
• P is a ﬁnite set of process names (processes for short);
• E is a ﬁnite set of events partitioned into S ∪R∪A∪I ∪O∪C, the sets of
send and receive events, (local) actions, timer initialisations, time-outs and
timer stops, respectively;
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• o : E → P associates each event with the process it belongs to; for p ∈ P
we deﬁne Ep := {e ∈ E : o(e) = p} and likewise for S,R,A, I,O, C;
• m : S → R matches corresponding send and receive events bijectively;
• ≺⊆ E×E is a partial order on E , called the ordering of M , satisfying m ⊆≺;
we set ≺p:=≺ ∩(Ep × Ep) for any p ∈ P;
• Λ is a labelling alphabet;
•  : S ∪ A → Λ is a labelling function;
• T is a ﬁnite set of timers;
• τ≺ :≺→ P associates each pair of dependent events with its timing restric-
tion, τA : A → T associates each action with its duration and τ = τ≺ ∪ τA;
• ϑ : I → P associates each initialisation of a timer with the time to which it
is set;
• χ : I ∪ O ∪ C → T associates each timer related event with its timer.
Unless otherwise noted, the symbols deﬁned are always used in this sense. For
an MSC Mν , the set of events is Eν , and so on for all the symbols; we also
write ≺ (M) to denote the ordering of an MSC M and so on. M(P ,Λ) is
the set of all MSCs with process set P and labelling alphabet Λ. MSCs are
sometimes called basic MSCs.
Note that we impose no further restrictions on ≺ except for it being a
partial order. In particular we do not suppose a total ordering of the events on
each process, thus allowing coregions deﬁned in [21], but we also do not require
the messages to adhere to so-called causal orderings ([25]), where events on
one process line the order of which cannot be enforced by a process without a
speciﬁc demand to the underlying medium or other details depending on the
real world (the receive events r1, r2 of messages from distinct processes where
there is not a suitable exchange of messages inducing a transitive dependency
r1 ≺ s2) are always considered to be unordered. Known restrictions on the
medium the MSC is modelling (like FIFO queues or boundedness in the sense
of [15]) may be taken care of either here in ≺ or, if this is not possible, later
in the deﬁnition of the automata.
We deﬁne two semantics of an MSC: The untimed semantics uses just ≺
to determine the linearisations interpreting I ∪ O ∪ C as actions, while the
timed semantics also uses the restrictions given by τ . This will be of use later
on, where we will ﬁrst deﬁne the automata for the untimed case and then use
them as the basis for the construction of the timed automata. Furthermore it
allows to analyse the MSCs regarding just their discrete syntax. The timed
semantics of MSCs will be given in the context of timed HMSCs.
Some authors do not use the events directly to deﬁne the semantics, but
consider only event types. The reason is that we might not be able to distin-
guish two messages from Process p to Process q and so the send events e, e′
are both regarded as instances of some event type, say, p!q. To take care of
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this, we deﬁne the semantics using a mapping π : E → Ω for some alphabet
Ω. For the interpretations described we would use Ω = E and π = id or a
message type alphabet deﬁned like in many papers (e. g. [10]).
We will use such a message alphabet to simplify notation. Sp,q(λ),Rp,q(λ)
shall denote a send and a receive event of a message labelled λ ∈ Λ from Pro-
cess p to Process q, respectively, Ap(λ) is the action λ ∈ Λ on p, IT (µ),CT ,OT
denote the initialisation (to µ), clearing and time-out of timer T , respectively.
This mapping from events to their types will be denoted by σ, the set of
these types is Σ (The formal deﬁnition of σ based on m, o, ϑ, χ and λ is
obvious.). If λ is irrelevant, we omit it. In the simple example discussed
above (Figure 1), the linearisations given would be S1,2R1,2A2(A)S1,2R1,2 and
S1,2S1,2R1,2R1,2A2(A). Note that we loose the ability to perceive the overtaking
of messages if messages carry the same information (the same λ). In [10] this
notation is extended to cope with overtaking.
Definition 2.2 Let M be an MSC. The untimed semantics of M under π is
M ;π0 := {π(l) : l ∈ l(≺)}. We simply write M0 instead of M ; id0.
To deﬁne our automata, we will use a device which is known under many
names in the literature. Our terminology follows [18]. In the automata, we
want to keep track of the events that have happened so far. Obviously not
all subsets of events are allowed to have happened, but only those that are
compatible with ≺. A cutting edge (cut for short) is a set of events K ⊆ E
where ∀e ∈ K.∀e′ ≺ e.e′ ∈ K. This means that a cut represents a valid history
of events that may have already taken place, disregarding their sequence.
K(M) is the set of all cuts of an MSC M . The cut K = E is called complete.
In Figure 2 we visualise the cut {s1, r1, A,B, s2}. 4
Fig. 2 A cutting edge of an MSC
a b c
A
B
C
1
2
A single MSC is not enough to model many real-life examples. One might
want to model the fact that a system behaves ﬁrst like MSCM1 and afterwards
like MSC M2. Therefore the concatenation of these MSCs has to be deﬁned.
[21] deﬁnes asynchronous concatenation (any p ∈ P has to complete any
4 Due to coregions not all cuts can be visualised in this way.
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e ∈ Ep1 before it may proceed to an e′ ∈ Ep2 ). Synchronous concatenation,
where an MSC has to be completely worked oﬀ before the system enters the
next MSC, is also quite popular. We believe that in order to model real-world
systems realistically, we must consider a generalisation of the concatenation
operation. Suppose in the setting of Figure 3 the system starts in M1 and
moves on to M2. It is not useful to require a linearisation to honour r1  r2
in any case, but we must have the possibility to enforce this. Thus, we get
both an extension of coregions and general orderings to separate MSCs and a
means to model very diﬀerent semantics of concatenation which may arise in
a model of a system.
Fig. 3 Two MSCs to be concatenated
1 2 3
1
msc M1
1 2 3
2
msc M2
Formally, let M1,M2 ∈ M(P ,Λ). Let ρ ⊆ E1×E2. Then the concatenation
of M1 with M2 under ρ, M1◦ρM2, is deﬁned to be the MSCM with the events
E := E1 unionmulti E2 and ≺:= (≺′ ∪ ≺′′ ∪ρ)+, where all other components of M are
deﬁned as one would expect. unionmulti means disjoint union, i. e. for some sets u, v,
uunionmulti v := ({1}× u)∪ ({2}× v). Normally we identify (1, e) (and (2, e)) with e.
Should we have reason not to do so, we write (1, e) ∼ e and extend ∼ to the
least equivalence relation including ∼. We let ◦ρ associate to the left.
We get synchronous concatenation by using ρ = E1 × E2, asynchronous
concatenation by using ρ =
⋃
p∈P Ep1 × Ep2 , and a concatenation parameter
corresponding to the causal ordering widely used in the literature within an
MSC by ρ =
⋃
p∈P Ep1 × (Ap2 ∪ Sp2 ∪ Ip2 ∪ Cp2). In this paper, the latter will be
called weak asynchronous concatenation. ρ = ∅ means parallel composition in
the sense of [21].
Revisiting Figure 3, s2r2s1r1 ∈ M1 ◦∅ M20\M1 ◦{(r1,r2)} M20: The addi-
tional restriction on the ordering of events restricts the semantics.
3 High-Level Message Sequence Charts
In the ﬁrst subsection, we limit our considerations to the untimed behaviour
of the HMSCs. This captures the basic properties best. Then we deﬁne the
semantics of HMSCs also regarding their timed behaviour.
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3.1 Untimed HMSCs
A High-Level MSC (HMSC for short) 5 is a ﬁnite directed graph with a distinct
start node and a set of end nodes. In our setting the nodes are labelled with
MSCs. We will depict HMSCs like standard automata. The semantics of
a run through an HMSC is given as the semantics of the concatenation of
the corresponding MSCs. The semantics of the HMSC is the union of the
semantics of all runs from the start node to an end node.
To concatenate the MSCs along a path, we use a relation k yielding the
argument ρ of the concatenation ◦ρ. The intuition behind this is that there is
an inﬁnite number of MSCs deﬁned by an HMSC containing a loop, but the
dependency relation on the events of some such MSC is deﬁned completely
by the edges used on the graph. This will become clearer when we deﬁne the
semantics formally.
In the following, pwr(u) := {t : t ⊆ u} for any set u.
Definition 3.1 An HMSC is a structure
H :=
〈
N, (Mi)
n
i=1, N∗, E, k, τ
〉
,
where
• N = {1, . . . , n} for some n ∈ N is the set of node numbers (nodes);
• M1, . . . ,Mn are the MSCs of each node, respectively, where Ei = ∅ in any
case and all sets of events are pairwise disjoint;
• N∗ ⊆ N is a set of end nodes;
• E ⊆ N ×N is the edge relation, where for any node i there is a path from 1
to some i′ ∈ N∗ going through i;
• k : E+ → pwr(E ×E) (where we let E = ⋃ni=1 Ei and so on) is the inter-MSC
precedence relation with k(i1, i2) ⊆ Ei1 × Ei2 ;
• τ :
⋃
(i1,i2)∈E+ k(i1, i2)→ P is the extension of the intra-MSC relations τ to
events between MSCs.
A run through an HMSC is any path from some i to any j, where a path
will be represented by the sequence of visited nodes. As usual, the elements
of a sequence w are denoted by wi for 1  i  |w|. The set of all such runs is
runs(H, i, j). runs∗(H) is the set of all runs from 1 to some j ∈ N∗.
Now, let l1 . . . ls be a run through an HMSC and letM be the MSC deﬁned
by it. When we extend the run by visiting another node ls+1, we have to ﬁnd
the correct ρ to getM ◦ρMls+1 . Due to k we have for any MSCMlv , 1  v  s,
a dependency relation k(lv, ls+1). ρ then contains all these relations, modiﬁed
suitably to take care of ∼. For technical reasons it will be necessary to give
the semantics also for fragments of runs.
5 Sometimes the term Message Sequence Graph (MSG) is used for these structures.
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Definition 3.2 Let H be an HMSC and π : E → Ω as for MSCs.
(a) For some l′ ∈ runs(H) and 1  g1 < g2 < . . . < gr  |l′| (r > 0) the
fragment l = l1 . . . lr := l
′
g1
. . . l′gr deﬁnes the (untimed) MSC
m(l) := Ml1 ◦α(l1,l2) Mi2 ◦α(l1l2,l3) . . . ◦α(l1...lr−1,lr) Mlr ,
where α(l1 . . . ls, ls+1) is deﬁned as follows:
∀ e ∈ E(Ml1 ◦α(l1,l2) Ml2 . . . ◦α(l1...ls−1,ls) Mls).∀ f ∈ E(Mls+1) it holds:
Iﬀ ∃ v ∈ {1, . . . , s}.∃ e′ ∈ E(Mlv).(e ∼ e′ ∧ (e′, f) ∈ k(lv, ls+1)), then
(e, f) ∈ α(l1 . . . ls, ls+1).
(b) The (untimed) semantics of such an l under π is l;π0 := m(l);π0. The
(untimed) semantics of H under π is H;π0 :=
⋃
l∈runs∗(H)l;π0.
6
As usual, we omit π if π = id.
Fig. 4 Regularity of the semantics
HMSC 1 : M1 HMSC 2 : M1
msc M1
a b
1
2
msc M1
a b
1
Now we take a look at the HMSCs in Figure 4. It should be obvious
that the semantics of HMSC 1, if we use asynchronous concatenation, is de-
ﬁnable by the regular expression (s1r1s2r2)
∗. HMSC 2 using asynchronous
concatenation, on the other hand, deﬁnes with π = σ a language isomorphic
to the one of all complete parenthesised expressions, which is well-known not
to be regular. Therefore not all HMSCs are translatable into ﬁnite automata
and we need some properties to recognise suitable HMSCs. Our notion of
“convergence” is related to local synchronisation of [6], divergence-freeness of
[7], and the ubiquitous boundedness. Due to our more general deﬁnition of
concatenation it does not quite coincide with any of them.
Let H be an HMSC and l := l1 . . . lnl1 be a simple loop through it (i. e.
l1 /∈ {l2, . . . , ln}). The send graph S(l) is deﬁned by S(l) :=
〈E(l1 . . . ln0),→
〉
where →:=≺ (l1 . . . ln0) ∪
⋃n
i,j=1 k(li, lj). For any of its nodes x, y we deﬁne
d(x, y) to be the minimal number of edges created by k on a path from x to
6 π has to be extended to ∼-equivalent events in the canonical way.
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y. 7 H is called convergent, if for any simple loop l, S(l) is strongly connected
(d(x, y) is deﬁned for any loop events x, y); otherwise we call H divergent.
For example, in the HMSC of Figure 5 we consider the loop and see that
the HMSC using weak asynchronous concatenation is convergent. We observe
that the path from r2 to s1 has to use at least two k-edges, like r2 → A and
r3 → s1, so d(r2, s1) = 2.
Fig. 5 A small HMSC
M1
msc M1
a b c
A
1
2
3
Later we will deﬁne automata for convergent HMSCs. Theorem 5.2 shows
that the existence of d(x, y) for all elements of any loop is suﬃcient for the
HMSCs to be translatable, but we can intuitively grasp what d is about.
Suppose d(x, y) = 1 for every pair of events of some MSC. That means that for
any event e in an MSC participating in a simple loop the previous instantiation
of this MSC has to be completely worked oﬀ before another event of it can
happen. d(x, y) = n > 1 means that we can potentially go through such a loop
several times before a lack of events in a cut of a previous instantiation hinders
progress. Convergence means that for any x, y, d(x, y) is deﬁned. Therefore
the looping has to stop eventually if some events have not been observed, i. e.
if we go through an MSC suﬃciently often, we have enough information to
deduce that preceding occurrences of this MSC in a run have to be complete.
3.2 Timed HMSCs
Fig. 6 A timed HMSC with unobvious semantics
H : M1 M2
msc M1
1
/0T,10
msc M2
1
/0T
7 Formally, deﬁne k-edges to have a weight of 1, all other edges to have the weight 0 and
let d(x, y) be the weight of the shortest path.
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Consider the HMSC from Figure 6. In M1, the timer T is set to 10 time
units. T experiences its time-out in M2. If Process 1 would stop T before its
time-out we would use the symbol × instead of /0 and omit the arrow head.
What happens if a run starts with 11, thus visiting the setting of T twice?
There are essentially two diﬀerent approaches to this: We could (1) interpret
this as the setting of two diﬀerent timers and (a) let them both time out, in
the order in which they were set, or (b) assume that they all have to time-out
at the same time. Or (2) we assume that there is only one timer T . In this
case, it leaves us to decide whether (a) we reset T to 10 units the second time
a run goes through M1 or (b) ignore it and only care about the ﬁrst setting or
(c) regard this as an error and discard such a run. Any of these interpretations
is reasonable in certain situations and should not be condemned completely.
It was observed in [8] that the semantics of such a speciﬁcation is not quite
obvious. It should be possible to deﬁne the semantics in such a way as to allow
for diﬀerent modelling requirements, especially to retain a strong resemblance
of the formal semantics to an intuitively assigned meaning.
To deﬁne the semantics, we need the notion of timed words, i. e. words in
which each character is amended with a time stamp. This is to be thought
of as the time at which an event did occur. Formally, a timed word over the
alphabet Ω is a word wt ∈ (Ω×T)∗ where T := {x ∈ R : x  0}, in which the
sequence of the second components forms a monotonously increasing sequence.
To demonstrate the construction of the automata, it suﬃces to give the
semantics only for the case (2a). This will be denoted by  >.
To simplify notation, let next(w, i,X, Y ) be the index of the ﬁrst of some
x ∈ X in wi+1 . . . w|w|, such that no y ∈ Y occurs before it in wi+1 . . . w|w|;
otherwise, next(w, i,X, Y ) is undeﬁned.
Definition 3.3 Let H be a timed HMSC. runs, π etc. are deﬁned as for
untimed HMSCs. Let l ∈ runs∗(H) and M = m(l). The >-semantics of l
under π, l;π> is l;π> := { π(w)t : w ∈ M0 ∧ wt ∈ (E × T)∗, so that for
any i ∈ {1, . . . , |w|}, the following conditions are fulﬁlled}
• ( wt adheres to τ) ∀e ∈ E .(j = next(w, i, {e}, {wi})⇒ tj − ti ∈ τ(wi, e)), and
(wi ∈ A ∧ wj ∈ E (o(wi)) ∧ j > i)⇒ tj − ti  τ(wi)).
• (any timer is checked eventually and no timer is checked which is not run-
ning) For any T ∈ T it holds: If σ(wi) = IT , then next(w, i, {CT ,OT , IT}, ∅)
is deﬁned; if σ(wi) ∈ {CT ,OT}, then i = next(w, j, {CT ,OT}, {IT}) for some
j < i satisfying σ(wj) = IT .
• ( wt adheres to ϑ) If σ(wi) = IT , then: If j = next(σ(w), i, {OT}, {CT , IT}),
then tj−ti = ϑ(wi); if j = next(σ(w), i, {CT , IT}, {OT}), then tj−ti < ϑ(wi).
H;π> :=
⋃
l∈runs∗(H)l;π>. As usual, we omit π if π = id.
Note that the requirement on actions means that the times that we assign
to an action in a linearisation is the start time of this action. Furthermore,
we could argue that a process should just not do something all of itself during
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an action, and therefore allow a process to notice a time-out or to receive a
message while performing an action. In the deﬁnition above we would take
Eo(wi)\(Oo(wi) ∪Ro(wi)) instead of Eo(wi), and the automata to be deﬁned later
can be easily changed accordingly. For the timers, we require that we notice a
time-out, that is, we cannot silently reset a timer that has timed-out already.
4 Timed Automata
Timed Automata (TAs for short) were introduced by Alur and Dill ([3]).
A good overview can be found in [1]. TAs accept, in contrast to automata
on discrete words, timed words, which makes them particularly suited for our
task. We will only use those parts of TAs that are useful in the current setting.
Let A be a deterministic ﬁnite automaton in the usual sense, i. e. an
automaton over discrete words. We amend the automaton with a ﬁnite number
of clocks which measure time passing while the automaton rests in a state.
In contrast to timers of MSCs, clocks are monotonously increasing. They do
so at the same rate. If X is a set of clocks, a clock valuation is a function
v : X → T. vals(X) is the set of all clock valuations for a ﬁxed X.
A transition is assumed to be instantaneous, but it may reset any subset of
clocks. Furthermore, every transition is guarded by a requirement on the clock
valuations and it can only be taken if this requirement is met. Syntactically, a
guard is a conjunction of basic guards of the form x◦ c or ¬x◦ c where x ∈ X,
◦ ∈ {<,=, >} and c ∈ P. Given a set of clocks X, guards(X) is the set of all
possible guards over the clocks in X. For v ∈ vals(X) and γ ∈ guards(X) we
deﬁne the semantical relation v |= γ in a straightforward way.
For our purposes a timed automaton is a structure T :=
〈
Q,X,Ω, q0, δ, Q∗
〉
,
where Q is the ﬁnite set of states with the start state q0 and the set of end
states Q∗. Ω is the input alphabet and X is a ﬁnite set of clocks. The
ﬁnite transition relation is given as δ ⊂ Q × Ω × P(X) × guards(X) × Q,
where (q1, ξ, Y, γ, q2) ∈ δ means that, given a current clock valuation v, the
automaton may go from state q1 to q2 reading ξ, if v |= γ, and that afterwards
the clock valuation is v[Y/0]. 8 In any state q1 the automaton may let any
amount of time elapse.
Formally, let T be as above. We construct an automaton (an inﬁnite
transition system) A(T) :=
〈
Q× vals(X),Ω ∪ T, (q0, λx.0), δ′, Q∗ × vals(X)
〉
accepting timed words by deﬁning the transition relation δ′ as follows:
δ′ := {((q1, v1), ξ, (q2, v1[Y/0])) : ∃γ.((q1, ξ, Y, γ, q2) ∈ δ ∧ v1 |= γ)}
∪ {((q1, v1), r, (q1, v1 + r)) : r ∈ T}.
(For v : M → T and r ∈ T let v+ r = λx.v(x)+ r.) A(T) recognises the word
w
t from (q, v), iﬀ
8 So, any clock in Y is reset while any other clock is left invariant: For any function ϕ,
ϕ[X/α] is the function assigning α to any x ∈ X and otherwise behaving exactly like ϕ, i. e.
ϕ[X/α] = λx.(x ∈ X?α : ϕ(x)).
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• wt = εε and q ∈ Q∗ or
• wt =
w1 w′
t1 t′ , (q, v)→t1 (q, v′)→w1 (q′, v′′) and w
′
t′′ is recognised from (q
′, v′′),
where t′′ = (t′1 − t1)(t′2 − t1) . . . (t′|t′| − t1).
The semantics of T is deﬁned as the set of timed words recognised by A(T)
from (q0, λx.0).
To analyse this inﬁnite state device, it is usually translated into a ﬁnite
region automaton. This is possible, because the number of the transitions in T
is ﬁnite, and therefore the number of constants used in the guards is bounded.
This allows us, after a discretisation of the constants (which are all rational
per deﬁnition), to only consider a ﬁnite number of clock regions. For a more
thorough explanation of this technique see [1].
5 Translating HMSCs into Automata
5.1 The untimed case
The automata we will deﬁne use the cuts of the MSCs occurring during a
run as its conﬁgurations. Obviously, we would get inﬁnite automata for any
HMSC containing a loop. So, ﬁrst we deﬁne an inﬁnite transition system
recognising the semantics of an HMSC. Then, we deﬁne an equivalence relation
on the nodes. At last, we will show that this equivalence relation has only
a ﬁnite number of equivalence classes for convergent HMSCs and get a ﬁnite
automaton this way: As pointed out earlier, there are some HMSCs that have
irregular semantics, so we cannot expect to get a translation of all HMSCs
into ﬁnite automata.
We ﬁx an HMSC H. A conﬁguration of H is a pair (h, ϕ), where
(i) h is the sequence of visited nodes (h = h1 . . . h|h| ∈ N+) and
(ii) ϕ is the sequence of visited events (ϕ = ϕ1 . . . ϕ|h|, satisfying ϕj ∈ K(Mhj)
for any ϕj).
e(ϕ) :=
⊎
j1|ϕ|ϕj. The set of all conﬁgurations is K(H).
Note that ϕ does not uniquely identify h, because ϕν = ∅ is allowed.
Now we deﬁne a natural successor relation on K(H). For (h, ϕ) ∈ K(H),
(h′, ϕ′) ∈ K(H) is an 9 e-successor of (h, ϕ) for some e ∈ E , if one of the
following holds:
(1) • h′ = h · l = h for some h|h|l ∈ runs(H,h|h|, l|l|),
• ϕ′|h′| = {e}, ϕ′g = ϕg for g  |h|, ϕ′g = ∅ for |h| < g < |h′|,
• e(ϕ′) ∈ K(h′0).
(2) • h′ = h,
• for some i ∈ {1, . . . , |h|} we have e ∈ Ehi and e /∈ ϕi, whereas ϕ′j = ϕj
for j = i and ϕ′i = ϕi ∪ {e},
9 We can statically determine suﬃcient criteria for this relation to be deterministic.
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• e(ϕ′) ∈ K(h′0).
We write (h, ϕ)❀e(h′, ϕ′).
The transitions of the ﬁrst kind allow us to extend a run. The transi-
tions of the second kind take care of events in an already visited but not
completely ﬁnished MSC. It is straightforward to deﬁne an inﬁnite transition
system recognising the semantics of an HMSC: We start with (1, ∅), follow
the transitions as deﬁned by the successor relation on K(H), and recognise
a word if it takes us to some (h, ϕ) where h|h| ∈ N∗ and all ϕν are complete
(ϕν = Ehν ).
Formally, for H we deﬁne the automaton B(H) accepting H0 as
B(H) :=
〈
C, E , δ, c0, C∗
〉
,
where c0 = (1, ∅), δ is deﬁned by ❀, C ⊆ K(H) is the set of conﬁgurations
reachable from c0 via δ, and C∗ ⊆ C is the subset satisfying the completeness
property.
We promised to deﬁne an equivalence relation on K(H). This will be done
by the raking function κ. The only reason for keeping cuts in a conﬁguration
is to ascertain that the events to come are actually allowed. Therefore we
can throw away all cuts that cannot inhibit other events from happening.
Regarding the k-relation, this is certainly true for all complete cuts. Still, we
cannot simply throw away all complete cuts, because we need to determine
where we are in a run through the HMSC. Therefore we free a conﬁguration
of the complete cuts that are not at the end of a (fragment of a) run.
Formally, given (h, ϕ) ∈ K(H), κ(h, ϕ) = (h′, ϕ′), where
• h′ = hi1hi2 . . . hiz , where 1  i1 < i2 < . . . < iz = |h| and for i ∈ {1, . . . , |h|}
it holds i /∈ {i1, . . . , iz} iﬀ ϕi = Ehi ;
• ϕ′ = ϕi1ϕi2 . . . ϕiz .
Theorem 5.1 Given the construction of B(H) from above, B(H) recognises
exactly H0. Furthermore, the semantics is invariant under κ: Let A(H) be
the automaton with the transition relation δ deﬁned by ((h, ϕ), e, κ(h′, ϕ′)) ∈ δ
iﬀ (h, ϕ)❀e(h′, ϕ′). Then, A(H) and B(H) are semantically equivalent.
The proof is very technical and provides no new insights, and therefore is
omitted.
Theorem 5.2 If H is convergent, A(H) has only ﬁnitely many states.
Proof. Let K ∈ K(M) for some M occurring in H. Suppose that there are
x, y ∈ E(M) satisfying x /∈ K, y ∈ K. We will show thatM can occur at most
a times in a conﬁguration of a reachable state of A(H) as a member of some
simple loop l of H, where we can deduce the value of a from the send graph
of the loop. A similar argument works for K = ∅. So the only cuts that can
occur unboundedly often in reachable states are complete cuts. Because such
cuts in conﬁgurations are eventually taken care of by κ, this gives that the
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conﬁgurations in A(H) have only a bounded length, and therefore the number
of states itself is ﬁnite.
All that remains to be shown is that such an a exists. Let α = d(x, y).
Therefore there is a path x $ x′1 → x1 $ x′2 → x2 . . . x′α → xα $ y in
the send graph, where the →-edges are caused by k and $ is the precedence
relation of the simple loop. Suppose the loop with this speciﬁc cut occurs
α+1 times in a conﬁguration (h, ϕ) and that ϕz1 = . . . = ϕzα+1 = K. Because
of y ∈ K = ϕzα+1 , we need that x′α ∈ ϕzα , and eventually we arrive at
x ∈ ϕz1 . This contradicts the assumption x /∈ K. Therefore, a := α satisﬁes
the requirement. ✷
This unusual approach might seem a bit cumbersome at ﬁrst, but it has the
nice property that it can be extended to cover some extensions to MSCs and
HMSCs. For example, Live Sequence Charts ([14,22]), where events speciﬁed
might not take place, can be analysed in a likewise manner: With appropriate
changes to the deﬁnition of cuts, the rest follows rather directly. This is
examined further in [24]. It is likely that this method can be extended to give
a nice semantics for Compositional MSCs ([18,17]), where an MSC might not
depict a complete execution. 10
5.2 The timed case
Now we come to the deﬁnition of the timed semantics of HMSCs given by timed
automata. From the discrete automata recognising M ;π0 it is straightfor-
ward to construct automata recognising M ;π> for the semantics introduced
above.
The states of the automaton now consist not only of the conﬁgurations,
but also of markers. These markers show us which requirements on the clocks
have to be fulﬁlled in the future. For any pair of events (e1, e2) we introduce
a clock xe1,e2 which is set anytime an e1-transition takes place and checked
anytime an e2-transition takes place, if the marker for (e1, e2) is set.
11 A
similar reasoning is used for the markers that tell what actions are running
and the clocks for each process. 12 The markers are set and deleted according
to the >-semantics.
The set of partial functions from M to N is denoted by [M  N ]. If
f(m) is undeﬁned for some m ∈ M and f ∈ [M  N ], we write f(m) = ⊥.
Such a partial function ξ will be used both as a marker for the timers (Is a
timer T running? Yes, iﬀ ξ(T ) = ⊥.) and as a memory to what value the
10You get something like compositional HMSCs by allowing black and white holes in the
sense of [21] and joining them during a run.
11 Suppose e2 ∈ E1, e1 /∈ E1 and τ(e1, e2) = [1,∞). Because the initial clock valuation sets
xe1,e2 to 0, we would not be able to accept e2 during the ﬁrst time unit of the run if we
erroneously check xe1,e2 .
12We need only one clock per process because at most one action can be running on any
given process, but more markers, because the actions may have diﬀerent durations.
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timer has been set (to ξ(T )). Instead of [T  range(ϑ)] we could employ
other means; partial functions were chosen to keep the deﬁnition simple.
The set of end nodes is deﬁned by the same restriction to the conﬁgurations
as in the untimed case, but additionally we have to make sure that no T -marker
for some T ∈ T is present. This is governed by the partial function.
Let H be a convergent HMSC and
A(H) =:
〈
C, E , δ, c0, C∗
〉
be the ﬁnite automaton recognising H0. Then we deﬁne A>(H) to be the
TA 〈
C ′, X, E , c′0, δ′, C ′∗
〉
,
where
• C ′ = C × ((pwr(E × E))×A)× [T  range(ϑ)];
• C ′∗ = C∗ × ((pwr(E × E))×A)× [T  ∅];
• c′0 = (c0, ∅, ∅);
• X = {xe1,e2 : e1, e2 ∈ E} ∪ {xT : T ∈ T } ∪ {xp : p ∈ P},
• For any transition δ(s, e) = s′ where e ∈ E and anyW ∈ (pwr(E2))×pwr(A))
and ξ : T  range(ϑ), δ′ contains ((s,W, ξ), e, γ, ψ, (s′,W ′, ξ′)), where
ψ = (
∧
(e′,e)∈W xe′,e ∈ τ(e′, e)) ∧ xo(e) > τ(A), γ = {xe,e′ : e′ ∈ E} and
W ′ = ((W\{(e′, e) : e′ ∈ E}) ∪ ({(e, e′) : e′ ∈ E}))\{A} (where we assume
that A is the unique element of W with o(A) = o(e), and understand
{A} = ∅ if it does not exist), and furthermore it holds:
· If σ(e) = IT , we extend γ to γ∪{xT} and ψ to ψ∧xT < ξ(T ) if ξ(T ) = ⊥,
and set ξ′ := ξ[{T}/ϑ(e)];
· If σ(e) = CT , then ξ(T ) must be deﬁned, and we extend ψ to ψ∧xT < ξ(T )
and set ξ′ := ξ[{T}/⊥];
· If σ(e) = OT , then ξ(T ) must be deﬁned, and we extend ψ to ψ∧xT = ξ(T )
and set ξ′ := ξ[{T}/⊥];
· If e ∈ A, then we extend γ to γ ∪ {xo(e)} and W ′ to W ′ ∪ {A} and set
ξ′ = ξ.
ξ′ = ξ in all other cases. δ′ contains nothing else.
It is obvious that in general we need much less clocks and markers. For
example, if τ(e, e′) = P, we need never consider this. In the example given
below we have freed the automaton of all the useless clocks and markers.
Theorem 5.3 For a convergent HMSC H, A>(H) has only ﬁnitely many
states and recognises H>.
Again, the proof is rather technical and provides no new insights.
As an example, suppose we want to model the following scenario.
• Involved are two processes, p and q.
• p sends a message to q and waits 10 time units for an answer.
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• q needs at most 2 units to send the answer to p.
• If p gets the answer in time, the communication is done. If not, then
p performs some action (e. g. looking up some script) to decide whether
it should try again (this takes 1 time unit), and the communication then
starts again or is over.
The HMSC given in Figure 7 captures this speciﬁcation, where we assume
asynchronous concatenation. If we consider Messages 2 and 3 equivalent (as
suggested by the informal speciﬁcation), we have to take care of this in π. The
only part of the speciﬁcation that remains to be given outside of the visual
representation is τ(r1, s2) = τ(r1, s3) = [0, 2].
The automaton constructed as above is given in Figure 8. A state consists
of four components. The ﬁrst two components are the conﬁguration, i. e. the
state of B. We do not depict ϕ as a sequence of sets but as a sequence of
events, and let ∗ stand for a complete cut to ease presentation. The third
component holds the markers, and the fourth component is the graph of the
timer function. The transitions are given in the usual way for TA: Next to the
event is the guard, if it is not simply True. On the other side of the arrow we
list the clocks to be reset. As usual, the send and receive events are denoted
si, rj, and furthermore the action is denoted by its label and the timer events
by their type.
Fig. 7 An HMSC with timing extensions
M2 M1 M3
msc M1
p q
/0T,10
1
[0, 0]
msc M2
p q
? 1
/0T
2
msc M3
p q
×T
3
6 Conclusion
In this paper, we saw a unifying approach to the deﬁnition of various seman-
tics of HMSCs. We did deﬁne the semantics of timed and untimed HMSCs
based on linearisations of partial orders and translated HMSCs into transition
systems with equivalent semantics. Furthermore, we identiﬁed convergence
as a suﬃcient criterion for regularity of the semantics and gave an eﬀective
procedure to create ﬁnite automata recognising the semantics of convergent
HMSCs. Afterwards, we converted the discrete automata to TAs, thus pro-
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viding an extension to the semantics by timed speciﬁcations. The merit of
this approach is the adaptability to further semantical properties like liveness
or further timing constraints.
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Fig. 8 The timed automaton for Figure 7
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