The 2008 recession has had a prolonged and varying effect both across and within countries. This paper studies the crisis impact on Great Britain's Local Authority Districts (LADs) using the concept of economic resilience. This country is an interesting case study as the impact varied significantly among LADs. The focus is on employment, and a new method is proposed for comparing pre-and post-recession conditions in order to assess the recession impact. The influence of a number of determining factors is examined, and the study finds a significant effect for initial economic conditions, human capital, age structure, urbanisation and geography. Policy makers need to take into account subnational differences in these factors in order to design and implement better targeted policies.
Introduction
The 2008 economic crisis has had a global impact which is still being felt in a number of countries. In the UK, in addition to a decrease in output, the crisis led to a drop of 2.3 % in the rate of employment and an increase of 2.8 % in the rate of unemployment between 2007 and 2011. At the subnational level, there have been significant variations in the performance of different areas; for example, during the same period, Tamworth in Staffordshire lost 11.8 % of its employment, whilst Hackney in London gained 5.6 %. These wide variations lend credence to the arguments of a number of researchers Economics Department, Plymouth Business School, Plymouth University, Plymouth, UK that economic downturns impact on localities in significantly different ways and with varying levels of severity (Capello et al. 2016; Fingleton et al. 2012) .
The magnitude of the downturn and its differential impact across various areas have sparked research on identifying the underlying factors behind these differences as well as whether it is possible to influence these factors. The concept of resilience, broadly defined as the ability of a system to withstand or overcome a shock-economic or otherwise-provides one useful framework to study these questions. Within the context of the recent crisis, it is useful to identify two stages in the process of examining resilience-the initial impact/downturn or recession phase and the rebound/adaptation or recovery phase (Fingleton et al. 2012; Lee 2014; Martin and Sunley 2014) .
Recent empirical research on resilience focuses on examining quantifiable economic indicators such as GDP, employment and unemployment Fratesi and Rodríguez-Pose 2016; Lee 2014; Martin and Sunley 2014) . A number of studies examine "peak" to "trough" differences at the national, regional or city level (Lee 2014 ) during the period 2008-2010. However, with 240 out of 380 GB Local Authority Districts (LADs) reaching their minimum employment rate after 2010, most of these studies fail to consider the full extent of the crisis. In addition, the use of the difference between two single points in time is subject to potentially significant errors arising from survey data based on small samples at the subnational level. As a consequence, single observations may suffer from high levels of volatility and weak reliability as evidenced by large confidence intervals for data such as unemployment at the subnational level in Great Britain.
This study focuses on the impact of the 2008 recession on local labour markets and the factors behind it using an econometric analysis of data at the GB LAD level. A new method of calculating the crisis impact is proposed which involves averaging the annual data on pre-and post-2008 employment performance and examining the change of these averages in order to ameliorate the issues associated with singleyear observations. The paper begins by reviewing recent developments in the study of economic resilience and the factors behind resilience performance. Section 3 discusses the data and methodology, whilst Sect. 4 presents the results. Finally, Sect. 5 concludes and discusses further steps for research. To the authors' knowledge, this is the first study based on the methodology and variables discussed as well as its focus on the GB's 380 LADs.
Economic resilience

Concept and measurement
Definitions of economic resilience can be broadly categorised into equilibrium and evolutionary approaches even though recent developments reconcile the two by suggesting that the former could be part of the latter (Di Caro 2015a). Equilibrium approaches consider resilience either as a return to a pre-existing equilibrium (engineering resilience) or as a movement towards a new state (ecological resilience). Engineering resilience is typically measured in terms of speed of return to equilibrium (Fingleton et al. 2012; Hill et al. 2010; Holling 1996; Martin and Sunley 2014) , whilst ecological resilience is measured by the force required before the structural characteristics of a system change permanently (Holling 1996; Martin 2012) . One specific example of this approach is offered by Hill et al. (2010) in which resilience is treated as the ability of a place to return to a previously defined growth path within a certain timeframe. In contrast, evolutionary perspectives treat resilience as a continuum of adaptation to constantly changing conditions (Bristow and Healy 2013; Martin and Sunley 2014; Walker et al. 2004) . As a result, resilience includes the possibility for adaptive capacity building and creation of a new sustainable path with improved qualitative characteristics (Martin and Sunley 2014) .
A wide range of methods have been used in the study of economic resilience. For example, Treado and Giarratani (2008) and Simmie and Martin (2010) use qualitative research methods, Martin (2012) and Di Caro (2015a) investigate the topic quantitatively, whilst Hill et al. (2010) use mixed methods.
Quantitative measures of resilience have typically focused on single proxies, mainly examining labour market aspects (Di Caro 2015b; Fingleton et al. 2012) . Lee (2014) , for example, studies the crisis impact on British cities using changes in unemployment rates and claimant counts, whilst Fingleton et al. (2012) examine the employment performance of GB regions. The rationale for focusing on labour markets is related to both practical and theoretical considerations. Labour market data tend to be more readily available and reliable at lower geographical levels than output measures such as GVA for which the method of calculation at the subnational level has been criticised (Gripaios and Bishop 2006) . In addition, labour market adjustments are one of the main options available for firms to reduce costs during a recession, and hence, the impact of a crisis may manifest itself particularly strongly in such markets (Fingleton et al. 2012) . As a result, investigating employment conditions becomes instrumental in understanding the impact of the recession on local areas, and this is the approach taken in this study. However, it should be noted that in countries with greater institutional rigidity, GDP measures may better reflect economic fluctuations .
Within labour markets, a number of potential indicators might be used including those covering employment, unemployment and claimant count data, all of which have their own merits and disadvantages. As Lee (2014) notes, for example, claimant count data may exclude unemployed foreign migrant workers who are ineligible to claim benefits and those who retire early due to a lack of employment prospects. These data may also be biased towards those on lower incomes who may claim benefits more rapidly than those who had higher incomes and use savings as a buffer against unemployment. Similarly, unemployment data exclude those who retire early in response to a shock and are based on survey data with large sampling errors at a local level. Indeed, data and confidence intervals for many LADs are not published due to very small sample sizes.
Given these considerations, in common with several recent studies, this paper focuses on employment (see e.g. Fingleton et al. 2012; Simmie and Martin 2010; Hill et al. 2010 ). This measure consists of people aged 16 and over who did paid work (as an employee or self-employed), those who had a job that they were temporarily away from, those on government-supported training and employment programmes and those doing unpaid family work. This measure has a relatively large sample ensuring that data are available for most LADs. The data also cover all those employed and avoid the exclusion of migrant workers. As the sample areas differ considerably in size, the analysis focuses on employment rates rather than absolute numbers. Whilst employment rates are clearly an important indicator of economic activity, changes in rates may reflect a variety of factors including the impact of workers retiring earlier than anticipated due to the shock, migration flows in response to differential employment opportunities and changes in the number of individuals accessing training or educational programmes. Hence, they incorporate the net impact of demand side shocks and supply side responses in the local labour market.
Determinants of resilience
In examining the determining factors of the crisis impact, this paper draws on existing research on resilience and theoretical perspectives on growth and employment. A number of variables, such as indicators of good governance, social capital and public investment could not be included due to lack of data at the LAD level. Consequently, the analysis concentrates on factors for which quantitative data are available; these include measures of pre-crisis economic conditions, industrial structure, industrial diversification, entrepreneurship, human capital, demographics, population density and geography. The rationale for the inclusion of these factors is now discussed in turn.
At the onset of the financial crisis, GB regions were characterised by differing precrisis economic conditions, past investments and resource endowments. The theory of path dependency suggests that such factors may potentially constrain or enhance the ability of a region to adapt to a crisis (Lee 2014; Martin and Sunley 2014) and, hence, it is essential to explore the impact of these initial conditions. In terms of precrisis labour market conditions, the empirical literature has been inconclusive with Lee (2014) , suggesting that the largest increases in unemployment were in places with already high unemployment rates but the opposite is true when claimant counts are examined. These mixed results suggest that there is a need for further research on the impact of initial labour market conditions.
Related to the effect of pre-existing economic conditions is the sectoral composition of employment. Different sectors exhibit varying demand, supply, competition and location characteristics which could translate into differences in the local impact of the recession. Due to the origin of the 2008 financial crisis, it might be thought that the sectoral impact was greater on services such as finance and banking, real estate and construction (Lee 2014) and lower in the public sector, which acted as a buffer during the initial recession period (2008) (2009) (2010) (Clayton 2011) . Hence, it is important to test whether the sectoral composition of pre-crisis employment had an effect on its impact.
The sectoral composition of employment could also be an indication of industrial diversity. Although a degree of specialisation is often considered beneficial to growth through increased competitiveness and externalities, it may leave local economies exposed to business cycles that impact on these specialised sectors (Di Caro 2015b) . Following the same principles as portfolio diversification, it is possible that a drop in demand will have a greater impact in an area where a large number of firms depend on customers with similar characteristics. Consequently, areas with greater diversification might exhibit a smaller crisis impact (Di Caro 2015b; Lee 2014) .
Entrepreneurship could also play a role in mitigating the effects of the downturn (Bishop and Shilcof 2016) . A number of studies highlight the importance of entrepreneurship to economic growth through innovation and job creation (Audretsch et al. 2015; Williams et al. 2013 ). However, firm formation exhibits significant geographical and time persistent differences (Acs and Mueller 2008; Bishop 2012) . In the UK, Fotopoulos (2014) provides evidence on the time persistent spatial stickiness (slow propensity to change) of entrepreneurship for the period 1994-2007. The flexibility and innovation aspects of entrepreneurial activity are key to identifying and exploiting opportunities during a crisis (Soininen et al. 2012) , whilst firm formation can replace the existing stock of firms with more dynamic ones. Higher rates of firm births may imply more opportunities for employment growth and less impact from the economic downturn.
Human capital could have an important effect on resilience through at least two channels. First, skilled employees are a highly valued asset due to embedded knowledge and experience (Lee 2014) . In the face of reduced demand, it is possible that firms may opt for hoarding this type of labour (Clayton 2011) . As a result, places with more workers with high level qualifications may exhibit a lower crisis impact. The second channel is via human and firm-specific capital created through on-the-job training (Becker 1962; Hashimoto 1981) . A number of researchers find that increasing rates of training are associated with reduced likelihoods of lay-offs and staff turnover (Becker 1962; Hashimoto 1981; Molina and Ortega 2003) . However, evidence from North America suggests that firms with higher rates of training tend to be less technologically advanced, more unionised and with low rates of R&D (Molina and Ortega 2003) . These opposing characteristics suggest that the net impact of such training can only be identified by empirical analysis.
Human capital stocks are subject to accumulation as well as obsolescence and depreciation during an individual's lifetime (Brunow and Hirte 2009a, b; Skirbekk 2004) . Age has also been negatively associated with labour mobility and flexibility which could translate to slower structural adjustment in local economies (Poot 2008; Robertson and Tracy 1998) . Even though younger people may be more flexible and adaptable than older workers, productivity may rise with experience for a number of working years. As a result, demographics could significantly affect the recession impact, and it is interesting to examine whether it is the flexibility or experience effects that dominate.
The existing literature suggests that cities have a special role to play with regard to resilience (Capello et al. 2015) . Larger cities may be more diverse and less susceptible to changes in demand. In addition, firms in large cities tend to focus more on human capital and innovation intensive activities rather than production and benefit from agglomeration economies (Capello et al. 2015; Lee 2014) . Hence, urban areas may benefit from increased proportions of human capital and the potential for skilled labour hoarding. Empirical studies provide support for the argument that urban or denser areas performed better during the 2008 economic crisis (Capello et al. 2015) . Even though the existing explanatory variables cover some characteristics of cities such as human capital, it is important to include a measure of urbanity to account for other agglomeration factors.
Due to spatial stickiness and location specific factors, the crisis may have had a geographically diverse impact. Martin (2012) , for example, finds significant regional variations during different UK crises with broad differences between the peripheral, northern UK and the West Midlands on the one hand and the South and East on the other hand. For the 2008 crisis, the initial expectation was that there would be a severe impact on places with high shares of financial services activities. However, a stream of research suggests that the crisis rapidly spreads to sectors linked to finance (Lee 2014) and, consequently, the 2008 recession resembles the early 1980s in terms of having a more negative effect on the labour markets in the North (Lee 2014; Martin 2012) . These factors are examined by the incorporation of various regional dummies.
Data and variables
Dependent variables
This paper argues that, irrespective of one's view on the conceptualisation of resilience, quantitative measurement is an essential component of understanding the impact of the crisis. Consequently, in gauging the crisis impact on labour markets, the paper compares the conditions before and after the 2008 downturn using quantitative employment indicators.
The period of study covers the years from 2004 to 2014. The start year is chosen to ensure consistency since in 2004 the Annual Population Survey (APS), from which the employment data are extracted, replaced the Local Area Population Survey which used different periods for its estimation of employment rates. The APS combines quarterly data from the Labour Force Survey and rolling year data from the Local Labour Force Survey to provide the largest coverage in the UK.
LADs have been chosen as the geographical level for this study because they are the lowest administrative level in which policies can be pursued both for the mitigation of the crisis' effects and for preparing for the recovery stage. The average population of a LAD for 2007 was approximately 150,000 with the Isle of Scilly being the smallest, counting for only 2300 and Birmingham being the largest with 1,029,000 citizens. In addition, compared to travel-to-work areas (TTWAs), the LADs provide a significantly richer dataset covering the period since 2004 with, for example, employment rates for TTWAs from the APS being available only from 2013 onwards.
Given that the period 2004-2007 was one of relative labour market stability at the national level, with age 16+ employment rates of 59.7 % in 2004 and 59.9 % in 2007, it is possible to construct an average rate of employment during this period to act as an initial point against which subsequent performance can be measured. In this way, it is possible to overcome problems associated with the volatility of these rates at the LAD level. Table 1 shows that averaging over the four-year period is highly correlated with two-and three-year averages as well as the 2007 employment rate. However, the four-year average may better reflect the concept of an "equilibrium" point prior to the recession and help to ameliorate any volatility effects for individual areas at the subnational level. Taking the difference between this initial employment average and the respective minimum for the period 2008-2014 would create a variable reflecting the recession's impact in LADs. However, to ensure consistency with the averaging approach used for the pre-recessionary period, the minimum employment point is calculated by averaging the lowest four rates during 2008-2014. This also accounts for any potential lag of the crisis impact on LADs. The difference between the initial and minimum averages provides a direct measure of the employment impact and the ability to measure the effect of the independent variables on the dependent in absolute terms.
This method differs from some approaches such as that of Martin (2012) in that it does not consider the change at the national level as mediating the results. The reason for this is that this study does not attempt a categorisation of LADs into resilient or non-resilient and nor does it compare areas across countries in which case controlling for national effects would be needed. Rather, the study is focused on comparing LADs within a country and, more importantly, in identifying the determining factors behind the magnitude of the crisis impact on these LADs. Dividing the crisis impact on LADs by the impact at the national level would simply scale the original results with no effect on the substance of the analysis.
A drop of a certain percentage in employment can have varying importance for different places depending on their initial conditions. Hence, the differences between the initial and minimum points in such studies could be measured in terms of both level (variable IMPACT) and percentage change. In this study, the level and percentage change exhibit a high correlation (0.99) which leads to similar results in the analysis and as such only the results for the level difference (IMPACT) are reported. Despite the high correlation, there are methodological grounds for examining both measures as these may potentially lead to more varied results when examining other labour market statistics. The formula for the dependent variable is IMPACT = X j − X i (1) where X j is the average employment for 2004-2007 in region j, X i is the average of the four minimum employment rates during 2008-2014 and its descriptive statistics are shown in Table 2 . 
Independent variables
Based on the discussion of the determinants of resilience, this section outlines the available variables included in the analysis (precise definitions are outlined in Table 3 ).First, the initial economic conditions are controlled for by using the 2007 employment rate, whilst the industrial structure is measured by the employment shares of different sectors associated with the crisis such as manufacturing (A, SIC whilst it is the first time that employee training has been used in resilience studies as a reflection of on-the-job created human capital. In terms of demographics, the population shares of three age groups (20-34, 35-49 and 50-64) are used. The natural logarithm of population density tests for the effects of urbanity, whilst a number of geographical dummies are included to examine locational effects. The models also initially included the size of the public sector as an independent variable. However, the coefficients were invariably insignificant and did not affect the significance of other variables; for simplicity, these are excluded from the reported results. One explanation for this lack of significance could be that its initial positive contribution to maintaining employment levels (ONS 2009) was counteracted by post-2009 austerity measures which saw a significant reduction of public sector jobs (Clayton 2011) . Indeed, the share of the public sector in total employment at the national level reached a peak of 25 % in 2010 before dropping to 23.4 % in 2013, its lowest rate since data started in 2004. Table 4 presents the descriptive statistics of the independent variables excluding the geography related dummies, whilst Table 5 depicts the relevant correlation matrix. As expected, high correlations are observed among the industrial sector variables and among the age groups.
It should be noted that a few observations are missing due to lack of data, typically due to unreliable sample sizes for some areas with extremely small populations. The City of London and Isles of Scilly are missing from all models, whilst West Somerset is missing from models 1 and 4 (these three areas have the smallest, second smallest and sixth smallest working population of all the areas covered by the initial sample). Lee ( Ryedale, Melton, Mole Valley and Forest Heath are also missing from models 3 and 6. The decision to exclude these places on a model by model basis rather than across the different specifications was made on the basis of exploiting the maximum information available. Moreover, regressions run with the same sample of LADs (i.e. excluding all these LADs in every equation) show no significant differences from the analysis presented below. The independent variables explain approximately 30 % of the dependent's total variation which is reasonable considering the cross-sectional nature of the model and heterogeneity of LADs and is not uncommon in studies of this type (Wooldridge 2015). Table 6 presents the results of the linear regression models. In devising the estimation strategy, all of the independent variables were initially considered simultaneously. However, high VIFs for the age group 50-64 and the total services' variables (13.62 and 11.93 respectively) confirmed multicollinearity concerns for these independents with other measures of age and industrial structure. This dictated the inclusion of different sets of variables in different specifications. Hence, models 1-3 omit the 50-64 age group, whilst models 4-6 include this age group but omit the 20-34 age group. Models 1 and 4 include manufacturing only, whilst models 2 and 5 include total services. In addition, to explore the potential impact of industrial structure, it was decided to include variables BIF and CON in a separate model (models 3 and 6) as these sectors might be expected to have been particularly vulnerable in the 2008 crisis given the origin of the crisis in the financial and housing markets. Models 3 and 6 also serve as a robustness check of the results in the other the specifications. analysis of Lee (2014) , regionally clustered robust standard errors are used. A number of variables such as human capital and demographics could potentially be affected by reverse causality. However, the use of explanatory variables at the base year (2007) to examine their effect on the post-2008 crisis impact alleviate this concern in this cross-sectional analysis.
The results highlight a number of interesting points. First, initial economic conditions are consistently significant with a positive sign, suggesting that LADs with greater employment rates prior to the crisis exhibited the greatest losses of employment in the subsequent period. One possible explanation is that higher initial employment rates are an indicator of areas with tight labour markets where the profitability of the marginal worker was low and a drop in demand led to significant labour market adjustment. This result is in accordance with Lee's (2014) findings where places with higher unemployment rates had a smaller crisis impact than places with lower ones. Second, all of the sectoral variables, including the specialisation index failed to provide statistically significant results, providing no evidence that particular sectors were the source of greater vulnerability for the LADs. This is in contrast to Lee's (2014) study which finds statistically significant and negative effects for employment in manufacturing, financial services and construction sectors.
The results on specialisation confirm the lack of significance found in sectoral results. Di Caro (2015b) , Fingleton and Palombi's (2013) and Brakman et al's (2014) studies on the other hand find that diversity has a positive effect (or specialisation has a negative one) on resilience. The differences between this paper and others could be attributed to a range of factors such as the different geographies examined, the different datasets used and temporal differences, since each study examines a different time period. If not attributed to data considerations, the lack of statistical significance on the sectoral and diversification variables could indicate that post-2010 crisis has spread across all sectors.
Entrepreneurship exhibits statistically significant and positive coefficients in models 1-3 and statistically insignificant coefficients in models 4-6. The loss of statistical significance across models indicates considerable sensitivity across specifications. This diminishes the robustness of the results and does not allow for the confirmation of a significant effect for entrepreneurship suggested by other studies (Bishop and Shilcof 2016; Williams and Vorley 2014; Williams et al. 2013) . The opposing effects of firm formation on employment generation-dynamism and flexibility on the one hand and the fact that most new firms tend to be small enterprises with relatively limited access to credit and high death rates, could potentially explain the sensitivity of the results to small changes in specification. In addition, it could be the case that entrepreneurship is important to the restructuring or recovery phase rather than the crisis impact (Bishop and Shilcof 2016; Williams and Vorley 2014; Williams et al. 2013) .
As far as the human capital variables are concerned, the training variable is consistently significant and positive. This outcome could be viewed in terms of a potential self-selection bias, since companies that engage in employee training tend to be larger in size (Kotey and Folker 2007) and potentially less flexible at times of adversity. The result suggests that employee training may be signalling firms with lagging productivity (Bartel 1994) , under restructuring, highly unionised and/or with low stocks of skills (Almeida-Santos and Mumford 2005; Molina and Ortega 2003) . If this is the case, then these firms may be more vulnerable in times of economic stress. The share of degree holders is consistently negative and statistically significant across all models, suggesting that places with a higher share of degree holders have suffered a smaller crisis impact. Conversely, the coefficients for the share of population with no qualifications are statistically significant in models 2-6 and have a positive sign, deepening the impact of the crisis for LADs. This is in agreement to Lee's (2014) results and suggests that places with higher levels human capital were better able to mitigate the recession effects due to the attributes associated with transferable knowledge and skills.
The demographic structure of a LAD also emerges as a significant factor. Models 1-3 include the age groups 20-34 and 35-49. Both variables have consistently significant and negative coefficients implying that the higher the population share of these age groups, the greater the mitigation of the employment impact. An F-test for the equality of the coefficients fails to confirm that one of the groups has a greater contribution than the other. Models 3-6 consider the age groups 35-49 and 50-64. The coefficient for the 35-49 group is mostly significant and negative at the 10 % level, whilst the coefficients for the 50-64 group are significant and positive, indicating a detrimental effect of high shares of this group. It is possible that age exhibits an inverted Ushaped relationship to the crisis impact, in agreement with studies of the effects of demographics on various human capital, productivity and growth measures (Brunow and Hirte 2009a, b; Poot 2008; Skirbekk 2004) . This also suggests that the combination of a more youthful population but with significant work experience is the most helpful demographic attribute.
Since the variables included refer to the year 2007, it is unlikely that extraordinary migration movements due to the economic crisis have affected the results of the demographic variables. However, migration figures for 2007 (as well as its components of international and domestic migration) are positively correlated with the 20-34 age group, have no relationship to the 35-49 group and exhibit a negative relationship to the 50-64 group. This could be a sign that age is proxying or is affected by previous migration, and hence, it is worth further investigation. Replacing the age groups with inward migration for 2007 provides statistically significant results for the latter but only at the 10 % level, leading to a poorer fit of the model than with the age variables. In addition, separating migration into domestic and international does not provide any statistically significant results. As a result, it can be argued that the use of demographic groups is a better proxy even if it partly reflects migration.
Population density has consistently significant and positive coefficients, suggesting a greater crisis impact in more densely populated areas. This result could be linked to the social characteristics of highly populated areas. Capello et al. (2015) argue that it is the qualitative characteristics-infrastructure, quality of production and factors etc.-of cities that matter to resilience rather than size and agglomeration as well as the lower impact found in "sheltered" economies (Fratesi and Rodríguez-Pose 2016) . In terms of the recession's geographical footprint, there is evidence of the impact being more severe than the rest of GB for LADs in the North of England and Midlands agreeing in part with Lee's (2014) results for the North. The two dummies have statistically significant and positive coefficients in models 1-5, and the same holds for the Scotland dummy in models 1-3. Considering the magnitude of the impact, the statistical significance of the coefficients for NOE, MIDLANDS confirms that LADs in these regions had deeper crisis impact than the rest of GB, whilst for SCOTLAND, the results are inconclusive.
Conclusions
The concept of resilience provides a useful framework with which to examine the recent economic crisis as it facilitates a focus on the factors behind both the differential impact and success of the recovery stage across spatial areas. The theoretical and empirical investigation of resilience is still being developed, and this special issue is a significant step in the development of appropriate measures and understanding of the factors affecting resilience. This paper makes a contribution by taking an averaging approach to measuring pre-and post-recession employment conditions to avoid issues associated with year-to-year volatility at a local level. A number of factors affecting the crisis impact are identified and tested. These factors stem from existing research on resilience as well as economic theory on growth and employment and include the initial economic conditions, sectoral specialisation, industrial diversification, human capital, entrepreneurship, demographics, urbanisation and geographical variables.
The analysis supports the view that the recession had variable effects across GB due to a number of factors. The impact was deeper in places with higher employment rates in 2007 but also in LADs of the traditionally lagging North and Midlands. A mixture of dynamism, skills and experience at the individual level appears to have the most beneficial effect for LADs with the share of degree holders, and the age groups 20-34 and 35-49 mitigating the crisis impact whilst employee training, perhaps as an indicator of underlying problems, and the group 50-64 having the opposite effect. The lack of consistently significant results for industrial structure, diversity and entrepreneurship may suggests that, in the medium term, the systemic nature of the crisis had spread to all sectors of the economy and worsened the environment for new firms counterbalancing any potential benefits of firm formation.
The approach adopted in this study has a number of limitations. In particular, the low spatial scale of the study inevitably limits the range of variables that can be included in the analysis, and some potentially important variables may have been omitted. In addition, the cross-sectional method utilised limits the causal inferences that can be made from the study. Nevertheless, the approach has a number of advantages that might usefully inform future studies in the area. In particular, whilst using local level data has major advantages in terms of increasing sample sizes and assessing the variability of impacts across space, the use of single-year observations based on sample data with wide confidence intervals may yield unreliable conclusions. The approach to averaging data at this spatial scale has the potential to avoid this issue and improve the reliability of results. In addition, the study opens numerous strands for further research. Employment rates are only one of a range of variables worth exploring, and it would be interesting to repeat the methodology of this study using other measures such as unemployment rates and household disposable income. Further research might also more closely examine the differences between urban and rural areas and augment the list of independent variables in order to identify resilience building factors.
Finally, in terms of policy implications, perhaps the most interesting aspect of the study is the importance of high level qualifications and a relatively youthful population in mitigating the crisis impact. Whilst it is difficult for policy makers to directly control demographics, investment in higher education institutions that both supply qualifications and attract young people who may stay and live in the area in which they study is a potential development strategy. Those areas that are weak in the provision of higher education might seek to persuade national decision-makers to assist in capacity building or develop strategies that seek to attract recently qualified graduates to jobs within the subregion. This might include both domestic migrants and overseas migrants who are seeking to develop a career in their country of study. Policy makers might also consider investment in those amenities and cultural aspects of a local environment that might prove attractive to young, educated individuals.
