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Abstract
A family of sets is union-free if there are no three distinct sets in the family such that the
union of two of the sets is equal to the third set. Kleitman proved that every union-free family has
size at most (1+ o(1))
(
n
n/2
)
. Later, Burosch–Demetrovics–Katona–Kleitman–Sapozhenko asked
for the number α(n) of such families, and they proved that 2(
n
n/2) ≤ α(n) ≤ 22
√
2( nn/2)(1+o(1)).
They conjectured that the constant 2
√
2 can be removed in the exponent of the right hand side.
We prove their conjecture by formulating a new container-type theorem for rooted hypergraphs.
1 Introduction
Given a family F ⊆ P(n), we say that F is union-free if there are no three distinct sets A,B,C ∈ F
such that A ∪ B = C. Kleitman was a young professor at Brandeis in the early 1960s when he
stumbled across a book of open mathematical problems by Ulam [10]. The problem of determining
the largest union-free family, originally raised by Erdo˝s, appeared in this book. Erdo˝s conjectured
that no union-free family could have size larger than O
((
n
n/2
))
. Kleitman proved this conjecture
by establishing an upper bound of 2
√
2
( n
n/2
)
, which he later improved to (1 + o(1))
( n
n/2
)
.
Theorem 1.1 (Kleitman [5]). If F ⊆ P(n) is a union-free family, then |F| ≤ (1 + o(1))( nn/2).
Later, Burosch–Demetrovics–Katona–Kleitman–Sapozhenko raised [3] the problem of enumer-
ating all union-free families in P(n). Let α(n) = |{F ⊆ P(n) : F is union-free}|. Since the
collection of all ⌊n/2⌋-sets gives rise to a union-free family, and every subfamily of a union-free
family is also union-free, we have α(n) ≥ 2( n⌊n/2⌋). They proved the following upper bound on α(n):
Theorem 1.2 (Burosch–Demetrovics–Katona–Kleitman–Sapozhenko). The function α(n) satisfies
2(
n
n/2) ≤ α(n) ≤ 22
√
2( nn/2)(1+o(1)).
They conjectured that the constant 2
√
2 in the exponent of the right hand side can be removed.
The main result of this paper is that their conjecture was correct:
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Theorem 1.3. The function α(n) satisfies
α(n) = 2(
n
n/2)(1+o(1)).
Our main tool in proving Theorem 1.3 is the Hypergraph Container Method, pioneered by
Balogh–Morris–Samotij [2] and independently by Saxton–Thomason [9]. We create a 3-uniform
hypergraph H with vertex set P(n), and sets A,B,C forming an edge if A ∪ B = C. Now every
union-free family corresponds to an independent set in H. Hence to prove Theorem 1.3 we will
use the Container Method to bound the number of independent sets in this hypergraph H. The
idea behind the method is that there exists a small family of vertex sets, called containers, which
consists of sets spanning only few hyperedges, and each independent set is contained in one of them.
The main difficulty in this problem compared to the main results in [2, 9] is that here H
does not satisfy any of the necessary co-degree conditions – it has large subgraphs where the co-
degrees are comparable to the total number of edges – hence straightforward applications of the
available container theorems are doomed to fail. To get around this difficulty we need a new
version of the container theorem, that works well for rooted hypergraphs. For this theorem to be
applicable one needs to prove a nonstandard version of a supersaturation theorem. The proof of
the supersaturation theorem makes use of the Expander Mixing Lemma of Alon–Chung [1]. Note
that in general for the container method to work one needs some type of supersaturation, which
means that if vertex set U is a somewhat larger than the independence number of the hypergraph,
then U contains many hyperedges. Here we need a little bit more, we need some even distribution
of these hyperedges, a similar obstacle (which was handled differently) showed up in [7].
The paper is organised as follows. In Section 2 we prove a new version of the Container Theorem.
In Section 3 we prove a supersaturated version of Theorem 1.1 and in Section 4 we combine it with
our container theorem to prove Theorem 1.3.
2 Constructing containers in rooted hypergraphs
Definition 2.1. A 3-uniform hypergraph H is rooted if there exists a function f : E(H)→ V (H)
such that
• for every edge e ∈ E(H) we have f(e) ∈ e, and
• for any two vertices u, v there is at most one edge e ∈ E(H) with u, v ∈ e and f(e) /∈ {u, v}.
If H is a rooted hypergraph and f is specified then we call f a rooting function for H and for
every edge e we call f(e) the head of e. The head-degree of a vertex v is hd(v) = |{e ∈ E(H) :
f(e) = v}|. The head link-graph of a vertex v is the graph HLv(H) with vertex set V (H) and edge
set {{u1u2} : {vu1u2} ∈ E(H), f ({vu1u2}) = v}.
Definition 2.2. Given a 3-uniform hypergraph H, a subset of its vertex set A ⊆ V (H) and two
positive numbers s, t, we say that a vertex v ∈ A is (A, s, t)-eligible if there is a subgraph Gv of its
head link graph HLv(H ∩ A) with ∆(Gv) ≤ s and e(Gv) ≥ t. We say that A is an (s, t)-core if it
does not contain an (A, s, t)-eligible vertex.
Given ε > 0 and N > 0 we say that the hypergraph H is (ε,N, s, t)-nice if for every A ⊆ V (H)
with |A| ≥ (1 + ε)N , the set A contains an (A, s, t)-eligible vertex.
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Some explanation might come in handy. Throughout the paper we will mostly work with the
hypergraphH which has vertex set P(n) and edge set {(A,B,C) : A∪B = C}. We prove a container
theorem for general hypergraphs, but it does no harm for the reader to think of this H throughout
the proof. This hypergraph is rooted, since whenever A ∪ B = C we can let f(A,B,C) = C. The
crucial observation is that given A,C there may be many choices for B such that A∪B = C holds
(so the codegrees of the hypergraph can be very large), but given A,B there is only one C such
that A ∪B = C (hence in this direction, all codegrees are one). All our approaches using existing
container lemmas broke down because H has such large codegrees - but by breaking the symmetry
and proving an oriented- (or rooted) version of the container lemma fixes the problem.
There is another difficulty that arises when one tries to prove a rooted container lemma - during
the proof it is much harder to keep control over the degrees of the link graphs, when we reduce from
3-uniform to 2-uniform. To overcome this difficulty we need a stronger, balanced supersaturation
result. A simple supersaturation result (that is not good enough for us) states that if a family
has size slightly larger than the largest independent set, then it contains many edges, and hence
it contains a vertex of large degree within the family. In the present paper we will show that
such a family contains a vertex that not only has large degree, but in fact one can find a dense
subgraph of its link graph that is nicely distributed. Using the terms defined above, our stronger
supersaturation result will show that H is nice (with some parameters), i.e. that if a family is
slightly larger than the largest independent set then it is not a core, so it contains an eligible vertex
(again, parameters specified later). For more details, we direct the reader to Section 3.
The main goal of this section is to prove the following Container Theorem. Let H : [0, 1] → R
be the binary entropy function defined as
H(p) = −p log p− (1− p) log(1− p).
Theorem 2.3. [Container theorem for rooted 3-uniform hypergraphs] Let ε, s, t,N,M > 0 be pa-
rameters satisfying
ε ≤ 1/10, 8s ≤ εt, 1
ε2
≤ s and M ≥ (1 + 100ε)N.
Let H be a 3-uniform rooted M -vertex hypergraph H such that there exists a rooting function f for
H so that H is (ε,N, s, t)-nice. Then there exists a family C ⊆ P (V (H)) satisfying the following:
1. For every independent set I ⊆ V (H), there exists a CI ∈ C such that I ⊆ CI .
2. log2 |C| ≤ 2Mε (H(2s/t) +H(1/4εs)).
3. Every C ∈ C satisfies |C| ≤ (1 + 100ε)N .
Remark. 1. If H is (ε,N, s, t)-nice where s < (8t/ε)1/2, then H is (ε,N, (8t/ε)1/2 , t)-nice as
well, and the theorem yields a smaller family C if s is replaced by (8t/ε)1/2.
2. Even though we will not need it in the present paper, we remark that condition (2) can be
replaced by the following, stronger condition, typical for container type lemmas. Define p to be the
least integer such that (1− ε/2)pM ≤ N .
2.’ For every independent set I ⊆ V (H), there exist fingerprints TI = (T1, T2, . . . , Tp) and SI =
(S1, S2, . . . , Sp) with Ti, Si ⊆ I for all i, and fingerprint sizes |Ti| ≤ 2sM(1 − ε/2)i/t and
|Si| ≤M(1− ε/2)i/4εs. Moreover, the container CI depends only on the pair (TI , SI).
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The following algorithm, which is useful when the codegrees can be high but the hypergraph is
rooted, will be used to produce the containers:
Container algorithm
Input: Parameters ε, s, t,N, τ, z > 0 satisfying
τ ≥ 2s
t
, ε ≤ 1
10
, 4εs ≥ z, and τ + 1
z
≤ ε
2
,
a 3-uniform rooted hypergraph H on at least (1 + 100ε)N vertices, a rooting function f such that
H is (ε,N, s, t)-nice, and an independent set I ⊆ V (H).
Output: A set C such that I ⊆ C ⊆ V (H), and two sets T, T ′ ⊆ I.
Phase I:
1. Fix an arbitrary ordering of the vertices, and another arbitrary ordering of all graphs on
vertex set V (H). These will be used to break ties.
2. Set A = V (H) (the set of available vertices), T = ∅ be the fingerprint of I, and let L be the
empty multigraph on vertex set V (H) (the link graph we build).
3. If |A| ≤ (1 − ε)|V (H)| then set C := A ∪ T and STOP. Otherwise, set S := {u ∈ A :
|NL(u) ∩A| ≥ s}.
4. If A \ S is an (s, t)-core then go to Phase II.
5. Let v ∈ V (H[A \ S]) be the largest degree vertex among (A \ S, s, t)-eligible vertices (break
ties according to the ordering fixed in Step 1). If v /∈ I then replace A by A \ {v}, replace L
by L \ {v} and return to Step 3.
6. We have v ∈ I and v is (A \ S, s, t)-eligible. Let Gv be a subgraph of its head link graph
HLv(H) ∩A \ S with ∆(Gv) ≤ s and e(Gv) ≥ t (break ties according to the ordering fixed in
Step 1).
(a) Set T := T ∪ {v}.
(b) Set A := A \ {v}.
(c) Let L := (L ∪Gv) \ {v} (considered as a multigraph).
(d) Return to Step 3.
Phase II:
1. Initiate T ′ = ∅, the second fingerprint.
2. Let v be the largest degree vertex in L (break ties according to the ordering fixed in Step
I.1). If dL(v) < z then set C := A ∪ T ∪ T ′ and STOP.
3. If v /∈ I then replace A by A \ {v} and replace L by L \ {v} and go to Step 2.
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4. We have v ∈ I and dL(v) ≥ z. Set T ′ := T ′∪{v}, replace A by A \ (NL(v) ∪ {v}) and replace
L by L \ (NL(v) ∪ {v}). Go to Step 2.
End of algorithm.
Observation 2.4. The containers only depend on the fingerprints T, T ′.
Proof. Person A runs the algorithm with input I and gets output C, T, T ′. He then tells Person
B the values of T , T ′ and all other input parameters (including the orderings specified in Step 1),
but not I. We claim that B can find the value of C. Indeed, all he has to do is to try to follow the
algorithm exactly as A did. In Phase I, the only critical points are in Steps 5 and 6 where B seems
to need knowledge of I to make the same decisions as A did. But actually all B needs to know
is whether the vertex v is in I or not. But for this v we know that v ∈ T iff v ∈ I, hence B can
run Phase I the same way as A did (and hence at every point in Phase I B will know the values of
L,S,A, etc.).
The same argument applies to Phase II. The largest degree vertex v that we consider in the
algorithm is in I precisely if it gets put into the fingerprint T ′, hence B can recover C.
Observation 2.5. At every point in the algorithm, L is a simple graph.
Proof. Recall that the input graph H was rooted. Hence every pair of vertices forms an edge in
the head link graph of at most one other vertex.
Observation 2.6. At every point in the algorithm, ∆(L) ≤ 2s.
Proof. Every time we change L, we add to it a graph of maximum degree at most s. But as soon
as some vertex gets degree at least s we put it in S and do not touch it until its degree goes below
s again. Hence in L, the maximum possible degree is at most s+ s = 2s.
Observation 2.7. [Small fingerprints.] After the algorithm stops we have |T | ≤ τ |V (H)| and
|T ′| ≤ |V (H)|/z.
Proof. Suppose we have |T | > τ |V (H)| at some point in the algorithm. Stop the algorithm when
this happens (in step 6(d)) and count the edges in L. Every time we increase T we add at least t
edges to L. The only times we delete edges from L is when we remove some vertices from A \ S.
But these vertices had by definition at most s neighbours in L. Hence in total we remove at most
|V (H)|s edges from L, and so e(L) > τ |V (H)|t−|V (H)|s. By Observation 2.6, we have ∆(L) ≤ 2s,
so s|V (L)| ≥ e(L) > τ |V (H)|t− |V (H)|s whence it follows that 2s/t > τ (since L ⊆ H). As in the
input we took τ ≥ 2s/t we conclude that |T | < τ |V (H)| at every point in the algorithm.
If the algorithm stopped in Phase I then T ′ = ∅ and the claim follows. Otherwise, every
time we put a vertex into T ′ we removed at least z vertices from A, by Observation 2.5. Hence
|T ′| ≤ |V (H)|/z and the claim follows.
Observation 2.8. After the algorithm stops we have |A| ≤ (1− ε)|V (H)|.
Proof. If the algorithm terminated in Phase I then the claim follows. Now assume the algorithm
entered Phase II. Denote A1, S, L the sets A,S and graph L right before entering Phase II of the
algorithm, and let A2 be the set A at the end of the algorithm (noting that A2 ⊆ A1). Since we
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did not terminate after Phase I, we know that |A1| ≥ (1 − ε)|V (H)|. It was specified in the input
that |V (H)| ≥ (1 + 100ε)N and ε ≤ 1/10, hence we conclude that
|A1| ≥ (1 + 89ε)N. (1)
Since H is (ε,N, s, t)-nice, we have
|A1 \ S| ≤ (1 + ε)N, (2)
otherwise A1 \ S would not be an (s, t)-core. Since ε ≤ 1/10 we also have
|S|
|A1|
(2)
≥ 1− (1 + ε)N|A1|
(1)
≥ 1− 1 + ε
1 + 89ε
> 8ε. (3)
Since |A1| ≤ |V (H)|, if it is the case that |A2| ≤ (1 − ε)|A1| then we are done. Hence in what
follows, we assume for contradiction that |A2| > (1− ε)|A1|, implying
|A1 \A2| < ε|A1|. (4)
As in L[A2] every vertex has degree at most z, we get
e(L[A2]) ≤ |A2|z
2
≤ |A1|z
2
. (5)
Recall that in L, every vertex has degree at most 2s. Hence, counting those edges in L which have
at least one endpoint in A1 \ A2 we get
e(L[A1])− e(L[A2]) ≤ |A1 \ A2|2s
(4)
< ε|A1|2s. (6)
Note also that in L, every vertex in S has degree at least s. As e(L) = e(L[A1]), we have
e(L) ≥ |S|s
2
. (7)
Putting the relations (5), (6) and (7) together we get
|S|s
2
≤ e(L) = e(L(A1)) ≤ e(L(A2)) + ε|A1|2s < |A1|z
2
+ ε|A1|2s
(3)
≤ |A1|z
2
+
|S|s
4
. (8)
Hence
8ε
(3)
<
|S|
|A1|
(8)
<
2z
s
,
which contradicts the restriction 4εs ≥ z on the input parameters. This completes the proof.
Observation 2.9. [Small containers.] After the algorithm stops we have |C| ≤ (1− ε2) |V (H)|.
Proof. If the algorithm stopped after Phase I then |C| ≤ |A|+|T |, and if the algorithm stopped after
Phase II we get |C| ≤ |A|+|T |+|T ′|. In both cases, we have |C| ≤ (1−ε)|V (H)|+τ |V (H)|+|V (H)|/z
by Observations 2.7 and 2.8. Since τ + 1/z ≤ ε/2 we have |C| ≤ (1− ε2) |V (H)| as required.
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Putting all these observations together, we get the following container lemma. We use the
notation
( M
≤m
)
=
∑m
i=0
(M
i
)
.
Lemma 2.10. [Container lemma for rooted 3-uniform hypergraphs] Let ε, s, t,N,M > 0 be param-
eters satisfying
ε ≤ 1/10, 8s ≤ εt, 1
ε2
≤ s and M ≥ (1 + 100ε)N.
Let H be a 3-uniform rooted M -vertex hypergraph H such that there exists a rooting function f for
H so that H is (ε,N, s, t)-nice. Then there exists a family C ⊆ P (V (H)) satisfying the following:
1. For every independent set I ⊆ V (H), there exists a C ∈ C such that I ⊆ C.
2. |C| ≤ ( M≤2sM/t)( M≤M/4εs).
3. Every C ∈ C satisfies |C| ≤ (1− ε/2)n.
Proof. Setting τ = 2s/t and z = 4εs, the claim follows from Observations 2.4 - 2.9.
We will obtain our main container theorem by iterating Lemma 2.10. Recall the following
standard bound on the sum of binomial coefficients that for ζ ≤ 1/2 and M(
M
≤ ζM
)
≤ 2H(ζ)M . (9)
Proof of Theorem 5.1. The key observation that makes this proof work is that if H is (ε,N, s, t)-
nice then for any S ⊆ V (H) we have that H[S] is (ε,N, s, t)-nice. Hence we can iterate Lemma 2.10
to obtain a family C, all of whose members have sizes less than (1 + 100ε)N .
Set
τ = 2s/t, β = 1/(4εs) and γ = 1− ε/2.
The size of C satisfies, for some N ′ with N < N ′ < N(1 + 100ε)
|C| ≤
(
M
≤ τM
)(
M
≤ βM
)
·
(
Mγ
≤ τMγ
)(
Mγ
≤ βMγ
)
·
(
Mγ2
≤ τMγ2
)(
Mγ2
≤ βMγ2
)
· . . . ·
(
N ′
≤ τN ′
)(
N ′
≤ βN ′
)
(9)
≤ 2(H(τ)+H(β))(M+Mγ+Mγ2+...+N ′) ≤ 22M(H(τ)+H(β))/ε ,
and the result follows.
3 A supersaturated version of Theorem 1.1
In this section we will consider a family F of size slightly larger than the maximal size of a union-
free family, say |F| = (1+ ε)( nn/2). Then by Theorem 1.1 we know that F contains a triple A,B,C
with A ∪ B = C. With more work one can prove that F contains at least ε′n2( nn/2) such triples,
where ε′ is a constant depending on ε. Note also that the factor n2 cannot be improved to n2+α
for some constant α > 0, as if F is contained in the middle two layers of P(n) then every element
in F has at most n subsets in F , and hence for fixed C the equation A ∪ B = C has at most n2
solutions.
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Unfortunately this supersaturation is not quite strong enough for us - we not only want to find
many triples in F , but we want to find a large subset of such triples that is nicely distributed. Let
H be the 3-uniform hypergraph on vertex set P(n), three sets A,B,C forming an edge with head
A if C = A ∪ B. We want to prove that H[F ] contains at least one (F , n, ε′n2)-eligible vertex.
(Note that it is then an immediate corollary that H[F ] contains at least ε′′n2( nn/2) edges for some
ε′′ > 0.)
Theorem 3.1. Let 0 < ε < 1/200 be a small constant and n sufficiently large. If |F| ≥ ( nn/2)(1+ε)
then H[F ] contains at least one (F , n, ε2
1040
n2)-eligible vertex.
The first ingredient in the proof is the Expander Mixing Lemma, due to Alon and Chung [1]:
Theorem 3.2 (Expander Mixing Lemma). Let G be a D-regular graph on N vertices, and let λ
be its minimum eigenvalue. Then for all S ⊆ V (G),
e(G[S]) ≥ D
2N
|S|2 + λ
2N
|S|(N − |S|).
Denote KG(m, k) the Kneser graph with vertex set
([m]
k
)
, two k-sets being connected by an edge
if the sets are disjoint. Then KG(m, k) is D-regular with D =
(m−k
k
)
and its minimum eigenvalue
λ = − km−kD (see [6]). Let N =
(m
k
)
= |V (KG(m,k))|. The following is a corollary of the Expander
Mixing Lemma.
Lemma 3.3. Given β > 0, any set S of at least (1+β)
(
m−1
k−1
)
vertices in KG(m, k) induces at least(
1− 11+β
)
Dm
N(m−k)
(|S|
2
)
edges.
We will need the following easy lemma to take care of families which are densely packed on
the middle layers of P(n). Families which are more spread out will be much harder to handle.
Recall that H is the 3-uniform hypergraph with vertex set P(n), and sets A,B,C forming an edge
if A∪B = C. If for two sets A,B we have A ⊆ B or B ⊆ A then we call (A,B) a comparable pair.
Let F be a family in P(n), and for i ∈ [n] let Bi denote the number of comparable pairs A,B ∈ F
with |B\A| = i. For any A ∈ F , we write Bi(A) = {B ∈ F : B ⊆ A, |A\B| = i}.
Lemma 3.4. Let 0 < δ < 1/10, n > n0(δ) sufficiently large, F ⊆ P(n), k ∈ {1, 2, . . . , 10} and
A ∈ F with n−√n log n < 2|A| < n +√n log n. Suppose |Bk(A)| ≥ δnk. Then A is
(F , n, δ2n2)-
eligible.
Proof. If k = 1 then any two sets C1, C2 ∈ B1(A) satisfy C1 ∪ C2 = A. As |B1(A)| ≤ |A| < n, the
claim follows. So now assume k ≥ 2.
Let G be the graph on vertex set V (G) = Bk(A), two sets B1, B2 being connected by an edge in
G if B1 ∪B2 = A. Note that B1 and B2 are connected by an edge in G iff (A \B1)∩ (A \B2) = ∅.
We want to estimate the number of edges in G using Lemma 3.3, hence we define the graph G′ on
vertex set V (G′) = {A \B : B ∈ F , B ⊆ A, |A \B| = k}, with edges connecting two sets precisely
if they are disjoint. Note that by the above remark, the graphs G and G′ are isomorphic.
Let δ′ be defined by δnk = δ′
(|A|
k
)
, hence δ′ ≥ δ. Define β by
1 + β =
|V (G′)|(|A|−1
k−1
) ≥ δ′ |A|
k
≥ δ |A|
k
.
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Now we can apply Lemma 3.3 to conclude that the number of edges in G′ is at least
e(G′) ≥
(
1− k
δ|A|
) (|A|−k
k
)|A|(|A|
k
)
(|A| − k)
(|V (G′)|
2
)
.
Choosing n≫ δ−1 we get that kδ|A| < 1/2,
(|A|−k
k
)
/
(|A|
k
) ≥ 1/2 and |A|/(|A| − k) ≥ 1/2. Hence if
n is sufficiently large we get
e(G′) ≥ 1
8
(|V (G′)|
2
)
.
Now let X be a random n-vertex subgraph of G′. The expected number of edges in G′[X] is at
least
(
n
2
)
/8, hence there exists a subgraph G′′ of G′ with |V (G′′)| = n and e(G′′) ≥ (n2)/8, and the
claim follows.
At the very end of the supersaturation proof, we will make use of the following embedding
lemma.
Lemma 3.5. Let m be a positive integer and let G be a graph with |V (G)| ≥ m. Let S ⊆ G be
the set of the m largest degree vertices in G. Suppose e(G \ S) ≥ m2. Then there exists a subgraph
H ⊆ G such that ∆(H) ≤ m and e(H) ≥ m2/2.
Proof. If ∆(G \ S) ≤ m then H = G \ S will satisfy the claim. Now assume ∆(G \ S) ≥ m. Then
for each v ∈ S we have dG(v) ≥ m, as S was the collection of the largest degree vertices. We
will build H in m steps. Initially, let H be the empty graph on vertex set V (H) = V (G) and let
S = {s1, s2, . . . , sm}. In step i, let Ni = N(si) \ {s1, s2, . . . , si−1} and let N ′i ⊂ Ni be any subset
with |N ′i | = m− i+ 1. For each v ∈ N ′i add the edge (siv) to H.
The algorithm finishes in m steps, and we have added a total of m(m+1)/2 edges to H. Each
vertex not in S receives at most one edge each step, hence their degree never goes above m. A
vertex si ∈ S receives at most one edge in steps 1, 2, . . . , i− 1, it receives m− i+1 edges in step i,
and none after. Hence the graph H constructed this way satisfies all conditions.
Now we are ready to prove a supersaturated version of Theorem 1.1.
Proof of Theorem 3.1. Let ∆ = n2 −
√
n log n, ∆1 =
n
2 − 12
√
n log n and ∆2 =
n
2 +
1
2
√
n log n. Note
that
|{A ∈ P(n) : |A| ≥ ∆2 or |A| ≤ ∆1}| = o
((
n
n/2
))
,
hence setting F1 = {A ∈ F : ∆1 ≤ |A| ≤ ∆2}, for n sufficiently large we have
|F1| ≥ (1 + ε/2)
(
n
n/2
)
.
Replace F by a subset of F1 of size (1 + ε/2)
( n
n/2
)
, and so from now on we will work with a family
of size (1 + ε/2)
( n
n/2
)
with all members having size between ∆1 and ∆2, that we still call F .
Given a permutation Π ∈ Sn and a set A ∈ F , we say the pair (Π, A) is good if
(i) The elements of A form the first |A| elements of Π;
(ii) For every B ⊂ A, if B is an initial segment of Π then B /∈ F .
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We say a pair (Π, A) is bad if condition (i) above holds, but (ii) does not. We say a bad pair
(Π, A) is horrible if there is a B ∈ F with B ⊂ A, B is an initial segment of Π and |A\B| ≥ 11.
Now fix a set A ∈ F . We will say that Π is bad/horrible if (Π, A) is a bad/horrible pair. Let
HA = {C ∈ P(n) : |C| = ∆, C is the set of the first ∆ elements in a horrible permutation Π}.
So although C does not lie in F , we have that C ⊆ B ( A for some B ∈ F , with |A\B| ≥ 11.
Define αA by the equation
|HA| =
(|A| − 1
∆
)
(1 + αA). (10)
Note that αA ≥ −1 for all A ∈ F .
Let SA be the number of bad permutations for the set A. Note that if for any k ∈ {1, 2, . . . , 10}
we have |Bk(A)| ≥ ε1020nk then the claim follows by Lemma 3.4, hence we may assume this is not
the case. Then we have
SA
(n− |A|)! ≤
εn
1020
(
(|A| − 1)! + n(|A| − 2)! · 2! + . . .+ n9(|A| − 10)! · 10!) + |HA|∆!(|A| −∆)!
≤ ε
100
|A|! + |HA|∆!(|A| −∆)!.
(11)
Since every permutation is in at most one good pair, we get that∑
A∈F
(|A|!(n − |A|)!− SA) ≤ n!.
Dividing by n! and using (10) and (11) we have
∑
A∈F
1− ε/100 − (1− ∆|A|)(1 + αA)(
n
|A|
) ≤ 1.
Define βA = max{αA, 0}. Rearrange the enumerator and use that
( n
|A|
) ≤ ( nn/2) to get
∑
A∈F
(
∆
|A| −
ε
100
)
− βA
(
1− ∆|A|
)
≤
(
n
n/2
)
. (12)
Now ∆|A| ≥
n
2
−√n logn
n
2
+ 1
2
√
n logn
≥ 1− 3
√
logn√
n
, hence ∆|A| − ε100 ≥ 1− ε99 . So (12) becomes
(
1− ε
99
)
|F| −
(
n
n/2
)
≤
∑
A∈F
βA
3
√
log n√
n
.
Since |F| ≥ (1 + ε/2) ( nn/2) and (1− ε/99)(1 + ε/2) ≥ (1 + ε/4), we conclude that
ε
12
√
n√
log n
(
n
n/2
)
≤
∑
A∈F
βA ≤
∑
A∈F
(αA + 1).
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Therefore the average value of the αA-s, denoted by α¯A, satisfies
α¯A =
1
|F|
∑
A∈F
αA ≥ ε
20
√
n√
log n
.
Hence there exists at least one A∗ ∈ F such that αA∗ ≥ ε20
√
n√
logn
. Now we claim that this A∗ is
(F , n, n2/2)-eligible. First note that
|HA∗ | =
(|A∗| − 1
∆
)
(1 + αA∗) ≥
(|A∗|
∆
)
ε (|A∗| −∆)
20|A∗|
√
n√
log n
.
Since every set in F have size between ∆1 and ∆2 we get
|HA∗ | ≥
(|A∗|
∆
)
ε12
√
n log n
20n
√
n√
log n
≥ ε
50
(|A∗|
∆
)
.
Consider the graph G with vertex set V (G) = {B ∈ F : B ( A∗, |A∗ \ B| ≥ 11} and an edge
connecting B1, B2 if B1 ∪B2 = A∗. Let S be the set of the n largest degree vertices in G. Then
|S∆| := |{C ∈ P(n) : |C| = ∆, ∃B ∈ S : C ⊂ B}| ≤ n
(|A∗| − 11
∆
)
≤ 1
n
(|A∗|
∆
)
.
Let H′A∗ = HA∗ \ S∆, G′ = G \ S and note that
|V (H′A∗)| = |V (HA∗)| − |S∆| ≥
ε
100
(|A∗|
∆
)
.
Let us now count the number P of pairs B1, B2 ∈ H′A∗ satisfying B1 ∪ B2 = A∗. Note that
B1 ∪B2 = A∗ iff (A∗ \B1) ∩ (A∗ \B2) = ∅. Define β by
1 + β =
|V (HA∗)|( |A∗|−1
|A∗|−∆−1
) > 1,
hence we get by Lemma 3.3 with N =
( |A∗|
|A∗|−∆
)
, D =
( ∆
|A∗|−∆
)
, m = |A∗| and k = |A∗| −∆ that
P ≥

1−
( |A∗|−1
|A∗|−∆−1
)
ε
100
(|A∗|
∆
)


( ∆
|A∗|−∆
)|A∗|( |A∗|
|A∗|−∆
)
∆
(|V (HA∗)|
2
)
.
Note that as n−√n log n ≤ 2|A∗| ≤ n+√n log n and ∆ = n/2−√n log n we get
(
∆
|A∗|−∆
)
( |A∗|
|A∗|−∆
) ≥
(
∆− (|A∗| −∆)
|A∗| − (|A∗| −∆)
)|A∗|−∆
=
(
1− |A
∗| −∆
∆
) ∆
|A∗|−∆
(|A∗|−∆)2
∆
≥ e−1.01
(3
√
n log n/2)2
n/2.01 ≥ e− 194 logn = 1
n19/4
.
Hence we have
P ≥ 1
n5
(|V (HA∗)|
2
)
.
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Since every vertex in G′ corresponds to at most
(|A∗|−11
∆
)
vertices in HA∗ , the number of edges in
G′ is at least
e(G′) ≥ 1
10n5
(
|V (HA∗)|(|A∗|−11
∆
)
)2
≥ ε
2
106n5
( |A∗|
|A∗| −∆
)22
≥ ε
2
1020n5
(
n√
n log n
)22
≥ ε
2n6
1020 log11 n
≥ n2.
Hence in G the n largest degree vertices are in S ⊂ V (G) and after removing S from G we still
have e(G \ S) = e(G′) ≥ n2 edges. By Lemma 3.5 there is a subgraph G∗ ⊆ G with ∆(G∗) ≤ n
and e(G∗) ≥ n2/2. So A∗ is (F , n, n2/2)-eligible and the proof is completed.
4 Proof of the main result
Proof of Theorem 1.3. Define the 3-uniform hypergraph H on vertex set P(n) and edge set E(H) =
{(A,B,C) : A ∪ B = C}. For an edge (A,B,C) with A ∪ B = C set f(A,B,C) = C. Hence H is
rooted under f . Fix a constant ε with 0 < ε < 1/200 and let n be sufficiently large. By Theorem 3.1,
H is
(
ε,
( n
n/2
)
, n, ε
2
1040
n2
)
-nice. Apply Theorem 2.10 with parameters s = n, t = ε
2
1040
n2, N =
( n
n/2
)
to obtain a family C of containers. Each container C ∈ C satisfies
|C| ≤ (1 + 100ε)
(
n
n/2
)
,
and the size of the family of containers satisfies
log2 |C| ≤
2 · 2n
ε
(
H
(
2 · 1040/ε2n)+H (1/4εn)) .
Since H(x) ≤ 2x log(x−1) for x < 1/2, we get
log2 |C| ≤ 1042
2n
ε
(
log
(
ε2n
)
ε2n
+
log(4εn)
4εn
)
≤ 1044ε−3 2
n
n
log n ≤ ε
(
n
n/2
)
.
The number of independent sets in H, and hence the number α(n) of union-free families is bounded
by
α(n) ≤ 2ε(
n
n/2)2
(1+100ε)( nn/2) ≤ 2(1+101ε)(
n
n/2).
This completes the proof of Theorem 1.3.
5 Concluding remarks
Instead of the definition of a rooted hypergraph we could have defined more generally a r-rooted
hypergraph. A 3-uniform hypergraph H is r-rooted if there exists a function f : E(H) → V (H)
such that
• for every edge e ∈ E(H) we have f(e) ∈ e, and
• for any pair of vertices u, v there exist at most r edges e ∈ E(H) with u, v ∈ e and f(e) /∈
{u, v}.
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Similarly as before, if H is an r-rooted hypergraph and f is specified then we call f a rooting
function for H. Given this definition, essentially the same proof gives the following container
theorem:
Theorem 5.1. [Container theorem for r-rooted 3-uniform hypergraphs] Let ε, s, t, r,N,M > 0 be
parameters satisfying
ε ≤ 1/10, 4s
t
+
r
2εs
≤ ε and M ≥ (1 + 100ε)N.
Let H be a 3-uniform r-rooted M -vertex hypergraph H such that there exists a rooting function f for
H so that H is (ε,N, s, t)-nice. Then there exists a family C ⊆ P (V (H)) satisfying the following:
1. For every independent set I ⊆ V (H), there exists a CI ∈ C such that I ⊆ CI .
2. log2 |C| ≤ 2Mε (H(2s/t) +H(r/4εs)).
3. Every C ∈ C satisfies |C| ≤ (1 + 100ε)N .
We note that Theorem 5.1 can be generalised to k-uniform hypergraphs, but due to lack of
applications we chose not to do so here. It is a natural question to ask how Theorem 5.1 compares
to the vast number of container lemmas in the literature. The primary difference is that our lemma
works very well if the codegrees of a hypergraph are high, but the edges can be oriented in such
a way that in one direction all codegrees are small, as is the hypergraph H considered throughout
this paper (indeed the reason why we proved Theorem 5.1 in the first place was that we were not
able to prove Theorem 1.3 using any of the already existing container lemmas). Other than this
difference, the proof of Theorem 5.1 resembles the main theorems of [2, 9], but we put more effort
into calculating the actual dependence of the various constants.
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