Abstract This paper presents a new evaluation criterion for visualization of image search results based on the feature integration theory. This criterion is derived by combining two elements, visual saliency on visualization and grouping degree of similar images. Visual saliency, which is calculated from the feature integration theory, on visualization of image search results enables representation of users' attention, which is closely related to the effectiveness of finding images. Furthermore, since users perceive similar images that are close to each other as one group, grouping degree of similar images enables evaluation of the effectiveness when users find images similar to a desired image. Therefore, by combining visual saliency on visualization and grouping degree of similar images, we can derive the novel criterion and evaluate the effectiveness of visualization of image search results.
Introduction
There are many keyword-based image retrieval systems that show image search results as a list ranked in the order of relevance to query keywords provided by users 1) . In such systems, users must provide specific keywords that precisely represent their desired images. However, when users cannot provide specific query keywords, it becomes difficult to find their desired contents 2)3) . This often occurs when their desired images are abstract, i.e., difficult to represent by keywords, or users do not specifically know what they want. Therefore, new tools that can effectively provide image search results for users in such cases are needed. Note that "image search results" are defined in this paper as a set of images collected from simple keywords. In order to tackle the above problem, several alternative image retrieval systems have recently been proposed 4) -7) . These systems use visualization techniques that visualize image search results by mapping them from high-dimensional feature spaces into lowdimensional (2D or 3D) spaces based on visual similarities of images. By utilizing these visualization techniques, users can effectively find their desired images even if they cannot provide specific keywords that precisely represent their desired images. Traditionally, ing (MDS) 10) , and Moghaddam et al. 5) used principal component analysis (PCA) 11) for reducing dimensionality. Several techniques 6)7) that visualize images clustered by visual similarities based on clustering methods have also been proposed. Furthermore, there are various visualization techniques, such as 8) and 9) , that share dimensionality reduction methods and clustering methods. Many good surveys of visualization for image retrieval have been published in 12) -16).
In the field of information retrieval, various criteria have been utilized for evaluating Web information retrieval systems 17) -19) . Most of the studies were user studies in which Web information retrieval systems were evaluated by using users' ratings or behaviors. It has also become necessary to derive new criteria for evaluating the performance of visualization for image retrieval. However, since the conventional criteria are based on results of user studies, it is difficult to directly apply these criteria to quantitative evaluation of visualization techniques.
It should be noted that these visualization techniques are closely related to human vision. Thus, in order to evaluate the effectiveness of visualization techniques, it is important to focus on human visual characteristics. It is therefore necessary to derive criteria based on human visual characteristics.
In this paper, a novel evaluation criterion for visual-ization of image search results is presented. The proposed criterion is based on the following two elements: visual saliency and grouping degree of similar images. Specifically, we firstly calculate visual saliency from the feature integration theory 20) , which is a typical model of human visual characteristics. The feature integration theory suggests that users pay attention to visually salient regions on visualization, which is closely related to the effectiveness of finding images. Thus, we use the saliency map 21) for calculating visual saliency on visualization. Note that we newly adopt a modified saliency map suitable for image retrieval. Next, we calculate grouping degree of similar images on visualization. Users have the visual characteristic of perceiving similar images, which are spatially close to each other, as the same group. If similar images are grouped together, it becomes easy for users to focus on a desired image and its similar images. As a result, users can effectively find desired images. Thus, grouping degree of similar images enables evaluation of the effectiveness when users find images similar to a desired one. Then we derive the proposed criterion by combining visual saliency on visualization and grouping degree of similar images. Consequently, the proposed criterion evaluates how easily users can find each image by using visualization techniques. Note that this paper is an extended version of 22). This paper is organized as follows. In Section 2, we explain the feature integration theory as preliminaries. In Section 3, a new evaluation criterion for visualization of image search results based on feature integration theory is presented. In Section 4, we show experimental results to verify the validity of the proposed criterion. Finally, Section 5 presents concluding remarks.
Feature Integration Theory
In this section, we briefly explain the feature integration theory 20) . The feature integration theory is a typical model of human visual characteristics. According to this theory, humans can parallelly perceive several separate features such as color, orientation and brightness across the visual field. Furthermore, in order to identify each object in the visual field, these separate features are integrated into a single object with focal attention. According to these characteristics, we can recognize or search for various objects. This feature integration theory is widely utilized for analyzing the visual attention. Itti et al. 21) proposed a saliency map, a saliency-based visual attention model based on this theory. Specifically, the saliency map shows visually salient regions of an input image by integrating the features of intensity, color and orientation extracted from the input image. Furthermore, in visual search tasks conducted in a previous work 20) , the results suggest that the effectiveness of search tasks closely depends on visual saliency, i.e., if integrated features of a region are salient, humans can quickly find the region. Therefore, it is valid to utilize visual saliency for evaluating the effectiveness of visualization. In our method, visual saliency on visualization of image search results is derived by a modified version of the saliency map. By using visual saliency, we can evaluate the effectiveness of the visualization technique based on the feature integration theory.
A Novel Evaluation Criterion Based on Feature Integration Theory
This section presents a novel evaluation criterion based on the feature integration theory. The criterion is derived by combining two elements, visual saliency on visualization of image search results and grouping degree of similar images. Firstly, visual saliency is calculated from the saliency map 21) . The framework of the saliency map used in our method is shown in Fig. 1 
This section is organized as follows. Visual saliency on visualization of image search results calculated by using the saliency map is explained in 3. 1. In 3. 2, grouping degree of similar images is described. In 3. 3, we present a novel evaluation criterion derived from visual saliency and grouping degree of similar images.
1 Visual Saliency Calculation Using a
Saliency Map As stated in the previous section, we regard the visualization result of image search results L as one input image and generate nine spatial scales of the input image by using Gaussian pyramids 23) . The scale n (n = 0, 1, · · · , 8) corresponds to the image that is
times the size of the input image (n = 0 being equivalent to the original input image size). Then, with r(n), g(n) and b(n) being the red, green and blue channels of the input image at the scale n, an intensity image I(n) and four broadly-tuned color images R(n), G(n), B(n) and Y (n) -red, green, blue and yellow-are generated as follows:
where negative values obtained by Eqs. (1)- (5) are modified to zero. Furthermore, we obtain local orienta-
I(n) by using a Gabor filter 24) .
Then the center-surround differences 21) are calculated from the intensity, color and orientation images. 
where is a center-surround difference operator 21) .
Equations (6)- (9) describe visual receptive fields, typical visual neurons sensitive to local spatial discontinuities. The architecture of visual receptive fields is well-suited to detecting locations that stand out from their surrounding 21) . In Eqs. (6)- (9), w r Qi , w
Qi , and w
are weighting parameters to enhance visual saliency of regions where images similar to each image Q i exist. These weighting parameters, which were not used in a conventional study 21) , are newly adopted in our method. Here, as an example, we show the definition of w r Qi in the following equation:
where R Qi is a sub image, which corresponds to the im- Next, by using feature maps calculated in Eqs. (6)- (9), three conspicuity mapsĪ,C Qi andŌ Qi on visualization of image search results L, related to image Q i , are obtained as follows:
where ⊕ denotes across-scale addition 21) and N (·) is a normalization operator. In this case, the operator N (·) normalizes feature (or conspicuity) maps so that normalized maps contain a small number of strong peaks of pixel values and numerous suppressed comparable peaks. The specific procedures of the normalization are the same as those in 21). Thus, for detail of the procedure, see 21). In addition, w
, and w θ Qi are also our proposed weighting parameters. In this paper, we use w Finally, by integrating these conspicuity mapsĪ,C Qi andŌ Qi , the saliency map S Qi is obtained as follows:
The obtained saliency map S Qi provide salient regions with focus on the features of image Q i . Thus, the saliency map S Q i describes the attention region of users searching for image Q i . Then we can assume that if visual saliency on visualization of image search results is widespread, the total pixel value of the saliency map S Qi becomes large. Hence, the summation T Qi of pixel values in the saliency map S Qi is calculated as the criterion of visual saliency. If T Qi is a small value, the region where users have to pay attention is limited. This means that the visualization technique can effectively provide images for users. Therefore, by using T Qi , we can evaluate the effectiveness of visualization of image search results based on visual saliency.
2 Calculation of the Grouping Degree of Similar Images
In this subsection, grouping degree of similar images is calculated. Humans have the visual characteristic of perceiving similar patterns as a single group. Thus, if similar images are grouped together, users can efficiently find the group where a desired image exists. By taking these characteristics into account, we introduce grouping degree of similar images into the proposed criterion.
When an overview of image search results is provided, users are likely to perceive each image as one color component. Thus, we calculate dissimilarities between images by using representative colors. For each image in the image search results L, we calculate its RGB color histogram, and the mode of the histogram is regarded as the representative color. Next, we calculate the dissimilarity d(Q i , P ij ) between image Q i and neighboring images P ij (j = 1, 2, · · · , N Qi , where N Qi is the number of neighboring images) as follows:
where Q 2 , the neighbors are defined as a rectangular region of n x ×n y (n x and n y denoting the width and height of the rectangular region), where the desired image Q i is located in the center of the rectangle. Furthermore,Ñ Qi , the number of images P ij with d(Q i , P ij ) < d th (d th being a threshold), is calculated, and grouping degree D Qi of similar images is defined as follows:
By using D Qi , we can consider grouping degree of similar images on visualization of image search results L for the evaluation. If D Qi becomes larger, users can effectively find the image Q i from visualization.
3 A Novel Evaluation Criterion
We derive a novel evaluation criterion from visual saliency and grouping degree on visualization in this subsection. By combining T Qi and D Qi , the novel criterion is obtained as follows:
where α denotes a parameter which determines the influence of
In the above equation, we regard each image Q i in L as a desired image and calculate the average of
As T Qi becomes smaller or D Qi becomes larger, the attention regions group together and become visually more salient than surroundings. As a result, when the visualization is effective, the criterion E becomes larger, indicating that users can effectively find the desired image. Therefore, by using the criterion E, quantitative evaluation based on the feature integration theory for the visualization technique becomes feasible.
We explain how we can handle the parameters n x , n y and d th . These parameters describe how similar images are spatially close to each other on visualization of image search results. Specifically, the parameters n x and n y define neighbors where images similar to the center image exist. On the other hand, d th gives the definition of the similar images between neighboring images. Thus, we should handle these parameters based on the arrangement of image search results and the overall similarities among these images. If most of image search results are similar to each other, the area where similar images are arranged becomes wider. Thus, n x and n y should become larger values. Meanwhile, in order to strictly determine the similar images within the neighboring area in this situation, the value of d th should become smaller.
Furthermore, we explain how these parameters n x , n y and d th affect the criterion E. The parameters n x and n y determineÑ Qi of grouping degree D Qi . If image search results are visualized based on the image similarities in visualization methods, neighboring images are similar to each other. Thus, if the values of n x and n y become smaller, the ratio of images similar to the image Q i which is the center of the n x × n y rectangle tends to become larger, i.e., D Qi becomes larger. In contrast, since images which are far from the center of the rectangle are dissimilar, D Qi becomes smaller if the values of n x and n y become larger. Therefore, if n x and n y become smaller, the criterion E becomes larger from the definition of Eq. (17) 
Experimental Results
An experiment using subjects were carried out to verify the effectiveness of the proposed criterion. Table 1 shows the profiles of subjects who participated in the experiment. First, we obtained top-N ( < = 1000) image search results for each query keyword shown in Table   2 determined fromÑ Qi , the number of neighboring images similar to the image Q i . Thus, D Qi is not affected by the background color. In contrast, T Qi is calculated from the saliency map. Since the background color is directly used when we calculate the center-surround differences in Eqs. (6)- (9) for the saliency map, T Qi is affected by the background color. Therefore, we partly consider the effect of the background color for calculating the criterion E. It should be noted that after calculating the saliency map S Qi in Eq. (14), we set the values of S Qi in the background regions, where any images do not exist, to zero since they do not have any saliency.
Each subject performed the following tasks:
1) Subjects try to find ten images, which are randomly selected as desired images, from visualized image search results of one keyword.
2) Subjects perform 1) about three keywords.
3) 2) is conducted for each of the visualization tech- niques, MDS and ImageCruiser. In each task, we recorded the time each subject needed to find each image, and we calculated the normalized search time t for each keyword as follows:
and t times of the mth user, respectively. In this experiment, the normalized search time t was used as ground truth. Thus, we can assume that when t becomes small, the visualization technique can effectively provide image search results obtained by the keyword. By monitoring the relationship between the proposed criterion E and the normalized search time t in each visualization technique, we confirmed the effectiveness of the proposed criterion E. In this experiment, the criterion E was calculated by Eq. (17), where α = 2.6 in MDS and α = 0.3 in ImageCruiser. We changed the values of α over a range of 0.1, 0.2, 0.3, · · · , 2.9, 3.0 and selected the optimal value that maximizes the correlation coefficient between criterion E and normalized search time t shown below. Furthermore, n x = n y = 11 and d th = 10 were used for calculation of D Qi . Then E was normalized for each visualization technique in such a way that the average is zero and the standard deviation is one for comparison with different techniques.
The relationship between criterion E and normalized search time t is shown in Fig. 3 . In Fig. 3 , the correlation coefficients are (a) −0.727 in MDS and (b) −0.809 in ImageCruiser. Thus, criterion E has a strong correlation with normalized search time t for each visualization technique. We used the F-test for simple linear regression analysis of the relationship between E and t in Figs. 3(a) and (b) in order to verify the significance of the relationship. The model in Fig. 3(a) was found to be significant at a level of p = 0.00742 < 0.01 (Df 1, 10) and the model in Fig. 3(b) was significant at a level of p = 0.00142 < 0.01 (Df 1, 10). We also applied our proposed method to ordinary visualization of image search results where images are aligned as a list ranked in the same order as Google (this is called Ranked-list hereafter). Firstly, we calculate E in the same manner as MDS and ImageCruiser. The relationship between E and t in Ranked-list is shown in Fig. 3(c) . Then the relationship in Fig. 3(c) was found to be significant at a level of p = 0.0136 < 0.05 (Df 1, 10). It should be noted that our method is intended to evaluate the effectiveness of visualization techniques based on image similarities, i.e., image search results are arranged in low-dimensional (2D or 3D) spaces such that similar images are close to each other. Although Rankedlist -the ordinary visualization-generally does not adopt such arrangement, the criterion E is calculated as if Ranked-list is one of the similarity-based visualization techniques. Thus, we can guess that the obtained E value in Ranked-list may be invalid, and the above relationship between E and t in Fig. 3(c) may not be reasonable.
Next, we compared the effectiveness of MDS and that of ImageCruiser by using criterion E. Since there is a strong correlation between E and t, we can assume that if the value of E becomes large, t becomes small and the visualization technique effectively provides images for users. When image search results of the keyword "coliseum" were visualized, the value of E was larger in ImageCruiser (E = 0.372) than in MDS (E = −0.676), and normalized search time was thus shorter in ImageCruiser (t = −0.142) than in MDS (t = 0.290).
On the other hand, when image search results of the keyword "roller skate" were visualized, the value of E was larger in MDS (E = 1.53) than in ImageCruiser (E = −0.260). Indeed, the normalized search time was shorter in MDS (t = −0.421) than in ImageCruiser (t = 0.0800). Thus, we can directly compare the effectiveness of different visualization techniques by comparing with the proposed criterion E. Finally, in order to verify the validity of the feature integration theory for the evaluation of the visualization result, we compared experimental results for two images in MDS and ImageCruiser and discuss the effectiveness of the method using a saliency map. Experimental results of MDS and ImageCruiser are shown in Figs. 4 and 5, respectively. One of these two images was quickly found by a subject (Figs. 4(b), 5(b) ), and the other one was found after much time by the same subject (Figs. 4(c), 5(c) ). Figure 4 (d), 4(e), 5(d) and 5(e) show the saliency maps used for calculating the proposed criterion E. We can also confirm that T Qi and D Qi become appropriate values to represent visual saliency of visualization of the image search results and grouping degree. Furthermore, the search time can be related to these values. The same results are also shown in ImageCruiser (Fig. 5) . These results verify that the novel criterion utilizing the feature integration theory is effective for evaluation of visualization of image search results. Furthermore, we show the original saliency maps 21) in Figs. 4(f) and 5(f) in order to verify the effectiveness of the proposed method. From this result, the original saliency map tends not to be able to reflect the features of each image. On the other hand, the proposed method generates the modified saliency map which is suitable for the images which users try to find. Thus, the saliency map generated by the proposed method can effectively describe users' attention regions when they try to find these images. Note that the saliency map (Fig. 4(e) ) weighted by the query image (Fig. 4(c) ) has high pixel values in unnatural parts even though it can reflect the features of Fig. 4 (c) compared with the original saliency map (Fig. 4(f) ). This is because the saliency map is composed of not only the color conspicuity mapC Qi but also the intensity conspicuity mapĪ and the orientation conspicuity mapŌ Qi as shown in Eq. (14) . We show these three conspicuity maps in Fig. 6 . From this figure, the color conspicuity mapC Q i has high values in above blue-colored area. On the other hand, the orientation conspicuity mapŌ Qi has peaks around the right lower parts. Furthermore, these conspicuity maps are integrated equivalently in Eq. (14) , and the final result of our saliency map is generated. Thus, it seems that this problem is caused in Eq. (14) . If we can determine priorities of these conspicuity maps, the generated 6 Conspicuity maps of the saliency map in Fig. 4(e) .
saliency map will become more accurate. Therefore, since the determination of the priorities for these conspicuity maps is important, it will be the future work of our study.
Conclusion
In this paper, we have presented a novel evaluation criterion for visualization of image search results based on the feature integration theory. This criterion is derived from two elements, visual saliency on visualization and grouping degree of similar images. We regard all images of image search results as possible users' desired images and calculate visual saliency and grouping degree, which can reflect features of each image in image search results. Furthermore, by combining the two elements, a novel criterion, which evaluates the effectiveness of the visualization result, is derived. Experimental results verified the effectiveness of the proposed criterion. 
