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STRICTIFYING HOMOTOPY COHERENT ACTIONS
ON HOCHSCHILD COMPLEXES
ESPEN AUSETH NIELSEN
Abstract. If P is a dg-operad acting on a dg-algebra A via algebra homomorphisms, then
P acts on the Hochschild complex of A. In the more general case when P is a dg-prop, we
show that P still acts on the Hochschild complex, but only up to coherent homotopy. We
moreover give a functorial dg-replacement of P that strictifies the action. As an application,
we obtain an explicit strictification of the homotopy coherent commutative Hopf algebra
structure on the Hochschild complex of a commutative Hopf algebra.
1. Introduction
A dg-prop [9, Section 24] is a symmetric monoidal dg-category P whose monoid of objects
is isomorphic to (N,+). If P is a dg-prop and C a symmetric monoidal dg-category, then
a P -algebra in C is a symmetric monoidal functor P → C. A morphism of dg-props is a
symmetric monoidal dg-functor which induces an isomorphism of object monoids, and such
a morphism is called a quasi-equivalence if it induces quasi-isomorphisms on Hom-complexes.
Let dgprop be the subcategory of dgCat generated by the dg-props and morphisms of dg-props.
Examples of dg-props arise from dg-operads O (see e.g. [10, Example 60]) by the formula
P (n,m) =
⊕
n1+...+nm=n
O(n1)⊗ ...⊗O(nm)
and composition defined using the composition product ofO. With this definition, an algebra
over an operad is precisely an algebra over the dg-prop it generates (see e.g. [6, p.10]. In the
following, we will therefore not distinguish between a dg-operad and the dg-prop it generates.
The Hochschild complex is a functor from A∞-algebras to chain complexes. If P is a
prop equipped with a morphism of props A∞ → P , the Hochschild complex restricts to a
functor from P -algebras. It is an open problem to compute the operations on the Hochschild
complex of algebras over such props P . Partial results have been obtained in many cases,
see e.g. [14, 15]. One such case is the following.
If P is a dg-operad (or a dg-prop) the Boardman-Vogt tensor product Ass ⊗ P (see [1,
Section II.3]) is the dg-prop characterized by the equivalence
Fun⊗(Ass⊗ P, C) ≃ Fun⊗(P,Alg(C))
for any symmetric monoidal dg-category C. Evaluating the right hand side at 1 ∈ P , we
obtain a functor from Ass ⊗ P -algebras to Ass-algebras. The Hochschild complex of an
Ass⊗P -algebra is by definition the Hochschild complex of the associated Ass-algebra. The
Hochschild complex functor is lax monoidal. The structure morphisms may be used to prove
that for a dg-operad P and an algebra A over the tensor product Ass⊗ P , the Hochschild
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complex of A admits a P -algebra structure (see [2] and [14, Section 6.9]). On the other hand,
this fails if P is a more general dg-prop. This is due to the failure of the Dold-Kan equivalence
to be a symmetric monoidal equivalence. It is however true up to coherent homotopy, as the
Dold-Kan equivalence is an E∞-monoidal equivalence [12, Section 5]. In this paper, we give
an explicit functorial strictification of the natural homotopy coherent P -algebra structure on
the Hochschild complex of a (P ⊗ Ass)-algebra. Formally this is encoded in the following
result.
Theorem A. Let κ be an inaccessible cardinal and let k be a commutative ring with cardi-
nality less than κ. Let Chk be the category of chain complexes over k with cardinality less
than κ and let dgprop be the category of dg-props over k. There is a functor
(˜−) : dgprop→ dgprop
equipped with a natural quasi-equivalence (˜−)→ id and a natural transformation
α˜ : Fun⊗(Ass⊗−,Chk)→ Fun
⊗((˜−),Chk)
of functors dgpropop → Cat such that for a dg-prop P and an Ass⊗ P -algebra
Φ: Ass⊗ P → Chk
the value α˜P (Φ)(1) is equal to the Hochschild complex of Φ(1).
We use explicit generators and relations to construct the functor (˜−), fattening the input
prop with the structure maps of the Dold-Kan equivalence. The functor (˜−) also admits the
structure of a non-unital monad.
Example. (Example 3.14) If Φ: CHopf → dgAlgk is a commutative Hopf algebra over any
ring k, then
α˜CHopf(Φ) : C˜Hopf → Chk
gives an explicit strict model for the coherent commutative Hopf algebra structure of the
Hochschild complex of Φ(1).
Given a dg-prop P , one may ask whether P˜ is cofibrant in a model structure on dg-
props. In [7], Fresse constructs a model structure on the category of props over a field of
characteristic zero, and a semi-model structure on certain sub-families of props in positive
characteristic. However, for example Hopf algebras in positive characteristic cannot be
treated in his framework. Additionally, in characteristic zero, our replacement P˜ will not
be cofibrant. For example, our replacement of the commutative prop still has a strictly
commutative multiplication.
Further Questions. Theorem A displays P˜ as a sub-prop of the prop of natural operations
on the Hochschild complex. On the other hand, it leaves open the interaction of the P -action
with Connes’ B-operator. The determination of the total prop of natural operations on C(A)
is still an interesting open problem with a view toward operations on cyclic homology.
The structure of the paper is as follows. In Section 2 we define the Dold-Kan structure
maps and their action on Hochschild complexes, and establish necessary properties. In
Section 3 we define the fattening functor (˜−) for dg-props and prove the main theorem.
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2. The cyclic bar construction and the Dold-Kan equivalence
In this section we will build a dg-category N˜Σ from the structure maps of the Dold-Kan
correspondence and establish the action of N˜Σ on Hochschild complexes of dg-algebras. This
dg-category is a key ingredient for the fattening functor we will construct in Section 3.
Convention 2.1. Throughout, we fix a commutative base ring k. All algebras are assumed
to be algebras over k. We employ the Kozul sign convention for chain complexes. In partic-
ular, our convention for bicomplexes are that the differentials anti-commute. Furthermore,
throughout the paper we fix an inaccessible cardinal κ. All abelian groups (in particular, all
simplicial modules and chain complexes over k) are assumed to have cardinality less than κ.
We begin by recalling some basic notions from homological algebra.
We will work with the categories sModk of simplicial k-modules and Chk of non-negatively
graded chain complexes over k with k-linear chain maps, where we consider Chk as a category
enriched in itself. sModk is a symmetric monoidal simplicial category with tensor product
given by the degreewise tensor product of k-modules. We denote this tensor product by ⊗ˆ.
Similarly, Chk is a symmetric monoidal category with tensor product denoted by ⊗ and given
by (A⊗ B)∗ = ⊕p+q=∗Ap ⊗ Bq and differential dA⊗B(a ⊗ b) = dA(a) ⊗ b + (−1)
|a|a ⊗ dB(b).
The category of monoids in sModk is denoted by sAlgk, and is a symmetric monoidal category
with the levelwise tensor product.
For a simplicial chain complex A = A∗,• over k, call ∗ the differential degree and • the
simplicial degree. Write da,bA : Aa,b → Aa−1,b for the differential and d
a,b
i : Aa,b → Aa,b−1 for
the simplicial face maps. Write sChk for the category of simplicial chain complexes over k.
The Dold-Kan equivalence
N : sModk ⇄ Chk : Γ
gives an equivalence of categories between simplicial k-modules and connective chain com-
plexes over k. The functor N : sModk → Chk, is called the normalized Moore complex functor,
and takes a simplicial k-module M• to the chain complex NM∗ with NMp = Mp/sMp−1,
the quotient of Mp by the degenerate simplices, and d : NMp → NMp−1 given by the alter-
nating sum d =
∑p
i=0(−1)
idi. The inverse functor Γ: Chk → sModk is called the Dold-Kan
construction. We can also apply N degreewise to a simplicial chain complex as follows:
Definition 2.2. (1) ForA ∈ sChk, the bicomplex associated to A∗,• is denoted byNǫ(A∗,•)∗
and is obtained by applying the Moore complex functor levelwise and shifting the
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differentials by the differential degree of A. Writing this out, we have Nǫ(Aa,•)b =
Aa,b/sAa,b−1, the horizontal differential is dh = dA, and the vertical differential is
da,bv = (−1)
a
b∑
i=0
(−1)ida,bi
We write
Nδ(A) : = Tot (Nǫ(A∗,•)∗) .
(2) Let A and B be simplicial chain complexes over k and denote by A⊗ˆB the simplicial
chain complex which in simplicial degree p is given by A∗,p ⊗ B∗,p. The differential
of A⊗ˆB is given by
dn,p
A⊗ˆB
(a⊗ b) = d
|a|,p
A a⊗ b+ (−1)
|a|+pa⊗ d
|b|,p
B b.
Definition 2.3. [8, Section 5.3.2]
(1) The cyclic bar construction is the functor Bcy : dgAlgk → sChk given in simplicial
degree p by Bcyp (A) = A
⊗p+1. The face maps di : B
cy
p (A)→ B
cy
p−1(A) are given by
di : a0 ⊗ ...⊗ ap 7→
{
a0 ⊗ ...⊗ aiai+1 ⊗ ...⊗ ap , i = 0, ..., p− 1
(−1)|ap|(|a0|+...+|ap−1|)apa0 ⊗ a1 ⊗ ...⊗ ap−1 , i = p
and the degeneracies si : B
cy
p (A)→ B
cy
p+1(A) are given by
si : a0 ⊗ ...⊗ ap 7→ a0 ⊗ ...⊗ ai ⊗ 1⊗ ai+1 ⊗ ...⊗ ap
making Bcy• (A) into a simplicial chain complex, called the cyclic bar construction of
A.
(2) For a dg-algebra A, the complex
C(A) : = NδB
cy
∗ (A)
is called the Hochschild complex of A.
Note: The following lemma is doubtlessly well known, but the author was unable to find
a reference which proves the result, so we give a proof here.
Lemma 2.4. The cyclic bar construction
Bcy : dgAlgk → sChk
is symmetric monoidal.
Proof. Let A andB be dg-algebras over k. Define the natural transformationBcy(A)⊗ˆBcy(B)→
Bcy(A⊗ B) is given in simplicial degree p by permuting tensor factors:
A⊗p+1 ⊗ B⊗p+1
σ
−→ (A⊗ B)⊗p+1
a0 ⊗ ...⊗ ap ⊗ b0 ⊗ ...⊗ bp 7→ (−1)
sgn(a,b,σ)a0 ⊗ b0 ⊗ ...⊗ ap ⊗ bp
where sgn(a, b, σ) ∈ Z/2 is the sign of σ weighted by the elements ai, bj, which can be
computed as
sgn(a, b, σ) ≡
p−1∑
i=0
|bi|
(
p∑
j=i+1
|aj|
)
(mod 2)
To check that this defines a chain map in simplicial degree p, we must verify that there are
no sign issues. It is sufficient to consider each summand of the differential separately. For
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the differential acting on ak for 1 ≤ k ≤ p + 1, the sign we get by permuting first (i.e. the
sign associated to dA⊗B ◦ σ) is
sgn(a, b, σ) +
(
k−1∑
i=0
|ai|+ |bi|
)
where the second term comes from the placement of ak after permuting. The sign we get by
permuting second is (
k−1∑
i=0
|ai|
)
+ sgn(a, b, σ) +
k−1∑
j=0
|bj |
where the third term is the correction to sgna,bσ when the degree of ak is decreased by one.
We see that the two are equal. For the differential acting on bk, the sign we get by permuting
first is
sgn(a, b, σ) +
(
k−1∑
i=0
|ai|+ |bi|
)
+ |ak|
and the sign we get by permuting second is(
p∑
i=0
|ai|
)
+
(
k−1∑
j=0
|bj |
)
+ sgn(a, b, σ) +
p∑
j=k+1
|aj |
where the fourth term is the correction to sgna,bσ when the degree of bk is decreased by one.
Again we see that the two expressions are equal mod 2, hence we have a chain map.
We now verify that σ is a symmetric monoidal transformation. Let τ be the symmetric
monoidal twist map of Chk, given by A⊗B → B⊗A, a⊗ b 7→ (−1)
|a||b|b⊗ a. We check that
σ ◦ τp+1,p+1 = (τ
⊗p+1) ◦ σ. The left hand side has sign
sgnL =
(
p∑
i=0
|ai|
)(
p∑
j=0
|bj |
)
+
p−1∑
i=0
|ai|
(
p∑
j=i+1
|bj |
)
=
p∑
i=0
|ai|
(
i∑
j=0
|bj|
)
and the right hand side has sign
sgnR =
p−1∑
i=0
|bi|
(
p∑
j=i+1
|aj |
)
+
(
p∑
i=0
|ai||bi|
)
=
p∑
i=0
|bi|
(
p∑
j=i
|aj |
)
Rearranging the order of summation shows that sgnL = sgnR, and we conclude that B
cy is
symmetric monoidal as claimed. 
Before discussing the monoidality properties of the cyclic bar construction and the Hochschild
complex, we recall some of the monoidality properties of the Dold-Kan equivalence.
Definition 2.5. [4, 5.3] Let A and B be simplicial k-modules. The shuffle map (also called
the Eilenberg-Zilber map):
shA,B : N(A)⊗N(B)→ N(A⊗ˆB)
is defined on elementary tensors a⊗ b ∈ Ap ⊗ Bq as
shA,B(a⊗ b) =
∑
σ∈Σ(p,q)
sgn(σ)sσ(p+q)...sσ(p+1)a⊗ sσ(p)...sσ(1)b
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When there is no risk of confusion, we will omit A and B from the notation and simply write
sh for the shuffle map.
Definition 2.6. [5, 2.9] Let A and B be simplicial k-modules. The Alexander-Whitney map
AWA,B : N(A⊗ˆB)→ N(A)⊗N(B)
is defined on elementary tensors a⊗ b ∈ An ⊗ Bn as
AWA,B : (a⊗ b) 7→
n∑
i=0
di+1...dn−1dna⊗ (d0)
ib
As with the shuffle map, we omit A,B from the notation AWA,B when there is no risk of
confusion.
Lemma 2.7. [4, Theorem 5.4] Let A,B and C simplicial k-modules. Then
• shA⊗B,C ◦ (shA,B ⊗ id) = shA,B⊗C ◦ (id⊗ shB,C), i.e. the shuffle maps are associative.
• For a ∈ Ap and b ∈ Bq and τ denoting the twist morphism, we have shA,B(a ⊗ b) =
(−1)pqτ∗shB,A(b⊗ a)τ
−1, i.e. the shuffle maps are graded symmetric.
Lemma 2.8. [5, Theorem 2.1] The shuffle and Alexander-Whitney maps are mutually inverse
natural homotopy equivalences.
Lemma 2.9. [5, Corollary 2.2] The Alexander-Whitney map is associative, i.e. for A,B and
C simplicial k-modules, the morphisms (id⊗AWB,C)◦AWA,B⊗ˆC and (AWA,B⊗id)◦AWA⊗ˆB,C
from N(A⊗ˆB⊗ˆC) to N(A)⊗N(B)⊗N(C) are equal.
Proof. Let a⊗ b⊗ c ∈ An⊗Bn⊗Cn. For brevity, we write d˜
n
i = di+1...dn−1dn. Then the two
compositions
N(A⊗ˆB⊗ˆC)→ N(A)⊗N(B)⊗N(C)
are
(a⊗ b⊗ c)
AWA,B⊗ˆC
7−−−−−−→
n∑
p=0
d˜npa⊗ d
p
0b⊗ d
p
0c
id⊗AWB,C
7−−−−−−→
n∑
p=0
n−p∑
s=0
d˜npa⊗ d˜
n−p
s d
p
0b⊗ d
p+s
0 c
and
(a⊗ b⊗ c)
AWA⊗ˆB,C
7−−−−−−→
n∑
q=0
d˜nqa⊗ d˜
n
q b⊗ d
q
0c
AWB,C⊗id
7−−−−−−→
n∑
q=0
q∑
t=0
d˜qt d˜
n
qa⊗ d
t
0d˜
n
q b⊗ d
q
0c.
Note that d˜qt d˜
n
q = d˜
n
t . Using the simplicial identity didj = dj−1di when i < j, observe that
dt0d˜
n
q = d˜
n−t
q−td
t
0. Writing (q, t) = (p+ s, p), we now see that the two expressions are equal. 
To summarize the above theorems, the shuffle and Alexander-Whitney maps are mutually
inverse quasi-isomorphisms. In particular, AW ◦ sh = id and sh ◦AW ≃ id. The shuffle map
is a lax symmetric monoidal transformation witnessing that the normalized Moore complex
functor N : sModk → Chk, and hence also the Hochschild chains functor C : sAlgk → Chk is
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lax symmetric monoidal. The Alexander-Whitney map is an oplax monoidal transformation
witnessing that N , and hence C is oplax monoidal. However, the Alexander-Whitney map
is not symmetric. Still, it is E∞ in the following sense (see Lemma 2.13).
Definition 2.10. ([11, p.552]) A functor F : C → D between symmetric monoidal categories
is E∞-monoidal if there is an E∞ operad O in D and maps
µn : O(n)⊗ (F (A1)⊗ ...⊗ F (An))→ F (A1 ⊗ ...⊗An)
such that
(1) the action is unital, i.e. if I denotes the monoidal unit of D and η : I → O(1) is the
unit of the operad, then the following diagram commutes:
I ⊗ F (A) O(1)⊗ F (A)
F (A)
η ⊗ id
µ1
≃
(2) The action is equivariant: for each σ ∈ Σn, the action µn is compatible with the
action of Σn on O(n) and by permuting indices of the Ai. I.e. the following diagram
commutes:
O(n)⊗ F (A1)⊗ ...⊗ F (An) F (A1 ⊗ ...⊗ An)
O(n)⊗ F (Aσ−1(1))⊗ ...⊗ F (Aσ−1(n)) F (Aσ−1(1) ⊗ ...⊗ Aσ−1(n))
µn
σ ⊗ σ F (σ)
µn
(3) The action is associative, i.e. is compatible with the operad multiplication.
E∞-comonoidal functors are similarly defined by using structure maps
νn : O(n)⊗ F (A1 ⊗ ...⊗ An)→ F (A1)⊗ ...⊗ F (An).
We will now define chain complexes which assemble into a dg-operad (and later a symmet-
ric monoidal dg-category) witnessing that AW is an E∞-comonoidal transformation.
Definition 2.11. Define the functors
N ⊗ˆn, N⊗n : sMod×nk → Chk
given by
N ⊗ˆn(A1, ..., An) = N(A1⊗ˆ...⊗ˆAn)
N⊗n(A1, ..., An) = N(A1)⊗ ...⊗N(An)
and let
O(n) := Nat
sMod
×n
k
(N ⊗ˆn, N⊗n)
Notation 2.12. Since the elements of O(n), and of the complex N˜Σ((n), (n)) which we
define below, are natural transformations, we can in particular view them as 2-morphisms in
the 2-category of categories, and so 2-categorical constructions, like horizontal composition,
can be applied to them. For a 4-tuple of morphisms f, f ′ : a→ b and g, g′ : b→ c and a pair
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of 2-morphisms α : f → f ′ and β : g → g′, we write β ∗ α for their horizontal composition
β ∗ α : gf → g′f ′.
Lemma 2.13. The complexes O(n) assemble into an E∞ operad witnessing that N
⊗n and
N ⊗ˆn are E∞-comonoidal functors and that AW : N
⊗2 → N ⊗ˆ2 is an E∞-comonoidal transfor-
mation.
Proof. Let n1 + ...+ ni = n be natural numbers. The operad structure on O is given by the
maps
O(i)⊗ (O(n1)⊗ ...⊗O(ni))→ O(n)
given by (φ, γ1, ..., γi) 7→ φ ◦ (γ1 ∗ ... ∗ γi). The Σn-action is given by conjugation, i.e. for
χ ∈ Σn and ψ ∈ O(n) we have χ · ψ = χ ◦ ψ ◦ χ
−1. It is known (see [3, Satz 1.6]) that the
complex of natural transformations
O(n) = Nat
sMod
×n
k
(N ⊗ˆn, N⊗n)
is acyclic with zero’th homology k. It follows (see [11, Section 7] and [12, Section 5]) that the
functors N is an E∞-comonoidal functor and that AW : N
⊗2 → N ⊗ˆ2 is an E∞-comonoidal
transformation. 
We will look at the complex
N˜((n), (n)) := Nat
sMod
×n
k
(N ⊗ˆn, N ⊗ˆn)
which is homotopy equivalent to Nat
sMod
×n
k
(N ⊗ˆn, N⊗n), seen by post-composing with shuffle
and Alexander-Whitney maps, but with the difference that maps in N˜((n), (n)) may be
composed, giving rise to an algebra structure. In the rest of this section, we will construct
a dg-category with morphism complexes built from Nat
sMod
×n
k
(N ⊗ˆn, N ⊗ˆn), and the notation
is chosen with this in mind.
Definition 2.14. The symmetric group Σn acts on sMod
×n
k by
χ(A1, ..., An) = (Aχ−1(1), ..., Aχ−1(n)).
Let N˜Σ((n), (n)) be the complex
N˜Σ((n), (n)) =
⊕
χ∈Σn
NatsMod×n(N
⊗ˆn, N ⊗ˆn ◦ χ) =:
⊕
χ∈Σn
N˜Σχ ((n), (n)).
Lemma 2.15. The chain complex N˜Σ((n), (n)) admits a Σn-graded algebra structure and
contracts to kΣn in degree 0.
Proof. Let f ∈ N˜Σχ ((n), (n)) and g ∈ N˜
Σ
χ′((n), (n)). We treat f and g as 2-morphisms in
the 2-category of dg-categories as in Remark 2.12. The product of g and f is given by
(g ∗ idχ) ◦ f : N
⊗ˆn → N ⊗ˆn ◦ (χ′χ), which may also be visualized by the pasting diagram
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sMod×nk
ChksMod
×n
k
sMod×nk
⇒
f
⇒
g
N ⊗ˆnχ
N ⊗ˆn
χ′
N ⊗ˆn
This gives the graded algebra structure. As for the contraction, the components N˜Σχ ((n), (n))
are isomorphic to N˜((n), (n)) by pre-composition by χ and χ−1. As N˜((n), (n)) contracts
onto idN⊗ˆn, N˜
Σ
χ ((n), (n)) contracts similarly to χ. 
Definition 2.16. • For A1, ..., Ak simplicial k-modules, we introduce the shorthand
N (k1,...,kn)(A1, ..., Ak) = N(A1⊗ˆ...⊗ˆAk1)⊗ ...⊗N(Ak1+...+kn−1+1⊗ˆ...⊗ˆAk)
where k = k1 + ... + kn. Let m1 + ... +ml = k. Writing ~k = (k1, ..., kn) and similarly for ~m,
define the complex
N˜(~k, ~m) := Nat
sMod
×k
k
(N
~k, N ~m)
Its symmetrized version N˜Σ(~k, ~m) is defined as before by
N˜Σ(~k, ~m) =
⊕
χ∈Σk
Nat
sMod
×k
k
(N
~k, N ~m ◦ χ) =:
⊕
χ∈Σk
N˜Σχ (
~k, ~m)
• We will refer to a finite sequence of integers ~k = (k1, ..., kn) as a vector. The sum of the
entries of a vector is called its length and denoted by |~k| := k1 + ...+ kn.
• We write N˜Σ for the dg-category whose objects are vectors ~k, and whose morphism com-
plexes are given by the N˜Σ(~k, ~m) defined above.
Notation 2.17. For any ~k = (k1, ..., kn) with |~k| = k, by Lemma 2.7 composing shuffle maps
gives rise to a well-defined shuffle map which we denote by sh~k : N
~k → N (k) = N ⊗ˆk. Similarly,
the Alexander-Whitney map is associative by Lemma 2.9, so composing AW-maps gives rise
to a well-defined map AW~k : N
(k) → N
~k. Note that AW~k ◦sh~k ≃ idN~k and sh~k ◦AW~k ≃ idN(k).
Lemma 2.18. For every pair ~k = (k1, ..., kn), ~m = (m1, ..., ml), the assignment
φ : f 7→ AW~m ◦ f ◦ sh~k
defines a homotopy equivalence N˜Σ((n), (n))→ N˜Σ(~k, ~m) with homotopy inverse
ψ : g 7→ sh~m ◦ g ◦ AW~k
In particular, N˜Σ(~k, ~m) contracts onto the degree zero subcomplex of elements of the form
AW~m ◦ χ∗ ◦ sh~k for some χ ∈ Σk.
Proof. Fix homotopies α~k : AW~ksh~k → id and β~k : sh~kAW~k → id. Then we get homotopies
β~m ∗ id ∗ β~k : ψ ◦ φ→ id
α~m ∗ id ∗ α~k : φ ◦ ψ → id
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so that φ and ψ are mutually inverse homotopy equivalences. Now the composition
kΣn →֒ N˜
Σ((n), (n))→ N˜Σ(~k, ~m)
takes χ to AW~m ◦ χ∗ ◦ sh~k and is a homotopy equivalence since kΣn →֒ N˜
Σ((n), (n)) is by
Lemma 2.15. The inverse
N˜Σ(~k, ~m)→ N˜Σ((n), (n))→ kΣn
sends AW~m ◦ χ∗ ◦ sh~k to χ, so N˜
Σ(~k, ~m) contracts as claimed. 
We now turn to establishing the action of N˜Σ on Hochschild complexes of dg-algebras. We
begin by constructing a way of differentially extending functors between additive categories.
Construction 2.19. Let A and B be additive categories and let Funpt(A,B) be the category
of pointed functors between them, that is, functors F : A → B such that there is an isomor-
phism F (0) ≃ 0. Note that Funpt(A,B) is itself an additive category. Denote by m-Ch(B)
the additive category of m-fold chain complexes in B. We will produce an additive functor
(−)ǫ : Fun
pt(A×n, m-Ch(B))→ Funpt(Ch(A)×n, (n+m)-Ch(B)).
Let F : A×n → m-Ch(B) be a ponited functor. Then Fǫ sends an n-tuple of chain complexes
(A1, ..., An) inA to the (n+m)-fold chain complex in B given in multidegree (p1, ..., pn, q1, ..., qm)
by F (A1p1 , ..., A
n
pn
)q1,...,qm. In the same multidegree, the differentials are given by
di =
{
(−1)p1+...+pi−1dA
i
, 1 ≤ i ≤ n
(−1)p1+...+pn+q1+...+qi−n−1d
F (A1,...,An)
i−n , n+ 1 ≤ i ≤ n+m
Since F is a pointed functor, this does indeed define an (n + m)-fold chain complex in B.
Similarly, Fǫ sends an n-tuple of morphisms (f
i : Ai → Bi)1≤i≤n to the morphism given on
the first n multidegrees (p1, ..., pn) by the morphism
F (f 1p1, ..., f
n
pn
) : F (A1p1, ..., A
n
pn
)→ F (B1p1, ..., B
n
pn
)
Hence Fǫ is indeed a functor.
Now let F,G : A×n → m-Ch(B) be pointed functors and let α : F → G be a natural
transformation. Then αǫ is the natural transformation given by applying α levelwise, i.e. for
an n-tuple of chain complexes (A1, ..., An) in A, the morphism
(αǫ)(A1,...,An) : Fǫ(A
1, ..., An)→ Gǫ(A
1, ..., An)
is given in the first n multidegrees (p1, ..., pn) by the morphism
α(A1p1 ,...,A
n
pn
) : F (A
1
p1
, ..., Anpn)→ G(A
1
p1
, ..., Anpn).
With this definition it is clear that (−)ǫ is an additive functor.
Definition 2.20. Building on Construction 2.19 we define the functor
(−)δ : Fun
pt(A×n, m-Ch(B))→ Funpt(Ch(A)×n,Ch(B))
as the composition of (−)ǫ with the totalization functor (n+m)-Ch(B)→ Ch(B).
Before considering the monoidality properties of the functor (−)δ, we need an observation
about totalizations of n-fold chain complexes.
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Observation 2.21. Let A be an additive category. The symmetric group on n letters acts
on the category of n-fold chain complexes in A by reordering the differentials. Specifically,
if A is an n-fold chain complex in A and χ ∈ Σn, we have
(χ · A)p1,...,pn = Apχ−1(1),...,pχ−1(n)
and the differentials are similarly reordered. Let χ(p1,...,pn) be the image of χ under the blow-
up homomorphism Σn → Σp1+...+pn. There is a natural transformation gχ : Tot → Tot ◦ χ
given in multidegree (p1, ..., pn) by the sign of χ(p1,...,pn). Composition of these transformations
has the same effect as applying the sign associated to the composite permutation, such that
(gχ′ ∗ idχ) ◦ gχ = gχ′χ for any pair χ, χ
′ ∈ Σn.
Lemma 2.22. Let the pointed functor F : A×n → Ch(B) be given by F (A1, ..., An) =
F ′(A1, ..., Ai)⊗F ′′(Ai+1, ..., An) for a pair of pointed functors F ′ : A×i → Ch(B) and F ′′ : A×n−i →
Ch(B). Then there is a natural isomorphism
Fδ(A
1, ..., An) ≃ F ′δ(A
1, ..., Ai)⊗ F ′′δ (A
i+1, ..., An).
Furthermore, this isomorphism is associative.
Proof. The tensor product F ′(A1, ..., Ai)⊗F ′′(Ai+1, ..., An) is the totalization of a bicomplex,
so we can lift Fδ to a functor Fǫ : sCh
×n
k → (n + 2)-Chk such that Tot ◦ Fǫ = Fδ. As before,
the differentials in multidegree (p1, ..., pn, q1, q2) are given by
di =

(−1)p1+...+pi−1dA
i
, 1 ≤ i ≤ n
(−1)p1+...+pndF
′(A1,...,Ai) , i = n + 1
(−1)p1+...+pn+q1dF
′′(Ai+1,...,An) , i = n + 2
Now the tensor product F ′δ(A
1, ..., Ai)⊗F ′′δ (A
i+1, ..., An) is obtained by reordering the differ-
entials and totalizing. Specifically, we must pass dn+1 past di+1, ..., dn, which in multidegree
(p1, ..., pn, q1, q2) incurs a sign (−1)
q1(pi+1+...+pn). The natural isomorphism in the statement
of the lemma is thus obtained as the transformation gχi of Observation 2.21 where χi is the
cycle (i+ 1, ..., n, n+ 1) ∈ Σn+2.
The above recipe generalizes readily to a version with more than two tensor factors by
replacing χi with the permutation χi1,...,im ∈ Σn+m given by the composition of cycles
χi1,...,im = (i1 + ...+ im + 1, ..., n+m) ◦ ... ◦ (i1 + 1, ..., n+ 1)
To see that this is associative, it is sufficient to look at the case of three factors:
F (A1, ..., An) = F
1(A1, ..., Ai)⊗ F
2(Ai+1, ..., Ai+j)⊗ F
3(Ai+j+1, ..., An)
Associativity of the natural isomorphism above now follows from the identity
(i+ j + 2, ..., n+ 1, n+ 2) ◦ (i+ 1, ..., n, n+ 1)
= (i+ 1, ..., n+ 1, n+ 2) ◦ (i+ j + 1, ..., n+ 1, n+ 2)
in Σn+2. 
Definition 2.23. Write ζn for the natural isomorphism
ζn : (F
1 ⊗ ...⊗ F n)δ
∼
−→ F 1δ ⊗ ...⊗ F
n
δ
of functors A×i → Ch(B) given by Lemma 2.22.
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Notation 2.24. Recall the cyclic bar construction from Definition 2.3 (2). We extend this
definiton to the functor C
~k : dgAlgk → Chk by
A 7→ C
~k(A) = C(A⊗k1)⊗ ...⊗ C(A⊗kn)
i.e. C
~k(A) = NδB
cy(A⊗k1)⊗ ...⊗NδB
cy(A⊗kn).
Definition 2.25. Recall that the cyclic bar construction Bcy : dgAlgk → sChk is a symmetric
monoidal functor. We denote the natural structure isomorphism by
θn : B
cy(A1)⊗ˆ...⊗ˆB
cy(An)→ B
cy(A1 ⊗ ...⊗ An)
The isomorphism is given in simplicial degree k − 1 (in which we have nk tensor factors) by
the permutation χn,k ∈ Σnk sending i+ dk to d+ 1 + (i− 1)n for 0 < i ≤ k and 0 ≤ d < n,
with a sign like that in the proof of Lemma 2.4.
Proposition 2.26. The dg-category N˜Σ acts on Hochschild complexes of dg-algebras. That
is, we have natural transformations
N˜Σ(~k, ~m)⊗ C
~k → C ~m
of functors dgAlgk → Chk compatible with composition. This action exhibits C : dgAlgk →
Chk as a symmetric monoidal, E∞-comonoidal functor.
Proof. For ~k = (k1, ..., kn) denoting
Nδθ~k = (Nδ(θk1)⊗ ...⊗Nδ(θkn)) ◦ ζn :
N
~k
δ (∆kB
cy(A))→ NδB
cy(A⊗k1)⊗ ...⊗NδB
cy(Akn) = C
~k(A)
where ∆k : sCh → sCh
×k is the diagonal functor. If f ∈ N˜Σ, we write (fδ)(A1,...,An) for the
component of fδ at the n-tuple (A1, ..., An) of simplicial chain complexes over k. We now
have a composite morphism
C
~k(A) N
~k
δ (B
cy(A), ..., Bcy(A))
N ~mδ (B
cy(A), ..., Bcy(A))C ~m(A)
Nδ(θ~k)
−1
(fδ)(Bcy(A),...,Bcy(A))
Nδ(θ~m)
We therefore get a morphism
i~k,~m : N˜
Σ(~k, ~m)→ Nat(C
~k(A), C ~m(A))
f 7→ Nδθ~m ◦ (fδ ∗ id∆k◦Bcy) ◦ (Nδθ~k)
−1
whose adjoint is the morphism in the statement of the proposition. The contractibility of N˜
(see Lemma 2.18) now implies that C : dgAlgk → Chk is E∞-monoidal and E∞-comonoidal.
However, since the shuffle maps are strictly symmetric, it is in fact symmetric monoidal as
claimed.

Lemma 2.27. The images of N˜Σχ ((n), (n)) and N˜
Σ
χ′((n), (n)) in EndChk(C((−)
⊗n)) are dis-
joint for χ 6= χ′.
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Proof. Note that for A a commutative algebra we have
H0(C((−)
⊗n)) = HH0((−)
⊗n) = (−)⊗n
so the induced action of f ∈ N˜Σ((n), (n)) on H0(C((−)
⊗n)) is given by permuting tensor
factors. Namely, N˜Σe ((n), (n)) = N˜((n), (n)) acts as the identity since each f ∈ N˜((n), (n))
is homotopic to the identity map. Now each N˜Σχ ((n), (n)) is isomorphic to N˜((n), (n)), the
map given by postcomposition by χ∗, and it follows that each f ∈ N˜
Σ
χ ((n), (n)) is homotopic
to χ∗. In particular, for A = k[x] we see that χ and χ
′ act differently on k[x]⊗n ≃ k[x1, ..., xn].
This proves the claim. 
3. DG-fattening of props
In this section we will build the fattening functor for dg-props and prove Theorem A.
The fattening functor will associate to a dg-prop P a certain full subcategory of the free
symmetric monoidal dg-category on P and N˜Σ, modulo relations expressing that the Dold-
Kan morphisms are natural with respect to the morphisms of P .
Remark 3.1. To spell out what Theorem A means, to each dg-prop P , there is a natural
homotopy-coherent P -action on the Hochschild complex of Ass ⊗ P -algebras. The homo-
topies that make up the coherencies are encoded in a replacement dg-prop P˜ which strictify
the homotopy-coherent P -action. This strictification is moreover functorial in the prop.
In order to produce the functor (˜−), we first construct an auxiliary functor Q : dgprop→
dgCat⊗ landing in symmetric monoidal dg-categories. Q is constructed using a natural
family of generators and relations and will contain (˜−) as a full subfunctor, i.e. there will be
a natural transformation (˜−)→ Q whose components are inclusions of full subcategories.
Construction 3.2. • Let C be a dg-category. We define a symmetric monoidal dg-category
C⊗ given as follows. The objects of C⊗ is the free monoid on the objects of C. Given two
words a = a1 ⊗ ...⊗ an and b = b1 ⊗ ...⊗ bn in ObC
⊗, the morphism complex a→ b in C⊗
is given by
HomC⊗(a, b) =
⊕
σ∈Σn
n⊗
i=1
HomC(ai, bσ(i)).
We write (f1 ⊗ ...⊗ fn)σ for an elementary tensor in the summand of σ ∈ Σn. Note that for
the empty product ∅ ∈ ObC⊗, the tensor product is indexed over the empty set, which by
convention means that HomC⊗(∅, ∅) = k concentrated in degree 0.
If a and b are words of different lengths, i.e. a = a1 ⊗ ... ⊗ an and b = g1 ⊗ ... ⊗ bm with
n 6= m, then HomC⊗(a, b) = 0.
The composition
HomC⊗(b, c)⊗HomC⊗(a, b)→ HomC⊗(a, c)
is given on elementary tensors by sending f : a→ b and g : b→ c, where f = (f1 ⊗ ...⊗ fn)σ
and g = (g1 ⊗ ...⊗ gn)σ′ , to
g ◦ f = (−1)sgn(f,g,χ)(gσ(1) ◦ f1 ⊗ ...⊗ gσ(n) ◦ fn)σ′σ
where χ is the permutation of
(g1 ⊗ ...⊗ gn ⊗ f1 ⊗ ...⊗ fn)
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into
(gσ(1) ⊗ f1 ⊗ gσ(2) ⊗ f2 ⊗ ...⊗ gσ(n) ⊗ fn)
and sgn(f, g, χ) is the weighted sign of χ.
The symmetric monoidal structure on C⊗ is given on objects by multiplication in the free
monoid on ObC and on morphisms by the inclusion
HomC⊗(a, b)⊗HomC⊗(a
′, b′)→ HomC⊗(a⊗ a
′, b⊗ b′)(⊕
σ∈Σn
n⊗
i=1
HomC(ai, bσ(i))
)
⊗
( ⊕
σ′∈Σm
m⊗
j=1
HomC(a
′
j , b
′
σ′(j))
)
→
 ⊕
σ′′∈Σn+m
n+m⊗
l=1
HomC(a
′′
l , b
′′
σ′′(l))

where the summand of σ ∈ Σn, σ
′ ∈ Σm lands in the summand of
σ′′ = σ × σ′ ∈ Σn × Σm →֒ Σn+m
through the canonical inclusion, and an elementary tensor
f1 ⊗ ...⊗ fn ⊗ f
′
1 ⊗ ...⊗ f
′
m
is sent to
f ′′1 ⊗ ...⊗ f
′′
n+m,
where f ′′l : a
′′
l → b
′′
σ′′(l) is given by
fl : al → bσ(l) , if 1 ≤ l ≤ n
f ′l−n : a
′
l−n → b
′
σ′(l−n) , if n + 1 ≤ l ≤ n +m
We check that the monoidal product is functorial, i.e. we wish to verify that the following
diagram commutes . Consider morphisms
ai
f i
−→ bi
gi
−→ ci , i = 0, 1
such that each f i, gi is an elementary tensor
f i = (f i1 ⊗ ...⊗ f
i
n)σi
gi = (gi1 ⊗ ...⊗ g
i
n)σ′i
and compare the operations
H0(g
0, g1, f 0, f 1) := (g0 ⊗ g1) ◦ (f 0 ⊗ f 1)
and
H1(g
0, g1, f 0, f 1) := (g0 ◦ f 0)⊗ (g1 ◦ f 1).
From the recipes given for composition and monoidal product, we see that H0 and H1 are
at least equal up to sign on elementary tensors. The signs are in both cases the weighted
sign of the same permutation, so they are equal. It follows that the monoidal product is
functorial. Note that the monoidal product is strictly associative and unital, where the unit
for the monoidal structure is given by the empty product ∅.
For a = a1 ⊗ ...⊗ an and b = b1 ⊗ ...⊗ bm, the twist map τ : a⊗ b→ b⊗ a is given by the
elementary tensor
(ida1 ⊗ ...⊗ idan ⊗ idb1 ⊗ ...⊗ idbm)τn,m
where τn,m ∈ Σn+m is the block permutation permuting the first n letters past the latter m
letters.
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Observe that for any elementary tensor f = f1 ⊗ ...⊗ fn ∈ HomC⊗(a, b) and any σ ∈ Σn,
conjugation of f by σ produces the elementary tensor
fσ(1) ⊗ ...⊗ fσ(n) ∈ HomC⊗(σ · a, σ · b).
In particular, for morphisms f : a → b and f ′ : a′ → b′ in C⊗, the conjugation of f ⊗ f ′ by
τn,m is precisely f
′ ⊗ f , such that the twist morphism τ is a symmetry for the monoidal
structure.
• Let ~Σ be the category whose objects are vectors, and whose morphisms are permutations
of the entries of vectors. Note that ~Σ is concentrated in degree 0, and can also be defined
as N⊗, the free symmetric monoidal dg-category on the discrete dg-category N. Here by
discrete we mean that HomN(n,m) = k in degree 0 if n = m, and zero otherwise. Then there
are symmetric monoidal functors ~Σ→ N˜Σ and ~Σ→ P⊗ which are the identity on objects.
• By viewing the morphism complexes of P⊗ as being concentrated in horizontal degrees,
we give P⊗ an enrichment in bicomplexes. Similarly, we view N˜Σ as being enriched in
bicomplexes, concentrated in vertical degrees. We define a category enriched in bicomplexes
Q0(P ) as follows.
The objects of Q0(P ) are vectors ~k = (k1, ..., kn). To give a description of the morphism
complexes Q0(P )(~k, ~m), we define the following auxiliary notation. For ~k, ~m ∈ Ob Q0(P )
and j ∈ N, let Cj,l(~k, ~m) be given by
Cj(~k, ~m) =
{
P⊗(~k, ~m) , if j even,
N˜Σ(~k, ~m) , if j odd.
Then Q0(P )(~k, ~m) is given by the direct sum
Q0(P )(~k, ~m) =

⊕
i∈N
~x1,...,~xi∈ObQ0(P )
l=0,1
Ci+l(~xi, ~m)⊗Σ Ci−1+l(~xi−1, ~xi)⊗Σ ...⊗Σ Cl(~k, ~x1)

/
∼red,
where the tensor product ⊗Σ means taking the colimit of the diagrams
Cj+l(~xj , ~xj+1)⊗ ~Σ(~xj , ~xj)⊗ Cj−1+l(~xj−1, ~xj)
−→
−→ Cj+l(~xj , ~xj+1)⊗ Cj−1+l(~xj−1, ~xj),
where ~Σ acts via its inclusions into P⊗ and N˜Σ described above. The equivalence relation
∼red is generated as an equivalence relation by the following relations:
(1) Permutation morphisms on the ends are absorbed into their neighbour. For example,
the word
~k0
χ
−→ ~k1
φ
−→ ~k2
where χ ∈ ~Σ and φ ∈ N˜Σ is equivalent to the word
k0
χ◦φ
−−→ ~k2
using the inclusion ~Σ→ N˜Σ.
(2) If a morphism in the middle of a word is a permutation morphism, then it is absorbed
into either its left or right hand neighbour.
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(3) If two adjacent morphisms are either both from P⊗ of both from N˜Σ, then they are
composed.
In other words a morphism in P is a reduced word composed of morphisms in P⊗ and
N˜Σ, where the subcategories ~Σ ⊂ P⊗ and ~Σ ⊂ N˜Σ are identified. Composition is given
by concatenating words and reducing, similarly to the case of free products of algebras.
Note that when we consider a general morphism in Q0(P ) which can be represented by an
elementary tensor, we can add identity arrows at the ends as needed to ensure that the first
arrow is from P⊗ and the last is from N˜Σ. When we work with such morphisms later, we
will implicitly choose a representative of this form.
As for the enrichment in bicomplexes, (f) ∈ P (n,m) has bidegree (|f |, 0) and ψ ∈
N˜Σ(~n, ~m) has bidegree (0, |ψ|). The horizontal and vertical differentials act on P and N˜Σ
respectively. To be precise, the horizontal differential of a word
~k0
φ0
−→ ~k1
γ0
−→ ~k2
φ1
−→ ...
γm−1
−−−→ ~k2m
where φi ∈ P⊗ni(~k2i, ~k2i+1) and γ
i ∈ N˜Σ(~k2i+1, ~k2i+2), is the sum of applications of the
differential to each φi, with sign (−1)|φ
0|+|γ0|+...+|γi−i|, and the vertical differential is defined
similarly.
There is one exceptional object in Q0(P ), the empty vector ~0 = (). The morphism space
HomQ0(~0,~0) is declared to be the ground ring k in bidegree (0, 0). Note that ~0 does not
admit any morphism to or from a non-empty vector, as generators in N˜Σ cannot change the
length of a vector and generators in P⊗ cannot change the number of entries.
• We write ∗ for the concatenation of vectors. For a morphism f : ~k0 → ~k1 in P
⊗, and a
vector ~m, let
f ⊗P id : ~k0 ∗ ~m→ ~k1 ∗ ~m
be the tensor product of f and id~m using the symmetric monoidal structure of P
⊗. The
morphisms id⊗P f is defined similarly. For a morphism ψ : ~k0 → ~k1 in N˜
Σ, we also define
ψ ⊗N id : ~k0 ∗ ~m→ ~k1 ∗ ~m
and similarly id⊗N ψ using the symmetric monoidal structure of N˜Σ.
Let Q1(P ) be the quotient of Q0(P ) with respect to the following relations. For each pair
of morphisms f : ~k0 → ~k1 in P
⊗ and ψ : ~m0 → ~m1 in N˜
Σ, we impose an interchange relation,
i.e. that the following diagrams commute.
~k0 ∗ ~m0 ~k0 ∗ ~m1 ~m0 ∗ ~k0 ~m1 ∗ ~k0
~k1 ∗ ~m0 ~k1 ∗ ~m1 ~m0 ∗ ~k1 ~m1 ∗ ~k1
id⊗N ψ
f ⊗P idf ⊗P id
id⊗N ψ
ψ ⊗N id
id⊗P fid⊗P f
ψ ⊗N id
To be precise, Q1(P ) is the quotient of Q0(P ) with respect to the ideal
I =
(
(f ⊗P id) ◦ (id⊗N ψ)− (id⊗N ψ) ◦ (f ⊗P id),
(f ⊗P id) ◦ (id⊗N ψ)− (id⊗N ψ) ◦ (f ⊗P id)
∣∣∣ f ∈ P⊗, ψ ∈ N˜Σ)
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Note that this relation is an identification of generators which respects bidegrees of mor-
phisms and is compatible with concatenation of words. It also respects the differentials of
morphisms, hence the result is a well-defined category enriched in bicomplexes. We expand
this notation to general morphisms. Given a morphism f : ~k → ~m in Q1(P ) represented by
a word
~k = ~k0
φ0
−→ ~k1
γ0
−→ ~k2
φ1
−→ ...
γm−1
−−−→ ~k2m = ~m
where φi ∈ P⊗ni(~k2i, ~k2i+1) and γ
i ∈ N˜Σ(~k2i+1, ~k2i+2), and a vector ~l, we write f ⊗1 id for the
morphism represented by the word
(~k0 ∗~l)
φ0⊗P id
−−−−→ (~k1 ∗~l)
γ0⊗N id
−−−−→ ...
γm−1⊗N id
−−−−−−→ (~k2m ∗~l)
We also define id⊗1 f similarly. Note that if ~l = ~0 then
f ⊗1 id = f = id⊗ f.
To see that this construction is well-defined, take morphisms φ : ~k0 → ~k1 and φ
′ : ~k1 → ~k2
in P⊗ and vectors ~m0, ~m1. Then the following properties of the operation − ⊗
P id are
immediate.
(1) id⊗P (φ′ ◦ φ) = (id⊗P φ′) ◦ (id⊗P φ) and similarly for (φ′ ◦ φ)⊗P id),
(2) for the identity morphism id~k :
~k → ~k in P⊗, we have id⊗ id~k = id~m∗~k and id~k ⊗ id =
id~k∗~m in P
⊗,
(3) ((φ⊗P id)⊗P id) = φ⊗P id : ~k0 ∗ ~m0 ∗ ~m1 → ~k1 ∗ ~m0 ∗ ~m1,
(4) (id⊗P (φ⊗P id)) = ((id⊗P φ)⊗P id) : ~m0 ∗ ~k0 ∗ ~m1 → ~m0 ∗ ~k1 ∗ ~m1,
(5) d(id⊗P f) = id⊗P df and d(f ⊗P id) = (df)⊗P id.
Similar identities hold for morphisms in N˜Σ. We regard property (2) as a definition if ~k = ~0.
Together these properties imply that if f, g are morphisms ~k0 → ~k1 in Q0(P ) such that f ∼ g
according to the interchange relation, then also (f⊗1 id) ∼ (g⊗1 id) and (id⊗1 f) ∼ (id⊗1 g),
and that the operations f 7→ f ⊗P id and f 7→ id⊗P f , and the same operations for N˜Σ are
well-defined morphisms of bicomplexes.
The interchange relation now implies that
(id⊗1 f) ◦ (g ⊗1 id) = (g ⊗1 id) ◦ (id⊗1 f)
for any pair of morphisms f : ~k0 → ~k1 and g : ~m0 → ~m1 in Q1(P ).
Finally, observe that for a pair of morphisms
~k0
f0
−→ ~k1
f1
−→ ~k2
in Q1(P ) and a vector ~m, we have
(f1 ◦ f0)⊗1 id = (f1 ⊗1 id) ◦ (f0 ⊗1 id)
and
id⊗1 (f1 ◦ f0) = (id⊗1 f1) ◦ (id⊗1 f0),
such that (−⊗1 id) and (id⊗1 −) are endofunctors on Q1(P ).
• Recall that for a pair of categories C and D enriched in bicomplexes, their tensor product
C ⊗ D has objects Ob (C ⊗ D) = Ob C ×ObD and morphisms
HomC⊗D((a, b), (a
′, b′)) = HomC(a, a
′)⊗ HomD(b, b
′).
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We define a symmetric monoidal structure on Q1(P ) as follows. The functor
⊗1 : Q1(P )⊗Q1(P )→ Q1(P )
is given on objects by concatenating vectors. Given two morphisms f : ~k0 → ~k1 and g : ~m0 →
~m1 in Q1(P ), we define the monoidal product
f ⊗1 g : ~k0 ∗ ~m0 → ~k1 ∗ ~m1
by the formula
f ⊗1 g := (id⊗1 g) ◦ (f ⊗1 id).
Since (−⊗1 id) is a well defined operation on morphisms in Q1(P ), this gives rise to a well
defined morphism of bicomplexes
HomQ1(P )(
~k0, ~k1)⊗ HomQ1(P )(~m0, ~m1)
−⊗1−−−−→ HomQ1(P )(
~k0 ∗ ~m0, ~k1 ∗ ~m1).
We check that ⊗1 is a functor. Given morphisms
~k0
f0
−→ ~k1
f1
−→ ~k2
and
~m0
g0
−→ ~m1
g1
−→ ~m2,
we have
(f1 ◦ f0)⊗1 (g1 ◦ g0) = (id⊗1 (g1 ◦ g0) ◦ ((f1 ◦ f0)⊗1 id)
= (id⊗1 g1) ◦ (id⊗1 g1) ◦ (f1 ⊗1 id) ◦ (f0 ⊗ id).
Now the interchange relation implies that
(id⊗1 g1) ◦ (f1 ⊗1 id) = (f1 ⊗1 id) ◦ (id⊗1 g1)
as morphisms in Q1(P ), so that
(f1 ◦ f0)⊗1 (g1 ◦ g0) = (id⊗1 g1) ◦ (f1 ⊗1 id) ◦ (id⊗1 g1) ◦ (f0 ⊗ id)
= (f1 ⊗1 g1) ◦ (f0 ⊗1 g0)
as claimed.
The unit for the monoidal structure is given by the empty vector ~0 = ().
Note also by properties (3) and (4) above that ⊗1 is strictly associative, so ⊗1 defines a
strict monoidal structure on Q1(P ).
To give a symmetry for ⊗1, we first describe how the symmetric group Σn acts on Q1(P )
⊗n.
Given an n-tuple of vectors (~k1, ..., ~kn), the permutation
(σ,~k1, ..., ~kn) : ~k1 ∗ ... ∗ ~kn → ~kσ(1) ∗ ... ∗ ~kσ(n)
is given by acting on the source by the block permutation σ|~k1|,...,|~kn| ∈ Σ|~k1|+...+|~kn|, i.e. if
σ(i) = j, then for all 1 ≤ l ≤ |~ki|, we have
σ|~k1|,...,|~kn|
(
|~k1|+ ...+ |~ki−1|+ l
)
= |~k1|+ ...+ |~kj−1|+ l.
If φ : ~k0 → ~k1 is a morphism in P
⊗, ~m is a vector, and τ ∈ Σ2 is the twist permutation, then
in P⊗ we have
(id⊗P φ) ◦ τ|~k0|,|~m| = τ|~k1|,|~m| ◦ (φ⊗
P id)
and
(φ⊗P id) ◦ τ|~m|,|~k0| = τ|~m|,|~k1| ◦ (id⊗
P φ)
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and similarly for γ : ~k0 → ~k1 in N˜
Σ. This implies that for any morphism f : ~k0 → ~k1 in
Q1(P ), we have
(id⊗1 f) ◦ τ|~k0|,|~m| = τ|~k1|,|~m| ◦ (f ⊗1 id)
and
(f ⊗1 id) ◦ τ|~m|,|~k0| = τ|~m|,|~k1| ◦ (id⊗1 f).
In particular, for g : ~m0 → ~m1 another morphism in Q1(P ) we have
(g ⊗1 f) ◦ τ|~k0|,|~m0| = τ|~k1|,|~m1| ◦ (f ⊗1 g)
such that τ is a symmetry for ⊗1.
Notation 3.3. • We write (1)n for the vector (1, ..., 1) of length n.
• For a vector ~a = (a1, ..., an), we write l(~a) = n for its number of elements.
Remark 3.4. The following definition describes a way of functorially arranging the en-
tries of a vector ~k = (k1, ..., kn) (in particular, l(~k) = n) according to the entries of a
vector ~a of length n, which we use to define the functor Q. Informally one should think
of Par~k(~a) as given by arranging the entries of
~k according to the entries of ~a. Simi-
larly, for a morphism γ : ~a → ~b, one may think of Par~k(γ) as the natural transformation
NPar~k(~a) → NPar~k(
~b) of functors sMod×k → Chk whose (A1, ..., Ak)-component equals the
(A1⊗ˆ...⊗ˆAk1 , ... , Ak1+...+kn−1+1⊗ˆ...⊗ˆAk)-component of γ.
Definition 3.5. For each vector ~k = (k1, ..., kn), k = |~k|, let ι~k : sMod
×k → sMod×n be the
functor taking a k-tuple (A1, ..., Ak) to the n-tuple (B1, ..., Bn) where
Bi = Ak1+...+ki−1+1⊗ˆ...⊗ˆAk1+...+ki.
Writing Nn for the full subcategory of N˜ on the objects ~a with |~a| = n, let
Par~k : Nn → Nk
be the functor taking ~a = (a1, ..., al) to
Par~k(~a) := (k1 + ... + ka1 , ka1+1 + ...+ ka1+a2 , ... , ka1+...+al−1+1 + ... + kn)
i.e. the unique vector such that N~a ◦ ι~k = N
Par~k(~a). In particular we have |Par~k(~a)| = |
~k| and
l(Par~k(~a)) = l(~a). For a morphism γ : ~a→
~b, Par~k(γ) is given by γ ∗ idι~k . In particular, the
following diagram commutes.
sMod×k sMod
×n
Chk
Par~k(γ)=⇒ γ=⇒
ι~k
N
~b
N~aNPar~k(~a)
NPar~k(
~b)
In particular, for any vector ~a, we have Par~a((1)
l(~a)) = ~a.
20 ESPEN AUSETH NIELSEN
Construction 3.6. • Let ~a = (a1, ..., al) be an object of Nn (i.e. |~a| = n) and f =
f1 ⊗ ...⊗ fn : ~k → ~m a morphism in P
⊗, where l(~k) = l(~m) = n. For each | ≤ i ≤ l we have
a morphism
(ka1+...ai+1 + ... + ka1+...ai+1)
(fa1+...ai+1⊗...⊗fa1+...ai+1)
−−−−−−−−−−−−−−−−→ (ma1+...ai+1 + ... +ma1+...ai+1)
in P , and we write Parf(~a) : Par~k(~a) → Par~m(~a) for the tensor product in P
⊗ of these
morphisms for 1 ≤ i ≤ l. Similarly to Definition 3.5, one can think of this as grouping the
factors of f according to the entries of ~a. Below is an example where ~a = (1, 3). In this
example,
Parf(~a) = Parf(~a)1 ⊗
P Parf(~a)2
with
a1 = 1 {
a2 = 3

f1 : k1 → m1
f2 : k2 → m2
f3 : k3 → m3
f4 : k4 → m4
} Parf (~a)1 = f1 : k1 → m1 Parf (~a)2 =⊗4i=2 fi : ∑4i=2 ki →∑4i=2mi.
Let Q(P ) be the quotient of Q1(P ) with respect to the ideal generated by the following
relations. For each morphism γ : ~a → ~b in Nn and each morphism f : ~k → ~m in P
⊗ with
l(~k) = l(~m) = n, the following diagram commutes:
Par~k(~a) Par~m(~a)
Par~k(
~b) Par~m(~b)
Parf (~a)
Par~m(γ)Par~k(γ)
Parf (~b)
We call this the partition relation. If two morphisms f, g are equivalent under the partition
relation, we write f ∼Par g. The partition relation captures in a more general manner the
naturality of shuffle and Alexander-Whitney maps with respect to algebra homomorphisms,
see Observation 3.8.
These relations are compatible with concatenations of words and respect bidegrees of
morphisms. They are also compatible with horizontal and vertical differentials as the relation
only depends on the source and target of morphisms, hence the result is a well-defined
category enriched in bicomplexes.
To see that the symmetric monoidal structure is compatible with these relations, observe
that
Par~k(~a) ∗ ~r = Par~k∗~r(~a ∗ (1)
l(~r)),
which implies that the following diagrams are equal and commute.
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Par~k(~a) ∗ ~r Par~m(~a) ∗ ~r
Par~k(
~b) ∗ ~r Par~m(~b) ∗ ~r
Parf (~a)⊗
P id
Par~k(γ)⊗
N id Par~m(γ)⊗
N id
Parf (~b)⊗
P id
Par~k∗~r(~a ∗ (1)
l(~r)) Par~m∗~r(~a ∗ (1)
l(~r))
Par~k∗~r(
~b ∗ (1)l(~r)) Par~m∗~r(~b ∗ (1)
l(~r))
Parf⊗P id(~a ∗ (1)
l(~r))
Par~k∗~r(γ ⊗
N id) Par~m∗~r(γ ⊗
N id)
Parf⊗P id(~b ∗ (1)
l(~r))
The same statement also holds for tensoring with id on the left.
In particular this implies that if f, g : ~k0 → ~k1 are morphisms in Q1(P ) such that f ∼Par g,
and ~m is a vector, then
(f ⊗1 id) ∼Par (g ⊗1 id)
and
(id⊗1 f) ∼Par (id⊗1 g),
which in turn implies that the monoidal product respects the partition relation. It follows
that the symmetric monoidal structure onQ1(P ) descends to a symmetric monoidal structure
on Q(P ).
• Let P, P ′ be dg-props and let g : P → P ′ be a morphism of dg-props. The functor
g induces a symmetric monoidal functor g⊗ : P⊗ → P ′⊗. Define Q0(g) : Q0(P ) → Q0(P
′)
to be the induced functor.It is the identity on objects and on generators coming from N˜Σ,
and acts by g⊗ on generators coming from P⊗. This functor induces a symmetric monoidal
functor Q(P ) → Q(P ′). To see this, observe that since g is a prop morphism, we have
Q0(g)(f ⊗1 id) = Q0(g)(f)⊗1 id for any morphism in Q0(P ) and Q(Parf(~a)) = Parg⊗(f)(~a)
for any morphism in P⊗. This implies thatQ0(g) descends to a functor Q(g) : Q(P )→ Q(P
′).
Symmetric monoidality of this functor can be seen by observing that
Q(g)(f0)⊗1 Q(g)(f1) = (id⊗1 Q(g)(f1)) ◦ (Q(g)(f0)⊗1 id)
= Q(g)(id⊗1 f1) ◦Q(g)(f0 ⊗1 id) = Q(g) ((id⊗1 f1) ◦ (f0 ⊗1 id)) = Q(g)(f0 ⊗1 f1)
and that since Q(g) is the identity on N˜Σ, the image of the twist morphism in Q(P ) is the
twist morphism in Q(P ′).
Lemma 3.7. The canonical functors P⊗ → Q(P ) and N˜Σ → Q(P ) are symmetric monoidal.
Proof. Let F : P⊗ → Q(P ) be the canonical functor taking a morphism f : ~k → ~m to the
morphism represented by the singleton word f . Note that for g : ~m → ~l another morphism
in P⊗, we have
F (g) ◦ F (f) ∼red F (g ◦ f)
such that this is indeed a functor. Since the twist morphism in Q(P ) lives in ~Sigma, the
functor F takes the twist morphism of P⊗ to the twist morphism of Q(P ). To see that
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F is symmetric monoidal, it is therefore sufficient to observe that for a pair of morphisms
fi : ~k0,i → ~mi, i = 0, 1 in P
⊗, we have
(id⊗P f1) ◦ (f0 ⊗
P id) ∼red f0 ⊗
P f1,
such that F (f0)⊗1 F (f1) = F (f0 ⊗
P f1) in Q(P ). The case for N˜
Σ is identical. 
Observation 3.8. The shuffle and Alexander-Whitney maps introduced in Notation 2.17
are special cases of the partition construction. In particular, if ~k has l(~k) = n, then
sh~k = Par~k(shn) :
~k → (|~k|)
and similarly
AW~k = Par~k(AWn) : (|
~k|)→ ~k.
The partition relations imply that if ~k0 and ~k1 are vectors with l(~k0) = l(~k1) = n and
f = (f1, ..., fn) : ~k0 → ~k1 is a morphism in P
⊗, then the following squares commute.
~k0 ~k1
(|~k0|) (|~k1|)
(|~k0|) (|~k1|)
~k0 ~k1
f
Par~k0(shn) = sh~k0 sh~k1
Parf ((n))
Parf ((n))
AW~k0 AW~k1 = Par~k1(AWn)
f
Observation 3.9. • For any n-tuple f = (f1, ..., fn) of morphisms in P , we have Parf ((1)
n) =
f .
• For a sequence
~k0
f
−→ ~k1
g
−→ ~k2
of morphisms in P⊗, where the l(~ki) = n and ~a ∈ Nn we have Parg(~a) ◦Parf(~a) = Parg◦f (~a).
Definition 3.10. For C a category enriched in bicomplexes, let Tot(C) be the dg-category
whose morphism complexes are the ⊕-totalization of the morphism bicomplexes in C.
Lemma 3.11. There is a natural symmetric monoidal functor F : Tot(Q(P )) → P defined
on objects by taking ~k to |~k|, and on morphisms by taking f = (f1, ..., fn) : ~k → ~m in
P⊗(~k, ~m) to Parf ((n)) : |~k| → |~m| in P , and γ : ~k → ~m in N˜(~k, ~m)i to id|~k| if i = 0 and 0
otherwise.
Proof. It is clear that the assignment is natural in P if it is well-defined, which we now verify.
Given a morphism γ : ~a → ~b in Nn and f = (f1, ..., fn) : ~k → ~m in P
⊗, we must verify that
the diagram
Par~k(~a) Par~m(~a)
Par~k(
~b) Par~m(~b)
Parf (~a)
Par~m(γ)Par~k(γ)
Parf (~b)
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remains commutative after applying F . It is sufficient to assume that γ ∈ N˜(~a,~b)0. But F
takes Par~k(γ) to the identity and we have in general that
ParParf (~a)((l(~a)) = Parf((n))
such that
F (Parf(~a)) = Parf((n)) = F (Parf (~b)),
so F is well defined. To see that F preserves the differentials on each morphism complex,
note that for a morphism
f =
{
~k0
φ0
−→ ~k1
γ0
−→ ~k2
φ1
−→ ...
γm
−→ ~k2m
}
where φi ∈ P⊗(~k2i, ~k2i+1) and γ
i ∈ N˜(~k2i+1, ~k2i+2), the differential is given by
df = (dvγ
m) ◦ φm ◦ ... ◦ γ0 ◦ φ0 + (−1)|γ
m|γm ◦ (dhφ
m) ◦ ... ◦ γ0 ◦ φ0 + ...
+(−1)|γ
m|+|φm|+...+|γ0|γm ◦ φm ◦ ... ◦ γ0 ◦ dhφ
0
In the case that Ff is non-zero (i.e. each |γi| = 0) this differential is identical to the
differential in P . 
Lemma 3.12. Let P be a dg-prop and let ~k, ~m ∈ ObQ(P ). The map
HomTot(Q(P ))(~k, ~m)→ HomP (|~k|, |~m|)
induced by F is a quasi-isomorphism.
Proof. Denote by cvHomP (|~k|, |~m|) the bicomplex which has HomP (|~k|, |~m|) concentrated in
vertical degree 0, and consider the map of bicomplexes
A : cvHomP (|~k|, |~m|) ≃ N˜((|~m|), (|~m|))⊗HomP (|~k|, |~m|)→ HomQ(P )(~k, ~m)
where the left map is the homotopy equivalence taking f ∈ HomP (|~k|, |~m|) to id ⊗ f , and
the right map takes γ ⊗ f to AW~m ◦ γ ◦ f ◦ sh~k. We will show that the totalization of A is a
quasi-isomorphism and a quasi-inverse to the map induced by F on Hom-complexes.
Let f : ~k → ~m with |f | = (d, d′) in Q(P ) be a composition of generators of Q(P ), i.e. f is
represented by an elementary tensor
~k0
φ0
−→ ~k1
γ0
−→ ~k2
φ1
−→ ...
γm−1
−−−→ ~k2m
in Q0(P )(~k, ~m), where φ
i ∈ P⊗(~k2i, ~k2i+1) and γ
i ∈ N˜(~k2i+1, ~k2i+2)0. We write
ni := l(~k2i) = l(~k2i+1).
For such an f , we write G(f) ∈ HomP (|~k0|, |~k2m|) for the morphism
G(f) = Parφm−1((nm−1)) ◦ ... ◦ Parφ0((n0)).
Note that G(f) does not depend on the representative of f . In particular, well-definedness
with respect to ∼Par can be seen by the identity
ParParφ(~a)((l(~a)) = Parφ((n)).
for any φ : ~k → ~m in P⊗ with l(~k) = n.
If for any φ which is represented by an elementary tensor, the homology class of φ is
represented by a composition AW~m ◦ γ˜ ◦ (G(φ)) ◦ sh~k, where γ˜ ∈ N˜((|~m|), (|~m|))d′, then the
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map A above is a quasi-isomorphism after totalizing. Indeed, assume that f ∈ HomQ(P )(~k, ~m)
is a cycle with respect to the vertical differential. It is given by a sum
f = f1 + ...+ fn ∈ HomQ(P )(~k, ~m)d,n.
where each fi is represented by an elementary tensor. We may assume that each fi has the
form AW~m ◦ γi ◦ (G(fi)) ◦ sh~k. Using the contractibility of N˜ , we may in fact assume that
the γi are identical, such that f represents the same vertical homology class as
AW~m ◦ γ ◦ (G(f)) ◦ sh~k
for some γ ∈ N˜((|~m|), (|~m|)). Now the vertical differential acts only on γ, which must be a
cycle, hence a boundary in N˜((|~m|), (|~m|)) unless d = 0, hence this cycle represents a trivial
homology class if d > 0. In the case d = 0, γ = id is a cycle which is not a boundary. It
follows that on homology,
H∗(HomQ(P )(~k, ~m); dv) ≃ HomP (|~k|, |~m|).
We get an isomorphism of E1-pages of the spectral sequence for a double complex:
H∗(N˜((|~m|), (|~m|))⊗HomP (|~k|, |~m|), dv)
∼
−→ H∗(HomQ(P )(~k, ~m); dv)
hence A is a quasi-isomorphism after totalizing. Now, for any f ∈ HomP (k,m) we have
F ◦ Tot(A)(f) = F (AW~m ◦ (f) ◦ sh~k) = f
such that F ◦ Tot(A) is the identity. By the 2-out-of-3 property for quasi-isomorphisms, F
induced quasi-isomorphisms on Hom-complexes.
In the following, for a, b elements of a bicomplex C with |a| = |b| = (d, d′), a vertical
homotopy h : a ≃ b means an element h of C with |h| = (d, d′ + 1) such that dvh = b− a.
We are left to show that each morphism f ∈ HomQ(P )(~k, ~m) which is a composition of
generators admits a homotopy to the desired form. This is done by performing (strong)
induction on the vertical degree d′. For d′ = 0, the morphism f is given a priori by a
sequence of generators
~k0
φ0
−→ ~k1
γ0
−→ ~k2
φ1
−→ ...
γm−1
−−−→ ~k2m
where φi ∈ P⊗(~k2i, ~k2i+1) and γ
i ∈ N˜(~k2i+1, ~k2i+2)0. Write ni := l(~k2i) = l(~k2i+1). To begin,
we may fix for each γi a vertical homotopy c(γi) : γi ≃ AW~k2i+2 ◦ sh~k2i+1. Applying the c(γ
i)
we obtain a new morphism
g = ~k0
φ0
−→ ~k1
AW~k2
◦sh~k1−−−−−−→ ~k2
φ1
−→ ...
AW~k2m
◦sh~k2m−1
−−−−−−−−−−→ ~k2m
equipped with a vertical homotopy f ≃ g. Now repeated application of the relations
~k2i ~k2i+1
(|~k2i|) (|~k2i+1|)
(|~k2i|) (|~k2i+1|)
~k2i ~k2i+1
φi
sh~k2i
sh~k2i+1
Parφi((ni))
Parφi((ni))
AW~k2i
AW~k2i+1
φi
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allows us to rewrite g as the composition
g = AW~k2m ◦ Parφm−1((nm−1)) ◦ (AW~k2m−2 ◦ sh~k2m−2) ◦ ...
... ◦ Parφ1((n1)) ◦ (AW~k2 ◦ sh~k2) ◦ Parφ0((n0)) ◦ sh~k0
Now choose vertical homotopies β~k2i : (AW~k2i ◦ sh~k2i) → id(|~k2i|), giving us a composition of
the desired form. This completes the base case.
For d′ > 0, we may again write f as a sequence of generators
~k0
φ0
−→ ~k1
γ0
−→ ~k2
φ1
−→ ...
γm−1
−−−→ ~k2m
where φi ∈ P⊗(~k2i, ~k2i+1) with ni := l(~k2i) = l(~k2i+1) and now γ
i ∈ N˜(~k2i+1, ~ki+1,0)d′i . We
now consider two cases. Assume first that d′i < d
′ for each i. Let j be the least i such that
|γi| > 0. By our assumption on the d′i, j < m− 1. Write f
′ for the composition
~k2j+2
φj+1
−−→ ~k2j+3
γj+1
−−→ ~kj+2,0
φj+2
−−→ ...
γm−1
−−−→ ~k2m
and write f ′′ for the composition
~k0
φ0
−→ ~k1
γ0
−→ ~k2
φ1
−→ ...
γj
−→ ~k2j+2.
By induction, we may rewrite f ′ and f ′′ up to homotopy as
f ′ ≃ AW~k2m ◦ γ˜
′ ◦ (G(f ′)) ◦ sh~k2j+2
where γ˜′ ∈ N˜((m), (m))d′j+1+...+d′m−1, and
f ′′ ≃ AW~k2j+2 ◦ γ˜
′′ ◦ (G(f ′′)) ◦ sh~k0
where γ˜′′ ∈ N˜((|~k2j+2|), (|~k2j+2|))d′0+...+d′j . Hence we get a vertical homotopy
f ≃ AW~k2m ◦ γ˜
′ ◦ (G(f ′)) ◦ γ˜′′ ◦ (G(f ′′)) ◦ sh~k0
By induction, we may now rewrite
(G(f ′)) ◦ γ˜′′ ◦ (G(f ′′)) ≃ γ˜′′′ ◦ (G(f ′)) ◦ (G(f ′′)) = γ˜′′′ ◦ (G(f))
for some γ˜′′′ ∈ N˜((|~k2m|), (|~k2m|))d′0+...+d′j to obtain a composition of the desired form. This
completes the case when d′i < d
′ for all i.
Finally, assume that there is a j such that d′j = d
′. If j = m − 1, then the result follows
from the base case and contractibility of N˜((|~m|), (|~m|)). Namely, for a morphism f in Q(P )
represented by a sequence of generators
~k0
φ0
−→ ~k1
γ0
−→ ~k2
φ1
−→ ...
γm−1
−−−→ ~k2m
as above, where |γm−1| = d′, we get vertical homotopies
f ≃ γm−1 ◦ AW~k2m−1 ◦ γ
′ ◦ (G(f)) ◦ sh~k0
≃ AW~k2m ◦ γ ◦ (G(f)) ◦ sh~k0
for some γ′ ∈ N˜((|~k2m−1|), (|~k2m−1|))0 and γ ∈ N˜((|~k2m|), (|~k2m|))d′ , where the first homotopy
comes from the base case, and the second by contractibility of N˜((|~m|), (|~m|)).
If j < m − 1, we will provide a vertical homotopy between f and another morphism f ′
for which d′j+1 = d
′. By the above, this will finish the argument. We apply a homotopy
γj ≃ AW~k2j+2 ◦ γ¯
j ◦ sh~k2j+1 where γ¯
j ∈ N˜((|~k2j+2|), (|~k2j+2|))d′. By contractibility, we may
26 ESPEN AUSETH NIELSEN
assume that γ¯j is of the form Par~k2j+2(γ
′
j) for some γ
′
j ∈ N˜((nj+1), (nj+1))d′. To name
a concrete such element, one can use the (higher) homotopies witnessing sh and AW as
mutual homotopy inverses. Now using the relations
(|~k2j+2|) (|~k2j+3|)
(|~k2j+2|) (|~k2j+3|)
Parφj+1((nj))
Par~k2j+2(γ
′
j) Par~k2j+3(γ
′
j)
Parφj+1((nj))
we obtain a composition
f ≃ f ′ =
{
~k′0
φ′0
−→ ~k′1
γ′0
−→ ~k′2
φ′1
−→ ...
γ′m−1
−−−→ ~k′2m
}
where for i 6= j+1 we have ~k′2i =
~k2i and ~k
′
2i+1 =
~k2i+1, for i 6= j+1 we have φ
′i = φi, and for
i 6= j+1, j we have γi = γ′i. Finally, ~k′2j+2 = (|
~k2j |), ~k
′
2j+3 = (|
~k2j+3|), φ
′j+1 = Parφj+1((nj+1)),
γ′j = sh~k2j+1 and γ
′j+1 = γj+1 ◦ AW~k2j+3 ◦ Par~k2j+3(γ
′
j). Collecting the differences between f
and f ′ in a diagram, we have
~k2j+1 ~k2j+2 ~k2j+3 ~k2j+4
(|~k2j+1|) (|~k2j+1|)
(|~k2j+3|) (|~k2j+3|)
(∼)
γj
γ′j = sh~k2j+1
φj+1 γj+1
Par~k2j+2 (γ
′
j)
φ′j+1 = Parφj+1((nj+1))
AW~k2j+2
Parφj+1((nj+1))
Par~k2j+2 (γ
′
j)
AW~k2j+3
γ′j+1
where the square marked (∼) commutes up to vertical homotopy.
We see now that for the composition f ′, |γ′j+1| = d′, and this finishes the argument. 
Recall that for a prop P , a P -algebra is a symmetric monoidal functor Φ: P → Chk and
a Ass⊗ P -algebra is the same as a symmetric monoidal functor P → dgAlgk.
Lemma 3.13. The functor Tot(Q(−)) : dgprop → dgCat⊗ has the property that there is a
natural transformation of functors dgpropop → Cat
α : Fun⊗(−, dgAlgk)→ Fun
⊗(Tot(Q(−)),Chk)
such that αP (Φ)(1) = C(Φ(1)).
Proof. We divide the proof into several steps. First we construct the functors αP (Φ). Then
we show functoriality in Φ. Finally we will show naturality in P .
Step 1: Constructing αP (Φ).
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Let P be a dg-prop, and let Φ: P → dgAlgk be a symmetric monoidal functor. Throughout
this section of the proof, we write A = Φ(1) for ease of notation. We will produce a symmetric
monoidal functor αP (Φ) : Tot(Q(P )) → Chk that sends ~k to C
~k(A) (recall Notation 2.24).
We describe the action of αP (Φ) on morphisms in terms of the generators of Tot(Q(P )). If
f : n→ m is in P , then (f) acts by
C(n)(A) ≃ C(Φ(n))
C(f)
−−→ C(Φ(m)) ≃ C(m)(A).
This determines the action of morphisms in P⊗. Furthermore, N˜ acts according to (the
proof of) Proposition 2.26. This determines how the generators of Tot(Q(P )) act. Note that
the relations ∼red are preserved by this assignment. Furthermore, if f : ~k0 → ~k1 is in P
⊗ and
ψ : ~m0 → ~m1 is in N˜
Σ, we have isomorphisms C
~k0∗~m0(A) = C
~k0(A) ⊗ C ~m0(A), and modulo
these isomorphisms, we have
αP (Φ)(id~m0 ⊗
P f) = idC ~m0 (A) ⊗ αP (Φ)(f)
and
αP (Φ)(φ⊗
N id~k0) = αP (Φ)(ψ)⊗ idC ~k0 (A)
such that the interchange relation is preserved. Since(
idC ~m0 (A) ⊗ αP (Φ)(f)
)
◦
(
αP (Φ)(ψ)⊗ idC ~k0 (A)
)
= (αP (Φ)(f)⊗ αP (Φ)(ψ))
we have
αP (Φ)(f ⊗1 g) = αP (Φ)(f)⊗ αP (Φ)(g)
such that αP (Φ) defines a symmetric monoidal functor Tot(Q1(P ))→ Chk.
To see that this assignment descends to a symmetric monoidal functor Tot(Q(P ))→ Chk,
we are left to verify that the partition relations are preserved. Let f = (f1, ..., fn) : ~k → ~m
be an n-tuple of morphisms in P and let γ : ~a→ ~b be a morphism in Nn. We are will verify
that the relations
Par~k(~a) Par~m(~a)
Par~k(
~b) Par~m(~b)
Parf (~a)
Par~m(γ)Par~k(γ)
Parf (~b)
are preserved under the assignment αP (Φ). There is an isomorphism (see Definition 2.25
and the proof of Proposition 2.26)
αP (Φ)(Par~k(~a)) = C
Par~k(~a)(A)
Nθ−1
~a→ N~a(Bcy(A⊗k1), ..., Bcy(A⊗kn)).
Write N~a(Bcy(A
~k)) for the latter. Consider the following diagrams:
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N~a(Bcy(A
~k)) N~a(Bcy(A~m))
N
~b(Bcy(A
~k)) N
~b(Bcy(A~m))
CPar~k(~a)(A) CPar~m(~a)(A)
N~a(Bcy(A
~k)) N~a(Bcy(A~m))
N~a(Bcy(f))
γBcy(A~m)γBcy(A~k)
N
~b(Bcy(f))
αP (Φ)(Parf (~a))
Nθ−1~aNθ
−1
~a
N~a(Bcy(f))
The left diagram commutes by the definition of N˜ , while the right diagram commutes by the
naturality of the symmetric monoidal structure maps of Bcy. Finally, observe that
αP (Φ)(Par~k(γ)) = Nθ~b ◦ γBcy(A~k) ◦Nθ
−1
~a
Together these facts imply that the relations in Tot(Q(P )) are preserved by the action. To
be precise, we have a commutative diagram
CPar~k(~a)(A) CPar~m(~a)(A)
N~a(Bcy(A
~k)) N~a(Bcy(A~m))
N
~b(Bcy(A
~k)) N
~b(Bcy(A~m))
CPar~k(
~b)(A) CPar~m(
~b)(A)
αP (Φ)(Parf (~a))
Nθ−1~a Nθ
−1
~a
N~a(Bcy(f))
γ
Bcy(A
~k)
γBcy(A~m)
N
~b(Bcy(f))
Nθ~b Nθ~b
αP (Φ)(Parf (~b))
αP (Φ)(Par~k(γ) αP (Φ)(Par~m(γ)
Thus αP (Φ) is a functor from Tot(Q(P )) as claimed.
Step 2: Showing that αP is a functor.
We will notationally identify an object in Fun⊗(Ass ⊗ P,Chk) with its value at 1. Let
φ : A → B be a morphism in Fun⊗(P, dgAlgk). We will produce a natural transformation
αP (A) → αP (B). The component at ~l ∈ Q(P ) is given by applying φ1 : A → B componen-
twise, i.e. αP (φ)~l = C
~l(φ1) : C
~l(A) → C
~l(B). It is sufficient to check naturality against the
generators of Q(P ). If f : n→ m is a morphism in P , then the following diagram commutes
because it commutes before applying C(−).
C(A⊗n) C(B⊗n)
C(A⊗m) C(B⊗m)
C(φn)
C(fB)C(fA)
C(φm)
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Let γ : ~k → ~m be a morphism in N˜ and consider the following diagrams:
C
~k(A) N
~k(Bcy(A))
C
~k(B) N
~k(Bcy(B))
N
~k(Bcy(A)) N ~m(Bcy(A))
N
~k(Bcy(B)) N ~m(Bcy(B))
Nθ−1~k
N
~k(Bcy(φ))C
~k(φ)
Nθ−1~k
Nγ(Bcy(A))
N ~m(Bcy(φ))N
~k(Bcy(φ))
Nγ(Bcy(B))
The left diagram commutes by naturality of the symmetric monoidal structure maps of Bcy
and the right diagram commutes by the definition of N˜ . Since γ acts by
αP (A)(γ) = Nθm ◦N
γ(Bcy(A)) ◦Nθ−1~k
the commutativity of these two families of diagrams implies naturality with respect to the
morphisms in N˜Σ.
Step 3: Showing that α is natural in P .
Let i : P → P ′ be a morphism of dg-props. We need to check commutativity of the diagram
Fun⊗(P ′, dgAlgk) Fun
⊗(Tot(Q(P ′)),Chk)
Fun⊗(P, dgAlgk) Fun
⊗(Tot(Q(P )),Chk)
αP ′
i∗ Tot(Q(i))
∗
αP
Let Φ: P ′ → dgAlgk be a symmetric monoidal functor. We first show that the functors
αP (i
∗Φ) and Tot(Q(i))∗αP ′(Φ) are equal. Since i and Tot(Q(i)) are isomorphisms on objects,
we have
αP (i
∗Φ)(~k) = C
~k(i∗Φ(1)) = C
~k(Φ(1))
and
Tot(Q(i))∗αP ′(Φ)(~k) = αP ′(Φ)(~k) = C
~k(Φ(1))
so they are equal on objects. Let γ : ~k → ~m be a morphism in N˜Σ. Since Tot(Q(i)) is the
identity on N˜Σ, we similarly have
Tot(Q(i))∗αP ′(Φ)(γ) = αP ′(Φ)(γ) = Nθm ◦N
γ(Bcy(Φ(1))) ◦Nθ−1~k
and
αP (i
∗Φ)(γ) = Nθm ◦N
γ(Bcy(i∗Φ(1))) ◦Nθ−1~k = Nθm ◦N
γ(Bcy(Φ(1))) ◦Nθ−1~k
so the action of N˜Σ coincides as well. We now compare the action by a morphism f : k → m
in P . We have
αP (i
∗Φ)(f) : C(k)(Φ(1)) ≃ C(Φ(k))
C(i(f))
−−−−→ C(Φ(m)) ≃ C(m)(Φ(1)).
Notice that αP (i
∗Φ)(f) = αP ′(Φ)(i(f)). Now since Tot(Q(i))(f) = i(f) in Tot(Q(P
′)), we
have
Tot(Q(i))∗αP ′(Φ)(f) = αP ′(Φ)(i(f))
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so the two functors coincide on objects.
Before we verify that the functors also agree on morphisms, we recall a basic fact about
compositions of natural transformations. If C, C′,D are categories, j : C → C ′ is a functor
and α : F ⇒ G : C′ → D is a natural transformation, then the pullback of α along j is given
componentwise by (α ∗ idj)c = αj(c).
For a morphism ψ : Φ→ Ψ, we have the natural transformations
αP (i
∗ψ) : αP (i
∗Φ)→ αP (i
∗Ψ)
and
Tot(Q(i))∗αP ′(ψ) : Tot(Q(i))
∗αP ′(Φ)→ Tot(Q(i))
∗αP ′(Ψ)
of functors Tot(Q(P )) → Chk. It is sufficient to check that they coincide on components.
Let ~k be an object of Tot(Q(P )). Then since i is the identity on objects, we get
αP (i
∗ψ)(~k) = C
~k(i∗ψ(1)) = C
~k(ψ(1))
and
Tot(Q(i))∗αP ′(ψ)(~k) = αP ′(ψ)(~k) = C
~k(ψ(1))
so they are equal. 
Proof of Theorem A: Define (˜−) : dgprop → dgprop to be the functor taking a dg-prop P
to the full subcategory of Tot(Q(P )) generated by the objects {(1)n}n≥0. To see that this
defines a functor, recall from Construction 3.6 that for a morphism of dg-props P → P ′,
the induced symmetric monoidal functor Tot(Q(P ))→ Tot(Q(P ′)) is the identity on object
monoids, hence it restricts to a prop morphism P˜ → P˜ ′.
The natural quasi-equivalence (˜−)→ id.
Let F |
P˜
: P˜ → P be the composition
P˜ →֒ Tot(Q(P ))
F
−→ P
It is clear that F |P˜ induces an isomorphism on object monoids. By Lemma 3.12, F |P˜ also
induces quasi-isomorphisms on Hom-complexes, hence it is a quasi-equivalence. Naturality
of F and the inclusion P˜ → Tot(Q(P )) imply that F |P˜ is a natural quasi-equivalence.
The natural transformation α˜.
To produce the natural transformation α˜, we use the transformation α from Lemma 3.13.
Recall that there is an equivalence of categories
Fun⊗(Ass⊗ P,Chk) ≃ Fun
⊗(P, dgAlgk).
The natural inclusion i : (˜−)→ Tot(Q(−)) gives us a natural transformation
i∗ : Fun⊗(Tot(Q(−)),Chk)→ Fun
⊗((˜−),Chk)
and we define α˜ to be the composition
α˜ = i∗ ◦ α : Fun⊗(Ass⊗−,Chk)→ Fun
⊗((˜−),Chk).
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Because α˜ is a restriction of α, we have that for any prop P , and symmetric monoidal functor
Φ: Ass⊗ P → Chk, there is an equality α˜P (Φ)(1) = αP (Φ)(1) = C(Φ(1)), hence α˜ has the
stated properties.

Example 3.14. Consider the example P = CHopf , the prop encoding a commutative Hopf
algebra structure. Note that every morphism in CHopf is an algebra homomorphism, hence
we have an equivalence Ass ⊗ CHopf ≃ CHopf and Theorem A gives a recipe for the
natural coherent commutative Hopf algebra structure on Hochschild chains of commutative
Hopf algebras. In particular, C˜Hopf is generated in degree 0 by the morphisms
()
η
−→ (1)
(1, 1)
sh
−→ (2)
m
−→ (1)
(1)
ǫ
−→ ()
(1)
∆
−→ (2)
AW
−−→ (1, 1)
(1)
S
−→ (1)
An example of a generator in degree 1 is the bialgebra relation, in which we need the
homotopy θ ∈ N˜Σ((2, 2), (2, 2))1 to interpolate between the upper and lower legs of the
diagram. Here F ∈ Σ4 is the transposition (2, 3).
(1, 1) (2, 2) (1, 1, 1, 1)
(2) (4) (2, 2)
(1) (2) (1, 1)
θ =⇒
(∆,∆)
sh
F ◦ (AW,AW )
Par(2,2)(sh) (sh, sh)
Par(∆,∆)((2))
m
Par(2,2)(AW ) ◦ F∗
Par(m,m)((2)) ◦ F∗ (m,m)
(∆) AW
In a similar way, we need the contraction α(1,1) : AW ◦ sh ≃ id ∈ N˜
Σ((1, 1), (1, 1)) for the
antipode diagrams.
Note that C˜Hopf still has a strictly commutative multiplication. If CEnHopf encodes
commutative and En-cocommutative Hopf algebras, then ˜CEnHopf will also be En cocom-
mutative for n ≤ ∞, but if CCHopf is the prop encoding a Hopf algebra structure which
is both commutative and cocommutative, then ˜CCHopf is strictly commutative but only
E∞-cocommutative, since AW is not a symmetric monoidal transformation.
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