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Resumen| Este trabajo se centra en el calculo,
de forma concurrente, de multiples sistemas lineales
denidos por matrices densas de una dimension me-
dia. Se considera una solucion basada en la fac-
torizacion de Cholesky y su implementacion sobre
plataformas GPUs. Este tipo de problema algebraico
forma parte de distintos modelos de procesamiento de
imagen, y ademas exhibe distintos niveles de parale-
lismo que pueden ser explotados muy ecientemente
por las GPUs. En este trabajo, como aplicacion del
problema, nos centramos en la deteccion de anomalas
sobre imagenes hiperespectrales, lo que supone una
importante tarea en la explotacion de este tipo de
imagenes obtenidas en la observacion de la Tierra.
Concretamente, consideramos la version local del am-
pliamente usado algoritmo RX (Reed-Xiaoli), deno-
tado como LRX, en el que una de sus etapas mas
costosas consiste en la solucion, para cada pxel de la
imagen, de un sistema lineal cuyas dimensiones coin-
ciden con el numero de bandas de la imagen. En este
contexto se describe y evalua la solucion de multiples
de sistemas lineales en GPUs, y se comprueba el factor
de aceleracion obtenido con la implementacion propu-
esta en este trabajo.
Palabras clave| Factorizacion de Cholesky, Com-
putacion GPU, Deteccion de anomalas, Imagenes
hiperespectrales , Algoritmo RX.
I. Introduccion
LA factorizacion de Cholesky es un metodo al-gebraico ampliamente usado para la resolucion
numerica de sistemas lineales de ecuaciones cuya ma-
triz es simetrica y denida positiva (SPD) [1, 2].
Varias implementaciones por bloques de este metodo
estan disponible en gran variedad de libreras al-
gebraicas de uso tan extendido como LAPACK1,
MKL2 y recientemente MAGMA3 que incluye una
implementacion hbrida CPU-GPU de esta factor-
izacion. Cabe destacar que todas estas implementa-
ciones estan dise~nadas para acelerar el calculo de una
unica factorizacion aplicada a matrices de grandes
dimensiones [3].
Por otra parte, existen aplicaciones que requieren
un esquema de calculo diferente, donde es necesario
resolver muchos sistemas lineales independientes de
dimension peque~na o media. Las operaciones de
algebra lineal relacionadas con este esquema parti-
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cular, se identican como batched en el contexto de
la computacion en GPU [4]. Dos niveles de para-
lelismo pueden ser explotados en este tipo de solu-
ciones: (1) el paralelismo de la solucion estandar de
cada sistema que esta limitado por las dependencias
de datos y el tama~no del problema; y (2) la con-
currencia intrnseca a la solucion de multiples sis-
temas lineales. Existen algunas referencias que anal-
izan la solucion multiple de sistemas en GPUs [5].
Cabe destacar que las plataformas GPUs permiten
explotar ecazmente ambos tipos de paralelismo si
las dimensiones de los sistemas no son excesivas. De
esta forma, si las dimensiones de las matrices son
peque~nas cada sistema podra ser resuelto por un hilo
de la GPU. En cambio, si la dimension es media sera
necesario que los hilos de un bloque colaboren en la
solucion de cada sistema; y si la dimension es grande
entonces sera necesario que todos los hilos colaboren
en la solucion de un unico sistema y por tanto el se-
gundo nivel de paralelismo mencionado no podra ser
explotado en la GPU.
En este trabajo, se analiza una version CUDA de la
solucion de multiples sistemas lineales de dimension
media basada en la factorizacion de Cholesky (en lo
sucesivo, CuBCholS) para GPUs de NVIDIA [6, 7].
Con este proposito, como caso de estudio nos cen-
tramos en una aplicacion de procesado de imagenes
hiperespectrales. Este campo se caracteriza por
trabajar con imagenes de teledeteccion compuestas
por cientos de canales diferentes (correspondientes
a diferentes longitudes de onda) para una area en la
supercie de la Tierra. Estos datos suponen enormes
posibilidades desde el punto de vista de la obser-
vacion de la Tierra, pero su procesamiento presenta
altos requerimientos computacionales. Para hacer
frente a estos problemas con una alta carga computa-
cional, se hace necesario el uso y el aprovechamiento
eciente de arquitecturas de alto rendimiento, tales
como las actuales plataformas de procesamiento
graco o GPUs.
En la proxima seccion se analizan los aspectos mas
importantes de la implementacion de CuBCholS en
GPUs. A continuacion, la Seccion III se centra en el
algoritmo RX local para la deteccion de anomalas en
imagenes hiperespectrales, usado como un prototipo
de aplicacion de la librera que se propone en este
trabajo. La Seccion IV analiza y describe los princi-
pales detalles de la implementacion y evaluacion ex-
perimental con una tarjeta GPU NVIDIA GeForce
GTX 680, resumiendo la evaluacion del rendimiento
alcanzado por CuBCholS en el contexto de la apli-
cacion descrito en la seccion previa. Para nalizar,
la Seccion V destaca las principales conclusiones y
trabajos futuros.
II. Solucion de multiples sistemas en GPUs
basado en la factorizacion de Cholesky
Dada una matriz A 2 Rnn simetrica y denida
positiva, la factorizacion de Cholesky calcula la de-
scomposicion A = LLT , donde L 2 Rnn es trian-
gular inferior, por tanto permite expresar la solucion
del sistema lineal Ax = b en la solucion de dos sis-
temas triangulares [1].
El siguiente algoritmo calcula la factorizacion de
Cholesky [8]:
for (i=1; in; i++) f
for (sum=A[i][j], j=i; jn; j++) f
for (k=i-1; k1; k- -)
sum -= A[i][k]*A[j][k];
if (i = j) f
if (sum  0.0) error;
p[i]=sqrt(sum);
g else A[j][i]=sum/p[i];
g
g
Una vez que la matriz ha sido factorizada, la ma-
triz triangular L calculada se almacena en dos estruc-
turas, la triangular de A y los elementos diagonales
en el vector p. Con estos elementos, para completar
la solucion es necesario resolver sucesivamente dos
sistemas triangulares. Se pueden resolver ambos sis-
temas por sustitucion de la siguiente manera:
for (i=1; in; i++) f
for (sum=b[i],k=i-1; k1; k- -)
sum-=A[i][k]*x[k];
x[i]=sum/p[i];
g
for (i=n; i1; i- -) f
for (sum=x[i],k=i+1; kn; k++)
sum-=A[k][i]*x[k];
x[i]=sum/p[i];
g
En este trabajo, nuestro interes se centra en esce-
narios en los que es necesario resolver cientos o miles
de sistemas lineales densos (SPD) de dimension me-
dia (concretamente, 50  n  500) utilizando la fac-
torizacion de Cholesky. Por lo tanto, este tipo de
problemas tiene una alta carga computacional, por
lo que se hace necesaria la explotacion de platafor-
mas de alto rendimiento.
En este trabajo, se propone una implementacion
batched para resolver estos sistemas de forma si-
multanea en una GPU, por lo que se propone crear
una nueva rutina denominada (CuBCholS). Por esto,
se desarrolla este algoritmo que aprovecha los recur-
sos de computacion de la GPU para realizar el calculo
concurrentemente de cientos de sistemas lineales in-
dependientes.
La implementacion de la rutina CuBCholS en GPU
explota dos niveles de paralelismo: (1) internamente,
cada sistema se puede descomponer en una serie de
tareas con dependencias entre ellas, y (2) externa-
mente, el calculo de los sistemas lineales se puede
realizar de forma independiente.
De acuerdo con este esquema, en nuestra imple-
mentacion GPU de la resolucion de sistemas, cada
bloque CUDA calcula una factorizacion de Cholesky
y resuelve el sistema correspondiente. De esta forma,
cada bloque de CUDA tiene un tama~no igual al de
las matrices de los sistemas, con lo que cada hilo
realizara las operaciones correspondientes a un ele-
mento de la columna de dichos sistemas, repitiendo el
proceso para cada la de los mismos con el objetivo
de satisfacer las dependencias de datos existentes.
Cabe destacar que en este contexto, con el obje-
tivo de optimizar la intensidad aritmetica del algo-
ritmo [5], se ha expresado la solucion de los sis-
temas integrando la factorizacion de Cholesky con la
solucion del primer sistema triangular, de esta forma,
se puede explotar de manera eciente el uso de la
memoria compartida de la GPU. Para terminar, se
resuelve el segundo de los sistemas obteniendo como
resultado el vector x con la solucion.
A continuacion, se analiza un caso de estudio en
el campo del procesado de imagenes hiperespectrales
ya que una de las fases que consume mas recursos
computacionales corresponde a la solucion multiple
de sistemas de ecuaciones. Es en este contexto donde
se motiva y evalua nuestra rutina CuBCholS.
III. RX Local basado en CuBCholS
Una imagen hiperespectral es obtenida por un dis-
positivo de teledeteccion o sensor hiperespectral y
sus pxeles se caracterizan por incluir informacion
de un conjunto de bandas o longitudes de onda. A
esta informacion se le denomina la rma espectral de
cada pxel, y caracteriza de forma unica al elemento
asociado a ese pxel. Nuestro interes se centra en la
deteccion de anomalas en este tipo de imagenes, lo
que trata la identicacion, sin conocimiento a priori
sobre la imagen, de un conjunto reducido de pxeles
cuya rma espectral es anomala cuando se compara
con la de los pxeles que le rodean. Este tipo de
procesado es importante, por ejemplo para la de-
teccion de incendios o puntos termales [9, 10]. La
imagenes hiperespectrales estan caracterizadas por
las dimensiones espaciales en numero de pxeles (lc
donde l representa el numero de lneas de la imagen
y c el numero de pxeles que componen cada lnea)
y el numero de bandas de la rma espectral (b).
El algoritmo RX, desarrollado por Reed y Xiaoli,
es un detector de anomalas ampliamente usado que
ha demostrado ser ecaz en imagenes hiperespec-
trales [11, 14]. El algoritmo RX compara la rma
de cada pxel con la del resto de pxeles de la imagen
mediante el calculo de la distancia de Mahalanobis
[12]. De esta forma, para cada pxel se asocia un
valor, (x), que representa una valoracion de la dis-
crepancia entre la rma espectral del pxel y de las
rmas del resto de pxeles de la imagen.
En este trabajo consideramos la version local del
algoritmo RX denominada RX local o LRX, descrita
en [13,15,16] que es especialmente adecuada para la
localizacion de anomalas de peque~nas dimensiones o
sub-pxel. El algoritmo LRX dene una ventana de
tama~no    centrada en cada pxel x, y evalua la
distancia de Mahalanobis para el pxel central (pxel
bajo estudio) con el resto de la ventana mediante la
siguiente expresion:
LRX (x) = x
TR(x)
 1
x; (1)
donde R es la matriz de correlacion y x es la rma
espectral del pxel (es decir un vector de dimension
igual al numero de bandas de la imagen, b).
Teniendo en cuenta esta descripcion, el algoritmo
LRX se puede considerar como un proceso iterativo
de tres etapas aplicado a cada pxel de la imagen (x):
1. Calculo de las matrices de correlacion R(x)
[18].
2. Computacion del vector intermedio y(x) =
R 1x, con el objetivo de evitar el calculo de
la inversa de forma explcita. Esta etapa es ex-
presada en terminos de la solucion de multiples
sistemas de ecuaciones lineales, ya que para cada
pxel se debe resolver un sistema de dimension
b  b. Las matrices de correlacion R(x)
son simetricas y denidas positivas, por tanto
la solucion basada en la descomposicion de
Cholesky es la mas ventajosa en terminos de
coste computacional [1, 8, 17].
3. Calculo del ltro de salida (x) = xTy que aso-
cia un valor positivo a cada pxel cuya magnitud
es proporcional a la probabilidad de que el pxel
forme parte de una anomala en la imagen. Esta
fase consiste en calcular un producto escalar de
vectores de dimension b para cada pxel.
Las etapas (1) y (2) requieren recursos computa-
cionales muy elevados, ya que por cada pxel de la
imagen se necesita reservar espacio en memoria para
almacenar una matriz densa de dimension b y com-
putar cada matriz de correlacion, mas la solucion
del sistema correspondiente. Teniendo en cuenta
las dimensiones tpicas de las imagenes hiperespec-
trales que se procesan actualmente (64 . c . 4096),
la arquitectura de las modernas GPUs ofrecen su-
cientes recursos para procesar concurrentemente el
algoritmo LRX para los pxeles de una o varias lneas
de la imagen. El kernel GPU de la primera etapa
se estructura de forma que los hilos de cada bloque
colaboran para calcular la matriz R(x), de esta
manera, se activan tantos bloques como pxeles se
procesan concurrentemente. Una vez que se obtienen
las correspondientes matrices de correlacion de cada
pxel, se ejecuta el kernel CuBCholS para resolver
los multiples sistemas con un esquema similar, es
decir, cada bloque de hilos resuelve cada sistema,
activando de nuevo el mismo numero de bloques.
Cabe destacar que en esta aplicacion de la rutina
R(x), no es necesario incluir procesos de comuni-
cacion GPU-CPU que tanto penalizan el rendimiento
de este tipo de plataformas, ya que las matrices se
calculan en la GPU y se almacenan en su memoria
global.
IV. Evaluacion Experimental
La evaluacion de CuBCholS se ha llevado a cabo en
una plataforma equipada con un procesador multi-
core Intel Xeon E5640 (2.67 GHz) con 12 GB de
memoria RAM. La GPU que se conecta al sistema es
una tarjeta NVIDIA GeForce GTX 680 (con la arqui-
tectura GK104 tambien conocida como Kepler) [19],
con 8 multiprocesadores y 192 nucleos por multi-
procesador (dispone de un total de 1536 cores), fre-
cuencia de reloj 1.06 GHz, y 2 GB de memoria global.
Para evaluar el rendimiento de CuBCholS, hemos
considerado una imagen real adquirida por el sensor
AVIRIS, operado por el Jet Propulsion Laboratory de
NASA. La imagen fue tomada el 16 de septiembre de
2001, justo 5 das despues de los ataques terroristas
sobre elWorld Trade Center. La imagen original esta
descrita en [20]. Consideramos unas dimensiones es-
paciales de 512512 pxeles y 224 bandas, por tanto,
de acuerdo con la notacion que hemos introducido
tenemos l = 512, c = 512 y b = 224. Ademas, a par-
tir de esta imagen tambien hemos construido otros
tests variando el numero de bandas y el numero de
columnas con el objetivo de evaluar nuestra rutina
CuBCholS.
La Tabla I muestra los resultados obtenidos
al evaluar la implementacion de nuestra rutina
CuBCholS ejecutada en la GPU, frente a una imple-
mentacion en secuencial de la misma funcion usando
un core de la CPU. Para esto y como estudio prelimi-
nar, partiendo de la imagen descrita anteriormente,
la rutina ha sido evaluada para el procesado de una
lnea de la imagen, no solo teniendo en cuenta to-
das las columnas y todas las bandas de la imagen,
sino que tambien han sido consideradas versiones re-
ducidas de las imagenes test con distintos valores de
columnas (c, numero de sistemas a resolver) y de
bandas (b, dimension de los sistemas).
Aunque los tiempos de ejecucion son peque~nos, los
resultados de la Tabla I nos muestran que se ha re-
ducido el tiempo de computo con un factor de acel-
eracion que va desde 10 a 13; 9. Tengase en cuenta
que las imagenes reales estan compuestas por cien-
tos o miles de lneas (l), y por tanto el tiempo de
procesamiento para la segunda etapa de LRX es de
varios ordenes de magnitud superior al mostrado en
la Tabla I. Por tanto, CuBCholS supone una mejora
signicativa para el algoritmo LRX ya que resuelve la
etapa mas costosa dentro del mismo, lo que demues-
tra los benecios del uso de la rutina CuBCholS sobre
una GPU, y justica su desarrollo e implementacion.
V. Conclusiones
Este trabajo describe y estudia una nueva imple-
mentacion de solucion de multiples sistemas lineales
de dimensiones medias, cuya solucion se basa en
la factorizacion de Cholesky. Esta implementacion,
denominada CuBCholS, es especialmente apropiada
TABLA I
Tiempo de computo (en milisegundos) para las etapas mas importantes de LRX, en el procesado de una lnea de
la imagen hiperespectral real WTC, usando diferente numero de bandas (b) y de columnas (c).
columnas bandas CuBCholS(GPU) Solucion Cholesky (CPU) SpeedUp
512
128 36,5 508,3 13,9 
160 66,1 685,2 10,3 
192 121,9 1501,4 12,3 
224 155,6 2030,2 13,1 
256
128 18,2 254,4 13,9 
160 32,4 342,8 10,5 
192 61,2 751,3 12,3 
224 84,6 1015,2 12,1 
128
128 10,8 127,9 11,8 
160 16,1 171,4 10,1 
192 31,4 375,6 11,9 
224 42,9 507,7 11,8 
para resolver cientos de sistemas lineales denidos
positivos de tama~no medio. En nuestra imple-
mentacion, asignamos cada una de las factorizaciones
de Cholesky junto con su correspondiente resolucion
del sistema lineal, a un bloque CUDA de la GPU.
CuBCholS es aplicada y evaluada en el contexto de la
deteccion de anomalas sobre una imagen hiperespec-
tral real, basada en el algoritmo LRX. Los resultados
preliminares muestran la ventaja de usar esta rutina
en terminos de rendimiento, incluso con imagenes de
reducidas dimensiones. En este caso, hemos desarrol-
lado una implementacion a medida, que cumple con
los requisitos especcos que requiere el procesado
de imagenes hiperespectrales, que ha sido el objeto
de este trabajo. Como lnea de trabajo futura, se
pretende generalizar esta rutina para que sea valida
para otras aplicaciones que muestren como requisitos
la solucion de multiples sistemas independientes. En
esta lnea, se pretende exibilizar la rutina para que
se pueda adaptar a distintos tama~nos de problemas,
de acuerdo con la carga computacional de la apli-
cacion y los recursos computacionales disponibles en
la plataforma GPU especica.
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