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5BEVEZETÉS
Az alábbiakban valós elemű mátrixok Moore-Penrose-féle általáno­
sított inverzével foglalkozunk. Összefoglalást adunk ezek fonto­
sabb alapvető tualjdonságairól, majd néhány számítástechnikai 
eljárást ismertetünk ezek numerikus előállítására. A közölt ál­
lítások egy részének a bizonyítását is megadjuk.
1. A MOORE-PENROSE-FÉLE ÁLTALÁNOSÍTOTT INVERZ FOGALMA, 
ELŐÁLLÍTÁSA
Nemszinguláris négyzetes mátrixu Ax = b lineáris egyetlen­
rendszer egyértelmű megoldását adja az x = A-1 .b vektor, ahol 
A"1 az A mátrix inverze.
Téglalapmátrixu lineáris egyenletrendszereknek általában nincs 
egyértelmű megoldásuk, hanem alulhatározott esetben (kevesebb 
független és egymásnak nem ellentmondó egyenlet, mint ahány 
ismeretlen) általában végtelen sok megoldásuk van, tulhatá- 
rozott esetben (több - egymásnak ellentmondó - egyenlet, mint 
ahány ismeretlen) pedig egy sincs. Az ilyen egyenletrendsze­
rek mátrixának közönséges értelemben vett inverzéről nem be- 
széhetünk. Definiálhatjuk azonban az A téglalapmátrix álta­
lánosított inverzét A+-et úgy, hogy az az Ax = b téglalap­
mátrixu lineáris egyetlenrendszer un. normál megoldását adja 
meg x = A+.b alakban. Normál megoldásnak nevezzük azt az x 
vektort, amely a következő tulajdonságokkal rendelkezik:
1. / Alulhatározott egyenletrendszer esetén minimalizálj a
Tx .x -et az Ax = b feltétel teljesülése mellett.
2. / Tulhatározott egyenletrendszer esetén minimalizálja
(Ax-b)T. (Ax-b)-t.
6Az igy definiált Moore-Penrose-féle általánosított inverz 
ti 1 □ , C 2 I eleget tesz az
AA+A = A (AA+)T = AA+
A+AA+= A+ (A+A)T = A+A
összefüggéseknek (Penrose-lemma).
Egy mxn-es A mátrixot maximális rangúnak nevezünk, ha a 
rángj a r (A )=min(m,n).
Először az ilyen mátrixokra számítjuk ki az általánosított 
inverzét explicit alakban az előbbiekben leirt minimalizálá 
si feltételek alapján.
1./ Legyen A mxn -es mátrix, m<n és r(A) = m.
A fenti feltételes szélső értéket az T Tf(x) = x .x+z (Ax-b) függvény szélső értéke adja meg 
ahol z a Lagrange-féle multiplikátor.
A = 0  (i=l, . ..,n) és IJ- = 0  ( j=l,. . . ,m)
i jfeltételekből kapjuk a
2 x + A T z = 0 
Ax-b = 0
egyenletrendszert. Az első egyenletet balról A-val, 
i a második 2-vel beszorozva és a két egyenletet egy­
másból kivonva kapjuk az
AA^z + 2b = 0
Tegyenletet. Mivel A maximális rangú, ezért AA 
mxm-es nemszinguláris mátrix, tehát z kifejezhető 
ez utóbbi egyenletből:
z = -2(AAT)"!b
Visszahelyettesítve ezt az első egyenletbe kapjuk 
x -et:
x = AT (AAT)"1.b
7A kapott x a normál megoldás, az A mátrix álta-j ip iplánositott inverze tehát A = A (AA )_1 .
Az x -et az f függvénybe behelyettesitve kapjukT , ,x .x minimumát az Ax=b feltetel teljesülése mel­
lett :
f ( x ) = bT(AAT )_1 b.
2./ Legyen A mxn -es mátrix m>n és r(A) = n.
Minimalizálni akarjuk Ax b -tol való eltérése nor- 
májának négyzetét, az f(x) = (Ax-b) .(Ax-b) függ­
vényt.
d fA -r-- = 0 (i=l,..., n) feltételből adódik az3x .1
T TA Ax-A b = 0 egyenlet, amelyből, kihasználva, hogy
TA maximális rangú, tehát A A nemszingulárLs, x 
kifejezhető:
x = (ATA)"1ATb.
Ez az eredeti egyenletrendszer normál megoldása, az 
A mátrix Moore-Penrose-féle általánosított inverze 
tehát
= (A" A)'1. A
Behelyettesitve kapjuk f minimumát:
f (x ) = bT(E -AA+ )b = bTCE -A(ATA)'1 AT:b. — — m — m -
Tetszésszerinti téglalapmátrix azonban nem maximális 
rangú, de bizonyítás nélkül közöljük, hogy két maxi­
mális rangú mátrix szorzatára bontható valamilyen 
rangszámmeghatározó eljárással.
8Megmutatjuk, hogy ha az A mxn-es téglalapmátrix rang­
ja k<min(m,n), és A=B.C, ahol B és C maximális 
rangú mxk -s ill. kxn -es mátrixok, akkor A+=C+.B+ 
vagyis A+=CT( CCT )_1 . (BTB )-1 BT.
B i z o n y í t á s  :
A Penrose-lemma alapján
4* +  +A = A BCA
_l_ T TMegmutatható, hogy A B = C (CC )’’ és
CA+ = (b t b P  bt.
Bizonyítsuk be pl. az utóbbi egyenlőséget.
Fennáll:
BCA+ = AA+ = (AT+AT )T = AT+AT = AT+CTBT 
(L. a következő fejezetben a 3.sz. pontot).
T TC B -vei balról beszorozva
T T + T T T+ T T T T C B  BCA = C B  A C B  = C B
T T-!-(B B)"} C -tel balról beszorozva
( b t b r1 . ct+ctbt b c a+ = (bt b )'1c t+c tbt
Ez azonban éppen az állitás bizonyítását adja,T+ T , , +ugyanis C C = , továbbá B B = E^, hiszen
ezek maximális fangu mátrixok, és az általánosított 
inverzük explicit felírásából a két utóbbi egyenlő­
ség következik.
Szinguláris nxn -es négyzetes mátrixok általánosí­
tott inverzét szintén az előbb látott módon állít­
hatjuk elő. Legyen A ilyen mátrix, rangja k<n. 
Ekkor A felbontható A = B.C alakban, ahol B 
nxk-s, C kxn -es maximális rangú mátrix. A fenti­
ek alapján A = C+B+.
92. A MOORE-PENROSE-FÉLE ÁLTALÁNOSÍTOTT INVERZ NÉHÁNY ALAPVETŐ 
TULAJDONSÁGA
A továbbiakban, mielőtt rátérnénk az általánositott inverz 
kiszámítására szolgáló numerikus eljárások ismertetésére, 
néhány alapvető, egyszerű összefüggést ismertetünk bizonyí­
tás nélkül, amelyek mátrixok általánositott inverzére vonat 
koznak.
1./ Az általánositott inverz rangja megegyezik az ere­
deti mátrix rangjával: r(A+) = r(A).
2./ Négyzetes, reguláris mátrix általánositott inverze 
megegyezik közönséges értelemben vett inverzével:
3./ A traszponálás és az általánositott inverz képzé- 
sének sorrendje felcserélhető: (A ) = (A ) .
(Ezt a fentiekben már kihasználtuk).
4./ Az általánositott inverz általánositott inverze az 
eredeti mátrix: (A+)+ = A.
5./ Skalár (lxl -es mátrix) általánositott inverze a 
következő:
ha a=0
egyébként.
6 ./ Oszlopvektor (nxl -es mátrix) általánositott inver 
zét a következőképpen kapjuk meg:
 ^ 0 ha ||r|| = 0+r = .
T*r egyébként.
A képletben szereplő || || euklidesi normát je­
lent.
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Legyen
B =
A ' 
0 ,
akkor B+ = CA+,
Legyen
C =
A 0 
.0 B-
akkor C+ =
A+0 
0 B
0 a zérusmátrixot jelenti)
O a zérusmátrix, C blokkokra 
van bontva),
9./ Ha a mátrix elemeit úgy változtatjuk, hogy közben 
a mátrix rangja megváltozik, az általánosított in­
verz elemei nemfolytonosan változnak C3 3.
(Legyen pl.
A
A+
1 X
2 0
_1 QJ
0 0
1 _0
X
4
4
ha x=t=0 ,
0.2 
0.2 , 
x
akkor
ha x->-0, akkor A+ -nek nincs véges határértéke, 
x= 0 -nál pedig
rl/6 1/3 1 / 6
A
0 0 0
10./ Minden (valós vagy komplex elemű) mátrixnak létezik 
Moore-Penrose-féle általánosított inverze, és az 
egyértelmű.
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3. NUMERIKUS ELJÁRÁSOK A MOORE-PENROSE-FÉLE ÁLTALÁNOSÍTOTT 
INVERZ KISZÁMÍTÁSÁRA
A továbbiakban a Moore-Penrose-féle inverz kiszámitására 
néhány numerikus eljárást ismertetünk. Csak direkt eljárások­
kal foglalkozunk. Ezek az eljárások kihasználják a Moore- 
Penrose-féle inverznek az előzőkben leirt tulajdonságait, 
illetve azokon alapulnak.
Tekintsük először a maximális rangú téglalapmátrixokat.
1. / Az előző pontban ismertetett 3. számú tulajdonság
miatt elegendő pl. a tulhatározott esetre szorítkozni.
j rp ijiAz erre az esetre vonatkozó A = (A A )-1 .A képlet
Tegyszerűen kezelhető, A A szimmetrikus pozitiv de­
finit mátrix, inverze egyszerűen megkapható bármelyik_ _ _ Tmatrix mvertalo eljárással, és A -vei jobbról szo­
rozva máris megkaphatjuk A+ -et.
2. / Egy másik lehetőség a Householder-féle ortogonalizá-
lási eljárással [1+3 történő mátrix felbontás.
Ez esetben az A mátrixot A=V.A alakban bontjuk fel, 
ahol V ortogonális mátrix, A-nak pedig a "főátló­
ja" alatt csupa 0 eleme van, tehát a nemzérus része 
trianguláris. A felbontást egy ábrával bemutatva
\ x ° \  X°
A = V • 0 \ •J o \ \
0 0
_  ^ + —+ TA felbontás alapjan A = A .V , ámde az előző pont­
ban emlitett 2. és 7. tulajdonság alapján 
Ä+ = :Ä° ‘*',0 3, Ä° ■*■ kiszámítása pedig nem okoz prob­
lémát, mert Ä° trianguláris.
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Az előbb emlitett Householder-féle ortogonalizálási 
eljárás az adott mxn -es A mátrixnak balról soro­
zatosan olyan mxm -es Q, 1 T= E — ± . u u h --- (k=l,...,n)
' beszorzását
U1 = Uk
Uk = ak,k-t‘Cf
Uk+1 ak+l,k
= 0
1/2
um = a im,k
a = ak ,k+‘ ’+am,
h = t. a1/2 (t. a1/2 -
t = -sign(ak k^ )
Kiindulva az A =Ao mátrixból, az
k -adik oszlopának k-adik eleme
‘k,k)=-Uk-ta‘/2
Ak=Qk -Ak_i mátrix
a, , =t. a 1/2 , az k,k
alatta lévő elemek mind zérussal egyenlők. Az egymás 
utáni lépések az előző lépések által kapott "főátló 
alatti" zérusokat nem rontják el. Az n-edik lépés
után kapott A =Q .A .=Q .Q , ^ n n n- 1  n n- 1
Q = Qn*Qn-l Qi -et veve, az
, Q,A -ból 1 o
A = Q .A„ -ból n o
A„ = Q-A o n a kivánt felbontást adja.
Maximális rangú mátrixok általánosított inverzének 
kiszámításánál a rangszámmeghatározás nem okoz prob­
lémát, a fenti ortogonalizálási eljárás stabilitásá­
nak növelése érdekében mégis célszerű oszlopkiválasz­
tást alkalmazni a k-adik k+l-edik, stb. n-edik 
oszlopok közül olyan szempont szerint, hogy a maxi­
mális legyen. így az A=VAP felbontást kapjuk, ahol P 
permutációs mátrix /amelyet természetesen csak egy, + —h Tvektor segitságevel tárolunk/. Ebből A =PA V .
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Nem maximális rangú mátrixok esetén első lépés a rang 
szám meghatározása, amely egyben egy maximális rangú 
mátrixok szorzatára való felbontást is ad. /Minden 
esetre olyan rangszámmeghatározó algoritmus alkalma­
zása célszerű, amely egyben a kivánt faktorizációt is 
szolgáltatja/.
Ezzel az általánosított inverz kiszámításának a prob­
lémáját elvileg megoldottuk, hiszen a felbontásban 
kapott tényezők általánosított inverzének fordított 
sorrendben vett szorzata éppen a keresett általánosí­
tott inverz mátrixot adja.
Tekintsük át a feladat gyakorlati megoldásának néhány 
lehetőségét.
1./ Bontsuk tényezőkre az A mátrixot a Gauss-féle elimi 
náció segítségével, foelemkiválasztással. A ténylege­
sen végrehajtott eliminációs lépések száma éppen a k 
rangszámot adja meg, ahol k<min(m,n), igy tehát az 
A=PBC felbontás tényezői egy permutációs mátrix, 
továbbá egy mxk -s és egy kxn -es trapézmátrix.
A felbontást egy ábrán bemutatva:
n m k n
k
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B = ES . Q és c = u.:e ,w : ahol
S = R• Q'1 ill. w = u'1. V
Könnyen belátható, hogy B és C általánosított in­
verzét az alábbi alakban kaphatjuk meg:
B+ = Q"1 . (E+sTs )'í [E,ST:
c+ = w . (e+w .wt)_1. u'1
ill.
- . T TMármost Q es U trianguláris, E+S S és E+WW
pedig szimmetrikus pozitiv definit mátrixok, igy kö­
zönséges értelemben vett inverzüket egyszerűen meg­
kaphatjuk. A felbontás alapján A+=C+B+P.
2./ Egy másik lehetőség az első lépésnek, a rangszámmeg- 
határozásának a végrehajtása a fentiekben már ismer­
tetett Householder-féle eljárással. Az általánosság 
megszorítása nélkül feltehetjük, hogy m<n.Most is 
oszlopkiválasztással dolgozunk, a Householder-féle 
eljárás ismertetése során megadott szempont figyelem- 
bevételével. A sikeresen végrehajtott lépések száma, 
k, éppen a mátrix rangját adja meg, és igy egy A=QCP
alakú felbontást kapunk eredményül, ahol Q mxm-es
' C'ortogonális mátrix. C = ^ , ahol
pézmátrix, 0 (m-k)xn -es zérusmátrix, 
nxn -es permutációs mátrix.
C kxn -es tra- 
P pedig
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A 2. pontban ismertetett 7. tulajdonság alapján 
C+ = CC+,0:, C+ pedig, az előző módszer ismerteté­
sénél használt jelöléseket alkalmazva 
(C = cu,v: = U.CE,WII, ahol W = U 1 . V) az ottani
képlet alapján C+ =
W
. ( E+WWT J*1 . U'1 A felbontás
+ + Talapjan A = PC Q .
3./ Arra az esetre, mikor az mxn -es (m<n) A mátrix 
eleve particionálva van A = CR,SD alakban, ahol R 
a független oszlopvektorokat foglalja magában, S 
pedig R oszlopvektorainak lineáris kombinációit,
C5H ad egy eljárást a Moore-Penrose inverz kiszámí­
tására. A felirásból következik, hogy létezik egy egy­
értelmű S = R.U faktorizáció. Az A mátrix tehát 
A = R.CE,UD alakban irható, s az ebből adódó
A+ = E
U1
( E+UUT r1 . R+ képletet
A+ = ce-(u p )(u p )t :.zqt
m mP(UP) ZQ
alakban átirva, a benne szereplő Q,Z,U mátrixokat 
az A =IIR,SIl-en végrehajtott (módosított) Gram- 
Schmidt féle ortogonalizálási eljárással kapjuk meg, 
a P-t pedig az U -n végrehajtott hasonló eljárással. 
A módosítás az ortogonalizáló eljárás lényegét nem 
érinti. Az invertáló eljárás rangszámmeghatározást 
nem igényel, hiszen a rangszám a kezdeti particionált 
felírással eleve adva van. Ez egyben rámutat a mód­
szer alkalmazhatóságának feltételeire is.
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4./ A Gauss-féle eliminációhoz hasonló un."báziscserélo" 
algoritmussal végzi az mxn -es (m>n) A mátrix 
rangszámmeghatározását Chen CőD, de nem közvetlenül 
A -ra, hanem a szimmetrikus pozitiv szemidefinit
A A -ra alkalmazva az algoritmus egy speciális, szim 
metrikus mátrixokra kidolgozott változatát, amely 
jelentős idomegtakaritást eredményez. Ha az algorit­
mus során kénytelen teljes foelemkiválasztást és en­
nek megfelelően oszlopcserét végezni, akkor az álta­
lános báziscserélo algoritmust alkalmazza, de egy 
újabb alkalmas foelemkiválasztással 2 lépésben visz- 
szaállitja a szimmetriát. A sikeresen végrehajtott 
lépések száma megadja a mátrix rangját és egyben az 
A mátrix független oszlopvektorait is. Az általáno­
sított inverz kiszámítására a Gauss-féle eljárással 
kapott képlethez hasonlót használ, és a szükséges 
közönséges invertálásokat is a báziscserélo algorit­
mussal végzi el.
5./ Greville C7□ olyan algoritmust adott, amely az
mxn-es A mátrix általánosított inverzét rekurziv 
utón, kiindulva az A mátrix valamely Ak_^ mx(k-l) 
-es ismert inverzü részéből, egy-egy újabb oszlopvek 
tor hozzávételével számitja ki.
Legyen Ak = CA^^, akD, az ak oszlopvektort orto­
gonális projekció segítségével felbontjuk 
a^ = a^/1  ^ + a^/2  ^ alakban úgy, hogy A^_^ . ak2  ^= 0 
teljesüljön. Legyen d^ = A^^.a^ = A*^ . a^ ( 1),
T
akkor
-k -k (1)
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Legyen továbbá
kT
h . =
(2) + ha O
(l+akdk r d k Ak - 1
egyébként, akkor
4  - 4 -i - ^ k
k=2 ,...,n -re.
Ez az egyenlőség az általánosított inverz definíciója
alapján egyszerűen belátható. Az utolsó lépésben
A = A = CA , , a J, igy A+ = A+. n n- 1  —n n
6 ./ A Greville féle eljárást az alábbi módon alakíthatjuk 
át ill. fejleszthetjük tovább: Kiindulva egy mxn-es 
A mátrix első oszlopából kivett m-n+2 elemű oszlop­
vektorból, ill. ezt tekintve A-^ -nek és hozzávéve a 
mátrix második oszlopából ugyanannyi elemet a~-nek, 
alkalmazhatjuk a Greville-féle algoritmust A2 ki­
számítására. Majd hozzávéve A^-höz A (m-n+3)- adik^  ^ Tsorának első két elemét, ill. ezt tekintve f^ -nek,
felépíthetjük a Greville-féle algoritmus "transzpo­
nált j át" a következőképpen:
fT = f(l)T 
—k —k + f(2)T —k
, T -T +
^ k  = A Ak - i
-k ^ • Ak-i
(2)T T -(1)T 
-k -k -k
^k =
(2 )T+
Ak—1'—k* <1+— k á k >_1
ha f < 2 ,T +o
egyébként.
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Legyen k- 1T
k
= :a.k-l
, akkor 
- í>k.d£, bk:.
Ezután a Greville-algoritmust és az algoritmus trans 
ponáltját felváltva alkalmazzuk addig, amig a teljes 
A mátrix Moore-Penrose-féle inverzét meg nem kapjuk 
Az algoritmus alkalmazásához kiindulásul választott 
oszlopvektor Moore-Penrose-inverzét a 2. fejezet 6 . 
pontja alapján számíthatjuk ki.
Az invertálás végrehajtását az alábbi ábra szemlél­
teti:
Ha az invertálandó mátrix particionált alakú felirás 
ban valamelyik blokk általánosított inverzét ismer­
jük, a szükséges Greville-algoritmus lépéseit magunk 
tervezhetjük meg, célszerűen, a mátrix particionált 
alakjának megfelelően.
Ebből láthatjuk, mikor célszerű ezt a módszert alkal 
mazni.
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Az általánosított inverz kiszámítására szolgáló eljá­
rások ismertetése során a legcsekélyebb mértékben sem 
törekedtünk a teljességre, csupán számítástechnikai­
lag könnyen kezelhető eljárásokat igyekeztünk bemu­
tatni. Egyéb eljárások megismeréséhez a felhasznált 
cikkekre és az azok végén található irodalomjegyzékre 
utalunk. Az ismertetett módszerek közül többnek a 
FORTRAN programja az MTA CDC 3300 programkönyvtárában 
megtalálható. Az egyes módszerek számítási időigényét 
helyfoglalását nem ismertettük, ezekre az idézett mü­
vekben utalások találhatók, annyit azonban megjegy- 
zünk, hogy egy mxn -es mátrix Moore-Penrose-féle 
inverzének kiszámításához legkevesebb k2 számú mun­
karekesz szükséges, ahol k = min(m,n).
Az egyes eljárások az általánosított inverz transz­
ponált j át az eredeti mátrix helyén tárolják.
Hasonlóképpen nem ismertettük az egyes módszerek tár­
gyalása során szóba kerülő alapvető eljárások többsé­
gét, ezek ismeretét feltételeztük, ill. az idézett 
irodalomban ezek megtalálhatók C8H.
Az általánosított inverz kiszámítására szolgáló ite­
rációs eljárásokkal sem foglalkoztunk, ezek lokális 
jellegük és lassú konvergenciájuk miatt inkább csak 
a véges eljárásokkal kapott inverzek pontosítására 
használhatók CIOH , Cím .
Az alábbiakban mellékeljük az ismertetett eljárások 
közül azoknak a programjait használati utasítással 
együtt, amelyek az MTA CDC 3300 gépének programkönyv 
tárában megtalálhatók.
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