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1. Introduction
The field of chaotic dynamical systems has become a well established part of
mathematics with a huge body of work being dedicated in the past decades to the
study of chaotic phenomena in various systems ranging from pure mathematics to
physics, computer science and even humanities. Due to this diversity, ‘chaos theory’,
rather than being one compact theory with well defined boundaries, is a conglomerate
of many sub-theories from different areas which share some common traits.
In this brief note we present an overview of some of the concepts which appear in
the theory of chaotic discrete dynamical systems, especially holomorphic dynamics,
iteration of real functions and symbolic dynamics. Here the key concept is iteration
and its qualitative study. This is common ground with the field of numerical math-
ematics, however in the first case the aim is to build deeper, more qualitative and
global theories of iteration. As an example of the intersection of these two fields, we
can consider e.g. Newton’s method. In this short note we give an overview of the
so-called Bernoulli shift mapping which is a basic chaotic dynamical system, which
can be easily analyzed and appears in many contexts connected to iteration.
A basic tool that we will use is the concept of conjugacy : two mappings f : A→ A
and g : B → B are (topologically) conjugate if there exists a homeomorphism (i.e.,
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a continuous mapping with continuous inverse) h : A → B such that h ◦ f = g ◦ h.
Here composition is taken in the order (h◦f)(x) = h(f(x)) and (g ◦h)(x) = g(h(x)).
Since h has a continuous inverse, we can write f = h−1 ◦g◦h. The key observation is
that the iterates of f and g are also in the same relation: we have f ◦n = h−1 ◦g◦n ◦h.








The study of the behavior of f under iteration can thus be investigated by studying
the iterates of g. This is advantageous if it is possible for a given ‘complicated’ f to
construct a ‘simpler’ g for which the behavior of iterates is well understood.
2. The squaring function in C
As a simple first example, we consider the squaring function f : C→ C, f(z) = z2





for a given z0 ∈ C . In the context of numerical mathematics, the iterative process (1)




To analyze the behavior of (1) as n→∞, it is convenient to use the polar form
– then if z = re2πiα, we get z2 = r2e2πi(2α). Hence trivially
if |z0| < 1 then zn → 0,
if |z0| > 1 then zn →∞.
(3)
We note that 0 and ∞ are the two roots of equation (2), where the latter is taken
in the sense of compactification of C to the Riemann sphere. Hence (3) gives us the
expected quadratic convergence of Newton’s method to the two roots.
The interesting question however is what happens on the unit circle when |z0| = 1.
The answer is that surprisingly complicated behavior occurs.
2.1. Behavior of the iterates on the unit circle
If |z0| = 1, we trivially have |zn| = 1 for all n. Hence we can write the polar
form zn = e
2πiαn , where αn ∈ [0, 1). Applying the squaring function gives zn+1 =
z2n = e
2πi(2αn). Therefore we see that the action of f on zn can be viewed as simple
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doubling of the angle αn modulo one to ensure that the angles remain in [0, 1). We
can write this in the form of the commutative diagram
{|z| = 1} e
2πiα←[ α←−−−−−− [0, 1)
z 7→z2
y yα 7→2α (mod 1)
{|z| = 1} e
2πiα←[ α←−−−−−− [0, 1)
(4)
This states that results concerning the iteration of z2 on the unit circle in the left-
hand side can be obtained by analogous results on the iteration of α 7→ 2α (mod 1)
on the unit interval in the right half of the diagram using the mapping α 7→ e2πiα.
We will now analyze the angle doubling function in detail.
3. Bernoulli shift
A convenient way how to understand the dynamics of the iterative process αn+1 =
2αn (mod 1) on [0, 1) is writing α in its binary representation. Then if we have e.g.
αn = 0.11011 . . ., then αn+1 = 0.1011 . . .. Thus angle doubling works by omitting
the first binary digit after the radix point. Thus we can view the action of angle
doubling simply as a left shift on infinite sequences of {0, 1}-symbols. Formally, let
Σ2 = {0, 1}N
be the space of infinite binary sequences. Then we define the Bernoulli shift as the
mapping σ : Σ2 → Σ2 defined by
σ(s0s1s2 . . .) = (s1s2s3 . . .), (5)
where s = s0s1s2 . . . ∈ Σ2. As we have seen, the mapping σ is conjugate to the
function z2 on the unit circle in C . The advantage is that the basic dynamics of σ
are very easy to understand.
3.1. Periodic points
Obviously, the only fixed points of σ are the sequences 0000 . . . and 1111 . . .
corresponding to the binary expansions of α = 0 and α = 1 ≡ 0 (mod 1) which gives
the only fixed point 1 of z2 on the unit circle.
It is easy to construct points of various periods. For example if we want period
two points, i.e., z0 such that ((z0)
2)2 = z0, we have two possible choices s = 01
and s = 10, where the horizontal line indicates infinite repetition. These sequences
correspond to the binary expansion of 1/3 and 2/3, respectively. Then e.g. for
α = 1/3 we have 2α (mod 1) = 2/3 and 4α (mod 1) = 1/3 = α, as expected. Finally,
these angles correspond to












either of which satisfy (z2)2 = z.
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To obtain points of period three, we can take s = 001 and s = 011. These
correspond to the binary representations of 1/7 and 3/7, respectively, which in turn



















The corresponding complex numbers do not have a simple closed form, but are
approximately 0.623 + 0.782i and −0.901 + 0.434i, respectively. In general we have
the following.





where a ∈ {0, . . . , 2p − 2}.
Proof. Necessarily, α has to have the binary form 0.s1s2 . . . sp where each si ∈ {0, 1}.
Let us define the binary number a = s1s2 . . . sp. Then a ∈ {1, . . . , 2p − 2}, since the
possibility a = 2p− 1 is excluded, since then a = 11 . . . 1 in binary form, which gives
α = 1.
Thus we have α = a ·B, where
B = 0. 00 . . . 01︸ ︷︷ ︸
p
in binary form. An easy computation gives B =
∑∞
i=1 2
−pi = 1/(2p − 1) and a ∈
{0, . . . , 2p − 2}. This completes the proof.
In the previous theorem, a periodic point of period p can also have a smaller
period corresponding to a divisor of p. If one wishes to construct a point of exact
period p, one can take e.g. 1/(2p − 1).
Corollary 2. Periodic points of the mapping z 7→ z2 are dense in the unit circle.
3.2. Other interesting points
Similarly, we can construct preperiodic points, i.e., points such that f ◦(N+p)(z) =
f ◦N(z), i.e. z becomes periodic with period p after N iterations. Clearly, such
numbers correspond to sequences in Σ2 of the form s = t1, . . . tNs1 . . . sp, where each
ti, si ∈ {0, 1}.
More interesting are the points that are not eventually periodic. For example,
consider s = 01001000100001 . . .. Then σ(s) = 1001 . . ., σ◦3(s) = 10001 . . ., σ◦7(s) =
100001 . . . etc. This corresponds to the binary numbers 0.1001 . . . , 0.10001 . . . ,
0.100001 . . ., etc., the limit of which is the binary number 0.1, i.e. 2−1. Thus 2−1
is an accumulation point under the angle doubling map for this particular choice
of s. In complex numbers, this corresponds to the accumulation point e2πi2
−1
for the
sequence zn. Similarly, 0.01, 0.001, . . . are also accumulation points for this sequence
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corresponding to the accumulation points for the complex sequence zn of the form
e2πi2
−p
for all p ∈ N . Similarly, zero is also an accumulation point. Thus zn has
a countable set of accumulation points but does not have a limit.
It is also easy to construct z0 such that {zn}∞n=0 is dense in the unit circle. One
such example is the following ‘dictionary’ of binary sequences of increasing length:
s = 0 1︸︷︷︸
1−digit
00 01 10 11︸ ︷︷ ︸
2−digit
000 001 010 . . .︸ ︷︷ ︸
3−digit
. . . ∈ Σ2. (7)
This sequence corresponds to the angle α ≈ 0.27638711728 and the complex number
z ≈ −0.1650366 + 0.9862874i. It is easy to see that iteration of this angle will fill
out [0, 1) densely: If we choose some β ∈ [0, 1) and N ∈ N , eventually under the
doubling map some iteration of α will coincide with β to N binary digits. Choosing N
sufficiently large, we can approach β to within an arbitrarily small tolerance.
4. Chaotic dynamics
The Bernoulli shift, and equivalently the angle doubling mapping and squaring
function on the unit circle, are chaotic mappings in the following sense.
Definition 3. Let X be a metric space. A mapping f : X → X is called chaotic, if
it has the following properties:
1. Transitivity: For all nonempty open sets U, V ⊂ X there exists n ≥ 0 such
that f ◦n(U) ∩ V 6= ∅.
2. Sensitive dependence on initial conditions: There exists c > 0 such that for
any x ∈ X and any neighborhood U of x there exists y ∈ U and n ∈ N such
that ‖f ◦n(x)− f ◦n(y)‖ > c.
3. Periodic points of f are dense in X.
The definition of chaotic mappings has the following interpretation. Sensitive
dependence on initial conditions essentially means that the system is unpredictable,
even though it is fully deterministic. One would need to know the initial condition
to within infinite precision to be able to predict the behavior of the iterates. This
gives rise to the problem of how to simulate such systems on a computer. Transitivity
roughly means that the system cannot be decomposed into smaller independent (and
hopefully simpler) subsystems, since everything is ‘mixed’ together. And finally
the density of periodic orbits states that amongst this unpredictable complicated
behavior there is an element of regularity.
Definition 3 is so-called Devaney’s definition of chaos, cf. [2]. It has been proven
in [1] that for continuous mappings it is not necessary to assume sensitive dependence
on initial conditions – this follows from the other two requirements. Moreover, if X
is an interval, it can be shown that only transitivity is necessary and sufficient for
a continuous function to be chaotic in the sense of Definition 3. Finally, we note
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that there are several other definitions of chaotic mappings (Li-Yorke chaos, Ruelle-
Takens, etc.). For an overview and a study of their mutual relations see e.g. [6].
The three requirements of the Definition 3 are easily seen to be satisfied by our
considered mapping.
Theorem 4. The mapping f : z 7→ z2 is chaotic on the unit circle in C .
Proof. We have already seen that periodic points of f are dense. The other two
requirements follow easily from the fact that the mapping is expansive: given an arc
on the unit circle, its image under f is an image of twice the length. Therefore any
arc (open set) will eventually cover the whole circle under repeated application of z2.
Transitivity and sensitive dependence are a trivial consequence.
5. Recurrence
As we have seen, a key property of the angle doubling map is that it is expansive:
each arc on the unit circle is mapped to an arc of twice the length. On the other
hand, each point z on the unit circle has two pre-images – those corresponding to the
angle α/2 and α/2 + 1/2. Together this means that the pre-image of an arc consists
of two arcs each having half the length of the original. Thus the total length of the
pre-images of an arc A is the same as the length of A. This is another key property.
Definition 5. Let X be a set endowed with a measure µ. We say that a measurable
mapping f : X → X is measure preserving with respect to µ if
µ(f−1(A)) = µ(A) (8)
for all µ-measurable A.
As we have indicated, the angle doubling map α 7→ 2α is measure preserving with
respect to the Lebesgue measure on [0, 1). The full proof would require proving (8) for
all measurable subsets of [0, 1), not only intervals which correspond to arcs, however
this is only a technicality.
A fundamental property of measure preserving mappings is recurrence.
Theorem 6 (Poincaré recurrence theorem). Let µ(X) < ∞ and let f : X → X be
measure preserving with respect to µ. Let A ⊂ X be measurable with µ(A) > 0. Then
for µ-almost every point x ∈ A there exists n ∈ N such that f ◦n(x) ∈ A. Moreover,
µ-almost every point in A returns to A infinitely many times.
Proof. Let N = {x ∈ A : f ◦n(x) /∈ A for all n ∈ N } be the set of points from A
that never return to A. We want to show that µ(N) = 0. For simplicity, we use the
notation fk := f ◦k in the following.
1. The sets f−k(N) and f−l(N) are disjoint for all k 6= l ∈ N . To see this, suppose
there exists x ∈ f−k(N)∩f−l(N) for some k > l. Denoting y = f l(x), we have y ∈ N
and fk−l(y) = fk(x) ∈ N . Hence y ∈ N returns to N after k − l iterations. This is
a contradiction, as y ∈ N .
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2. Assume that µ(N) > 0. Since f is measure preserving and f−k(N) and f−l(N)
are disjoint,












which is a contradiction. Hence µ(N) = 0, which is the first statement of the theorem.
3. Let F = {x ∈ A : fn(x) ∈ A for finitely many n ∈ N }. By definition, for each
x ∈ F there exists n ∈ N such that fn(x) ∈ N , i.e. after the n-th iteration, the





Since f is measure preserving and µ(N) = 0,












Therefore, µ(F ) = 0.
6. Dynamical systems conjugate to the Bernoulli shift
The Bernoulli shift mapping σ serves as a basic prototype of a chaotic dynamical
system which is easy to analyze while having all of the basic ingredients. Therefore
many discrete dynamical systems have been analyzed by constructing a conjugacy
with σ as in (4). Here we provide several examples where this is possible.
6.1. Logistic map
Define the logistic map as L4(x) = 4x(1 − x) on [0, 1]. Then L4 is a two-to-one
mapping of [0, 1] onto itself. Defining h1(t) = (1− t)/2 and q(x) = 2x2− 1, it is easy
to verify that L4 ◦h1 = h1 ◦ q, thus the dynamics of L4 and q are conjugate, similarly
as was the case for the Bernoulli shift and the squaring map on the unit circle in C .
Furthermore, let us take h2(θ) = cos(2πθ) and g(α) = 2α (mod 1). Then
h2(g(θ)) = cos(4πθ) = 2 cos
2(2πθ)− 1 = q(h2(θ)), (9)
thus the dynamics of q and the angle doubling mapping are also conjugate. We can
write this in the form of the commutative diagram
[0, 1]




h1←−−− [−1, 1] h2←−−− [0, 1)
(10)
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which allows us to conjugate the dynamics of L4 to that of the angle doubling map,
hence the Bernoulli shift.
We note that the functions g and q are, strictly speaking, not conjugate in the
sense we have used so far, since h2(θ) = cos(2πθ) is not a bijection on [0, 1), hence it
does not have an inverse. Such a situation is called semi-conjugacy. Nevertheless for
our purposes this is sufficient to investigate the dynamics of q using that of g. For
example, if θ is a fixed point of the angle doubling map g, i.e. θ = g(θ) then h2(θ)
is a fixed point of q:
h2(θ) = h2(g(θ)) = q(h2(θ))
due to (9). Similarly, h2 maps (pre)periodic points of g to (pre)periodic point of q,
etc.
The considerations above therefore allow to investigate the properties of the itera-
tion of the function 4x(1−x) on [0, 1] using the theory of Bernoulli shifts. Specifically,
in our case one obtains density of periodic points, points with dense orbit and chaotic
behavior of the iterates.
We note that the function L4 is a special case of the family of logistic functions
La(x) = ax(1 − x), the dynamics of which has been extensively studied. Here we
only mention that for a > 4 we have a basic dichotomy: for each x ∈ R either
the sequence of iterates of x under La tends to −∞, or else its entire orbit lies in
a bounded set Λ, which is a Cantor set and the dynamics of La restricted to Λ is
conjugate to the Bernoulli shift map. For more details we refer to [2].
6.2. Tent map




2x, 0 ≤ x < 1/2,
2− 2x, 1/2 ≤ x ≤ 1.
A straightforward calculation shows that T can be conjugated to the logistic map L4
using the function h3(θ) = (1−cos(πθ))/2. Therefore, all the mentioned results hold
for T as well.
6.3. Quadratic functions in C
Now we return to the example of the squaring function in C considered in Sec-
tion 2. The dynamics of iteration of a general quadratic function (or more generally
a holomorphic function) in C is a wide and deep field of research starting in the
early 1900s by the work of Julia and Fatou and revived by the work of Mandelbrot,
Douady and Hubbard, see e.g. [4]. Here we only mention the connection to the
dynamics of shift mappings.
Let us consider the function fc : C → C defined by fc(z) = z2 + c, where c ∈ C .
It can be easily shown that any quadratic map can be conjugated by a linear mapping
to fc for some c. The special case f0 is the simple squaring function we considered
in Section 2. In that case, points outside of the unit disk converged to infinity
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under iteration, while the orbits of those from the unit disk remained bounded.
On the boundary between these two regions, on the unit circle, the dynamics was
complicated, chaotic, being conjugated to the Bernoulli shift on two symbols. It can
be shown that similar phenomena occur for general c, cf. [2], [4].
Let us define the filled-in Julia set by
Kc = {z ∈ C : f ◦kc (z) 9∞}.
Thus K0 = {|z| ≤ 1}. Then the basic dichotomy of Julia and Fatou holds, [2]:
Either Kc is a connected compact set or Cantor set. The latter case holds if and
only if the iterates of z0 = 0 tend to infinity and in this case fc restricted to the
Cantor set Kc is conjugate to the Bernoulli shift map.
In the case when Kc is connected, Douady and Hubbard introduced a useful tool
for the study of the dynamics of fc, cf. [2]. This conjugates fc on the exterior of Kc
to z2 on the outside of the unit disk.
Lemma 7 (Uniformization). Let Kc be connected. Then there exists an analytic
homeomorphism φc : C \Kc → {|z| > 1} which conjugates fc to f0, i.e. we have the
commutative diagram
C \Kc




φc−−−→ {|z| > 1}
(11)
As we have seen, the iteration of z2 is closely related to the Bernoulli shift. To
specify the connection in this setting, we define the external ray Rcθ of argument θ
corresponding to fc as the pre-image of the set {re2πiθ, r > 1}. We note that since
we are dealing with quadratic functions, there exist two pre-images and one must
choose appropriately.






where g(θ) = 2θ (mod 1) is the angle doubling map. Thus the Bernoulli shift enters
the picture.
As an example, we consider the case c = −1, where the filled-in Julia set is called
the Basilica, Figure 1. It is known that the point z0 = (1 +
√
5)/2 is a fixed point,
where K−1 is ‘pinched’, i.e. this point separates K−1 into two separate components.
Thus there are two external rays ‘landing’ at z0 and due to the conjugacy with z
2,
their arguments must have period two under angle doubling. As we have seen in
Section 3.1 these arguments must be 1/3 and 2/3. By taking pre-images of these
arguments under the angle doubling map, one can show in general that two external
rays of arguments of the form (6k − 1)/3.2n and (6k + 1)/3.2n land at a common
point which separates K−1 into two components. These and related concepts lead to
97
Thurston’s theory of laminations, [7], which deals with the combinatorial behavior
of the mappings fc. For a more general overview and expository accounts we refer
the interested reader to [3], [4] and for a historical overview we recommend [5].
Figure 1: The filled-in Julia set for c = −1 and the mapping φ−1 of its exterior onto











along with their images under φ−1.
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