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Abstract. This work is concerned with the exact controllability/observability of abstract cascade
hyperbolic systems by a reduced number of controls/observations. We prove that the observation of
the last component of the vector state allows to recover the initial energies of all of its components
in suitable functional spaces under a necessary and sufficient condition on the coupling operators for
cascade bi-diagonal systems. The approach is based on a multi-level energy method which involves
n-levels of weakened energies. We establish this result for the case of bounded as well as unbounded
dual control operators and under the hypotheses of partial coercivity of the n− 1 coupling operators
on the sub-diagonal of the system. We further extend our observability result to mixed bi-diagonal
and non bi-diagonal n+p-coupled cascade systems by p+1 observations. Applying the HUM method,
we derive the corresponding exact controllability results for n-coupled bi-diagonal cascade and n+ p-
coupled mixed cascade systems. Using the transmutation method for the wave operator, we prove that
the corresponding heat (resp. Schro¨dinger) multi-dimensional cascade systems are null-controllable for
control regions and coupling regions which are disjoint from each other and for any positive time for
n ≤ 5 for dimensions larger than 2, and for any n ≥ 2 in the one-dimensional case. The controls can be
localized on a subdomain or on the boundary and in the one-dimensional case the coupling coefficients
can be supported in any non-empty subset of the domain.
1. Introduction
The control of reaction-diffusion systems, of coupled hyperbolic systems, or of more complex systems
involved in medical, biological, chemical or mechanical applications, has become a more and more
challenging issue for more than a decade. From the point of view of control theory, it is important for
practical applications and for cost reasons to control these systems by a reduced number of controls,
that is by a number of controls which is strictly smaller than the number of unknowns/equations
involved in the system. Indirect controllability questions for coupled systems appear for instance
naturally as soon as one wants to build insensitizing controls for scalar equations or simultaneous
control for certain classes of coupled systems in parallel. We shall describe more precisely some
examples for these two applications.
Insensitizing controls. J. -L. Lions has introduced this definition in [40] for heat type equations, to
describe controls which are robust to small perturbations on the initial data with respect to a given
measurement of the solutions. Let us describe formally this notion for the scalar wave equation in a
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bounded open set Ω ⊂ Rd with a smooth boundary Γ (see [22, 7] for the mathematical justification)
ytt −∆y = bv in (0, T ) ×Ω ,
y = 0 in (0, T )× Γ,
(y, yt)(0, .) = (y
0 + τ0z
0, y1 + τ1z
1) in Ω ,
where (y0, y1) are given known initial data, whereas (z0, z1) are unknown perturbations of the initial
data and of norm 1 in appropriate functional spaces, τ0 and τ1 are real (small) numbers measuring
the amplitude of the perturbations (z0, z1), v is the control and b is the control coefficient, which may
vanish in some region of Ω. We associate to the solution y the following measurement
φ(y; τ0, τ1) =
1
2
∫ T
0
∫
Ω
c(x)y2 dx dt ,
where c ≥ 0 is the observation coefficient, which may also vanish in some sub-regions of Ω and may
have a disjoint support from that of the control coefficient b. One says that the control v insensitizes
φ if the following property holds
∂φ
∂τ0
(y; 0, 0) =
∂φ
∂τ1
(y; 0, 0) = 0 ,
for all (z0, z1) of norm 1 in the appropriate spaces. We have formally
∂φ
∂τ0
(y; 0, 0) =
∫ T
0
∫
Ω
c(x)y2w dxdt ,
∂φ
∂τ1
(y; 0, 0) =
∫ T
0
∫
Ω
c(x)y2z dx dt ,
where y2, w respectively solve
y2,tt −∆y2 = bv in (0, T )× Ω ,
y2 = 0 in (0, T ) × Γ ,
(y2, y2,t)(0, .) = (y
0, y1) in Ω ,

wtt −∆w = 0 in (0, T )× Ω ,
w = 0 in (0, T )× Γ ,
(w,wt)(0, .) = (z
0, 0) in Ω ,
and z solves {
ztt −∆z = 0 in (0, T ) ×Ω ,
z = 0 in (0, T )× Γ ,
(z, zt)(0, .) = (0, z
1) in Ω .
We introduce the auxiliary equation
y1,tt −∆y1 + c(x)y2 = 0 in (0, T )× Ω ,
y1 = 0 in (0, T ) × Γ ,
(y1, y1,t)(0, .) = (y
0
1, y
1
1) in Ω .
Then, multiplying the above equation by w, integrating over (0, T )× Ω and using the equation in w,
we have formally
∂φ
∂τ0
(y; 0, 0) =
∫ T
0
∫
Ω
cy2w =
∫ T
0
∫
Ω
(−y1,tt +∆y1)w =
[ ∫
Ω
−y1,tw + y1wt
]T
0
.
In a similar way, we have
∂φ
∂τ1
(y; 0, 0) =
∫ T
0
∫
Ω
cy2z =
∫ T
0
∫
Ω
(−y1,tt +∆y1)z =
[ ∫
Ω
−y1,tz + y1zt
]T
0
.
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The insensitizing property will hold as soon as the control v is such that the solution of the 2 order
cascade system
(1.1)

y1,tt −∆y1 + c(x)y2 = 0 in (0, T ) × Ω ,
y2,tt −∆y2 = bv in (0, T ) × Ω ,
y1 = y2 = 0 in (0, T ) × Γ ,
(y1, y1,t)(0, .) = (y
0
1 , y
1
1),
(y2, y2,t)(0, .) = (y
0, y1) in Ω ,
satisfies the following property, for any (y0, y1) given in appropriate energy space (y1, y1,t)(0, .) =
(y1, y1,t)(T, .) = 0 in Ω. A similar formal analysis can be performed for the building of insensitizing
controls on a subset Γ1 of the boundary Γ. Hence, the existence of insensitizing controls for the scalar
wave equation is directly linked to an exact controllability result for a cascade system of order 2 by a
single control. This problem can be reformulated as
Y ′′ +M2Y = B2v , (Y, Y
′)(0) = (y01 , y
0, y11, y
1) ,
where Y = (y1, y2)
t, B2v = (0, bv)
t and where the matrix operator M2 involved in (1.1) has the
following upper triangular form M2 =
(
A cI
0 A
)
, where I stands for the identity operator in L2(Ω)
and A = −∆ stands for the homogeneous Dirichlet Laplacian. We can remark that for cascade systems
arising from insensitizing questions, the coupling operators are partially coercive (due to the above
properties of the coefficient c).
Note also that for other examples the coupling terms may be of higher order. This is the case for
the mechanical model of Timoshenko beams for instance, which couples two wave equations by first
order terms. Also one may consider in applications two controls (see e.g. [34, 50]) or a single control
(see e.g. [49, 12, 8]).
Simultaneous control for coupled systems. Another application is the simultaneous control of
systems of hyperbolic equations coupled in parallel (see e.g. [39, 54]). We denote by L a uniformly
elliptic operator on Ω ⊂ Rn with smooth coefficients, subjected to homogeneous Dirichlet boundary
conditions. We set p = (p1, p2, p3)
t, and use the notation ptt = (p1,tt, . . . , p3,tt)
t , Lp = (Lp1, . . . ,Lp3)
t.
Let α and β be given functions on the set Ω. We consider the following control problem for t ∈ (0, T )
and x ∈ Ω
(1.2)

p1,tt − Lp1 − (3α+ β)p1 + (α+ β)p2 + (2α + β)p3 = v1 ,
p2,tt − Lp2 − (3α− β)p1 + (−α+ β)p2 + (−2α+ β)p3 = v2 ,
p3,tt − Lp3 − 6αp1 + 2αp2 + 4αp3 = v3 ,
where the initial conditions for p are known and where v1, v2, v3 ∈ L
2((0, T )×Ω) are the controls. We
shall consider the simultaneous control problem, that is we look for controls (v1, v2, v3) = (η1h, η2h, h)
which depend on a single scalar control h ∈ L2((0, T ) × Ω), where η1, η2 are fixed real coefficients.
Hence, for each given initial data we look for a scalar control h which could simultaneously drive back
to equilibrium at time T > 0 each component of the system, i.e. which is such that pi(T ) = pi,t(T ) = 0,
i = 1, 2, 3 for a sufficiently large time T . Indeed, making an appropriate change of unknowns, we can
transform this simultaneous control problem into a control problem for a bi-diagonal cascade problem
by a single control. More precisely, set
y1 =
1
4
(−p1 + p2 − 2p3),
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y2 =
1
4
(3p1 − p2 − 2p3),
y3 = (−p1 + p2 + p3),
and η1 = 2 , η2 = 4. Then y = (y1, y2, y3)
t is the solution of the following bi-diagonal cascade system
y1,tt − Ly1 + 6α(x)y2 = 0 , t ∈ (0, T ) , x ∈ Ω ,
y2,tt − Ly2 +
β(x)
2 y3 = 0 , t ∈ (0, T ) , x ∈ Ω ,
y3,tt − Ly3 = 3h , t ∈ (0, T ) , x ∈ Ω .
Therefore, if we can solve the exact controllability of the above bi-diagonal cascade system, we can
find a simultaneous control h which drives back the solution of (1.2) at equilibrium at a sufficiently
large time T . The above example can be generalized to simultaneous control systems of order n.
Thus, a natural question raising from these applications and from the case of 2-coupled cascade
systems given in (1.1) is to extend the controllability results for 2-coupled cascade systems to cascade
systems coupling at least 3 equations or more. Moreover we are motivated by giving sharp conditions
on the geometry of the control and coupling regions, and in particular by cases for which the control
and coupling regions do not meet and for boundary controls as well. This is an open problem for the
corresponding parabolic systems. We shall restrict our analysis to two subclasses of cascade coupled
systems: the bi-diagonal and mixed cascade systems. We generalize the two-level energy method
into a hierarchic multi-level energy method to study the indirect controllability of such systems. This
constructive method uses the property that one can derive from the original system set in the natural
energy space a hierarchy of related systems similar to the original one, but set in weakened energy
spaces. The solutions of these hierarchic systems are linked to each other and this rich structure allows
us to get positive controllability results. These subclasses can be seen as a toy model to understand and
capture essential properties which guarantee controllability by a reduced number of controls. If one
cannot understand controllability questions by a reduced number of controls for such subclasses then
there is no hope for more general structures. We give applications to explicit coupled cascade systems
of PDE’s, namely the wave, heat and Schro¨dinger ones. Our abstract results apply as well to coupled
cascade wave systems with variable (smooth) coefficients, to cascade systems of Petrowsky equations
. . . and also under other sufficient geometric conditions derived by other tools such as frequency and
spectral methods, even though we do not present such applications in this paper for reasons due to
the length of the paper.
Let us describe the two subclasses of cascade systems we consider in this paper, namely the bi-
diagonal n-coupled cascade system
Y ′′ +MnY = Bnv ,
with Y = (y1, y2, . . . yn)
t, Bnv = (0, . . . , Bnv)
t and for which the matrix operator Mn have the
following form
(1.3) Mn =

A c21I 0 . . .
0 A c32I 0 . . .
...
0 0 . . . A cnn−1I
0 0 . . . 0 A
 ,
and the mixed bi-diagonal and non bi-diagonal n+ p-coupled cascade system
Y ′′ +Mn+pY = Bn+pv ,
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with Y = (y1, y2, . . . yn+p)
t, Bn+pv = (0, . . . , Bnvn, . . . , Bn+pvn+p), where v = (vn, . . . , vn+p) are the
p+ 1 controls, and where the matrix operator is given by
Mn+p =
A c21I 0 . . . 0 0 0 0 0
0 A c32I 0 . . . 0 0 0 0
...
0 0 . . . A cn−1n−2I 0 . . . 0 0
0 . . . 0 0 A cnn−1I cn+1n−1I . . . cn+pn−1I
...
0 0 . . . 0 . . . 0 0 0 A cn+pn+p−1I
0 0 0 . . . 0 0 0 . . . A

(1.4)
where n ≥ 3 and p ≥ 0. One can note that the above matrix operator is bi-diagonal up to the n− 1
line and is no longer bi-diagonal starting from the n line.
We first study these two classes in an abstract form, that is for general unbounded self-adjoint and
coercive operators A and bounded and partially coercive coupling operators Cii−1 in a Hilbert space
H. We give a necessary and sufficient observability-type condition, on the coupling operators Cii−1, so
that the bi-diagonal n-coupled cascade systems are controllable by a single control acting on the last
equation, either by bounded or unbounded control operators. We then prove that mixed bi-diagonal
and non bi-diagonal n + p-coupled cascade systems are controllable by p + 1 controls acting on the
last p + 1 equations, some of the controls being bounded and the other unbounded. The necessary
and sufficient abstract condition allows us to get results under sharp geometric conditions, issued
from micro-local analysis, or spectral and frequency approaches (or also multipliers methods) for wave
coupled systems under additional compatibility assumptions on some of the coupling coefficients if the
number of equations is larger or equal to 4.
We give applications of these abstract results to hyperbolic, parabolic and Schro¨dinger cascade
systems of order larger than 3. These results solve partially some conjectures on coupled parabolic
cascade systems allowing to exhibit coupled systems with variable coupling coefficients for which the
control regions do not meet the coupling regions (for less than 5 equations).
The question of positive controllability results for parabolic systems for arbitrary non empty open
coupling and control regions is still widely open.
The assumption of partially coercive coupling operators can also be discussed. On one side, this
assumption is naturally satisfied for several applications as for instance for cascade systems arising from
insensitizing control or for examples arising from applications such as Timoshenko beams for instance.
On the other side, from a mathematical point of view, one may want to relax this assumption. If for
instance, the coupling operators Cii−1 are given by Cii−1u = cii−1u for u ∈ L
2(Ω) in the case of systems
of cascade wave equations, the necessary conditions (A3)n with Πi = Cii−1 established in Theorem 2.6,
only require that the supp{cii−1} satisfy the Geometric Control Condition. It is an interesting open
question to obtain positive or negative control results for 2-coupled cascade wave systems for a sign
varying coupling coefficient c where supp{c} satisfies the Geometric Control Condition. All the positive
results [2, 3, 4, 7, 22, 23, 47, 51] for coupled systems assume that the coupling coefficient has a constant
sign over the whole domain. To our knowledge, there are no results for coupled systems with sign
varying coupling coefficients.Thus, this is an open problem for 2-coupled cascade systems, and further
for n-coupled systems for which the dynamics is being more complex.
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On the literature on control of coupled systems by a reduced number of controls. Let us
give some picture of the literature on the subject of coupled hyperbolic as well as parabolic systems.
The question of controllability of symmetric weakly 2-coupled hyperbolic systems by a single control
is adressed by the author in [1, 2]. These systems have the form
Y ′′ + S2Y = B2v , (Y, Y
′)(0) = (y01, y
0, y11 , y
1) ,
where Y = (y1, y2)
t, B2v = (Bv, 0)
t and where the matrix operator S2 has the following symmetric
form S2 =
(
A C
C∗ A
)
, where C stands for a bounded operator in L2(Ω) and A = −∆ stands for the
homogeneous Dirichlet Laplacian. We prove in [1, 2], positive indirect controllability/observability
results by means of a two-level energy method. We introduce this method in a general abstract setting
under a coercivity assumption of C (case of globally distributed couplings) and unbounded control
operators (case of boundary control).
The author and Le´autaud in [3, 4] extend and simplify these results to the case of symmetric weakly
2-coupled hyperbolic systems with partially coercive couplings (case of locally supported couplings)
and for localized as well as boundary control. Thanks to the transmutation method [48, 44, 46, 25],
we also give applications to symmetric 2-coupled systems of parabolic and diffusive equations. These
results are valid for geometric situations for which the control and coupling regions do not meet and
in the case of smooth coupling coefficients.
Using Da¨ger’s [22] approach relying on the periodicity of the semigroup for the single free wave
equation, Rosier and de Teresa [47] prove positive results for 2-coupled system of cascade hyper-
bolic equations with partially coercive operators under this periodicity assumption, hence for one
dimensional 2-coupled cascade wave systems. They give applications to 2-coupled systems of cascade
one-dimensional heat equations and to 2-coupled systems of cascade Schro¨dinger equations in a n-
dimensional interval with empty intersection between the control and coupling regions. The coupling
coefficient is assumed to be a nonnegative function, and does not need to be a smooth function as in
the two-level energy method.
On the other hand, Dehman, Le Rousseau and Le´autaud [23] (see also [38]) consider a 2-coupled
cascade wave system in a C∞ compact connected riemannian manifold without boundary. They further
assume that the coupling coefficient is nonnegative, which is equivalent to assuming that the coupling
operator is partially coercive. Under these assumptions, they prove that the system can be controlled
by a locally distributed control and further give a characterization of the minimal control time using
micro-local analysis and the idea to work in weakened energy spaces for the unobserved component
(see [1, 2]).
We give in [7], under the assumption of partially coercive operators, a necessary and sufficient
condition for the controllability/observability of 2-coupled cascade hyperbolic systems by a single, ei-
ther locally distributed control or a boundary control, in particular for geometric situations for which
the coupling and control regions do not meet. We answer to the question of existence of insensitiz-
ing controls for the scalar wave equation, generalizing the one-dimensional results and approximate
insensitivity results in [22] to the multi-dimensional case and to exact insensitivity.
The generalization of the above controllability result for 2-cascade systems to n-coupled cascade
systems with arbitrary n ≥ 2 in the present paper is nontrivial and relies on a tricky induction
argument on n given in Theorem 2.11. One has to establish by induction on n intermediate estimates
stated in the property Pn. These successive estimates explain in some way how the information given
by the observation of the last component can be transferred to the unobserved equations through the
successive coupling coefficients.
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There is a prolific literature on the control of parabolic coupled systems. The survey paper [11]
and the references therein give an overview of the recent results on the null-controllability for coupled
parabolic systems. It is devoted to observability results for the adjoint system based on Carleman
estimates and generalizations of the Kalman rank condition in infinite dimension. It also stresses
fundamental differences between scalar and vectorial parabolic equations, in particular for boundary
control.
As for the case of the insensitive controls for the scalar wave equation, the question of existence
of insensitizing controls for the scalar heat equation is equivalent to a controllability result for an
associated forward-backward cascade system. We refer to [40, 14, 53, 15, 16, 55, 19] for results on
insensitizing control for the heat equation. These studies treat the cases ω∩O 6= ∅, that is the cases for
which the control region meets the coupling region, which corresponds to the region on which one wants
to insensitive the measurement. We also refer to [30] for an insensitizing analysis in the case of fluids
models, that is the case of the existence of insensitizing controls for the Stokes equations and [31, 32]
for the existence of insensitizing controls for the Navier-Stokes equations. For null controllability
results on coupled parabolic systems by a single control force for: either constant coupling operators
and locally distributed control, or localized coupling operators and locally distributed control regions
with a non-empty intersection between control and coupling regions, we refer the reader to [53, 9, 10,
27, 28, 37, 21, 45, 41]. These results are based on Carleman estimates for the observability of the
adjoint system. In the case ω ∩O = ∅, Kavian and de Teresa [33] proved a unique continuation result
for a 2-coupled cascade systems of parabolic equations. De Teresa and Zuazua [55] give further results
concerning the determination of the initial data for which insensitizing controls of the heat equation
can be built.
Coron, Guerrero and Rosier [21] prove local null controllability results for nonlinearly coupled 2-
systems of parabolic equations with a nonlinear coupling term arising in control of chemical reaction-
diffusion models. The results are based on the Coron’s return method [20]. One should note that for
most of these results, a condition is that the coupling region meets the control/observation region. It
is therefore a challenging issue to determine whether it is possible to control/observe the full vector-
state solution of coupled parabolic systems by a reduced number of controls/observations, in the cases
for which the control/observation and coupling regions do not meet. This is also one of the question
which motivates this paper.
This paper is organized as follows. In Section 2, we give the results and proofs for observability
(resp. controllability) by a single observation (resp. control) for n-coupled abstract bi-diagonal cascade
systems. Section 3 is devoted to the control of mixed bi-diagonal and non bi-diagonal n + p-coupled
abstract cascade systems by p + 1 controls. Section 4 gives applications of our abstract results to
n+ p-coupled cascade wave, parabolic and Schro¨dinger systems.We give the proofs of the applicative
results of Section 2 in Section 5. We discuss our results and indicate open problems in Section 6. We
provide the proofs of the results of section 3 in an appendix.
2. Controllability and observability of bi-diagonal n-coupled cascade hyperbolic
systems by a single control/observation
2.1. Observability of bi-diagonal n-coupled cascade hyperbolic systems by a single ob-
servation. In [7], we have considered 2-coupled cascade system, that is coupled systems of order 2,
which are lower triangular systems . We consider in this paper, n-coupled cascade systems, that is
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lower triangular hyperbolic systems of order n ∈ N with n ≥ 2.
(2.1)

u′′1 +Au1 = 0 ,
u′′2 +Au2 + C21u1 = 0 ,
u′′3 +Au3 + C31u1 + C32u2 = 0 ,
...
u′′n +Aun + Cn1u1 +Cn2u2 + . . . Cnn−1un−1 = 0 ,
(ui, u
′
i)(0) = (u
0
i , u
1
i ) for i = 1, . . . n ,
where A satisfies
(A1)
{
A : D(A) ⊂ H 7→ H ,A∗ = A ,
∃ ω > 0 , |Au| ≥ ω|u| ∀ u ∈ D(A) , A has a compact resolvent ,
and where the operators Cij are bounded in H for i ∈ {2, . . . , n} , j ∈ {1, . . . , i − 1}. We recover
2-coupled cascade systems considered in [7], when n = 2. We set Hk = D(A
k/2) for k ∈ N, with the
convention H0 = H. The set Hk is equipped with the norm | · |k defined by |A
k/2 · | and the associated
scalar product. It is a Hilbert space. We denote by H−k the dual space of Hk with the pivot space
H. We equip H−k with the norm | · |−k = |A
−k/2 · |.
We define the energy space associated to (2.1) by Hn = H
n
1 ×H
n
0 . The system (2.1) can then be
reformulated as the first order abstract system
(2.2) U ′ = AnU , U(0) = U
0 = (u01, u
0
2, . . . u
0
n, u
1
1, u
1
2, . . . , u
1
n) ,
where U = (u1, u2, . . . , un, v1, v2, . . . , vn) and An is the unbounded operator in Hn with domain
D(An) = H
n
2 ×H
n
1 defined by
AnU = (v1, v2, . . . , vn,−Au1,−Au2 − C21u1,
. . . ,−Aun − Cn1u1 . . .− Cnn−1un−1) .(2.3)
The well-posedness of the abstract system (2.2) for initial data U0 ∈ Hn using semigroup theory is
easy to establish and the usual regularity results for smoother initial data also hold. Moreover, for
any k ∈ Z∗, if Cij , C
∗
ij ∈ L(Hk−1) for all i ∈ {2, . . . , n} and all j ∈ {1, . . . , i− 1}, the problem (2.2) is
also well-posed in Hnk ×H
n
k−1. For a solution U = (u1, . . . , un, v1, . . . , vn) of (2.2), we have vi = u
′
i for
i = 1, . . . , n.
For this, it is convenient to introduce some further notations. For a solution U = (u1, . . . , un, u
′
1, . . . , u
′
n)
of (2.2), we set Ui = (ui, u
′
i) for i = 1, . . . , n . Moreover, for Ui ∈ Hk ×Hk−1, we define the energy of
level k as
ek(Ui)(t) =
1
2
(
|Ak/2ui|
2 + |A(k−1)/2u′i|
2
)
, k ∈ Z , i = 1, 2 .
Similarly to the case of 2-coupled cascade systems, we can easily deduce the following results (their
proofs are left to the reader).
Proposition 2.1. Assume that A satisfies (A1) and define An as in (2.3). Then An is invertible
from D(An) on Hn. Moreover, for any solution U = (u1, . . . , un, v1, . . . , vn) of (2.2), the equation
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AnW = U admits a unique solution W = (w1, . . . , wn, z1, . . . , zn) given by
w1 = −A
−1u′1 ,
w2 = −A
−1u′2 +A
−1C21A
−1u′1 ,
...
wn = −A
−1u′n −A
−1Cn1w1 − . . .−A
−1Cnn−1wn−1 ,
z1 = w
′
1 = u1 , . . . , zn = w
′
n = un .
Also, W is then the solution of (2.2), associated to the initial data W (0) = A−1n U
0.
Corollary 2.2. We assume the hypotheses of Proposition 2.1. Let l ∈ N∗ be given. Then the equation
AlnW
l = U admits a unique solution W l = A−ln U ∈ D(A
l
n). This solution can be defined by induction
as follows W 0 = U ,W i+1 = A−1n W
i , i ∈ {0, . . . , l − 1} . We set
(2.4) W li = (w
l
i, (w
l
i)
′) , i = 1, . . . , n , l ∈ N .
Then we have moreover
(2.5) (wli)
′ = wl−1i , ∀ i = 1, . . . , n ,∀ l ∈ N
∗ .
We will use the above notations and properties in all the sequel.
2.1.1. Main results for the observability of n-coupled bi-diagonal cascade systems. Let n ≥ 2 be a fixed
integer. We will generalize our results on 2-coupled cascade systems to n-coupled cascade systems of
bi-diagonal form, that is under the assumption that
(2.6) (HC)n Cij ≡ 0 for i ∈ {2, . . . n} , j ∈ {1, . . . , i− 2} .
Therefore, we discuss cascade systems of the form
(2.7)

u′′1 +Au1 = 0 ,
u′′i +Aui + Cii−1ui−1 = 0 , 2 ≤ i ≤ n ,
(ui, u
′
i)(0) = (u
0
i , u
1
i ) for i = 1, . . . n ,
For bi-diagonal n-coupled cascade system, we shall assume that the coupling operators Cii−1 for
i = 2, . . . , n satisfy
(A2)n

For all i ∈ {2, . . . , n} we have
C∗ii−1 ∈ L(Hk) for k ∈ {0, 1, . . . n− i+ 1} ,
||Cii−1|| = βi , |Cii−1w|
2 ≤ βi〈Cii−1w ,w〉 ∀ w ∈ H ,
∃αi > 0 such that αi |Πiw|
2 ≤ 〈Cii−1w,w〉 ∀ w ∈ H .
where the operators Πi, i ∈ {2, . . . , n}, satisfy the assumptions
(A3)n

For all i ∈ {2, . . . , n}, Πi ∈ L(H) ,
∃ T0,i > 0,∀ T > T0,i,∃ γi(T ) > 0,
such that all the solutions w of w′′ +Aw = 0 satisfy∫ T
0 |Πiw
′|2dt ≥ γi(T )e1(W )(0) .
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For a given i ∈ {2, . . . , n}, we denote by Gi given Hilbert spaces with norm || ||Gi and scalar product
〈 , 〉Gi . The spaces Gi, i = 2, . . . , n will be identified to their dual spaces in all the sequel. Let B
∗
n for
n ≥ 2 be an arbitrary observability operator satisfying the following assumptions:
(A4)n

B∗n ∈ L(H2 ×H;Gn),
∀ T > 0 ∃ Dn = Dn(T ) > 0, such that all the solutions w of
w′′ +Aw = f ∈ L2([0, T ];H) satisfy∫ T
0 ‖B
∗
n(w,w
′)‖2Gndt ≤ Dn(T )
(
e1(W )(0) + e1(W )(T )+∫ T
0 e1(W )(t)dt+
∫ T
0 |f |
2dt
)
,
where W = (w,w′).
(A5)n

∃ T0,n > 0,∀ T > T0,n,∃ Rn(T ) > 0
such that all the solutions w of w′′ +Aw = 0 satisfy∫ T
0 ‖B
∗
n(w,w
′)‖2Gndt ≥ Rn(T )e1(W )(0) ,
Theorem 2.3. (Admissibility property) Assume the hypotheses (A1), (A2)n and (A4)n, then for all
T > 0 there exists C(T ) > 0 such that for all initial data U0 ∈ Hn, the solution of (2.7) satisfies the
following direct inequality
(2.8)
∫ T
0
||B∗nUn||
2
Gn dt ≤ C(T )
( n∑
i=1
e1−n+i(Ui)(0)
)
,
and the following estimates ∫ T
0
|un−1|
2 dt ≤ C(T )
( n−1∑
i=1
e1−n+i(Ui)(0)
)
,(2.9)
∫ T
0
|un|
2 dt ≤ C(T )
( n∑
i=1
e1−n+i(Ui)(0)
)
.(2.10)
Remark 2.4. We give in Remark 2.22 the optimal space for well-posedness of (2.7) in view of the
well-posedness of the corresponding control problem using the duality method HUM (see Lemma 2.20
and Lemma 2.21).
Theorem 2.5 (Sufficient conditions). We assume (A1). Let n ≥ 2 be an integer. We assume that
for all i = 2, . . . , n, the operators Cii−1 satisfy the assumption (A2)n where the operators Πi satisfy
(A3)n. Moreover let B
∗
n be any given operator satisfying (A4)n − (A5)n. Then there exists T
∗
n > 0
such that for all i = 1, . . . , n, there exist constants di,n(T ) > 0 such that for all solution W of (2.7)
and all T > T ∗n we have
(2.11) e1+i−n(Wi)(0) ≤ di,n(T )
∫ T
0
‖B∗n(Wn)‖
2
Gndt ,∀ i = 1, . . . , n ,
with di,n(T ) ≤
K
T 3 for i ∈ {1, . . . , n− 1} , dn,n(T ) ≤
K
T , where K is bounded with respect to T .
We also prove that the above conditions are optimal in the following theorem.
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Theorem 2.6 (Necessary conditions). We assume (A1), (A2)n with Πi = Cii−1 for all i = 2, . . . , n.
Let B∗n be any given operator satisfying (A4)n. Assume that either B
∗
n does not satisfy (A5)n or that
the operators
(Cii−1)i∈{2,...,n} = (Πi)i∈{2,...,n}
do not satisfy (A3)n. Then there does not exist T
∗
n > 0 such that for all T > T
∗
n , the following property
holds
(OBS)n

∃ C > 0 such that ∀ U0 ∈ H the solution of (2.7) satisfies
C
n∑
i=1
e1+i−n(Ui)(0) ≤
∫ T
0
||B∗nUn||
2
Gn dt .
Remark 2.7. We recall that the minimal control time Tm under which an observability inequality
holds, is the minimal time for which the inequality holds for all T > Tm and does not hold for T < Tm.
We deduce from Theorem 2.6 and Theorem 2.5 the following Corollary.
Corollary 2.8. Assume (A1), (A4)n and (A2)n with Πi = Cii−1 for all i ∈ {2, . . . , n}. Then (OBS)n
holds if and only if (A3)n and (A5)n hold. Moreover, T
∗
n has to be greater than max(max2≤i≤n(Ti,c), T0,n)
where Ti,c for i = 2, . . . , n denote for each observability operator Πi = Cii−1 the minimal control times
for which (A3)n holds, and T0,n the minimal control time for which (A5)n holds.
2.1.2. Proofs of the main results for the observability of n-coupled cascade systems. We recall here
some of the results of [7] for the sake of clarity. The proof of Theorem 2.5 follows the idea of the
two-level energy method [2], adapted to 2-coupled cascade systems in [7]. For systems of order 2, it
consists in using two level of energies, the natural one for the observed component of the state and the
weakened energy of the unobserved component of the state. Here we shall show that we have to use n
levels of weakened (except for the observed one) energies for each of the n components of the vector-
state for coupled cascade systems of order n. We shall use, as for the case n = 2, a crucial property
for the abstract system (and proved for the applicative examples), that is direct and observability
inequalities for a single equation with a source term, with constants which are uniform with respect
to the length T of the time interval [0, T ]. This property was proved in [2] thanks to the multiplier
method for the usual PDE’s (wave, Petrowsky,. . . ) in [2] and extended in [3] under an abstract form
which allows the use of the optimal geometric conditions of Bardos Lebeau and Rauch [13] . We shall
use this result in the sequel so we recall that it reads as follows.
Lemma 2.9 ([3], [Lemma 3.3). We assume hypotheses (A1), (A4)n and (A5)n. Then, there exist
η0 > 0 and α0 > 0 such that for all T > T0, f ∈ L2([0, T ];H), all solutions P = (p, p′) of the
nonhomogeneous equation
(2.12) p′′ +Ap = f , (p, p′)(0) = (p0, p1) ,
the following uniform observability estimate holds
(2.13) η0
∫ T
0
||B∗nP ||
2
Gn dt ≥
∫ T
0
e1(P )(t) dt− α0
∫ T
0
|f |2 dt .
Remark 2.10. The form of the above inequality for the solutions of the abstract second order equation
with a source term (2.12), is crucial: it is a form which respects the invariance by translation in time
of the equation. Our first results in [2] are based on the following form of the required observability
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inequality: there exist ηi > 0 for i = 0, . . . , 3 such that for all T > T0, f ∈ L
2([0, T ];H), all solutions
P = (p, p′) of the nonhomogeneous equation (2.12) satisfy
η0
∫ T
0
||B∗nP ||
2
Gn dt ≥ (1− η1δ)
∫ T
0
e1(P )(t) dt − η2(e1(P )(0) + e1(P )(T ))
− η3δ
−1
∫ T
0
|f |2 dt ,∀ δ ∈ (0, η−11 ).
This observability inequality, which is uniform with respect to the time T for sufficiently large T ,
is proved on various examples of PDE’s (wave, Petrowsky, . . . ) using the multiplier method. One
can further remark that due to the term (e1(P )(0) + e1(P )(T )) this inequality is not preserved by
time-translations. However, it naturally arises under this form when using the multiplier method. The
drawback is that the resulting geometric conditions on the observation region are then not optimal.
On the other hand, the multi-level energy method requires observability constants which are uniform
with respect to T for sufficiently large time T . A way to handle both constraints is to require an
observability inequality in a canonical form which respects the invariance by time-translations. The
uniformity of the constants with respect to T is then proved using this invariance property. This leads
to Lemma 3.3 in [3] (recalled in the above Lemma 2.9 under minor changes).
Proof of Theorem 2.3. We have already proved the admissibility property, that is (2.8) for n = 2
in Lemma 2.5 in [7]. On the other hand, the estimate (2.9) is trivial for n = 2. Moreover, the usual
energy estimates for the equation in u2 yield∫ T
0
e1(U2)(t) dt ≤ C(T )
(
e1(U2)(0) +
∫ T
0
|u1|
2 dt
)
.
Using (2.9) in this inequality, we easily obtain (2.10). Hence, we can assume that n ≥ 3. We will
denote by C generic constants depending in particular on T but not on the initial data. Thanks to
assumption (A4)n applied to the last equation of (2.7), for all T > 0 there exists C(T ) > 0 such that∫ T
0
||B∗nUn||
2
Gn dt ≤ C(T )
(
e1(Un)(0) + e1(Un)(T )
+
∫ T
0
e1(Un)(t) dt+
∫ T
0
|Cnn−1un−1|
2 dt
)
.
Thanks to the usual energy estimates, we obtain
(2.14)
∫ T
0
||B∗nUn||
2
Gn dt ≤ C
(
e1(Un)(0) +
∫ T
0
|un−1|
2 dt
)
.
We have
(2.15)
∫ T
0
|un−1|
2 dt ≤ 2
∫ T
0
e0(Un−1) dt .
We shall first prove that (2.9) holds. For any k ∈ {1, . . . , n− 2} and p ∈ {1, . . . , n}, we define W k and
W kp = (w
k
p , (w
k
p)
′) as in (2.4). We also set W 0p = (w
0
p, (w
0
p)
′) = (up, u
′
p). We claim that the following
inequality holds for any k ∈ {1, . . . , n− 2} and any i ∈ {0, . . . , k − 1}.
(Rki ) e1−i(W
k−i
n−k) ≤ C
(
e−i(W
k−i−1
n−k ) + |A
−(i+1)/2wk−in−k−1|
2
)
.
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We have by definition of the energy e1−i
2e1−i(W
k−i
n−k) = |A
(1−i)/2wk−in−k|
2 + |A−i/2(wk−in−k)
′|2(2.16)
= |A−i/2wk−i−1n−k |
2 + |A(1−i)/2wk−in−k|
2 .
On the other hand by definition of W k, we have
(wk−i−1n−k )
′ +Awk−in−k + Cn−k n−k−1w
k−i
n−k−1 = 0 .
Using this relation in (2.16), together with the property in (A2)n that
C∗n−k n−k−1 ∈ L(Hi+1) , we deduce that
e1−i(W
k−i
n−k) ≤ C
(
e−i(W
k−i−1
n−k ) + |A
−(i+1)/2wk−in−k−1|
2
)
,
so that (Rki ) holds and thus our claim is proved for all k ∈ {1, . . . , n− 2} and for all i ∈ {0, . . . , k− 1}.
Using now (Rk1) to estimate e0(W
k−1
n−k) in the right hand side of (R
k
0), proceeding recursively up to
(Rkk−1) and using that W
0
n−k = Un−k, we deduce that
(2.17) e1(W
k
n−k) ≤ C
(
e1−k(Un−k) +
k∑
p=1
|A−p/2wk+1−pn−k−1|
2
)
.
We now claim that for all m ∈ {1, . . . , n− 2}, we have the following inequality
(Qm−1)
∫ T
0
|un−1|
2dt ≤ C
(m−1∑
i=1
e1−i(Un−i)(0) +
m−1∑
p=1
|A−p/2wm−pn−m(0)|
2
+
∫ T
0
|wm−1n−m|
2 dt
)
.
We shall prove (Qm) by induction on m. Let us first prove (Q1). We have
(2.18)
∫ T
0
|un−1|
2 dt =
∫ T
0
|(w1n−1)
′|2 dt ≤ C
∫ T
0
e1(W
1
n−1) dt .
On the other hand, we have (w1n−1)
′′+Aw1n−1+Cn−1n−2w
1
n−2 = 0 , so that classical energy estimates
lead to ∫ T
0
e1(W
1
n−1) dt ≤ C
(
e1(W
1
n−1)(0) +
∫ T
0
|w1n−2|
2 dt
)
.
Using this last estimate in (2.18), we obtain∫ T
0
|un−1|
2 dt ≤ C
(
e1(W
1
n−1)(0) +
∫ T
0
|w1n−2|
2 dt
)
.
Using now the inequality (2.17) with k = 1 in the above inequality, we obtain (Q1). Assume now that
(Qm−1) holds. We shall prove (Qm). We have∫ T
0
|wm−1n−m|
2 dt =
∫ T
0
|(wmn−m)
′|2 dt ≤ C
∫ T
0
e1(W
m
n−m) dt .
As above for the case m = 1, we deduce that∫ T
0
|wm−1n−m|
2 dt ≤ C
(
e1(W
m
n−m)(0) +
∫ T
0
|wmn−m−1|
2 dt
)
.
14 Fatiha Alabau-Boussouira
Using this last estimate in (Qm−1), we obtain∫ T
0
|un−1|
2 dt ≤ C
(m−1∑
i=1
e1−i(Un−i)(0) +
m−1∑
p=1
|A−p/2wm−pn−m(0)|
2
+ e1(W
m
n−m)(0) +
∫ T
0
|wmn−m−1|
2 dt
)
.
We then use (2.17) with k = m in the above inequality. This gives∫ T
0
|un−1|
2 dt ≤ C
( m∑
i=1
e1−i(Un−i)(0) +
∫ T
0
|wmn−m−1|
2 dt
+
m∑
p=1
|A−p/2wm+1−pn−m−1(0)|
2 +
m−1∑
p=1
|A−p/2wm−pn−m(0)|
2
)
.(2.19)
It remains to estimate the last term of this inequality to conclude that (Qm) holds. Let p ∈ {1, . . . ,m−
1}. We first remark that by the definition of Wm−p+1n−m , we have
(2.20) |A−p/2wm−pn−m(0)|
2 ≤ Ce1−p(W
m−p+1
n−m )(0) .
We prove in a similar way to the proof of (Rki ), that for all k ∈ {1, . . . , n−2} and for all i ∈ {0, . . . , k−1},
we have
(Ski ) e1−i(W
k−i+1
n−k ) ≤ C
(
e−i(W
k−i
n−k) + |A
−(i+1)/2wk−i+1n−k−1|
2
)
,
replacing W k−in−k by W
k−i+1
n−k in the proof of (R
k
i ).
Using (Smp+1) to estimate e−p(W
m−p
n−m) in the right hand side of (S
m
p ), proceeding recursively up to
(Smm) and using that W
0
n−m = Un−m, we deduce that
e1−p(W
m−p+1
n−m ) ≤ C
(
e−m(Un−m) +
m−1∑
j=p−1
|A−(j+2)/2wm−jn−m−1|
2
)
.
From this last inequality together with (2.20), and the inequality e−m(Un−m) ≤ Ce1−m(Un−m), where
C depends on ||A−1/2||, we deduce that
m−1∑
p=1
|A−p/2wm−pn−m(0)|
2 ≤ C
(
e1−m(Un−m) +
m∑
p=1
|A−(p+1)/2wm−p+1n−m−1|
2
)
.
Using this inequality in (2.19), we deduce that (Qm) holds.
We can now conclude the proof of (2.9) as follows. We choose m = n − 2. Thus from the above
result, (Qn−2) holds, which means
(Qn−2)
∫ T
0
|un−1|
2 dt ≤ C
( n−2∑
i=1
e1−i(Un−i)(0)(2.21)
+
n−2∑
p=1
|A−p/2wn−1−p1 (0)|
2 +
∫ T
0
|wn−21 |
2 dt
)
.
Control of lower triangular cascade hyperbolic and parabolic systems 15
We will estimate the last two terms of this inequality. By definition of W n−1−p1 , we have (w
n−2−p
1 )
′ +
Awn−1−p1 = 0, (w
n−2−p
1 )
′ = wn−3−p1 . Hence, we have |A
−p/2wn−1−p1 (0)|
2 = |A−1−p/2wn−3−p1 (0)|
2 . Pro-
ceeding recursively, we deduce that for all integers i such that 2i+1≤ n−p, we have |A−
p
2wn−1−p1 (0)|
2
= |A−p/2−iw
n−1−(2i+1)
1 (0)|
2 . If n−p is even we choose i = (n−p)/2−1, whereas if n−p is odd, we choose
i = (n − p − 1)/2. Thus, if n − p is even we have |A−p/2wn−1−p1 (0)|
2 = |A−n/2u′1|
2 ≤ Ce2−n(U1)(0) ,
whereas if n− p is odd, we have
|A−p/2wn−1−p1 (0)|
2 = |A(1−n)/2u1|
2 ≤ Ce2−n(U1)(0) .
Thus, we have
(2.22)
n−2∑
p=1
|A−p/2wn−1−p1 (0)|
2 ≤ Ce2−n(U1)(0) .
We now estimate the last term of (2.21) as follows. If n is even we have |wn−21 |
2 = |A(2−n)/2u1|
2,
whereas if n is odd we have |wn−21 |
2 = |A(1−n)/2u′1|
2. Hence, for the two cases, we have |wn−21 (t)|
2 ≤
Ce2−n(U1)(t) , ∀ t ≥ 0 . Thanks to the conservation of the energy e2−n(U1), we have∫ T
0
|wn−21 |
2 dt ≤ Ce2−n(U1)(0) ,
where the constant C depends on T . Using this last estimate together with (2.22) in (2.21), we obtain
(2.9). Using this last inequality in (2.14), we obtain (2.8). Using classical energy estimates for the
equation for un in (2.7), we have∫ T
0
|un|
2 dt ≤ C(e1(Un)(0) +
∫ T
0
|un−1|
2 dt) .
Using (2.9) in this last estimate, we obtain (2.10). This concludes the proof.
Proof of Theorem 2.5. The proof is proved by induction on n. However, (2.11) is not sufficient for
a proof by induction, one needs to combine it with other properties to be proved by induction. This
is the purpose of the next result. We shall then prove Theorem 2.5. Let n ≥ 2 be given. We consider
the following property at order n:
(Pn)

∃ Kn > 0 ,∃ T
∗
n > 0 , such that ∀ T > T
∗
n , ∃ rn,n(T ) > 0 and
∀ i ∈ {1, . . . , n}, ∃ di,n(T ) > 0, ki,n(T ) > 0 such that for all solutions
W = (w1, . . . , wn, w
′
1, . . . , w
′
n) of W
′ = AnW one has
e1+i−n(Wi)(0) ≤ di,n(T )
∫ T
0 ||B
∗
n(Wn)‖
2
Gn
dt ∀ i ∈ {1, . . . , n} ,
e0(Wn−1)(T ) ≤ dn−1,n(T )
∫ T
0 ||B
∗
n(Wn)‖
2
Gn
dt ,∫ T
0 〈Cnn−1wn−1, wn−1〉 dt ≤ rn,n(T )
∫ T
0 ||B
∗
n(Wn)‖
2
Gn
dt ,∫ T
0 e1+i−n(Wi)(t) dt ≤ ki,n(T )
∫ T
0 ||B
∗
n(Wn)‖
2
Gn
dt ∀ i ∈ {1, . . . , n} ,
where rn,n(T ) ≤ Kn/T
2 , dn,n(T ) ≤ Kn/T and kn,n(T ) ≤ Kn,
di,n(T ) ≤ Kn/T
3 and ki,n(T ) ≤ Kn/T
2 for i ∈ {1, . . . , n − 1} and,
where Kn is a generic constant which depends on n but not on T .
Theorem 2.11. Let n ≥ 2 be an integer. We assume that for all i ∈ {2, . . . , n + 1}, the operators
Cii−1 satisfy the assumption (A2)n+1 where the operators Πi satisfy (A3)n+1. We assume that for
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all k ∈ {2, . . . , n} the property (Pk) holds for any observation operator B
∗
k, satisfying (A4)k − (A5)k.
Then the property (Pn+1) also holds for any observation operator B
∗
n+1 satisfying (A4)n+1− (A5)n+1.
Remark 2.12. A key point in the multi-level (as well as in the two-level) energy method is to derive
observability inequalities for any sufficiently large time T with observability constants which depend in
a suitable way on T as stated in (Pn). A first step for this is to derive suitable observability estimates
for a scalar nonhomogeneous wave equation. In particular, it is crucial to obtain observability constants
which are uniform with respect to T for any sufficiently large time T . This first crucial step has been
proved in Lemma 3.3 of [3] (we recall this Lemma here as Lemma 2.9 with some minor changes). This
Lemma gives observability constants η0 and α0 which do not depend on T (for sufficiently large T ) as a
consequence of (A5)n and the admissibility property (A4)n. This holds even though the observability
constants in the assumption (A5)n depend on an unknown way on the (sufficiently large) time T . This
result is based on the invariance of the solutions with respect to time translations. Using involved
estimates, one can then prove inductively the observability estimates stated in (Pn) with observability
constants which depend on sufficiently large time T with the given explicit T -dependence.
Theorem 2.7 in [7] proves (Pn) for n = 2. Let us assume that (Pn) holds. We shall prove that (Pn+1)
holds by several intermediate propositions. We shall keep the same notation for these propositions
and their proofs.
Proposition 2.13. Assume the hypotheses of Theorem 2.11 and that (Pn) holds. Then for every
T > T ∗n , the following estimate holds∫ T
0
〈Cn+1nun, un〉 dt ≤
βnrn,n(T )ηT
2αn+1
∫ T
0
〈Cn+1nun, un〉 dt(2.23)
+
1
ηT
∫ T
0
e1(Un+1)(t) dt+
c
η
(
e1(Un+1)(T ) + e1(Un+1)(0)
)
+ cη
(
e1(Wn)(T ) + e1(Wn)(0)
)
+ cη(e0(Wn−1)(T ) + e0(Wn−1)(0)
)
∀ η > 0.
Proof. Let Un+1 = (u1, . . . , un+1, u
′
1, . . . , u
′
n+1) ∈ D(An+1) be a solution of (U
n+1)′ = An+1U
n+1 .
We note that Un = (u1, . . . , un, u
′
1, . . . , u
′
n) ∈ D(An) is solution of (U
n)′ = AnU
n . We set W n+1 =
A−1n+1U
n+1. ThenW n+1 = (w1, . . . , wn+1, w
′
1, . . . , w
′
n+1) ∈ D(An+1) andW
n = (w1, . . . , wn, w
′
1, . . . , w
′
n)
∈ D(An) and W
n+1, W n = W are respective solutions of (W n+1)′ = An+1W
n+1 , and (W n)′ =
AnW
n . By definition of W = W n, we have the relations w′i = ui , i = 1, . . . , n + 1 . We set Wn =
(wn, w
′
n). We define an observation operator B
∗
n by B
∗
nWn = Πn+1w
′
n = Πn+1un . Thus, we have
(2.24)
∫ T
0
|Πn+1un|
2 dt ≤
1
αn+1
∫ T
0
〈Cn+1nun, un〉 dt .
The operator B∗n satisfies (A4)n and (A5)n. We apply the property (Pn) toW , solution ofW
′ = AnW
with this choice of observation operator B∗n. This, together with (2.24) imply
(2.25) e1+i−n(Wi)(0) ≤
di,n(T )
αn+1
∫ T
0
〈Cn+1nun, un〉 dt , i ∈ {1, . . . , n} ,
(2.26) e0(Wn−1)(T ) ≤
dn−1,n(T )
αn+1
∫ T
0
〈Cn+1nun, un〉 dt ,
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(2.27)
∫ T
0
〈Cnn−1wn−1, wn−1〉 dt ≤
rn,n(T )
αn+1
∫ T
0
〈Cn+1nun, un〉 dt ,
(2.28)
∫ T
0
e1+i−n(Wi)(t) dt ≤
ki,n(T )
αn+1
∫ T
0
〈Cn+1nun, un〉 dt, i ∈ {1, . . . , n} .
Since B∗n+1 satisfies (A4)i − (A5)i for i = n + 1, we can apply the uniform estimate (2.13) to un+1
solution of
u′′n+1 +Aun+1 + Cn+1nun = 0 .
This, together with (A2)n+1 give
(2.29) η0
∫ T
0
||B∗n+1Un+1||
2
Gn+1 ≥
∫ T
0
e1(Un+1(t) dt− α0βn+1
∫ T
0
〈Cn+1nun, un〉 dt .
On the other hand, thanks to (2.7) for i = n− 1 and i = n, and using the relation un−1 = w
′
n−1 with
appropriate integration by parts with respect to time we obtain∫ T
0
〈Cn+1nun, un〉 dt =
[
〈A−1/2u′n, A
1/2un+1〉 − 〈un, u
′
n+1〉(2.30)
+ 〈Cnn−1wn−1, un+1〉
]T
0
−
∫ T
0
〈Cnn−1wn−1, u
′
n+1〉 .
We estimate the right hand side of (2.30) using (A2)n. This gives for all η > 0∫ T
0
〈Cn+1nun, un〉 dt
≤
βnηT
2
∫ T
0
〈Cnn−1wn−1, wn−1〉 dt+
1
ηT
∫ T
0
e1(Un+1)(t) dt
+
η
2
(
|wn−1(T )|
2+ |wn−1(0)|
2
)
+
β2n
2η
||A−
1
2 ||
(
|A
1
2un+1(T )|
2 + |A
1
2un+1(0)|
2
)
+ η
(
(e0(Un)(T ) + e0(Un)(0)
)
+
1
η
(
e1(Un+1)(T ) + e1(Un+1)(0)
)
.
Using (2.27) in the above inequality, we obtain∫ T
0
〈Cn+1nun, un〉 dt ≤
βnrn,n(T )ηT
2αn+1
∫ T
0
〈Cn+1nun, un〉 dt
+
1
ηT
∫ T
0
e1(Un+1)(t) dt+
c
η
(
e1(Un+1)(T ) + e1(Un+1)(0)
)
(2.31)
η
(
e0(Un)(T ) + e0(Un)(0)
)
+ η(e0(Wn−1)(T ) + e0(Wn−1)(0)
)
,
where c > 0 is a generic constant which is independent of T . Since W n = A−1n U
n, we have un = w
′
n
and u′n = −Awn − Cnn−1wn−1. Therefore, we have for any t ≥ 0
(2.32) e0(Un)(t) ≤ c
(
e0(Wn−1)(t) + e1(Wn)(t)
)
.
Using this inequality for t = 0 and t = T in (2.31), we obtain (2.23). 
We shall prove several intermediate results to estimate the right hand side of (2.31).
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Proposition 2.14. Assume the hypotheses of Theorem 2.11 and that (Pn) holds. Then for every
T > T ∗n , the following estimates hold for all η > 0
e1(Wn)(T ) + e1(Wn)(0)(2.33)
≤
1
αn+1
(
2dn,n(T ) +
βnTrn,n(T )
2
+
kn,n(T )
T
) ∫ T
0
〈Cn+1nun, un〉 dt ,
e0(Wn−1)(T ) + e0(Wn−1)(0) ≤
1
αn+1
(
2dn−1,n(T )
) ∫ T
0
〈Cn+1nun, un〉 dt ,(2.34)
e1(Un+1)(T ) + e1(Un+1)(0) ≤ 2e1(Un+1)(0) +
βn+1η
2
2T
∫ T
0
〈Cn+1nun, un〉 dt
+
T
η2
∫ T
0
e1(Un+1)(t) dt .(2.35)
Proof. Since we have w′′n +Awn +Cnn−1wn−1 = 0 , we deduce that e
′
1(Wn)(t) = −〈Cnn−1wn−1, w
′
n〉 ,
so that
e1(Wn)(T ) + e1(Wn)(0) = 2e1(Wn)(0)−
∫ T
0
〈Cnn−1wn−1, w
′
n〉
≤ 2e1(Wn)(0) +
Tβn
2
∫ T
0
〈Cnn−1wn−1, wn−1〉+
1
T
∫ T
0
e1(Wn)(t) dt .
We use respectively (2.25), (2.27) and (2.28) with i = n, this gives (2.33).
The proof of (2.35) is similar using the equation for un+1.
We use (2.25) with i = n− 1 and (2.26). This gives (2.34). 
Proposition 2.15. Assume the hypotheses of Theorem 2.11 and that (Pn) holds. Then for every
T > T ∗n , the following estimate holds
(2.36)
∫ T
0
〈Cn+1nun, un〉 dt ≤
Kn
T 2
∫ T
0
e1(Un+1)(t) dt+
Jn
T
e1(Un+1)(0) ,
where Kn , Jn are generic constants which depend on n but not on T .
Proof. Using (2.33), (2.34) and (2.35) in (2.23) we obtain(
1− ηθn(T )
)∫ T
0
〈Cn+1nun, un〉 dt(2.37)
≤
( 1
ηT
+
cT
η3
) ∫ T
0
e1(Un+1)(t) dt +
c
η
e1(Un+1)(0) ,
where c is a generic positive constant which does not depend on T nor η and where the coefficient
θn(T ) is given by
θn(T ) =
βnrn,n(T )T
2αn+1
+
cβn+1
2T
+
c
αn+1
(
2dn.n(T ) +
Tβnrn.n(T )
2
+
kn,n(T )
T
)
+
c
αn+1
(
2dn−1.n(T )
)
.
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We choose η such that η = 12θn(T ) = ηn(T ) . Thanks to this choice, the definition of θn(T ) and our
induction hypothesis (Pn), we deduce that
(2.38)
1
ηn(T )
≤
Kn
T
.
Therefore, using (2.38) in (2.37), we deduce (2.36). 
Lemma 2.16. Assume the hypotheses of Theorem 2.11 and that (Pn) holds. Then for every T > T
∗
n ,
(2.39)
∫ T
0
e1(Un+1)(t) ≥Mn Te1(Un+1)(0) ,
where Mn does not depend on T and is defined by
(2.40) Mn =
√
a2n + an + bn
(2an + 1)
(
an +
√
a2n + an + bn
)
+ an + 2bn
,
with
(2.41) an =
βn+1Jn
2
,
and
(2.42) bn =
βn+1Kn
2
.
Proof. The proof is similar to that of Lemma 2.14 in [7] in the case n = 2. For the sake of clarity,
we indicate briefly the arguments. We have
e′1(Un+1)(t) = −〈Cn+1nun, u
′
n+1〉 .
Integrating twice this equation and using assumption (A2)n, we have for all ν > 0
(1 + ν)
∫ T
0
e1(Un+1)(t) ≥ Te1(Un+1)(0) −
βn+1T
2
2ν
∫ T
0
〈Cn+1nun, un〉 .
We choose ν = an+
√
a2n + an + bn. Using (2.36) in this last estimate and the definition of an, bn and
ν, we obtain (2.39) where Mn is defined by (2.40). 
Proposition 2.17. Assume the hypotheses of Theorem 2.11 and that (Pn) holds. Then (Pn+1) holds.
Proof. We choose T ∗n+1 > max(T
∗
n , Tn) where T
2
n is given by
T 2n = α0βn+1
(
Kn +
Jn
Mn
)
.
Let T > T ∗n+1. In the sequel of this proof, we will denote by Hl,n+1 for l = 1, . . . , 6 generic constants
which do not depend on T .
Thanks to (2.29) and (2.36) and (2.39) we have
(2.43)
∫ T
0
e1(Un+1)(t) ≤ kn+1,n+1(T )
∫ T
0
||B∗n+1(Un+1)‖
2
Gn+1dt ,
where
kn+1,n+1(T ) =
η0T
2
T 2 − T 2n
≤
η0T
∗ 2
n+1
T ∗ 2n+1 − T
2
n
= H1,n+1 .
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Using now (2.43) in (2.39), we obtain
(2.44) e1(Un+1)(0) ≤ dn+1,n+1(T )
∫ T
0
||B∗n+1(Un+1)‖
2
Gn+1dt ,
where
dn+1,n+1(T ) =
η0T
Mn(T 2 − T 2n)
≤
η0T
∗ 2
n+1
Mn(T ∗ 2n+1 − T
2
n)
1
T
=
H2,n+1
T
.
Using similarly (2.43) and (2.44) in (2.36), we have
(2.45)
∫ T
0
〈Cn+1nun, un〉 dt ≤ rn+1,n+1(T )
∫ T
0
||B∗n+1(Un+1)‖
2
Gn+1dt ,
where
rn+1,n+1(T ) =
η0
(T 2 − T 2n)
(
Kn +
Jn
Mn
)
≤
η0T
∗ 2
n+1
Mn(T ∗ 2n+1 − T
2
n)
(
Kn +
Jn
Mn
) 1
T 2
=
H3,n+1
T 2
.
Let i be any integer in {2, . . . , n}. We estimate ei−n(Ui) as follows. Thanks to the definition of Wi,
we have
2ei−n(Ui) = |A
i−nw′i|
2 + |A(i−n−1)/2u′i|
2
≤ C
(
e1+i−n(Wi) + |A
(i−n−1)/2Ci i−1wi−1|
2
)
.
On the other hand, thanks to (A2)n we have
|A(i−n−1)/2Ci i−1wi−1|
2 ≤ C|A(i−n)/2wi−1|
2 .
Hence, we have
(2.46) ei−n(Ui) ≤ C
(
e1+i−n(Wi) + ei−n(Wi−1)
)
.
Using (2.45) in (2.25) for i and i− 1, and inserting the resulting estimate in (2.46), we obtain
ei−n(Ui)(0) ≤ di,n+1(T )
∫ T
0
||B∗n+1(Un+1)‖
2
Gn+1dt ,
where
di,n+1(T )=C
(di−1,n(T )+ di,n(T )
αn+1
)
rn+1,n+1(T )≤
2CKnH3,n+1
αn+1
1
T 3
≤
H4,n+1
T 3
.
Using similarly (2.45) in (2.28) for i and i−1, and inserting the resulting estimate in (2.46), we obtain∫ T
0
ei−n(Ui)(t) dt ≤ ki,n+1(T )
∫ T
0
||B∗n+1(Un+1)‖
2
Gn+1dt ,
where
ki,n+1(T ) = C
(ki−1,n(T ) + ki,n(T )
αn+1
)
rn+1,n+1(T ) ≤
2CKnH3,n+1
αn+1T 2
≤
H5,n+1
T 2
.
We now remark that e1−n(U1) = e2−n(W1) . Thus, we easily deduce using (2.45) in respectively (2.25)
and (2.28) with i = 1 that
e1−n(U1)(0) ≤ d1,n+1(T )
∫ T
0
||B∗n+1(Un+1)‖
2
Gn+1dt ,
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where
d1,n+1(T ) =
C d1,n(T )
αn+1
rn+1,n+1(T ) ≤
H4,n+1
T 3
,
and ∫ T
0
e1−n(U1)(t) dt ≤ k1,n+1(T )
∫ T
0
||B∗n+1(Un+1)‖
2
Gn+1dt ,
where
k1,n+1(T ) =
C k1,n(T )
αn+1
rn+1,n+1(T ) ≤
H5,n+1
T 2
.
We finally estimate e0(Un)(T ) as follows. Using (2.45) in (2.26) and (2.33) and using the resulting
estimates in (2.32), we deduce that
e0(Un)(T ) ≤ dn,n+1(T )
∫ T
0
||B∗n+1(Un+1)‖
2
Gn+1dt ,
where
dn,n+1(T ) = C
(
dn−1,n(T ) + 2dn,n(T ) +
βnTrn,n(T )
2
+
kn,n(T )
T
)rn+1,n+1(T )
αn+1
≤
H6,n+1
T 3
.
Thus we prove that (Pn+1) holds with Kn+1 = max
1≤l≤6
(Hl,n+1). 
This concludes the proof of Theorem 2.11. We can now prove Theorem 2.5.
Proof of Theorem 2.5. This is an easy consequence of (Pn). We shall need the following technical
result for the proof of Theorem 2.6.
Lemma 2.18. Assume the hypotheses (A1) and (A2)n. Then there exist C1 > 0 , C2 > 0 such that
for all W0 ∈ Hn, the following properties hold for W the solution of (2.7) with initial data W0 and
for Z = A−1n W
(2.47) C1
n∑
i=1
ei−n(Wi) ≤
n∑
i=1
e1+i−n(Zi) ≤ C2
n∑
i=1
ei−n(Wi) .
Proof. By definition of Z we have z′i = wi for i = 1, . . . , n, and w
′
i + Azi + Cii−1zi−1 = 0. Let
i ∈ {1, . . . , n} be given arbitrarily. Thanks to assumption (A2)n, we have e1+i−n(Zi) ≤ C
(
ei−n(Wi)+
ei−n(Zi−1)
)
. Moreover, we have e2−n(Z1) = e1−n(W1). Thanks to these two properties, we easily
prove by induction on j that
e1+i−n(Zi) ≤ C
i∑
j=1
ej−n(Wj) ,
which in turn implies that the second inequality in (2.47) holds. In a similar way, we have ei−n(Wi) ≤
C
(
e1+i−n(Zi) + ei−n(Zi−1)
)
, which in turn implies that the first inequality in (2.47) holds. 
Proof of Theorem 2.6. Let us first assume that B∗n does not satisfy (A5)n. We argue by contra-
diction and assume that there exists T ∗n such that (OBS)n holds for all T > T
∗
n . We choose initial
data such that u0i = u
1
i = 0 for all i = 1, . . . , n− 1 whereas (u
0
n, u
1
n) is arbitrary in H1 ×H0. Then by
uniqueness ui = u
′
i ≡ 0 for all i = 1, . . . , n− 1. Thus, un is the solution of
(2.48) u′′n +Aun = 0 , (un, u
′
n)(0) = (u
0
n, u
1
n) ,
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whereas (OBS)n reduces to: there exists T
∗
n > 0 such that for all T > T
∗
n we have{
∃ C > 0 such that ∀ (u0n, u
1
n) ∈ H1 ×H0 the solution of (2.48) satisfies
C(e1(Un)(0)) ≤
∫ T
0 ||B
∗
nUn||
2
Gn
dt .
Hence B∗n satisfies (A5)n which contradicts our hypothesis. We shall prove the second assertion of
Theorem 2.6 by induction on n. Our claim is as follows: for any integer n ≥ 2, if the operators
(Cii−1)i∈{2,...,n} = (Πi)i∈{2,...,n} do not satisfy (A3)n then there does not exist T
∗
n > 0 such that
(OBS)n holds for all T > T
∗
n . This holds true for n = 2 thanks to Theorem 2.8 in [7]. Assume that it
holds up to the order n. We assume that the operators (Cii−1)2≤i≤n+1 = (Πi)2≤i≤n+1 do not satisfy
(A3)n+1. We argue by contradiction and assume that there exists T
∗
n+1 > 0 such that for all T > T
∗
n+1
all the solutions of 
u′′1 +Au1 = 0 ,
u′′i +Aui + Cii−1ui−1 = 0 , 2 ≤ i ≤ n+ 1 ,
(ui, u
′
i)(0) = (u
0
i , u
1
i ) for i = 1, . . . n+ 1 ,
satisfy (OBS)n+1. Two cases are possible: either Cn+1n = Πn+1 does not satisfy
(2.49)
{
∃ T0 > 0, such that all the solutions w of w
′′ +Aw = 0 satisfy∫ T
0 |Cn+1nw
′|2dt ≥ γ(T )e1(W )(0) ,∀ T > T0 ,
or the operators (Cii−1)2≤i≤n = (Πi)2≤i≤n do not satisfy (A3)n. Assume the first alternative. We
choose initial data such that u0i = u
1
i = 0 for all i 6= n and i ∈ {1, . . . , n + 1}. Then (OBS)n+1
together with the property (A4)n+1 with e1(Un+1)(0) = 0 imply that for all T > T
∗
n+1 there exists
C2 > 0 such that
C2e0(Un)(0) ≤
∫ T
0
|Cn+1nun|
2 dt ,
for all un such that u
′′
n +Aun = 0. We set w = −A
−1u′n. Then we have w
′ = un and w
′′
n + Awn = 0.
We set W = (w,w′). Then, thanks to the above inequality and to classical density arguments, we
have for all T > T ∗n+1 and for all the solutions of w
′′ +Aw = 0 with W (0) ∈ H1 ×H0∫ T
0
|Cn+1nw
′|2 ≥ C2e1(W )(0) ,
so that Cn+1n satisfies (2.49), which contradicts our hypothesis. We now consider the second alter-
native, assuming now that Cn+1n satisfies the above observability property. We choose initial data of
the form u0n+1 = u
1
n+1 = 0. Then (OBS)n+1 together with the admissibility assumption (A4)n+1 and
e1(Un+1)(0) = 0 imply that for all T > T
∗
n+1 there exists C2 > 0 such that
C2
n∑
i=1
ei−n(Ui)(0) ≤
∫ T
0
|Cn+1nun|
2 dt ,
where (u1, . . . , un) is any solution of (2.7). Thanks to Lemma 2.18 and defining W = A
−1
n Un we
deduce that for all T > T ∗n+1 there exists C > 0 such that
(2.50) C
n∑
i=1
e1+i−n(Wi)(0) ≤
∫ T
0
|Cn+1nw
′
n|
2 dt ,
for all W solution of (2.7). But B̂∗n defined by B̂
∗
nWn = Cn+1nw
′
n satisfies (A4)n, and thanks to
(2.50), (OBS)n holds. But by our assumption the operators (Cii−1)2≤i≤n = (Πi)2≤i≤n do not satisfy
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(A3)n. Thanks to our induction hypothesis, (OBS)n cannot hold. We have again a contradiction.
This concludes the proof.
The proof of Corollary 2.8 is a direct consequence of Theorem 2.6 and Theorem 2.5.
To handle the control problem, we shall need to prove the admissibility and observability properties
under a slightly different form (mainly for the case Bn ∈ L(Gn,H)). We have the following results.
Remark 2.19. The operator An defined in (2.3) generates a C
0-semigroup on (H1−n)
n × (H−n)
n.
Hence due to the property of reversibility of time, the Cauchy problem U ′ = AnU , U(T ) = U
T ∈
(H1−n)
n× (H−n)
n is well-posed, that is has a unique solution in C0([0, T ]; (H1−n)
n× (H−n)
n). We set
X−(n−1) = (Π
n
i=1Hi−n)× (Π
n
i=1Hi−n−1) .
Since X−(n−1) ⊂ (H1−n)
n × (H−n)
n, we can also solve the Cauchy problem with UT ∈ X−(n−1). In a
similar way, we set
X(n−1) = (Π
n
i=1Hi−n+1)× (Π
n
i=1Hi−n) .
Then, since X(n−1) ⊂ (H1−n)
n × (H−n)
n, we can also solve the Cauchy problem with UT ∈ X(n−1).
Lemma 2.20. Assume (A1) and (A2)n−(A5)n. Let T > 0 be given. ForW
T = (wT1 , . . . , w
T
n , q
T
1 , . . . , q
T
n ) ∈
X−(n−1), we denote by W = (w1, . . . , wn, w
′
1, . . . , w
′
n) the unique solution in C
0([0, T ]; (H1−n)
n ×
(H−n)
n) of
(2.51)

w′′1 +Aw1 = 0 ,
w′′i +Awi + Cii−1wi−1 = 0 , 2 ≤ i ≤ n ,
W|t=T =W
T .
Then W satisfies the following properties
(i) W ∈ C0([0, T ];X−(n−1)),
(ii) There exists C1 = C1(T ) > 0, such that
(2.52) C1
∫ T
0
||B∗nZn||
2
Gn dt ≤
n∑
i=1
ei−n(Wi)(0) ,
where Z = A−1n W .
(iii) For all T > T ∗n , where T
∗
n is given in Theorem 2.5, there exists C2 = C2(T ) > 0 such that
(2.53)
n∑
i=1
ei−n(Wi)(0) ≤ C2
∫ T
0
||B∗nZn||
2
Gn dt ,
(iv) Assume furthermore that B∗n(w,w
′) = B∗nw
′. Then properties (ii) − (iii) become
(2.54) C1
∫ T
0
||B∗nwn||
2
Gn dt ≤
n∑
i=1
ei−n(Wi)(0)
and for all T > T ∗n
(2.55)
n∑
i=1
ei−n(Wi)(0) ≤ C2
∫ T
0
||B∗nwn||
2
Gn dt ,
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with the same constants C1 and C2 as in (ii) − (iii).
Proof. Since W ∈ C0([0, T ]; (H1−n)
n × (H−n)
n, w1 ∈ C([0, T ];H1−n). Thanks to assumption (A2)n,
C∗21 ∈ L(Hn−1), thus we have C21 ∈ L(H1−n), thus w2 is a solution of{
w′′2 +Aw2 = −C21w1 ∈ C([0, T ];H1−n) ,
(w2)|t=T = w
T
2 ∈ H2−n , (w
′
2)|t=T = q
T
2 ∈ H1−n ,
so that (w2, w
′
2) ∈ C([0, T ];H2−n×H1−n) by uniqueness. By induction and thanks to (A2)n, we prove
in a similar way that (wi, w
′
i) ∈ C([0, T ];Hi−n ×Hi−n−1). This yields W ∈ C
0([0, T ];X−(n−1)). We set
Z = A−1W .
Thanks to (2.47) and (2.8), we easily deduce (2.52). This proves (ii).
Thanks to (2.47) and (2.11), we easily prove (2.53). This proves (iii).
The properties (iv) follow easily from the hypothesis on B∗n(w,w
′) and from the definition of Z
which implies that z′n = wn. 
Lemma 2.21. Assume (A1) and (A2)n−(A5)n. Let T > 0 be given. ForW
T = (wT1 , . . . , w
T
n , q
T
1 , . . . , q
T
n ) ∈
X(n−1), we denote byW = (w1, . . . , wn, w
′
1, . . . , w
′
n) the unique solution in C
0([0, T ]; (H1−n)
n×(H−n)
n)
of (2.51). Then we have W ∈ C0([0, T ];X(n−1)).
Proof. The proof is similar to that of Lemma 2.20 and is left to the reader.
Remark 2.22. The admissibility property gives a hidden regularity result and holds true (by exten-
sion) for all U0 ∈ X−(n−1) (case of bounded control operator B
∗
n) and for all U
0 ∈ Xn−1 (case of
unbounded control operator B∗n). In a similar way the observability properties given in Theorem 2.5
below also holds for all initial data in X−(n−1) (resp. in Xn−1). The extension is a consequence of
usual density arguments, of the conservation of the energy for the first equation and continuous de-
pendence with respect to source terms and initial data for a single wave equation with a source term.
Hence, the spaces X−(n−1) (case of bounded control operator) and Xn−1 (case of unbounded control
operator) are in some way the ”natural” spaces to set the admissibility and observability properties
given respectively in the Theorem 2.3 and Theorem 2.5. Note also that the assumptions on the cou-
pling operators Cii−1 for i = 2, . . . , n are also the ”natural” assumptions for well-posedness of the dual
homogeneous observability system in X−(n−1) and Xn−1.
2.2. Controllability of bi-diagonal n-coupled cascade hyperbolic
systems by a single control. We apply the HUM method [39] (see also [24, 36]) to deduce from
the indirect observability inequality obtained in the previous section an indirect exact controllability
result for the dual problem. We refer to [7] for the definition of transposition solutions for the case of
2-coupled cascade systems.
We consider the control problem
(2.56)

y′′i +Ayi + C
∗
i+1iyi+1 = 0 , 1 ≤ i ≤ n− 1 ,
y′′n +Ayn = Bnvn ,
(yi, y
′
i)(0) = (y
0
i , y
1
i ) for i = 1, . . . , n ,
where either Bn ∈ L(Gn;H) (bounded control operator) or Bn ∈ L(Gn,H
′
2) (unbounded control
operator).
We set for all the sequel Y0 = (y
0
1, . . . , y
0
n, y
1
1 , . . . , y
1
n) and denote by Y = (y1, . . . , yn, y
′
1, . . . , y
′
n) the
solution of (2.56) with initial data Y0.
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Theorem 2.23. Assume the hypotheses (A1)n − (A5)n. We define T
∗
n > 0 as in Theorem 2.5.
(i) Let B∗n(wn, w
′
n) = B
∗
nw
′
n with Bn ∈ L(Gn,H). We set
(2.57) X∗−(n−1) = (Π
n
i=1Hn−i+1)× (Π
n
i=1Hn−i) .
Then, for all T > T ∗n and all Y0 ∈ X
∗
−(n−1), there exists a control function vn ∈ L
2((0, T );Gn)
such that the solution Y of (2.56) with initial data Y0 satisfies Y (T ) = 0.
(ii) Let B∗n(wn, w
′
n) = B
∗
nwn with Bn ∈ L(Gn,H
′
2). We set
(2.58) X∗(n−1) = (Π
n
i=1Hn−i)× (Π
n
i=1Hn−i−1) .
Then, for all T > T ∗n and all Y0 ∈ X
∗
(n−1), there exists a control function vn ∈ L
2((0, T );Gn)
such that the solution Y of (2.56) with initial data Y0 satisfies Y (T ) = 0.
Proof. We first consider the case (i). Let Y0 = (y
0
1 , . . . , y
0
n, y
1
1 , . . . , y
1
n) ∈ X
∗
−(n−1). We consider the
bilinear form Λn on X−(n−1) defined by
Λn(W
T , W˜ T ) =
∫ T
0
〈B∗nwn, B
∗
nw˜n〉Gn dt ,∀ W
T , W˜ T ∈ X−(n−1) ,
and the linear form on X−(n−1) defined for all W
T ∈ X−(n−1) by
Ln(W
T ) =
n∑
k=1
〈y1k, wk(0)〉Hn−k ,Hk−n −
n∑
k=1
〈y0k, w
′
k(0)〉Hn−k+1,Hk−n−1 ,
where W = (w1, . . . , wn, w
′
1, . . . , w
′
n) and W˜ = (w˜1, . . . , w˜n, w˜1
′, . . . , w˜n
′) are respectively solutions of
(2.51) and 
w˜1
′′ +Aw˜1 = 0 ,
w˜2
′′ +Aw˜2 + C21w˜1 = 0 ,
... ,
w˜n
′′ +Aw˜n + Cnn−1w˜n−1 = 0 ,
W˜|t=T = W˜
T .
Thanks respectively to (2.54) and to (2.55), Λn is continuous and coercive on X−(n−1) for T > T
∗
n . On
the other hand, we prove that Ln is continuous on X−(n−1) as follows. We shall prove by induction
on n ≥ 2 that
(2.59)
n∑
k=1
ek−n(Wk)(0) ≤ C
n∑
k=1
ek−n(Wk)(T ) .
We already prove this property for n = 2 in the proof of (i) of Theorem 2.22 in [7]. However we shall
recall briefly how to proceed. Set n = 2 and Z = A−12 W . From the usual energy estimates for the
time reverse problem for Z = A−12 W , and the conservation of e0(Z1) through time we have
e0(Z1)(0) + e1(Z2)(0) ≤ C(e0(Z1)(T ) + e1(Z2)(T )) .
We now proceed as in Lemma 2.17-(iv) in [7]. We have Z = (z1, z2, z
′
1, z
′
2) where z1 = −A
−1w′1,
z2 = −A
−1w′2 +A
−1C21A
−1w′1, z
′
i = wi for i = 1, 2. Therefore e0(Z1) = e−1(W1). On the other hand,
we have
e0(W2) =
1
2
(
|w2|
2 + |A−1/2w′2|
2
)
≤ C
(
e0(Z1) + e1(Z2)
)
.
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And we also have e1(Z2) =
1
2
(
|A1/2z2|
2+ |z′2|
2
)
≤ C
(
e−1(W1)+e0(W2)
)
. Therefore, we have e0(W2) ≤
C
(
e0(Z1)+e1(Z2)
)
, e1(Z2) ≤ C
(
e−1(W1)+e0(W2)
)
. Hence we have C1
(
e0(Z1)+e1(Z2)
)
≤ e−1(W1)+
e0(W2) ≤ C2
(
e0(Z1) + e1(Z2)
)
. This leads to
e−1(W1)(0) + e0(W2)(0) ≤ C(e−1(W1)(T ) + e0(W2)(T )) ,
This proves (2.59) for n = 2. Assume that it holds up to order n − 1. Set Z = A−1n W . Thanks to
Lemma 2.18 and to (2.59) for n− 1, we have
C1
n∑
k=1
ek−n(Wk)(0) ≤
n∑
k=1
ek−n+1(Zk)(0)(2.60)
≤ C(
n−1∑
k=1
ek−n+1(Zk)(T ) + e1(Zn)(0)) .
The usual energy estimates for zn which solves z
′′
n +Azn + Cnn−1zn−1 = 0 yields
e1(Zn)(0) ≤ C(e1(Zn)(T ) +
∫ T
0
|zn−1|
2 dt) .
Thanks to (2.9) with Z replacing U and 0 replaced by T (reverse problem) we have∫ T
0
|zn−1|
2 dt ≤ C
n−1∑
k=1
ek−n+1(Zk)(T ) ,
so that
(2.61)
n∑
k=1
ek−n+1(Zk)(0) ≤ C
n∑
k=1
ek−n+1(Zk)(T ) .
Using this inequality in (2.60) and once again Lemma 2.18, we obtain
n∑
k=1
ek−n(Wk)(0) ≤ C
n∑
k=1
ek−n+1(Zk)(T ) ≤ C
n∑
k=1
ek−n(Wk)(T ) ,
so that our induction property (2.59) is proved. This proves that Ln is continuous on X−(n−1). Hence,
thanks to Lax-Milgram Lemma, there exists a unique W T ∈ X−(n−1) such that Λn(W
T , W˜ T ) =
−Ln(W˜
T ) , ∀W˜ T ∈ X−(n−1) . We set vn = B
∗
nwn. Then vn ∈ L
2((0, T );Gn) and we have by definition
of the solution of (2.56) by transposition∫ T
0
〈vn, B
∗
nw˜n〉Gn dt = −Ln(W˜
T ) +
n∑
k=1
〈y′k(T ), w˜k(T )〉Hn−k ,Hk−n
−
n∑
k=1
〈yk(T ), w˜k
′(T )〉Hn−k+1,Hk−n−1 , ∀ W˜
T ∈ X−(n−1) .
On the other hand, we have∫ T
0
〈vn, B
∗
nw˜n〉Gn dt = Λn(W
T , W˜ T ) = −Ln(W˜
T ) ∀ W˜ T ∈ X−(n−1) ,
so that, we deduce from these two relations that
Y (T ) = (y1, . . . , yn, y
′
1, . . . , y
′
n)(T ) = 0 .
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Assume now that (ii) holds. Let Y0 ∈ X
∗
(n−1). We consider on X(n−1) the bilinear form defined by
Λ˜n(U
T , U˜T ) =
∫ T
0
〈B∗nun, B
∗u˜n〉Gn dt ,∀ U
T , U˜T ∈ X(n−1) ,
and the linear form on X(n−1) defined for all U
T ∈ X(n−1), by
Jn(U
T ) =
n∑
k=1
〈y1k, uk(0)〉Hn−k−1,Hk+1−n −
n∑
k=1
〈y0k, u
′
k(0)〉Hn−k ,Hk−n .
Thanks respectively to (2.8) and to (2.11) (applied with U), Λ˜n is continuous and coercive on X(n−1)
for T > T ∗n . The proof of continuity of Jn on X(n−1) follows from (2.61) with U replacing Z. Hence,
thanks to Lax-Milgram Lemma, there exists a unique UT ∈ X(n−1) such that
Λ˜n(U
T , U˜T ) = −Jn(U˜
T ) , ∀ U˜T ∈ X(n−1) .
We set vn = B
∗
nun. We deduce as for the case (i) that Y (T ) = 0. 
3. Control and observation of mixed bi-diagonal and non bi-diagonal (n+ p)-coupled
cascade hyperbolic systems by p+ 1 controls/observations
The proofs of most of the results in this section are given in the appendix at the end of the paper.
3.1. Observability for mixed (n+ p)-coupled cascade hyperbolic systems by p+1 observa-
tions. Let n ≥ 2 and p ≥ 1 be fixed integers. We will generalize our previous results on bi-diagonal
(n + p)-coupled cascade systems to mixed bi-diagonal and non-bidiagonal (n + p)-coupled cascade
systems. More precisely, we shall discuss cascade systems of the form
(3.1)

u′′1 +Au1 = 0 ,
u′′i +Aui + Cii−1ui−1 = 0 , 2 ≤ i ≤ n ,
u′′i +Aui +
i−1∑
k=n−1
Cik uk = 0 , n + 1 ≤ i ≤ n+ p ,
(ui, u
′
i)(0) = (u
0
i , u
1
i ) for i = 1, . . . n+ p ,
Remark 3.1. Hence the cascade systems we discuss now, are bi-diagonal in their n first equations,
and then non bi-diagonal for the next equations ranging from n+ 1 to n+ p. Furthermore, these last
p equations have a peculiar structure: the equation for un+1 have 2 non vanishing coupling terms, the
next one 3, up to for the last equation p + 1 non-vanishing coupling terms. This form is required for
the extension of our previous results.
3.1.1. Main results for observability of n+ p-coupled cascade systems by p+ 1 observations.
Theorem 3.2. Let n ≥ 2 be an integer. We assume that for all i = 2, . . . , n, the operators Cii−1
satisfy the assumption (A2)n where the operators Πi satisfy (A3)n. We assume that the operators Ci j
and C∗i j are in L(Hk) for i ∈ {n+1, . . . , n+ p} and j ∈ {n− 1, . . . , i− 1} and k = 0, 1. Moreover, let
B∗n+j for j = 0 to j = p be any given operators satisfying (A4)n+j − (A5)n+j for all j in {0, . . . , p}.
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Then for all T > 0 there exists C(T ) > 0 such that all the solutions of (3.1) satisfy the following direct
inequality
(3.2)
p∑
j=0
∫ T
0
||B∗n+jUn+j ||
2
Gn+j dt ≤ C(T )
( n∑
i=1
e1+i−n(Ui)(0) +
p∑
j=1
e1(Un+j)(0)
)
.
Moreover, there exists T ∗n+p > 0 such that for all i = 1, . . . , n, there exist constants di,n(T ) > 0 such
that all T > T ∗n+p, all the solutions U of (3.1) satisfy the following observability inequalities
(3.3) e1+i−n(Ui)(0) ≤ di,n(T )
∫ T
0
‖B∗n(Un)‖
2
Gndt ,∀ i = 1, . . . , n ,
and
(3.4) e1(Un+k)(0) ≤ ρn,k(T )
k∑
l=0
∫ T
0
‖B∗n+l(Un+l)‖
2
Gn+l
dt ,∀ k = 1, . . . , p ,
where di,n(T ) > 0 are the constants given in Theorem 2.5 and where ρn,k(T ) > 0 are explicit constants
which depend on n, k and T .
Remark 3.3. The operator An+p generates a C
0-semigroup on ((H1−n)
n × (H−1)
p) × ((H−n)
n ×
(H−2)
p). Hence due to the property of reversibility of time, the Cauchy problem U ′ = An+pU ,
U(T ) = UT ∈ ((H1−n)
n × (H−1)
p)× ((H−n)
n× (H−2)
p) is well-posed, that is has a unique solution in
C0([0, T ]; ((H1−n)
n × (H−1)
p)× ((H−n)
n × (H−2)
p)). We set
M−(n+p−1) = ((Π
n
i=1Hi−n)×H
p)× ((Πni=1Hi−n−1)× (H−1)
p) .
Since M−(n+p−1) ⊂ ((H1−n)
n × (H−1)
p)× ((H−n)
n × (H−2)
p), we can also solve the Cauchy problem
with UT ∈M−(n+p−1). In a similar way, we set
M(n+p−1) = ((Π
n
i=1Hi−n+1)×H
p
1 )× ((Π
n
i=1Hi−n)×H
p) .
Then, since M(n+p−1) ⊂ ((H1−n)
n × (H−1)
p) × ((H−n)
n × (H−2)
p), we can also solve the Cauchy
problem with UT ∈M(n+p−1).
Remark 3.4. We set
N(n+p−1) = ((Π
n
i=1H1+i−n)×H
q
1 ×H
p−q)× ((Πni=1Hi−n)×H
q × (H−1)
p−q) .
Since N(n+p−1) ⊂ ((H1−n)
n × (H−1)
p) × ((H−n)
n × (H−2)
p), we can also solve the Cauchy problem
with UT ∈ N(n+p−1).
3.2. Control of mixed bi-diagonal and non bi-diagonal cascade hyperbolic systems by p+1
controls. We apply the HUM method [39] to deduce from our above results, exact controllability
results for the dual n + p-coupled cascade systems by either p + 1 bounded control operators, p + 1
unbounded control operators and mixed p+ 1 bounded/unbounded control operators.
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We consider the control problem
(3.5)

y′′i +Ayi + C
∗
i+1iyi+1 = 0 , 1 ≤ i ≤ n− 2 ,
y′′n−1 +Ayn−1 +
n+p∑
k=n
C∗kiyk = 0 ,
y′′i +Ayi +
n+p∑
k=i+1
C∗kiyk = Bivi , n ≤ i ≤ n+ p− 1 ,
y′′n+p +Ayn+p = Bn+pvn+p
(yi, y
′
i)(0) = (y
0
i , y
1
i ) for i = 1, . . . , n+ p ,
where we use the convention that the first equation has to disappear if n = 2 and where either
• for all k ∈ {0, . . . , p}, the operators Bn+k ∈ L(Gn+k;H) (bounded control operators)
• or for all k ∈ {0, . . . , p}, the operators Bn+k ∈ L(Gn+k,H
′
2) (unbounded control operators)
• or for all k ∈ {0, . . . , q}, the operators Bn+k ∈ L(Gn+k,H
′
2) (unbounded control operators)
and for all k ∈ {q + 1, . . . , p}, the operators Bn+k ∈ L(Gn+k;H) (bounded control operators).
We set for all the sequel Y0 = (y
0
1, . . . , y
0
n+p, y
1
1 , . . . , y
1
n+p).
3.2.1. The case of either all bounded or all unbounded control operators. We shall first consider the
case of either all bounded (resp. unbounded) control operators.
Theorem 3.5. We assume the hypotheses of Theorem 3.2 and define T ∗n+p > 0 as in Theorem 3.2.
We have
(i) Let B∗n+k(wn+k, w
′
n+k) = B
∗
n+kw
′
n+k with Bn+k ∈ L(Gn+k,H) for all k ∈ {0, . . . , p}. We set
(3.6) M∗−(n+p−1) = ((Π
n
i=1Hn−i+1)×H
p
1 )× ((Π
n
i=1Hn−i)×H
p) .
Then, for all T > T ∗n+p , and all Y0 ∈ M
∗
−(n+p−1), there exist control functions vn+k ∈
L2((0, T );Gn+k) for k = 0, . . . , p such that the solution Y = (y1, . . . , yn+p, y
′
1, . . . , y
′
n+p) of
(3.5) with initial data Y0 satisfies Y (T ) = 0.
(ii) Let B∗n+k(wn+k, w
′
n+k) = B
∗
n+kwn+k with Bn+k ∈ L(Gn+k,H
′
2) for all k ∈ {0, . . . , p}. We set
M∗(n+p−1) = ((Π
n
i=1Hn−i)×H
p)× ((Πni=1Hn−i−1)× (H−1)
p) .
Then, for all T > T ∗n , and all Y0 ∈M
∗
(n+p−1), there exist control functions vn+k ∈ L
2((0, T );Gn+k)
for k = 0, . . . , p such that the solution Y = (y1, . . . , yn+p, y
′
1, . . . , y
′
n+p) of (3.5) with initial data
Y0 satisfies Y (T ) = 0.
3.2.2. The case of mixed bounded and unbounded control operators.
Theorem 3.6. We assume the hypotheses of Theorem 7.2 and define T ∗n+p > 0 as in Theorem 3.2.
We assume that B∗n+k(wn+k, w
′
n+k) = Bn+kwn+k with Bn+k ∈ L(Gn+k,H
′
2) for all k ∈ {0, . . . , q}.
We further assume that B∗n+k(wn+k, w
′
n+k) = B
∗
n+kw
′
n+k with Bn+k ∈ L(Gn+k,H) for all k ∈ {q +
1, . . . , p}. We set
N∗(n+p−1) = ((Π
n
i=1Hn−i)×H
q ×Hp−q1 )× ((Π
n
i=1Hn−i−1)×H
q
−1 ×H
p−q) .
Then, for all T > T ∗n+p , and all Y0 ∈ N
∗
(n+p−1), there exist control functions vn+k ∈ L
2((0, T );Gn+k)
for k = 0, . . . , p such that the solution Y = (y1, . . . , yn+p, y
′
1, . . . , y
′
n+p) of (3.5) with initial data Y0
satisfies Y (T ) = 0.
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Remark 3.7. We can note that the same method does not apply to the case for which the first q+1
control operators are bounded, whereas the next p− q ones are unbounded.
4. Main applicative results
The main results are proved under a general abstract form given in the successive next sections.
However for more clarity we shall give in this section the main consequences on the most well-known
examples of applications, namely: wave-type, heat-type and Schro¨dinger cascade coupled systems.
Other examples, based for instance on mechanical systems such as plates or Euler-Bernouilli beams
can be given, but are not detailed here for length reasons.
4.1. Geometric preliminaries. Let Ω be a bounded open set in Rd with a sufficiently smooth
boundary Γ. The set Ω can also be a smooth connected compact Riemannian manifold with or
without boundary as in [4]. Let T be a given positive time. We recall the following definition for the
Geometric Control Condition of Bardos Lebeau Rauch [13].
Definition 4.1. We say that an open subset ω of Ω satisfies (GCC) if there exists a time T > 0 such
that every generalized bicharacteristic traveling at speed 1 in Ω meets ω at a time t < T . We say that
a subset Γ1 of the boundary Γ satisfies (GCC) if there exists a time T > 0 such that every generalized
bicharacteristic traveling at speed 1 in Ω meets Γ1 at a time t < T in a non-diffractive point.
Remark 4.2. In the one dimensional case, ω ⊂ Ω (resp. Γ1 ⊂ Γ) satisfies (GCC) as soon as ω is any
non-empty open subset of Ω (resp. any non-empty open subset in Γ).
Our abstract results require that the coupling operators Cii−1 ∈ L(H) satisfy the property that
C∗ii−1 ∈ L(Hk) for all k = 0, . . . n − i + 1 for i = 2, . . . , n where H is a given Hilbert space (the
pivot space) and Hk are the domains of some fractional powers of the unbounded coercive operator
A. In applications, we will be interested by cases for which H = L2(Ω), A is the Dirichlet Laplacian
and Cii−1u = cii−1u for all u ∈ H, where the coefficients cii−1 are smooth functions defined on Ω.
We shall see that C∗ii−1 ∈ L(Hk) if and only if cii−1 satisfies certain compatibility properties when
k ≥ 3, whereas no compatibility conditions will be required for k ≤ 2. On the other hand, we are also
interested by the situation for which these coefficients are supported in a neighborhood of subsets Oi
which satisfy (GCC). This is a sufficient (and almost necessary condition) for our abstract result to
hold (see assumption (A5)n). In general, except in the one-dimensional case, this geometric condition
implies that Oi meets a non-empty open subset of the boundary Γ, so that cii−1 can vanish on Γ outside
a neighborhood in Γ of ∂Oi ∩ Γ and cii−1 > 0 on ∂Oi ∩ Γ. So we must describe how these geometric
condition can be combined with the compatibility conditions. Furthermore, the observation/control
region ω ⊂ Ω (resp. Γ1 ⊂ Γ) in the locally distributed (resp. boundary) case should also satisfy
(GCC). Hence if we want to describe possible geometric examples for which the coupling region
does not meet the control regions, we should build coefficients which both satisfy the compatibility
conditions, are supported in a neighborhood of Oi and for which ∂Oi ∩ Γ is as small as possible.
So let us consider the case of an operator C defined as the multiplication operator by c where c
is a sufficiently smooth nonnegative function on Ω, A is the Dirichlet Laplacien, Hk = D(A
k/2). We
shall describe below for k ≥ 3 and d ≥ 1, the compatibility conditions for smooth coefficients c and
for certain geometries of Ω.
We recall that
(4.1) D(Ak/2) = {u ∈ Hk(Ω) , u = ∆u = . . .∆[(k−1)/2]u = 0 on Γ}
for all k ∈ {0, 1, . . .} and where [x] hands for the integer part of the real number x.
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We shall need the following notation. For a multi-integer α = (α1, . . . , αd)
∈ Nd, we denote by |α| =
∑d
i=1 αi and ∂
α = ∂
|α|
∂
α1
1 ...∂
αd
d
.
Definition 4.3. Let d = 1 and Ω = (L1, L2) with −∞ < L1 < L2 < ∞. We say that c ∈ W
k,∞(Ω)
satisfies the compatibility condition (C1D)[(k−1)/2], if it satisfies
(4.2) (C1D)[(k−1)/2] c
(2p−1)(Li) = 0 i = 1, 2 , p = 1, . . . , [(k − 1)/2] .
Proposition 4.4. Assume that Ω = (L1, L2) with −∞ < L1 < L2 < ∞ and let k ≥ 3 be a given
integer. If c ∈ W k,∞(Ω) satisfies the compatibility condition (C1D)[(k−1)/2] then for all u ∈ Hk,
c u ∈ Hk. Moreover this condition is also necessary.
Remark 4.5. Hence in the one-dimensional case, for all given non-empty open subset O of Ω, we
can build smooth nonnegative functions c ∈ W k,∞(Ω) satisfying the compatibility condition (4.2),
supported in O and such that c > 0 in a subset of O. In particular if ω ⊂ Ω (resp. Γ1 ⊂ Γ with
Γ1 6= ∅) is a non-empty open set standing for the control region, it then satisfies (GCC) and it can be
chosen such that ω ∩O = ∅ (resp. Γ1 ∩O = ∅), so that the control region does not meet the coupling
region. It can be then generalized to any number of controls and coupling regions.
We shall now consider the case d ≥ 2. We can remark that if Γ0 ⊂ Γ is such that its normal is
constant over this part of the boundary then the compatibility conditions reduce to (4.2) where the
derivatives should be taken along this normal.
Definition 4.6. Assume d ≥ 2. Let k ≥ 3 be a given integer and c ∈ W k,∞(Ω). For k = 3 or k = 4,
we say that c satisfies the compatibility condition (C)1 if
(4.3) (C)1
∂c
∂ν
= 0 on Γ .
For k ≥ 5, we say that c satisfies the compatibility condition (C)[(k−1)/2] if
(4.4) (C)[(k−1)/2]

(C)1 holds ,
For α ∈ Nd such that 2 ≤ |α| ≤ 2[(k − 1)/2] − 1 ,
∂αc = 0 on Γ .
Proposition 4.7. Assume d ≥ 2. Let k ≥ 3 be an integer and c ∈ W k,∞(Ω). We assume that c
satisfies the compatibility condition (C)[(k−1)/2]. Then for all u ∈ Hk, c u ∈ Hk.
Remark 4.8. If Ω is a ball of radius R then an open subset which is a neighborhood of any radius
will satisfy (GCC). Also, any locally distributed (or boundary) control region ω ⊂ Ω (resp. Γ1 ⊂ Γ)
such that ω ⊃ {x ∈ Γ , (x − x0) · ν(x) > 0} (resp. Γ1 ⊃ {x ∈ Γ , (x − x
0) · ν(x) > 0}) where x0 ∈ Rd
is any given point, satisfies (GCC). Hence if we want to construct a coupling function c such that its
support does not meet the control region, it means that c should vanish in some suitable neighborhood
of the boundary. On the other hand, this coefficient should satisfy the above compatibility condition.
For k = 3 or k = 4, the compatibility conditions reduces to (C)1. Hence one should construct a
smooth function c which is nonnegative, strictly positive in O, vanishes outside a neighborhood of O
and such that the trace of its normal derivative vanishes on Γ. We show in the next proposition that
this construction is possible. For (x1, x2) ∈ R
2, we denote by (r, θ) = (r(x1, x2), θ(x1, x2)) the usual
polar coordinates.
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Proposition 4.9. Assume that Ω ⊂ R2 is a ball of radius R > 0. Let θ0 be a fixed angle in [0, 2pi)
and define R = {(r cos(θ0), r sin(θ0)) , r ∈ [0, R]}. Then for any neighborhood U of R in Ω, there exist
smooth functions c such that c ≥ 0 in Ω, c > 0 in U , c vanishes outside a neighborhood of U and c
satisfies (C)1.
Proof. We can assume without loss of generality that U ⊂ {(r, θ), r ∈ [ε,R] , θ ∈ [θ0−δ, θ0+δ]}∪B(0, ε)
where 0 < ε < R/2 and δ. Let φ be any given smooth nonnegative function on [ε,R] such that
φ′(R) = 0, φ > 0 on [ε,R], φ ≡ 0 in [0, ε/2]. We choose ψ as a smooth nonnegative function on [0, 2pi]
such that ψ > 0 on [θ0 − δ, θ0 + δ] and ψ vanishes outside [θ0 − 2δ, θ0 + 2δ]. We moreover choose a
smooth function η on Ω such that η ≡ 1 in B(0, ε), η ≡ 0 outside B(0, 2ε) and η ∈ [0, 1] elsewhere.
We set
c(x, y) = φ(r(x1, x2))ψ(θ(x1, x2)) + η(x1, x2) , (x1, x2) ∈ B(0, R) .
Then c satisfies the desired properties by construction. 
Remark 4.10. The above proof can be generalized to d ≥ 3 by use of the generalized polar coordi-
nates.
Proposition 4.11. Assume that d ≥ 2 and k ≥ 5. We set Ω = B(0, R) with R > 0 and Γ = ∂Ω. If c
is a smooth function satisfying (C)[(k−1)/2], then c has to be constant on Γ. Moreover if c is constant
on Γ and satisfies
(4.5)
∂pc
∂νp
= 0 p = 1, . . . , 2[(k − 1)/2] − 1 on Γ ,
then c satisfies (C)[(k−1)/2].
Proof. We will only sketch the proof for the dimension d = 2. If k ≥ 5 then the compatibility
condition requires that if u is in H5, then cu ∈ H5, so that u = ∆(cu) = ∆
2(cu) = 0 on Γ should hold
whenever u ∈ H5(Ω) and u = ∆u = ∆2u = 0 on Γ. Using polar coordinates and the expression of the
Laplacian in polar coordinates, we find that this requires ∂c∂θ ≡ 0 on Γ. Hence c should be constant on
Γ. Conversely if c is constant on Γ and satisfies (4.5), then all the tangential and normal derivatives
of at least order 1 and up to 2[(k− 1)/2]− 1 are vanishing on Γ so that the compatibility condition is
satisfied. 
For n ≥ 4, we can now give the compatibility conditions on the coefficients cii−1, which implies
that when Cii−1 stands for the multiplication operator by cii−1 in H, then C
∗
ii−1 ∈ L(Hk) for all
k = 0, . . . n− i+1 for i = 2, . . . , n. One can note that no compatibility conditions are required on the
coefficients if n ≤ 3. Moreover when n ≥ 4, no compatibility conditions are required on the coefficients
cn−1n−2 and cnn−1. For n ≥ 4, the sufficient compatibility conditions read as follows.
Definition 4.12. Let n≥ 4. We say that the coefficients cii−1 ∈W
n−i+1,∞(Ω) for i = 2, . . . , n − 2,
satisfy the compatibility condition (CC)n if for the dimension d = 1 (resp. d ≥ 2) cii−1 satisfies
(C1D)[(n−i)/2] (resp. (C)[(n−i)/2]) for all i = 2, . . . , n− 2.
4.2. Boundary and localized observability/controllability of n + p-coupled cascade wave
equations with localized couplings.
4.2.1. Main observability results for n + p-coupled cascade wave systems. Let n ≥ 2 and p ≥ 0 be
two integers. We consider the following n+ p-coupled mixed bi-diagonal and non bi-diagonal cascade
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system of wave equations
u1,tt −∆u1 = 0 in (0, T )× Ω ,
ui,tt −∆ui + cii−1(x)ui−1 = 0 in (0, T )× Ω , 2 ≤ i ≤ n ,
ui,tt −∆ui +
i−1∑
k=n−1
cik(x)uk = 0 in (0, T ) × Ω , n+ 1 ≤ i ≤ n+ p ,
ui = 0 for i = 1, . . . n+ p in (0, T )× ∂Ω ,
(ui, ui,t)(0) = (u
0
i , u
1
i ) for i = 1, . . . n+ p in Ω ,
where the subscript t denotes the partial derivative with respect to time t. This system can be written
as an abstract second order differential system
u′′ +M∗n+pu = 0 ,
with the appropriate initial conditions and where u = (u1, . . . , un+p)
t, the matrix operator Mn+p is
given by (1.4) and where A is the unbounded operator in H = L2(Ω) defined by Au = −∆u for
u ∈ D(A) = H2(Ω) ∩H10 (Ω).
We set U0 = (u01, . . . , u
0
n+p, u
1
1, . . . , u
1
n+p) for all the sequel of this section. We make the following
assumptions on the coefficients ci,j.
(H1)

cii−1 ∈W
n−i+1,∞(Ω) for i = 2, . . . , n ,
cii−1 ≥ 0 on Ω for i = 2, . . . , n ,
{cii−1 > 0} ⊃ Oi for some open subsets Oi ⊂ Ω for i = 2, . . . , n ,
cj,k ∈W
1,∞(Ω) for j ∈ {n + 1, . . . , n+ p} , k ∈ {n− 1, . . . , j − 1} .
Remark 4.13. The couplings terms cii−1 for i = 2, . . . , n located on the main subdiagonal are assumed
to be strictly positive on Oi for i = 2, . . . , n, so that the coupling effects due to these terms are effective
in a neighborhood of these sets. We will say in all the sequel that the subsets Oi for i = 2, . . . , n are
the regions on which the couplings are localized.
We shall consider p+ 1 observations associated to the equations/compo-
nents ranked from n up to n+ p, the n− 1 first equations/components being unobserved. These p+1
observations can be each either locally distributed or localized on parts of the boundary. We shall
denote by Iint (resp. Ibd) the set of integers k ∈ {0, . . . , p} such that the corresponding observation
is locally distributed (resp. is localized on a part of the boundary). We do not recall below the
admissibility property for the coupled system which allows to show that the observations of the solution
are well-defined (hidden regularity result) in a classical way. This property is given in the abstract
Theorem 3.2.
Theorem 4.14 (Observability estimates). We assume that the hypothesis (H1) holds for some open
subsets Oi ⊂ Ω for i = 2, . . . , n that satisfy (GCC) for all i ∈ {2, . . . , n}. If n ≥ 4, we further assume
that the coefficients cii−1 for i = 2, . . . , n − 2 satisfy the compatibility condition (CC)n. Let bn+k for
k = 0, . . . , p be given functions defined on Ω (resp. Γ) for k ∈ Iint (resp. k ∈ Ibd) such that
For all k ∈ Iint : bn+k ≥ 0 on Ω, {bn+k > 0} ⊃ ωn+k, bn+k ∈ L
∞(Ω),
For all k ∈ Ibd : bn+k ≥ 0 on Γ, {bn+k > 0} ⊃ Γn+k, bn+k ∈ L
∞(Γ),
for some open subsets ωn+k ⊂ Ω and some subsets Γn+k ⊂ Γ such that ωn+k satisfy (GCC) for
all k ∈ Iint and the subsets Γn+k satisfy (GCC) for all k in Ibd. Then there exists T
∗ > 0 such
34 Fatiha Alabau-Boussouira
that for all T > T ∗, there exist constants ci,n(T ) > 0 and dk,n(T ) > 0 such that for all U
0 ∈
(Πni=1D(A
(1+i−n)/2))×(H10 (Ω))
p×(Πni=1D(A
(i−n)/2))×(L2(Ω))p the following observability inequalities
hold 
Either 0 ∈ Iint and then for all i = 1, . . . , n :
ci,n(T )||(u
0
i , u
1
i )||
2
D(A(1+i−n)/2)×D(A(i−n)/2)
≤
∫ T
0
∫
Ω
bn|un,t|
2 dx dt ,
Or 0 ∈ Ibd and then for all i = 1, . . . , n , :
ci,n(T )||(u
0
i , u
1
i )||
2
D(A(1+i−n)/2)×D(A(i−n)/2)
≤
∫ T
0
∫
Γ
bn
∣∣∣∂un
∂ν
∣∣∣2 dσ dt ,
and
dn,k(T )‖(u
0
n+k, u
1
n+k)‖
2
H10 (Ω)×L
2(Ω)≤
∫ T
0
∫
Ω
∑
l∈Iint,0≤l≤k
bn+l|un+l,t|
2 dx dt
+
∫ T
0
∫
Γ
∑
l∈Ibd,0≤l≤k
bn+l
∣∣∣∂un+l
∂ν
∣∣∣2 dσ dt ∀ k = 1, . . . , p .
Remark 4.15. We do not give a characterization of the minimal observability time, and T ∗ is not in
general the minimal observatility time. In the case n = 2, that is for 2-coupled cascade systems and
for locally distributed observation in a C∞ manifold without boundary, Dehman, Le Rousseau and
Le´autaud in [23] (see also [38]), give a characterization of the minimal control time by a contradiction
argument based on a micro-local analysis. It would be interesting to check if their approach together
with the natural observability inequality proved in our paper for n + p-coupled cascade systems, can
lead to a characterization of the minimal control time for n + p coupled systems, by contradiction
arguments and a micro-local analysis approach.
Remark 4.16. As in the Remark 4.13, the subsets ωn+k (resp. Γn+k) of ω (resp. Γ) are the regions
(indeed in a neighborhood of them) on which the observations are localized. In the one-dimensional
case, (GCC) is satisfied for any nonempty open subset of Ω or for any extremity of Ω. Hence, we can
exhibit subsets Oi for i = 2, . . . , n such that (H1), and (CC)n hold for arbitrary nonempty subsets Oi
of Ω and arbitrary observation region ωn or Γn with Oi∩ωn = ∅ (resp. Oi∩Γn = ∅) for all i = 2, . . . , n.
Let us now consider the case of dimensions d ≥ 2. If n = 3 and p = 0, we prove that 3-coupled
bi-diagonal cascade systems with two coupling terms localized respectively on subregions O2 ⊂ Ω and
O3 ⊂ Ω with a single observation either locally distributed on ω3 ⊂ Ω or distributed on a part Γ3 ⊂ Γ
of the boundary, is observable under the geometric condition that both Oi for i = 2, 3 and ω3 (resp.
Oi for i = 2, 3 and Γ3) satisfy (GCC). Hence this covers many situations for which the intersection
Oi ∩ ω3 = ∅ for i = 2, 3 (resp. Oi ∩ Γ3 = ∅). This geometric situation still holds true for n = 4 and
n = 5, since in this case the compatibility condition reduces to the property that the coefficients c21
and c32 should satisfy (C)1, but they can be locally supported in a region which meets only a small
part of the boundary (as small as we want for a ball for instance as proved in Proposition 4.9 and
Remark 4.10). Hence the coupling regions for c21 , c32 and c54 can be chosen in a such a way that
they do not meet any other control/observation regions (which should also satisfy (GCC)). This also
holds with a larger number of observations (p ≥ 1). If n = 6, then c21 should satisfy (C)2 so that for
a ball in R2 it should be constant on the boundary and have normal derivatives up to 3 equal to zero
on the boundary, whereas the coefficients cii−1 for i = 3, 4 should satisfy (C)1 but can be localized in
a region which meets only a small part of the boundary. No conditions are required for c54 and c65.
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More generally, if d ≥ 2 and n ≥ 6, then the supports of cii−1 for i = 2, . . . , n− 4 have to contain a
neighborhood of the boundary Γ so that the support of these coupling coefficients will necessarily meet
the support of the control regions. However we can build examples for which the intersections between
the supports of these coupling coefficients and the control regions are non empty but are neighborhoods
(as small as we want) of some parts (as small as we want in the locally distributed observation case)
of the boundary (with respect to the appropriate measure on the boundary). Moreover we can exhibit
geometric examples for which the supports of the remaining coefficients cii−1 for i = n − 3, . . . n can
be chosen so that they do not meet any of the control regions.
Remark 4.17. It would be interesting to determine whether if this regularity hypothesis is necessary
for our abstract results to hold, or if it can be weakened, so that the compatibility conditions (CC)n
for n ≥ 6 for the application to the wave system can be suppressed or relaxed.
Remark 4.18. We can also remark that we make no sign assumptions on the coefficients situated
away from the main subdiagonal for the equation ranging from n + 1 up to n + p for which a direct
observation is supposed to hold. The significative coefficients for the transmission of the appropriate
information are indeed the ones located on the main subdiagonal for equations which are not directly
observed. However, it is important, at least for technical reasons, that the coefficients located away
from the main subdiagonal are vanishing for columns which are ranging from 1 up to n− 2.
4.2.2. Main controllability results for n+p-coupled cascade wave systems. We now consider the n+p-
coupled dual control cascade system subjected to p + 1 controls. For this system, we shall consider
three different cases: all the p+1 controls are locally distributed, all the p+1 controls are localized on
parts of the boundary and finally the case of mixed locally distributed and boundary controls. These
three situations are described as follows.
(i) Locally distributed controls. Assume that
(H2)

bn+k ≥ 0 on Ω for k = 0, . . . , p ,
{bn+k > 0} ⊃ ωn+k for some subsets ωn+k ⊂ Ω for k = 0, . . . , p ,
bn+k ∈ L
∞(Ω) for all j ∈ {0, . . . , p} .
(ii) Boundary controls. Assume that
(H3)

bn+k ≥ 0 on Γ for k = 0, . . . , p ,
{bn+k > 0} ⊃ Γn+k for some subsets Γn+k ⊂ Γ for k = 0, . . . , p ,
bn+k ∈ L
∞(Γ) for all j ∈ {0, . . . , p} .
(iii) Mixed boundary and locally distributed observability. Assume that
(H4)

bn+k ≥ 0 on Γ for k = 0, . . . , q ,
{bn+k > 0} ⊃ Γn+k for some subsets Γn+k ⊂ Γ for k = 0, . . . , q ,
bn+k ∈ L
∞(Γ) for all j ∈ {0, . . . , q} ,
bn+k ≥ 0 on Ω for k = q + 1, . . . , p ,
{bn+k > 0} ⊃ ωn+k for some subsets ωn+k ⊂ Ω , k = q + 1, . . . , p ,
bn+k ∈ L
∞(Ω) for all j ∈ {q + 1, . . . , p} ,
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where ωn+k are open subsets. We shall start with the case of p + 1 locally distributed controls. For
the sake of length, we give the control problem under a matrix operator form.
(4.6)
{
y′′ +Mn+py = (0, . . . , bnvn, bn+1vn+1, . . . , bn+pvn+p)
t ,
y(0) = (y01 , . . . , y
0
n+p) , y
′(0) = (y11 , . . . , y
1
n+p) ,
where the matrix operator Mn+p is given in (1.4), A stands for the homogeneous Dirichlet Laplacian,
y = (y1, . . . , yn+p)
t and vn, . . . , vn+p are the p + 1 locally distributed controls. We also use the
convention that the first equation has to disappear if n = 2. We set Y0 = (y
0
1 , . . . , y
0
n+p, y
1
1, . . . , y
1
n+p)
and denote by Y = (y1, . . . , yn+p, y
′
1, . . . , y
′
n+p) the solution of (4.6) with initial data Y0. Then we have
the following exact controllability result.
Theorem 4.19. We assume that the coefficients cij satisfy the hypothesis (H1) for some open subsets
Oi ⊂ Ω for i = 2, . . . , n that satisfy (GCC) for all i ∈ {2, . . . , n}. If n ≥ 4, we further assume that the
coefficients cii−1 for i = 2, . . . , n − 2 satisfy the compatibility condition (CC)n. We also assume that
the coefficients bn+k and the subsets ωn+k with k = 0, . . . , p satisfy (H2) where the subsets ωn+k satisfy
(GCC) for all k ∈ {0, . . . , p}. Then for all T > T ∗, and all Y0 ∈ (Π
n
i=1D(A
n−i+1
2 )× (H10 (Ω))
p)× (Πni=1D(A
n−i
2 )×
(L2(Ω))p), there exist control functions vn+k∈L
2((0, T );L2(Ω)) for k=0, . . . , p such that the solution
Y of (4.6) with initial data Y0 satisfies Y (T )=0.
We now consider the following n + p-coupled dual control cascade system with p + 1 boundary
controls.
(4.7)

yi,tt −∆yi + ci+1iyi+1 = 0 in (0, T )× Ω , 1 ≤ i ≤ n− 2,
yi,tt −∆yi +
n+p∑
k=i+1
ck iyk = 0 in (0, T ) × Ω, n− 1 ≤ i ≤ n+ p− 1,
yn+p,tt −∆yn+p = 0 in (0, T ) × Ω,
yi = 0 in (0, T )× Γ for i = 1, . . . , n− 1,
yn+k = bn+kvn+k in (0, T ) × Γ for k = 0, . . . , p ,
(yi, yi,t)(0) = (y
0
i , y
1
i ) for i = 1, . . . , n+ p ,
where we use the convention that the first equation has to disappear if n = 2. Then we have the
following exact controllability result.
Theorem 4.20. We assume that the coefficients cij satisfy the hypothesis (H1) for some open
subsets Oi ⊂ Ω for i = 2, . . . , n that satisfy (GCC) for all i ∈ {2, . . . , n}. If n ≥ 4, we further
assume that the coefficients cii−1 for i = 2, . . . , n − 2 satisfy the compatibility condition (CC)n.
We also assume that the coefficients bn+k and the subsets Γn+k with k = 0, . . . , p satisfy (H3)
where the subsets Γn+k satisfy (GCC) for all k ∈ {0, . . . , p}. Then for all T > T
∗, and all Y0 ∈
(Πni=1D(A
n−i
2 )× (L2(Ω))p)× (Πni=1D(A
n−i−1
2 )×(H−1(Ω))p),
there exist control functions vn+k ∈ L
2((0, T );L2(Γ)) for k = 0, . . . , p such that the solution Y of (4.7)
with initial data Y0 satisfies Y (T ) = 0.
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We now consider the following n+p-coupled dual control cascade system with p+1 mixed boundary
and locally distributed controls.
yi,tt −∆yi + ci+1i yi+1 = 0 in (0, T )× Ω , 1 ≤ i ≤ n− 2 ,
yi,tt −∆yi +
n+p∑
k=i+1
ck i yk = 0 in (0, T ) × Ω , n− 1 ≤ i ≤ n+ q ,
yi,tt −∆yi +
n+p∑
k=i+1
ck iyk =bivi in (0, T )× Ω, n+ q + 1,≤ i ≤ n+ p− 1,
yn+p,tt −∆yn+p = bn+pvn+p in (0, T )× Ω ,
yi = 0 in (0, T )× Γ for i ∈ {1, . . . , n− 1} ∪ {n+ q + 1, . . . , n+ p} ,
yn+k = bn+kvn+k in (0, T ) × Γ for k = 0, . . . , q ,
(yi, yi,t)(0) = (y
0
i , y
1
i ) for i = 1, . . . , n+ p ,
where we use the convention that the first equation has to disappear if n = 2. Then we have the
following exact controllability result.
Theorem 4.21. We assume that the coefficients cij satisfy the hypothesis (H1) for some open subsets
Oi ⊂ Ω for i = 2, . . . , n that satisfy (GCC) for all i ∈ {2, . . . , n}. If n ≥ 4, we further assume that the
coefficients cii−1 for i = 2, . . . , n − 2 satisfy the compatibility condition (CC)n. We also assume that
the coefficients bn+k, the subsets Γn+k for k = 0, . . . , q and the subsets ωn+k for k = q+1, . . . , p satisfy
(H4) where the subsets Γn+k for k = 0, . . . , q and ωn+k for k = q + 1, . . . , p satisfy (GCC). Then for
all T > T ∗, and all Y0 ∈ (Π
n
i=1D(A
(n−i)/2)× (L2(Ω))q × (H10 (Ω))
p−q)× (Πni=1D(A
(n−i−1)/2)×
(H−1(Ω))q)× (L2(Ω))p−q), there exist control functions vn+k ∈ L
2((0, T );
L2(Γ)) for k = 0, . . . , q and vn+k ∈ L
2((0, T );
L2(Ω)) for k = q + 1, . . . , p such that the solution Y of (4.7) with initial data Y0 satisfies Y (T ) = 0.
4.3. Boundary and localized controllability of n+p-coupled cascade heat and Schro¨dinger
equations with localized couplings. We now consider the following n+ p-coupled locally control
cascade heat-type system. We shall first consider the case of p+ 1 locally distributed controls.
(4.8)
{
eiθy′ +Mn+py = (0, . . . , bnvn, bn+1vn+1, . . . , bn+pvn+p)
t ,
y(0) = (y01, . . . , y
0
n+p) ,
where we use the convention that the first equation has to disappear if n = 2. We set Y0 =
(y01 , . . . , y
0
n+p). We recover n + p-coupled heat (resp. Schro¨dinger) cascade systems when θ = 0
(resp. θ = ±pi/2) and diffusive coupled cascade systems when θ ∈ (−pi/2, pi/2). Then we have the
following exact controllability result.
Corollary 4.22. We assume that the coefficients cij satisfy the hypothesis (H1) for some open subsets
Oi ⊂ Ω for i = 2, . . . , n that satisfy (GCC) for all i ∈ {2, . . . , n}. If n ≥ 4, we further assume that
the coefficients cii−1 for i = 2, . . . , n − 2 satisfy the compatibility condition (CC)n. We also assume
that the coefficients bn+k and the subsets ωn+k with k = 0, . . . , p satisfy (H2) where the subsets ωn+k
satisfy (GCC) for all k ∈ {0, . . . , p}. Then, the following properties hold
(i) The case θ ∈ (−pi/2, pi/2) (Heat type systems). We have for all T > 0, and all Y0 ∈ (L
2(Ω))n+p,
there exist control functions vn+k ∈ L
2((0, T );L2(Ω)) for k = 0, . . . , p such that the solution
Y = (y1, . . . , yn+p) of (4.8) with initial data Y0 satisfies Y (T ) = 0.
38 Fatiha Alabau-Boussouira
(ii) The case θ = ±pi/2 (Schro¨dinger systems). We have for all T > 0 and all Y0 ∈ Π
n
i=1D(A
(n−i)/2)× (L2(Ω))p,
there exist control functions vn+k ∈ L
2((0, T );L2(Ω)) for k = 0, . . . , p such that the solution
Y = (y1, . . . , yn+p) of (4.8) with initial data Y0 satisfies Y (T ) = 0.
We now consider the following n+ p-coupled control cascade heat-type system with p+1 boundary
controls.
(4.9)

eiθyi,t −∆yi + ci+1iyi+1 = 0 in (0, T )× Ω , 1 ≤ i ≤ n− 2,
eiθyi,t−∆yi +
n+p∑
k=i+1
ckiyk = 0 in (0, T ) × Ω, n− 1 ≤ i ≤ n+ p− 1,
eiθyn+p,t −∆yn+p = 0 in (0, T ) × Ω ,
yi = 0 in (0, T )× Γ for i = 1, . . . , n− 1 ,
yn+k = bn+kvn+k in (0, T ) × Γ for k = 0, . . . , p ,
yi(0) = y
0
i for i = 1, . . . , n+ p ,
where we use the convention that the first equation has to disappear if n = 2. Then we have the
following exact controllability result.
Corollary 4.23. We assume that the coefficients cij satisfy the hypothesis (H1) for some open subsets
Oi ⊂ Ω for i = 2, . . . , n that satisfy (GCC) for all i ∈ {2, . . . , n}. If n ≥ 4, we further assume that
the coefficients cii−1 for i = 2, . . . , n − 2 satisfy the compatibility condition (CC)n. We also assume
that the coefficients bn+k and the subsets Γn+k with k = 0, . . . , p satisfy (H3) where the subsets Γn+k
satisfy (GCC) for all k ∈ {0, . . . , p}. Then we have
(i) The case θ ∈ (−pi/2, pi/2) (Heat type systems). We have for all T > 0, and all Y0 ∈
(H−1(Ω))n+p, there exist control functions vn+k ∈ L
2((0, T );L2(Γ)) for k = 0, . . . , p such
that the solution Y = (y1, . . . , yn+p) of (4.9) with initial data Y0 satisfies Y (T ) = 0.
(ii) The case θ = ±pi/2 (Schro¨dinger systems). We have for all T > 0 and all Y0 ∈ Π
n
i=1D(A
(n−i−1)/2)× (H−1(Ω))p,
there exist control functions vn+k ∈ L
2((0, T );L2(Ω)) for k = 0, . . . , p such that the solution
Y = (y1, . . . , yn+p) of (4.9) with initial data Y0 satisfies Y (T ) = 0.
We now consider the following n + p-coupled control cascade heat-type system with p + 1 mixed
boundary and locally distributed controls.
(4.10)

eiθyi,t −∆yi + ci+1i yi+1 = 0 in (0, T )× Ω , 1 ≤ i ≤ n− 2 ,
eiθyi,t−∆yi+
n+p∑
k=i+1
ck iyk = 0 in (0, T )×Ω, n − 1≤ i≤ n+ q,
eiθyi,t −∆yi +
n+p∑
k=i+1
ck iyk =
bivi in (0, T )× Ω , n+ q + 1 ≤ i ≤ n+ p− 1,
eiθyn+p,t −∆yn+p = bn+pvn+p in (0, T )× Ω,
yi=0 in (0, T )×Γ for i∈{1, . . . , n−1}∪{n+ q + 1, . . . , n+ p},
yn+k = bn+kvn+k in (0, T ) × Γ for k = 0, . . . , q,
(yi, yi,t)(0) = (y
0
i , y
1
i ) for i = 1, . . . , n+ p ,
where we use the convention that the first equation has to disappear if n = 2. Then we have the
following exact controllability result.
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Corollary 4.24. We assume that the coefficients cij satisfy the hypothesis (H1) for some open subsets
Oi ⊂ Ω for i = 2, . . . , n that satisfy (GCC) for all i ∈ {2, . . . , n}. If n ≥ 4, we further assume that
the coefficients cii−1 for i = 2, . . . , n − 2 satisfy the compatibility condition (CC)n. We also assume
that the coefficients bn+k, the subsets Γn+k for k = 0, . . . , q and the subsets ωn+k for k = q + 1, . . . , p
satisfy (H4) where the subsets Γn+k for k = 0, . . . , q and ωn+k for k = q + 1, . . . , p satisfy (GCC).
Then we have
(i) The case θ ∈ (−pi/2, pi/2) (Heat type systems). We have for all T > 0, and all Y0 ∈
(H−1(Ω))n+q × (L2(Ω))p−q, there exist control functions vn+k ∈ L
2((0, T );L2(Γ)) for k =
0, . . . , q and vn+k ∈ L
2((0, T );L2(Ω)) for k = q+1, . . . , p such that the solution Y = (y1, . . . , yn+p)
of (4.10) with initial data Y0 satisfies Y (T ) = 0.
(ii) The case θ = ±pi/2 (Schro¨dinger systems). We have for all T > 0 and all Y0 ∈ Π
n
i=1D(A
(n−i−1)/2)× (H−1(Ω))q × (L2(Ω))p−q,
there exist control functions vn+k ∈ L
2((0, T );L2(Γ)) for k = 0, . . . , q and vn+k ∈ L
2((0, T );L2(Ω))
for k = q + 1, . . . , p such that the solution Y = (y1, . . . , yn+p) of (4.10) with initial data Y0
satisfies Y (T ) = 0.
Remark 4.25. The condition (GCC) is not natural for the scalar heat equation, so that the results
presented above are probably not optimal for n-coupled cascade systems. It is also known that (GCC)
is not necessary for scalar Schro¨dinger equation in a rectangle (see [29, 52]). However, the above results
are the first ones valid in a multidimensional setting, for localized as well as boundary control, and
for control regions which do not meet the coupling regions for n = 3.
Remark 4.26. As in [4] (see Remark 1.6), the above results apply for n = 3 to other boundary condi-
tions such as Neumann or Fourier conditions. They also apply more generally for a diffusion operator
of the form −div(c∇), where c is a sufficiently smooth positive symmetric matrix (see Remark 1.7
in [4]).
5. Proofs of the main applicative results
5.1. Proofs of the results for coupled cascade wave systems. We begin with the proof of
Theorem 4.14.
Proof of Theorem 4.14. This is an application of the abstract Theorem 3.2. Here H = L2(Ω), and
A is given by A = −∆ and D(A) = H2(Ω) ∩H10 (Ω). The sets Hk = D(A
k/2) are given by (4.1). The
operators Cij are the multiplication operators in L
2(Ω) by the corresponding functions cij and are
therefore bounded and self-adjoint. Thanks to the smoothness and the compatibility assumptions on
the coefficients cii−1, C
∗
ii−1 ∈ L(Hk) for all k = 0, . . . , n−i+1. Thanks to (H1), the assumption (A2)n
holds with Πi = 1Oi and αi = infOi(cii−1) > 0. Morever since the sets Oi satisfies (GCC), (A3)n
also holds. We shall check the assumptions on the observability operators. First case: j ∈ Iint where
j ∈ {0, . . . , p}. Then we have Gn+j = L
2(Ω), and B∗n+j is the multiplication in L
2(Ω) by the bounded
function bn+j. Therefore B
∗
n+j is a bounded symmetric operator in H, so that (A4)n+j holds. Thanks
to the assumptions on bn+j when j ∈ Iint and since ωn+j satisfies (GCC), we deduce that (A5)n+j
also holds using [13].
Second case: j ∈ Ibd where j ∈ {0, . . . , p}. Then we have Gn+j = L
2(Γ), and B∗n+j ∈ L(H
2(Ω) ∩
H10 (Ω);L
2(Γ)) is defined as B∗n+ju = bn+j
∂u
∂ν u ∈ H
2(Ω) ∩H10 (Ω). Thanks to the well-known hidden
regularity result of [39], B∗n+j satisfies (A4)n+j . Thanks to the assumptions on bn+j when j ∈ Ibd
and since Γn+j satisfies (GCC), we deduce that (A5)n+j also holds using [13]. Hence we can apply
Theorem 3.2, which gives the desired result.
We now shall prove the controllability results for coupled cascade wave systems.
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Proof of Theorem 4.19. Thanks to our hypotheses and thanks to the above proof the assumption
of Theorem 3.2 are satisfied. Hence we apply the part (i) of Theorem 3.5. This gives the desired
result.
Proof of Theorem 4.20 Thanks to our hypotheses and thanks to the above proof the assumption of
Theorem 3.2 are satisfied. Hence we apply the part (ii) of Theorem 3.5. This gives the desired result.
Proof of Theorem 4.21. Thanks to our hypotheses and thanks to the above proof the assumption
of Theorem 3.2 are satisfied. Hence we apply Theorem 3.6. This gives the desired result.
5.2. Proofs of the results for coupled cascade heat and Schro¨dinger equations. We start
with the proof of Corollary 4.22 using the transmutation method.
Proof of Corollary 4.22. We proceed as in [4]. Proof of (i) We first apply no control on the time
interval (0, T/2), so that by the smoothing effect of the heat equation, the initial data Y 0 ∈ (L2(Ω))n+p
is driven to Y|t=T/2 ∈ Π
n
i=1D(A
(n−i+1)/2)× (H10 (Ω))
p. We then combine Theorem 4.19 together with
the transmutation result given by Miller in [42] to prove that there exist control vn+k for k = 0, . . . , p
such that Y (T ) = 0. Proof of (ii). It is similar to the case (i) except that we work directly on the time
interval (0, T ) since no smoothing effect holds in the case of the Schro¨dinger equation. Combining
Theorem 4.19 together with the transmutation result given by Miller in [43] (see Theorem 3.1), we
conclude the proof.
Proof of Corollary 4.23. We proceed as in [4]. Proof of (i) We first apply no control on the
time interval (0, T/2), so that by the smoothing effect of the heat equation, the initial data Y 0 ∈
(H−1(Ω))n+p is driven to Y|t=T/2 ∈ Π
n
i=1D(A
(n−i)/2)× (L2(Ω))p. We then combine Theorem 4.20
together with the transmutation result given by Miller in [44] (see Theorem 3.4) to get the desired
result.
Proof of (ii). It is similar to the case (i) except that we work directly on the time interval (0, T )
since no smoothing effect holds in the case of the Schro¨dinger equation. Combining Theorem 4.20
together with the transmutation result (Theorem 3.1) given by Miller in [43] (see Theorem 3.1), we
conclude the proof.
Proof of Corollary 4.24. We combine the above results for the boundary and locally distributed
controls and use the appropriate version of the transmutation method as above.
6. Discussion, generalizations and further questions
We show in this paper that the two-level energy method introduced in [1, 2] and further extended
and simplified in [3, 4] and [7] can be adapted to handle two subclasses of coupled cascade systems: the
bi-diagonal n-coupled cascade and mixed n + p-coupled cascade systems. We prove positive general
boundary and locally distributed observability and control results through a generalization of the two-
level energy method into a hierarchic multi-level energy method. It is a constructive method, since it
does not rely on contradiction arguments to get the desired observability inequalities. We give several
applications of these results to n+ p-coupled cascade wave, heat and Schro¨dinger systems.
The main features of these results are that they are valid in a multi-dimensional framework, for
locally distributed as well as boundary controls/observations, and for localized couplings. Furthermore
in the one-dimensional case and if n ≤ 5 in the multi-dimensional case, they are valid in situations
for which the control/observations regions do not meet the localized coupling regions. In dimensions
larger than 2 and for n ≥ 6, the supports of the n − 4 first coefficients will have to meet the control
regions. However the intersections between the supports of these coefficients and the control regions
can be made as small as possible (located on some small neighborhood of some parts of the boundary).
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These two subclasses of coupled cascade system are a toy model prior to a more general study. The
proof of the result for the bi-diagonal n-coupled cascade system is somehow involved and requires a
sharp analysis of the way the information is transferred from the last observed equation to the n− 1
other unobserved equations. Indeed the study of general n-coupled cascade systems or of full n-coupled
systems under sharp geometric conditions, optimal conditions on the coupling coefficients is a very
involved open question which will require further sharp analysis. The extension of the multi-level
energy methods to other examples and to a larger class of n-coupled cascade systems is under study.
In particular, the generalization to a full cascade system by a single control involves other hypotheses
on the coupling coefficients situated away fom the sup-diagonal. The present generalization to a a full
cascade system of order 3, that is for a non vanishing coefficient c31 in the 3-coupled cascade system,
and thus for a matrix operator of the form
M3 =
A c21I c31I0 A c32I
0 0 A

is a work in progress. It requires an extension of the multi-level energy method to transfer the
information through a larger band away from the diagonal.
In former works [1, 2, 3, 4] we studied another class of coupled systems, namely the 2-coupled
symmetric systems. We may compare this class with the class of cascade systems studied in this
paper as follows:
• If the initial data of the first (unobserved) component in a 2-coupled cascade system is van-
ishing, then by uniqueness this component is vanishing at all time, so that the coupled system
reduces to a scalar wave equation with a usual observability hypothesis. In this case, the de-
sired observability inequality is trivial. The same property holds for n-coupled cascade systems
if the initial data of the first n − 1 components are vanishing. This shows in particular that
the notion of partial observability as introduced in [39] is trivial for coupled cascade system.
This property no longer holds true for 2-symmetric coupled systems, which are in some way
more coupled than cascade systems.
• A furthermore important difference is that the total energies (weakened and natural) of the
solutions of 2-coupled symmetric systems are conserved. We strongly used this property in [1,
2, 3, 4]. This property does not hold true for 2-coupled cascade systems and more generally
for n-coupled systems, only the energy of the first component is conserved through time.
Nevertheless, we could extend the two-levels energy method to handle this loss of conservative
properties for the full state variable.
• Finally, the results for 2-coupled symmetric systems hold under a smallness condition on the
coupling coefficient which is not longer requested for coupled cascade systems.
The results presented in this paper and existing results in the literature lead to several open ques-
tions. We shall give some of these open questions.
Our results on coupled cascade wave systems (see also [3, 4]) rely on smoothness assumptions on
the coupling coefficients. It is interesting to note that the results on 2-coupled cascade wave systems
in [47] –valid for one-dimensional domains in the case of 2-coupled cascade wave systems (and to
multidimensional domains for 2-coupled cascade Schro¨dinger with periodic boundary conditions)– are
stated for a coupling term which is the characteristic function of the observation region. Hence it is not
a smooth coupling coefficient. This question is also linked to the necessity or not of the compatibility
conditions (CC)n when n ≥ 4. It would be interesting to explore this question linked to the hierarchic
approach of our multi-level energy method. Such results, if positive, would allow controllability results
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in dimensions larger than 2 and for a number of equations larger than 6, in geometrical situations
where none of the coupling regions meet the controls regions.
Also, the necessary and sufficient abstract condition under which our results are valid, allows us
to get results under sharp geometric conditions, issued from micro-local analysis, or spectral and
frequency approaches (or also multipliers methods) for wave coupled systems. These conditions are
sharp for wave systems at least for n ≤ 3 , i.e., they are sufficient conditions and are almost necessary
in general. However, these geometric conditions are probably not optimal in the parabolic case and
it would be an important step to understand which geometric conditions on the control and coupling
regions are optimal for coupled cascade parabolic systems.
Generalizations to other classes of coupled PDE’s –to be identified–, to nonconservative systems, to
systems with distinct operators on the main diagonal (see [2] for some results in this direction) . . . are
challenging questions.
Many applications involve the control of nonlinear coupled systems by a reduced number of controls
(see e.g. [21]). Thus, it is a challenging question to understand also nonlinear phenomenon, and in
particular to identify classes of nonlinear coupled systems for which linearization arguments or the
Coron’s return method [20] (when controllability for the linearized system fails) can be used to obtain
positive controllability results for these nonlinear models by a reduced number of controls (see e.g. [21]).
Various other questions linked to the cost of controls in the spirit of [44, 26], frequency analysis
. . . of such coupled systems are of interest. Several different mathematical approaches can lead to
complementary results, as in the present paper which combines a performant and robust multi-level
energy method and results from micro-local analysis on geometrical aspects. Two key properties for
making possible this combination are the invariance by translation in time of the systems and the
quadratic dependence of the observation with respect to state variable. We have already used in [6]
–in a different way and for different purposes– these properties for nonlinear stabilization, combining
an optimal-convexity method with results from micro-local analysis. Already, one can remark that the
first property is lost if the coupling coefficients are also depending on time since time invariance not
longer holds. Thus dealing with time and space dependent coupling operators is also an important
open and challenging question.
7. Appendix: proof of the controllability results for mixed bi-diagonal and non
bi-diagonal cascade systems
7.0.1. Proofs of the main results for observability of n + p-coupled cascade systems. Proof of The-
orem 3.2. We will denote by D(T ) generic positive constants depending on T . We prove (3.2) as
follows. First we shall prove by induction on j that for any j ∈ {1, . . . , p}, we have∫ T
0
|un+j|
2 dt ≤ C
∫ T
0
e1(Un+j)(t) dt(7.1)
≤ D(T )
( n∑
i=1
e1+i−n(Ui)(0) +
j∑
l=1
e1(Un+l)(0)
)
.
We prove this inequality for j = 1 as follows. Using classical energy estimates for the equation in
un+1, we obtain ∫ T
0
e1(Un+1)(t) dt ≤ D(T )
(
e1(Un+1)(0) +
∫ T
0
(|un−1|
2 + |un|
2) dt
)
.
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Using (2.9) and (2.10) in this last inequality, we obtain∫ T
0
|un+1|
2dt ≤ C
∫ T
0
e1(Un+1)(t) dt
≤ D(T )
(
e1(Un+1)(0) +
n∑
i=1
e1+i−n(Ui)(0)
)
.
Hence the claimed property holds for j = 1. Assume that it holds for k, for all k ∈ {1, . . . , j − 1}.
Considering the equation in un+j and thanks to classical energy estimates, we have∫ T
0
e1(Un+j)(t) dt
≤ D(T )
(
e1(Un+j)(0) +
∫ T
0
(|un−1|
2 + |un|
2 +
j−1∑
k=1
|un+k|
2) dt
)
.
Using the property (7.1) for k = 1 up to j − 1 and (2.9) and (2.10) , we obtain∫ T
0
|un+j|
2 dt ≤ C
∫ T
0
e1(Un+j)(t) dt
≤ D(T )
( n∑
i=1
e1+i−n(Ui)(0) +
j∑
l=1
e1(Un+l)(0)
)
.
Hence we proved (7.1) for any j ∈ {1, . . . , p}. Let j be any integer in {1, . . . , p}. Thanks to the
assumption (A4)n+j and using classical energy estimates for the equation in un+j we have∫ T
0
||B∗n+jUn+j ||
2
Gn+j dt
≤ D(T )
(
e1(Un+j)(0) +
∫ T
0
(|un−1|
2 + |un|
2 +
j−1∑
k=1
|un+k|
2) dt
)
.
Using (2.9), (2.10) and the property (7.1) for j − 1, we obtain∫ T
0
||B∗n+jUn+j ||
2
Gn+j dt ≤ D(T )
( n∑
i=1
e1+i−n(Ui)(0) +
j∑
l=1
e1(Un+l)(0)
)
.
We now turn to the proof of the observability inequalities. The estimate (3.3) has already been proved
in Theorem 2.5 for T > T ∗n . We prove (3.4) as follows. We set T
∗
n+p = max(T
∗
n ,max1≤j≤p(T0,n+j)).
We assume from now on that T > T ∗n+p. Thanks to (3.3) and to (2.9) and (2.10), we have
(7.2)
∫ T
0
(
|un−1|
2 + |un|
2
)
dt ≤ dn(T )
∫ T
0
‖B∗n(Un)‖
2
Gndt ,
where dn(T ) depends on di,n(T ) for i ∈ {1, . . . , n} and the constant C(T ) in (2.9)-(2.10).
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We shall prove by induction on j ∈ {1, . . . , p}, the following property
(7.3)

e1(Un+k)(0) ≤ ρn,k(T )
k∑
l=0
∫ T
0
‖B∗n+l(Un+l)‖
2
Gn+l
dt ,∀ k = 1, . . . , j ,∫ T
0
|un+k|
2 dt ≤ sn,k(T )
k∑
l=0
∫ T
0
||B∗n+l(Un+l)||
2
Gn+l
dt ,∀ k = 1, . . . , j ,
where sn,k(T ) > 0 are explicit constants. Let us prove that (7.3) holds for j = 1. Thanks to the
equation for un+1 in (3.1), we obtain as for the case of 2 bi-diagonal cascade systems
(1 + T )
∫ T
0
e1(Un+1) dt ≥ Te1(Un+1)(0) − CT
∫ T
0
(|un−1|
2 + |un|
2) dt .
Using (7.2) in this estimate, we obtain
(7.4) (1 + T )
∫ T
0
e1(Un+1) dt ≥ Te1(Un+1)(0) − CTdn(T )
∫ T
0
‖B∗n(Un)‖
2
Gn dt .
On the other hand, applying the uniform observability estimate given in Lemma 2.9 with a second
member for the equation for un+1 in (3.1), we deduce that there exist ηn+1 > 0 and δn+1 > 0, such
that
ηn+1
∫ T
0
‖B∗n+1(Un+1)‖
2
Gn+1dt
≥
∫ T
0
e1(Un+1) dt− δn+1
∫ T
0
|Cn+1n−1un−1 + Cn+1nun|
2 dt .
Using (7.2) in this last estimate together with (7.4), we obtain for j = 1
(7.5) e1(Un+1)(0) ≤ ρn,1(T )
1∑
l=0
∫ T
0
‖B∗n+l(Un+l)‖
2
Gn+l
dt .
On the other hand, thanks to the equation verified by un+1 and as before, we have∫ T
0
|un+1|
2 dt ≤ C(e1(Un+1)(0) +
∫ T
0
(|un−1|
2 + |un|
2) dt) .
Using (7.2) and (7.5) in this estimate we obtain∫ T
0
|un+1|
2 dt ≤ sn,1(T )
1∑
l=0
∫ T
0
||B∗n+l(Un+l)||
2
Gn+l
dt .
Thus, we proved (7.3) for j = 1. Let us now assume that (7.3) holds for j − 1, we shall prove that it
holds for j proceeding as for the case j = 1. First the usual estimates for the equation in un+j lead to
(1 + T )
∫ T
0
e1(Un+j) dt
≥ Te1(Un+j)(0) −CT
∫ T
0
(|un−1|
2 + |un|
2 +
j−1∑
k=1
|un+k|
2) dt .
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Using (7.2) together with our induction hypothesis for j − 1, we deduce that
(1 + T )
∫ T
0
e1(Un+j) dt(7.6)
≥ Te1(Un+j)(0) −Dn,j(T )
j−1∑
l=0
∫ T
0
‖B∗n+l(Un+l)‖
2
Gn+l
dt .
On the other hand, applying the uniform observability estimate given in Lemma 2.9 with a second
member for the equation for un+j in (3.1), we deduce that there exist ηn+j > 0 and δn+j > 0, such
that
ηn+j
∫ T
0
‖B∗n+j(Un+j)‖
2
Gn+jdt
≥
∫ T
0
e1(Un+j) dt− Cδn+j
∫ T
0
(|un−1|
2 + |un|
2 +
j−1∑
k=1
|un+k|
2) dt .
Using (7.2) in this last estimate together with (7.6) and (7.3) for j − 1, we obtain
e1(Un+j)(0) ≤ ρn,j(T )
j∑
l=0
∫ T
0
‖B∗n+l(Un+l)‖
2
Gn+l
dt .
On the other hand, thanks to the equation verified by un+j and as before, we have∫ T
0
|un+j|
2 dt ≤ C(e1(Un+j)(0) +
∫ T
0
(|un−1|
2 + |un|
2 +
j−1∑
k=1
|un+k|
2) dt .
Using the above estimates, we deduce that∫ T
0
|un+j|
2 dt ≤ sn,j(T )
j∑
l=0
∫ T
0
||B∗n+l(Un+l)||
2
Gn+l
dt .
Hence the property (7.3) is proved for j, which concludes the proof.
To handle the control problem, we shall need to prove the admissibility and observability properties
under a slightly different form (mainly for the case Bn+l ∈ L(Gn+l,H) for l = 0, . . . , p). We have the
following results.
Lemma 7.1. Let n ≥ 2 be an integer. We assume that for all i = 2, . . . , n, the operators Cii−1 satisfy
the assumption (A2)n. We assume that the operators Ci j and C
∗
i j are in L(Hk) for i ∈ {n+1, . . . , n+p}
and j ∈ {n− 1, . . . , i− 1} and k = 0, 1. Then there exist C1 > 0 , C2 > 0 such that for all U0 ∈ Hn+p,
the following properties hold for U the solution of (3.1) with initial data U0 and for W = A
−1
n+pU .
C1
( n∑
i=1
ei−n(Ui) +
p∑
j=1
e0(Un+j)
)
(7.7)
≤
( n∑
i=1
e1+i−n(Wi) +
p∑
j=1
e1(Wn+j)
)
≤ C2
( n∑
i=1
ei−n(Ui) +
p∑
j=1
e0(Un+j)
)
46 Fatiha Alabau-Boussouira
Proof. We first consider the system formed by the n first equations, it is an independent n bi-diagonal
cascade system. Hence we can apply Lemma 2.18 and in particular the estimates (2.47) where W is
replaced by U and Z by W . This gives
(7.8) C1
n∑
i=1
ei−n(Ui) ≤
n∑
i=1
e1+i−n(Wi) ≤ C2
n∑
i=1
ei−n(Ui)
Let j ∈ {1, . . . , p} be given. By definition of W , the equation for wn+j can be written as
u′n+j +Awn+j +
j−1∑
k=−1
Cn+jn+kwn+k = 0 .
Hence we have
(7.9) e1(Wn+j) ≤ C
(
e0(Un+j) + e0(Wn−1) + e0(Wn) +
j−1∑
k=1
|wn+k|
2
)
,
with the convention that the sum from k = 1 to j−1 vanishes when j = 1. We shall prove by induction
on j ∈ {1, . . . , p}, the property
(7.10) e1(Wn+j) ≤ C
( n∑
i=1
ei−n(Ui) +
j∑
k=1
e0(Un+k)
)
.
Let us prove this property for j = 1. Thanks to (7.9) for j = 1 and to (7.8) we easily deduce (7.10)
for j = 1. We assume that this property holds up to j − 1. Using (7.8) together with (7.9) for j and
the property (7.10) for k = 1 up to k = j − 1, we obtain (7.10) for j. Summing the inequalities (7.10)
for j = 1 up to j = p and using the right inequality in (7.8), we obtain the right inequality in (7.7).
We prove the left inequality in (7.8) as follows. Thanks to the equation for wn+j as above, we prove
e0(Un+j) ≤ C
(
e1(Wn+j) + e0(Wn−1) + e0(Wn) +
j−1∑
k=1
|wn+k|
2
)
≤ C
( j∑
k=1
e1(Wn+k) + e0(Wn−1) + e0(Wn)
)
.
Summing these inequalities from j = 1 up to j = p and using the left inequality in (7.8), we obtain
the left inequality in (7.7). 
Lemma 7.2. Let n ≥ 2 be an integer. We assume that for all i = 2, . . . , n, the operators Cii−1 satisfy
the assumption (A2)n where the operators Πi satisfy (A3)n. We assume that the operators Ci j and
C∗i j are in L(Hk) for i ∈ {n + 1, . . . , n + p} and j ∈ {n − 1, . . . , i − 1} and k = 0, 1. Moreover let
B∗n+j for j = 0 to j = p be any given operators satisfying (A4)n+j − (A5)n+j for all j in {0, . . . , p}.
Let T > 0 be given. For W T = (wT1 , . . . , w
T
n+p, q
T
1 , . . . , q
T
n+p) ∈ M−(n+p−1), we denote by W =
(w1, . . . , wn+p, w
′
1, . . . , w
′
n+p) the unique solution in C
0([0, T ]; ((H1−n)
n×(H−1)
p)×((H−n)
n×(H−2)
p))
Control of lower triangular cascade hyperbolic and parabolic systems 47
of
(7.11)

w′′1 +Aw1 = 0 ,
w′′i +Awi + Cii−1wi−1 = 0 , 2 ≤ i ≤ n ,
w′′i +Awi +
i−1∑
k=n−1
Cik wk = 0 , n + 1 ≤ i ≤ n+ p ,
W|t=T =W
T ,
Then W satisfies the following properties
(i) W ∈ C0([0, T ];M−(n+p−1)),
(ii) There exists C1 = C1(T ) > 0, such that
C1
∫ T
0
p∑
l=0
||B∗n+lZn+l||
2
Gn+l
dt ≤
n∑
i=1
ei−n(Wi)(0) +
p∑
j=1
e0(Wn+j) ,
where Z = A−1n+pW .
(iii) For all T > T ∗n+p, where T
∗
n+p is given in Theorem 3.2, there exists C2 = C2(T ) > 0 such that
n∑
i=1
ei−n(Wi)(0) +
p∑
j=1
e0(Wn+j) ≤ C2
∫ T
0
p∑
l=0
||B∗n+lZn+l||
2
Gn+l
dt ,
(iv) Assume furthermore that B∗n+l(w,w
′) = B∗n+lw
′ for all l ∈ {0, . . . , p}. Then properties (ii) −
(iii) become
C1
∫ T
0
p∑
l=0
||B∗n+lwn+l||
2
Gn+l
dt ≤
n∑
i=1
ei−n(Wi)(0) +
p∑
j=1
e0(Wn+j) .
For all T > T ∗n+p, we have
n∑
i=1
ei−n(Wi)(0) +
p∑
j=1
e0(Wn+j) ≤ C2
∫ T
0
p∑
l=0
||B∗n+lwn+l||
2
Gn+l
dt ,
with the same constants C1 and C2 than in (ii)− (iii).
Proof. Considering the n first equations of the system in W , and using the results of Theorem 2.20,
we deduce that (w1, . . . , wn, w
′
1, . . . , w
′
n) ∈ C([0, T ];X−(n−1)). Considering the equation in wn+1 and
our assumption on Cn+1n−1 and Cn+1n we deduce that (wn+1, w
′
n+1) ∈ C([0, T ];H×H−1). In a similar
way we prove recursively that (wn+j , w
′
n+j) ∈ C([0, T ];H ×H−1) for j = 1 up to j = p. This proves
that W ∈ C0([0, T ];M−(n+p−1)). The properties (ii) − (iv) follow easily from (3.2) and (3.3)-(3.4)
together with(7.7) where U is replaced by W and W by Z. 
Lemma 7.3. Let n ≥ 2 be an integer. We assume that for all i = 2, . . . , n, the operators Cii−1 satisfy
the assumption (A2)n where the operators Πi satisfy (A3)n. We assume that the operators Ci j and
C∗i j are in L(Hk) for i ∈ {n+1, . . . , n+ p} and j ∈ {n− 1, . . . , i− 1} and k = 0, 1. Moreover let B
∗
n+j
for j = 0 to j = p be any given operators satisfying (A4)n+j − (A5)n+j for all j in {0, . . . , p}. Let
T > 0 be given. For
W T = (wT1 , . . . , w
T
n+p, q
T
1 , . . . , q
T
n+p) ∈M(n+p−1),
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we denote by
W = (w1, . . . , wn+p, w
′
1, . . . , w
′
n+p)
the unique solution in C0([0, T ]; ((H1−n)
n × (H−1)
p) × ((H−n)
n × (H−2)
p)) of (7.11). Then we have
W ∈ C0([0, T ];M(n+p−1)).
Proof. The proof is similar to that of (i) in Lemma 7.2 and is left to the reader. 
To handle the case of mixed unbounded and bounded control operators, we shall need a different
formulation of admissibility and observability properties. We proceed as follows.
Lemma 7.4. Let n ≥ 2 be an integer. We assume that for all i = 2, . . . , n, the operators Cii−1 satisfy
the assumption (A2)n. We assume that the operators Ci j and C
∗
i j are in L(Hk) for i ∈ {n+1, . . . , n+p}
and j ∈ {n − 1, . . . , i − 1} and k = 0, 1. Let q be a fixed integer such that q ∈ [1, p]. Then there exist
C1 > 0 , C2 > 0 such that for all U0 ∈ Hn+p, the following properties hold for U the solution of (3.1)
with initial data U0 and for W = A
−1
n+pU .
C1
( n∑
i=1
e1+i−n(Ui) +
q∑
k=1
e1(Un+k) +
p∑
k=q+1
e0(Un+k)
)
(7.12)
≤
( n∑
i=1
e1+i−n(Ui) +
q∑
k=1
e1(Un+k) +
p∑
k=q+1
e1(Wn+k)
)
≤ C2
( n∑
i=1
e1+i−n(Ui) +
q∑
k=1
e1(Un+k) +
p∑
k=q+1
e0(Un+k)
)
.
Proof. If q = p (7.12) trivially holds. Let us assume that q ≤ p− 1. Let j be an integer in [q + 1, p].
The equation for wn+j as before implies that
(7.13) e0(Un+j) ≤ C
(
e1(Wn+j) + |wn−1|
2 + |wn|
2 +
q∑
k=1
|wn+k|
2 +
j−1∑
k=q+1
|wn+k|
2
)
.
Thanks to (7.7) where q replaces p, we have
|wn−1|
2 + |wn|
2 +
q∑
k=1
|wn+k|
2 ≤ C
( n∑
i=1
ei−n(Ui) +
q∑
k=1
e0(Un+k)
)
(7.14)
≤ C
( n∑
i=1
e1+i−n(Ui) +
q∑
k=1
e1(Un+k)
)
.
Using this inequality in (7.13), we obtain the left inequality of (7.12). Let j be an integer in [q+1, p].
Thanks to (7.10) we have
e1(Wn+j) ≤ C
( n∑
i=1
ei−n(Ui) +
j∑
k=1
e0(Un+k)
≤ C2
( n∑
i=1
e1+i−n(Ui) +
q∑
k=1
e1(Un+k) +
j∑
k=q+1
e0(Un+k)
)
.
Thus, we obtain the right inequality of (7.12). 
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Theorem 7.5. Let n ≥ 2 be an integer. We assume that for all i = 2, . . . , n, the operators Cii−1
satisfy the assumption (A2)n where the operators Πi satisfy (A3)n. We assume that the operators
Ci j and C
∗
i j are in L(Hk) for i ∈ {n + 1, . . . , n + p} and j ∈ {n − 1, . . . , i − 1} and k = 0, 1.
Moreover let B∗n+j for j = 0 to j = p be any given operators satisfying (A4)n+j − (A5)n+j for all j in
{0, . . . , p}. Let T > 0 be given. ForW T = (wT1 , . . . , w
T
n+p, q
T
1 , . . . , q
T
n+p) ∈ N(n+p−1), we denote byW =
(w1, . . . , wn+p, w
′
1, . . . , w
′
n+p) the unique solution in C
0([0, T ]; ((H1−n)
n×(H−1)
p)×((H−n)
n×(H−2)
p))
of (7.11). Then W satisfies the following properties
(i) W ∈ C0([0, T ];N(n+p−1)),
(ii) There exists C1 = C1(T ) > 0, such that
C1
( ∫ T
0
q∑
l=0
||B∗n+lUn+l||
2
Gn+l
+
p∑
l=q+1
||B∗n+lWn+l||
2
Gn+l
dt
)
≤(7.15)
n∑
i=1
e1+i−n(Ui)(0) +
q∑
j=1
e1(Un+j)(0) +
p∑
j=q+1
e0(Un+j)(0) ,(7.16)
where W = A−1n+pU .
(iii) For all T > T ∗n+p where T
∗
n+p is defined in Theorem 3.2, there exists C2 = C2(T ) > 0 such that
n∑
i=1
e1+i−n(Ui)(0) +
q∑
j=1
e1(Un+j)(0) +
p∑
j=q+1
e0(Un+j)(0)(7.17)
≤ C2
(∫ T
0
q∑
l=0
||B∗n+lUn+l||
2
Gn+l
+
p∑
l=q+1
||B∗n+lWn+l||
2
Gn+l
dt
)
.
Proof. We prove (i) as before. Considering the n+ q first equations we can apply Theorem 3.2. Thus
we have for all T > 0 there exists C2(T ) > 0 such that∫ T
0
q∑
l=0
||B∗n+lUn+l||
2
Gn+l
dt(7.18)
≤ C2(T )
( n∑
i=1
e1+i−n(Ui)(0) +
q∑
j=1
e1(Un+j)(0)
)
,
and (7.1) holds for j = 1, . . . , q. Let j be an integer in [q + 1, p]. Using the property (A4)n+j for the
equation in wn+j together with the classical energy estimates and (7.7), we obtain∫ T
0
||B∗n+jWn+j||
2
Gn+jdt(7.19)
≤ C(T )
(
e1(Wn+j)(0) +
∫ T
0
|wn−1|
2 + |wn|
2 +
j−1∑
k=1
|wn+k|
2dt
)
.
Using (7.1) together with (2.9) and (2.10), we obtain∫ T
0
||B∗n+jWn+j||
2
Gn+j dt ≤ C(T )
( n∑
i=1
e1+i−n(Wi)(0) +
q∑
j=1
e1(Wn+j)(0)
)
.(7.20)
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Using (7.7), we obtain for all j ∈ [q + 1, . . . , p]∫ T
0
||B∗n+jWn+j||
2
Gn+jdt ≤ C(T )
( n∑
i=1
ei−n(Ui)(0) +
p∑
j=1
e0(Un+j)(0)
)
≤ C(T )
( n∑
i=1
e1+i−n(Ui)(0) +
q∑
j=1
e1(Un+j)(0) +
p∑
l=q+1
e0(Un+j)(0)
)
.(7.21)
Hence thanks to (7.18) and (7.21), we proved (7.15). We now consider the proof of the observability
inequality (7.17). Thanks to Theorem 3.2 applied for the system formed by the first n+ q equations,
we have for all T > T ∗n+p, there exists C1(T ) > 0 such that
C1(T )
( n∑
i=1
e1+i−n(Ui)(0) +
q∑
j=1
e1(Un+j)(0)
)
≤
∫ T
0
q∑
l=0
||B∗n+lUn+l||
2
Gn+l
dt .(7.22)
Thanks to (7.1) applied to the system of the first n+ q equations satisfied by W , together with (7.7),
we have ∫ T
0
|wn+j |
2 dt ≤ D(T )
( n∑
i=1
e1+i−n(Wi)(0) +
j∑
k=1
e1(Wn+k)(0)
)
≤ D(T )
( n∑
i=1
ei−n(Ui)(0) +
q∑
k=1
e0(Un+k)(0)
)
≤ D(T )
( n∑
i=1
e1+i−n(Ui)(0) +
q∑
k=1
e1(Un+k)(0)
)
, ∀ j ∈ {1, . . . , q} .
Using (7.22) in this last inequality, we obtain
(7.23)
∫ T
0
|wn+j |
2 dt ≤ D(T )
∫ T
0
q∑
l=0
||B∗n+lUn+l||
2
Gn+l
, ∀ j ∈ {1, . . . , q} .
We consider the equation satisfied by wn+q+1. We shall prove by induction on k ∈ {q+1, . . . , p} that
the following property holds
(7.24)

e1(Wn+k)(0) ≤ C(T )
(∫ T
0
q∑
l=0
||B∗n+lUn+l||
2
Gn+l
+
k∑
l=q+1
||B∗n+lWn+l||
2
Gn+l
dt
)
,∫ T
0
|wn+k|
2 dt ≤ C(T )
(∫ T
0
q∑
l=0
||B∗n+lUn+l||
2
Gn+l
+
k∑
l=q+1
||B∗n+lWn+l||
2
Gn+l
dt
)
.
We first prove it for k = q+1. Thanks to the assumption (A5)n+q+1 and to the uniform observability
estimate with an inhomogeneity given in Lemma 2.9, there exist ηn+q+1 > 0 and δn+q+1 > 0 such that
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for all T > T ∗n+q we have
ηn+q+1
∫ T
0
||B∗n+q+1Wn+q+1||
2
Gn+q+1
≥
∫ T
0
e1(Wn+q+1) dt− δn+q+1
∫ T
0
(|wn−1|
2 + |wn|
2 +
q∑
k=1
|wn+k|
2) dt .
Using (7.23) in this last inequality, together with (2.9), (2.10) and (7.8) and (7.22), we deduce that
there exists C(T ) > 0 such that
C(T )
∫ T
0
(
||B∗n+q+1Wn+q+1||
2
Gn+q+1 +
q∑
l=0
||B∗n+lUn+l||
2
Gn+l
)
dt(7.25)
≥
∫ T
0
e1(Wn+q+1) dt .
Considering once again the equation for wn+q+1 and proceeding as in the proof of Theorem 3.2, we
have
(1 + T )
∫ T
0
e1(Wn+q+1) dt
≥ Te1(Wn+q+1)(0) − CT
∫ T
0
(|wn−1|
2 + |wn|
2 +
q∑
k=1
|wn+k|
2) dt .
Using once again (7.23) in this last inequality together with (2.9), (2.10) and (7.8) and (7.22), we have
(1 + T )
∫ T
0
e1(Wn+q+1)dt≥Te1(Wn+q+1)(0)− C(T )
∫ T
0
q∑
l=0
‖B∗n+lUn+l‖
2
Gn+l
.
Combining (7.25) and this last inequality, we deduce that
e1(Wn+q+1)(0)
≤ C(T )
∫ T
0
( q∑
l=0
||B∗n+lUn+l||
2
Gn+l
+ ||B∗n+q+1Wn+q+1||
2
Gn+q+1
)
dt.
On the other hand, using once again the equation for wn+q+1 the above observability inequality and
the energy estimates we already used in the proof of Theorem 3.2, we have∫ T
0
|wn+q+1|
2 dt
≤ C(T )
∫ T
0
( q∑
l=0
||B∗n+lUn+l||
2
Gn+l
+ ||B∗n+q+1Wn+q+1||
2
Gn+q+1
)
dt .
Assuming that (7.24) holds up to k − 1 for k ∈ {q + 1, . . . , p} and proceeding in the same way as
above, we easily prove that (7.24) holds for k. Finally combining (7.22) together with (7.24) for all
k ∈ {q + 1, . . . , p} and using the left inequality of (7.12), we obtain (7.17). 
The proofs of Theorem 3.5 and Theorem 3.6 are similar to that of Theorem 2.23 and are left to the
reader.
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