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ABSTRACT
The direct numerical solution of resistivity data for the
case of horizontal layering is presented as the solution of a
set of nonlinear algebraic equations. Two specific methods,
Newton and Steepest Descent, were set up for three layer analyses
on a digital computer. These were applied to field data, and to
data derived theoretically for three and four layer cases.
The case of a thin second layer was found to display a
special kind of indeterminacy. It was found that the analyses
do not and cannot theoretically be expected to yield the actual
values of resistivity and thickness for these thin layers, but
rather, a good value for their ratio (conductive layer) or pro-
duct (resistive layer) can be obtained. The question of ultimate
resolubility of this type of information in the presence of meas-
urement error is discussed quantitatively. It was found that, as
the resistivity of the third (lowermost) layer increases, it be-
comes increasingly difficult to detect a thin, resistive second
layer. When the second layer is not thin relative to the first,
the resistivities and thicknesses are determined with reasonable
accuracy. These solutions do not appear to be unique, but altern-
ate solutions differ sufficiently for the true solution to be
easily distinguished.
In addition, the problem of analysis in the case of resis-
tivity variations in three dimensions is discussed. The exact
solution is shown to be intractable due to mathematical limitations.
By an approximation the equations can be linearized, and a numer-
ical method for solution of the approximate equations is pro-
posed, but not applied.
It is concluded that these numerical methods will not find
immediate widespread application due to the time and expense
involved in computation. When necessary, however, reasonable
solutions can be obtained.
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PART ONE
I INTRODUCTION
The direct interpretation of earth resistivity data is
an inverse boundary value problem. As such, few general math-
ematical tools are available for its solution, as compared
with those available for the direct problem. The few inverse
problems which have been solved are quite specific. The re-
sistivity problem has been attacked by several authors, how-
ever, no practical general solution has been presented.
Langer (1933) derived an analytical method for develop-
ing the terms of a series expansion of resistivity, 9(a) ,
which varies continuously with depth. Attempts at application
of the method by Slichter (1933) and Langer proved it to be ex-
cessively laborious and the assumption of a continuous resist-
ivity variation in practical examples is questionable.
In most practical examples where it may be assumed that
conductivity is a function of depth alone, a rather better
assumption would seem to be that of stepwise changes, i.e.
a medium composed of several homogeneous horizontal strata,
each of fixed resistivity and thickness. In a second paper,
Langer (1936) extends his first derivation to the case of con-
tinuous variation with a single discontinuity. In application,
however, this method is more cumbersome than the first, and
thus of even more limited practicality. Pokeris (1940) pre-
sented a graphical solution for the case of discrete hori-
zontal layers. This technique works quite well, but is limited
in application by the assumption that succeeding layer thick-
nesses increase with depth (Rogers, 1951).
Stevenson (1934) treats the problem of three-dimensional,
continuous resistivity variation. He reduces the exact sol-
ution to an approximate linear integral equation, but is unable
to solve it. Applying this same approximation to the case of
horizontal layers, however, Stevenson derives a series solution
which gives a better result on the one example done than does
the Langer-Slichter method. The methods are equally laborious,
unfortunately.
The present work gives the development and results of a
numerical method for solution of the horisontal layering pro-
blem, and an approximate numerical method for solution in the
case of three-dimensional variation. These methods are useful
only with the aid of high speed computers.
ii HOfIZONTAL STRATIFIQATION
MAThEMATICAL FORULATION OF THE PROBLE(
It we assume that the earth actually is composed of homo-
geneous, horizontal strata, then any electrical measurements
which are made on its surface can be reduced to give the sur-
face potential variation about a point source, 4(r) . It is
with this function and functions derivable from it, that we
shall deal. It is a well known fact that, for the geometry
considered, (surface resistivity normalised to unity)
rr 4 (r) = J(A r)k,2.(1)
(e.g. see Sunde (1949) pp. 40 ff), where n is the number of
layers,
1"3 -
k,, 
-=
~~ +e2 3 (n
k(#~i)m. -2~d
e
k(~. ,)f~ Q 1.,-, -p '.
and ei and di are the resistivity and thickness, respectively
of the i-th layer. As is also well known, equation (1) can be
solved immediately for k1 2 '''*n(A) by an inversion theorem of
Hankel. The solution is
(3)k/2 (...) = Af +c (r) J. (\r) Jr
and the function kl20** ( ) is known as the Slichter kernel.
It is seen that a Slichter kernel can be (a) derived from field
data by an integration, and (b) calculated algebraically from
+
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equations (2) for any given set of assumptions as to the 6
and di. The method of analysis presented in this paper starts
with the kernel integrated from field data by means of (a), and,
by a process of iteration, adjusts the values of the parameters
e. and di in a calculation of type (b) until the kernel cal-
culated in this fashion fits very closely the integrated kernel.
It is then assumed that the final values of the parameters in
(b) are the desired solution. There is, at present, no math-
ematical justification for this last assumption, i.e., whereas
a perfect fit undoubtedly indicates one solution to the problem,
there is no reason to believe there are not other solutions.
In fact, experience indicates that more than one solution does
exist; however, the physical requirements (positive and real ee
and di ) reduce the number of allowable solutions.
The following is a mathematical description of the problem.
Beginning with the potential function as measured in the field,
and using equation (3), a kernel is calculated for a values of A
00(4
k(1) , e (r)Jr) Jr
Next, values of k12'**n(Aj are calculated from equations (2)
using the same A4 , assuming n layers (-, '>-) , and guessing
at the values of & and di (by comparison of the apparent re-
sistivity or kernel k (-1) with available curves of these
functions). There results the set of equations to be satisfied:2
K ZA)- k(X/)] = 0 --- 3 (5a)
or 
=
= ~I kia2
- k-I =
minimum -> 2,-3 (5b)
- 5 -
For a slight simplification of notation, the unknowns E. and
di are designated by the more general E, . Since there are (n-1)
unknown thicknesses and (n-2)* unknown resistivities,
O< i 1, 2, - - - - , 2n - 3
Further, in order to denote the number of iterations having
(a)
taken place, the first estimates of the E are , etc.
The problem is to minimise the function and, by
definition,
K(9 = minimum a (6)
The problem is similar to that of approximating the roots of a
set of nonlinear transcendental equations.
WETHODS 2F SOLUTION
Several general methods are described in the literature.
Two of these have been tried in the numerical work - Functional
Iterationl (Newton's Method) and Steepest Descent2 - and the
latter was found to be somewhat more effective in the difficult
ease of thin intermediate layers.
In this approach it is assumed that the kernel is an
analytic function of its variables. As such, it can be expanded
in a Taylor Series in these variables, and its partial deriv-
atives relative to each can be evaluated for any set of assumed
values. The relative sizes of these derivatives determine the
* The resistivities e, and , are assumed known inasmuch as
they are the asymptotes of the apparent resistivity curves
at very small r and very large r , respectively.
1. see Yon Sanden, 1923; Householder, 1955.
2. see Householder, 1955.
- 6 -
relative changes to be made in each, and the values of an
"error#,E , determines the magnitude of the change. The series
expansion of the kernel takes the form:
2py- 3 2(7)
k .... .I(XI94- ±a g) = k 9W) 3 ..IL j E.+ 2k '4
(neglecting cross terms and higher derivatives).
The Newton first approximation ist
k ...... tl, ( +A L) ~ k+ .,
and is obviously exact only for linear functions. For a
function as complex as is the Slichter kernel the approximation
is generally useful only when A;. is small.
The normal iterative technique of Newton is applicable for
m a 2n - 3, and can be formulated:
M 0 (9)
where E = -k2.... (j) (9a)
and Ak..%(Aj) = (9b)
oC=/
for every value A=A . Since there are a like number of equations
and unknowns (2n-3), the ej can be reduced, in theory, to sero.
(More than one itefition is required because of the assumption
involved in equation (8)). When the 6. are sero, the condition
of equation (5a) is satisfied.
For the purpose of reducing the effect of errors in in-
dividual data points, the following least-square modification
- 7
was used. Minimise the functions
22with respect to theAE , vis:
0 = ((1)
oc = , ,. ,-.
[ Ej ,'( -Ak.A7 /j
By virtue of (9b) this becomes:
....4(\/) j 3 k,,..=( o k,.....?(1,) (12)
13-1 j, -/
for 'K=l, 2,.... , 2n-3. These equations can be summarised in
matrix notation, as follows:
[TL.]f {A4 (13)
j/=/
P 0 k, 2.... . ) k
The solution vector is obtained in a straightforward manner
by any of the standard methods of linear algebraic equations.
Then
-Ad
and the entire process is repeated until the Ej no longer
diminish in size at each iteration, or until the minimum sig-
nificant error (data roundoff) in K is reached.
Here, it is seen that a solution to this formulation
also satisfies equation (6), but the solution is obtained in
a rather roundabout fashion.
Steepest Desgent
The usual procedure is to minimise the function by chang-
ing one parameter at a time so as to make as great a reduction
as possible, ard then to proceed with another parameter, repeat-
ing the process until no further improvement can be made. The
parameter chosen to be changed at each iteration is that which
contributes the largest component to the gradient of the fune-
tion K, and the amount by which it is to be changed is estimated
by an approximation of the Newton type (K/*) , or by trial
and error. The method as applied in this work was modified in
several ways, as dictated by the computing facility and the
particular problem.
Rather than search for the best parameter to change each
time, it was thought more advisable to change all parameters
simultaneously. Thus
K(9f'*) = K(E( -MKT)Of 0C(14)
where M is chosen to minimize K. each time, and K.(i)
is the contribution of a change in to the gradient of
K In practice it was found expedient to modify K (j
-. 9 -
from its true value
K b -bK
to K_ )Ki(15
in order to compensate for the tendency of the method to ignore
parameters of very large numerical values until the very end of
the iteration. The change was helpful in some cases, but it is
not certain that it was helpful in all. This tendency to ignore
some parameters could be very troublesome in a problem of this
nature, where all parameters are not dimensionally equivalent.
The method of calculation of M (equation 14) was developed
in an empirical fashion, and could probably be improved upon
with great advantage in reducing computing time. A first esti-
mate was obtained by approximating the ratio of first to second
derivatives of K along the path, a, of grad K,
K 9K d 2.
M= KK I (L / ' (16)
Trial values of K were then calculated using multiples cMe
and c2M' and equation (14), 01 and 02 being near unity and
unequal. The trial values of K obtained, plus the value
K(9' itself (corresponding to M, multiplied by 03 0 )
were used to interpolate for a new value of M. Two kinds of
interpolation were used, depending on proximity of K to a min-
imum. Letting the first two trial values of K be G, and Or,
- 10 --
corresponding to cl and c2, when
J,-eJ <K()
a linear interpolation to O=O was used. When
I,- > K C)
however, a second order intorpolation to e = minimum was used.
That is, at the beginning of the calculations, when
is large, it was assumed
of,= c,- C +(
Ge = C;?c +(
Solving for 0 = 0
As the iterations proceeded, X( C&) decreased, until a
point was reached at which
lei-eel >,(E
and thence the second order interpolation was employed. Assum*-
ing
= c + c,3 + -
()2= Cio< + Ce( +7
03= K(t') = 2 (c3=0)
and solving for 0 = minimum
c (2-03) + c(93-G,)
E, c,-Oac2 +0 3(c,.-ca)
In the numerical analyses, c has generally been between " and
3/2, indicating that the estimate M' is not too far wrong.
The iteration then proceeded, using
NM am#
in equation (14).
Because of the very great flexibility of the procedure,
Mt could probably be estimated sufficiently well by replacing
equation (16) with
at a considerable saving in computing time. Alternatively,
the interpolations might be eliminated by a better estimate
of MI in the third order iteration,
The procedure followed here, effectively an interpolation
within an interpolation, might be critised as highly inefficient,
inasmuch as three times as many values of K are calculated as
are actually used in a normal iteration. However, it was found
that the procedure justified itself by a convergence of K at
four to five times the rate without these inner interpolations.
RgS-ULTS ANR DIacU2sigN
Programs which would perform the analyses were written
for the 1 I T Whirlwind computer. These programs were designed
for the three-layer ease (n=3), with the object of studying the
accuracy required of a kernel for a definite solution, and for
observing the behavior of the method under the non-ideal cir-
cumstances (excess layers, random errors, lateral resistivity
- 11 -0
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variations, *to.) which exist in field data.
In the majority of cases, 10 values of4\,(m.l0),were used.
All kernels were normalised to P, -l, and the theoretical kernels
to dial. The input data were:
(a) the number and values of > j
(b) values of Q1 and P3
(a) estimates of p, , dl, and d2
(d) the kernel values (X j )
and the output consisted of the values computed for Pa., dl,
and d2. Operation was entirely automatic, calculation ceasing
only when the value of K reached a preset value, or began to
oscillate in random fashion. Before beginning, an algebraic
simplification was made by dealing with
Kx) =2+ k(X)) -+ (data)
and
f(23(A)= [ kies(\)-± = t /-,123 (function)
rather than with k() and k123 "*
Several hundreds of kernels were calculated on the Whirl-
wind, using expressions (2). Others, including apparent resis-
tivity data from the field, were made available through the kind-
ness of Mr. E. E. Maillot, of Douglas, Arizona. It was believed
that the thin second layer situation would be the most critical
test of the method, and 25 three-layer cases of this kind were
analysed, in addition to two four-layer cases and five field
cases, The majority were first done with a Newton technique
developed earlier (Vosoff, 1955a). The Steepest Descent ap--
- 13 -
proach was used to attempt to overcome the difficulties encoun-
tered with the Newton method and proved to be better able to
handle the thin-layer case.
All theoretical kernels were calculated to an accuracy of
seven decimal places, and rounded off to the desired accuracy,
usually three places, for analysl. The result of this, of
course, was the introduction of a random error e of .5 maxi-
mum in the last place. Since the values of k3G(A) ranged be-
tween zero and 10, the individual errors in fg(A) were between
6 and 6/11. However, the individual percentage errors in
f3(A) were in general much higher than in k3(A), especially
at large A where k3 (A) went to unity asymptotically.
Results obtained with both techniques applied to theoreti-
cal three-layer kernels are presented in Table 1, and Figures
2 - 31 . Analyses of four-layer kernels by the Newton
Method are presented in Table 2 and Figures 32 - 35 , and
analyses of field data by both methods are given in Table 3
and Figures 36 - 41. Slichter kernels for the cases analysed
are shown in Figures 2,4,7,12,16,20,25,29,32,38.
With regard to the three-layer analyses, Steepest Descent
was applied in cases where the Newton Method had difficulty,
as mentioned earlier. Two additional very difficult cases
were done with Steepest Descent only (26 and 27).
The nature of the results was found to rest upon several
factors, some of which are not yet fully understood. Success
of solution can be measured by two criteria, the closeness of
fit, K, and the quantity 2d2 or d2/ 2, as appropriate.
a 14 -
a) The ratio d2/d1 appears to be the single most important
factor, an might be expected. The larger this ratio,
the better the solution. No obvious correlation would
be found with any of the other parameters.
b) Improvement of data accuracy will usually result in a
better solution (compare Cases 9a and 9b, 13a and 13b,
14a and 14b, 17a and 17b and 19a and 19b). Case 26, an
extremely difficult one, shows little improvement with
more accurate data.
a) Different initial estimates of parameter values sometimes
led to slightly different solutions in the Newton tethod.
This behaviour was not observed in Steepest Descent analy-
ses.
Experience with the Newton Method in the present appli-
cation has shown that, in initial iterations, the magnitude
of changes are often over-estimated. In addition,'the direc-
tion of change for some (never all) of the parameters may be
in the wrong direction during a large portion of the iterations.
As K () becomes smaller, predictions assume their expected
behaviour. The iterations normally continue in this fashion
until some small value of K (.9) is reached at which time they
begin to oscillate in apparently random manner, Due to the un-
usual nature of the function being minimized, the oscillations
may be unstable if K ($') is sufficiently large. Two possible
causes of the overshoot are:
- 15 -
a) negative second partial derivatives of k12...(Xj) with
respect to the tO*.
b) non-sero minimum error.
In most cases, the solution could be made to converge only
by reducing the magnitude of changes made in the parameters
at each iteration to a small fraction of that calculated.
The fraction was then systematically increased to unity near
the solution.
It appears that, in view of the factors discussed, the
Newton Method is more sensitive to data inaccuracy than is
Steepest Descent as used here and therefore the latter is to
be preferred in any practical work.
Figure 1 shows the progress and final results of one
Steepest Descent solution (Case 27). In the first row are
true values of Q2, d2, d1, IF and eg. The numbers to the
right of the vertical slashes representing the exponent of
ten. In the second row are the first estimates of e2 , d2
and dl and K() due to error of estimation. The third and
fourth lines are 91 and 02 (see section on Method), and the
fifth line is a. On the sixth line are the results of the
first iteration. The second layer resistivity, e2 , has gone
from 5 x 10-2 to 2.1295 x 10-1, d2 from 1 x 10-1 to -6.2728 x
10-2, d3 from 1.4 x 10* to 1.3568 x 100; and K(E.) from
7.307 X 10-2 to 1.034 x 10-4' The i "Ad -2 of the second
* see Hildebrand, 1949, p. 364.
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iteration appear on lines 7 and 8, etc. The space between
lines 8 and 9, 12 and 13, etc. which does not occur between
lines 4 and 5 indicates that the program has switched from
the linear interpolation to the second order interpolation.
Comparison of lines 1, 2 and 6 shows that, although K(gj
has been reduced considerably, the changes in ?2 and d2 have
overshot the mark, and the solution is forced to backstep,
K(2)(g,) being considerably larger than K(il)(Lj. In the
second iteration, this overshoot is compensated by a large
increase in dl. Succeeding iterations then recover slowly
from the shock of the first estimates. The entire process
required about 4.5 minutes on the Whirlwind Computer.
A comparison of the results of the two methods applied
to field cases B and C, shows that the solutions are very
similar, In all cases, however, d2 > dl so that the agree-
ment is not unexpected.
Examination of the curves of resistivities, integrated
potentials, and Slichter kernels, Figures 36 - 38 shows
several interesting factors regarding their behavior. With
the possible exception of ease B, none of the resistivity
curves display the form expected of a three-layer case. The
curves are ragged, especially at small r. In the process of
integration to r#(r) many of the "irregularities" have disap-
peared, and after the second integration to k(X) the curves
have become quite smooth. However, much of this detail may
have appeared in k(A) for A>1. At this highest value of
the kernels differ considerably from their asymptotic value
- 17 -
(k(X)-+l as X-io), and therefore a great deal of shallow detail
must have been eliminated.
Regarding individual cases, Case A did not satisfy the
initial assumptions in two respects:
a) the r4(r) did not reach a constant value at large r , and
smoothing was necessary with attendant uncertainty in(D3.
b) lateral variation and possible anisotropy existed as shown
by later field measurements.
Drilling showed a weak conductor at a depth of 6.2. Note
that the solution is nearly degenerate.
Case B drilling encountered a conductor at a depth of 5.0.
Case C -aould appear to be of at least four layers, from the
apparent resistivity curves. Likewise, Case B appears to be
at least four layers, Note that its solution is degenerate
giving an equivalent two-layer solution of
9=i-o P2 = 0-147
di,= 0-53
Case D, which had the smoothest apparent resistivity variation,
also had the smallest 1inimum error of solution, 3.1 x 10-7.
This value is probably considerably smaller than the data
errors, and, as such, is deceptive.
No drill data are available on cases C, D, or E.
It would seem that, in the present work on field data,
the kernels should have been integrated to a larger value of A
in order to allow definition of shallower structure. For this
same purpose, further analysis programs should assume more
layers: at least four, and probably five.
One interesting result noted in all of the work with
theoretical kernels is that, in these thin layered cases,
a fixed relationship was found to hold between the resis-
tivity and thickness of the second layer in successive iter-
ations. That is, if
d << 1 (=d= i)
then
and
where c1 or 02 is approximately equal to the value obtained
using the exact values of d2 and ?2. This was so even if the
individual values of resistivity and thickness were far from
their true values. That this should be so, and is a kind of
indeterminacy can be shown as follows. The approximate ex-
pression for f123(A) in the ease d2<<l, is
F12 X) tf, I - 3 -fR:+ CZ) 02- a)Ade. CA
+3 -(f, -c 2)( r -e) A d2/
where t,=e , and assuming
e ~ 1-2Xd,
Thus, if
in a manner such that
2d2 01
then
2I-- w-c, A
-o is -
-wo 19 -
If
in a manner such that
d2/Ae 2
as2 3+ , 03c2
The limiting value of f 1 2 3 (A) in both cases is independent,
to a first approximation, of 2 or d2 individually,
Ultjate Resolvina Power of Resistivity Data
Given a thin conductor, whose depth, thickness, and resis-
tivity are known approximately, it would be highly desirable
to be able to predict whether its presence can be verified
and its location established by field measurements, neglect-
ing analysis difficulties. Assuming for simplicity that the
problem is to distinguish a two-layer kernel ((1,dl, '3) from
a three-layer kernel (',dj,?2,d2V 3 ) in which d2/< dl, and
2d2 =,
or
as appropriate, a functional inequality would be required
relating a to the data errors and layer parameters. That is
F, (c) > F2a(dj, ,)3 , 4 f)
in order for the center layer to be detectable, where
is the large'st relative error in any data point. If it can
- 20 -
be assumed that the condition
~iIA~~L I > [IE~Yi)
is necessary for the analysis to be able to differentiate be-
tween the two nearly identical cases, it can be shown that
2L+ + C0"SI
and
are sufficient conditions for resolution. In these inequalities
the6f 3 (At) are the differences between the exact values of the
functions f3(XI) and f2(A\), and the E (X-) are the absolute
errors of the function f3(2j) resulting from errors in the origi-
nal measurements. Several examples were calculated for dl=1,
and for various values of Q3, to examine the importance of the
value of this latter parameter. Using the same values of X as
were used in the analyses (1.0, .6, .4, .2, ,1, .06, .04, .02,
.01, .006, m=10), and=.0l (relative error of measurements),
the following minimum values of cl and c2 were obtained:
3 ci c2
l0-3 10-2 Impossible
10-2 10-2 170
10-1 1.4x10-2  1.5
1 9.6x10-2  9.6x10-2
10 5.5 4.6x10-2
102 3.3x10 3  4.1x10-2
103 Impossible 4.1x10-2
- 21 -
It is seen that, with data accurate to one percent, a conductive
center layer cannot be distinguished if 3 < 10*3, and a resistive
center layer cannot be distinguished if 3 >1 3. An increase
of data accuracy to .1 percent would extend this ranee of 3 by
a factor of 10, roughly.
III GENERAL RESISTIVITY VARIATION IN THE &DIMENSIOS
The general approach used in solving the horisontal layer-
ing problem cannot be extended to cover general multi-dimensional
variation. This is so because the differential equation re-
lating potential and conductivity is no longer separable, as
will be seen below. What is sought, thenis some other method
of relating subsurface conductivity to surface potential vari-
ations.
Assuming a continuous, inhomogeneous, isotropic resis-
tivity function,
Q-= r (P) 0< r < Co
the differential equation for potential at a point P due to
a source at point Q, is
(P ,Q)
V ( (P, Q) =-7 S(P)- p(P,Q) ' ~(P2) (17)
S(P) a log Q-(P)
P " P (PlP 2 #p3) observer coordinates
Q n Q (q1,q2 9q3 ) source coordinates
If the expression is considered a kind of Poisson equation,
) (P,Q) represents the "sources". Equation (17) arlses directly
- 22 -
from conservation of current. The usual boundary conditions
must be imposed on all solutions.
For the purposes of the discussion which follows, it is
necessary that the differential equation be transformed into
the corresponding integral equation. This is done by treating
equation (17) as if it were a Poisson equation, and performing
the obvious integration:
47r(P,Q) = JG(PR)(R,Q)dR
R
= JG(P,R) dR + JG(P,R)VS(R)*V$(R,Q)dR
'R a' (0)over all space. In the geophysical problem measurements are
made on the surface p3 =0 of a half-space, and
ar (P) p3 > 0
<r *0 p <Q0
The boundary conditions are satisfied if we take
G (PQ) a 1/r1
0~(p,p 2 'p3 )F p 1 p 2,aip 3
r ( + 2 2p2+)2 + q)2J
Rewriting equation (18) and substituting the Green's function.
47r4(P,Q) =r, (Q) + VS(R)*V0(RQ) dR (19)
and we desire a solution for - in terms of b. Equation (19)
is an integro-differential equation for T which is
(a) nonlinear
- 23 
-
(b) inhomogeneous
and (c) singular in kernel and limits
in three dimensions. As such, no exact solution could be de-
vised, and it can be safely said that none exists. Mathemati-
cal work is being carried on at the present time on problems
(a) and (c).
The most formidable of the individual difficulties, proba-
bly, is the nonlinearity. Since a linear approximation can be
devised rather readily, an effort was made to see if this approxi-
mation could be solved, and under what conditions it was valid.
The simplification consists of setting
in the right side of equation (19). Thus
4y$(pQ) e 1 + 1 fVS(R) -V(1/rRoAdR
V(TQ) rp TQTR rRP
1 + 1 S(- _ (20)
rQ)rpQ R RP RQ3
This is equivalent to substituting the entire expression for 4
(right side of equation (19) for 0 under the integral, and re-
taining the first term only. The substitution is a standard
method of solving integral equations.
The problem was carried to this point by Stevenson (1934)
who was unable to solve it. Several methods of solution includ-
ing expansions in Fourier integrals and in orthogonal functions,
were attempted in connection with present work, with no results
of practical value.
- 24 -
A practicable numerical solution was devised, however, from
rather different considerations. Assuming (a) that all resis-
tivity changes occur within a limited volume, T, and (b) that
the actual resistivity distribution of this volume can be ap-
proximated by an array of rectangular blocks, each homogeneous
and isotropic, equation (20) can be written
-(Q)47r$(PQ) - RQdR = (P,Q) (21)PQ T rRP rRQ
Contributions to the integral will arise only at the faces of
blocks. At such an inte face the integrand will become
VS(R)*rRQ- = AS--'rRQ- (22)
rRP rRQ rRP ?AQ
and the integral will be
e(P,Q) = dS.,n^ rRQ dR (23)
rRprRQ
where
n, is the unit vector normal to the interface
oC is an index for the particular interface,
0f M 1, 2, - - -,9
The integrals are now in two dimensions rather than three.
Equation (23) can be rewritten
0 (PQ) 2Z Ce (P,Q)ASO( (24)
c,
C=(PQ) dR
w rRrRQ
which is a linear equation in the 684 If the blocks are cubes
- 25 -
of unit dimension, and the volume of variation is assumed to
be of dimensions lxmxn, there are 1(mxn) + (m+i) (1xn) +
(n+j) (lxm) mt interfaces, and lxmxn = funknown conductivities.
Thus equation (24) can be written as a linear equation in b
unknowns
e(P,Q) mZDijk ('4) Sijk
Dijk (PQ) = 2 1- (P,,a)- 1I (P,Q,R)
+ (P,Q,R)- ffi (PQR)
+ k-JI ( JI (PQR)
I (P,,R) - rRQ dA
rRQkt"RP
where m is the surface bounding cubes (i-i), 3, k and (i,j,k),
< bounds cubes (i,j,k) and (i+1), j, k , oe bounds i, (J-1),
2 3
k and (i,jk), etc. The factor of 2 arises from the symmetry
about the plane p300.
Values of the coefficients dijk are now being integrated
on the M.I.T. Whirlwind Computer by Hallof and Ness (1955).
It remains to be seen just how effectively the method will handle
the problem.
IV COugluSIONS
The methods described can be applied in a straightforward
manner, with the aid of a high-cpeed computer. The solutions
- 26 -
obtained, at least in the horizontal layering analysis, are
probably as good as can be obtained by any means, depending
chiefly on the quality of the data. From the standpoint of
the geophysicist in the field, however, neither is very satis-
factory, as they require time-consuming, expensive processing
of the data. The improvemcat of the solution, over that ob-
tainable by matching curves, is questionable with the data
accuracy ordinarily obtained. Only in situations where it
is considered sufficiently im;ortant to improve the accuracy
of measurements will these techniques be of real advantage.
THREE-LAYER ANALYSES OF THREE-LAYER KERNELS
TRUE VALUES
2d2
Case dl
SOQQN.
('2d2
d2
1.00
2.05
-100
9.98
*105
1.05
-0994
.994
2. 5x10~4
3.2x10-
3
.101
1.01
10
7x10-"
5x10-7
10
4x10- 7
5
6x10 3
5.
6. x10-6
10
1
1
.051.
.05
.5
10
.5
5.01. 10.
1. .5
.05
.5 10
10
1
9a 1
.05
.1
.923
1
1.002
1
1.004
.973
4.26
1.20
.0480
.485
11.3
. 424
.203
.412
.2
5.x10 7
.2
2x10-7
5
9x10-8
5
8x.104n8
5.11
10.1
4.9
2.03 3
- 27 
-
100
1.06
1
1.00
10
1
10
10-14
10
no solution
-997
1
1.00
1.5*** 1.
10
10.
1
1.12
1-
.962
100.
10.0
10.0
12.6
10.
TABLE 1
THREE-LATER ANALYSES OF THREE-LAYER KERNELS
TRUE VALUES SOLUTION
93 2 d2
d2/'2
9b 1
1
lo*** 1.
10b*** 11.
10b*** 1
1.
11 1
12 1 
13a
13b
.05
.1
10
10.
.1.
10
.3.
10.
.1
10
10.
.5
.1
* .
.1
.996
.645
3.
. 742
.1 3-.
.1 3.
.2 1
.2 1.
10
.987
1.
1.22
.0888
.178
20.9
.0468
1.42
.893
19.3
.0524
19.6
.0443
5
5x10~1l
.1.
3x10-3
.1
1. 7x10-7
.1
7x10 7
.1
9,x10- 5
2.00
.978
3
1.273
1.01
no solution
.988
*688
.903
1.000
10
.992
10
.1
.996
- 28 -
19.5
.0516
.992
.504
.436
*535
.0994
.0994
5.98
.171
6.92
.146
.2
6. x10-7
10
10-6
1
8x10-8
1
6x10-14
1
10-10
1
7x10-8
1.01
.508
1.23
1.00
1.02
1.01
Case
d2
TABLE 1
THREE-LAYER ANALYSES OF THRXE-LAYER KERNS
TRUE VALUES SOLUTION
e3
16
17a
17b
19a
19b
20
21
22 1
26a*** 1
1
26b***1
1
1
.75
.1
.05
.1
.05
.1
10
.15
1.5
.11.5
.1
.1
.01
100
.01
2
.01
.05
.01
.05
.01
.1
.01
.1
.2
.133
2
5 1
1 .15
1 .15
.651
1
.976
.1
.997
.917
1
1.39
1
.996
1
3.51
1
.904
10
.1
1 1
10 .02
1.87
.155
.171
1.12
.075
.158
5.00
-7.18
.708
.0840
1.46
.108
.012
4. OxlO 4
2.20
.543
1 31.4
.976 -.003
1
.2 1.87
1
1.87
. 1
. 930
- 29 -
.514
-. 33
.517
-. 34
.120
.0198
.1
10-3
.2
3x10 6
.2
4x10~11
.083
6.6
2.11
510-.4
1
10-4
1
5x1012
10
x10-3
1
10-5
10
6x10-5
5
3x10-6
5
2. 6x10-6
5
9x10-0
.157
.033
1.20
-.094 3
.165
Case
di
e2d 2
d2/e2
TABLE 1
72R&.-LAYER NEWTON ANALYSIS OF FOUR-LAYER KERNELS
TRUE VALUES soL 1~g
dl d2  d3 dl d2  x
1 100 1 .01 1 49.2 .01
23 1 1 4 .977 2.12 4xlo-5  3
2 1 .01 1 100 1 .0252 1004 1 1 4 .987 2.65 1.3x10- 5  3
231 10 1 .1 10.7 .1125 1 4 1 1.05 3.63 10-3 3
TABLE 3 THRE-LAYER ANALYSIS OF FIELD KRNELS
FIRST ESTIMATE SOLUTION
Case d1 ?2 3 di d2 Qdl d2 K dl d2
1.48
a. 5x10-2
.2
1. 7x10-3
.2
3.x10-4
.21
3.7x10-2
.2101
3.3x10-4
.175
1. 2X10- 2
.147
1. 2x10-2
* Degenerate Solution
.145
.152
.174
.271
1,
.272
.243
1
-1.70
1.53
271.3
.641
2.68
.629
2.72
.252
5*72
.251
5.97
.,708
.882
1.00
+2.23
1.48
2.4x10-4
.2
1. 2x105
.2
1. 3x10-5
.21
1. 7x10-4
.2101
1. 7x10-4
.175
3.1x10-7
.147
2.1x10-5
*** Steepest Descent Solution
Case
1.
.15
.15
2.0
7.0
.6
.6
.25
.75
.3
.1
TABLE 2
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+1.OC4 -01
-05
+2. 7103 &1
SL +1.2641 +00 v
+2 '294 -01
7 +9. -05 ON
+9 -05 ea
9 +3.863| +02 S
1 +.867(A 01
1.1 +5.C +(18 *.
12 +7.$ +05 ea
13 +3.7441 -O1
14 +4.50(61 -02
+1.4 -02
+2.71 -04
. +8.97 -01
+1.16.21 -01
+2.C9 -03
+1.61 -o4
+5.(.801 -01
+1.04F0j -01
+5. -U6
+4 . -06
+4.791 -01
+1 .o4Vi -01
+4. -06
+4.61 -06
-1.2831 +01
+5.2 --06
+5.1t -06
+5.564j -01
+1.0420| -01
+5 -QC
+3.529 +00
+1.f4301 -01
+5. -06
+4. -06
+-5.648! -01
+1.0434 
-01
+4.i -06
+h4.374 +00
+1.: 440 -01
+4.3 -16
+5.44( -01
+1.42 
-01
+4.0 -06
47.7271 +00
+1.62.84 -01
+4.4 -06
+4.11 -OC
+5.3621 -01
+1.04r99 -01
+4.21 -06
+4.21 -06
+3.0471 +02
+1.1408| -01
+9. -4
+1. -04
+4.2271 -01
+.1950 -01
+9. -08
-9.1 -08
+4.3191 -01
+1.1941 -01
+9. -08
+9.1 -08
+1.19 +00
+1.1 9 44 -0149.1 -08
+9.1 -08
+6.2531 -01
+1.1949 -01
+9. -08
+9.1 -08
+4.97q -01
+1.1944 -01
+9.11 -08
+9.1; -08
+7.171 -01
+1.19501 -01
+9.14 -08
+9.1 -08
+4.131 -01
+1.1954 -01
+9. -08
+9.8941 -08
+1.8751 +00
+9.9 -03'
+1.0004 -01
-6.2728 
-02
-5.3563| -01
+9.3221 -02
+2.2124 
-02
+3.3590 -02
+3.3781 -62
+3. 4 272A -02
+3.4168| -02
43.40W31 -02
+3.39851 -02
+3.390(l 
-02
-3.37741 -02
+3.3561 
-02
+3.3421 
-02
+2.516q 
-02
+1.9764 -02
+1.9770 
-02
+1.97671 -02
+1.976(9 
-02
+1.076q 
-02
+1.97i31 -02
4-1.97621 -02
+9.99;4 -01
+13999 +00
+3.51251 +00
+7.10771 -01
+7.1380| -01
7.52951 -01,
+7.5345. -o1
+7.47671 
-ol
+7.47571 -01
+7.5039A -01
+7.5031] -01
+7.53641 -01
+7.5349A -01
+7.588-1 -01
+7.5864 -01
4-9.5071 -01
+9.2963 -01
+9.29691 -01
+9.2 721 -01
+9.2971 -01
+9.2979 -01
+9.2977 -01
+9.2978 -01
+7.307-02
4-1.0341 -04 TIRST ITERATION
+3.744| -02 SECOND ITERATION
+7.111 
-02 THIRD ITERATION
+1.746 -03
+5.108* -06
+4.66'4 
-06
+9.218| 
-06
+4.0951 -o
+4.c8] 
-06
+4.892|? -06.
+4.8214 -06-
+4.660 -06
+4.21 -0(.
+4.315| -06
+2.513 
-04
+9.279 -08
+9.167| -08
+9.158 -08
+Q.141 -08
+9.1561 -08
+49.1401 -08
+Q.14(j -08
+7. uo. 0 Vug ALUES
FIR*t S5tt*At?
STEEPEST DESCENT
ITERATION PROCESS
Figure
+9. sj -01
NO. 340-L310 DIETZGEN GRAPH PAPER EUUiENE DiETZGEN CC
EUEN DIZN CDA
MI-LOGARITHMIC-3 CYCLES X 10 DIVISIONS
100-0 900-0 10-0 Z 0 t'0O- 9-0 1-0 2-0 t'-0 9-0
(U1 0- 1-j I (c4 iK -Z x co .) 9 Ui ()
44
41
p -,- e -. + +-4- -+-4-4 +-- + + + -- --- -,--- "- --+.- 4- 44 -+ 4 --4-- --- --
1 -T
1 it
+ ---147
+ --- ------ +--
_ _......._..._..__-._ _.. -._.1.... .._.. .L.._1_.__... ..._ _...._... .. . .. ... 1 .. .I V ,. , .l.I  _
-- -I -e --- -4 -4 ----4 -+ +- -e +-+- --- --- ++ ---- '--+ -_---.-- -±4r S- -e-+ -6- +..L .-.--' -- 4 -..- 4
-.t -1 1 1 1 11 1 i4-
r f
.z<x~IT I ..
--- ----+-- -- -- -- - -1 1- ------+ --+-+--- ++-I+- + ---U + --- 4-- ----- -- * --
7 71__L 1 1 I 1
1411
tt
-1r4
---.. ._ --a 4 .., -+ y e- -+ + + - 1 i -- + -.---- .-- --e- ----.-+ +-+ +--+ -+ .~ , +-- 4-. -.-t -.-+ t-- e .9- -4- + .-+ e --.- - -
,+- + -+ ---*- -4 -*- --- * +- +- + + +-+ -+--  -e- s-r 4-+-
1
1 t IT-
tt
itt
10
+11
-T 9N
JI l -J 0"Iil M ll
---- + + -.-.- ------------- 4 -* --+ A e---- --- --r + ,. --- --+ --+ + .--- -* -4 -+
'H
10
43
4-
U) (1)
z -H
0 0
Q
0
U
J
0
O
0-
Case 2
9 ~~--M - -- - -
U4=
1 4 1I- --- t t 44 - - -
-1c -
-- - 4 i
4~ <4
L-
+t
t 
't
j~ffiffii -J I J- LLJ-LL ILL'
J - _-I -I
21 - -I
S4 -- -i -
+ - - -
f- -H -
t3--1
Ij T-
-t tt
rF H
AWL
0 5 Depth (d) 10
Fig. 3
NO. 340-L310 DIETZGEN GRAPH PAPER EUGENE OIETZGEN CO
AiILOGARITHMIC-3 CYCLES X 10 DIVISIONS
100-0 900-0 10-0 ZO-0 p0-0 90-0 1.0 2-0 **o 9-0 4
ci IN T 0) -4 CD (D -u Ln () -4 () 0 9 J D (
1o 4-_4
.--1 i
-'ttb.H7-
1 tt
12
.. .---' + -+ -)- TV
t-
it I
1 -4 ?
10
-44 1--- ---- ---T--.---
---. + -- ---T-
-~~- -- ---t ++++
+ ---
i -
.: W il
.; + I
-T -- -t
r4- -----
17 9991
'O. 340-L310 DIETZGEN GRAPH PAPER
-if LOGARITHMIC.3 CYCLES X 10 DIVISIONS
EUGENE DIETZGEN CO
" TEC I
900-010-0
-1
-F--- 4-±-d--.-
r~J *11'i.~ I I ! Im 7
Z-0tpo-0 90-0
11 0) j (D W -
1-01.0 9-0
N w
I4'44 - -~ 44± K~1444~h24
it44 77- [Bb4 -4 44444L
-
( 0 0
I -t
+44,
4- 4- 4
I-~ ~ ~ --. ~T i 1 1 i
+ +
-it
+ +
4-- 4---- --v -,-0-
4_ _ _ _ -- -+
-1-4
* -4 ------i----
$7 ~ lit
2<:
A) w (P 0) (D (0
-~
-tt77 ' I
h)
V Depth (d) Fig. 5
sosmetimsemroemmwwonapoll MINO wer T'l -T- * -
Case 3
0 'ao
8 -- 
- - - -- - - - - - - - i -- f - ---
-7 - --- -- -- - - - - -- - - - -
---- ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ --- ------1-- e -,-- -s- .. -- u-. -,. --
6-- -t - - -
It
- ---- t
0-14
-- r~4- -- -J-- -0 4 A .- 4 -.- 1- .. -
-- ,.- .J 4- -, --- - . --- A-- - -
3 ~ ~ ~ ~ ~ ~ ~ 4 - ---- -
~~~ 
- i
144
,--- -1} -- -
-. ~~~~4 -- f------. - - -
2 - - --- 4 - -
-- 
t- e -, -4- - - - - - - - - - - - - - - - -
94-- - -4 -l
a~ 5 -- ---- -
(0~~ ~ ~~~~~ 2- -4 - - - - - -
-0 . -- 0--1
A
l-
L
O
G
A
R
IT
H
M
IC
-3
 
C
Y
C
L
E
S
 
X
 
1
0 
D
IV
IS
IO
N
S
 
P
il
b
N
T
E
D
 
IN
 U
 
9 
A
-
R
 e
si 
s
ti
v
 
t
_
 
_
 
_
T
_-
 
-
.
 
"
-
-
 
-
-
.
.
 
w
 
.
-
-
-
-
-
| 
| 
-
I
-
44
4-
--
-
-
_
.
.
.
.
 
.
i 
.
44
--.
2 
' 
.
.
-
,
-
_
_
_
_
 
_
_
 
_
 
-
-
-
 
1
4
 
-
-
 
-
IIf
1I
 
i
4 
1
-
-
.
-
 
-
, 
.
'
-
4 
.
.
 
.
P
I 
i 
I
i 
ii
17
> 
1
:1
-:1
t 
7-
4-
 -
'.
 
t 
-
I
.
.
.
-
 
-
.
 
.
-
_
 
_
1
..
t.
.'
.E
. 
_
.
.
41
-
~
~
 
1
 
-
-
7
7
 
tl
t
4 
1
 
1
-
-
1
-
-
 
+
-
T-
 
-
4t
 
4 
t-
 
T 
-
f-
4 
_
4 
t
AL
L
Qo(D
NO, 340-L3iO DIETZGEN GRAPH PAPER
MI-' OGARITHMIC-3 CYCLES X 10 DIVISIONS
900-010-0
Eu.GENE DIETZGEN ZO
-Q ED I " ^
0' \O-o 90-0 1-0-0 V-0 9-0
H-
4 -
rx111277 ~ ~ ':.4 -
I~~ II I ;
1 ~ ~~~~ t _ _ _-_ _
tiIt
_ _ _ 
_ 
I4 it'j
TI<77I7IJ~ ~ ~ 9 4-~ ~4+
-47 f-t
~
4 4~ ----- 
-4--4+ 4
t- -_ --'--- 4-4-~" -'' 41
Z L 0 9 " 9- 4
100-0
Y) Jy
20
N U f TI ) -o CD Q -
10
T- --l- I -----
-- 4 tv
-- 
_j_
2 ---4
tj
IfI _ 
ItTfl jf T4I J -
F T P IT J -fli7 t_ ; W4-3 -4
41±Ip~tj~ 6 t1T -
- c
4~ jI
4-
i f
I + 4 4i4
4 4
-1T u
1 ---
14 4
1 t 4> 1<
-1 I t i
fF j t8 *44 
I
0 1 ept (d) 2i
13u
Z
w
uj
zw
z
0
0
x
J
u
u
u
Case 5
-~ ~w esW manm i N M l o lemasm.1 NAlMmm mlm" m- e. " -,
U
fl.
0
-I,-
-C ----
- Case 6
9
2-
1-.. . .
-- j-- -- 
-
- i
tt
3+
T -- - - - - - - ---- -
0- - -
0-01 L
8 - -
7 _ ( _ _
Fr - 9
0-Oi-
0__ Dethd) 2
-_-ig. 9
10
1
J5_
*
3
2
-0.I
0101
7~
2 -
11-
It _____
11-21~.~
H-n
- V T t
------- I.- L---~ -j
--1
I. -
T$
- --- 
- r----- - - -
Truei refisir VS. [depth, LOd)
Nwtoil s f 00
- - Fpb $ ~
00 _-ce t
Depth7(d) 2 3
Fig. 10
7 ----- 1-
14_--
4-I
3-
I BMII~~flWII~~sill~on"et 0 ilalel I POOR T _ - -nins wivese
m
Case
+ immnommomm owe smisionommmileo 04o ' 11 - - - ,
100 1
r--
7F
t tT ~Ii fit
24 2-4-
1~2
t+3
-
4
~ri~i __j
U I Dpth () 2 
Fg. I
aU
Li*
In
Li
Liz
Lit
In
J
Li
x
U
EJ
U
O
Case 8
1Dept~h (d) 23 Fi.1
NO. 340-L310 DIETZGEN GRAPH PAPER
Ail-LOGARITHMIC-3 CYCLES X 10 DIVISIONS
EUGENE DIETZGEN CO
P. TE" -' U S ^
900-0 IQ-0
Z ti I
20-0 0-0 90-0 1.0
IQ w 14 11 0 -4 m 0 -
~~L~ALZLwI
7-0 9-0 0
0 *1-4
_ _ _ _t II I IH I I
-T -IT ~ 144±II -iI
I__ 
__ _ __ 
1_ 14T ____I__I__I__ N
1 i 
t
+ t4 4
I__IIHIM-11__ 
_ _ _
44
1 1NT 1 Ti
, ft" To i e
-44 
-
-44 i r-t
tt
t f1 i
L -
-4 -
----4- 
-f --I- -
t n +++f -
---- -
1 ~ ~ ~ ~ ~ ~ ~ ~ -si , 1 i 1 1 | 1 1 l fIIl111 ii
-e, -t -+ --- M -4- 4 e ,''- ,-- -- --- T- + + + --- 4 4 -----4---g-4-4 ,- ----4- -9 --4- -G- t- --- .*1 wr -. -.-- +-"IYA tlII
1 -7
1, 171 -I-
-- -t --t + -+ -- T ---
~--
K
1:2:1:2 ~t1~
-4--
'-1
2177712
4 -4-- 1i
2-.
-
"I:~J 24W -1 -1 4 j 1 1144k44 I4
t~t~1~I I
.! M I I 1 1
-1 T
TT 0T 6 gsvo
-tL
1I
....
(y)
-.-0 i 4 i T i ; i iI I I i I I i 1 1 1 ; I I 1 1 1 1 1 ! !if
1 I ; j
-4 -
4-t
.
.
1 I f " i ] : I i I i
I I T- 1 , -I- --11
--
1
I~~~~ I
i I
Cases 9a 9b
10
7~-T j -.- - - - - - - - --- - - -
3 --
2--
~- 
---E --- - - -
-4
V-t -- -- -f -- --
7-7
tto-1~Bi
41 T
-- 11T
4 J
-4 i
0-0
Depth (d)
Fiv, 13
Cases 10 10a lOb lOca
.4
*1
.4
7-
4- 
-2
a4
2
-- I-- _ _ _ 
-
I I 1
True resistivit vs. depth e(d)
-- p--i
Pwton solution
eepesl deqcent 4---
3
C --
144
t I
- LI I T 
_
7 
it
I t .. f-- -
4
/0 z-, -__on
101
3 2 #
4-4--t
-'
-7 -j
-i-a
. 1.
'i-i 
-
Depth (d) 2 3
Fig. 14
I--
-* 
- I -- 21
Cases 10 10a 10b 10c
_ 
r1
~ V. ;~y
- - --- +- -4- i I 
_____ I
- - -- I---- 
-T-----!---- 
---- ~-~ 
-t---------- 
----- 1
~ 
"~---1--- 
-- --
I 
'I 
t
-
II.-,
___ 
_ ~
____ 
_- -------r 
-~ 
_ 
-~~~1
-No
1 
P
L
O
G
A
R
IT
H
M
IC
-3
 
C
Y
C
LE
S
 
X 
10
 
D
IV
IS
IO
N
S
R
es
is
ti
vi
ty
 
( e
)
1,
~ 
ID
It 
Ic
"
-
-
W
 
A
 
' 
-
-
-
-
.
-
 
-
-
t 
-
r
1 
~
 
*
 
I! 
~
 
-
-
 
+
t
 4 
-
-
-
-
4 
±
 
t 
rn
 
-
'
-
-
-
 
4 +
t 
+
+
r4
 
+
-
-
4-
 
t
-
4-
 
-
4-
-
-
-
+4
*
44
-
-
-
-
I-
t-.
44
 
-
f 
-
-
-
-
-
-
-
_
_
_
_
_
_
_
_
_
_
_
_
-
-
_
-
_
-
_
_
-
_
-
_
-
_
+
-+
--
--
 
-
-
-
4-
--
- 
-
-
-
t -
-
+--
--+
 --+ -+
--
-+
- -
T
i
-
-t
-
4 
-
-
T+
-
~
~
 
-
-
tI
T
- 
-
i 
-
-
t 
-
-
l 
tl
 
-
-
7-
---
,t7
+ 
T
-
t
-
~
-
 
-
+
-
+
 
-
+
+
+
-
~
 
'-
-
-
-
-
-
4-
--
'- 
-
-
-
~
-
H-
 
-
-
4-
-r~
 
K
-
-
-
-
-
-
-
-
 
4.
f~
 
-
-
~
 
-
in
 
~
~
-
.
-
.
-
~
-
-
.
-
.
-
*
-
 
~
 
,-
-
-
-
-
-
 
-
-
-
-
-
-
1 
-
'
-
'
-
4
 
'
-
4
- 
-
4-
' 
-
~
 
~
 
.
4.
~.
 
7 
.
-
~
-
-
4-
-
-
 
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
 
I 
.
-
.
-
-
.
-
.
.
-
-
.
-
-
.
-
 
-
4-
--
.-
--
.-
--
--
 
-
'
-
,
-
)-4
 
-
~
 
'
-
'
-
t 
, 
, 
,
_
_
_
_
_
_
 
-
.
-
-
~
±
--
~
i,
HI
S7
1
~
771
V2
-
.
-
.
-
4-
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
-
 
I 
.
L 
-
.
-
 
L
 
L
.L
...
..-
. 
4-
-'
 
I''
~
' 
-
_
_
_
_
_
_
 
-
_
_
_
-
-
 
-
.
 
-
.
-
~
 
II
11
21
-2-
14
2-jz
IIA
0 0
Itz
i
9-
H H
-
4-
-
'-
I-
NO. 340-L310 DIETZGEN GRAPH PAPER EUGENE OIETZBEN CO.
AiI-LOGARITHMIC-3 CYCLES X IO DIVISIONS 0 -. 0
900-0 10.0 2O-0 t0-0 90-0 1-0 20 -9-0
l 0) -4 D (l9 o 0 -(A L9 a) -1 CD (1 M 4 ( 0
-I
- -'- + + ---- +-'-- 
---- --
f444 -4 --- -
T 1 1
3 14 , 1
4 -- +- -4- 44-4-4-
.+ 7+-.+ -- 1-4
I I 1 1 11i 44
------ 
------ 
-t~ --4~ ~--- A
.-+--- -+,-+++-. -e- _-+ -4
+-- ----+- -- .-+- -.-- +++- 4 --+- -- +- +- --
-4 4---4 ---- -4i+l
4 --++--
+ii
4-
tt 
t-- 
tt-t 
t
t -~~~ 
t- -- i -- --
1 |7 11
441
MT~ IT iTsee
0 
-H
-,- - F ,;
9... 271-711111-------
~1~~~
- -- - -
-----.--- i-~----- --
-2----
-1
H--
'I
- -I
4. --
4 ~
4 -I
- - - -------
5 - -4 -- - -- I- - A - -- -- - -- -
3- - - - eH---
-
i- - __ -- ,---t- -- -T -
9 u fr I -
I -I-- -I--T
- - -
2
-1---~ t ----ii---- ---1 -7 1-:-
TI-
Depth (d)
Fig. 17
%0-I
0011
I
I 
I
----I
------I-- -i------->-------I------
__ 
__ 
_ 
>171i11171
-4 ---- "---- -__
jL i7I7i7~ I -K A2~~z ---K-
it
I 
---t -7
-II _
I ----- -__- -4------ -i
I T2 K-
-1- -- c--
ii I
-- 
T~7 ~ --- 4--- ---1
__________________ 
__ ---ii
T11 I I- -
Case 12
Cases 13a 13b
7 -7 -_: ---
Tti
4
aT
2 - --
-
a- -14-
e- ------ - - - --...
e - - 1- -- - - - -- D -
t --- I T -- - -
4 > J- t- -~
0- Dp - -
t
0 -7T -- -t -7 1
- -A--
4 -- 77
- -: 4 - - J
-44
- a hs a
-~ 
-A
----- 
I 
hi 
I 17
- --- 
- t -- 1
0 ~Depth (d)2
Fig. 18
L 9
140
.5
-7-
-- 4
6 2 2- -
-j F
4: 
__ __ _4{t~i~~- I
F-f
q26 i
Ti
jv jj -__ -i-l---ib- -I
6-----i---ji- -- ~ iN Vli-~
_ TVlii-~ 
-
4--t
I -- t t1t{4
- I>4 t - 4 4 '- I1 -4 --
-01
44 4 4
$f t It +
i ii
t !1 1
Fig 19
Cases 14a 14b
NO. 340-L31O DJETZGEN GRAPH PAPER
MI-LOGARITHMIC-3 CYCLES X 10 DIVISIONS
900.010.0ZO0o Y
EUGENE DIETZGEN CO.
t0* 90-01.0V-70 9-0 _____________ 
__0 (P 0)D"(D
dil I 11
fitT II T 1 7~~{ ~til +4--- I
I i IT
_____~~il HIzMzz~ H4 I4-t4I+.
--~~~ --- I~-- 4__-
-i- ----------- ---t--4 K ----- 
- '-4 ---
-i I -- -- -- -. +
-~ _ _ _ _ IjI < I
AT~~' OT J T gt'
0
)J
I
4-
L
O
G
A
R
IT
H
M
IC
-3
 
C
Y
C
L
E
S
 
X
 
IC
 
D
IV
IS
IO
N
S
-
4'
0
R
es
is
ti
v
it
y
 
( L
)
_
 
_
 
_
 
_
 
_
 
_
(A
) 
4h
 
U
l 
0
) 
'
4 
C
 
(C
 
' 
_
 
_
_
 
_
 
4)
 
4 
0) 
'4 
a
) 
a
' 
) 
4 
a
)1
 0
 -4
 W
 
o
4--
 
-
-
-
+
4-
--t
 
t 
-
4-
-
t-
-4
t4
- 
+
Y
 
-
-
1-
,-
--
.-
--
 
-
-
4
-4
4~
.-
- 
-
4
1 
1 
-
L 
-
-
-
-
~
 
-
-
-
 
+
- 
-
-
-
-
 
-
-
-
-
-
-
 
4 
-
-
-
-
 
-
+
 
-
t 
-
-
_
 
_
 
_
 
_
 
_
-
_
.
_
_
.
"
'
4-
44
~
*4
.4
-4
--
44
4-
--
- 
.
_
-
 
-
-
-
-
-
-
 
-
-
 
-
-
t.
- 
-
-
~
 
~
 ~
 
-
-
 
-
-
4-
4 
-
-
-
-
-
-
-
 
4A
 
-
-
-
-
 
-
-
 
4-
+-
 
-
-
 
-
4
--
--
+
+
-*
 
-
-
t
-
-
4-
 
-
T 
i 
t7
 Y
 
-
-
-
-
-
-
-
4-
+
-+
 
+
44
--
44
 
+
- t
+
 
-
-
 
-
4 
-
T
- -
+
- 
-
-
-
-
-
-
 
-
.
.
~
4. 
-
-
4 
-
-
.
.
-
-
 
-
9 
+
 
-
+
- 
-
-
j-+
- 
+
 
T +
- 
-
-
+
-
-
-
-
-
-
'2
74
 
-
+
--
+
 
4-
 
+
+
 
2 
t+
 
+
- 
-
-
+
- 
-
-
 
4 
-
-
t4
4
 
-
-
-
 
-
-
*
4
- 
+
--
- 
-
-
T1
1
-
-
-
-
-
-
+
+
+
 
-
-
±
- 
-
4+
1t
-
~
-
 
72
 
~
 
2~
 
-
.
+
+
+
 
-
+-
--
-.
+-
 
H
-
-
 -t--
4T
4-
 
-
4-
---
-
-
 
4-
-t
-
+
 
-
-
 
-
-
 
-
-
-
 
+
- 
-
t 
-
+
 
-
-
+
+
4-
- 
-
+
--
-
1
7
7
 
2 
7 
4 
4 
L
L
L
L
. 
_
 
_
 
_
 
_
 
_
-
 
-
-
-
-
-
 
-
-
-
_
t
4
1
 
1
4
-
 
.
-
-
-
 
-
-
-
-
-
 
+
+
 
-
4
- 
-
4
--
t-
- 
-
+
-
T4
-
A
L
.L
O
G
A
R
IT
H
M
IC
 
3 
C
YC
LE
S 
X 
10
 
D
IV
IS
IO
N
S
R
e
si
st
iv
it
y
 
( L
)
N
) 
G
) 
.
N
 
4f
l 
0)
 
'
40
)0
4-
4-
-4
-±
4.
-+
.-
.
-
-
'
-
-
-
.
4-
--
--
'-
 
-
.-
-
-
-
-
-4 '--
.-V-.'-
 
I-'
 
p
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
 
412
1{1
711
121
<
-
-
-
-
'h
~
-'-
.-
4.
~
'-
7T
1-
~.
. 
.
~
4
4C
 
~
-
4-
-
-
-
.
 
.
-
i 
-
~
 
V
F-
 
t
-
4.
]~
4-
- 4 
-
4
.
.
.
.
.
.
.
4
.
4.
4
-
-
.
 
-
.
4
+
11
11
>
7~1
711
72
44
44
.4
- 
j.4
-..
f-.
44
J-
f 
.
-
1
 
-
-
.V~-
+{~~
i-
f -
-
'
'
'
'
I
1
7
1
1
2
 Y
lI
{2
11
j7
4.
14
.1
11
II
-
T .-
 
-
-
F 
-
-
,
~
-
-
.
 
I
J.
4
~
[7 14
-
4-
4.
-~
4-
 
44
-4
44
-4
-
11
1
-
-
-I
-
-
-
-
 
-
4-
.-
+
--
 
-
-
-
-
.
- 1-
~
'
'
~
17 -
-
~
-
-
-
 
-
I+
T
-
-
-
 
-
-
-
+
44
-.
. 
-
-
-
4-
--
+
4-
- 
+
 
-
-
4
--
.4
--
-.
+
 
-
+
- 
-
-
4-
- 
4
-
-
-
-
-
4+
 
-
-
-
4-
4-
172
 1
~7
u1
14
-
t 
4+ 4
4
4
"-
-4
t~
f+
'i
.
44
-) 
.
4-
-
~
-
-
-
4-
 
-
~
2.31
4I
-
<-t
4-
-
4
-.
t4
-
-
-
-
.
-
4i
~t
7
-
t
-
-
-4
4
-4
-"
-
-
g-
 
4 
-
+
-
-
-
-
-
-
 
-
-
 
-
-
 
-
-
 
-
-
*
-
-
 
-
-
-
-
-
i 
-
-
-
-
4 .,
-
-
 +
 +
1 
.
I 
T
 
1
S~
1-
-_
-+
-_
 
_
 
-
-
_
 
_
-
 
-
-
-
-
 
+
-
-
e
+
-
-
-
 
-
,
-
-
+
- 
-
+
 
4-
- 
+
 
-
'
+
.4
r4
'-
~
4
 
.
+t 
t4
 
4
-
-
-
-
-
 
-
q-
T
i
It
I
-
-
-
-
-
-
-
-
,
-
 
-
-
-
'
-
.
 
-
,
-
-
-
-
-
-
~
+
--
t-
+
-
-
-
-
-
-
-
-
4-
--
-+
--
 
-
-
-
+
-4
--
44
+
1
1
+
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
h.
...
.
II
4-
- 
.
-
-
4-
Ir
I 
1 
,
+
4
-
4-
4-
-.
-4
-4
-~
4-
4}
~.
. 
~
44
-4
44
4
-
F
-
.
 
~
-
4
04 N
)
e)
1
-
+
+
 
+
I
,
' 
.
l
 
.
i
1
.
.
>
 
I
0
1
 
e
 
a
 
o
 
e
-
+
-
+
-
+
-
-
T4
-
-
 
-
-
1
 
-
+
v
i
 
a
 
e
 
o
 
e
 
o
TI-
4+++
Case 18
9
sJ
7
- ----------
3(
- - ,
- ~- -
S- t
- F 1 - - I -- - --
7 -- ti:~
6 --
51 -
-
-
-t
- - - - - - - -- -
3
2 --
[$ f
- -4 1 -
-I I -- -
4 - - - -
-I.ig 23I 1Ol, - -I- ,-i-Depth -(d)- 3 __ _ _
_ _ IFg__ 
_ _
J,
Luj
0
0 ---- -- -,10
5
4~1
3
I"-'-
2
r-
> 1
S-)
0
~0-
cC,
O 
4
54
001
9.
---- 4.
I-
I-
-'4--''
Pt'
*~1 -1' '~ . 4-'
-- 
- 4
I
7
7
4 1
3-
+7717T 71 __Z- 4 Yi,'__
-T
-
-
51
- F_ _ 1 ..
844- - - _ -
7! ___ __________ __t
0
'I 4~~
4 - -- T
7 i 77
11-I F-VT
'.4
-"iv
'.4
-i-I-
'4'- 1
I -i 1-
I':',
I 1'1
V hIt
91 7777:
ii l1'.i2 ~-
__ I '1 I~
Depth (d)
Fig. 24
7-
71
- T ~ m
Cases 19a 19b
-
-- 
-i-
! - - -
T 
1
y O - [ /
6t\ NO. 340-L310 DIETZGEN GRAPH PAPER EUGENE DIETZGEN CO. N
MI-LOGARITHMIC-3 CYCLES X 10 DIVISIONS 0 U
*-r
100-0 900-0 10-0 20-0 tO O 90-0 1[0 Z-0 t-0 9-0
..4
-4 
-----
--4 4t l -
--
7 0t
t ----ill -----.. .
--T
--4- -t tj
1  
A-- -+- -.-+ ---- ---_-_-_-
-4 
-- H4------
t 4 -4- 
---- u -44 4---
-__ _4_4 --_ --_-+ ---
--- t -
4 -4 -- ------
-+--''--- v++ 4 -t----+ -- -- ------- U ---- -
-- ~ <711 -±~ -4'4 ±- ---
---
44
-~~~'--T ~ ' ----+ --r+ tT --- ----
ta
te
7 -
--- -
4I 1. 7.7< Ih I. IK71 4j 41 11
----- --~--+-- 4 ---
L L --
44,
44-4
77T +7 99
9~~~~{~~
~ - -1------------ -~
I 4 4- .- ~
~1~~~~~~
4 .L -- ~-- 1~.~__
_____ 4
4 -
-'----1-"1'
I -- -
-- ~l.
4 4 4 -.----.--4-----~-~--~~. ~ -
V
.4-
A-
~~1
4 -j
2 
-~
9- --------
8
0-011+
- -.--- t -
a--
*1
-I
I __
-4
- J--
.ffiL~
- I
:1Ii*, j KI~~ I
trie re$isi# vs /e/he(d)
_______-I ------- t--------,-----I-------- -
I .~I---~
KUT7 I I'
Nwton
%; deeptesy
solo
- es ent-
- -1
Depth (d)4
Fig. 2-6
4:
Case 20
--e
s
a . . 1 -a-
-- 1' RI--IIFI1IluIlEr1u~Ul1~I...IEP3nW~..uI*
IOO 1 7~y-
5- 
___
-I----- -----------
I -
Case 21
-1
- I- - -
I it _ _
7.
.H
4)
0-
4-
-I--
-----II-
I---
-7
--- 4--
4
2
iJ
F -11FFAN YSFS
-4 - - --- 73$ p - -.
- =s n -E t 7
d I s
Depth (d) 2
Fig. 27
i--i--- -- ____
81 -, H--
6
- 1-
~ Lj~
~-I
,3-
--1
~Li
------4-
-I
-- ~1
*1
- I -
- I
1 *~-~-I -
~jj r -i
-- <-------- 4. .T777I~~ - -t
t. I _____________ ____ I
9
I-K J
rra rs i
___Neion splution
Stee es___e
S/#6Pe4$
2 I dl~f-
Depth (d)
~-1~--
~~1~
lo
0-
-A
JJL2~(d) 2
-1---
-- 4----- L
- - 1-- -
-1
LI I-4 *-1
Fig. 28
-4- l,
4 ~ .L -r-- - - ---- -, I I ~~1~~~ - A- - --
I L,. i _____ I II - - 11
- -~~~~1--- F ~ *-j------------- 1 - __ _______------- - -- -
~ -- -- ______ - 4 --------t--- -
I r -~---------t-------i-------I----- --
~1~-~
___ _______ 
I- ___
- - r- - -- - - ------- -i------ ----- - A
- - 1 1 -
- - I -
-------1 757.4~ _ - I- -'- -
3 -- - __ I
~~1 _____ -- - --- -- - --------- 4------------'------ ---- A---- ------ - -4
- 1
-- .1 _ - -t I Ij~-11ft1 ~ji --- _ ___I - II --I-i-- _________________
- il
i rrr rr
r~Q~ ')' L~
TV
NO. 340-L310 DIETZGEN GRAPH PAPER EUGENE O!ETZGEN CO.
MI-LOGARITHMIC-3 CYCLES X 10 DIVISIONS PRINTED IN U A
100-0 6Z 2T~a 900-0 10.0 zo-o 'O-0 90-0 1.0 Z-0 tp'0 9101
--- -D- -fDw1
+---~~~4 --- -et-+e----4-
--+-- -+ -4--- -4
I i
-t .- - -- --4 ---- ------- --- +-- - -----+ +--+ --+t -'- + + --+ --.-- -- ..-- 4-+ ,-- .'+..+- -41
-++ --.+- -+ ---+-- -- -- + -~ -----' -4 -4- -h
t. 4N. 1 _
-...- -- --4---
--- '-+ --+ 4--+
4 11 717 lV'iL22 -4~.~4---h I
-1-4
-4--4 -
t i t
7& i
-
-_
*_ _ 1 7 T- -f1
--- 4- + --+ _ __-_
tt
4-4-4 -4+4+ ++-
it
:t1 -
147
6 IT
-1 J
tt
11
,, +-+ 
-e-i
_-+ -_----. --t
_ _ _ _ _ _ _ _ _ _ _ 
_ -I _ _ _
0
9
9
01
- 60 -
9 -- -
7 . - - -.. L-.-
66
- 'I
-. 4
4-7
4 I
- -t --- I -- -~
I______
7T
t 4
1~~~~~~
-A----- --
-I- - -v - i--- -.4 I
L..________ ~ -- I
- 1 -
-I--- -- i----- --
- _ -
- rf r_
Cases 26a 26b
: A -
-- _C - - _ _ _
2A -26aL
I fi
Ii
1 4,
_
4 4 - Iii I
- .... 4. .. 4- -
* -4 -- K--K--.
- I
- - ---- 4--
..
I - ~I -
- I..
- 1..-K-
-A-
'I
TWHRI
-- -e.- .m.-- ..
- . -
vI<
-- --1-
-------4
-- I
-r
-1
-t
1. _________ -~ ____________
-----H
V -K
.4--
V
_L
.
--- K-----
AYF R AN LYS r _q
n4 - d
ru& rioogisi&itv vsi. deigMt at
V&w - o - n
S s ecen
- 4
Depth (d)
Fig. 30
4-
3.--
I--
.H 4.
3.-
-2.
I. L
9--
7.-
0-01
- - ..-...-.. .....4............ -
.j---. -j-------- ~ ~1~ - -
- -----..- ~
- ~---- - - ----- ---- -. -. 4
1
10
9 -- i-
±3 i----i ~~~
7Ii
I I
- - - - ~ L]
- 1*
* . r
-- L - I ------s---
-- .------- - I
I I
I -
I I
ii
--i-i
-
r---,-www.-
-- n
-v V--~-~±-----1--------
-I
____ --I
* 4
--- 1----7- I-l
I - I ~1 I
- -. -*
~L. -
6- _-I ------ ___ ~~i lt _ _ __ - - -- -
5_______ ..--. ~ ____ __
1
-I
-A-
4-
- iv
I -
It
kJ
--
-- -. +,---- .- ---.- , ..-. -.--
-- I
- - ---- -t
f
J
tHRF F- I AYF
- ----
- -A. 4
I~ ~~ ~~ V*r.' It4't,~
-I--. -
I -
-4
i-i -
' I I I
-ru r es i -- -A*t,
4---- ---1
- -4.-----
- -I
-- I
3S J
h } }
Ivewr n so(urn
Stee esI 4escerq
-~1
Li 9.-i, -
- I
Depth (d)
Fig. 31
0
---,,+ 1si ie.."--- 61
-61 -
4-
3-
1 I
4
02
0:
.0I1-
9-
7-.
6-.
0-01
II - T s 2--
Case 27
In
s
* F
ihh
1
*1- 4
if 4
i. t;H
I I
Li?
I-i-I V~-
'-1 I IV
'H -FAA 7co~ ~ r~- '~
Cases 23 
24 2~
24 25Cases 23
77TF~ v ~77--T77 ~ .1
CA'sE d t dei 4 1d
#;4 .0. .-
F R LAYER' HTER KE I N
I~ ~ LI
'2'
[6 104 1 F
NN 1 _
Ur 00 I- ) m0
L-- z I'9
e 
R
es
is
ti
v
it
y
 
( 
).
-
_
7 
-
-
-
-
-
-
T
 
~
T
1 4
p
~
 
~
I-
rd
 
:~
<
:<
~
 
7
 
-
.
4
 
4~
4 
-
.
S
- 
.
.
j4
-
.
 
,
 
-
4.
.
4
.
4.
..~
J4
---
---
---
---
---
~-
4.
 
7
j7
4
17
>
1
2
7
i 
1z
j79
It
C+
.2
1Z
1i
 
~
v
4
C 
4 r 
.
01
1 
K
11
7
jI,
 
~
t2
~ 
2~
1 
4 
1 
4
-
~
.
 
<
-
~
r7
r7
1
-
~
 
4.
 i4*
H.:
~4
4 .
.,
 
4 t
 
:4
''
;L
A
j2tV 
,
 
+2
2
9
4-
 
-
,
-
.
 
.
,
.
4
..
".
*
 -
-
.
.
.
-4.
--
~
.-
. 
-
-
-
 
.
~
 
~
I.,
 
-
-
~
1
4
41
y 
-
1
-
-
~
 
-
i 
-
-
 
-
~
 
It
 
-
T 
U
-
1
-
7 
T
74
11
4 
-
-
-
-
 
-
4-
-~
 1 
7
 
'
1
 
-
I' +
I4
 
I 
-
f.-
it
 
.
11
1,
 
-
4 
4 
4 
4 -
-
j~
 
~
 
~
 
-
fi
rn
M
7 
-
i 
T1
 
4 
-
7 
I 
t
Y
, 1
7'
i 
.
, 
, 
0
 
.
.
.
 
, 
, 
, 
.
, 
.
.
I .
,
.
''
 
-
1.
I
- 4
100'
10
-r
W1
0-1
7 -- -F -;
- I
F ±
-4
11
3 LI
7- 1
* '
'I
-i
*Ii
t 4 4
3 - F
* 1~
H
F- '
F'
Ft
~1
A
p
+
+F-'-
- F
I -
* F
4j
-vii
F- F
Iif
F I
-I
I I-
-I
.4
* F
~44
* F
* t
7:1
- T
t -- - F
i _ _
- t
F *
4 1:
I::
i
1-
-t--
4
-'9
'.4
T
1
14
Depth (d
Fig. 34'
Case 24
---- 9--1
THREE LAY R ANALYSES, OF
FOUIk YER KERNELS
-y t. -
Newtoo so/Ilifion41 14
;-A - Teo s , /sIt vs. ep OF77 ~~ 9-l-7
-r
I-'-,"
VJ'VJ 1 -
-I
I
- Ja
- IT'
I
2
--4 -I
F'
-1
Ii
} -
4 L
44
- 4F
. . 1
41-'9
f
F -
1
- 4- -
4
-F -... '-
5 6
-1 +1 O'T--TV oTlWM' 0110 0, "M l 1 0 0 "Pr"M qmpmo 0 m I . , o - .--
..
I
9 - -
8 
- -
7 ;
6L
- -I -
-t - 1L
--- H---K--- 4-
* I
2 1-.
~4vz:x
--41-
7----
-I
7t
-t
Case 25
-7I
.. -- . - .- -
- -4---. -
-I
K
I - 71-~ 7777~
17
7 -
T+ EE- a R _ A__ -___ A__I-
UK-' 
-
LA -R ERN-L
I_- 
_ - -7-- -7}
7 11 ~ -- ~-T--
4-y + 1'
L} S j - ---
PI-7t17
4
Depth (d)
Fig. 35
4)
0-
i . ... _3_ _ .. . _a . .
-4--
-I
---
ij i
- p i
-~t
1~
I __
Nd'R A 4 7 D I PNA E'T
tt r
t i t
~a
1-75
1-5
I-25
7 ___
- -- I- --
-- I--- -'7421
Tt
--- 1 -HV ::
1-
17- 1T
4d
t -f-K-
I'
1
-
K ~-' I~:p~ K- V ~1
I 4 1 _____ _____
-RE
4
~(F~IE~
_71
-74
It1
-A-
i-I- +--
-- FK 7
T
-A±V
?~i
Ii
v if MWIMMI if v
I I
k
I -I
~ji~
-----I-
-77
.4---
- I
-1- 4"---
I __________F---.
f I I
I ~* ~
* 7t777
-V
T1
-I-
; * I ~ '
TLII K
Fig. 36
"IT
0-75
0-5
0.25
0
I- T1U t~-~
- --. - - - -
i
- - -
. . ............
t 
i
T71,rtv-
7T7T7
~L -1
T~ --i--I 4-
-4 4
~ 7~ F>
I... II-
I I''
K -1 2
F I
L
r
oX X 10 TO TIE' INCH 359-11K
KEUFFEL & ESSZF CO. MADE IN 4 *
; -
t r
TT
T -- 
-
IIt K -T 4 -~~
L I biii
14d 3-1
2
4 1
~ ~- -
_____ --- I-1.
KY}H
1~4
1:: r 2 -~ I ~- I
-I -
ilL--I- -.~~1
I 4-t-~t -4 -I t~r~-t-t-'$--~--1--+-- ~-
*'~1~~.~
I -
I.
F~ r 
-~.
F r r- -t
I F I- ~ -F
I ~ 7
-~
I. I
-1--41'- -I -~
* 1
-I---
I,
--I
-I. ---1
Jj)
&:4i7
---F
-4-. 1
-t 4TTf177T
--4 2-- 4--
jT- 11 >iK- *1-----
-I I:7
4 1
.1
---4
i:+HF.
F -.
1~~
'I
I- r1
*~~~1~
I I 7Kty .7.j
---
II
* 1- ----
_______ -F
2i11
* .1 -.
2L4~
~1
I -~
It
I-
* *1-.
t-4
IF
II
I~~]
-1
t
........7 -0
97-0
(1)01
-AXI:
=========,---6.
T --t M'
_ A7,
'T
T
S!MI I-OGA R ITHMi C
K E 5
100. w 4% I b ii t014
7------- ----- ~ ---tI, 
_A
--7-
I I
-I
* 1~
SOSD -7---3
1-
P.'
12FTh4'T
--I- ~lII Is'
'~' I
IW I J _
d
.14~Ui~
I,]
~-4~-I; ''I -~ _
p-i-- I
-* ~1
.- 1 -'2
I-+-- -
(13 4x
12-
p4- 7 90 , .410~ 2- 9,0
I }
1 -
-~
-----4-
t-I-
I I
o
10 *
Q~ ~Oo
rQ
77
I-
359-7 1 G
2 1 F- --- H--
1- .1-
I. I! -v-i- -t----- -
I __
77.
IL L9 ~ '-'I
IT i-I
II Ii,
_____ ___-I
.a-a...a...
I ;
t -- -
-I -.1 1
.L ..i
9-0
9LO0
0 9 -- k .. -- - -4-
34
T
8 
-A L
FEEKERN LS
6 1 '1 -L
T -.
. .- ..... 04-
I ~ I~- - Ie Itl
________ i-I___t7__
4-3
2'
44~
3-4-'
Li. ~-
.1
24
1-
I
50
-----I _____ I - *-K~ -
I -' -i -
.I- i.-.--
- i -I
-.4' -
2 ~ 2
'I
1.
- I
*1"~'~
:1 ~1~~~
I'
''''I
.. 4
T -74
'1 -
- I
-- v-i.-
- 'Ii '-I
LI,
Depth (d)
4 I-,
+ --- 'Li
'I
-,jr
~~2~~~
- ~~-- ~L .2
7t~177
7 17-;->-'
4---
______ 17-'
~<1'
200
''I-'
2.1 -
t"T'. --
- '- LI
I -
I'
-I
--- I---
'I-'- -
'I _
i--I
300
Fig. 39
~ ~
8
t
~Lffi. -- ~
10.I
0.01
100,
-T
'1'
Field Case A
i
. t . l .t
-
-- +--- - +---.-- 
-----
+---- ------~ -
r
-
-. 
-4
3 4
Depth (d)
Fig 
. 40
(.
0.
80Field Cases B,C,E
7O 717 --
3 FELD -KENL
_7
T _ - - - - -
3-f
--- -----
4~4 -- -----
6j
3- I_
c I
_ __ 
I
I I ~ - _ _ --- -----.- __-- ---
7-I --
- T--t-- - - --- - ---- -
01-- -
O490-
8.. 4
7 L -4
60
I -~
- .1
- ~~- 
-
----
HrvE - A-.-- A--- --
8 .. .. -
2 9 11.ie4 ___- _ _ _ _ _ _ _ _ T-- mmsmmae
tt
4-'4
6 - - -
---
1 - - - -- -L
I 4 ~4+'.4
141
9 t
71
6i
-1~
:1> --
17
--
1f
- r7 7-7-t-.- F-
-i I -
P11,
H--i<7.L
I r
4 4
*~7 77
- 'I
'II
I j 4
Depth (d)
- I
Fig. 41
0.01
Field Case D
-
- 72 -
V IEI YLAT
Hallof, .OG. and Ness, ., Personal communication, 1955.
Hildebrand, F.B., Advanced Calculus For Engineers, Prentice-
Hall, 1949.
Householder, A.S., Principles of Numerical Analysis, McGraw-
Hill Book Co., 1953.
Langer, R.E., "An inverse problem in differential equations"
Bull. Amer. Math. Soc., series 2, 32, p 814-820, 1933.
"On the determination of earth conductivity from
observed surface potentials", Bull. Amer. Math. Soc.,
series 2, Uj, p 747-754, 1936.
Pekeris, C.L., "Direct method of interpretation in resistivity
prospecting", Geophysics, V, no. 1, p 31-42, 1940.
Rogers, 0R,, Personal communication, 1951.
von Sanden, H., Practical Mathematical Analysis, Methuen, 1923.
Schlumberger, C., "Abaques de sondage electrique", Geophysical
Prospecting, III, Supplement 3, September 1955.
Slichter, LB,, "Interpretation of resistivity prospecting for
horizontal structure", Physics, A, p 307-322; also erratum
p 407, 1933.
Stevenson, AF,, "On the theoretical determination of earth
resistance from surface potential measurementsa, Physics,
j, p 114-124, 1934.
Sundo, .0., Earth Conduction Effects in Transmission Systems,
Van Nostrand, 1949.
Vosoff, K., "Newton analysis of earth resistivity measurements",
Summary Report no. 41, Project Whirlwind, M.I.T., 1955.
PART TWO
I INTRODUIQN
The resistivity analysis problems fall into the class
of inverse boundary value problems which have received very
little attention from mathematicians. The cause of this, and
as a result of it, they do not yield readily to existing ana-
lytical techniques, except in a few very special cases.
In the normal boundary value problem, one has a medium
of given geometry and physical properties underoing a physical
disturbance, and wishes to find the effect of the particular
medium on the disturbance. In the steady state (D.C.) problems
dealt with here, the disturbance is a function of position, and
has associated with it a mathematical function, a potential,which
permits systematic treatment of the physical problem.
In the normal three dimensional formulation, then, one is
given the differential or integral equation which the suitable
potential must satisfy within a medium, the conditions wich
the potential must satisfy at boundaries between media of diff-
erent properties, and the analytic representation of the bound-
aries. This information is dictated by physical considerations
and is often idealised or simplified for mathematical reasons.
From it, one attempts to find the potential everywhere in the
medium.
One is sometimes able to write down all possible solutions
to the differential equation in the medium. When this totality
of solutions is forced to conform to some given boundary cond-
- 2 -
itions on a surface, (by integral equation formulation or by
standard differential equation techniques) only a certain com-
bination of the set of possible solutions is found allowable.
The inverse problem is that in which one attempts to de-
termine, quantitatively, the properties of the medium from
measurements, at a surface, of the response of the medium to
disturbances. Mathematically, it is more difficult, and few
examples are to be found in the literature (Slichter, 1954;
Jost & Kohn, 1953; Langer, 1933). These are mainly specific
examples; there is no general theory such as exists for the
direct problem, and each new type must be solved starting from
scratch.
II QSNE&AL TgRsE-DIMENSIQNAL INHOHOGEAIItTY
DI8IECT PRObLM
Electrical prospecting is a standard method in geophysical
exploration. In it one applies currents to the ground, and
measures the voltage distribution, usually all at the surface,
in order to find regions of anomalous conductivity. Quali-
tatively, the concept, its application, and interpretation
are relatively straightforward. However, in a few oases
qualitative interpretation is not sufficient, and it would
be quite worthwhile to have available the tools of quanti-
tative interpretationfor which we must go to the mathematical
formulation of the problem.
Papers have been appearing on the subject since 1928,
- 3 -
(Ollendorff) but, with one exception, there has been very little
mention of the case of general heterogeneity. The exception,
a very interesting paper by Stevenson (1934) discusses both the
normal and inverse boundary value problems, indicating formal
solutions for both.
The following is a mathematical statement of the general
problem, indicating two new kinds of solutions.
The statement of conservation of current at any point in
space is
7-J-s=
where a is the magnitude of current source at the point.
Then ifo-() is the conductivity at the point P
J(1) - C-(P)7#(P)
N7-J -74 +7rs7 --
2 a
V 0 +Vs;V + 0 ()
3 -ufh-aV(log6r)
Equation (1) is the differential equation which our potential
must satisfy. As indicated above, we can handle both the direct
and the inverse problems as either differential or integral
equations, each being advantageous for specific purposes. The
proofs for existence and uniqueness of solutions to the direct
problem have been rigorously developed in the work on elliptic
differential equations (Bernstein, 1950; Petrovsky, 1954; Hurray
and 4iller, 1954) and will not be given here.
Reciprocity of the Green's Function for the potentials
-m 4 
-
4(P,Q) and 4(4,P) (i.e. interchangability of sender and re-
ceiver positions) is not obvious for an inhomogeneous medium.
It follows directly, however, from the self-adjointness of
the differential equation
Z- *2 +o--7 $ = 0
(Sommerfeld, 1949, p.50). It can also be verified that the
normalised differential equation
72 +5.3 - 0
is not self-adjoint. Construction of a solution to the direct
problem is not of interest here.
INVESiZ:E PROBLEM
The problem of proving the existence of a solution to
the inverse problem apparently does not arise (provided the
physical assumptions are satisfied) because the data are ob-
tained from measurements on a real earth. Stevenson's formal
construction of a solution (1934) includes a plausibility
argument for its uniqueness. This argument is implied in
the work here; uniqueness has never been rigorously shown,
to this writer's knowledge.
Part of the difficulty in solution of the inverse problem
can be seen by reference to the differential equation (1).
Both S and * are unknown functions, hence the problem is non-
linear. Further, it is non-linear in three dimensions. It
will be seen how these facts hinder solution. If equation (1)
- 5 -
is rewritten (source at Q)
724 (P,0) = . (pQ) . 7 s(p) . (P,Q) (2)
one can see the obvious resemblance to a Poisson equation,
whose solution is (integrating over all space)
41T(P,Q) = JG(P,R) e (R,Q)dR (3)
R
= +fG(P,R)[V$(RQ) *17S(R)+ 1()jdR (3a)
R
(This kind of solution was given by Stevenson and developed
independently by T. R, Madden (personal communication), A
pLysical picture of the solution as a distribution of inter-
acting collections of chare, when all changes in resistivity
are finite discontinuities, was pointed out by Radden.)
The physical requirement that there be no vertical current
flow at the surface can be handled in either of two ways, each
requiring a different Green's function. If r3 =0 is the earth's
surface, r 3 positive downwards
(a) cr(r 1 ,r2 ,r 3 ) -(rlr 2,-r )
[(,) -* (pl-rl )2+(p2-r,2 ( 3-r,21o 2 2 
or (b) G~() r3 <0
G(P,R) + 
rR rPR
l Jpla-r )2+(p2 -r 2+( +r 21
It is seen that these are equivalent. Using (a), and recog-
- 6 -
nising that in the practical problem of isolated sources
S(P) = S(PQ)
4- (PQ) dR + 'QJ-S( R (4)
R RP T R PR
The source term simplifies to
( 0) 1
R PQ
Thus it is, unfortunately, this three-dimensional, non-linear,
inhomogeneous integro-differential equation whose solution we
desire. To further complicate the mathematical situation, the
equation is singular both in the kernel (1) and in the limits
Instead of the integro-differential equation, we can write the
pair of integral equations
4- r(P,Q) = - G(P,R) e(R,Q) d R (3)R
and S(R,Q) - - i(L. - E)(T,Q)Y7S(R)-VG(RT) cIT (5)
An infinite series solution for the second equation can be
written by substituting the entire right hand side of the
equation for e(R,Q) inside the integral
- - (T J (UQ);75(T)-VG(T,U)dUV3(R)-7G(RT)dT
=-.6 + + + [1(UQ)v3(T)-VG(TU)dU]vs(R)-vG(RT)dT
and repeating the process an infinite number of times. The
expressions oan be simplified somewhat by writing
H(AB) -VS(A) VG(AB)
+(RQ) M O+ + H(RT) R(TU)e(UQ) dUdT
- -H(RT) dUT+ H(RT) H(T,U) dUdT
+ H(RT) H(T,U)Ja(U,V) H(rw) (WQ) dwddVUdT
etc., in which the I(AB) acts as an influence function. It
is this form of the expression which suggests. the physical
picture of a source function composed of interacting charge
densities. When conductivity changes occur at surfaces of
finite discontinuity, the magnitude of interaction suggests
that the surfaces act as layers of oharge.
Substituting this expression for g into the expression for
PG(, (R)H(a,q) d R (6)
R
- 0(P,R)/(R,U)/(U,T) (:>(TQ) dTdUdR
Thus, the potential is expressed as an infinite series, the
first term of which varies as . The function H(AB) contains
I ~ r2
a gradient of $-, meaning a variation as (U) SucceedingAB rAB
terms of the expansion for 4, therefore, depend as
a) on the distance between P and locations of con*r
ductivity gradients,
-o 7 ..
-8 -
b) -1 on the distances between locations of conduct-
r2
ivity gradients
and a) - on the distance between the potential source (Q)
r2
and locations of conductivity gradients,
all modified by the angular relationships VS(A)-rAB. Since all
integrals must be dimensionally equivalent, there is no a priori
reason to say that the contributions from successive terms mu"st
diminish in magnitude. If, however, the conductivity gradients
are non-vanishing only over finite ranges, it would be expected
that the multiples of " will force such diminution. It is
interesting to note that, despite the apparent dissymmetry in
P and Q, (4,P), must equal #(P,Q),
The object, thenis solve the integral equation (6) for S(R)
log cr(R), The equation is insoluble analytically because of
the difficulties mentioned previously, the non-linearity being
the major obstacle, One may, of course, approximate the solution
by trial and error. Such a procedure with a three dimensional
function, however, borders on the impractical, even with the
best of modern computing facilities,
By neglecting all but the first two terms on the right
side of equation (6) we are left with a linear approximation
to 4(P,4) which is tractable.
47i'4(P,Q)- JG(P,R) H (RQ) dR (7)
R
Vs(R)-7(?) dR
PQ )- a r PR
~y a fr o"( J '3PQ R rpR rRgg
- 9 -
It is this approximation which we will attempt to solve for
S(O).
The quality of the linear approximation can be studied
in a special case in which the direct potential problem is
soluble exactly in closed form. That is, in the case of a
single vertical discontinuity, where
for P in medium of y-, and
( 2} r 07*-+
for P in medium of o- (see Figure 1)
The approximation in this case is
4Tno; r, 4 rroi- L )r
6 - -.12 a3
e(FRQ) =(5,-S)(0-q.) ,-r +&p,-a +(ps-r,)] [yP (9q-)qa)+(qi-r3)i
-00 -00
= (S,-5,)(a- p- [)2 ,-2 raa) (gr9+ r +(32-a)7
A major point of difference is the manner in which the conduct-
ivities enter. In the exact solution the conductivities enter
in algebraic functions which have finite limits as the contrast
increases. The same is true of the sphere in an otherwise
homogeneous medium. In the approximate expression there is
no saturation of effect with increasing contrast, which is a
strong indication of the importance of succeeding terms in the
expansion. That this saturation actually occurs was observed
- 10 -
by Hallof (1955) in model experiments with finite sized con-
ductors. He found that the factor*
07 42i
gave much closer agreement with experimental results than did
log 7
A first glance at the succeeding terms of the expansion
(equation 6) gives the impression that, in the case of a single
surface of discontinuity, these terms are identically zero.
However, if they are set up for a region of finite thickness,
S, of gradient (S -o2) /8, and the limiting operation (8-0)
is performed, it becomes quite clear that these terms remain
finite, and there is an interaction effect within the surface.
One might speculate that a comparison of the exact solution
with the terms of the expansion may point the way to exact
solutions of the integrals in the expansion.
The question arises of the amount of information which is
necessary for a solution. The conductivity is a three dimen-
sional function, whereas the potentials 4(P,Q) on the surface
from a fixed source, Q%, on the surface are $(p1,p2,0;Q), a
two-dimensional function. The logical step is to measure $(?,Q)
with a one-dimensional variation of Q, i.e. measure $(pl#p 2 ,0;q,0,0)
for example, with p1,p2, and q1, each varying over the entire range
(-0 , o ). This is only a plausibility argument, and is the one
given by Stevenson. (It should be emphasized that the mathematics
* A factor which he was able to justify theoretically.
- 11 -
and many of the arguments up to this point follow very closely
the work of Stevenson, who, unfortunately, carried the solution
no farther.) For the development of the first kind of solution
the validity of the argument is assumed. A more logical argument
will follow from the limiting case of the second kind of solution.
Firt 4in .of Solutia
Worse, (1953, p. 926, ff) presents a series solution which
is applicable to equation (7). Let us first put it in form
AnS(RI -. rQ JR (8)
4-rcr(Q)#(PQ) -2L 0 (PQ)"' PR SQ
PQ R
Next, the procedure is to represent the functions 8 and S by
series or integrals valid over their entire range; 0 with co-
efficients determinable numerically or analytically, and S
with coefficients determinable by comparison with those of 0.
Trying the integrals first, let
S(R) - A(K)e-iKR 4K
S is represented as the Fourier transorm of the function A(K),
and when either S(R) or A(K) is known, the other is uniquely
defined. Then
q e - iKA(K)* *KA
r r3  
ddR
PR RQ
Assuming that S(R) is well enough behaved, the order of
- 12 -
integration can be reversed
iA(K) re r 3 'dRdK
S- i A(K)?(PQK) dK
r K
F(PQK* - 3 e-iK*R dR
r r3 am dfPR RQ
and A(K) would be determined by a suitable inverse transform
type of operation on 0(P,.), the operator determined by the
form of F(P,2,K), It was found impossible to evaluate the
integral F(P,QK) in terms of simple functions, however. If
a series representation is used instead, in the hope that the
result might be an infinite series of tractable functions one
obtains similar results, vis; let
00 0 COo
A f i (r) k j(r2)hl(r3)W1(r1)w2(r2w3 (r3j-0 k-0 1-0
where the f ,gk, and h are sets of functions orthogonal over
the infinite range, and the w, are chosen to force convergence
of the series by approximating the variation in the r Co-
ordinate. Then
r(pa - ,-1[7 Aikd hj 91k d Rw~
V P R r(aF
W- W2W3 r. L j
j R J
=fr2 q,) (f hq~eruf36hi 13)f d JR
- 13 -
provided that the integrals converge.
O(PQ) 1 EA F (PQ)Jkl jkl.
k 1
jkl 23 l' 1 kh
rPalR RQ
+ (r 2  2 )fgh + (r *q )f gkh dR
By setting the wi a 1, one could conceivably devise sets of
functions f, g, and h which would yield an Fjkl *Q) in terms
of standard functions. A great deal of effort was devoted to
this problem, however, and it appears to be impossible.
It would seem more advisable, if one must deal with func-
tions of the type F(P,4,K) or Fjk1(PQ), to calculate their
mappings in three dimensions. Although the mappings need be
calculated only once, a threefold infinity is necessary, again
removing the task from the realm of immediate practicality.
Second Kind of Solution
If we can assume further (i.e. in addition to the linear-
ity) that the conductivity does not vary beyond a limited
region of space, and that the region can be considered as
being made up of homogeneous blocks of given geometry but
unknown conductivity, a solution can be written which gives
results from finite calculations. This approach has many
interesting possibilities, in that the blocks can simulate
- 14 -
many common geologic geometries for which the mathematical
problem has not been solved (vertical strata under overburden,
for example) in addition to the general three-dimensional
variation. However, it will have to be applied with care it
it is to be a good approximation as well as a practicable solu-
tion. A general description will be given before going into
detail.
Let the space of variable conductivity be considered as
divided into a three-dimensional array of cubes, the logarithm
of the conductivity of the typical cube being
S ijk 1 1, 2, --- 11 j w 1, 2, - - - m;
k * -n, -n + 1, - - - , -1, + 1, +2, - - -,n -1, n
and
Sijk * Si,j,-k
by virtue of our earlier assumptions. Then from equation (8)
1
K(P V(2 dR
R PR
H" dR
R rPR
Obviously, all contributions to the integral come from the inter-
faces between cubes. Considering an element of area of an inter-
face, normal n, across which there is a change of conductivityLS,
rQ)* - nerg
owH i~r
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If we sum over all interfaces lxmx(n+l) + lx(m+l)xn + (1+1)xmxn
S3Lxmxn)+ lxm + lxn + axn in all
LAs a'./ (9)n(PQ O* 3Sn dA (9)
rRQ rPR
Here dA is the element of area on interface oc. For a given
geometry, the values of the integrals are constants and can
be calculated for allo>< The unknowne, then, are theAS , or
the Sijk, of which there are a given number, Since the number
of observations, G(P,Q), is arbitrary, it is seen that a solu-
tion can be written in terms of a set of linear equations if
we choose the number of observations equal to the number of
unknowns.
These equations in terms of conduotivities would be
e(P,Q) - f (P,) S -
+ 30-4
4 f rRPA 11+ ko* odA " qdA-*J rs rRP rRQ 'ryP
5 6
whereo(1 is the surface bounding cubes (s-l), j, kjand (i,j,k),
C 2 is that bounding cubes (ij,k) and (il), j, kc ,ct is that
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between i, (J-1), k and (i,j,k), etc. The factor of two arises
from the symmetry of conductivity distribution about the plane
r3 = 0.
In the limiting case of a triple infinity of cubes we will
obviously require a like number of observations. Thus we are
led back to the necessity for a double infinity of receiving
points (P coordinate), and the single infinity of source points
(Q coordinate), or vice-versa, a double infinity of sources and
a single infinity of receivers.
In setting up a routine for practical interpretation, based
on this last approach, our choice of geometry is dictated by
several considerations. These are
a) There is a normal decrease in resolving power with
depth. In the limit, very little detailed information
can be expected from depths much greater than the
maximum sender-receiver distance.
b) The minimum "wavelength"t of lateral conductivity
variations which can be discerned is limited by the
minimum spacing of surface stations.
Field examples will seldom, if ever, satisfy the assumption
of no conductivity variations outside of a restricted volume.
Since the resistivity measurements are assumed to extend well
beyond the area of direct interest, conductivity variations out-
side of this area can possibly be represented well enough by a
few large blocks. It will be noted, however, that some defini-
tion will be lost within the volume of interest if we are forced
r- 17
to consider changes outside for two reasons; the amount of data
is the same for a greater volume, and the approximations at the
edges will be poor.
It would be best to illustratc the use of this method with
a simple two-dimensional example. However, the coefficients
Dijk are still in the process of integration, by P.,. Hallof
and N. Ness (1955).
III HRRIZONTALjLY STRATIEJED EDIA
If the geological situation is such that the conductivity
can be assumed to be a function of depth only, considerable
simplification appears in the mathematics. This approach is
of interest where there are flat-lying sediments, at water
tables in gravel-filled valleys, and in a few other situations,
(gross earth structure, for example).
The theoretical problem, for a point source on the surface,
has been discussed at great length and with considerable elegance
by several writers. Laner (1933) and Slichter developed solu-
tions to the direct and inverse problems for the case of a
smoothly-varying cr(s). Their inverse solution, in terms of a
Taylor series expansion, approaches the true solution asymp-
totically if 7- is, indeed, smooth. It was hoped that the solu-
tion would behave similarly in the case of a discontinuity in r,
but this was soon shown not to be the case. Because of this
difficulty, as well as the general laboriousness of the entire
procedure, the work is generally conceded to be of little
000VJang
eqj lnoqv 0Tj40=xA9 eovds $lVwT UV 9upmeov Aq jo luoTlounj
sluoejo eqj BuTlonrpv Iq jsqjT* fAv^ *mvo eM4 uT poTpuvq ST put
4AISTUOROMOqUT TWOU62 UO UOT90nD9TP Oq4 Ul POU01JUSM OVA JOUJOJ
eqj ***an** 041 moij SOUVIolp 04TUTJUT 1* 040% *1 02 TVT4vq4
-od eq4 4vqq put 40DVjAft9 044 IV AOIJ 4UOJJUO TVDTIJOA OU OQ
ejoqj jvqj 4sainov -o *#w4u*usr;vtb*.x j[vu*-;,4-;Vpv et(I *A* ozoqz
s Q- se T (swi
--T )T oe
09nonUTIU00 aq 4onvi
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AjoTIve jonz T*T4u94od eqj Ownypow poj*Avl *qj uTqjTM
0Jq2jsqwnjq*s Puv OvvqUv;*jq Iq
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This problem can be looked at, physically, in two ways
giving equivalent solutions which differ in mathematical form.
Maxwell, considering this as similar to the electrostatic
problem, presented his expression for surface potential in
terms of infinite series of images, multiply reflected about
the planes of discontinuity. For a two layer case, source
at (0,0,)
~r o-n2r O(r) *+ 2 22
r f;"1n r2+4 d
where
//'12 * +12
- resistivity of upper medium
d - thickness of upper medium
e2 resistivity of lower medium
co - thickness of lower medium
For a greater number of layers, one must deal with reflections
of the original source in each of the interfaces, as well as
the multiple reflections of each of these images from all inter-
faces (see Figure 2 for the three-layer case). The expression
for surface potential becomes unwieldy very rapidly.
This image formulation of the solution has, thus far, not
been of much aid in solving the inverse problem, although a
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great deal of effort has been expended to this end (e.g. see
Evjen, 1938). Formulae and tables for calculating surface
potentials from images are given by Hurimel (1929) and Roman
(1931).
An integral solution of the direct probl!m, first presented
by Ollendorf (1928), results immediately from the simplification
of the integral formulation for the general problem. It differs
in concept from the image approach in that the flow of current
is thought of as sustaining charge distributions on the surfaces
of discontinuity. The potentials are obtained by the usual
method of volume integration of the product of charge density
and Green's Function.
In the exact treatment, the charge density depends on
the geometrical factors, the magnitude of the discontinuity,
and the location and magnitude of all other discontinuities.
The linear approximation, used by Stevenson (1934) for the
layered case (and applied here to the general case) neglects
interaction within discontinuities and between adjacent dis-
continuities.
Our general differential equation of potential
crV 2P +Vr-.v$ - -<(P,
modified for a homogeneous medium, is
C 2  - - g(P,Q)
At any non-source point, this reduces to Laplace's equation
a2# 1 t 1 2<42
whos + I + obtine+ ib a 0
whose solution is obtained immediately by assuming separability
- 21 -
and non-dependence of the solution on7 . This procedure (in
our circular-cylindrical coordinate system) gives us two equations.
Assuming
*(r,s) - R(r)Z(z)
+,$2 + A2R ft Oa
and
- x2 z- O
The first of these two is a Bessel equation, satisfied by
Bessel's functions of the first and second kind, of sero order
J0 (Ar) and Y0 (Ar). The second expression is satisfied by the
exponentials e+;s and e-As. Thus the solution in any layer is
of the form
[A(A)e+A4 + (Me-As] J(Ar) + Y,(Ar)
The Yo term does not apply because it becomes infinite uvery-
.here on the axis, whereas our potential must remain finite.
This reduces the form of the solution to
[Ai(x)e+Az + Bi(A)e-XsJ J (Ar)
Since it is valid for all real, positive values of A, the
most general solution can be written
J)[Ai(X)e+As + fli(x)e-AZJ J0 (Ar) dA
0
which, at the surface is
hi(r,o) Y[A(A) + Bi(A)] J0 (Ar) dA o k4J 0 (Ar) d A
The function k (A) is the Slichter Kernel,
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The A1 () and Bi(A) are different in each layer, their
values determined by the boundary conditions. Thus in the
bottom medium
An() s 0
in order that the potential go to zero as a goes to infinity.
At the boundary between layers (n) and (n-1) at depth za£ hnsi1
4n(rz) m fn, (r,s)
and <a (rrz)
or B n(A)e"A\hn-1 A nol(A)eS+Ahn-1 - A -Ahn- ianda
or a- B (A)e-Ahn-1 cr A (A)e+Ahn-I 
-- B (Ae-ihn-hm
n n-I n-a n-I
In this fashion, all of the Ai and Bi are determined in terms
of the conductivities and Bn, At the surface, a = 0,
0
#(r,0) /[AX(A) + B 1(A) Jo (Ar) d'.
0
The requirement of no vertical current flow at the surface
implies
A,(A) - B,(A
For a uniform earth, this same requirement forces B to be a
constant (A - 0) and
*(r,z) = J e-"z Jo('r) dA - B (r2+,2)B (Hankel transform)
0
1in agreement with equation (6) if B , Similarly, for the
two layer ease the surface potential is easily shown to be
277' (r,0) a J,(Ar)dxam kl 2 (A)J0 (r) dA,0-1 '/ 12e'X/
another Hankel transform, equivalent to Maxwell's expression
2-r)(r,0) -- +
r + 2
For n horizontal layers, the writing of the Slichter Kernel
can be quite messy, obviously. It has been systematized in
two different ways. Stefaneseo and Schlumberger (1930) have
presented it in determinant notation. Sunde (1949, p.55) uses
a substitution system. The latter notation has been adopted
in this thesis:
0
21r$(r,c) f k... n J (Ar) d A
2-/42- - -4-1
k+/'12# 1  l ' *
/412++-n a -22 n
e,+e2k23***n
k(m-)m**n eo2,dm~
1+/ (M-1)m' **ne- Xm-. I
no- 1 -wgr m( J U+ 11 ) *_.A
k. j4M M (n--* *-2
k(n-1)n -" --211ad "oI(n 
-)n 
I
Tn- n
The direct boundary value problem can be~ considered solved.
-I 2 3 -
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INVERSE PLOBLEM
The Num erigal App2roach
The inverse problem for 7he case of horisontal strati-
fication has been attacked in a variety of ways. Because of
the complexity of the expressions involved, however, a general
method for numerical analysis has not previously been devised.
Such a method, and its results, are presented here.
The procedure developed requires an enormous amount of
numerical computation, and would have been completely impract-
ical before the advent of high-speed digital computers. The
calculations are comparatively simple and repetitive, making
them ideally suited to computer application. An interesting
aspect of the type of analysis is that it is quite general - -
an iterative, numerical curie fitting - ~ and is applicable to
other problems in geophysical analysis, notably gravity inter-
pretation. It is this approach of course which is proposed in
the interpretation of three-dimensional resistivity problems.
Some objection might be raised to the use of the Slichter
kernel for analysis, rather than the apparent resistivity or
the potential. That is, the Slichter kernel can be obtained
only by an integration, whereas the other quantities are avail-
able with almost no further effort from the field data. The
counter to this argument is that the relationship between the
various parameters (resistivities and thicknesses), and the
measured quantities is an integral one. If numerical analysis
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is to be done, an integration must be made somewhere in the pro-
cess. Considering the ease and convenience of interpretation
by curve-matching, it is threrefore quite difficult to justify
numerical work from the practical standpoint unless the results
are far superior.
Consider the expression for the surface potential
, y(r)I k(A)JO(Ar) d?. (10)
d, a surface resistivity a1
This can be considered a Hankel transform of k(A) /A.
The inverse transform would then read
00
k(R) A f r(r) J0(Ar) dr (11)
0
Thus we have a means of obtaining the Slichter kernel from
observational data, the choice of A being completely arbitrary.
Next, an assumption is made of the number of layers. This point
deserves rather careful consideration for several reasons, and
is discussed below. Once the choice is made, however, one has
a functional (transcendental) form which the observed kernel
must fit, under proper choice of the parameters di and Qi.
The present method fits the functional form to the observed
kernel, in the least square sense, by adjusting the values of
the parameters.
Before proceeding, some discussion of the practical aspects
is in order, Computational procedures for obtaining 4(r) from
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field resistivity data are presented in the Appendix, as is
the numerical integration of equation (11) from field potentials.
The practical application of this procedure requires that, be-
yond some finite distance from the source, the function r4(r)
assumes a constant vAlue. This is equivalent to the assumption
that the lowermost layer be a basement, i.e. that it have infi-
nite depth extent. Geologically, this is an impossible assump-
tion to satisfy. For analytical purposes, it will suffice that
the "basement" layer be several times thicker than the combined
thicknesses of the layers above it. The minimum thickness re-
quired of the (assumed) lowermost layer, in order that the
layers below it do not influence the result, will depend on
the thicknesses and resistivities of all layers in the geologic
section and the accuracy of the analysis. On the other hand,
practical limitations are imposed on the maximum dimensions
with which one can deal. Greatest of these is the dearth of
extended areas of laterally uniform geology. The result of
these various factors is that it is possible to encounter areas
underlain by uniform horisontal layers which are not suscept-
ible to treatment by the analysis presented here.
The problem arises of the number of layers to be assumed.
The answer is often obvious from the form of the kernel. If
some doubt exists, an excessive number can be assumed, resulting
in layers of zero thickness, or conductivities equal to those
of adjacent layers. The limited accuracy of the data can be
thought of as imposing a certain maximum "resolving power" on
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the method, such that only layers of outstanding thickness or
resistivity can be discerned. The not effect of this is to
average together adjacent layers of like resistivity, and ig.
nore thin layers. More discussion of these effects will follow.
The problem of fitting the #observed" kernels with their
functional form is described mathematically as the solution of
a set of non-linear transcendental equations, as the following
will show. As stated previously, the Slichter kernel k(%)
can be evaluated, by integration, for arbitrary values of
AM ;Ak (jo 1, 2, - -, m), Assuming n layers, an expression
can be written for the kernel, using the same values of A* ,
the (2n-1) unknowns* remaining in functional form, There re-
sults the set of equations to be satisfied
kl2***n (Xl) - k(AG) a 0
k12 ***n AA) - k(-X2) a 0
(12)
k 12.'n a -) k(a) * 0
the k(A ) being constants. Obviously, this is a set of non-
linear equations in (2n-1) unknowns, and can be solved exactly
if a - 2n - 1. Because of the errors which exist in the k()
it has appeared desirable to use an excess number of data points
k(A ), such that mr 2n-l, and to obtain a least square fit, via
m (k12***n (%j) - k(Aj)3 2 - minimum (13)
j=1
a Consisting of a resistivities and (n-I) thicknesses, In
practice, the uppermost and lowermost resistivities are known
from the asymptotes of the apparent resistivity curve.
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Two methods of numerical analysis were applied to the problem.
The first was a Newton-Least Squares analysis, described in
general terms in von Sanden (1923). The application with de-
tailed description of results is described in Vosoff (1955a).
Although the results were generally satisfactory, several
difficulties arose with the method as originally programmed,
one of these was the necessity of solving a (2n-3) z (2n-3)
matrix which, in the type of example used, was often near-
singular. This being an intrinsic difficulty of the Newton
method, it was deemed necessary to apply a second method. A
Steepest Descent approach (e.g. see Householder, 1953) was chosen
and modified as described below,
In the normal steepest descent problem, one has a set of
equations to be satisfied, here, equations (12)
K m kl2**n (X - -k(A ) w 0 j a 1, , a
These, in turn, are satisfied by
i -T K; -0 m = 2n3
j-1
Let the (2n-3) unknowns be termed ' , Mc - 1, 2, - -,(2n-3).
Then K can be considered a continuous function in (2n-3) space,
and to arrive at the point
K-K (gc) so
from some starting point
K a K (1(0)
the correct values of the unknowns, (j02 first approxi-
mations to these values), we must proceed along the vectorVK.
r-
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The components of this vector are
K = (a2.
A general procedure such as described will bring us to a min-
imum provided that the starting point is on a closed hyper-
surface within which a minimum exists. Since the gradient
direction will not, in general, be constant within the volume
traversed, it will be necessary to proceed to a minimum value
along a calculated gradient, then to calculate a gradient at
the new position, using the new position coordinates as second
approximations to the solution, and to repeat the process until
the minimum is reached. Normally, this is done changing one
variable at a time. Thus
K ( +)t K (Ef-MKQ ), etc. (14)
the value of H taken to minimise K ( ±+2)) at each iteration.
X might be estimated by one of several kinds of approximations,
or determined by trial and error.
The procedure actually employed embodied several modifi-
cations. All parameters were changed simultaneously. It was
a least-squares fit rather than an exact fit, and used m10,
n=3. Equation (13) would be
10 ] 2m n uK - L k1 23 0,J) - k(X3)]2  a minimum (15)
In order to explain and avoid the extrapolation difficulties
which arose in the Newton method, some calculations were done
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to determine the shape of the error surfaces."4 It was found
that negative second derivatives were not uncommon at points
distant from the minimum. In the vicinity of the minimum, the
second derivatives were always positive (Figure 4). This ob-
servation, coupled with the fact that the minimum of the curve
is always greater than zero would seem to make the Newton meth-
od singularly unsuitable for the particular problem.*** The
least-squares modification is probably of some help in the latter
respect, because it seeks to minimize a function rather than
find its root. It is difficult to see how it would avoid the
complications arising from negative second derivatives.
The steepest descent approach, on the other hand, takes
into consideration both first and second derivatives, and really
does not require a null value.
The coefficient 1 was first estimated by approximating the
ratio of first to second derivatives of K along the path defined
byv K, i.e.
K, of ds
' 2 01, (16)
ElS,1, d;5
** These are the multi-dimensional surfaces whose projections
are curves of K as a function of one variable, all others
held fixed. In the case of only two variables (a,b) they
would be three-dimensional surfaces K(a,b) (see Fig. 3).
*** See Hildebrand, 1949 p. 364.
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Trial values of K were then calculated, using l 1 , 02 M*
and equation (14). The constants ci and C2 are near unity,
and unequal. The values thus obtained, and the previous value
of K (ri), corresponding to Mf multiplied by sero, could be
used to interpolate for a new value of M. Two kinds of inter-
polations were used, depending on proximity to the minimum.
This procedure was arrived at empirically, because it was suited
to the shapes of the error surfaces. Letting the two trial
values of K be 01 and 02, when 01-02 ,K(e,<1) a linear inter-
polation to e = 0 was used, but when r91-92 - K(J a para-
bolic interpolation to 0 = minimum was used, That is, at the
beginning of the calculation it was found in general that
1 01 -02< K
In this case it was assumed
01 0 0 C+
02 a *2"<+(3
and the equations were solved for the value of c giving,
0- 0
This was
1 2
As the solution was approached, a point was reached at which
1 - 021>K
and thence a parabolic interpolation was used. Assuming
0 c120 + c2 + y
02 22 , + c2 9 + ly
03 K (&j) - V (c3 - 0)
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and solving for that value of a which causes e to be mini-
mised
ei (e-93)+ 022( ,. )
9101 02c2 +
In the analyses done numerically, c has generally ranged be-
tween } and 3/2.
The iteration then proceeded, using
M = am'
in equation (14).
Because of the flexiAlity of the procedure, computation
time could probably have been saved by replacing equation (16)
by
the Newton estimate or, alternatively, the interpolations might
have been found unnecessary if a more nearly accurate expression
was used for the third order iteration.
The procedure used here, effectively an interpolation within
an interpolation, would seem to be highly inefficient at first
glance because three times as many values of K are calculated
as are actually necessary for a normal iteration. It was found
that this was justified since K decreased four to five times as
fast as it did without the inner interpolation.
The resistivity problem differs from the classical steep-
est descent problem in that the variables of the former are not
all dimensionably equivalent. This implies that, in any particular
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field case, the numerical values of the resistivities may
generally be of a different order than those of the thick-
nesses. As a result, in many cases the process would ignore
one variable completely in the early iterations, changing
this variable only after all possible reduction of K had been
made with the others. This was especially outstanding in theo-
retically derived kernels of thin, highly resistive, second
layer;? 2 was ignored entirely at first.
This tendency was reduced considerably by the artifice
of modifying the components of gradient from
to
In the initial discussion on steepest descent it was
stated that the iteration would proceed to the local minimum.
The obvious question is: How do we know this is the desired
solution? That is, are there other solutions to our equations,
and, if so, how many and of what nature? From the standpoint
of the pure mathematician these questions must go unanswered,
since, as far as can be ascertained, mathematics has not yet
provided an answer in our case of transcendental equations in
several variables, The possibilities of embarrassment which
might arise from a multiplicity of roots are diminished some-
what by the physical restrictions on the solution. Negative
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values are inadmissable, and complex values will never appear
in numerical computation with real numbers. In the numerical
work done, a second solution was obtained in one case. This
solution had negative resistivities and thicknesses, although
the corresponding minimum value of K was less than that for
the true solution. Both minima lay within the roundoff error
of the kernels.
A numerical study of the method was carried out to
a) determine accuracies necessary for definite analysis
b) observe the behavior of the method under conditions
of excess layers, lateral resistivity variations,
and random errors in data
c) compare this method with other methods of analysis.
For this purpose, a program was written to analyze kernels
as three-layer cases on the .I.T. Whirlwind computer. Input
data were
a) the number and values of A
b) values of ? i andC 3
a) estimates of e2 dl and d2
d) the kernel values k (X).
A aonsiderable amount of machine algebra was saved by dealing
with
f 3(A) n 1/ 1 + k 3(l
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and
f 1 2 3 () 11 [ + k123 ) - =/ t 1/2
-2d
rather than with k3(X) and k1 23 "*
The part played by A in the analysis is perhaps worthy
of comment. The parameter X is, in a sense, equivalent to the
wave number of hyperbolic (wave) equations, and has the dimen-
1
sions of -'. 'ecause of the character of tne function J0 (Xr),
the major contribution to the Slichter kernel
k (A) /?A r4(r) Jo (Ar) dr
0
is from small values ofthe argument (Ar). At large values
of A , the contribution from small values of r is dominant,
whereas decreasing values of A put increasing emphasis on
the information from greater r. As a result, although the
behavior at small r is always im-portant because of the nature
of the physical problem, one could probably increase the accur-
acy of analyses of deeper features by using more of the smaller
values of X in the analysis. This is equivalent in a sense
to increasing the size of units of r, i.e., increasing spread
dimensions in the field. Examination of the curves in Figure 5
shows that kernels of cases satisfying our assumptions vary
rapidly in only a restricted range (usually several decades),
and approach constant values at large and small X . It is,of
course, this region of rapid variation that is used for inter-
pretation.
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Results ad DisusAsion
With the Newton Method, some 30 cases were analyzed, in-
oluding five integrated from field measurements, two derived
from the four-layer formula, and the rest from the three-layer
formula. The last were restricted to the difficult case of a
thin second layer. Of the 30 cases, the iNewton tIethod could
not handle two and had difficulty with others, Causes of diffi-
culty were a too thin second layer, and very low resistivity
contrast between adjacent layers (giving near-degeneracy further
aggravated by the small second layer thickness).
Several of the more difficult cases were chosen for analy-
sis with the new technique. Results are presented for four of
these, together with two of the field cases, and two additional
examples of the difficult category (Tables 2 and 3, Figures 5-17).
For thick d2 (d2 .5) it was found that the Newton method
gave better solutions than did the steepest descent.
One interesting result noted in all the work is that in
these thin-layered oases a very definite relationship is found
to hold, in successive iterations, between the resistivity and
thickness of the second layer, That is, if
d2 1
then
2 1 e3 >> ' 2
and
2 2 = c2 3 2
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where al and 02 are approximately equal to the values obtained
using the exact values of e2 and d2. This is so even if each
of the solutions for '2 and d2 are far from the correct values.
That this could be soand is a kind of indeterminacy can be shown
as follows. The expressions for and are
F - t2 +24 y - ]ea L?2 fj 2 ea23
e P2 I 2 L 2+3 t2 +4(?2 + e3 ) 2
S + 4 A 1 &.23tl2
tl * e-2Adi
t 2 = ,-2Ad2
where I is another large algebraic term in the same variables.
Let d2 << 1. Then if z<<1, and neglecting terms in
e3
n
(Ad2)
e3 2
we find
d2 1
ad2 1I2
The determinants can be considered Jacobians, the first as
(Ilk)
fl = f, (d2/e2 )
and the second as
c)( 2 ,d2)
f2 a 2 (d2 2)
The implication is that these functions, f, and f2, must exist,
hence k (and therefore K also) cannot vary if F2 and d2 are
changed so as to keep the appropriate function fixed (di assumed
constant). The problem of a thin second layer might be reduced
to a two-variable problem, at least for a portion of the compu-
tations.
Two examples ctthis indeterminate condition are illustrated
in Table 1. Both sets of kernels are identical to within one
percent, and the usual accuracy of field data.
The maximum difference between the second pair of kernels
occurs between X 1.0 andAw 0.4. Comparison of several other
such kernels, whose values were known to greater accuracy, has
shown that the maximum difference nearly always lies within
this range (d "Igel in all cases).
Hence, if a greater concentration of kernels in the range
1.O>>.4 were to be used in the analyses, better definition of
the second layer should be expected (assuming that the errors
are sufficiently small). If the references to optical termi-
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e 2 =10;d2 .1 2 100;d2 .*4 01 A
/? M( ) Mv4&wwwMf*" ) M ot
1.0 1.09 1,09 0.00
.6 1.15 1.15 0.00
.4 1.16 1.16 0.00
.2 1.13 1.13 0.00
.1 1.08 1.08 0.00
.06 1.05 1.05 0.00
.04 1.04 1.04 0.00
.02 1.02 1.02 0.00
.01 1.01 1.01 0.00
.006 1.01 1.01 0.00
k( A)
02 '1;d 2 "*1 92 "'01; d2w-.01
P(A) kh(A)
1.0 .915 .914 .001
.6 .872 .870 .002
.4 .862 .861 .001
.2 .886 .885 .001
.li.926 .925 .001
.06 .950 .950 .000
.04 .965 .964 .000
.02 .981 .981 .000
.01 .990 .990 .000
.006 .994 .994 .000
e 1 -dm- 1
F3 =1
e 2 d2 "1
P2 odil1
d2/e.2"x
TABLE 1
Illustrating near-indeterminacy in three-layer cases.
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nology in describing these analytical methods can be carried a
bit farther, this latter procedure would be analogous to a focusing.
Table 2 illustrates the effectiveness of the Steepest Descent
analysis in the case of small d2. Column A indicates the number
of decimal places to which the kernel data were accurate. Colw
umn E shows the sum of squares error due to round-off in each case.
Regarding the effect of using f 3 (A) rather than k1 23(A) for
analysis, the Whirlwind computer performed arithmetic operations
maintaining about nine decimal places of accuracy. Storage accu-
racy was seven decimal places. Thus in the worst case of k(A)
near unity, the use of f3 (A) caused no loss of accuracy when the
data were accurate to four places or less,
Other errors introduced in algebraic manipulations, and in
the approximation used to calculate the inverse exponentials, are
quite small, usually less than 10-6 at any point.
In cases 5, 6, 10, and 11 the final K is quite close to S,
and departure of the solutions from their true values results
almost entirely from rounding off the kernels. Cases 26 and 27
do not have such satisfactory results, as might be expected with
d2* .Old,. Little improvement was obtained by using six places
rather than four places accuracy in Case 26. There is the possi-
bility that the minimum is a secondary one but several analyses
from different initial estimates led to solutions essentially the
same. Another minimum closer to the true solution seems unlikely
The examples of field data analyses in Table 3 have thick
d2 and are thus not particularly difficult. The apparent resis-
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tivity curves indicate that Case B can probably be approximated
by the three-layer representation, although small lateral resia-
tivity variations occur near the sourae. The smoothing obtained
by integrating the potentials from the original (difference)
measurement is not sufficient to remove the effect of these
lateral inhomogeneities. This difficulty might possibly be
eased by taking, in the field, measurements about several
adjacent centers, and averaging. Alternatively, individual
analyses might be made, and the solutions averaged.
Case C appears to consist of at least four layers. It
would appear that a four or five layer analysis would be a fair-
er test of the methods in both cases.
The use of multiple senders suggests another possible,
related, approach to the resistivity analysis problem. The
field cases presented here are from Ohardrock" regions, i.e.,
regions of characteristically complex geology. If, on the other
hand, a large number of cases were collected at various stations
in a region of relatively simple geology (a large, unmetamor-
phosed sedimentary basin, for example) one could possibly apply
restrictions on the allowable variation of parameters between
stations, and, using an excess of data, obtain a consistent
picture of the entire area. This procedure would take some-
what longer than a single analysis, but not a great deal longer,
because the first solution would presumably be a close approxi-
mation to the others.
The analyses of four layer kernels, by the Newton Method,
gives an interesting result. It appears that the analyses
- 42 
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yield the quantity Q2 d2 or 92/d2 (as applicable) characteristie
of the second layer only, ignoring the third layer. Individually,
the P2 and d2 indicate that the solution smooths the second and
third layers together, as might be expected.
In concluding, a comparison should be made of the present
results with those obtained by curve matching with the same data.
Unfortunately, the only existing curves for d2 < 1 are those of
the Sohlumbergers (1955). These curves are of d(r)/dr in
terms of apparent resistivities, and thus are not suitable for
direct comparison. It should be stated that the measurement
required to obtain this type of curve has the obvious disad-
vantage of amplifying lateral discontinuities. Preliminary
comparisons of potentials with their corresponding kernels
indicate that the kernel is always a more sensitive indicator
of resistivitr variations, This implies that interpretation
of kernels is to be preferred to interpretation of potentials,
especially when comparing curves (see Figures 16 and 17).
THREE-LAYER ANALYSES OF THREE-LAYER KERIIELS
Theoretial Values Solutions
Case 1
dl
5 1.
1.
6 1.
1.
10 1. 4
1.
10a
10b
3 d2 2
d2/P2
.05
.5
10.
.5
10.
.1
1. 10.
3.
3.
1.
113 1.
1.
26a
26b
27 1.
1.
10.
.1
10.
.1
10.
.2 5.0
.2 1.
.1 1.
.1. 1.
.2 1.
.05
.01
.05
.01
.1
.01
.2
.1
. 962
1.
.923
1.
.742
1.
.987
1.
1.22
1.
.988
1.
1.87
1.
1.87
1.
.930
d2
d2
.101
1.01
4.26
1.20
1.42
.893
19.3
.0524
19.6
.0443
19* 5
.0516
.514
-. 33
.517
-. 34
.120
.0198
5.
6. x10-6
.2
5. x10-7
.1
1. 7x10-7
.1
7. x10- 7
.1
9.xio- 5
.2
6.x10-7
5.
3. x10-6
5.
2. 6x10-6
5.
9. x10-8
* Minimum significant error due to roundoff of data.
** This column indicates number of places accuracy of kernel used.
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2x10-7
3x10-7
2x10-7
5x10-7
8x10-10
9x10-1 3
10.
5.11
1.27
1.01
.165
TABLE 2
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AiPENDIX
NUMRICAL INTE1"GRjATION OF THE SLICHTER KERNEk
It is desired to perform numerically the following inte-
gration:
k () Af re(r)J0 (Nr) dr
Here ro(r) is constant for
r >r,
by virtue of the assumption that below some depth d
d a di + d2 + + d1
the resistivity is constant, and *(r) diminishes as 1/r.
The general field procedure is to measure changes in O(r)
between fixed intervals from the source. When the point r. is
reached, the potential can be evaluated by the following algebra.
*(ri) /ri+l = 4 (ri+l) /i
(ri) - 0(ri+1) */A1i
ri+l - ri "Ar, the measuring interval
ri >r.
(ri) = -2Ai ri+l /ri (1-i+1/ri)
Starting with the value of 4(ri)
(ri.l) = 0(ri) +Aoil
(ri-2 ) - $(ri.l) +A 1 ..2 , etc',
and the potential curve can be integrated inwards to i = 1.
The (usually smooth) ro(r) curve can be extrapolated to r = 0.
In the work done, r4(r) was determined at 20 equally-spaced
points, including r = 0 and r = rc. These were replaced by two
Appendix ii
sets of fifth order polynomials (Milne 1949, p 265, ff.) one
fitted to the first six points, the other to the last 15. The
reason for this was that changes in r#(r) are usually much more
rapid near the origin. The polynomials gave two series, each
representing ro(r) in their respective intervals
zc. + c1? 1 + c 25 + 3  + 4 + CAP F1r (r) e +o5 e2P + 03 5 *4 425 * 5 1
i w 0,l,2,3,4,5
ri$(ri) - do + d + d + d P? + d P + d5 25 3A 4,, 2
i - 5,6,7, - - -,19
Rearranging by powers of r
P a g + g r + g2 r 2 + g 3 r 3 + g 4 r 4 + g 5 r 5  i - 0,1, - - ,5
P2 a ho + hir + h2 r 2 + h3 r 3 + h 4r4 + h 5 r 5 i 5,6, - - -,19
The integral becomes
k(A)z / (r)J0 (Ar)dr +AfP2 (r)4o(Ar)dr + Arlg#(rlg) JO(Xr)dr
0 r 5  j
where
rig = r.
Then
5 r 5  5 r19
-AE g fr J(.Xr)dr + b, JrJ,(Ar)dr +A rl(r) R
R / JO(Ar)dr
rig
But the indefinite integrals
r J0 (Ar)dr
can be evaluated analytically
rb b
/Jo(Ar)dr J (%r) +J(\r) + J5(Xr) + . . .
a 3 5
b b
JrJ(Ar) dr - '-g J1 (Ar)
aA a
b
fr2J,(Ar)dr - t r 2 A2Ji(Xr)+r Jo(Ar) - 2(i(Ar)
a A b
+ j 3 (Ar) + J 5 (Ar) + . .]
b 2 b
fr 3J,(Ar)dr 
- 'c L 3r 3J,(Ar) - 2X r J 2 (Ar)a A
/ (r [ (Ar)tJ(Ar) - 3(Ar3J2(Ar) + 3(Ar) 2 J$r)
a b
+ 3ArJ4 (Ar) + 18(J 5 (Ar) + J7(A + J(r) + . . .)
b Ib
/r 5J0 (r)dr - ( cr)5Jl(Ar)- 4(Ar) 4 J20r) + 8(Ar)3 J3(Xr) ]aa
The Jn can be evaluated by machine during the integration
process. It is preferable, however, to decide on a fixed set
of ' and r, and to obtain the values of the functions from tables
(Harvard University Press series) which are then retabulated in
the computer storage. Because the coefficients g and h often
take on very large values, it is important that the values of the
Bessel functions be quite accurate in absolute value. The above
mentioned tables are of more than sufficient accuracy. In the
evaluation of the infinite series, it was found necessary to use
Bessel functions of order 29, with the maximum product Xr a 38
(at k'- 2). The final algebraic form of the integration was thus
Appendix iv
,( 5 2(gomh ) + i i+ (g2-h2 )(r52  3 3 )r53 + (g -b4)r5 4 + (5~h 5)r5 5
2-- -r 3 (5-h) r~J2CXr5) -2(3~h3 - (4 4)5"
+ J3 (r 5) [--hh) - 2 5)+ 3 + 8
+ J4( (r 5) 3
3 5 0
+ 2 F(g-h 0 ) - + J5(Xrg) + J7(Xr5) + Jg(Ar 5 ) + , . .
+ J(Ar 1) L2h + + h2(r 2 + + hr 194+ h5r19 5 - 2r1,,(r19 )
+ J2(Ar19 ) L- 2 ,3- r,94
+ J 3(kr1g) 2 ho -ow + r3 9 + r,9 3 - 2r194(rig)
+ J4 kr19  3 r)19
+ 2h 0 -\i2. + 4- 2r14(r19)S J5(Xrig) + J7 (Xrlg) + Jg( r1g) + . .
Appendix v
The error introduced by using the polynomial rather than the
data points was computed in each caseand was found to be well
within the limits of accuracy.
An alternate scheme, proposed by Mooney (1955) is to fit
second order polynomials to the points taken three at a time.
The algebra is simplified considerably, but the question arises
of fit between points, in complex segments of the curves. As
a third, and certainly simplest, alternative, one might draw
the r(r) curve very accurately and perform the entire inte-
gration using, say, Simpson's rule. This is essentially the
same as Mooney's method,
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