Let H ∞ be the set of all ordinary Dirichlet series D = n a n n −s representing bounded holomorphic functions on the right half plane. A multiplicative sequence (b n ) of complex numbers is said to be an ℓ 1
Introduction
Recall from [11] that the precise asymptotic order of the Sidon constant of all finite Dirichlet polynomials N n=1 a n n −s is given by sup a 1 ,...,a N ∈C N n=1 |a n | sup t∈R N n=1 a n n −i t = N e 1 2 1+o (1) log N log log N .
This result has its origin in fundamental works of Hilbert [21] , Bohr [6] , Toeplitz [28] and Bohnenblust-Hille [5] , and it is the final outcome of a long series of results due to [2, 10, 23, 25, 26] . As usual we denote by H ∞ the vector space of all ordinary Dirichlet series n a n n −s representing bounded holomorphic functions on the right half plane (which together with the sup norm forms a Banach space). Applying (1) to dyadic blocks, it was proved in [11] (completing earlier results from [2] ) that the supremum over all c > 0 for which ∞ n=1 |a n | e c log n log log n n 1 2 < ∞ for all n a n n −s ∈ H ∞ (2) equals 1/ 2. In other terms, all sequences (b n ) = e (1/ 2−ε) log n log log n n −1/2 , 0 < ε < 1/ 2 are ℓ 1 -multiplier of H ∞ in the sense that
|a n b n | < ∞ for all n a n n −s ∈ H ∞ .
Recall that a sequence (b n ) is said to be (completely) multiplicative whenever b nm = b n b m for all n, m, and (3) obviously shows that the sequence (1/ n) is a multiplicative ℓ 1 -multiplier of H ∞ . Clearly, there are more such multiplicative ℓ 1 -multipliers of H ∞ . For example, it will turn out that all multiplicative sequences (b n ) with |b n | < 1 for all n and such that b p j = 0 for all but finitely many j have this property; here as usual p = (p j ) = {2, 3, 5 . . .} stands for the sequence of primes.
In this article we intend to study the problem of describing all multiplicative ℓ 1 -multipliers (b n ) of H ∞ in terms of the asymptotic decay of the subsequence (b p j ).
Surprisingly, this question is intimately related with the following natural problem: Do C-valued holomorphic functions on the infinite dimensional polydisk B ℓ ∞ (the open unit ball of the Banach space ℓ ∞ of all bounded scalar sequences), like in finite dimensions, have a reasonable monomial series expansion?
The crucial link is due to a genius observation of Harald Bohr from [6] which we explain now: Denote by P the vector space of all formal power series α c α z α , and by D the vector space of all Dirichlet series a n n −s . By the fundamental theorem of arithmetics each n ∈ N has a unique prime decomposition n = p α =
with a multiindex α ∈ N (N) 0 (i.e., α is a finite sequences of elements α k ∈ N 0 ). Then the so-called Bohr transform B is a linear algebra homomorphism:
n=1 a n n −s with a p α = c α .
Hilbert in [21] was among the very first who started a systematic study of the concept of analyticity for functions in infinitely many variables. According to Hilbert, an analytic function in infinitely many variables is a C-valued function defined on the infinite dimensional polydisk B ℓ ∞ (see above) which has a pointwise convergent monomial series expansion:
In [21] (see also [20, p. 65 
But this criterion is not correct as was later discovered by Toeplitz (see below (8) ). Why? Today a holomorphic function f : B ℓ ∞ → C is nothing else than a Fréchet differentiable function f : B ℓ ∞ → C. As usual the Banach space of all bounded holomorphic f : B ℓ ∞ → C endowed with the supremum norm will be denoted by H ∞ (B ℓ ∞ ). Important examples of such functions are bounded m-homogeneous polynomials P : ℓ ∞ → C, restrictions of bounded m-linear forms on ℓ ∞ × · · · × ℓ ∞ to the diagonal. The vector space P ( m ℓ ∞ ) of all such P together with the norm P = sup z∈B ℓ ∞ |P (z)| forms a closed subspace of H ∞ (B ℓ ∞ ). From the theory in finitely many variables it is well known that every holomorphic C-valued mapping f on the k-dimensional polydisk D k has a monomial series expansion which converges to f at every point of D k . More precisely, for every such f there is a unique family
The coefficients can be calculated through the Cauchy integral formula or partial derivatives: For each 0 < r < 1 and each α
Clearly, every holomorphic function f : B ℓ ∞ → C, whenever restricted to a finite dimensional section D k = D k × {0}, has an everywhere convergent power series expansion α∈N
And from (7) we see that c
This power series is called the monomial series expansion of f , and c α = c α ( f ) are its monomial coefficients; by definition they satisfy (7) whenever α ∈ N k 0 . At first one could expect that each f ∈ H ∞ (B ℓ ∞ ) has a monomial series expansion which again converges at every point and represents the function. But this is not the case: Just take a non-zero functional on ℓ ∞ that is 0 on c 0 (the space of null sequences); by definition, its monomial series expansion is 0 and clearly does not represent the function. Moreover, since such a functional obviously satisfies (6), although it is not analytic (in Hilbert's sense), the criterion of Hilbert turns out to be false.
In order to avoid this example one could now try with the open unit ball B c 0 of c 0 instead of B ℓ ∞ . But Hilbert's criterion remains false: Note first that a simple extension argument (see e.g. [12, Lemma 2.2]) allows to identify all formal power series satisfying (6) with all bounded holomorphic functions on B c 0 ; more precisely, each f ∈ H ∞ (B c 0 ) has a monomial series expansion as in (6) , and conversely each power series satisfying (6) gives rise to a unique f ∈ H ∞ (B c 0 ) for which c α = c α ( f ) for all α.
But then (6) does not imply (5) since by an example of Toeplitz from [28] there is a 2-homogeneous bounded polynomial P on c 0 such that
This means that there are functions f ∈ H ∞ (B c 0 ) that cannot be pointwise described by their monomial series expansions as in (5) which, at least at first glance, seems disillusioning. Indeed, this fact in infinite dimensions produces a sort of dilemma: There is no way to develop a complex analysis of functions in infinitely many variables which simultaneously handles phenomena on differentiability and analyticity (as it happens in finite dimensions).
One of the main advances of this article is to give an almost complete description of what we call the set of monomial convergence of all bounded holomorphic functions on the open unit ball B ℓ ∞ of ℓ ∞ :
We recall that the decreasing rearrangement of z ∈ ℓ ∞ is given by
and use it to define the set
Then our main result is Theorem 2.2 that shows
As we intend to indicate in the following sections, this result has a long list of forerunners (due to various authors, see e.g. [5, 6, 7, 8, 14, 20, 21, 28] ). In (16) , (17), (19) , (20) , (21) as well as (47),(48), (50), (51) it will become clear that mon H ∞ (B ℓ ∞ ) was known to be very close to ℓ 2 ∩B ℓ ∞ . But (10) adds a new level of precision that enables us to extract much more precise information from monomial convergence of holomorphic functions on the infinite dimensional polydisk than before. This in particular gets clear if we finally return to the beginning of this introduction -let us return to the description of all multiplicative ℓ 1 -multipliers of H ∞ using Bohr's transform from (4) . The following fact, essentially due to Bohr [6] and later rediscovered in [18, Lemma 2.3 and Theorem 3.1], is essential: The Bohr transform B induces an isometric algebra isomorphism from
This identification in fact allows to identify the multiplicative ℓ 1 -multipliers of H ∞ with the elements in mon
Observe that this way we may deduce from (2) that the sequence
this seems to be the first non-trivial example which distinguishes monH ∞ (B ℓ ∞ ) from ℓ 2 ∩ B ℓ ∞ . But note that this can also be seen using (10); indeed, (12) is a very particular case of the following reformulation of (10) (see Section 4) which is an almost complete characterization of all multiplicative ℓ 1 -multipliers for H ∞ . For all multiplicative sequences (b n ) ∈ C N we have that
• (b n ) is an ℓ 1 -multiplier for H ∞ provided we have that |b p j | < 1 for all j and b (b p j ) < 1, and conversely,
In Section 3 we extend our concept on sets of monomial convergence to H pfunctions defined on the infinite dimension torus T ∞ (see (32) for the precise definition); here T denotes the torus (the unit circle of C) and T ∞ the infinite dimensional polytorus (the countable cartesian product of T). The Banach space H ∞ (B c 0 ) can be isometrically identified with the Banach space
0 ; this was proved in [8] (see also Proposition 3.5). For 1 ≤ p ≤ ∞ we define
Then it is not hard to see that mon
This way we extend and complement results of Cole and Gamelin from [8] . Finally, in Section 4 we use Bohr's vision from (4) to interpret all these results on sets of monomial convergence of H p -functions in terms of multiplicative ℓ 1 -multipliers for H p -Dirichlet series (as was already described above for the case p = ∞).
Monomial expansion of H ∞ -functions in infinitely many variable
Our definition of sets of monomial convergence (9) has its roots in Bohr's seminal article [6] , and the first systematic study of such sets was undertaken in [14] .
Recall from the introduction that
and define similarly for m ∈ N mon P (
Since we here consider functions f defined on B ℓ ∞ as well as polynomials P defined on ℓ ∞ , we clearly cannot avoid to define the preceding two sets as subsets of B ℓ ∞ and ℓ ∞ , respectively. Nevertheless we can give two slight reformulations which will be of particular importance when we translate our forthcoming results into terms of multipliers for Dirichlet series:
The argument for these two equalities is short: Denote the set in (14) by U , and that in (13) by V . For z ∈ U it was shown in [14, p.29-30] that z ∈ c 0 . Then an obvious continuity argument gives the equality in (14) . Take now z ∈ V ⊂ U .
Considering bounded holomorphic functions on the open disk D, we see immediately that |z n | < 1 for all n. The equality in (13) again follows by continuity.
In the above definitions we may replace ℓ ∞ by c 0 . Davie and Gamelin showed in [9, Theorem 5] 
Let us collect some more basic facts on sets of monomial convergence which in the following will be used without further reference:
this was proved in [13, p. 550 ].
• We know from [14, p. 29-30] that mon • Similar results hold for mon P ( m ℓ ∞ ).
What was so far known on sets of monomial convergence? Bohr [6] proved
and Bohnenblust-Hille in [5] 
Moreover, these two results in a certain sense are optimal; to see this define
These are two quantities which measure the size of both sets of convergence in terms of the largest possible slices ℓ p ∩ B ℓ ∞ included in them. The definition of M (at least implicitly) appears in [6] , and (16) of course gives that M ≥ 2. The idea of graduating M through M m appears first in Toeplitz' article [28] ; clearly the estimate M 2 ≤ 4 is a reformulation of (8) . After Bohr's paper [6] the intensive search for the exact value of M and M m was not succesful for more then 15 years. The final answer was given by Bohnenblust and Hille in [5] , who were able to prove that
Their original proofs of the upper bounds are clever and ingenious. Using modern techniques of probabilistic nature, different from the original ones, they were improved in [14, Example 4.9 and Example 4.6]:
and
Recall that for 1 ≤ q < ∞ the Marcinkiewicz space ℓ q,∞ consists of those sequences z for which sup n z * n n 1/q < ∞ (and this supremum defines the norm of this Banach space). Clearly, ℓ q,∞ ⊂ c 0 , hence z * = (|z σ(n) |) with σ some permutation of N. In Section 2.2 a simplified proof of (21) will be given.
Statement of the results
We already mentioned in (12) that the left inclusion in (20) is strict. The aim of this section is to show that our two sets of monomial convergence can be 'squeezed' in a much more drastic way. Our first theorem gives a complete description of mon P ( m ℓ ∞ ) and extends all results on this set mentioned so far.
and moreover there exists a constant C > 0 such that for every z ∈ ℓ 2m m−1 ,∞ and every P ∈ P ( m ℓ ∞ ) we have
In view of Bohr's transform B from (4) this theorem can be seen as a sort of polynomial counterpart of a recent result on m-homogeneous Dirichlet series. A Dirichlet series a n n −s is called m-homogeneous whenever a n = 0 for every Ω(n) = m; following standard notation, for each n ∈ N we write Ω(n) = |α| if n = p α (this counts the prime divisors of n, according to their multiplicity). By H m ∞
we denote the closed subspace of all m-homogeneous Dirichlet series in the Banach space H ∞ . Then the restriction of the isometric algebra isomorphism (11) defines an isometric and linear bijection:
The following estimate due to Balasubramanian, Calado and Queffélec [2, Theorem 1.4] is a homogeneous counterpart of (2) and of Theorem 2.1: For each m ≥ 1 there exists C m > 0 such that for every a n n
and the parameter
2 is optimal by [24, Theorem 3.1] (here, in contrast to (22) , it seems unknown whether the constant C m is subexponential).
At least philosophically holomorphic functions can be viewed as polynomials of degree m = ∞. Hence it is not surprising that the complete characterization of mon P ( m ℓ ∞ ) from Theorem 2.1 improves (16) and even the highly non-trivial fact from (12): With
note that by the prime number theorem we have p −1/2 n ∈ ℓ 2,0 ∩ B ℓ ∞ while this sequence does not belong to ℓ 2 . We sketch the proof of (25) 
By the general remarks on mon from the beginning of this section this completes the proof.
Improving (25) considerably, the following theorem is our main result on monomial convergence of bounded holomorphic functions on the infinite dimensional polydisk. It can be seen as the power series counterpart of (2), and in Section 4 we will see that it gives far reaching information on the general theory of Dirichlet series. 
moreover, here the converse implication is false.
In the remaining part of this section, we prove Theorems 2.1 and 2.2. To do so, we need some more notation: Given k, m ∈ N we consider the following sets of indices
An equivalence relation is defined in M (m, k) as follows: i ∼ j if there is a permutation σ such that i σ(r ) = j r for all r . We write |i| for the cardinality of the equivalence class
On the other hand, there is a one-to-one relation between J (m, k) and Λ(m, k): Given j, one can define α by doing α r = |{q | j q = r }|; conversely, for each α, we consider j α = (1, α 1 .
Taking this correspondence into account, the monomial series expansion of a polynomial
The probabilistic device
The upper inclusions in Theorem 2.1 and Theorem 2.2 are based on the following probabilistic device known as the Kahane-Salem-Zygmund inequality (see e.g. [22, Chapter 6, Theorem 4]): There is a universal constant C KSZ > 0 such that for any m, n and any family (a α ) α∈Λ(m,n) of complex numbers there exists a choice of signs ε α = ±1 for which
Let us start with the proof of the upper inclusion of Theorem 2.1. As we have already mentioned earlier (see (21) ), this result is from [14] , where it appears as a special case of a more general result proved through more sophisticated probabilistic argument. For the sake of completeness we here prefer to give a direct argument based on (26) .
Proof of the upper inclusion in Theorem 2.1. Take z ∈ mon P ( m ℓ ∞ ). We show that the decreasing rearrangement r = z * ∈ ℓ 2m m−1 ,∞ . Since r ∈ mon P ( m ℓ ∞ ), a straightforward closed graph argument (see also [14, Lemma 4 .1]) shows that there is a constant C (z) > 0 such that for every Q ∈ P ( m ℓ ∞ ) we have
By (26) for each n there are signs ε α = ±1, α ∈ Λ(m, n) such that the m-homogeneous polynomial
But by the multinomial formula we have
and hence we conclude from (27) and (28) (and another application of the multinomial formula) that
Finally, this shows that for all n we have
, the conclusion.
A similar argument leads to the
Proof of the upper inclusion in Theorem 2.2. Let us fix some
Then z ∈ B c 0 and without loss of generality we may assume that r = z is nonincreasing. Again a closed graph argument assures that there is
For each m, n and a α = r α , α ∈ Λ(m, n) we choose signs ε α according to (26) , and define
Then the preceding estimate gives
This implies
Using Stirling's formula and taking the power 1/m, we get
We then choose m = ⌊log n⌋ so that e −1 n 1/m → 1. This yields
and we immediately deduce lim sup
Moreover, the converse is false, since if we consider a decreasing sequence (r n ) satisfying, for large values of n,
Remark 2.3. The same argument gives also informations on the constant C appearing in (22) . More precisely, if there exists A,C > 0 such that, for every z ∈ ℓ 2m m−1 ,∞ and for every P ∈ P ( m ℓ ∞ ), we have
then we claim that C ≥ e 1/2 . Indeed, provided (29) is satisfied, and arguing as in the proof of Theorem 2.2, we see that for any 0 < r 1 , . . . , r n ,
We choose r j =
so that r = 1 and
Hence,
Letting n to infinity and then m to infinity, and using
we get the claim. We will see later that (29) is satisfied with C any constant greater than (2e) 1/2 .
Tools
The proof of Theorem 2.1 and Theorem 2.2-(a) share some similarities. They need several lemmas. The first one is a Khinchine-Steinhaus type inequality for m-homogeneous polynomials on the n-dimensional torus T n (see [3] and also [29] ). Following [27] and [30] m n and m will denote the product of the normalized Lebesgue measure respectively on T n and T ∞ (i.e. the unique rotation invariant Haar measures).
The second lemma needed for the proof of Lemma 2.6 is the following hypercontractive Bohnenblust-Hille inequality for m-homogeneous polynomials on the n-dimensional torus. This was recently shown in [4] , improving a result from [11] .
Lemma 2.5. For every κ > 1 there is a constant C (κ) > 0 such that for every mhomogeneous polynomial P = |α|=m c α z α , z ∈ C n we have
We are now ready to give the main technical tool.
Proof. Let us start by denoting
Let L be the symmetric m-linear form associated to P , whose coefficients a i 1 ,...,i m = L(e i 1 , . . . , e i m ) satisfy, for i ∈ J (m, n),
We fix j ∈ J (p, n), and note that for any i ∈ J (m − p, n)
We now apply Lemma 2.4 with the exponent
We then sum over j ∈ J (p, n). This yields
For each fixed w ∈ T n we apply Lemma 2.5 with 1 < κ 0 < κ to the p-homogeneous polynomial z → L(w, . . . , w, z, . . . , z):
where in the last estimate we have used an inequality from Harris [17, Theorem 1].
Proof of Theorem 2.1-lower inclusion
Let z ∈ ℓ 2m m−1 ,∞ , so that sup n z * n n m−1 2m = z < ∞. Let us fix n ≥ 1 and let us consider P ∈ P ( m ℓ n ∞ ) with coefficients (c j ) j . Using the Cauchy-Schwarz inequality, we may write
. Now,
For k ≤ m and u ≤ v , we have
By applying the above inequality for k = 1, . . . , m − 1, an easy induction yields
. . .
We then deduce that
where the conclusion comes from Lemma 2.6 with p = 1. This shows that z * ∈ mon P ( m ℓ ∞ ), and hence the conclusion follows by the general properties of sets of monomial convergence (given at the beginning of this section).
Proof of Theorem 2.2-lower inclusion
The proof of Theorem 2.2-(a) is technically more demanding and needs further lemmas.
Lemma 2.7. Let n ≥ 1, p > 1 and ρ > 0, and take 0 < r i < ρ for i = 1, . . . , n. Then for any sequence (c i ) i∈ m≥p J (m,n) of nonnegative real numbers we have
Proof. We begin by writing
We apply the Cauchy-Schwarz inequality (inside) to get:
We conclude by applying Hölder's inequality with the couple of conjugate exponents 2p p+1 , 2p p−1 . The strategy now will be to bound each factor in the preceding lemma. The first factor will be controlled by the condition given in Theorem 2.2. Lemma 2.8. Fix p > 1, 0 < α < ρ, and let (r n ) n∈N be a nonincreasing sequence of nonnegative real numbers satisfying, for all n ≥ 1,
Then the sequence
Proof. It is enough to prove that
is finite. We first consider the last sum. Because (r n ) n is nonincreasing, it is plain that, for any n ≥ 1, r n ≤ α log(n + 1)/ n. We will use that there is a constant A p ≥ 1 such for all a ∈ N we have
This implies
where the constant in the last inequality only depends on α and p. Furthermore,
Let ε > 0 be such that α 2 (1 + ε) < ρ 2 . Since (r n ) n goes to zero, there exists some
for any j 1 ≥ 1 (use again that lim x→0 −log(1−x) x = 1). This yields
The last sum is convergent and this completes the proof. We write for simplicity r n for z * n , and we are going to show that r ∈ mon H ∞ (B ℓ ∞ ) (see the preliminaries). Choose A < α < ρ < 1. Moreover, we know that changing a finite number of terms does not change the property r ∈ mon H ∞ (B ℓ ∞ ) (see again [13, Lemma 2] ), hence we may assume that for all n ≥ 1
Now we choose p > 1 and κ > 1 such that κρ 1 + 1 p < 1, and consider for each fixed f ∈ H ∞ (B ℓ ∞ ) and for each n the decomposition
we deduce from Theorem 2.1 (here in fact only the weaker version from (19) is needed) that the first summand is bounded by a constant independent of n. Moreover, by Lemmas 2.7 and 2.8, the second summand can be majorized as follows:
We then apply Minkowki's inequality and Lemma 2.6. Using the Taylor series expansion f = m≥0 P m we get
This yields the conclusion, since by the Cauchy inequalities we have that P m ≤ f .
Dismissing candidates
A natural question seems to be whether or not there is a sequence space X (i.e., a vector space X of complex sequences) such that X ∩B ℓ ∞ = mon H ∞ (B ℓ ∞ ). The first natural candidate to do that job was ℓ 2 (see again (16) , (19) , and (20)). But, as we already have seen in (12), the sequence (p −1/2 n ) n belongs to mon H ∞ (B ℓ ∞ ) although it is not in ℓ 2 . The three other natural candidates are the spaces ℓ 2,0 , ℓ 2,∞ and ℓ 2,log :
Theorem 2.2 shows that neither ℓ 2,0 nor ℓ 2,log are the proper spaces since we have
(recall the definition ofB from (10)). We prove this: Note first c n n∈N ∈B and shows that this inclusion is also strict.
In view of (31) the following interesting problem remains open:
In fact, Theorem 2.2, even proves that there is no sequence space X at all for which mon H ∞ (B ℓ ∞ ) = X ∩ B ℓ ∞ : Indeed, assume that such an X exists. By (31) we have that (
, and therefore by assumption ( 3 2 n −1/2 ) n≥9 ∈ X ∩B ℓ ∞ . But then, again by assumption,
Finally, we compare ℓ 2,∞ ∩B ℓ ∞ with mon H ∞ (B ℓ ∞ ). Again by (31) we see that B ℓ 2,∞ ⊂ mon H ∞ (B ℓ ∞ ) , and moreover that there are sequences in ℓ 2,∞ ∩B ℓ ∞ that do not belong to mon H ∞ (B ℓ ∞ ). But it also can be shown that
the proof is now slightly more complicated: Take a strictly increasing sequence of non-negative integers (n k ) k with n 1 > 1, satisfying that the sequence k+1 n k k is strictly decreasing and
(take for example n k = a k 2 (k+1) for a ∈ N big enough). Now we define
The sequence (r n ) is decreasing to 0. Clearly, n k r 2 n k = k for all k. Thus (r n ) does not belong to ℓ 2,∞ . But for n > n 1 , if n k < n ≤ n k+1 and lim k k+1 log n k = 0 (a condition satisfied by the above example), then
Hence lim sup n→∞ 1 log n n j =1 r 2 j < 1, and therefore (r n ) n ∈ mon H ∞ (B ℓ ∞ ).
Series expansion of H p -functions in infinitely many variables
We draw now our attention to functions on T ∞ , the infinite dimensional polytorus. We recall that m denotes the product of the normalized Lebesgue measure on
if α = (α 1 . . . α n , 0, . . .) for w ∈ T ∞ , and the bracket 〈·, ·〉 refers to the duality between L p (T ∞ ) and L q (T ∞ ) for 1/p + 1/q = 1. With this, for 1 ≤ p ≤ ∞ the Hardy spaces are defined as
We will also consider, for each m, the following closed subspace
. By [8, Section 9] this is the completion of the m-homogeneous trigonometric polynomials (functions on T ∞ that are finite sums of the form |α|=m c α w α ). It is important to note that
this was first observed in by [8, 9. 1 Theorem] (here it also follows from Lemma 2.4 and a density argument). In analogy to (13) and (14) we define for every for 1 ≤ p ≤ ∞ and m ∈ N the following two sets of monomial convergence:
Obviously both sets are increasing in p. In sections 3.1 and 3.2 we will prove that mon
which by Theorem 2.1 and Theorem 2.2 then in particular implies that
But we are going to see in this section that a much more precise description is possible.
The homogeneous case
The homogeneous case can be solved completely.
where z is the norm in the corresponding sequence space (here 1 ≤ C ≤ 2 for 1 ≤ p ≤ 2 and C = 1 for 2 ≤ p < ∞).
Again we prepare the proof with some lemmas of independent interest. We deal with two separate situations: p = ∞ and p = 2 (covering the case for arbitrary 1 ≤ p < ∞). The first case will follow from Theorem 2.1, after showing that H m ∞ (T ∞ ) can be identified with P ( m c 0 ). The basic idea here is, given a polynomial on c 0 , extend it to ℓ ∞ and then restrict it to T ∞ . Let us very briefly recall how m-homogeneous polynomials on a Banach space X can be extended to its bidual (see [16, Section 6] or [15, Proposition 1.53]). First of all, every m-linear mapping A : X ×· · ·× X → C has a unique extension (called the Arens extension) A : X * * × · · · × X * * → C such that for all j = 1, . . . , n, all x k ∈ X and z k ∈ X * * , the mapping that to z ∈ X * * associatesÃ(x 1 , . . . , x j −1 , z, z j +1 , . . . , z m ) is weak * -continuous. Now, given P ∈ P ( m X ), we take its associated symmetric m-linear form A and define its Aron-Berner extensionP ∈ P ( m X * * ) byP (z) =Ã(z, . . . , z). By [9, Theorem 3] we have
Hence, the operator
is a linear isometry.
Lemma 3.2. The mapping
is a surjective isometry.
Proof. Let us note first that, by the very definition of the Aron-Berner extension, for each α ∈ N To deal with the case 1 ≤ p < ∞ we need the following lemma.
Finally, we are ready to give the Proof of Theorem 3.1. The case p = ∞ follows from Theorem 2.1 and Lemma 3.2.
Assume that 1 ≤ p < ∞, and observe that by (33) it suffices to handle the case p = 2. If z ∈ ℓ 2 and f ∈ H m 2 (T ∞ ), then we apply the Cauchy-Schwarz inequality and the binomial formula to get
We fix y ∈ ℓ 2 , and define for each N the function
, and as a consequence we have
This holds for every N , hence ∞ n=1 |f (n)z n | ≤ c z y 2 and, since this holds for every y ∈ ℓ 2 , we obtain z ∈ ℓ 2 . This gives
Finally, (36) follows immediately from Theorem 2.1 and Lemma 3.2 for the case p = ∞. Moreover, (38) gives (36) for 2 ≤ p < ∞ with C = 1, and (38) combined with Lemma 2.4 (s = 2 and r = 1) give the inequality with C ≤ 2 whenever 1 ≤ p < 2.
The general case
We address now our main goal of describing mon H p (T ∞ ). There are three significant cases: p = 1, p = 2, and p = ∞. The description of mon H p (T ∞ ) for 1 ≤ p < ∞ will follow from the cases p = 1 and p = 2, showing that these two coincide.
Again we prepare the proof (which will be given after Lemma 3.7) by some independently interesting observations. Part (a) is an immediate consequence of Theorem 2.2 and the fact that
which we already mentioned without proof in (34): For the second equality see (15) whereas the proof of mon
is a consequence of the following theorem due to Cole and Gamelin [8, 11. 2 Theorem] (see also [18, Lemma 2.3] ). For the sake of completeness we include an elementary direct proof; the statement about the inverse mapping seems to be new. Proof. First of all, let us note that in the finite dimensional setting the result is true: It is a well known fact (see e.g. [27, 3.4 .4 exercise (c)]) that for each n there exists an isometric bijection φ n :
and every α ∈ N n 0 . Take now f ∈ H ∞ (T ∞ ) and fix n ∈ N; since we can consider T ∞ = T n ×T ∞ , we write w = (w 1 , . . . , w n ,w n ) ∈ T ∞ . Then we define f n : T n → C by
By the Fubini theorem f n is well defined a.e. and
hence f n ∈ L ∞ (T n ). Moreover, for α ∈ Z n we have, again by Fubinî
Thusf n (α) =f (α) = 0 for every α ∈ Z n \N n 0 and f n ∈ H ∞ (T n ). Obviously f n ∞ ≤ f ∞ since the measure is a probability. We take
for every z ∈ D n . Since this holds for every n we can define g :
there exists a unique extensiong ∈ H ∞ (B c 0 ) with c α (g ) =f (α) and Let us see that it is also surjective and moreover an isometry. Fix g ∈ H ∞ (B c 0 ) and consider g n its restriction to the first n variables. Clearly g n ∈ H ∞ (D n ) and g n ∞ ≤ g ∞ . Using again [27, 3.4.4 
exercise (c)] we can choose
is contained in the closed ball in L ∞ (T ∞ ) centered at 0 and with radius g ∞ . Since this ball is w * -compact and metrizable, there is a subsequence (
0 and this implies f ∈ H ∞ (T ∞ ). Let us see that φ( f ) = g , which shows that φ is onto; indeed, if α = (α 1 , . . . , α n 0 , 0, . . .) then for n k ≥ n 0 we have
0 . Furthermore, since f ∞ ≤ g ∞ = φ( f ) ∞ we also get that φ is an isometry. Let us fix P ∈ P ( m c 0 ) and show that φ −1 (P )(w) = P (w) for every w ∈ T ∞ . We choose (J k ) k a sequence of finite families of multiindexes included in {α : α ∈ N (N) 0 : |α| = m} and such that the sequence P k = α∈J k c α,k x α converges uniformly to P on the unit ball of c 0 . Since each J k is finite, we have
for every w ∈ T ∞ . The linearity of the AB operator and (37) give that P −P k = P − P k = φ −1 (P ) − φ −1 (P k ) converges to 0 and complete the proof. Observe that this argument actually works to prove that φ −1 (g )(w) =g (w) for every w ∈ T ∞ and every function g in the completion of the space of all polynomials on c 0 .
We handle now the case p = 2 of part (b) of Theorem 3.4 where slightly more can be said (for the proof of Theorem 3.4 this will not be needed). Here, since H 2 (T ∞ ) is a Hilbert space with the orthonormal basis {w α } α , we have f 2 = α |f (α)| 2 1/2 which simplifies the problem a lot. Proposition 3.6. We have
and for each z ∈ ℓ 2 ∩ ℓ ∞ and f ∈ H 2 (T ∞ ),
Moreover, the constant
Proof. The fact that ℓ 2 ∩B ℓ ∞ ⊂ mon H 2 (T ∞ ) follows by using the Cauchy-Schwarz inequality in a similar way as in (38):
On the other hand, since
and Theorem 3.1 gives the conclusion. To see that the constant in the inequality is optimal, let us fix z in mon H 2 (T ∞ ) and take c > 0 such that
For each n ∈ N we consider the function f n (w) = α∈N n 0 z α w α that clearly satisfies f z ∈ H 2 (T ∞ ) andf z (α) = z α for every α ∈ N n 0 (and 0 otherwise). Hence
This gives
1/2 and the proof is completed.
In order to extend this result to the general case 1 ≤ p < ∞ we need another important lemma -an H p -version of [6, Satz VI] (see also [13, Lemma 2] ).
Let r < 1/ 2 and choose f ∈ H 1 (T ∞ ) and z ∈ r B ℓ 2 ∩ B ℓ ∞ . Then z = r y for some y ∈ B ℓ 2 . By [8, 9.2 Theorem] there exists a projection P m :
g ∈ H 1 (T ∞ ). We write f m = P m ( f ) and we havef m (α) =f (α) if |α| = m and 0 otherwise. Then
where in the first inequality we used that y ∈ ℓ 2 and (36), and in the second one that the projection is a contraction. Take now some z ∈ ℓ 2 ∩ B ℓ ∞ . Then
|z n | 2 1/2 < r for some n 0 , and we define
As explained x ∈ mon H 1 (T ∞ ), and hence Lemma 3.7 implies as desired z ∈ mon H 1 (T ∞ ). 
Remark 3.8. Denote by P fin the space of all trigonometric polynomials on C N (all finite sums α∈J c α z α ). For each z ∈ ℓ ∞ the evaluation mapping
is clearly well defined. One of the main problems considered in [8] is to determine for which z's the evaluation mapping δ z extends continuously to the whole space H p (T ∞ ), 1 ≤ p < ∞. This can be reformulated as to describe the following set
Since for each f ∈ P fin and every α we havef (α) = c α , the previous set can be written as
In [8, 8. 
In view of (42) we have that mon H p (T ∞ ) is contained in the set in (40). Then the upper inclusion in Theorem 3.4-(b) follows from [8, 8.1 Theorem] . The proof we presented here is independent from that in [8] . But the lower inclusion in Theorem 3.4-(b) is stronger than the result in [8] .
Representation of Hardy spaces
We have seen in Proposition 3.5 how, like in the finitely dimensional case, the Hardy space H ∞ (T ∞ ) can be represented as a space of holomorphic functions on c 0 . In [8, 10. 1 Theorem] it is proved that every element of H p (T ∞ ) can be represented by an holomorphic function of bounded type on B ℓ ∞ ∩ ℓ 2 . A characterization of the holomorphic functions coming from elements of H p (T ∞ ) can be given for 1 ≤ p < ∞, in terms of the following Banach space
of all holomorphic functions g : B ℓ ∞ ∩ ℓ 2 → C (here B ℓ ∞ ∩ ℓ 2 is considered as a complete Reinhardt domain in ℓ 2 ) for which
Theorem 3.9. For each 1 ≤ p < ∞ the mapping
is an onto isometry.
Historically all results on sets of monomial convergence (at least those of (8), (16) , (17) , and (19)) 
Bohr's so called absolute convergence problem from [6] asked for the largest possible width of the strip in C on which a Dirichlet series may converge uniformly but not absolutely. In other terms, Bohr defined the number
where the supremum is taken over all possible Dirichlet series D, and asked for its precise value. Using the prime number theorem Bohr in [6] proved that S = 1 M , and concluded from (16) that S ≤ 1/2 (for the definition of M see again (18) ). Shortly after that Toeplitz with his result from (8) got 1/4 ≤ S ≤ 1/2. Although the general theory of Dirichlet series during the first decades of the last century was one of the most fashionable topics in analysis (with Bohr's absolute convergence problem very much in its focus), the question whether or not S = 1/2 remained open for a long period. Finally, Bohnenblust and Hille [5] in 1931 in a rather ingenious fashion answered the problem in the positive. They proved (19) , and got as a consequence what we now call the Bohr-Bohnenblust-Hille theorem:
Equivalently we see by (45) that
i.e., for each ε > 0 and each series n a n n −s ∈ H ∞ we have n |a n |n − 1 2 −ε < ∞ , and moreover 1 2 here can not be improved. A non trivial consequence of (2) is that this supremum is attained.
One of the crucial ideas in the Bohnenblust-Hille approach is that they graduate Bohr's problem: They (at least implicitly) observed that S m = 1 M m , where
the supremum now taken over all m-homogeneous Dirichlet series (recall the definition of M m in (18)). This allows to deduce from (19) the lower bound
and hence since S m ≤ S in the limit case as desired 
Main results
We finally introduce our concept of ℓ 1 [3] and [26] ). Let E be a set of Dirichlet series (in our setting we typically have E = H p or H m p ). A sequence (b n ) of complex numbers is said to be an ℓ 1 -multiplier for E whenever ∞ n=1 |a n b n | < ∞ for all n a n n −s ∈ E . Recall that a sequence (b n ) of complex numbers is said to be multiplicative (or completely multiplicative) whenever b nm = b n b m for all n, m.
The Bohr mapping (4) links the concept of multiplicative ℓ 1 -multipliers with our previous concept of sets of monomial convergence. We now give an almost complete characterization of multiplicative ℓ 1 -multipliers of H p -Dirichlet series. The following theorem can be considered as the highlight of this article since it in a very condensed way contains almost all the • Let now 1 ≤ p < ∞. It is known that each H p -Dirichlet series D has an absolut convergence abscissa σ a (D) ≤ 1/2, and that this estimate is optimal:
This is an H p -analog of (47) (or equivalently (48)) which can be found (implicitly) in [3] and (explicitly) in [2, Theorem 1.1]. After the following reformulation in terms of ℓ 1 -multipliers for H p :
inf σ (1/n σ ) is an ℓ 1 − multiplier for
we obtain (52) as an immediate consequence of Theorem 4.2-(bi). Note that here in contrast with (51) the infimum in (53) is not attained since (p −1/2 k ) k ∉ ℓ 2 (see also [2] where this was observed for the first time).
• Similarly we obtain sup D∈H 2m as a consequence of Theorem 4.2-(aii), and observe that here the infimum corresponding to (53) is attained (see also (24) ).
