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запаздыванием, чем при непрерывных каналах
без памяти. Это Свойство объясняется тем, что
при интерполяционном приеме в момент вре-
мени tm воспроизводятся прошлые значения xτ
процесса xσ, которые не входят в текущие дис-
кретные η(tm) и текущие непрерывные наблю-
дения ztm при непрерывном канале без памяти,
и входят в текущие непрерывные наблюдения
ztm при непрерывных наблюдениях с запаздыва-
нием. Таким образом, имеет место пересчет ве-
личин ∆011(τ,tm–0) и ∆
~ 0
11(τ,tm–0) в ∆011(τ,tm) и
∆~ 011(τ,tm) (см. (15) для ∆011(τ,tm) и ∆
~ 0
11(τ,tm)) с раз-
личными коэффициентами, а более высокую
эффективность непрерывных каналов с запаз-
дыванием обеспечивают указанные свойства.
Отсутствие непрерывной передачи соответству-
ет случаю δc=0. Так как limρ(t*)=ρ~(t*) при δc↓0,
тогда из (13), (19), (20) для случая отсутствия
непрерывных каналов δc=0 имеют место свой-
ства εi(tm;t*)=ε~i(tm;t*) и D∆Iτtm(t*)=∆I
~
τ
tm(t*), физиче-
ский смысл этих свойств очевиден.
Работа выполнена при поддержке ФЦП «Научные и науч-
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1. Постановка задачи
На вероятностном пространстве (Ω,F,F=(Ft)t≥0,P)
ненаблюдаемый n-мерный процесс xt (полезный
сигнал) и наблюдаемый l-мерный процесс zt непре-
рывным временем определяются стохастическими
дифференциальными уравнениями
(1)
(2)
а наблюдаемый q-мерный процесс η(tm) с дискрет-
ным временем имеет вид
(3)
где 0<τN<…<τ1<tm≤t. Параметр θ является иденти-
фикатором типа гипотезы и может принимать зна-
чения из множества Ωθ={θ0,θ1,…θr} с априорными
вероятностями p0(θj)=P{θ=θj}, j=0;r

. Предполагает-
ся: 1) процессы wt и vt являются стандартными ви-
неровскими процессами размеров r1 и r2 и при всех
θ∈Ωθ коэффициенты уравнений (1), (2) удовлетво-
ряют условиям [1], а θ∈Ωθ неперывна по всем аргу-
ментам; 2) ξ(tm) – стандартная белая гауссовская
последовательность размера r3 с M{ξ(tm)|θ=θj}=O и
M{ξ(tm)ξT(tm)|θ=θj}=Iδmk; 3) x0, wt, vt, ξ(tm), θ статисти-
чески независимы; 4) f(⋅), Ф(⋅), h(⋅), Ф2(⋅), g(⋅), Ф3(⋅)
являются неупреждающими функционалами от реа-
лизаций соответственно z=z0
t и z=z0
tm; 5) Q(⋅)=Ф1T(⋅)>0,
R(⋅)=Ф2(⋅)Ф2T(⋅)>0, V(⋅)=Ф3(⋅)Ф3T(⋅)>0 при всех
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θ∈Ωθ; 6) заданы начальные плотности
p0(x|θj)=∂P{x0≤x|θ=θj}/∂x, j=0;r

.
Задача: по совокупности реализаций
z0
t={z(σ):0≤σ≤t} и η0m={η(t0),η(t1),…,η(tm)} найти от-
ношения правдоподобия Λt(θj:θα) в задаче распоз-
навания гипотез Hj{θ=θj} и Hj{θ=θj}, j=0;r

, α=0;r.
2. Основные результаты
Метод нахождения Λt(θj:θα) основан на форму-
ле [2]
(4)
которая связывает отношение правдоподобия и от-
ношение апостериорных вероятностей гипотез
(5)
где
(6)
Теорема 1.
Апостериорные вероятности (6) гипотез
Hj{θ=θj} на интервалах tm≤t<tm+1 определяются ура-
внениями
(7)
с начальными условиями
(8)
где
(9)
(10)
(11)
(12)
а ptm–0(θj)=limpt(θj) при t↑tm.
Доказательство:
на интервалах tm≤t<tm+1 справедливо уравнение
(13)
где Lt,x[⋅] – прямой оператор Колмогорова, соответ-
ствующий процессу xt при θ=θj [3]. Так как
(14)
где
(15)
то интегрирование (13) по {x,x~N} с учетом (14) дает
(7). По формуле Байеса
(16)
где ptm–0(x;x
~
N;θj)=limpt(x;x~N;θj) при t↑tm. Из (3) с уче-
том Предположений 2), 3) следует
(17)
Использование (17) в (16) с учетом (11), (12) дает
(18)
Интегрирование (18) по {x,x~N} с учетом (10), (14)
дает (8).
Следствие 1.
Для pt(θj) справедлива формула
(19)
Доказательство:
Пусть p~t(θj)=ln{pt(θj)}. Дифференцирование
по формуле Ито с учетом (7) дает для tm≤t<tm+1
(20)
Из (8) следует
(21)
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Так как pt(θj)=exp{p~t(θj)}, то (19) для t≥τ1 следует
из (20), (21).
Теорема 2.
Отношение правдоподобия Λt(θj:θα) в задаче
распознавания гипотез Hj={θ=θj} и Hj={θ=θj},
j=0;r

, α=0;r на интервалах tm≤t<tm+1 определяется
уравнением
(22)
с начальным условием
(23)
где Λtm–0(θj:θα)=limΛt(θj:θα) при t↑tm.
Доказательство:
Дифференцирование (5) по формуле Ито с уче-
том (7) дает уравнение
(24)
Использование (4) в (24) приводит к (22). Ис-
пользование (8) в (5) с последующим использова-
нием (4) дает (23).
Следствие 2.
Для Λt(θj:θα) справедлива формула
(25)
Доказательство:
Представим уравнение (22) в виде
(26)
Пусть
(27)
Дифференцирование (27) по формуле Ито
с учетом (26) дает для tm≤t<tm+1
(28)
Из (23) следует
(29)
Так как Λt(θj:θα)=exp{Λt(θj:θα)}, то (25) для t≥τ1
следует из (28), (29).
Заключение
Из Теорем 1, 2 следует, что эффективное вычи-
сление pt(θj) и Λt(θj:θα) реализуется при возможно-
сти эффективного вычисления 

h(t,z

|θj)

и
C(η(tm),z|θj), которые согласно (9), (10), (15) опре-
деляются формулами
где условные апостериорные плотности pt(x;x~N|θj)
на интервалах tm≤t<tm+1 определяются уравнениями
(30)
с начальными условиями
(31)
Уравнение (30) следует в результате дифферен-
цирования по формуле Ито соотношения
(32)
С учетом (15) и (13), а (31) следует из (8), (20), (32).
Работа выполнена при поддержке ФЦП «Научные и науч-
но-педагогические кадры инновационной России» на
2009–2013 гг., проект № 14.B37.21.0861.
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