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STRENGTHENING OF THE ASSMUS–MATTSON
THEOREM FOR SOME DUAL CODES
TSUYOSHI MIEZAKI* AND HIROYUKI NAKASORA
Abstract. We previously proposed the first nontrivial examples of a
code having support t-designs for all weights obtained from the Assmus–
Mattson theorem and having support t′-designs for some weights with
some t′ > t. This suggests the possibility of generalizing the Assmus–
Mattson theorem, which is very important in design and coding theory.
In the present paper, we generalize this example as a strengthening of
the Assmus–Mattson theorem along this direction. As a corollary, we
provide a new characterization of the extended Golay code G24.
1. Introduction
Let Dw be the support design of a binary code C for weight w. If Dw is
a t-design (t > 0) obtained from the Assmus–Mattson theorem, C is said to
be applicable to the Assmus–Mattson theorem. Let
δ(C) := max{t ∈ N | ∀w,Dw is a t-design},
s(C) := max{t ∈ N | ∃w s.t. Dw is a t-design}.
If C is applicable to the Assmus–Mattson theorem, δ(C) ≥ t. We note
δ(C) ≤ s(C). In our previous paper [17], we considered the possible occur-
rence of δ(C) < s(C). If C is an extremal Type II code, there is no known
example of δ(C) < s(C). In [18], we found the first nontrivial example of
a code having support t-designs for all weights obtained from the Assmus–
Mattson theorem and having support t′-designs for some weights with some
t′ > t. This suggests a possibility to generalize the Assmus–Mattson theo-
rem. Herein, we strengthen the Assmus–Mattson theorem along this direc-
tion.
One of the motivations for this research is that the Assmus–Mattson the-
orem is one of the most important theorems in design and coding theory.
Assmus–Mattson-type theorems in the theory of lattices and vertex operator
algebra are known as the Venkov theorem and the Ho¨hn theorem [19, 12].
For example, E8-lattice and moonshine vertex operator algebra V
♮ provide
spherical 7-designs for all (E8)2m and conformal 11-designs for all (V
♮)m,
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m > 0. It is interesting to note that the (E8)2m and (V
♮)m+1 are a spherical
8-design and a conformal 11-design if and only if τ(m) = 0, where
q
∞∏
m=1
(1− qm)24 =
∞∑
m=0
τ(m)qm,
and D.H. Lehmer conjectured in [14] that
τ(m) 6= 0
for all m [15, 19, 20]. Therefore, it is interesting to determine the lattice
L (resp. vertex operator algebra V ) such that Lm (resp. Vm) are spherical
(resp. conformal) t-designs for all m by the Venkov theorem (resp. Ho¨hn
theorem) and L′m (resp. V
′
m) are spherical (resp. conformal) t
′-designs for
some m′ with some t′ > t. This work is inspired by these facts. For related
results, see [4, 5, 6, 7, 13, 16, 17].
Here, we explain our main results. Let C be a binary [n, k, d] code and
1n ∈ C. Let C⊥ be a binary [n, n − k, d⊥] dual code of C, and let us set
Cu := {c ∈ C | wt(c) = u}. Note that d⊥ is even since 1n ∈ C. We always
assume that there exists t ∈ N that satisfies the following condition:
d⊥ − t = ♯{u | Cu 6= ∅, 0 < u ≤ n− t}.(1.1)
This is a condition of the Assmus–Mattson theorem (see Theorem 2.1).
Let Du and D
⊥
w be the support designs of C and C
⊥ for weights u and
w, respectively. Then, by (1.1) and Theorem 2.1, Du and D
⊥
w are t-designs
for any u and w, respectively. Thus, C is a code that is applicable to the
Assmus–Mattson theorem.
The main results of the present paper are the following theorems. Let
C be applicable to the Assmus–Mattson theorem. Then, we impose some
restrictions for d⊥ and t.
Theorem 1.1. (1) If C is applicable to the Assmus–Mattson theorem
with d⊥ − t = 1, then (d⊥, t) = (2, 1) or (4, 3).
Moreover, we have δ(C) = s(C) = δ(C⊥) = s(C⊥) = 1 or 3.
(2) If C is applicable to the Assmus–Mattson theorem with d⊥ − t = 3,
then (d⊥, t) = (4, 1), (6, 3), or (8, 5).
By Theorem 1.1, if C is applicable to the Assmus–Mattson theorem with
d⊥−t = 1, then δ(C) = s(C) = δ(C⊥) = s(C⊥). For cases where d⊥−t = 3,
the following theorem gives a criterion for n and d such that δ(C⊥) < s(C⊥)
occurs.
Theorem 1.2. Let C be applicable to the Assmus–Mattson theorem with
(d⊥, t) = (4, 1) or (6, 3). If the equation(
w∑
i=0
(−1)w−i
(
d− (t+ 1)
w − i
)(
n− 2d
2i
))
+ (−1)w+1
(
n/2− (t+ 1)
w
)
= 0
is satisfied, then D⊥2w+t+1 is a (t+ 1)-design.
STRENGTHENING OF THE ASSMUS–MATTSON THEOREM 3
This theorem provides a strengthening of the Assmus–Mattson theorem
for some particular cases. In Section 4, we discuss the parameters n and
d that satisfy the condition in the theorem 1.2. In particular, we show the
following corollary:
Corollary 1.3. Let C be applicable to the Assmus–Mattson theorem with
(d⊥, t) = (4, 1). For n ≤ 10000, in Table B, we give the parameters n and d
such that δ(C) < s(C) occurs.
Let C be applicable to the Assmus–Mattson theorem with (d⊥, t) = (8, 5).
Then there is no possibility of δ(C⊥) < s(C⊥). In fact, C must be the
extended Golay code G24.
Theorem 1.4. Let C be applicable to the Assmus–Mattson theorem with
(d⊥, t) = (8, 5). Then C is the extended Golay code G24.
It is interesting to note that this theorem provides a new characterization
of the extended Golay code G24.
This paper is organized as follows. In Section 2, we give background
material and terminology. We review the concept of harmonic weight enu-
merators and some theorems of designs, which are used in the proof of the
main results. In Section 3, we give the proof of theorem 1.1. We prove
theorems 1.2 and 1.4 in Section 4. Finally, in Section 5, we conclude with
some remarks.
All computer calculations in this paper were done with the help of Math-
ematica [21].
2. Preliminaries
2.1. Background material and terminology. Let Fq be the finite field
of q elements. A binary linear code C of length n is a subspace of Fn2 . An
inner product (x, y) on Fn2 is given by
(x, y) =
n∑
i=1
xiyi,
where x, y ∈ Fn2 with x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn). The
duality of a linear code C is defined as follows:
C⊥ = {y ∈ Fn2 | (x, y) = 0 for all x ∈ C}.
A linear code C is self-dual if C = C⊥. For x ∈ Fn2 , the weight wt(x) is
the number of its nonzero components. The minimum distance of code C
is min{wt(x) | x ∈ C, x 6= 0}. A linear code of length n, dimension k, and
minimum distance d is called an [n, k, d] code (or [n, k] code) and the dual
code is called an [n, n− k, d⊥] code.
A t-(v, k, λ) design (or t-design for short) is a pair D = (X,B), where X
is a set of points of cardinality v, and B is a collection of k-element subsets
of X called blocks, with the property that any t points are contained in
precisely λ blocks.
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The support of a nonzero vector x := (x1, . . . , xn), xi ∈ F2 = {0, 1} is
the set of indices of its nonzero coordinates: supp(x) = {i | xi 6= 0}. The
support design of a code of length n for a given nonzero weight w is the
design with points n of coordinate indices and blocks the supports of all
codewords of weight w.
The following theorem is from Assmus and Mattson [2]. It is one of the
most important theorems in coding theory and design theory:
Theorem 2.1 ([2]). Let C be a binary [n, k, d] linear code and C⊥ be the
[n, n − k, d⊥] dual code. Suppose that for some integer t, 0 < t < d⊥, there
are at most d⊥ − t nonzero weights u in C such that u ≤ n− t. Then:
(1) the support design for any weight u, d ≤ u ≤ n−t in C is a t-design;
(2) the support design for any weight w, d⊥ ≤ w ≤ n in C⊥ is a t-design.
2.2. The harmonic weight enumerators. In this section, we review the
concept of harmonic weight enumerators.
Let C be a code of length n. The weight distribution of code C is the
sequence {Ai | i = 0, 1, . . . , n}, where Ai is the number of codewords of
weight i. The polynomial
WC(x, y) =
n∑
i=0
Aix
n−iyi
is called the weight enumerator of C. The weight enumerator of code C and
its dual C⊥ are related. The following theorem, proposed by MacWilliams,
is called the MacWilliams identity:
Theorem 2.2 ([9]). Let WC(x, y) be the weight enumerator of an [n, k] code
C over Fq and let WC⊥(x, y) be the weight enumerator of the dual code C
⊥.
Then
WC⊥(x, y) = q
−kWC(x+ (q − 1)y, x− y).
A striking generalization of the MacWilliams identity was given by Bachoc
[3], who proposed the concept of harmonic weight enumerators and a gen-
eralization of the MacWilliams identity. The harmonic weight enumerators
have many applications; in particular, the relations between coding theory
and design theory are reinterpreted and progressed by the harmonic weight
enumerators [3, 4]. For the reader’s convenience, we quote the definitions
and properties of discrete harmonic functions from [3, 11].
Let Ω = {1, 2, . . . , n} be a finite set (which will be the set of coordinates
of the code) and let X be the set of its subsets, while for all k = 0, 1, . . . , n,
Xk is the set of its k-subsets. We denote by RX, RXk the free real vector
spaces spanned by, respectively, the elements of X, Xk. An element of RXk
is denoted by
f =
∑
z∈Xk
f(z)z
and is identified with the real-valued function on Xk given by z 7→ f(z).
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Such an element f ∈ RXk can be extended to an element f˜ ∈ RX by
setting, for all u ∈ X,
f˜(u) =
∑
z∈Xk,z⊂u
f(z).
If an element g ∈ RX is equal to some f˜ , for f ∈ RXk, we say that g has
degree k. The differentiation γ is the operator defined by linearity from
γ(z) =
∑
y∈Xk−1,y⊂z
y
for all z ∈ Xk and for all k = 0, 1, . . . n, and Harmk is the kernel of γ:
Harmk = ker(γ|RXk).
Theorem 2.3 ([11, Theorem 7]). A set B ⊂ Xm, where m ≤ n of blocks is
a t-design if and only if
∑
b∈B f˜(b) = 0 for all f ∈ Harmk, 1 ≤ k ≤ t.
In [3], the harmonic weight enumerator associated with a binary linear
code C was defined as follows:
Definition 2.4. Let C be a binary code of length n and let f ∈ Harmk.
The harmonic weight enumerator associated with C and f is
WC,f(x, y) =
∑
c∈C
f˜(c)xn−wt(c)ywt(c).
Bachoc proved the following MacWilliams-type equality:
Theorem 2.5 ([3]). Let WC,f (x, y) be the harmonic weight enumerator as-
sociated with the code C and the harmonic function f of degree k. Then
WC,f (x, y) = (xy)
kZC,f (x, y)
where ZC,f is a homogeneous polynomial of degree n− 2k, and satisfies
ZC⊥,f (x, y) = (−1)k
2n/2
|C| ZC,f
(
x+ y√
2
,
x− y√
2
)
.
2.3. Some theorems of designs. Herein, we give some theorems that will
be used in the proof of the main theorems.
Let D = (X,B) be a t-(v, k, λ) design. The derived design Dp of D with
respect to the point p ∈ X has point set X \ {p} and block set {B \ {p} |
B ∈ B, p ∈ B}. It is a (t − 1)-(v − 1, k − 1, λ) design. The complementary
design of D is D = (X,B), where B = {X \ B | B ∈ B}. If D = D, D
is called a self-complementary design. Let Dn/2 be the support t-design
of the middle weight of a code of length n. It is easily seen that Dn/2 is
self-complementary.
Alltop [1] proved the following theorem.
Theorem 2.6 ([1]). If D is a t-design with an even integer t and is self-
complementary, then D is also a (t+ 1)-design.
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The block intersection numbers of D are the numbers of points contained
in any two blocks of D. The following theorem is obtained by known re-
sults, for example, see [10, Theorem 1.15, Theorem 1.52, Theorem 1.54,
Proposition 5.7].
Theorem 2.7. Let S be the block intersection numbers of D.
(1) If S = 1, then t ≤ 2, with equality if and only if D is a symmetric
design.
(2) If S = 2, then D is a quasi-symmetric design and t ≤ 4, with equality
if and only if D is the unique 4-(23, 7, 1) design.
3. Proof of Theorem 1.1
In this section, we give the proof of Theorem 1.1 (1).
3.1. Proof of Theorem 1.1 (1), Case d⊥ − t = 1. Here, we provide the
proof of Theorem 1.1; therefore, we always assume that d⊥ − t = 1. Then
the weight distribution of C is 0, n/2, n and n is even.
Lemma 3.1. If C is applicable to the Assmus–Mattson theorem, then Dn/2
is a 1 or 3-design.
Proof. We state that Dn/2 is a self-complementary design. By Theorem 2.6,
Dn/2 is a t-design with an odd number t. Let S be the block intersection
numbers of Dn/2. Then we have S = 1 or 2. By Theorem 2.7 (1) and (2),
Dn/2 is a t-design with t ≤ 3. Hence, we have t = 1 or 3. 
Lemma 3.2. If C is applicable to the Assmus–Mattson theorem and Dn/2
is not a (t+ 1)-design, then (D⊥)w is not a (t+ 1)-design for all w.
Proof. The harmonic weight enumerator of f ∈ Harmt+1 is
WC,f = ax
n
2 y
n
2
= (xy)t+1ax
n
2
−(t+1)y
n
2
−(t+1).
where a ∈ R and a 6= 0. Set
ZC,f := x
n
2
−(t+1)y
n
2
−(t+1).
Then by Theorem 2.5,
ZC⊥,f = a
′(x+ y)
n
2
−(t+1)(x− y)n2−(t+1),
where a′ ∈ R and a′ 6= 0. Then the coefficient of x2(n2−(t+1)−2i)y2i is not
zero. By Theorem 2.3, (D⊥)w is not a (t+ 1)-design for all w.

By Lemma 3.1 and 3.2, we have Theorem 1.1.
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3.2. Proof of Theorem 1.1 (2), Case d⊥ − t = 3. Herein, we give the
proof of Theorem 1.1 (2), therefore, we always assume that d⊥−t = 3. Then
the weight distribution of C is 0, d, n/2, n − d, n and n is even.
Let
WC(x, y) = x
n + αxn−dyd + βx
n
2 y
n
2 + αxdyn−d + yn
be the weight enumerator of C. Since dimC = k,
(3.1) 2α+ β + 2 = 2k.
First, we show that if d⊥ > 8 then we have the following constraints
Eq.(3.2)–(3.5). By Theorem 2.2,
WC⊥(x, y) =2
−kWC(x+ y, x− y)
=2−k
(
(x+ y)n + α(x+ y)n−d(x− y)d + β(x+ y)n2 (x− y)n2
+ α(x+ y)d(x− y)n−d + (x− y)n)
=2−k
(
(x+ y)n + α(x2 − y2)d(x+ y)n−2d + β(x2 − y2)n2
+ α(x2 − y2)d(x− y)n−2d + (x− y)n).
If the coefficient of xn−2iy2i in WC⊥(x, y) is zero, then we have
2α
(
−d+
(
n− 2d
2
))
− βn
2
+ 2
(
n
2
)
= 0 for i = 1,
(3.2)
2α
((
d
2
)
− d
(
n− 2d
2
)
+
(
n− 2d
4
))
+ β
(
n/2
2
)
+ 2
(
n
4
)
= 0 for i = 2,
(3.3)
2α
(
−
(
d
3
)
+
(
d
2
)(
n− 2d
2
)
− d
(
n− 2d
4
)
+
(
n− 2d
6
))(3.4)
− β
(
n/2
3
)
+ 2
(
n
6
)
= 0 for i = 3,
2α
((
d
4
)
−
(
d
3
)(
n− 2d
2
)
+
(
d
2
)(
n− 2d
4
)
− d
(
n− 2d
6
)
+
(
n− 2d
8
))(3.5)
+ β
(
n/2
4
)
+ 2
(
n
8
)
= 0 for i = 4.
Therefore, if d⊥ > 8 then we have the constraints Eq.(3.2)–(3.5). Using
Eq.(3.1)–(3.5), we show the following restriction on n and d.
Proposition 3.3. If C has d⊥ ≥ 8, then
n2 − (4d + 3)n+ 4d2 + 8 = 0.
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Proof. Assume that C has d⊥ > 8. Using Eq.(3.2) and Eq.(3.3), we delete
their constant terms as follows
(n− 2)(n − 3)
2
Eq.(3.2)− 6Eq.(3.3) = 0⇔ X11α+X12β = 0,
where X11 (resp. X12) is the coefficient of α (resp. β). Similarly, using
Eq.(3.2) and Eq.(3.4), we delete their constant terms as follows
2
(
n
6
)
Eq.(3.2)− n(n− 1)Eq.(3.4) = 0⇔ X21α+X22β = 0,
where X21 (resp. X22) is the coefficient of α (resp. β). We note that the
explicit values of Xij are listed in Section A.
Therefore, if C has d⊥ > 8, then the linear equations systems(
X11 X12
X21 X22
)(
α
β
)
=
(
0
0
)
.
have a nontrivial solution. Hence, we have
det
(
X11 X12
X21 X22
)
= 0.
By a direct computation, we have
d(n− d)(n − 2)(n − 1)n3(n− 2d)2(n2 − (4d+ 3)n+ 4d2 + 8) = 0
Since n 6= 0, 1, 2, d, 2d and d 6= 0, we have
n2 − (4d + 3)n+ 4d2 + 8 = 0.

The following theorem is a crucial part of the proof of Theorem 1.1 (2).
Theorem 3.4. There is no code C with d⊥ > 8.
Proof. Assume that C has d⊥ > 8. Using Eq.(3.4) and Eq.(3.5), we delete
their constant terms as follows(
n
8
)
Eq.(3.4)−
(
n
6
)
Eq.(3.5) = 0⇔ X31α+X32β = 0,
where X31 (resp. X32) is the coefficient of α (resp. β). We note that the
explicit values of Xij are listed in Section A.
If C has d⊥ > 8, then the linear equations systems(
X11 X12
X31 X32
)(
α
β
)
=
(
0
0
)
.
have a nontrivial solution. Hence, we have
det
(
X11 X12
X31 X32
)
= 0.
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By a direct computation, we have
d(n − d)(n − 5)(n− 4)(n − 3)(n − 2)2(n− 1)n3(n− 2d)2
(n4 − (15 + 8d)n3 + 4(25 + 3d(5 + 2d))n2
− 4(60 + d(70 + d(15 + 8d)))n + 8(53 + 35d2 + 2d4)) = 0
Since n 6= 0, 1, 2, 3, 4, 5, d, 2d and d 6= 0, we have
n4 − (15 + 8d)n3 + 4(25 + 3d(5 + 2d))n2
− 4(60 + d(70 + d(15 + 8d)))n + 8(53 + 35d2 + 2d4) = 0.
Since this equation does not have the factor of n2 − (4d+ 3)n+ 4d2 + 8, by
Proposition 3.3, we have d⊥ < 8, a contradiction. 
Now, we provide the proof of Theorem 1.1 (2).
Proof of Theorem 1.1 (2). By Theorem 3.4, we have t = 1, 3, or 5. Hence,
we have (d⊥, t) = (4, 1), (6, 3), or (8, 5). 
4. Proofs of Theorems 1.2, 1.4 and Corollary 1.3
4.1. Constraints on n and d. Let C be applicable to the Assmus–Mattson
theorem. Here, we show the following lemma, which sets constraints on n, k,
and d. This lemma will be used in the proofs of Corollary 1.3 and Theorem
1.4.
Lemma 4.1. (1) If C has d⊥ ≥ 4 and dimC = k (2 ≤ k ≤ n− 1), then
n(2k−1 − n)
(n− 2d)2
is a positive integer for some k.
(2) If C has d⊥ ≥ 6, then
−n2(n− 1)(n− 2)
(n− 2d)2 (n2 − (4d + 3)n + 4d2 + 2)
is a positive integer.
(3) If C has d⊥ ≥ 8, then n is written as n = (m2+8)/3 for some m ∈ Z
and
n2
(
n2 − 3n+ 2)
6(3n − 8) =
(
m2 + 2
) (
m2 + 5
) (
m2 + 8
)2
486m2
and
2
(
n4 − 7n3 + 23n2 − 41n+ 24)
3(3n − 8) ,
are positive integers.
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Proof. (1) By Eq.(3.1) and Eq.(3.2), we have
2α
(
−d+
(
n− 2d
2
))
− (−2α− 2 + 2k)n
2
+ 2
(
n
2
)
= 0
⇔ α (n− 2d+ (n− 2d)(n − 2d− 1)) = n · 2k−1 − n2
⇔ α(n − 2d)2 = n(2k−1 − n)
⇔ α = n(2
k−1 − n)
(n− 2d)2 .
Since α is a positive integer,
n(2k−1 − n)
(n− 2d)2
is a positive integer.
(2) By Eq.(3.2) and Eq.(3.3), we have
α
(
−
(n
2
− 1
)
d+
(n
2
− 1
)(n− 2d
2
)
+ 2
(
d
2
)
− 2d
(
n− 2d
2
)
+ 2
(
n− 2d
4
))
+
(n
2
− 1
)(n
2
)
+ 2
(
n
4
)
= 0.
Since α is a positive integer,
α =
(n
2
− 1
)(n
2
)
+ 2
(
n
4
)
(n
2
− 1
)(
d−
(
n− 2d
2
))
− 2
(
d
2
)
+ 2d
(
n− 2d
2
)
− 2
(
n− 2d
4
)
=
−n2(n− 1)(n − 2)
(n− 2d)2 (n2 − (4d + 3)n+ 4d2 + 2)
is a positive integer.
(3) By Eq.(3.2)–(3.4), we have
α =
n2
(
n2 − 3n+ 2)
6(3n − 8) , β =
2
(
n4 − 7n3 + 23n2 − 41n + 24)
3(3n − 8) , d =
1
2
(
n−√3n− 8) .
Since d is a positive integer, 3n − 8 must be a square number. Therefore,
we have
n =
m2 + 8
3
.
Since α and β are positive integers,
α =
n2
(
n2 − 3n+ 2)
6(3n − 8) =
(
m2 + 2
) (
m2 + 5
) (
m2 + 8
)2
486m2
and
β =
2
(
n4 − 7n3 + 23n2 − 41n + 24)
3(3n − 8)
are positive integers. 
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4.2. Proof of Theorem 1.2. Here, we provide the proof of Theorem 1.2.
Proof. The harmonic weight enumerator of f ∈ Harmt+1 is
WC,f = ax
n−dyd + bx
n
2 y
n
2 + axdyn−d
= (xy)t+1(axn−d−(t+1)yd−(t+1) + bx
n
2
−(t+1)y
n
2
−(t+1) + axd−(t+1)yn−d−(t+1)),
where a, b ∈ R. Set
ZC,f = ax
n−d−(t+1)yd−(t+1) + bx
n
2
−(t+1)y
n
2
−(t+1) + axd−(t+1)yn−d−(t+1).
Then by Theorem 2.5,
ZC⊥,f =a
′(x+ y)n−d−(t+1)(x− y)d−(t+1)
+ b′(x+ y)
n
2
−(t+1)(x− y)n2−(t+1)
+ a′(x+ y)d−(t+1)(x− y)n−d−(t+1).
By d⊥ = 4 or 6, the coefficient of xn−2(t+1) is zero. Hence, we have 2a′+b′ =
0. Then
ZC⊥,f =a
′(x+ y)n−d−(t+1)(x− y)d−(t+1)
− 2a′(x+ y)n2−(t+1)(x− y)n2−(t+1)
+ a′(x+ y)d−(t+1)(x− y)n−d−(t+1)
=a′
(
(x+ y)n−d−(t+1)(x− y)d−(t+1)
− 2(x+ y)n2−(t+1)(x− y)n2−(t+1)
+ (x+ y)d−(t+1)(x− y)n−d−(t+1))
=a′
(
(x2 − y2)d−(t+1)(x+ y)n−2d(4.1)
− 2(x2 − y2)n2−(t+1)
+ (x2 − y2)d−(t+1)(x− y)n−2d).
Let
WC⊥,f = (xy)
t+1ZC⊥,f =
∑
aix
n−iyi.
By (4.1),
a2w+t+1 = (constant)
×
((
w∑
i=0
(−1)w−i
(
d− (t+ 1)
w − i
)(
n− 2d
2i
))
+ (−1)w+1
(
n/2− (t+ 1)
w
))
.
By Theorem 2.3, if the equation(
w∑
i=0
(−1)w−i
(
d− (t+ 1)
w − i
)(
n− 2d
2i
))
+ (−1)w+1
(
n/2− (t+ 1)
w
)
= 0,
D⊥2w+t+1 is a (t+ 1)-design. 
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4.3. Proof of Corollary 1.3. Here, we show the proof of Corollary 1.3.
First, we show the following proposition:
Proposition 4.2. Assume that C has (d⊥, t) = (4, 1), or (6, 3).
(1) (a) In the case (d⊥, t) = (4, 1).
(i) If the equation
n2 − (4d + 6)n + 4d2 + 32 = 0
is satisfied, then D⊥6 and D
⊥
n−6 are 2-designs if n ≡ 0
mod 4, D⊥6 is a 2-design if n ≡ 2 mod 4.
(ii) Let n ≡ 2 (mod 4) and d ≡ 0 (mod 2). If the equation
n2 − (4d+ 2)n + 4d2 + 8 = 0
is satisfied, then D⊥n−4 is a 2-design.
(iii) If the equation
n4 − (8d + 15)n3 + (12d(2d + 5) + 145)n2
− 2(2d(d(8d + 15) + 100) + 285)n + 16 (d4 + 25d2 + 109) = 0
is satisfied, then D⊥8 and D
⊥
n−8 are 2-designs.
(b) In the case (d⊥, t) = (6, 3).
(i) If the equation
n2 − (4d + 6)n + 4d2 + 56 = 0
is satisfied, then D⊥8 and D
⊥
n−8 are 4-designs if n ≡ 0
mod 4, D⊥8 is a 4-design if n ≡ 2 mod 4.
(ii) Let n ≡ 2 (mod 4) and d ≡ 0 (mod 2). If the equation
n2 − (4d + 2)n + 4d2 + 16 = 0
is satisfied, then D⊥n−6 is a 4-design.
(iii) If the equation
n4 − (8d+ 15)n3 + (12d(2d + 5) + 205)n2
− 4d(d(8d + 15) + 160)n − 930n + 16d2 (d2 + 40) + 4744 = 0
is satisfied, then D⊥10 and D
⊥
n−10 are 4-designs.
(2) n− 2d = 6
(a) Assume that C has (d⊥, t) = (4, 1). If
u =
3d− 9±√3d+ 1
4
is a positive number, then D⊥2u+8 is a 2-design.
(b) Assume that C has (d⊥, t) = (6, 3). If
u =
3d− 15±√3d− 5
4
is a positive number, then D⊥2u+10 is a 4-design.
(3) n− 2d = 8
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(a) Assume that C has (d⊥, t) = (4, 1). If d is a square number,
then D⊥
d+4±
√
d
is a 2-design.
(b) Assume that C has (d⊥, t) = (6, 3). If d−2 is a square number,
then D⊥
d+4±√d−2 is a 4-design.
Proof. (1) We give the proof of (a)–(i). The other cases can be proven
similarly. Let
WC⊥,f = (xy)
t+1ZC⊥,f =
∑
aix
n−iyi.
Then
a2w+t+1 = (constant)
×
((
w∑
i=0
(−1)w−i
(
d− (t+ 1)
w − i
)(
n− 2d
2i
))
+ (−1)w+1
(
n/2− (t+ 1)
w
))
.
Let (d⊥, t) = (4, 1). Then we have
a6 = (constant) × (n− 2d)2(n2 − (4d+ 6)n + 4d2 + 32).
Therefore, if n2 − (4d + 6)n + 4d2 + 32 = 0, then by Theorem 2.3,
D⊥6 is a 2-design.
(2) We give the proof of (a). Case (b) can be proven similarly. Let
n− 2d = 6 and t = 1. By (4.1),
ZC⊥,f =a
′((x2 − y2)d−2(x+ y)6 − 2(x2 − y2)d+1 + (x2 − y2)d−2(x− y)6)
=a′(x2 − y2)d−2((x+ y)6 − 2(x2 − y2)3 + (x− y)6)
=a′(x2 − y2)d−2(4y6 + 24x2y4 + 36x4y2)
=4a′
d−2∑
i=0
(
d− 2
i
)
x2d−4−2i(−y2)i(y6 + 6x2y4 + 9x4y2).
The coefficient of x2d−4−2uy2u+6 in ZC⊥,f is equal to
4a′
((
d− 2
u
)
− 6
(
d− 2
u+ 1
)
+ 9
(
d− 2
u+ 2
))
.
Then we have(
d− 2
u
)
− 6
(
d− 2
u+ 1
)
+ 9
(
d− 2
u+ 2
)
= 0
⇔ 16u2 − (24d − 72)u+ 9d2 − 57d+ 80 = 0
⇔ u = 3d− 9±
√
3d+ 1
4
.
Let
WC⊥,f = (xy)
2ZC⊥,f =
∑
aix
n−iyi.
If
u =
3d− 9±√3d+ 1
4
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is a positive number, the coefficient of x2d−4−2uy2u+6 in ZC⊥,f is
zero, then we have a2u+8 = 0. Hence, by Theorem 2.3, D
⊥
2u+8 is a
2-design.
(3) We give the proof of (a). Case (b) can be proven similarly. Let
n− 2d = 8 and t = 1. By (4.1),
ZC⊥,f =a
′((x2 − y2)d−2(x+ y)8 − 2(x2 − y2)d+2 + (x2 − y2)d−2(x− y)8)
=a′(x2 − y2)d−2((x+ y)8 − 2(x2 − y2)4 + (x− y)8)
=a′(x2 − y2)d−2(64x2y6 + 128x4y4 + 64x6y2)
=64a′
d−2∑
i=0
(
d− 2
i
)
x2d−4−2i(−y2)i(x2y6 + 2x4y4 + x6y2).
The coefficient of x2d−4−2vy2v+6 in ZC⊥,f is equal to
64a′
((
d− 2
v
)
− 2
(
d− 2
v + 1
)
+
(
d− 2
v + 2
))
.
Then we have(
d− 2
v
)
− 2
(
d− 2
v + 1
)
+
(
d− 2
v + 2
)
= 0
⇔ 4v2 − (4d− 16)v + d2 − 9d+ 16 = 0
⇔ v = d− 4±
√
d
2
.
If d is a square number,
v =
d− 4±√d
2
is a positive number, hence the coefficient of x2d−4−2vy2v+6 in ZC⊥,f
is zero. Therefore, by Theorem 2.3, D⊥2v+8 is a 2-design.

Now we give the proof of Corollary 1.3.
Proof of Corollary 1.3. Let C be a binary code of length n and minimum
distance d. We assume that d⊥ − t = 3 and 1n ∈ C. Then the weight
distribution of C is 0, d, n/2, n − d, n and n is even.
For the case (d⊥, t) = (4, 1) and n ≤ 10000, we give n, d, and w in Table
B satisfying the conditions in Proposition 4.2 and Lemma 4.1.
This completes the proof of Corollary 1.3. 
4.4. Proof of Theorem 1.4.
Proof of Theorem 1.4. By Lemma 4.1 (3), n is written as n = (m2 + 8)/3
for some m ∈ Z and
α =
(
m2 + 2
) (
m2 + 5
) (
m2 + 8
)2
486m2
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is a positive integer. Therefore,
(
m2 + 2
) (
m2 + 5
) (
m2 + 8
)2
m2
= m6 + 23m4 + 186m2 +
640
m2
+ 608
is also a positive integer. Since 640/m2 is a positive integer, we have m =
1, 2, 4, 8. Then, since n > d⊥ = 8, we have n = 24, and α = 759, β = 2576.
Thus C has d = 8 and |C| = 212. Hence, C is the unique extended Golay
code G24. 
5. Concluding Remarks
Remark 5.1. (1) For the case d⊥ − t = 2 we do not obtain results
analogous to Theorem 1.1 and 1.2. The situation is more complicated
than cases d⊥ − t = 1, 3.
(2) For cases d⊥ − t ≥ 4, it is difficult to investigate the values n, d,w
such that for code C with length n, C is applicable to the Assmus–
Mattson theorem with t and Dw is a (t+1)-design. This is because,
in general, the number of the weight distributions is large.
(3) In [18], we found examples satisfying the condition of Theorem 1.2.
These examples are triply even codes of length 48, which were clas-
sified by Betsumiya–Munemasa [8].
This gives rise to a natural question: are there other examples
satisfying the condition of Theorem 1.2?
(4) For the case (d⊥, t) = (6, 3) and n ≤ 10000, there are no values n, d,
and w satisfying the conditions in Proposition 4.2 and Lemma 4.1.
(5) In Corollary 1.3, for n ≤ 10000, we give the parameters n and d such
that δ(C) < s(C) occurs. We remark that for n ≤ 1000, Table B
gives complete values such that δ(C) < s(C) occurs.
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Appendix A. Values of Xij
X11 = −2d(d− n)
(
(n− 2d)2 − n+ 2) .
X12 = −1
4
(n− 2)n2.
X21 = 8d
2
(
n
6
)
+
1
12
(n − 1)n(
− 24
(
n− 2d
6
)
+ 16d5 − 32d4n+ 24d4 + 24d3n2
− 48d3n+ 60d3 − 8d2n3 + 30d2n2 − 62d2n+ 12d2
+ dn4 − 6dn3 + 17dn2 − 12dn + 8d
)
− 8dn
(
n
6
)
+ 2n2
(
n
6
)
− 2n
(
n
6
)
.
X22 =
1
48
(n− 1)n (n3 − 6n2 + 8n)− n(n
6
)
.
X31 =
1
12
(
− 16d6
(
n
6
)
+ 32d5n
(
n
6
)
− 16d5
(
n
6
)
− 32d5
(
n
8
)
− 24d4n2
(
n
6
)
+ 24d4n
(
n
6
)
− 38d4
(
n
6
)
+ 64d4n
(
n
8
)
− 48d4
(
n
8
)
+ 8d3n3
(
n
6
)
− 8d3n2
(
n
6
)
− 48d3n2
(
n
8
)
+ 16d3n
(
n
6
)
+ 52d3
(
n
6
)
+ 96d3n
(
n
8
)
− 120d3
(
n
8
)
− d2n4
(
n
6
)
− 2d2n3
(
n
6
)
+ 16d2n3
(
n
8
)
+ 13d2n2
(
n
6
)
− 60d2n2
(
n
8
)
− 58d2n
(
n
6
)
+ 6d2
(
n
6
)
+ 124d2n
(
n
8
)
− 24d2
(
n
8
)
+ dn4
(
n
6
)
− 2dn4
(
n
8
)
− 6dn3
(
n
6
)
+ 12dn3
(
n
8
)
+ 19dn2
(
n
6
)
− 34dn2
(
n
8
)
− 14dn
(
n
6
)
+ 12d
(
n
6
)
+ 24dn
(
n
8
)
− 16d
(
n
8
)
+ 48d
(
n
6
)(
n− 2d
6
)
+ 48
(
n
8
)(
n− 2d
6
)
− 48
(
n
6
)(
n− 2d
8
))
.
X32 =
1
192
(
n4(−
(
n
6
)
) + 12n3
(
n
6
)
− 8n3
(
n
8
)
− 44n2
(
n
6
)
+ 48n2
(
n
8
)
+ 48n
(
n
6
)
− 64n
(
n
8
))
.
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Appendix B. Table of (d⊥, t) = (4, 1)
n 16 22 22 38 40 48 54 72 72 80
d 4 6 8 16 16 16 22 26 33 36
w 6, 10 6 18 24 16, 24 6, 42 50 6, 66 48, 58 34, 46
n 86 86 102 118 118 136 136 166 198 208
d 32 40 44 46 56 64 65 74 96 100
w 6 58 98 6 94 60, 76 94, 108 162 156 94, 114
n 246 246 272 296 296 328 328 342 358 358
d 104 112 116 120 144 142 161 158 156 176
w 6 242 6, 266 8, 288 136, 160 6, 322 234, 256 338 6 256
n 400 422 422 454 456 520 566 566 582 646
d 196 186 208 212 202 256 254 280 274 320
w 186, 214 6 328 450 6, 450 246, 276 6 438 578 468
n 656 726 776 808 886 918 968 968 976 1062
d 324 344 385 400 422 456 446 481 484 508
w 310, 346 722 564, 598 384, 424 882 706 6, 962 706, 744 466, 510 1058
n 1072 1126 1160 1238 1254 1296 1360 1416 1462 1478
d 496 560 576 616 602 604 676 662 704 692
w 6, 1066 864 556, 604 906 1250 6, 1290 654, 706 6, 1410 1458 6
n 1478 1576 1606 1672 1672 1686 1808 1808 1926 2056
d 736 784 800 786 833 814 852 900 932 1024
w 1084 760, 816 1228 6, 1666 1228, 1278 1682 6, 1802 874, 934 1922 996, 1060
n 2182 2248 2248 2320 2326 2454 2486 2486 2600 2742
d 1058 1066 1121 1156 1160 1192 1182 1240 1296 1334
w 2178 6, 2242 1656, 1714 1126, 1194 1714 2450 6 1894 1264, 1336 2738
n 2822 2896 2998 3046 3208 3272 3366 3366 3366 3536
d 1408 1444 1496 1484 1600 1633 1612 1642 1680 1764
w 2148 1410, 1486 2214 3042 1564, 1644 2418, 2488 6 3362 2488 1726, 1810
n 3656 3656 3702 3856 3880 3958 4054 4166 4240 4422
d 1754 1825 1808 1852 1936 1976 1982 2080 2116 2164
w 6, 3650 2704, 2778 3698 6, 3850 1896, 1984 3006 4050 3084 2074, 2166 4418
n 4598 4598 4616 4806 4822 4936 5008 5168 5206 5416
d 2216 2296 2304 2354 2408 2465 2500 2496 2552 2704
w 6 3406 2260, 2356 4802 3658 3658, 3744 2454, 2554 6, 5162 5202 2656, 2760
n 5526 5622 5648 5840 5896 5896 6022 6022 6054 6278
d 2760 2758 2732 2916 2854 2945 2916 3008 2972 3042
w 4098 5618 6, 5642 2866, 2974 6, 5890 4374, 4468 6 4468 6050 6
n 6278 6280 6408 6502 6672 6736 6806 6806 6966 7078
d 3136 3136 3201 3194 3236 3364 3302 3400 3424 3536
w 4756 3084, 3196 4756, 4854 6498 6, 6666 3310, 3426 6 5154 6962 5256
n 7208 7216 7446 7496 7496 7638 7696 7942 8072 8200
d 3600 3504 3662 3642 3745 3712 3844 3908 4033 4096
w 3544, 3664 6, 7210 7442 6, 7490 5568, 5674 6 3786, 3910 7938 5998, 6108 4036, 4164
n 8454 8518 8720 8822 8822 8976 8982 9256 9288 9288
d 4162 4256 4356 4296 4408 4372 4424 4624 4526 4641
w 8450 6444 4294, 4426 6 6558 6, 8970 8978 4560, 4696 6, 9282 6906, 7024
n 9446 9526 9766 9766 9808 9928 9928
d 4720 4694 4762 4880 4900 4842 4961
w 7024 9522 6 7384 4834, 4974 6, 9922 7384, 7506
18 TSUYOSHI MIEZAKI* AND HIROYUKI NAKASORA
References
[1] W.O. Alltop, Extending t-designs, J. Combin. Theory Ser. A 18 (1975) 177-186.
[2] E.F. Assmus Jr. and H.F. Mattson Jr., New 5-designs, J. Combin. Theory 6 (1969),
122–151.
[3] C. Bachoc, On harmonic weight enumerators of binary codes, Des. Codes Cryptogr.
18 (1999), no. 1-3, 11–28.
[4] E. Bannai, M. Koike, M. Shinohara and M. Tagami, Spherical designs attached
to extremal lattices and the modulo p property of Fourier coefficients of extremal
modular forms, Mosc. Math. J. 6 (2006), 225–264.
[5] E. Bannai, T. Miezaki, Toy models for D. H. Lehmer’s conjec-
ture. J. Math. Soc. Japan 62 (2010), no. 3, 687–705.
[6] E. Bannai, T. Miezaki, Toy models for D. H. Lehmer’s conjecture II. Quadratic and
higher degree forms, 1–27, Dev. Math., 31, Springer, New York, 2013.
[7] E. Bannai, T. Miezaki and V.A. Yudin, An elementary approach to toy models for
Lehmer’s conjecture. (Russian) Izv. Ross. Akad. Nauk Ser. Mat. 75 (2011), no. 6,
3–16; translation in Izv. Math. 75 (2011), no. 6, 1093–1106.
[8] K. Betsumiya and A. Munemasa, On triply even binary codes, J. London Math.
Soc. 86 (1) (2012), 1–16.
[9] J. Macwilliams, A theorem on the distribution of weights in a systematic code, Bell
System Tech. J. 42 (1963), 79–84.
[10] P.J. Cameron and J.H. van Lint, Designs, graphs, codes and their links, London
Mathematical Society Student Texts, 22. Cambridge University Press, Cambridge,
1991.
[11] P. Delsarte, Hahn polynomials, discrete harmonics, and t-designs, SIAM
J. Appl. Math. 34 (1978), no. 1, 157–166.
[12] G. Ho¨hn, Conformal designs based on vertex operator algebras, Adv. Math., 217-5
(2008), 2301–2335.
[13] N. Horiguchi, T. Miezaki and H. Nakasora, On the support designs of extremal
binary doubly even self-dual codes, Des. Codes Cryptogr., 72 (2014), 529–537.
[14] D.H. Lehmer, The vanishing of Ramanujan’s τ (n), Duke Math. J. 14 (1947), 429–
433.
[15] T. Miezaki, Conformal designs and D.H. Lehmer’s conjecture, J. Algebra 374 (2013),
59–65.
[16] T. Miezaki, A. Munemasa and H. Nakasora, An note on Assmus–Mattson theorems,
submitted.
[17] T. Miezaki and H. Nakasora, An upper bound of the value of t of the support t-
designs of extremal binary doubly even self-dual codes, Des. Codes Cryptogr., 79
(2016), 37–46.
[18] T. Miezaki and H. Nakasora, The support designs of the triply even binary codes of
length 48, J. Combin. Designs, 27 (2019), 673–681.
[19] B.B. Venkov, Even unimodular extremal lattices (Russian), Algebraic geometry
and its applications. Trudy Mat. Inst. Steklov. 165 (1984), 43–48; translation in
Proc. Steklov Inst. Math. 165 (1985) 47–52.
[20] B.B. Venkov, Re´seaux et designs sphe´riques, (French) [Lattices and spherical
designs] Re´seaux euclidiens, designs sphe´riques et formes modulaires, 10–86,
Monogr. Enseign. Math., 37, Enseignement Math., Geneva, 2001.
[21] Wolfram Research, Inc., Mathematica, Version 11.2, Champaign, IL (2017).
STRENGTHENING OF THE ASSMUS–MATTSON THEOREM 19
Faculty of Education, University of the Ryukyus, Okinawa 903–0213, Japan
E-mail address: miezaki@edu.u-ryukyu.ac.jp
Institute for Promotion of Higher Education, Kobe Gakuin University,
Kobe 651–2180, Japan
E-mail address: nakasora@ge.kobegakuin.ac.jp
