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Let m and n be positive integers. We shall show in Sections l-4 that the 
class of rational identities satisfied by division rings of p.i. degree n (i.e., of 
dimension n2 over their centers) is contained in the class of rational identities 
for pi. degree m if and only if m divides n. This contrasts with the case of 
polynomial identities, for which the corresponding condition is m .< n. In 
Section 6 we obtain an explicit example of a rational identity satisfied by division 
rings of p.i. degree 3, but not by those of pi. degree 2. 
Just as inclusions among the classes of polynomial identities associated 
with various p.i. degrees are equivalent to the existence of homomorphisms 
between the corresponding generic matrix rings, the above inclusions of 
classes of rational identities are equivalent to the existence of specializations of 
generic division algebras. We shall, in fact, begin by considering rational 
relations satisfied by families of elements in division algebras, and show that 
inclusions among such classes of relations correspond in general to specialization 
maps among division algebras. 
In the second part of this paper (appearing immediately after this part) 
we shall study the situation arising when one compares rational relations 
holding in X-tuples of elements of a finite number of division algebras D, ,..., 
D, . If we just compared them pairwise, we would get a partial ordering under 
the relation “all relations holding in Di also hold in Dj .” But it turns out 
that when we consider them all together, a richer sort of structure than that 
of partially ordered set develops (see the introduction to that part). Again, 
the case of generic division algebras, i.e., of comparison of rational identities, 
is completely analyzed, and illustrates the general theory. 
The theory of rational relations developed in Sections 1-2, 7-8, and l&11 
of these two papers is essentially self-contained. The sections on rational 
identities make use of the classical theory of rings with polynomial identity, 
and recent results of the author and Lance Small; but these are reviewed for the 
reader. 
In Section 12, related work, notably S. Amitsur’s and P. M. Cohn’s, is 
surveyed. 
* This work was partly supported by an Alfred P. Sloan Fellowship. MOS Classi- 
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1. RATIONAL EXPRESSIONS AND RATIONAL RELATIONS 
All rings will be associative with 1. We shall use the terms “division ring,” 
“skew field,” and “sfield,” interchangeably. 
The subject of rational identities in division rings was first studied system- 
atically by S. A. Amitsur in his path-breaking paper [66] (cf. Bergman [70] for 
another exposition of the same material). But we shall here formalize the 
concepts involved in a somewhat different manner from his. 
Let us begin by considering rational relations that may be satisfied by a 
family of elements of a division ring D. 
Let X be a set, and let C??(X) denote the set of all formal rational expressions 
in the elements of X; that is, formulas in the symbols of X, formal ring 
operations + and . (binary), - (unary), 0 and 1 (0-ary), and also a formal 
unary operation ( )-I. We do not exchde formal expressions such as O-l, nor 
do we identify expressions such as x - x and 0, or (x + y) + z and 
x + (y -i- x). Hence every member of 9?(X) is one and only one of the 
following: 
the expression x, for a unique x E X, 
the expression 0, 
the expression 1, 
the expression -e, for a unique e E 9(X), 
the expression e-l, for a unique e E W(X), 
the expression e +f, for unique e,fE W(X), 
the expression ef, for unique e, f 6 9(X); 
and 9(X) has no proper subset containing X and closed under the above 
operations. (From the point of view of universal algebra, 9(X) is a free 
algebra on X with operations 0, 1, -, ( )-l, +, ., and no identities.) This 
allows us to make inductive definitions. For instance, for an expression a E ,G%?, 
we define the set of s&expressions of a to be the subset of B(X) whose members 
are a itself, and also: 
if a has the form x (x E X) or 0 or 1 - nothing more, 
if a has the form -e or e-l - all subexpressions of e, 
if if a has the form e + f or ef - all subexpressions of e, and all sub- 
expressions off. 
By an X-ring we shall mean a pair (01, R), where R is a ring and IY a set-map 
of X into R. We shall often simply speak of “the X-ring R.” 
If (or, R) is an X-ring, then 01 induces an “evaluation map” &, a partial 
function 3?(X) + R. For a E 2(X) we shall generally abbreviate G(u) to a, or 
uR . It is defined inductively as follows: 
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if a has the form x (x E X) or 0 or 1, then a, is defined as a(x) E R, 
resp. 0 E R, resp. 1 E R, 
if a has the form -e (e E g(X)), resp. e + f or ef (e, f E a(X)) and if e, , 
resp. e, and fE are dejked, then aar is defined as -e, , resp. e, $- fa , 
e,f, . But if e, , resp. either e, or fa is undefined, then aor is undefined, 
if a has the form e-l for e E 9?(X), and if e, is defined and invertible in R, 
we define a, = (e,)-l. If e, is undefined, or defined but not invertible, 
then a, is undefined. 
If (CL, D) is an X-ring and D is a sfield we shall call (a, D) or D an X-s$eZd. 
In this case “invertible” is equivalent to “nonzero,” and we easily verify by 
induction: 
LEMMA 1 .l. Let X be a set, (ol, D) an X-s$eld, and a E 9(X). Then uor 
undejined if and only if a has a subexpression e-l such that e, is de$ned, but equals 
OED. I 
Let (01, D) be an X-sfield. We shall write b(ol) or b(D) (& for “evaluable”) 
for the domain of ol in 9?(X). 
Now intuitively, a rational relation among a family of elements (oL(x))~~~ 
of a sfield D should mean a statement a, = 0, for some a E a(X). But the 
question arises of what to do when a, is undefined. In considering just a 
single X-sfield D, it might be reasonable to limit one’s interest to expressions 
which are evaluable in D. But when we compare the sets of rational relations 
satisfied by different X-sfields, we must know whether a statement such as 
“all rational relations satisfied in D are satisfied in D’,” (*I 
should be interpreted to allow the existence of a E 99(X) such that a, = 0, 
but a,’ is undefined (u 6 b(D’)). 
Indeed it should be so interpreted: For unless we want (*) to mean that 
D and D’ satisfy exactly the same set of relations, we want to allow the existence 
of e E 9?(X) giving a nonzero value in D, but zero in D’. But then the relation 
e-1 - e-1 = 0, which holds in D, involves an expression undefined in D’. 
Hence let us define a rationa relation(,) (Z for “zero”) in an X-sfield (01, D) 
to mean a condition, 
aor = 0 if a, is defined, w 
for some a E S(X). We shall say the relation a = 0 is satisfied degenerately 
in D, or simply that it is degenerate in D, if a 6 b(a), and that it is satisfied 
nondegenerately if a E b(cr) and a, = 0. In either case, it will be said to be 
satisfied. 
We shall write S?(U) or S?(D) for the set of expressions in W(X) which 
are nondegenerate relations(,) in D. That is, %(a) = {a E 6(01) ( a, = O}. 
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But note that the rational relation(,) “ua is zero if defined” is equivalent to 
the simpler statement “(u-l), is not defined.” Hence let us define a rational 
reZutioqU) (U for “undefined”) in the X-sfield D to be a statement: 
b $ &‘(4 (that is, b, is not defined) VJ) 
for some b E g(X). By Lemma I .l, every rational relation(,) is equivalent to 
a statement of the form z, v ... v z, , where the zi are rational relation+) . 
We shall formulate our results below mainly in terms of the sets G(a), 
T(4 and use the language of “rational relations(,)” and “rational 
relations(,)” to give conceptual translations to these results. (In making these 
translations one must remember that rational relations(o) holding in (01, D) 
correspond to elements of the comphment of d(a), and likewise that rational 
relations(,) correspond to elements of 8(a) or of the complement of t”(a).) 
If (01, R) is any X-ring, we may define the sets &(a) and S’(a), and the 
concepts of rational relations(,) and rational relations(,) in R, just as for 
X-sfields. In this generalized situation, the concepts are no longer related via 
Lemma 1.1 and the remark following (U) above, but we shall at times find 
them useful. 
2. SPECIALIZATIONS 
If D and D’ are skew fields, a speciuhztion from D to D’ means a homo- 
morphism o from a subring D, C D to D’, such that for every element 
u E D, - Ker u, D, also contains u-r. Thus, D, will be a local subring of D, 
and o is equivalent to an embedding of the residue sfield of this local ring in D’. 
For a motivating example, let D = Q(x, y), the commutative rational 
function field in two indeterminates x and y over the rational numbers, D’ be 
any commutative field, and [, 71 any two elements of D’. If we define D, to 
be the set of all elements of D that can be written f(~, y)/g(x, y) with 
.f, g E Z[x, y], such that g([, 7) E D’ is nonzero, then it is easy to check that 
a well-defined map from D, to D’ is given byf(x, y)/g(x, y) bf([, q)/g([, y), 
which is a specialization from D to D’. Thus, the very natural idea of sub- 
stituting values E, 77 for the indeterminates in a rational expression, though it 
does not, in general, give a homomorphism Q(x, y) + D, does describe a 
specialization. 
If (OL, D) and (LY’, D’) are X-sfields, an X-specialization from D to D’ will 
mean a specialization u such that a(X) C D, , and UOL = a’ on X. 
The concept of specialization has some inconvenient properties. In the 
preceding example, let X = (x, y} and make D and D’ X-sfields in the 
obvious ways. The specialization a will be an X-specialization from D to D’, 
but it may not be the only one. For instance suppose t, 7 ED’ are equal to 
481/43/I-17 
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integers m and n. Then (T is undefined on (x - m)/(y - n), but one can show 
that for any 5 E D’, D can be extended to a specialization u’ taking (x - m)/( y - n) 
to 5. At present this will not bother us. InPart II we will introduce a minimality 
condition (“strictness”) that restores uniqueness. (Algebraic geometers often 
consider maximal specializations, called “places,” but we are definitely not 
interested in these here.) 
The following Proposition is an analog of the result that if R and R’ are 
X-rings and all polynomial relations satisfied by the image of X in R are also 
satisfied by the image of X in Ii’, then a homomorphism is induced from the 
subring of R generated by X onto the corresponding subring of R’. 
PROPOSITION 2.1. Let X be a set and D, D’ X-sfields. Then the following 
conditions are equivalent: 
(4 &CD’) C &CD), 
(a’) Z(D) n d(D’) C S“(D’), 
(b) there exists an X-specialization CJ from D to D’. 
Proof. We get the equivalence of (a) and (a’) from Lemma 1.1: Assuming 
(a’), suppose a E &(D’). If a + d(D) then by Lemma 1.1 a has a subexpression 
e-l such that e E B(D). Since a E b(D’), its subexpression e also lies in QD’), 
so (a’) says e E Z’(D’). Hence a, involving e-l, cannot lie in &(D’), a contra- 
diction. So a E a(D). Conversely, assuming (a), suppose e E a(D) n &(D’). 
Then e-l $8’(D), so e-l 6 &(D’), so e must lie in Z(D’), establishing (a’). 
Assuming (a) and (a’), we shall now construct the specialization cr of (b). 
We take D, = {y ED j 3a E S(D’) with a, = y}, and map this to D’ by 
sending a, to a,’ (a E S(D’)). T o s h ow this map is well defined, suppose 
a, = b, (a, b E &(D’)). Then a - b E a(D) n a(D’), so by (a’), a - b E 3’(D’), 
i.e., aD’ = b,, . It is now immediate to verify from the inductive definition of 
the evaluation maps that o is a ring homomorphism respecting X, and that D, 
is closed under inverting elements not in Ker o. 
Finally, assuming (b), let us prove (a) by showing by induction on an 
expression a that if a E &(D’), then a E &(D,) C E(D) and u(aD) = a,’ . This 
is clear for a = 0, 1, x (x E X), and for a = -e, e + f, ef assuming it true for 
e and f. If a = e-r, one notes that e-l E B(D’) entails 0 # eo’ = u(e,), which 
makes e, invertible in the local ring D,; this case too is now clear, and the 
induction is complete. a 
Note that condition (a) of the above Proposition says that every rational 
relation(,) holding in D also holds in D’. 
Condition (a’) says that every rational relation(z) which holds non- 
degenerately in D and is evaluable in D’ holds nondegenerately in D’; in 
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other words, that every rational relation(z) holding nondegenerately in D 
holds, degenerately or nondegenerately, in D’. We see using Lemma 1.1 that 
this is equivalent to the statement that every rational relation(z) holding in D 
holds in D’. 
3. GENERIC MATRICES AND RATIONAL IDENTITIES 
We shall here recall some definitions and known results. 
Quotient yings andpi. degrees. If R is a prime p.i. ring (ring with polynomial 
identity), it has a simple artinian ring of quotients S, and this satisfies the 
same polynomial identities as R. S will have dimension n2 over its center, 
where n is the least integer such that R satisfies the standard polynomial 
identity S,, . As in Bergman and Small [74] we call this integer n the+ degree 
of R and of S. It will also be convenient to speak of a prime ring which does 
not satisfy a polynomial identity as having p.i. degree co. Given a field K, 
the polynomial identities over k satisfied by an infinite prime k-algebra R 
are uniquely determined by p. i. deg R. 
Generic matrices. Let K be a field, X a set, and n a positive integer. Form a 
(commutative) polynomial ring in 1 X / x n2 commuting indeterminates, 
w%lz~X;1&i,?.3I ? and its field of fractions, k(+). Then in the n x n matrix 
rings M,(k[xij]) C M,(k(xij)), we have a canonical X-tuple 01 of matrices 
given by a(x) = ((.Q)) (x E X). This is called an X-tuple of “independent 
generic n x n matrices,” and the subalgebra R = k(ol(X)) C M,(k[xJ) 
which it generates is called a “generic n x n matrix algebra.” We shall 
denote this ring h(X),; it can be characterized as the free algebra on the set X 
in the variety of K-algebras generated by all n x n matrix rings over com- 
mutative k-algebras. (Note that I do not use the notation R, for the n x n 
matrix ring over R-I denote this M,(R).) 
Amitsur has shown that k(X), is an integral domain; in fact, that every 
nonzero element of this ring is a nonsingular matrix in Mn(k(+)). (The idea 
is that one can find a k-algebra D which is an infinite skew field of p.i. degree n 
(Amitsur [66], Lemma 15) and hence embeds in an n x n matrix ring M,(K), 
K an extension field of K. Considering M,(K) as n2-dimensional affine space 
over K, D will be dense in the Zariski topology thereon. Hence given any 
polynomial f in the symbols of X, such that f(a(X)) is nonzero in k<X), 
one can find an X-tuple a’ of members of D such that f(a’(X)) f 0 in D. 
Hencef(ol’) is invertible in D, hence also in M,(K), so detf(oi’(X)) f 0 in 
K. So as the entries of the matrices a(X) are indeterminates, det f (m(X)) E k[xij] 
is also nonzero, so f (a(X)) is not a zero-divisor.) 
Being a domain with polynomial identity, R will be a right and left Ore ring. 
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It follows that if we adjoin to R, within Mn(k(+)), the inverses of all its 
nonzero elements, we will get the sfield of fractions of R. We shall write this 
skew field k<X>, C M,(k(xij)). Assuming / X / > 1, k(X), and k<X>a 
will both have pi. degree n. 
Rational identities, and function sfields. Let D be any sfield, and X a set. 
By a rational identity in variables X holding in D is meant a rational relation 
satisfied by (01, D) for every map ol: X + D. (Thus we have rational identities(,) 
and rational identities(u) .) If D is also a k-algebra, then every map Al: X--f D 
induces a map ol(jC) of the disjoint union X u R into D; by a rational identity 
for D ozler K we will mean a relation in 9(X u k) which is satisfied by (&), D) 
for all 0~: X+ D. 
Now assume the k-division-algebra D has infinite center (automatic if D 
satisfies a polynomial identity and is not a finite field.) Amitsur showed in 
[66] Theorem 24 (cf. Bergman [70] Th eorem 3) that there will exist an 
X-sfield (01, E) over k such that the rational relations satisfied by X u k in E 
are precisely the rational identities over k of D. Thus E is a kind of free 
k-division-algebra on X for this class of rational identities. He shows further 
that the structure of E, equivalently, the class of rational identities holding in 
D, will depend only on k, X, and p. i. deg D (an integer or co). In the case 
where p.i. deg D = n < 03 which we will be studying here, E is in fact the 
sfield of generic matrices k<X>, _C M,(k(xij)) described above. (This 
property of k+X>, is not hard to prove. The biggest accomplishment of 
Amitsur’s paper [66] was the construction of the corresponding sfield when 
p.i. deg D = 03, which we may call k<X+, . We will not be concerned with 
this here, except in Section 12 in Part II.) In particular, these results answered 
the question of when two division algebras over k with infinite centers1 will 
satisfy the same rational identities-if and only if they have the same p.i. 
degree. 
The next thing to ask is when the rational identities satisfied by one 
division algebra will include those satisfied by another. Amitsur [66] claimed to 
show that the rational identities satisfied by division algebras of p.i. degree m 
include those satisfied by division algebras of p.i. degree n if and only if 
m s’; n. For n = co the proof (Theorem 16) is correct, but not for finite m 
1 Nothing is known about the rational identities of infinite division algebras with 
finite centers, except that there are many such division algebras which do satisfy the 
same identities as those with infinite centers; e.g., if k is a finite field, then k Q X >m 
will have center k, but will, by its defining properties, satisfy the same rational identities 
as do division algebras D of p.i. degree co with infinite center. Also note that an) 
sfield D can be embedded by adjoining a central indeterminate in a sfield D(t) with 
infinite center. It seems plausible that all division algebras over k of p.i. degree CCI 
satisfy the same rational identities as those with infinite center (cf. Amitsur [66] last 
sentence). 
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and n (Theorem 12. Amitsur agrees with this observation.2). We shall obtain 
the correct criterion in the next section. 
Rational identities in simple p.i. rings. Amitsur’s proof that the rational 
identities of a division aZgebra depend only on its p.i. degree comes from a 
more general statement on rational identities in simple artin p.i. algebras, 
which we will also use here. One defines rational identities for arbitrary rings 
in exactly the same way as for sfields; and although the concepts of rational 
relation and rational identity do not behave as well in the general case as for 
sfields (in particular 6(R) and S?(R) no longer give equivalent information) it 
turns out that for any n < co, the rational identities (of either sort) holding 
in al2 simple infinite k-algebras of pi. degree n are the same (Amitsur [66] 
Theorem 11 and following remark). The idea is that all such algebras are 
split or unsplit forms of the construction M,(-), and may be embedded as 
Zariski dense subalgebras of algebras M,(K). 
In particular, if K is an infinite field containing K, then the rational identities 
of M,(K) over K in an X-tuple of variables are the rational relations of the 
sfield K<X>, . 
4. THE MAIN THEOREM 
The key to answering the question of when the rational identities for p.i. 
degree m contain those for p.i. degree n will be the following result of the 
author and Lance Small ([74], Corollary 6.9): If R is a local (or more generally, 
quasilocal) prime p.i. ring with maximal ideal P, then p.i. deg R is a multiple 
of pi. deg RIP. 
We shall also use a case of Corollary 7.2 of the same paper: if R, C R are p.i. 
domains, then p.i. deg R is a multiple of p.i. deg R, . (We only want this so 
that we can state condition (b’) below in weakest possible form, not assuming 
that D, generates D as a sfield.) 
In the statements of the Theorem, k<X>, and K<X>m are considered as 
(X u K)-sfields, so that b(h<X>,) etc., denote subsets of .%?(X u A). 
THEOREM 4.1. Let k be a (commutative) field, X a set of cardinality >l, 
and n, m positive integers. Then the.following conditions are equivalent: 
* The argument given for finite m and n is based on the p.i. Nullstellensatz, Theorem 
1 of Amitsur [57]. Now the proof of that Theorem uses the embedding of a matrix 
ring &Z&K) in M,(K) (m < n), an d such embeddings cannot preserve 1 unless m 1 n. 
Hence the Theorem cannot in general be applied to systems of matrix equations 
involving the constant 1. The system defining a rational expression including an 
inverse necessarily involves 1, so the Theorem cannot be applied in this case, as he 
tried to do. 
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(a) b(k<X+,,J C S(k<X>,). That is, every rationaE identity(,) for 
division algebras over k of p.i. degree n is also rational identity(,) for division 
algebras over k of p.i. degree m. 
(a’) ~(k<X~,) n S(k<X>,) C S(k<X>,,J. That is, every rational 
identity(,) for division algebras over k of p.i. degree n is also a rational identity(,) 
for division algebras over k of p.i. degree m. 
(b) There exists an X u k-specialization (T from k<X>, to k<X+, . 
(b’) There exists a specialization 0 from some sfield D of p.i. degree n onto 
some s$eld D’ of p.i. degree m. 
(4 m divides n. 
Proof. The formal statements of (a) and (a’) are equivalent to each other 
and to (b) by Proposition 2.1. The interpretations of (a) and (a’) come from the 
observations of the preceding section. (b) 3 (b’) is trivial. 
Given (T as in (b’), D, will be a local prime pi. ring with residue sfield D’, 
so m = pi. deg D’ divides p.i. deg D, by the first result of Bergman and 
Small quoted. As D, C D, p.i. deg D, divides pi. deg D = n by the second 
result quoted. So m 1 n, establishing (c). 
Finally, assume (c). Let K be an infinite field containing k. As m divides n 
we can embed Mm(K) in M,(K) by a homomorphism preserving 1. Hence 
every rational identity satisfied by the overring Mn(K) holds in the subring 
M,JK). As we noted in the preceding section, these identities are the rational 
relations of k<X$n and k<X>, , giving (a). 1 
5. SPECIAL TYPES OF RATIONAL IDENTITIES 
For certain integers m, n such that m < n but m r n, one can prove the 
existence of rational identities satisfied in p.i. degree n but not in p.i. degree m 
by a different route (though still using Bergman and Small [74]). In doing so 
we get conditions on the form of these identities. 
Let k be a field, and form the k-algebra k(x, y)a on two generic 3 x 3 
matrices x and y. The commutator [x, y] = xy - yx E k(x, y)a is nonzero, 
hence it is invertible in the quotient sfield k 4x, y >3. Let R = k(x, y, [x, y]-‘), 
be the subalgebra of k<x, y>, generated by x, y and [x, y]-r. 
R will have the universal property that given any commutative k-algebra C, 
and two matrices [, 7 E Ma(C) such that [[, 71 is invertible in Ma(C), there 
exists a unique homomorphism R - Ma(C) taking x to 6 and y to 7. This 
can be seen by noting that R lies in M,(A), where A is the commutative ring 
k[xij , yii , (det[x, y])-l], and using the universal property of A. 
(I do not assert that R is universal among arbitrary k-algebras with maps of 
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k(x, y)a into them under which the image of [x, y] is invertible, or even 
among such k-algebras satisfying the polynomial identities of 3 x 3 matrix 
rings. By universal algebra there exist k-algebras with each of these universal 
properties, but we shall see that R cannot be either of those.) 
Since [x, y] is invertible in R it remains invertible in every homomorphic 
image of R. Hence no homomorphic image of R is commutative. Hence for 
every prime ideal P of R, p.i. deg R/P > 1. 
Now by Proposition 6.7 of Bergman and Small [74], for every prime ideal 
P C R, the integer p.i. deg R - p.i. deg RIP can be written as a linear 
combination with nonnegative integer coefficients, of the integers pi. deg R/P’, 
where P’ ranges over the maximal ideals of R. For our present ring R, it 
follows that p.i. deg R/P can never be 2, for 3 - 2 = 1 cannot be written as 
a sum of integers > 1: In particular, R = k(x, y, [x, ~]-‘)a cannot be mapped 
onto the ring k(x, y, [x, y]-‘)a by a map taking x to x, y toy and [x, y]-’ 
to [x, y]-1. 
This implies that there must be some polynomial relation in x,y, 
[x, yl-l, say&, Y, lx, YI-l) = 0, h o Id ing in R but not in k(x, y, [x, y-l])2 . (It 
also shows that R cannot have either of the two strong universal properties 
mentioned parenthetically above!) This relation will thus be a rational 
identity(,) satisfied in division algebras over k of p.i. degree 3 (since these can 
be embedded in 3 x 3 matrix rings) but not by those of p.i. degree 2. 
This argument gives, more generally: 
PROPOSITION 5.1. Let k be a field, and m and n positive integers with 
n - m < m < n (equivalently, (n/2) < m < n). Let f(xI ,..., x,) = 0 be a 
polynomial identity over k holding in p.i. degree n - m, but not in p.i. degree m. 
Then there exists a polynomial g in r + 1 noncommuting indeterminates over k 
such that g(x, ,..., x, , f (x1 ,..., x,))‘) = 0 is a rational identity(,) for sjields of 
p.i. degree n but not for sjields of p.i. degree m. 1 
In fact, it is only for m and n related as above that one can get a distin- 
guishing rational relation of such a simple form. This is shown by 
PROPOSITION 5.2. Let k be a field, and m and n positive integers with 
m < n - m (equivalently m < n/2). Let fi ,..., fS be polynomial expressions over 
k in r noncommuting indeterminates x1 ,..., x,. . Then for any polynomial g in 
r + s indeterminates, if g(x, ,..., x,; f ;I,..., f ;‘) = 0 is a rational identity for 
p.i. degree n, then it is also one for p.i. degree m. 
Proof. Assume without loss of generality that the last s variables actually 
occur in the polynomial g. Then if any of the equations fj = 0 is a polynomial 
identity for p.i. degree m, the indicated rational identity holds degenerately 
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in p.i. degree m, and we are done, In the contrary case, the polynomials fi 
will not be identically zero in p.i. degree n - m > m either. If we let xi’ and 
xi respectively denote generic m x m and (n - m) x (n - m) matrices over 
k (i = l,..., r), we can apply the given identity to the n x n matrices 
(3’ I;), by the universal property of k(x,; f ;*)n; and so we get this identity 
for the xi’ (and also the XT) as well. u 
Suppose we define a rational expression to be of height 0 if it is a poly- 
nomial expression, and inductively to be of height < i + 1 if it is a poly- 
nomial in expressions of height ,( i, and inverses of such expressions. Thus, 
Proposition 5.2 concerns rational expressions of height < 1. 
The smallest pair of p.i. degrees 1z > m for which Theorem 4.1 tells us that 
there will exist a rational identity(x) , a = 0 holding in p.i. degree n but not m, 
but Proposition 5.2 says that a cannot be of height ,< 1, is n = 5, m = 2. But 
we can iterate the idea of Proposition 5.1 to show that there will exist a distin- 
guishing identity of height 2. 
Letg(x, y, [x, y]-l) = 0 be an identity for p.i. degree 3 but not p.i. degree 2, 
as in Proposition 5.1. By Proposition 5.2, it is also not an identity for p.i. 
degree 5. Now form R’ = k(x, y, [x, y]-l, g(x, y, [x, y]-‘)-l)s . This ring can 
have no homomorphisms into commutative k-algebras, nor into k-algebras of 
p.i. degree 3. Hence any prime factor ring R’jP must have p.i. degree 2, 4, 
or 5. But neither 5 - 4 = 1 nor 5 - 2 = 3 is a linear combination with 
nonnegative coefficients of 2, 4, and 5, so p.i. degrees 2 and 4 are eliminated. 
In particular, R’ cannot be mapped onto 
R” = k(x, y, [x, yl-‘, g(x, Y, Lx, rl-‘I-‘>z C k<x, Y h 
(note that this makes sense-g(.*.) is nonzero, hence invertible in k <x, y >J. 
Hence there must exist a polynomial h such that 
4x, Y, Lx, rl-‘, gb, Y, [x, yl-‘I-‘) = 0 
in R’, but not in R”, which is the desired distinguishing identity. 
We leave the further exploration of these ideas to the interested reader. 
Though we shall not return to them in Part II, they can also be applied in that 
more general context. 
We saw in the above discussion that k(x, y, [x, ~1-l)~ is not the same as the 
universal k-algebra extension of k(x, y)a in which [x, y] becomes invertible, 
which we might write k(x,y)3([x, y]-‘). It would be interesting to know 
something about the structure of this ring; e.g., is it even a p.i. ring? (Cf. 
Bergman [74] Section 10 for a discussion of some other questions about 
universal inverses.) 
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6. AN EXPLICIT IDENTITY 
It is time we saw an explicit rational identity holding in some p.i. degree n, 
but failing in some smaller degree m. The identity which will be proved in 
Theorem 6.2 below I found by hit-and-miss experimentation. Amitsur has 
shown me that one can make the result and the proof more understandable 
with the help of the following lemma. 
LEMMA 6.1. Let x and a be 3 x 3 matrices over a commutative ring C, such 
that [x, a] is invertible. Then [x, [x, a]“] = (det[x, a])[~, [x, a]-‘]. 
On the other hand, for any 2 x 2 matrices x, a over a commutative ring, 
[x, [x, a]“] = 0. 
Proof. First assertion: [x, u] has trace zero, so its characteristic poly- 
nomial, which it satisfies, may be written [x, aI3 + p[x, a] - q = 0, where 
p E C and q = det[x, a] E C. Multiplying by [x, al-l, and then applying 
[x, -1, we get [x, [x, a]“] - q[x, [x, u]-‘1 = 0, which is the desired result. 
Second assertion: apply [x, -1 to the characteristic equation 
[x, a]2 - q = 0. 1 
Let us make the convention for the remainder of this section that if in a 
matrix equation we use an expression U/V, we are implicitly asserting that the 
numerator is a scalar multiple of the denominator, so that the quotient in 
question is a scalar matrix, which may be formally written either as UV-l or 
as v-lu. Thus the above Lemma, in the case where the denominator is 
invertible, says that 
Lx, Lx, a121/[x~ Lx, al-“l = jdet;, u] 
for 2 X 2 matrices, 
for 3 X 3 matrices. (1) 
This suggests that properties of determinants of commutators of 3 x 3 
matrices may be used to get rational identities for such matrices. So let us 
prove such a property. (In our application of the next Lemma, all we will 
need to know about d is that it is a scalar not depending on a.) 
LEMMA 6.2. Let x and a be 3 x 3 matrices over a commutative ring C. Then 
Wx, [x, [x, a]]] = d det[x, a], (2) 
where A is the discriminant of the characteristic polynomial of x. 
Proof. It will suffice to prove the result for x diagonalizable, by a standard 
argument. (Because over an algebraically closed field, diagonalizable matrices 
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are Zariski-dense in all matrices; and (2) is a polynomial equation in the 
entries of x and a.) So put 
Let 6 = (pr - p2)(p2 - p&s - pr), so that d = S2. Now one easily computes 
that an iterated commutator [x,..., [x, a],...], with n > 0 x’s, will equal 
i 
(P2 -0pA”a21 
bl - P2Pl2 (Pl - f%Y% 
(Ps - PlP31 h -0p3”%* 




which has determinant 
(Pl - P2)%2(P2 - lQ%!3(P3 - PlP%l+ (P2 - fJlP2h - P2)“%2h - f3)n% 
= ~n~12~22%, + (--6)n~2,%2%3 . 
Comparing the values for n = 1, 3, we see that they differ by a factor of 
S2 = d, establishing (2). 1 
Using (1) and (2), we can easily write down rational identities for 3 x 3 
matrices-but the obvious identities of this sort turn out to hold (degenerately 
or nondegenerately) for 2 x 2 matrices as well! To get out of this trap we want 
to find (in view of (1)) some relation holding among determinants of com- 
mutators of 3 x 3 matrices, which fails when these commutators are replaced 
b Y “O’s”. The example that in fact works is not obvious. 
Let x be a fixed 3 x 3 matrix over a commutative ring, and for any 3 X 3 
matrix II, let us abbreviate [x, u] to a’. For any 3 x 3 matrix y, consider the 
product 
(det y’)(det y”)(det(y”-l)‘)(det(y”-l)‘). (4) 
Now ( )’ is a derivation, so for any invertible matrix a one has (a-l)’ = 
-u-~u’u-~, and hence det(u-I)’ = -(det u)-2(det a’). Applying this to the last 
two factors of (3), we see that that expression equals 
(det y’)(det y”)(dety”)-2(det y”)(det y”‘-2(det y”“) 
= (det y’)(det y”)-l(det y”‘)-l(det y”“). 
We now apply Lemma 6.2 to the last two terms of the above expression, 
which becomes 
(det y’)(det y”-l(Lt det y’)-l(d det y”) = 1. 
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We can now prove 
THEOREM 6.3. Let x andy be independent generic 2 x 2, OY 3 x 3 matrices 
over a base$eld k. As above, let a’ denote [x, a]. Then 
0 (y'2)' ( y12)' ((y"-1)'2)' ((y"'-1)'2)' = 
I 
in k<:x,yh 
(y'-l)' (y"-')' ((yfl-l)'-l)' ((y"-l)'-l)' 1 in k<x, ~4~) (5) 
nondegenerately in each case. Hence this equation with “1” on the right is a 
rational identity for 3 x 3, but not for 2 x 2 matrices. 
Proof. The four factors on the left-hand-side of (5) arise respectively by 
substituting y, y’, y”-I, y”-l for a in the left-hand-side of (l), so (1) tells us 
that if defined, they will each be scalar, and in the 2 x 2 case, 0, while in the 
3 x 3 case (1) reduces them precisely to the terms of (4), which we have 
shown to have product 1. 
So it remains only to show that the left-hand-side of (5) is defined in both 
2 x 2 and 3 x 3 cases. For this purpose, it will suffice to find some 2 x 2, 
respectively 3 x 3 matrices 5 and 71 over some extension-field K of k, such 
that this expression is defined when 6, 7 are substituted for x, y. 
Let K be any extension-field of k having more than 2 elements (a modest 
requirement) and let S denote the set of matrices 
I(i) J 1 a, b E K - {O}/ ; respectively 
It is easy to see in each case that S consists of invertible matrices, and is 
closed under the taking of inverses, and under commutation by diagonal 
matrices with distinct diagonal entries (cf. (3) with n = 1). Let us now choose 
rl to be any member of S, and 6 to be any diagonal (2 x 2, respectively 3 x 3) 
matrix with distinct diagonal entries. (This is why we need / K 1 > 2.) Then 
we see that all terms which are inverted in the expression (5) will belong to S, 
and so will be invertible, as desired. 1 
Remark. The above (with some minor variants) is the only rational 
identity holding in a larger but not a smaller p.i. degree that I know explicitly. 
In particular, I have not been able to find such an identity for p.i. degree 3 
but not 2 of the formg(x, y, y’-l) = 0 (g a polynomial), though Proposition 5.1 
says that one exists. 
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