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Abstract—The family of minimum bit error rate (MBER) mul-
tiuserdetectors(MUD)iscapableofoutperformingtheclassicmin-
imum mean-squared error (MMSE) MUD in terms of the achiev-
able bit-error rate (BER) owing to directly minimizing the BER
costfunction.Inthispaper,wewillinvokegeneticalgorithms(GAs)
for ﬁnding the optimum weight vectors of the MBER MUD in the
context of multiple-antenna-aided multiuser orthogonal frequency
division multiplexing (OFDM) . We will also show that the MBER
MUD is capable of supporting more users than the number of re-
ceiver antennas available, while outperforming the MMSE MUD.
Index Terms—Algorithm, genetic, minimum bit error rate,
multiuser detector, orthogonal frequency division multiplexing
(OFDM), space division multiple-access (SDMA).
I. INTRODUCTION
I
N AN EFFORT to increase the achievable system capacity
of an orthogonal frequency division multiplexing (OFDM)
system,antennaarrayscanbeemployedforsupportingmultiple
users in a space division multiple-access (SDMA) communica-
tions scenario [1], [2]. A variety of linear multiuser detectors
(MUDs) have been proposed for performing the separation of
OFDM users based on their unique, user-speciﬁc, spatial sig-
nature, provided that their channel impulse response (CIR) was
accurately estimated [1], [2]. The most popular SDMA-receiver
designstrategyisconstitutedbytheminimummean-squareder-
ror (MMSE) MUD, which was extensively characterized in [1]
along with numerous other MUDs.
However,asrecognizedin[3]–[5]inacodedivisionmultiple-
access (CDMA) context, a better strategy is to choose the
linear detector’s coefﬁcients so as to directly minimize the
error-probability or bit-error ratio (BER), rather than the mean-
squared error (MSE). This is because minimizing the MSE does
not necessarily guarantee that the BER of the system is also
minimized. The family of detectors that directly minimizes the
BER is referred to as the minimum bit-error rate (MBER) de-
tector class [3]–[6]. The MBER criterion has been successfully
applied in the linear equalization of binary signaling [4], for
decision feedback equalization (DFE) [7], and in linear MIMO
receivers [6]. It has also been shown that the MBER detector
can be used effectively for linear multiuser detection in CDMA
systems [3], [5].
Manuscript received April 14, 2004; revised August 26, 2004. The review of
this paper was coordinated by Prof. T. Lok.
TheauthorsarewithSchoolofElectronicsandComputerScience,University
of Southampton, SO17 1BJ, U.K. (e-mail: lh@ecs.soton.ac.uk).
Digital Object Identiﬁer 10.1109/TVT.2005.851303
In a CDMA system, each user is separated by a unique user-
speciﬁc spreading code. However, given a certain bandwidth,
the effective data rate is determined by the ratio of the chip rate
and the spreading factor. As opposed to a CDMA system, an
SDMAsystemdifferentiateseachuserbytheassociatedunique,
user-speciﬁcCIRencounteredatthereceiverantenna.Therefore
each user will be able to transmit in a multiuser environment
without reducing the data rate by the spreading factor (SF).
Hence, the combination of SDMA and OFDM is attractive, es-
pecially for high-rate transmission. In a rather simplistic, but
conceptually appealing interpretation, one could argue that the
uniqueuser-speciﬁcCIRplaystheroleofauser-speciﬁcCDMA
signature, without reducing the data rate according to the SF of
a hypothetical CDMA system. In this analogy the CIR signa-
tures are not orthogonal to each other, but this is not a serious
impediment, because even orthogonal spreading codes become
nonorthogonal upon convolution by the CIR. However, owing
to the nonorthogonal nature of the CIRs an efﬁcient multiuser
receiver is required for separating the users.
In [8] we have provided a formula for the exact MBER MUD
weight calculation ofanuplink SDMAOFDMsystem.Wehave
also shown that the MBER MUD may signiﬁcantly outperform
the MMSE MUD in terms of the achievable BER in a two-
user OFDM scenario. The novelty of this contribution is that we
propose a new genetic algorithm (GA)-assisted MBER MUD-
aided OFDM system, as a design alternative to the simpliﬁed
conjugate gradient (CG) algorithm of [8]. Our complexity com-
parisons show that the GA-based MBER MUD is capable of
achieving the MBER performance at a lower complexity than
that of the CG MBER MUD. We will also show that, unlike the
MMSEMUD,theMBERMUDhasthecapabilityofsupporting
more users than the number of receivers at the base station.
The outline of the paper is as follows. Section II describes
our system model, and Section III proposes a new GA-aided
SDMA MUD. Section IV characterizes the achievable perfor-
mance, whereas Section V quantiﬁes the attainable complexity
reduction. Finally, Section VI offers our conclusions.
II. SYSTEM MODEL
A. Space Division Multiple Access
Fig. 1 portrays the antenna array-aided uplink transmission
scenario considered. In this ﬁgure, each of the L simultaneous
users is equipped with a single transmission antenna, whereas
the base station’s receiver capitalizes on a P-element antenna
front end. The set of complex signals, xp[n,k],p∈ 1,...,P
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Fig. 1. Schematic of an antenna-array-aided OFDM uplink scenario, where each of the L users is equipped with a single transmit antenna and the BS’s receiver
is assisted by a P-element antenna front-end.
received by the P-element antenna array in the kth subcarrier
of the nth OFDM symbol is constituted by the superposition
of the independently faded signals associated with the L users
sharing the same space-frequency resource [1]. The received
signalwascorruptedbytheGaussiannoiseatthearrayelements.
The indices [n,k] have been omitted for notational convenience
during our forthcoming discourse, yielding [1]
x = Hs + n = ¯ x + n (1)
where x is the (P × 1)-dimensional vector of the received sig-
nals, s is the (L × 1)-dimensional vector of transmitted signals,
n is the (P × 1)-dimensional noise vector, and ¯ x represents
the noiseless component of x. The complex data signal, sl,
transmitted by the lth user, l ∈ 1,...,Land the additive white
Gaussian noise (AWGN) process, np, at any antenna array ele-
ment p,p ∈ 1,...,P are assumed to exhibit a zero mean and a
variance of σ2
l and 2σ2
n for the data signal and AWGN process,
respectively. The frequency domain channel transfer function
(FDCHTF) matrix H of dimension P × L is constituted by the
set of channel transfer function vectors of the L users, each of
which describes the FDCHTF between the single-transmitter
antenna associated with a particular user l and the reception
array elements p ∈ 1,...,P. The FDCHTFs, Hpl of the dif-
ferent array elements p ∈ 1,...,P for users l ∈ 1,...,L are
independent, stationary, and complex Gaussian distributed pro-
cesses with zero-mean and unit variance. The users are assumed
to be at a sufﬁciently high distance from each other, namely at
a distance of more than a typical spacing of 10λ [9], so that the
transmitted signals of the different antennas experience inde-
pendent fading, when they reach the receiver. By contrast, in the
scenario, where the users are in each other’s proximity, methods
like beam forming [10] exploiting the difference in the angle of
arrival among the users may be applied for differentiating the
users.
The estimate ˆ s of the transmitted signal vector s of the L si-
multaneous users is generated by the MUD upon linearly com-
bining the signals received by the P different antenna elements
at the BS with the aid of the array weight matrix W, resulting
in
ˆ s = WHx. (2)
Bysubstitutingxfrom(1)into(2)andconsideringthelthuser’s
associated vector component, we will arrive at
ˆ sl = wH
l x = wH
l Hs + wH
l n
=¯ sl + wH
l n (3)
where the weight vector wl is the lth column of the weight ma-
trix W. At the current state-of-the-art, the most popular MUD
strategy is the MMSE design, where wl is chosen as the unique
vector minimizing the MSE expressed as MSE = E[|ˆ sl − sl|2],
namely as [1]
wl(MMSE) =
 
HHH +2 σ2
nI
 −1
Hl (4)
where Hl is the lth column of the FDCHTF matrix H.
B. Error Probability of a BPSK System
In this treatise, the terms BER and probability of error
PE are used interchangeably. In a BPSK system we have
bl ∈{ +1,−1},theBERencounteredattheoutputoftheSDMA
MUD characterized by the combiner weight vector wl of user l
may be expressed as [5]
P(wl) = Pr[sgn(bl) ·  {¯ sl(wl)} < 0],
=P r [ zl < 0] (5)
where zl is the signed decision variable given by
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while, as before, bl represents the transmitted bit of user l,¯ sl is
the noiseless signal at the output of the MUD related to the lth
user, and  {x} is the real part of the complex-valued x.
The probability density function (PDF) of the decision vari-
able zl is constituted by a mixture of the Gaussian distributions
associated with each possible combination of the transmitted
data symbols of all users. Under the assumption that all the
noise-free signal states are equiprobable, the PDF of zl is given
by [5]
pzl(zl;wl)=
1
Nb
√
2πσn
 
wH
l wl
Nb  
j=1
e
(−
(z l −sgn(b (j )
l
)¯ s (j )
l
)2
2σ 2
n wH
l
wl
)
(7)
where Nb is the number of equiprobable combinations of the
binary vectors of the L users, i.e., we have Nb =2 L. Further-
more, ¯ s
(j)
l ,j∈ 1,...,N b, denotes the real part of the noiseless
signal at the output of the MUD related to the lth user, whereas
b
(j)
l ,j∈ 1,...,N b, is the transmitted bit of user l.
The erroneous decision events are associated with the area
underthePDFcurveintheinterval(−∞,0),whichisquantiﬁed
as
PE(wl)=
  0
−∞
pzl(zl;wl)dzl. (8)
Upon using the integration by substitution technique and intro-
ducing the shorthand of
yj =
 
zl − sgn
 
b
(j)
l
 
¯ s
(j)
l
 
σn
 
wH
l wl
(9)
the probability of error in (8) becomes
PE(wl)=
1
Nb
√
2π
Nb  
j=1
  cj (wl )
−∞
exp
 
−
(yj)2
2
 
dyj
=
1
Nb
Nb  
j=1
Q[cj(wl)] (10)
where cj(wl) is given by
cj(wl)=
sgn
 
b
(j)
l
 
· ¯ s
(j)
l
σn
 
wH
l w
=
sgn
 
b
(j)
l
 
· 
 
wH
l ¯ xj
 
σn
 
wH
l w
(11)
and ¯ xj,j∈ 1,...,N b constitutes a possible value of ¯ x deﬁned
in the context of (1).
C. Exact MBER Multiuser Detection
In our initial discourse we assumed the explicit knowledge of
the FDCHTF matrix H deﬁned in (1). However, in practice H
has to be determined on the basis of the channel-impaired noisy
value of x and, hence, several adaptive techniques have been
proposed in [4], [5] to this effect. The FDCHTF can also be
estimated by using various channel estimation methods as out-
lined in great detail in [1], which will hence not be investigated
Fig. 2. An example of the BER cost function surface for subcarrier 62 in the
P =2 ,L =2OFDM SDMA system employing 128-subcarrier in the symbol-
invariant dispersive Gaussian channel given in Table I at SNR =1 0dB.
in this treatise. The MBER solution is deﬁned as [5]
wl(MBER) = argmin
wl
PE(wl). (12)
However, the complex, irregular shape of the BER cost func-
tion, for example, as shown in Fig. 2, prevents us from deriving
aclosed-formsolutionfortheMBER MUDweights. Therefore,
inpracticeaniterativestrategybasedonthesteepestdescentgra-
dient method may be used for ﬁnding the MBER solution [5].
Accordingtothismethod,thelinearSDMAMUD’sweightvec-
tor wl is iteratively updated, commencing for example from the
MMSE weights, until the speciﬁc SDMA MUD weight vec-
tor that exhibits the lowest BER is arrived at. In each step, the
weight vector is updated according to a speciﬁc step size µ in
thevectorialdirectioninwhichtheBERcostfunctiondecreases
most rapidly, namely in the direction opposite to the gradient of
the BER cost function, which is given by
∇wlPE(wl)=
1
Nb
√
2πσn

wlwH
l − wH
l wlI
 
wH
l wl
  3
2


·
Nb  
j=1
e
(−
(¯ s (j )
l
)2
2σ 2
n wH
l
wl
)
· sgn
 
b
(j)
l
 
· ¯ xj (13)
where ¯ s
(j)
l =  {wH
l ¯ xj}.
The BER is independent of the magnitude of the MUD’s
weight vector [8], and hence the knowledge of the orientation
of the detector’s weight vector is sufﬁcient for deﬁning the
decision boundary of the linear MBER OFDM/SDMA detector.
Therefore, the MBER detector has an inﬁnite number of MUD
weight solutions, although with the aid of appropriate weight-
vector normalization, it is possible to reduce the inﬁnite number
of MBER solutions to a single solution.
In [8], we employed the simpliﬁed conjugate gradient (CG)
algorithm for arriving at the minimum solution of the BER cost
function, and the step size µ is ﬁxed for every iteration.1716 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 54, NO. 5, SEPTEMBER 2005
III. GENETIC ALGORITHM
Even though the MBER detector of [8] is capable of main-
taining a good performance, the convergence of the algorithm
is sensitive to the choice of the algorithm’s parameters. For ex-
ample, the choice of the initial condition for the MBER MUD is
critical for the solution to converge to the minimum of the BER
surface seen in Fig. 2. In [8], the MMSE SDMA MUD weight
solution has been used for initializing the CG algorithm-based
MUD, which is also exempliﬁed in Fig. 2. However, this choice
of initial conditions does not necessarily guide the algorithm’s
convergence to the required MBER solution, if the BER surface
exhibits local minima, although this is not the case in Fig. 2.
Another parameter that affects the performance of the MBER
detector is the step size µ used for updating the array weights
in the direction opposite to the BER gradient. The choice of
this step size must be based on a compromise, since a step-size
that is too high might not allow convergence to the minimum
BER point, whereas the opposite scenario will require a high
number of iterations for attaining convergence to the MBER
solution. An attractive method that might be able to assist the
MBER MUD in circumventing the above-mentioned problems
is constituted by the family of genetic algorithms [11], which
wereextensivelyusedinvariousCDMAandMC-CDMAMUD
problems in [12].
A. Overview of GAs
ThephilosophyofGA-basedsearchmethodsisreminiscentof
therulesofevolutionandsurvivalinnature,whereagroupofthe
ﬁttestindividualsinapopulationwillsurvive.Theseindividuals
will then “mate” and “mutate” for the sake of developing a new
set of individuals for the next generation. GAs were proposed
by John Holland at the University of Michigan in the early
1970s [13]. His original target was to study the adaptive process
of a natural system and later to adapt this natural system in
the context of an artiﬁcial system software. Holland’s research
was further developed by one of his students, Goldberg [11].
Since then, GAs have been employed in numerous applications,
such as in machine learning [14]–[16] and in modeling adaptive
processes [17], [18], but the most frequent application of GAs
may be found in the domain of function optimization [11], [13],
[19]. GAs have also been successfully applied in CDMA [12],
[20]–[27], beam forming [28], and space-time block coding
(STBC) [29] aided multiuser detection scenarios.
GAs are different from traditional optimization algorithms,
because they do not directly attempt to optimize the desired de-
cision variable [11]. Instead, they encode the decision variables
tobeoptimized,suchas,forexample,theSDMAMUD’sweight
vectors, into ﬁnite-length strings or GA individuals, which are
then optimized. In the case of SDMA-MUDs, both the real and
imaginarypartofacomplex-valuedweighthastoberepresented
by a single GA string to create an individual. A GA does not
commence its optimization process from a single point in the
search space, but rather from an entire set of individuals, which
formtheinitialpopulation.Inotherwords,GAsmaybeinvoked
in robust global search and optimization procedures that do not
require the knowledge of the objective function’s derivatives or
Fig. 3. Flowchart for the probability error optimization using GA.
any gradient-related information concerning the search space.
Hence, nondifferentiable functions and functions with multi-
ple local minima, like the BER surface of the SDMA-MUD,
represent classes of problems, where GAs can be efﬁciently
applied. For further details on the origin of GAs and their ap-
plication, readers are referred to the impressive compilation of
ideas in [11], [13], [30]. The most detailed portrayal of the
GA-aided CDMA MUDs may be found in [12].
B. Employing GAs in the MBER MUD-Aided SDMA OFDM
System
In this contribution, a GA is used for ﬁnding the best SDMA-
MUD weight vectors that will minimize the probability of error
in (10). Fig. 3 shows the ﬂow chart of a GA invoked for the
optimization of the MBER MUD’s weights. The basic approach
of a GA system is quite simple. First, the probability of error is
used as the objective function to be solved by the GA. To begin
the GA process, an initial population consisting of Y number
of so-called individuals is created in the “Initialization” block,
where Y is known as the population size. Each individual rep-
resents a legitimate solution to the given optimization problem.
An individual can be considered as a vector consisting of the
decision variables to be optimized. Traditionally, the individ-
uals in a GA population take the form of binary bit vectors,
but they can also be represented by real values. In our speciﬁc
problem, each individual in a population is represented by the
two-dimensional binary arrays, which store the real and imagi-
nary part of the SDMA-MUD’s weight values. An example of
the GA’s individual is shown in Fig. 4. The initial population
may be generated randomly, optionally including as one of theALIAS et al.: MULTIPLE-ANTENNA-AIDED OFDM EMPLOYING GENETIC-ALGORITHM-ASSISTED MINIMUM BIT ERROR RATE 1717
Fig. 4. An example of an individual in the GA system represented by the two-
dimensional binary arrays where P is the number of antennas at the receiver, R
is the real part of the weight, and I is the imaginary part of the weight.
individuals the MMSE solution for the sake of expediting the
search as well as for reducing the complexity of the search.
Each individual in the population is evaluated according to
the so-called ﬁtness value associated with it. This ﬁtness value
is calculated by substituting the individual into the objective
function in the “Evaluation” block seen in Fig. 3. Following
the ﬁtness evaluation process, the termination criterion will be
checked, which may be either a certain convergence accuracy,
a certain number of generations, or various other criteria. We
opted for terminating the evaluations after G number of genera-
tions. If the stopping criterion is not met, a group of the highest
ﬁtness individuals is selected for creating a generation in the
“selection” block of Fig. 3. This group of individuals, referred
to as parents, will be subjected to various genetically inspired
operators, such as the so-called crossover and mutation,f o rt h e
sake of creating new individuals. The ﬁtness of these new indi-
viduals will then be reevaluated and the termination criterion is
examined again.
This process will continue until the termination criterion is
ﬁnally met. After this stage, the best individual having the high-
est ﬁtness encountered will be chosen as the solution to the
optimization problem.
IV. SIMULATION RESULTS
A. Performance of a Four-User and Four-Receiver
Antenna Scenario
TheparametersusedinoursimulationsareoutlinedinTableI.
Thechannelthatweusedintheseinvestigationswastheunfaded
dispersive Gaussian channel, where the z-domain transfer func-
tion associated with the CIR of all four users and four antennas
are summarized in Table II. Since the different users experi-
enced different CIR taps at each receiver antennas, we also had
unique FDCHTFs for the various users. As a starting point, we
used binary-type genomes [11] to represent the individual GAs.
Therefore, each real and imaginary part of each of the SDMA
MUD weights is represented by a 16-bit binary string. The GA’s
termination criterion is constituted by the maximum affordable
numberofgenerations.Aftertheterminationoftheoptimization
process,thebestindividualencounteredisdeemedtobethebest
MBER MUD weight solution, and hence it is converted to the
corresponding real and imaginary values of the weight vectors.
Our results derived for four different users employing the pa-
TABLE I
PARAMETERS FOR THE GA SIMULATIONS
rameters summarized in Table I are presented in Fig. 5. In these
investigations we imposed the same complexity, as quantiﬁed
explicitly in Section V for both the CG and GA aided MBER
MUDs. The ﬁgure shows that the GA-aided MBER MUD and
the CG MBER MUD perform similarly for the same complex-
ity. We can also see from the ﬁgure that the MMSE MUD’s
BER performance is different for each user because of the dif-
ferent CIRs experienced at the base-station antennas. On the
other hand, the results of both types of MBER MUDs differs
only slightly for the different users, and the achievable BER
of the different users is close to that of the single-user single-
antenna scenario recorded for a nondispersive AWGN channel.
We have also derived the average of the achievable BER of all
the users determined for the CIRs summarized in Table II and
the corresponding results are portrayed in Fig. 6.
B. Performance of the Four-Antenna Scenario Versus
the Number of Users
So far, we have been supporting the same number of users as
the number of receiver antennas in our simulations. By contrast,1718 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 54, NO. 5, SEPTEMBER 2005
Fig. 5. The BER performance of the four different users in an SDMA system employing four receiver antennas and 128-subcarrier OFDM for communicating
over the OFDM symbol-invariant dispersive Gaussian channel given in Table II. The other parameters are summarized in Table I. (a) User 1. (b) User 2. (c)U s e r
3. (d) User 4.
TABLE II
CIR OF THE DIFFERENT USERS AT THE DIFFERENT ANTENNAS FOR THE
P =4 ,L =4SYSTEM
Fig. 6. The average BER performance of the four different users characterized
in Fig. 5 and ecountering the CIRs of Table II in an SDMA system employing
four receiver antennas and 128-subcarrier OFDM for communicating over the
OFDM symbol-invariant dispersive Gaussian channel given in Table I.
Fig. 7 shows the BER results for user 1, when supporting a
different number of users in the four receiver antenna scenario.ALIAS et al.: MULTIPLE-ANTENNA-AIDED OFDM EMPLOYING GENETIC-ALGORITHM-ASSISTED MINIMUM BIT ERROR RATE 1719
Fig.7. TheBERperformanceofuser1employingboththeMMSEandMBER
MUD in an SDMA system equipped with four receiver antennas for differ-
ent numbers of users employing 128-subcarrier OFDM communicating over
the OFDM symbol-invariant dispersive Gaussian channel given in Table I. (a)
MMSE MUD. (b) MBER MUD.
For the MBER MUD, we have used the GA-aided system in-
troduced in Section III.B, employing the simulation parameters
speciﬁed in Table I. We can see from the ﬁgure that as the num-
ber of users increases, the BER performance degrades owing
to the increased multiuser interference imposed. In the absence
of multiuser interference when only one user is communicat-
ing, both MUDs have similar BER curves. As expected, this
is because no multiuser interference is inﬂicted and hence the
MMSE MUD is also capable of minimizing the BER. However,
the MMSE MUDs characterized in Fig. 7(a) can only support
a maximum number of users that is equal to the number of re-
ceiver antennas, which is four in this case. Once the number
of users exceeds the number of receiver antennas, the MMSE
MUD becomes incapable of differentiating the users, resulting
in the high residual BER seen in Fig. 7(a). By contrast, we ob-
served in Fig. 7(b) that the MBER MUD performs signiﬁcantly
better. Furthermore, by comparing Fig. 7(a) and (b) we may
conclude that the MBER MUD is capable of supporting more
users than the number of receiver antennas employed.
These performance trends may be more explicitly interpreted
with the aid of Fig. 8, where the composition of user 1’s noise-
less received phasors are illustrated when transmitting s1 =+ 1
in the six-user scenario employing four receiver antennas. In
this ﬁgure, the different processing stages are deﬁned in Fig.
1. In short, stage I represents the composite multiuser received
signals, x1,...,x P at the different antennas. The MUD stage II
outputstheproductoftheHermitianoftheMUD’sweightvalue,
wp,p∈ 1,...,P, of the individual antenna elements and the
corresponding xp,p∈ 1,...,P, value, i.e., wHx. Finally, stage
III represents the combination of the outputs of each antenna.
Explicitly,theMMSEMUDattemptstominimizetheEuclidean
distancebetweentheestimatedreceivedsymbol ˆ s1 andtheorig-
inaltransmittedsymbols1.However,ascanbeobservedatstage
IIIofFig.8,someofthe ˆ s1,MMSE pointsareeitheronthewrong
half-plane of the BPSK phasor constellation or exactly on the
decision boundary, at yR =0 . As a consequence, the associated
residual BER experienced in the absence of noise can be cal-
culated by taking into account the relative frequency of these
points. On the other hand, since the MBER MUD is directly
minimizing the BER, the MUD’s weight values are adjusted for
the sake of ensuring that the estimated phasors are as far away
from the decision boundary as possible. Therefore, we can see
fromFig.8thattheestimatedreceivedphasors ˆ s1,MBER aresig-
niﬁcantly further from the BPSK decision boundary of yR =0 ,
than for the MMSE MUD hence avoiding the MMSE-speciﬁc
residual BER.
V. COMPLEXITY COMPARISON
The advantage of using GAs for determining the MBER
MUD’s weight values compared with the CG method [8] is
that the GA does not necessarily require a good initial MUD
weight guess for exhibiting a rapid convergence. In this section,
we will estimate the complexity of these two methods. In this
paper, the complexity refers to the number objective function
evaluations or the gradient evaluations for the GA and the CG
methods, respectively.
The complexity of the CG algorithm is proportional to the
number of iterations used for ﬁnding the MBER solution on the
BER surface. In each iteration the gradient expression of (13)
will have to be calculated and the SDMA-MUD weight values
will be updated accordingly. Therefore the complexity of the
CG method may be estimated as:
Compl{CG} Maximum number of iterations. (14)
On the other hand, if we used the maximum number of genera-
tions as the termination criterion in the GA, each generation of
thepopulationcontainsacertainnumberofindividuals,thusthe
complexityoftheGA-aidedMUDisproportionaltotheproduct
of the population size and to the number of generations used,1720 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 54, NO. 5, SEPTEMBER 2005
Fig. 8. An example composition of the probable noiseless received signal for user 1 for the case of P =4 ,L =6when transmitting s1 =+ 1 . The stages are as
depicted in Fig. 1. Other parameters are given in Table I.
Fig. 9. The BER performance of user 1 versus complexity for the GA and CG
MBER MUD invoked in the OFDM/SDMA system employing P=4 ,L=4 ,
and128-subcarrierOFDMforcommunicatingovertheOFDM-symbolinvariant
dispersive Gaussian channel given in Table I at SNR = 15 dB. The complexity
calculations were described in Section V.
which is given by
Compl{GA} Population size × number of generations
= Y × G. (15)
By using (14) and (15), we can compare the complexity of the
two methods. Fig. 9 shows the probability of error for user 1 at
SNR = 15 dB for the P =4and L =4system conﬁguration.
WecanseefromtheﬁgurethattheGA-aidedSDMA-MUDwill
reach the minimum BER at a lower complexity compared to the
CG method.
VI. CONCLUSION
In this contribution, we have shown that GAs may be applied
in the context of an SDMA OFDM system for determining the
MBER MUD’s weight vectors. The GA-aided system has an
edge over the CG-based system, because it does not require an
initial weight solution. Unlike the MMSE MUD, the MBER
MUD is capable of supporting more users than the number of
receiver antennas. It was also shown that the GA is capableALIAS et al.: MULTIPLE-ANTENNA-AIDED OFDM EMPLOYING GENETIC-ALGORITHM-ASSISTED MINIMUM BIT ERROR RATE 1721
of approaching the MBER solution at a lower complexity than
the CG algorithm. Our future work will aim for ﬁnding more
efﬁcient adaptive weight optimization algorithms in the context
of LDPC-coded SDMA OFDM systems.
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