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Первая строка в алгоритме необходима, чтобы не допустить ситуации, 
когда процесс успеет вернуться к барьеру и установить собственный флаг до 
того, как другой процесс сбросит флаг на предыдущем использовании барьера. 
В рамках выпускной квалификационной работы магистра описанные вы-
ше методы используются для программной реализации типового решения «ме-
тод переменных направлений» для барьерной синхронизации потоков при вы-
числениях в численном методе. Реализация барьеров с использованием разде-
ляемых переменных позволяет обеспечить переносимость и высокоэффектив-
ное исполнение кода типового решения на программных платформах Win32 и 
Posix. 
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СПОСОБ ОБХОДА ТУПИКОВ ПРИ РЕШЕНИИ ЗАДАЧ ДИСКРЕТНОЙ 
ОПТИМИЗАЦИИ С ОГРАНИЧЕНИЯМИ 
 
(Юго-Западный государственный университет) 
 
В настоящее время известно большое количество задач фундаментально-
го и прикладного характера, относящихся к классу дискретной комбинаторной 
оптимизации. В их состав входят многие оптимизационные задачи на графах и 
множествах [1–3], задачи из области математического программирования и ис-
следования операций [4–5], а также сводимые к ним [6–8]. Для многих из них 
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(поиск кратчайшего пути в графе, построение минимального остовного дерева, 
задача о назначениях и др.), образующих собой класс P, известны быстрые ал-
горитмы, обеспечивающие получение оптимального решения за полиномиаль-
ное время. В то же время существует достаточно обширный класс задач, име-
нуемый классом NP, для которых быстрые полиномиальные алгоритмы неиз-
вестны или принципиально не могут быть разработаны (например, поиск га-
мильтонова цикла, построение минимальной раскраски, разбиения и др.). Од-
нако и некоторые задачи класса P, по определению характеризующиеся поли-
номиальной асимптотической временной сложностью и в теории считающиеся 
быстро решаемыми, с ростом размерности не допускают получения оптималь-
ных решений за приемлемое время (например, задача о назначениях, решаемая 
с использованием Венгерского алгоритма [9] за время ( )4O N  или ряд задач, 
возникающих при трассировке межсоединений печатных плат и микросхем 
[10]). Указанная проблемная ситуация вынуждает использовать различные эв-
ристические подходы, позволяющие получение субоптимальных решений раз-
личного качества с различными затратами вычислительного времени. Во мно-
гих из них при этом производится построение комбинаторного дерева, ветви 
которого представляют собой различные варианты решения. Обход части дере-
ва позволяет получить группу решений, из которых выбирается наилучшее и 
возвращается в качестве результата работы эвристического метода. 
Для многих задач на получаемые решения накладывается ряд ограниче-
ний, которые могут иметь различную природу (например, малое или большое 
число ребер в графе, что соответственно затрудняет поиск путей в первом слу-
чае и увеличивает хроматическое число во втором, наличие запрещенных эле-
ментов в матрице для задачи о назначениях и пр.) и силу [11–13]. Наличие ог-
раничений приводит к тому, что некоторые из решений (ветвей комбинаторно-
го дерева) являются некорректными (тупиковыми), а соответствующий эври-
стический метод может не найти ни одного корректного решения даже при тео-
ретической возможности их существования (по мере усиления ограничений за-
дача из доказательства оптимальности решения трансформируется в гораздо 
более сложную задачу на существование решения), что характеризуется соот-
ветствующим значением вероятности отыскания решения. 
Рассмотрим обозначенную проблему на примере задачи поиска кратчай-
шего пути длиной mini
i
L l= ®е  в графе ,G A V= , где { }1 2, , ..., NA a a a=  – 
множество вершин, { }1 2, , ..., MV v v v A A= Н ґ  – множество дуг, взвешенных 
значениями длины ( )i il l v= . Данная задача достаточно просто формулируется в 
терминах теории графов, что позволяет использовать ее в качестве тестовой для 
анализа результатов применения различных эвристических методов. Пример 
графа, кратчайший путь, комбинаторное дерево и тупиковые решения показаны 
на рисунке. 
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Рис. 1. Иллюстрация к возможности получения тупиковых решений в задаче 
поиска кратчайшего пути: а – исходный граф (жирным выделен искомый крат-
чайший путь между вершинами 3a  и 1a , пунктиром показано тупиковое жадное 
решение); б – соответствующее комбинаторное дерево; в – жадное решение при 
запрете посещения тупиковой вершины 5a ; г – порядок обхода узлов комбина-
торного дерева с учетом возврата из тупиковой вершины 5a  
 
В приведенном примере жадный алгоритм (взятый как пример эвристиче-
ского подхода) приводит к нахождению тупикового пути 3 4 5a a a- - . Обход 
тупиков в данной задаче можно производить путем запрета посещения послед-
ней вершины в тупиковом пути (в приведенном примере – 5a ) с возвратом на 
один ярус комбинаторного дерева вверх (при повторном заходе в тупик опи-
санная процедура повторяется). 
С целью апробации предложенного способа обхода тупиков в рассматри-
ваемой задаче был проведен вычислительный эксперимент, в ходе которого 
была сформированы выборка из 100K =  графов с 30N =  вершин каждый и 
плотностью 0,1d = , которая представляет собой отношение текущего числа дуг 
к максимальному. 
 
Таблица. 1. Результаты вычислительного эксперимента. L  – средняя длина пу-
ти, LD  – среднее отклонение длины пути от кратчайшей, p  – вероятность оты-
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скания решения, optp  – вероятность отыскания оптимального решения, t – за-
траты вычислительного времени, O – оптимальное решение, G – жадное реше-
ние, RM – случайный перебор, суффикс R в названии метода соответствует 
применению стратегии возвратов из тупиков 
Метод L  LD  p  optp  t, мс 
O 1,2088 0,0000 1,00 1,00 0,02 
G 1,9231 1,0863 0,28 0,09 0,003 
GR 3,7063 2,4974 1,00 0,12 0,01 
RM 1,1595 0,0000 0,34 0,34 3,73 
RMR 1,2114 0,0026 1,00 0,97 7,08 
 
Полученные результаты позволяют сделать вывод о том, что отыскание 
решений в рассмотренной задаче становится возможным в независимости от 
наличия тупиков в комбинаторном дереве, что подтверждает целесообразность 
и работоспособность предложенного способа обхода тупиков. Максимальное 
число запретов ограничено числом городов N, что определяет линейную зави-
симость числа возвратов от размерности задачи и не меняет полиномиальной 
временной сложности исходного безвозвратного алгоритма. Аналогичный при-
ем обхода тупиковых решений в сочетании с методом ветвей и границ может 
быть применен и в других комбинаторных оптимизационных задачах, однако 
используемая процедура обхода тупиков будет другой. В настоящее время в 
рамках проекта добровольных распределенных вычислений Gerasim@home [14] 
поставлен соответствующий вычислительный эксперимент, целью которого яв-
ляется исследование влияния рассмотренной стратегии обхода тупиков в соче-
тании с рядом известных методов комбинаторной оптимизации в зависимости 
от различной размерности задачи и различной плотности графов. 
Работа выполнена в рамках выполнения государственного задания для 
Юго-Западного государственного университета на 2014–2017 гг., номер НИР 
2246, а также в рамках научной школы НШ-2357.2014.8. 
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БАЗОВЫЙ СИНТАКСИС ЯЗЫКА РАЗМЕТКИ TEMPLET 
ДЛЯ ПРЕДСТАВЛЕНИЯ МОДЕЛИ «ПРОЦЕСС-СООБЩЕНИЕ» 
 
(Самарский государственный аэрокосмический университет) 
 
Введение. Для большого числа прикладных задач целесообразно пред-
ставление кода в виде совокупности процессов, обменивающихся сообщения-
ми. Например, в области высокопроизводительных вычислений такое разбие-
ние служит для эффективного использования ядер и процессоров. В распреде-
