Tau leaping is a popular method for performing fast approximate simulation of certain continuous time Markov chain models typically found in chemistry and biochemistry. This method is known to perform well when the transition rates satisfy some form of scaling behaviour. In a similar spirit to tau leaping, we propose a new method for approximate simulation of spin systems which approximates the evolution of spin at each site between sampling epochs as an independent two-state Markov chain. When combined with fast summation methods, our method offers considerable improvement in speed over the standard Doob-Gillespie algorithm. We provide a detailed analysis of the error incurred for both the number of sites incorrectly labelled and for linear functions of the state.
Introduction
Finite spin systems are continuous-time Markov chains on {0, 1} S , where S is a finite collection of sites, and the value at only one site changes in each transition. Special cases include the contact process, voter model and Ising model. While great advances have been made in the analysis of these systems in relation to qualitative issues such as phase transitions, rates of convergence, and central limit theorems [26, 27, 28] , to address more quantitative questions it is often necessary to employ simulation. As a finite-state continuous-time Markov chain, sample paths can be constructed from the jump chain and holding time distribution based on the work of Doob [10, 11] . In the chemistry and biochemistry literature this algorithm is often referred to as the Gillespie algorithm following [15, 16] ; in the sequel, shall be referred to as the Doob-Gillespie algorithm.
When the number of sites is large, exact simulation over a desired time interval can be infeasible due to prohibitively small expected times between transitions. This issue is not particular to spin systems and arises more generally in the simulation of continuous time Markov chains modelling large populations. Gillespie [17] proposed the tau-leaping method as a means of generating an approximate sample path that avoids this problem. Tau-leaping essentially treats the transition rates as constant over small time intervals. Anderson et al. [2] provide a detailed analysis of resulting error in the sample paths. In principle, tau-leaping could be applied to spin systems, however they lack the scaling required for tau-leaping to provide a reasonable speed-accuracy trade off.
In this paper we propose a new algorithm for the approximate simulation of long-range finite spin systems. The basic idea here is to briefly decouple sites over small time intervals so that the spin system is treated as a collection of independent two-state Markov chains. We provide a detailed analysis of the error in terms of the number of sites incorrectly labelled and accuracy of certain linear functionals of the state. Our analysis is inspired by [2] , though we keep our analysis entirely non-asymptotic.
The basic model
We formulate the class of finite spin systems as continuous-time Markov processes on the state space {0, 1} n for some positive integer n representing the total number of sites, where simultaneous transitions at multiple distinct sites occurs with zero probability. Any finite spin system (η(t), t ≥ 0) can be represented as a Markov jump process in the usual transition notation: η i : 0 → 1 at rate q + i (η) 1 → 0 at rate q − i (η) for i = 1, . . . , n.
Here, the functions q + i , q − i : {0, 1} n → [0, ∞) represent the rate at which sites flip to the positive state (1) , and the zero state (0), respectively. The function q(η, i) = η i q − i (η) + (1 − η i )q + i (η) is often called the rate function of the process [27] . Let N + i and N − i for each i = 1, . . . , n be independent unit-rate Poisson processes. Representing the finite spin system η as a random time change of Poisson processes [13, §6] , we find that for any t ≥ 0,
The focus in this paper is on a predominant subclass of practical spin systems whose q + i and q − i functions are of the general form
for some functions f i : R → R + and constants s ij ∈ R such that the sums n j=1 s ij are uniformly bounded independently of n. As a model of mean-field type, {v i } n i=1 are commonly referred to as potentials. Transition rate functions of this form are common in applications such as Hanski's metapopulation model [22, 1] , spatial SIS epidemic model [7, 21] , the voter model [27, §5] and the Ising model with Kac potentials [8] . They are often considered for their capacity to interact with a very large number of other sites (indeed, the entire system!). The form of (2) suggests that it will be important to understand the evolution of linear functionals of the state. Under certain conditions, the spin system is well approximated by a deterministic system ρ(t) = (ρ i (t)) n i=1 in the sense that sup φ∈Φ | n i=1 φ i (η i (t) − ρ i (t))| is small for sufficiently regular Φ ⊂ R n [4] . In particular, this deterministic system is given by the solution to ρ i (t) = ρ i (0) + t 0 (1 − ρ i (s))q + i (ρ(s)) − ρ i (s)q − i (ρ(s))ds, for all t ≥ 0, (3) assuming that q + i and q − i can be smoothly extended to [0, 1] n (see Appendix A).
Approximate simulation
As noted earlier, finite spin systems can in principle be simulated exactly using the Doob-Gillespie algorithm, though this may be computationally infeasible. Assuming that for each η ∈ {0, 1} n , n i=1 q(η, i) = O(n), the expected number of transitions in a sample path on [0, T ] is then O(nT ). If each of the transition rates can be updated after a transition in constant time, as is the case for transition rate functions above by storing and updating the potentials, then the computational cost of simulating this sample path using the Doob-Gillespie algorithm is O(n 2 T ).
Basic tau leaping is ill-suited to simulating spin systems. Fixing some step size δ > 0, let t k := kδ denote the lattice of points over which the simulation is carried out. For notational convenience, we define χ as the simple function
that maps each time point t to the last point on the lattice. The process of Euler tau-leaping translates to holding the transition rates constant over each interval [t k , t k+1 ). With this in mind, the Euler tau-leaping approximationη δ to (1) satisfieŝ
At the lattice points,η δ can be evaluated recursively viâ
where Λ + i,k and Λ − i,k are independent Poisson random variables with means
, respectively. For the path ofη δ to remain in {0, 1} n it is necessary that the Poisson random variables Λ + i,k and Λ − i,k are either 0 or 1 for all i and k. For this to occur with high probability it is necessary that the step size is O(n −1 ). The need to take such a small step size removes any benefit to performing tau-leaping.
Motivated by the propagation of chaos results that often hold for this type of system [25, 32, 3] , our strategy is to decouple the sites over each time interval [t k , t k+1 ) so that the process becomes a system of n independent two-state Markov chains whose transition probabilities are known explicitly. This process never leaves the set {0, 1} n so avoids the issue described above. However, the quality of the approximation will depend on how well q + i (η(t)) and q − i (η(t)) can be approximated over [t k , t k+1 ] by suitably chosen constants. The simplest way of incorporating this idea is via a forward Euler scheme, approximating q + i (η(t)) and q − i (η(t)) by their value at the most recent point on the lattice. With this in mind, the Euler approximation η δ to (1) satisfies
The resulting two-state Markov chains on [t k , t k+1 ] can be simulated using the Doob-Gillespie algorithm . Even more convenient is the fact that the transition probabilities of two-state Markov jump processes are known explicitly, and so it is possible to simulate the process at each time point t k as a discrete-time Markov chain. Indeed, by letting
Pseudocode for simulating the Euler approximation on the lattice {kδ} N k=0 is provided in Algorithm 1.
To improve upon the Euler method, a midpoint approximation to q + i (η(s)) and q − i (η(s)) will also be considered. Analogous to the deterministic approximation (3), this requires extending q + i and q − i smoothly to [0, 1] n . This can be done in an arbitrary manner, but the choice of extension will play a role in the quality of the approximation, and consequently, in the error analysis to follow. Letting p δ i (z) := z i + 1 2 δq i (z) for z ∈ [0, 1] n and each i = 1, . . . , n, and assuming that δ is sufficiently small so that p δ i maps [0, 1] n into itself, the midpoint Algorithm 1: Simulating the Euler approximation (5) for spin systems Input : Number of sites n, transition rates q + i , q − i for i = 1, . . . , n, initial value η δ (0) ∈ {0, 1} n , time step δ > 0, and number of time steps N Output: System state at each time point {η δ (δ), η δ (2δ), . . . , η δ (N δ)} for k = 0, . . . , N − 1 do for i = 1, . . . , n do Sample η δ i ((k + 1)δ) as a Bernoulli random variable with success probability P δ i (η δ (kδ)). end end
This time, the transition probabilities are given by
Pseudocode for simulating the midpoint approximation on the lattice {kδ} N k=0 is provided in Algorithm 2.
Algorithm 2: Simulating the midpoint approximation (7) for spin systems Input : Number of sites n, transition rates q + i , q − i for i = 1, . . . , n, initial value η δ (0) ∈ {0, 1} n , time step δ > 0, and number of time steps N Output: System state at each time point {η δ (δ),η δ (2δ), . . . ,η δ (N δ)} for k = 0, . . . , N − 1 do for i = 1, . . . , n do Computeη δ i (kδ) = p δ i (η δ (kδ)). end for i = 1, . . . , n do Sampleη δ ((k + 1)δ) as a Bernoulli random variable with success probability P δ i (η δ (kδ)). end end Practically speaking, a single step of Algorithm 2 is not much more challenging to execute than Algorithm 1, only doubling the computation involved. However, as we shall see, the midpoint approximation can be substantially more accurate than the Euler approximation allowing a much larger step size to be taken.
Fast summation methods
Algorithms 1 and 2 will only be useful if they can be implemented with significantly less computational cost than the Doob-Gillepie algorithm applied to the original process (1) . When the functions q + i and q − i have the form (2), naive evaluation of the 2n transition rates requires O(n 2 ) operations. In Algorithms 1 and 2 they must be recomputed at every time-step, implying an O(n 2 T /δ) computational burden. On the other hand the computation burden of the Doob-Gillespie algorithm is O(n 2 T ). Therefore, naively implemented, these algorithms are more costly to implement than the Doob-Gillespie algorithm. For Algorithms 1 and 2 to offer computational savings we need methods which can evaluate n sums of the form (2) in sub-quadratic time.
In the special case where the sites are indexed on a d-dimensional regular lattice and s ij = k(i − j) for some kernel function k, the sums in (2) become convolutions which may be rapidly computed exactly in O(n log n) time using the fast Fourier transform. This approach is simple and well-known, yet remains effective and highly recommended whenever applicable, thanks to the accessibility of highly efficient implementations of the fast Fourier transform [14] . In fact, our numerical experiments will focus predominantly on this particular method.
The state-of-the-art methods in this arena are the class of tree methods and their siblings. When the number of spatial dimensions d is not too large, these comprise perhaps the fastest summation methods to date [18] . The simpler, single-tree case involves the construction of a tree which groups the n sites together in O(log n) levels, in O(n log n) time. Usually this is performed spatially with respect to some metric (usually Euclidean). By utilising some form of approximation (either spatial averages or multipole expansions), information necessary to estimate potentials can be contained in each group at each level of the tree. For each source site z i , the corresponding potential v i can be obtained by passing through each level of the tree. The number of steps required to estimate the potential of a single node becomes O(log n), for a total O(n log n) computation time. Algorithms of this form include the celebrated Barnes-Hut algorithm [5] commonly used for simulations of the n-body problem.
A more sophisticated, and often much more efficient, approach, is to group source sites according to a tree as well. Such methods are referred to as dualtree methods, and have linear total computation complexity, for a fixed tolerance [18] . The most noteworthy dualtree method is the fast multipole method of Greengard and Rokhlin [19] (including its application to the Gaussian kernel, called the fast Gauss transform [20, 34] ). Provided the bandwidth of the kernel is not too small, computation of the potentials can be achieved in O(n) time.
On the other hand, if the bandwidth is too small, the fast multipole method can prove even less efficient than the naive approach.
Paper outline
The remainder of the paper is organised as follows: first, in §2, we develop strong error bounds for the approximations (5) and (7) , controlling the expected num-ber of sites with incorrect spin in terms of the step size and norms on the derivatives of q. In §3, we study the renormalised differences of linear combinations of the state vectors for the Euler method. Unlike the approach seen in [2] , ours will be purely non-asymptotic, deriving an explicit error bound on the rate of convergence as well. Together with the strong error bounds, this analysis shows that the mid-point method is substantially more accurate than the Euler method when the system is not in equilibrium. Finally, in §4, we empirically demonstrate the accuracy of the approximation and the reduced computational cost of the proposed simulation method. All proofs have been relegated to Appendix B.
Strong error analysis
Our analysis begins with the development of strong error bounds for the Euler and midpoint methods. These arguments adhere fairly closely to those of [2] , but must take greater care to keep track of terms depending on n, especially those involving derivatives of q + and q − . For this purpose, it is necessary to introduce some notation. For a function f :
, Therefore, if p = 1 or p = ∞, Dq + p ≤ D * q p and Dq − p ≤ D * q p . With this in tow, the strong error analysis for the Euler method is stated in Theorem 2.1. Note that the only assumption required here is that q ∈ C 1 ([0, 1] n , R n + ). Theorem 2.1. For some step-size δ > 0, let η(t) and η δ (t) satisfy (1) and the Euler approximation (5) respectively. Then for any time T > 0,
To elucidate the order of approximation of the strong error bound in Theorem 2.1, we return to the aforementioned 'mean-field' case. Here, both q ∞ and D * q 1 are O(1), and so the expected number of discrepancies between η(t) and the Euler approximation η δ (t) is O(nδ). Recalling that the corresponding error for the deterministic approximation is O(n 1/2 ), the Euler approximation can be guaranteed to be competitive only if δ = O(n −1/2 ).
We now proceed on to obtain a strong error bound for the midpoint method. The situation here is more complex, now involving second-order derivatives of q, so requiring q ∈ C 2 ([0, 1] n , R n + ). Once again, we define two variables that control this higher-order regularity:
For a function f : [0, 1] n → R m , we will also require
The strong error bound for the midpoint method is presented in Theorem 2.2. (1) and the midpoint approximation (7) respectively. Then for any step-size δ > 0 and any time T > 0,
Returning to the mean-field case, both γ n and Γ n are O(1), while D * q 2,1 is O(n 1/2 ), implying the error bound in Theorem 2.2 is of order O(nδ 2 + (nδ) 1/2 ). If δ ≥ n −1/3 , the O(nδ 2 ) term dominates as n → ∞, implying that the midpoint method is competitive with the deterministic approximation if δ = O(n −1/4 ). Ignoring constants, for large n, this suggests that the midpoint method has smaller error than the Euler method for the viable case δ ≥ n −1 .
Exact error asymptotics
Having now established strong error bounds for the two approximation methods, we shall formally demonstrate that the midpoint method should outperform the Euler method in the n → ∞ regime for viable step sizes. To accomplish this, we will prove that the O(nδ) error complexity is exact by characterising the limiting behaviour of weighted errors
between the finite spin system η(t) and the Euler approximation η δ (t), as nδ → ∞. More specifically, these errors will be shown in Theorem 3.1 to be well-
is the solution to the system of ordinary differential equations:
Using Gronwall's inequality, the growth of E(t) can be readily controlled. Since for each i = 1, . . . , n and any t ≥ 0,
for any T > 0,
which grows comparably to the error bound in Theorem 2.1.
Assumptions
Although the strong error bounds have been obtained in virtually complete generality, unfortunately, the same could not be achieved for the exact error asymptotics. Indeed, some regularity between the functions q i , i = 1, . . . , n, needs to be enforced. This can be accomplished by parameterisation, assuming that q i (x) = q(x; z i ) for each i = 1, . . . , n. Now, one need only impose appropriate assumptions on q and z i . The idea here will be to take advantage of the small metric entropy and closure under pointwise multiplication of the following set of analytic functions. Let Ω ⊂ C d be a compact parameter space and let Φ denote the set of functions φ : Ω → R analytic on Ω, each with an analytic continuation to a function φ * : Ω → C where Ω ⊂ Ω ⊂ C d satisfying |φ * (z)| ≤ 1 for z ∈ Ω . For each > 0, we assign an -internal covering Φ ⊂ Φ of minimal cardinality under the uniform metric. From [33, Theorem 9.2], there exists a constant C Ω,Ω ,d depending only on Ω, Ω and their dimension d such that for any 0 < < 1, log |Φ | ≤ C Ω,Ω ,d | log | d+1 . Also note that, for any chosen parameters z 1 , . . . , z n ∈ Ω, we can bound the Rademacher complexity of the set
Indeed, letting σ 1 , . . . , σ n denote independent Rademacher random variables, using similar arguments to [9, Theorem 3.2],
Define a norm on the space of analytic functions φ :
With this notation, our primary assumption is as follows.
Assumption 1. There exist points z 1 , . . . , z n ∈ Ω and a function q such that q i (x) = q(x; z i ) for each i = 1, . . . , n, and there exists Ω with Ω Ω ⊂ C d for which
While we expect Assumption 1 to hold for many practical finite spin systems (as most of them are constructed to occupy some region of space), it is not altogether trivial to verify. An obvious sufficient condition to guarantee that φ Φ < ∞ is to impose that φ has an analytic continuation that is entire on
where λ, µ > 0, and κ(x) = e −a x 2 is a Gaussian kernel with bandwidth 1/a, then Assumption 1 is satisfied for any choice of Ω .
Taking
This form arises in connection with the Hanski incidence function model [29] .
On the other hand, consider the Ising model with Gaussian Kac potentials [30] , given by
where each z 1 , . . . , z n ∈ [−1, 1] d . Since tanh(x) is not entire, we must take care to choose Ω , a and β appropriately to avoid its poles. Fortunately, choosing Ω to be a sufficiently thin open set on C d encompassing [−1, 1] d , there will always exist an Ω for which Assumption 1 holds.
Main result
Now that appropriate assumptions on the rate functions q i have been established, we can proceed with our main result on the exact error asymptotics of the Euler method. Of course, quantifying a rate of convergence requires an appropriate metric -a natural choice, like the strong error bounds in the previous section, would be the L 1 norm. Unfortunately, we have found this to require extraordinary control over the quadratic variation of the errors η i (t) − η δ i (t). Instead, we shall do so under the classic metrisation of convergence in probability. For any random variable X, we letĒX := E[X ∧ 1], recalling that for random variables X, X 1 , X 2 , . . . ,Ē|X n − X| → 0 if and only if X n P → X. We shall make use of the fact that the truncated L 1 norm satisfies
Also, to facilitate the proof, it will be necessary to define the following:
With this in tow, we present our main result in Theorem 3.1.
Theorem 3.1. Suppose that Assumption 1 holds and nδ ≥ 1. There exists a polynomial P in
The proof of Theorem 3.1 is quite long, comprising Appendix B.2. For meanfield-type models satisfying Assumption 1, we can see that P is necessarily bounded independently of n and δ. However, we suspect that the order of approximation in nδ of this bound can be improved with better control over the quadratic variation of the errors η i (t) − η δ i (t). Consider, for instance, that if ρ(t) has a stable equilibrium ρ ∞ = lim t→∞ ρ(t), then n −1 n i=1 φ i E i (t) → 0 as t → ∞. Furthermore, if η(t) starts near its (quasi-)stationary regime with each η i (0) taken to be independent with P(η i (0) = ρ ∞,i ) for each i = 1, . . . , n, then E(t) = 0 and so Theorem 3.1 suggests that
excluding logarithmic terms. On the other hand, assuming that the error terms E i comprise all first-order errors in the Euler approximation, we expect the Euler and midpoint approximations to perform comparably in this scenario.
In the next section, we shall conduct numerical experiments to support this hypothesis. Based on this, we should expect the optimal rate of convergence to be at most O((nδ) −1/2 + δ), excluding logarithmic terms.
Numerical experiments
To complement the results obtained thus far and assess their relevance in practice, we conduct numerical experiments comparing the performance of the Doob-Gillespie algorithm to the Euler and midpoint approximations. We shall begin by assessing accuracy of the approximations by simulating the coupled processes (1), (5) and (7) with respect to the same Poisson processes. Of course, this negates the computational advantages of the Euler and midpoint approximations, so we shall forego comparisons of computation time between the methods for now. For the sake of illustration, we restrict ourselves to the one-dimensional case (with site space {1, . . . , n}), considering a transition rate function constructed according to an Gaussian convolutional kernel:
for some scale parameter σ > 0. The extinction rates are chosen uniformly q − i (x) ≡ 1. The corresponding spin system is of mean-field-type, and satisfies Assumption 1. As n → ∞, the solution ρ ∞ to q i (ρ ∞ ) = 0 for i = 1, . . . , n becomes increasingly uniform ρ ∞ ≡ ρ. The quasi-stationary distribution of η is approximately a product of n Bernoulli random variables with probability 1/2; in fact, for each i = 1, . . . , n,
Since (14) is of convolutional form, the corresponding potentials can be computed efficiently using the univariate fast Fourier transform. Figure 1 presents a realisation of the Euler and midpoint approximations and their evolution in time for the same spin system, coupled together with the same Poisson processes. Locations of errors from an exact Doob-Gillespie simulation for the same process are also shown. Here, the process does not start near quasistationarity, and the midpoint approximation displays significantly fewer errors than the Euler approximation throughout the duration of the simulation.
To more precisely compare the accuracy of the two methods, we can measure the largest proportion of errors encountered up to that point in time. For the Euler and midpoint approximations, this is given by
These quantities are plotted in Figure 2 , whose left-hand side once again illustrates the improved accuracy for the midpoint approximation when initialised away from quasi-stationarity. In fact, we see improved accuracy for the midpoint approximation, even for a much larger step size (ten times larger, in this case). On the other hand, as the process tends towards quasi-stationarity in (14) with σ = 20, and q − i ≡ 1 for i = 1, . . . , n, coupled together with the same Poisson processes, and with step size δ = n −1/3 . For each process, the realisation is presented on left with presence (η i (t) = 1) denoted by a black site and absence (η i (t) = 0) a white site. Locations of errors compared with the coupled Doob-Gillespie simulation are presented on right in black. Plots of the largest proportion of errors encountered (15) up to time t for the Euler approximation with step size δ = n −1/2 (blue) and midpoint approximation with step sizes δ = n −1/2 (red) and δ = n −1/4 (yellow) for a spin system with n = 10 4 sites, q + i given by (14) with σ = 20, and q − i ≡ 1 for i = 1, . . . , n, coupled together with the same Poisson processes. The process is started with 10% of its sites initially occupied (left) and near the quasi-stationary distribution with P(η i (0) = 1) = 1/2 for all i = 1, . . . , n (right). time, sup i=1,...,n E i (t) → 0. As discussed earlier, in this regime, Theorem 3.1 would still imply increased accuracy for the midpoint approximation. However, this does not appear to be the case -as seen in the right-hand plot of Figure  2 , when the process is started near quasi-stationarity, the accuracy of the Euler and midpoint approximations appear comparable. This supports the hypothesis that the rate of convergence in Theorem 3.1 may be further improved. Finally, to illustrate the precision of the exact asymptotics in Theorem 3.1, Figure 3 displays the average normalised errors (nδ) −1 n i=1 (η i (t) − η δ i (t)) with the average predicted errors n −1 n i=1 E i (t) for the Euler approximation. Turning now to computation time, in Figure 4 , average speedup factors over the time interval [0, T ] for the Euler and midpoint approximations (Algorithms 1 and 2, respectively) over the Doob-Gillespie algorithm are presented. Here, we consider the Ising-Kac model over a two-dimensional site space S = {1, . . . , n} × {1, . . . , n} with q + i and q − i given by (12) with β = 1 and a = 40n −1 , which we have shown to satisfy Assumption 1. In all cases, the process is initialised with an initial distribution of P(η i (0) = 1) = 1/2. The step sizes for the Euler and midpoint approximations are chosen to be of the order of the maximal competitive step size; that is, δ = n −1/2 for the Euler approximation, and δ = n −1/4 for the midpoint approximation. As was shown in Figure  2 , the accuracy of the midpoint approximation is competitive to that of the Euler approximation for these choices of step size. Despite the roughly-doubled computation time for the midpoint approximation over the Euler approximation for the same step size, for large site spaces, the significantly smaller step size for the midpoint approximation sees greatly improved performance over both the Euler and Doob-Gillespie algorithms. Altogether, Figures 2 and 4 suggest that, among the three methods discussed, the midpoint approximation is the better choice for finite spin systems not near (quasi-)stationarity. On the other hand, since the Euler approximation is universally faster to compute than the 
for the Euler approximation (blue) to average predicted first-order error n −1 n i=1 E i (t) (red) for a finite spin system with q + i given by (14) with σ = 20, and q − i ≡ 1 for i = 1, . . . , n, with 10% of its sites initially occupied. The number of sites n and the step size δ are taken to be n = 10 4 and δ = n −1/2 (left); and n = 10 5 and δ = n −1/4 (right). midpoint approximation for the same step size, Figure 2 suggests that the Euler approximation may be preferred for finite spin systems near (quasi-)stationarity.
Appendix A: Independent site approximation
To enable the application of standard techniques, as in [4, 23] , we compare η(t) with an independent site approximation ω(t) with transition rates
)ω i (t), for each i = 1, . . . , n, and where ρ(t) is defined in (3) . Because each element of ω(t) is independent for all time, for 1 ≤ r ≤ 2, using the method of bounded differences [6, Corollary 3.2] and the Lindeburg argument [23, eq. (2.5)], we can estimate for any smooth function f ,
To compare η(t) and ω(t), we couple them together using the basic coupling for spin systems (see [ 
is a Feller process, denoting by L X the infinitesimal generator of X , we may define the process J (t) by J (t) := L XJ (η(t), ω(t), J(t), ρ(t))
+ ω i (t)|q − i (η(t)) − q − i (ρ(t))|}, and by Dynkin's formula, sinceJ(0) = 0, there exists a martingale M such that
Lemma A.1. For any T ≥ 0,
Proof. Combining (17) and (18),
and so applying (16) with the Mean Value Theorem gives
and so
Equation (19) now follows from Gronwall's inequality. To show (20) , once again from (18),
and from (17),
whereby (16) with the Mean Value Theorem once again implies
It only remains to bound M (t) 2 . However, since
where [M ] t is the quadratic variation of M . AsJ moves only by jumps of size n −1 , it follows [M ] t = n −1J (t). Therefore, by (19) ,
≤ n −1 (1 + ( D * q 2,1 + γ n )T )e T D * q 1 .
Combining (22), (23) , and (25) yields
from whence (20) follows by Gronwall's inequality.
Similarly, for the Euler tau-leaping process, we compare η δ (t) with its independent site approximation ω δ (t) with transition rates
for each i = 1, . . . , n, where
As before, each element of ω δ (t) is independent for all time, Eω δ (t) = ρ δ (t), and
Define
. Neither η δ nor ω δ are Markov processes, however, they are Markov over each time interval [kδ, (k+1)δ) for k ≥ 0. Therefore, for any k ≥ 0, we can couple η δ and ω δ together using the basic coupling, and form a Feller process Z k = (η δ , ω δ , J δ ) over [kδ, (k + 1)δ), conditioned on η δ (kδ), ω δ (kδ), and J δ (kδ). Proceeding as before, by Dynkin's formula, there is a martingale M k such that
where
Proof. As in the proof of Lemma A.1, by the Mean Value Theorem and (26), (30) and so by direct integration, (27) implies that for 0 ≤ t < δ,
Since EJ δ (t) is continuous in t, taking t → δ − , this implies
Performing induction over k, withJ δ (0) = 0 gives
Together with (31) , this implies (28) . We shall now prove (29) . By iterating equation (27) , for any k ≥ 0 and 0 ≤ t < δ,
It can be seen that {M δ 1 (δ), . . . , M δ k−1 (δ), M δ k (t)} forms a martingale difference sequence relative to the increasing sequence of σ-algebras F k = σ(η δ (t), ω δ (t), J δ (t), 0 ≤ t ≤ kδ). Therefore,
Since
On the other hand, equation (26) implies that
which altogether implies that for any k ≥ 0 and 0 ≤ t < δ,
By induction, we find that J δ (kδ) 2 ≤ 2n −1 (1 + ( D * q 2,1 + γ n )kδ)e 3kδ D * q 1 which finally implies (29) .
As usual, the primary application of the independent site approximation is for obtaining a bound on the first-and second-order weak error between η(t) and the deterministic approximation ρ(t). A bound on the first-order weak error for vector-valued functions, which follows from (16) , (26) , and Lemmas A.1 and A.2, is presented in Lemma A.3.
Following the same arguments as [23, Proposition 9], using Lemmas A.1 and A.2 in place of [23, Lemma 7] , we arrive at a bound on the second-order weak error, presented in Lemma A.4. For brevity, we introduce the notation
There is a universal constant C > 0 such that, for any f ∈ C([0, 1] n , R) and t > 0,
Appendix B: Proofs

B.1. Strong error analysis
We begin by providing proofs of the strong error bounds presented in Theorems 2.1 and 2.2.
Proof of Theorem 2.1. As will be a recurring theme for all of the main results to be presented, the method of proof is centered about an application of Gronwall's inequality. In this case, the application is fairly standard; first, by decomposing
where each of the terms are given by 
Since |s − χ(s)| ≤ δ for any s ≥ 0,
and applying Gronwall's inequality completes the proof.
Proof of Theorem 2.2. We proceed as in the proof of Theorem 2.1, but now
To apply Gronwall's inequality as before, it is necessary to bound the expectation of these terms. In fact, it will suffice to consider T
+ alone, as the procedure for T (2) − is virtually identical. Let
Applying a first order Taylor expansion to q + i aboutη δ • χ(s),
where R i,1 and R i,2 are the remainders from the expansion of q + i (p δ •η δ • χ(s)) and q + i (η δ (s)), respectively. Note that
From (7), the number of jumps inη δ i on [a, b] is stochastically dominated by a Poisson random variable with mean 2 q ∞ (b − a) so for each j = 1, . . . , n,
Since theη δ j (s) are independent conditioned onη δ • χ(s), it follows
For each i = 1, . . . , n, definẽ
|s − χ(s) − δ/2|ds = δ 2 /4 and
(s − χ(s) − δ/2)ds = 0 for any bounded function g and any t > 0,
Again using the fact that the expected number of jumps inη δ i on [a, b] is bounded by 2 q ∞ (b − a),
Therefore, to control T
+ , it now suffices to consider the remaining error term
To do so, let M (t) denote the martingale
In terms of M (t), the difference
Note that the quadratic variation of M j , (resp. M + i ), is just the number of jumps in M j (resp. M + i ) and that, recalling the defining property of a spin system, with probability one, no two sites experience simultaneous jumps inη δ .
The terms T i,2 and T i,3 are controlled together: by the Mean Value Theorem,
and similarly for q − j , which implies
Finally, to bound T i,4 ,
Combining (33)-(36) with the bounds on R i,1 and R i,2 gives
and so E|T
(2) + | ≤ 5α(n, δ)(1 + t). Applying the same arguments to T
The proof is completed by applying Gronwall's inequality as in the proof of Theorem 2.1.
B.2. Proof of Theorem 3.1
Throughout this proof, for the sake of brevity, the notation x y will be used to imply there exists some universal constant c > 0 such that x ≤ cy. Naturally, we assume throughout that the hypotheses of Theorem 3.1 hold. We begin by coupling η(t) and η δ (t) using the basic coupling, that is, for independent unitrate Poisson processes N + i,k , N − i,k with i = 1, . . . , n; k = 1, 2, 3:
Centering the Poisson processes, there is
where the remainder M i (t) is a martingale. For φ ∈ Φ, let φ i = φ(z i ) for each i = 1, . . . , n. For the sake of brevity, let M φ δ (t) := (nδ) −1 n i=1 φ i M i (t). Then from (37) and (9a),
where S + and S − denote the second-order weak error terms
D ± denote the discretisation error terms
± denote the remainder terms:
Observe that, under Assumption 1, the second term on the right-hand side of (38) can be bounded in magnitude by
suggesting that we may use Gronwall's inequality on (38) to obtain the desired bound. The remainder of the proof comprises controlling the other terms, in order of their appearance.
B.2.1. Controlling the martingale term
Fixing
Central to our strategy of controlling the martingale M φ δ is the Fuk-Nagaev inequality of [12] . First observe that the predictable quadratic variation
Adopting the notation from the proof of Theorem 2.1, for any Φ ⊂ Φ,
− ], and so by following the same arguments,
Lemma B.1. Assuming that δ ≥ n −1 , there exists a constant C > 0 depending only on Ω, Ω , d such that for any T > 0,
Proof. For any Φ ⊂ Φ, let M δ (Φ ) := sup φ∈Φ M δ (φ). Assuming for now that Φ is a finite subset of Φ, by the Fuk-Nageav inequality [12, Corollary 3.4] , for any x, L > 0,
To apply the inequality in (13) , it suffices to choose x and L such that
The only real solution to these relations is given by
where W 0 is the principal branch cut of the Lambert W -function. Now, since W 0 (x) ≤ log(1 + x) for all x > 0, (13) , (40), and (41) imply that
The extension of the estimate (42) to Φ = Φ relies on the chaining argument of Dudley. Let {φ (k) } ∞ k=1 be a sequence of random elements in Φ adapted to the same probability space as M (t), for which M δ (φ (k) ) → M δ (Φ) in the topology of pointwise convergence, and φ (k) −φ (l) ∞ ≤ 2 −m for k, l ≥ m. Such a sequence is guaranteed to exist since Φ is relatively compact in the space of continuous functions on Ω. From this, construct a new sequence {φ (k) } ∞ k=1 such thatφ (k) occupies the 2 −k -internal covering of Φ, Φ 2 −k , and φ(k) − φ (k) ∞ ≤ 2 −k for each k = 1, 2, . . . . Applying dominated convergence under the estimate (39),
Observe that for k = 1, 2, . . . , φ(k) −φ (k−1) ∞ ≤ 5 · 2 −k . Now, letting
| and so by [33, Theorem 9.2], there is a constant C > 0 depending only on Ω, Ω , d such that
where C > 0 depends only on Ω, Ω , d. The series is absolutely convergent, implying the result.
B.2.2. The second-order error terms
Moving on to the second-order error terms S + and S − , observe that sup
and similarly for S − . The first term on the right-hand side of (43) will contribute to our use of Gronwall's inequality on (38), so we need only consider the second term. This is treated for S + in Lemma B.2; the procedure for S − is identical. For brevity, we leave the inequality (44) in terms of the L 1 and L 2 norms ofJ(T ) andJ δ (T ), recalling that these quantities are bounded according to Lemmas A.1 and A.2.
Lemma B.2. For any T > 0, there is
Proof. The proof proceeds in a similar fashion to [23, Proposition 9], comparing η(t) to ρ(t), ρ(t) to ρ δ (t), and finally ρ δ (t) to η δ (t). First, from Lemma A.4,
1 + log n(nΓ n + n 1/2 θ n )(1 + n J (s) 2 2 + n J δ (s) 2 2 ). (45)
Following the arguments of the proof of Theorem 2.1,
and so a second order Taylor expansion for q + i implies
For the remaining cross terms, once again due to (46),
and since the ω δ j (t) are independent with P(ω δ 
Proof. It will suffice to consider R 
The second term on the right-hand side of (50) is bounded by Dq + ∞J (T )
T 0 E(s) ∞ ds. Turning our attention now to the first term, letω(s) be an independent copy of ω(s). Using the symmetrisation method (see [9, §3] ), A similar result also holds for R
− (φ, t). Therefore, it only remains to bound R 
Proof. For the sake of brevity, let d ij (x) = ∂ j q + i (x)q j (x). It is a matter of direct computation to show that max k=1,...,n n i,j=1 
where we once again make use of the fact that A 2,1 ≤ n 1/2 A F for any n × n matrix A. For the second derivatives, there is n i,j,k=1
Applying the Mean Value Theorem for d ij together with Theorem 2.1 and (53) gives, d ij (η • χ(s)) − d ij (ρ • χ(s)) ds n −1 T 2 (n q ∞Γn + Dq + 1 D * q 1 )( D * q 2,1 + γ n )e 2T D * q 1 + n −1/2 T q ∞ (nΓ n + n 1/2 θ n ) + n −1/2 T D * q F , which, together with (56), implies the lemma.
Next, in Lemma B.9, we bound the error incurred by replacing the remaining occurrence of η δ i by ρ i . For brevity, we let Proof. One can show that for any real valued differentiable functions f and g,
The result follows from applying (60) with g(s) = φ i (1 − ρ i (s)) and f (s) = ∂ j q + i (ρ(s))q j (ρ(s)) for each i, j = 1, . . . , n. 
