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Abstract
Deep Neural Networks have shown great promise on a variety of downstream
tasks; but their ability to adapt to new data and tasks remains a challenging prob-
lem. The ability of a model to perform few-shot adaptation to a novel task is
important for the scalability and deployment of machine learning models. Recent
work has shown that the learned features in a neural network follow a normal
distribution [41], which thereby results in a strong prior on the downstream task.
This implicit overfitting to data from training tasks limits the ability to general-
ize and adapt to unseen tasks at test time. This also highlights the importance
of learning task-agnostic representations from data. In this paper, we propose a
regularization scheme using a max-entropy prior on the learned features of a neu-
ral network; such that the extracted features make minimal assumptions about the
training data. We evaluate our method on adaptation to unseen tasks by perform-
ing experiments in 4 distinct settings. We find that our method compares favorably
against multiple strong baselines across all of these experiments.
1 Introduction
Deep Neural Networks have enabled great success in various machine learning domains such as
computer vision [17, 23, 44], natural language processing [69, 11, 4], decision making [59, 60, 15],
biomedical application [53, 24] etc. The success of neural networks on a variety of domains can be
largely attributed to the ability of the networks to extract abstract features from data. Given a large
amount of data, representations generalize effectively to a held-out ‘test’ set [57, 82].
Finetuning deep neural networks trained on large datasets, specially ImageNet [57], has lead to state-
of-the-art performance in various tasks such as few-shot learning [9], semantic segmentation [48],
object detection [12], deep metric learning [47]. Although such methods have shown promise, the
ability of a network to adapt to novel data and tasks remains an open area of study. The ability of a
model to adapt to novel tasks and data has recently been an area of focus in meta-learning [64, 14, 9],
meta-reinforcement learning (meta-RL) [33, 83], zero-shot domain adaptation [68, 34], and metric
learning [55, 20]. Methods rely on the training data distribution to learn the shared structure of the
task and data, such that it is able to exploit learned structure at evaluation on a novel task. However,
we want the model to capture the underlying task structure without overfitting to the training task
itself. Recent work has shown that learning the reuse of the task is crucial for fast-adaption [50].
In this paper, we propose a simple and general solution for learning better task and data-agnostic
representations to maximize fast-adaption by maximizing the entropy of the learned embedding to
reduce the amount of prior belief that the network learns over the training data.
Recent work has successfully assumed that the learned features of a deep network follow a contin-
uous multivariate Gaussian distribution [25, 65, 28, 75, 7]. Furthemore, recent theoretical work in
deep and wide-neural networks have also proven that under certain conditions, the learned features
of a neural network are normally distributed [41, 42, 46, 76]. Such conditions are approximately
satisfied in modern neural network architectures [80, 77], weight initialization schemes [37, 22],
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and gradient based optimization techniques [56]. This suggests that the features the models are
learning impose a strong prior on the given downstream task. Having a strong prior on the training
task makes it difficult to effectively draw from that experience to adapt and generalize to new tasks,
unless there is a significant overlap between the tasks, which limits fast-adaption. This notion of
over-fitting to the training task may harm the models ability to learn to adapt quickly to a new task.
Ideally, it is desirable to make minimal assumptions over the training tasks, while also effectively
solving them. Such an unassuming prior over the task should help the model in adapting to a new
task, as the model is able to learn the implicit task structure without overfitting on the “source task”.
Unlike a multivariate Gaussian, a complete ‘max-entropy’ prior puts equal likelihood in the feature
space, and makes fewer assumptions about the data. In this paper, we propose to perform ‘max-
entropy regularization’ on the learned features of a neural network by placing a uniform prior on the
features space. Given that the learned feature space of a neural network automatically collapses to a
gaussian during training, by placing a max-entropy, or simply a uniform prior on the feature space
we regularize the network to reduce over-fitting and learn features that are task-agnostic.We perform
this regularization using a GAN-like alternating optimization scheme [18].
Our contributions can be summarized as:
• We propose ‘max-entropy regularization’ in the learned feature space of deep neural net-
works to increase the ability of a network to fast adapt to novel tasks and data.
• We regularize the models using a GAN-like alternating optimization which learns a poste-
rior using an adversarial objective.
We evaluate zero-shot data generalization using deep metric learning, zero-shot domain adapta-
tion and out-of-distribution generalization and demonstrate the effectiveness and generality of max-
entropy regularization over many strong, distinct baselines in each domain. We further evaluate on
benchmark fast-task adaptation tasks using three different meta-learners, such as ProtoNets [64],
Matching Networks [70] and MAML [14], and demonstrate a significant performance boost on
benchmark datasets.
2 Background
2.1 Generative Adversarial Networks (GANs)
Generative Adversarial Networks (GANs) were proposed as a generative model which utilizes an
alternative minimization scheme to solve a minimax two-player game between a Generator,G, and
a Discriminator, D [18]. The Generator is trained to map a sample from a prior z ∼ p(z) and
outputs the Generator distribution, G(z) and the Discriminator is trained to be an arbiter between
the target data distribution p(x) and the Generator distribution G(z). The Generator is trained to
trick the Discriminator into predicting that the G(z) actually comes from the target distribution.
Although many different GAN objectives have been proposed, the “Non-Saturating Cost” objective
of the Discriminator can be represented as
LD = max
D
Ez∼p(z)[1− logD(G(z))] + Ex∼p(x)[logD(x)] (2.1)
and the Generator objective as:
LG = min
G
Ez∼p(z)[1− logD(G(z))] (2.2)
where p(z) is the prior distribution for the Generator, and p(x) is a defined target distribution such
as natural images.
2.2 Fast Adaptation
The notion of fast adaptation to a novel task has recently been popularized by different meta-learning
strategies [14, 64]. These methods assume distinct meta-training and meta-testing task distributions,
where the goal of a meta-learner is to learn to adapt fast to a novel test task given few only a
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few samples and training ‘budget’. More specifically a few-shot meta-learner is evaluated to per-
form n-way classification given k−‘shots’ or datapoints from a previously unseen class using up to
m−training iterations or gradients steps. We note that there are two distinct types of meta-learners,
ones that requirem−training iterations for finetuning [14, 51], and ones that do not [64, 43]. In the
meta-learning phase, the meta-learner is trained to solve entire tasks as datapoints, to quickly adapt
to novel test time tasks. Many different strategies are used to maximize the effectiveness of the
meta-learning phase such as episodic training: where the model is trained by simulating ‘test-like’
conditions [64, 70], or finetuning: where the model performs up to m- gradient steps on the new
task [14]. Recent work has also shown that meta learning is limited to compact data distributions
where features in the training set can be reused [50].
Along with adapting to novel tasks, it is also important for a model to generalize to novel data. In
metric learning [78], a model is evaluated on the ability to perform zero-shot retrieval on novel data.
The learner is trained an a training data distribution Dtr and evaluated on a testing data distribution
Dts where there are no shared classes between Dtr and Dts; however, the data generating function
is assumed to be similar, such as natural images of birds [74]. In deep metric learning, the learner
is parameterized using a deep neural networks [55]. Similar to deep metric learning, in zero-shot
domain adaptation a learner is also trained on a distinctDtr and evaluated onDts. But unlike metric
learning, in zero-shot domain adaptation, the labels between the data distributions are shared but
each distribution comes from distinct data generative functions, such as natural images of digits [19]
and handwritten images of digits [39].
3 Max-Entropy Regularization
In this section we will introduce the max-entropy objective and the alternating GAN-like optimiza-
tion scheme we utilize to perform the regularization in a computationally tractable manner.
3.1 Max-Entropy Objective
In Information Theory, the entropy of a continuous probability distribution, p(x) is defined as
H(x) = −
∫
X
p(x) log p(x). The entropy of p(x) is maximized when it is uniformally distributed.
In this paper, we aim to performmax-entropy regularization on the embeddings of a neural network.
For a network, q, with embeddings z, parameterized by θ, we can represent the objective as:
L = min
θ
E(x,y)∼Dtr [LT (q(x), y)]−H(z) (3.1)
where LT is any task-specific loss such as cross-entropy loss, (x, y) are samples from the training
distribution Dtr and H(z) represents the entropy of the feature space. To effectively maximize the
entropy of the features H(z), we set the prior on the learned feature space or embeddings of the
network q(z|x) to be a unit hyper-cube,U(−1, 1). By adding the prior, we are effectively increasing
the entropy of the embeddings z of the network, since it is no longer able to collapse to a multivariate
Gaussian. This would imply that we want to impose a regularization of the form:
L = min
θ
E(x,y)∼Dtr [LT (q(x), y)] +Dx∼Dtr
(
q(z|x)||r(z)
)
(3.2)
whereD is a divergence metric such as the KL-divergence and r(z) is the Uniform hypercube prior.
In practice, adding such a regularization does not have a simple solution since a bounded uniform
distribution does not have a closed-formKL divergencemetric to minimize. To address the practical
limitation of solving Eqn. 3.1, we draw upon the GAN literature where GAN-style alternate opti-
mization has been successfully used to match a generated distribution to a defined target distribution,
such as a Uniform hypercube prior in our case.
3.2 Max-Entropy Optimization
We choose the Uniform distribution as our chosen prior r(z), due to its property of being the max-
entropy distribution. Choosing a Uniform hypercube (U(−1, 1)) is a design choice that we make
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since it performs well empirically. We do note that it is possible to pick values for α and β for a
Uniform distribution given by U(α, β) which perform better empirically.
Latent variables models such as the Adversarial Autoencoder [45] have used a GAN-style adversar-
ial loss, instead of a KL divergence, in the latent space of their autoencoder to learn a rich posterior.
Such latent variable models typically consider an isotropic Gaussian prior, but in practice, any well-
defined distribution can be used as a prior, such as a Uniform hypercube (U(−1, 1)).
We can mould the GAN objective in Eqn. 2.2 and 2.1 for max-entropy optimization. To this end, we
train a Discriminator, D, to be an arbiter between which samples are from the learned distribution
q(z|x), parameterized by θ, and from the prior r(z).
For max-entropy regularization, the Generator objective from Eqn. 2.2 can be adjusted to
Ladv = min
θ
Ex∼Dtr [log(1−D(q(z|x)))] (3.3)
and similarly, the Discriminator objective can simply be stated as:
LD = max
D
Ex∼Dtr [log(1−D(q(z|x)))] + Ez˜∼r(z)[logD(z˜)] (3.4)
Intuitively, the model q is trying to fool the discriminator into thinking that samples from the learned
features, q(z|x), come from the chosen target distribution, r(z), which is chosen to be the max-
entropy uniform hypercube, U(−1, 1). Similar to a GAN Discriminator, D is trying to find the
ground-truth assignment of a sample from the prior, z˜ ∼ r(z), and the learned features, q(z|x).
While the notion of adding such an adversarial loss has been previously used in multiple papers
[45, 67, 62], the key insight of this work is twofold i) the effect of max-entropy regularization on
fast-adaptation and ii) an efficient technique to optimize our proposed regularization.
Our final objective for θ can be written as
L = min
θ
E(x,y)∼Dtr [LT (q(x), y)] + γEx∼Dtr [log(1−D(q(z|x)))] (3.5)
where γ is a hyperparameter to control the amount of regularization added andLT is the downstream
task loss. γ is chosen to balance out the ability of the model to generalize to new tasks, and the ability
of the model to perform the downstream task. A value of γ being too high would results in the the
learned distribution to closely resembling a uniform one, therefore making too few assumptions
on the data and being unable to adapt to new tasks, as it is unable to utilize training experience.
Similarly, a value of γ being too low would results in weak regularization, which in turn results in
the learned feature distribution approximately collapsing to a multivariate Gaussian as in the case
of regular supervised training. Even though we use deterministic mapping for q(z|x) instead of a
stochastic function, we use the same argument as [45] that the data, Dtr itself adds is a sufficient
source of stochasticity during training. We further discuss the value of γ used in the experiments in
Sec. 4.1.
4 Experiments
In this paper, we seek to investigate how max-entropy regularization can affect the ability of a
model to perform zero-shot generalization and fast-adapt to novel data and tasks. We note that in
this section, we will refer to tasks where there we do not have samples from the testing distribution
as generalization, and where we do have samples as adaptation (meta-learning). To this end, we
seek to answer the following questions
• Novel-data adaptation: How do we perform zero-shot generalization at evaluation time
for deep metric learning, zero-shot domain adaptation and OOD generalization with and
without max-entropy regularization?
• Novel-task adaptation: How does the proposed method adapt to novel tasks during meta-
learning for few-shot learning with and without max-entropy regularization?
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CUB-200-2011 [74] Cars-196 [35]
Metric R @ 1 NMI R @ 1 NMI
Softmax [81] 61.66 ± 0.30 66.77 ± 0.36 78.91 ± 0.27 66.35 ± 0.30
Softmax + Entropy 65.02 ± 0.13 68.76 ± 0.16 80.58 ± 0.21 68.30 ± 0.21
Contrastive [20] 61.50 ± 0.17 66.45 ± 0.27 75.78 ± 0.39 64.04 ± 0.13
Contrastive + Entropy 63.28 ± 0.18 67.45 ± 0.29 76.90 ± 0.38 65.06 ± 0.15
Margin (D, β = 1.2) [75] 63.09 ± 0.46 68.21 ± 0.33 79.86 ± 0.33 67.36 ± 0.34
Margin (D, β = 1.2) + Entropy 64.96 ± 0.33 69.47 ± 0.13 82.47 ± 0.09 68.92 ± 0.22
Multisimilarity [72] 62.80 ± 0.70 68.55 ± 0.38 81.68 ± 0.19 69.43 ± 0.38
Multisimilarity + Entropy 65.87 ± 0.45 70.49 ± 0.16 82.20 ± 0.15 70.51 ± 0.25
Table 1: Deep Metric Learning (Zero-Shot Generalization). Comparison of several deep metric learning
objectives with a ResNet-50 backbone [23]. The models are evaluated with and without max-entropy regular-
ization and we report the mean Recall 1 and the Normalized Mutual Information (NMI) metric for all exper-
iments. All baseline scores are taken from [55], and their official released code is used to run all experiments
without any fine-tuning for the underlying metric learning model hyperparameters.
Unless otherwise specified, we use a γ value of 0.1 and a Discriminator parameterized using a
three-layer MLP with 100 hidden units in each layer. The Discriminator is trained using the Adam
optimizer [32] with a learning rate of 10−5. For stability, we perform a single gradient step on
the Discriminator for every 10 gradient steps on the underlying network. For deep metric learning
(DML), since the base model (ResNet-50 [23]) starts off with ImageNet pre-trained weights, we use
γ = 0.4, to address the introduced ImageNet bias. We perform no hyperparameter tuning on the
base algorithms, and use the same hyperparameters that the original papers proposed; we simply
add the entropy loss, along with the task loss as in Eqn. 3.5. Further details on all algorithms and
implementations are available in the Appendix A.
4.1 Experimental Setup
Zero-shot Generalization: We look at how max-entropy regularization affects zero-shot retrieval
in deep metric learning and zero-shot classification for domain adaptation. For deep metric learning,
we use four benchmark deep metric learning losses (Contrastive Loss [20], Margin Loss [75], Soft-
max Loss [81] and MultiSimilarity Loss [72]) studied in [55], and evaluate them over two standard
datasets: CUB-200 [74], and Cars-196 [35]. For zero-shot domain adaptation, we conduct digit
recognition experiments, transferring models between MNIST [39], SVHN [19] and USPS [61]. In
this setting we train the model on a source dataset, and test it directly on the testing dataset. Since
each of the datasets contain digits, the networks are assessed to classify digits on the target dataset,
without any training. For the domain adaptation task, we consider a vanilla ResNet18 baseline
[23], as well as Adversarial Discriminative Domain Adaptation [68], which was proposed for do-
main adaptation, with and without max-entropy regularization and see if max-entropy regularization
improves upon the baselines.
OOD Generalization We look at howmax-entropy regularization affects a model’s ability to gen-
eralize to OOD samples. We train the model on CIFAR-10 [36], and evaluate on a test set where
the images have been randomly translated [−4, 4] pixels, rotated [−30, 30] degrees and scaled by
[0.75 − 1.25]. When performing semantic-preserving augmentations, we obtain samples with a
different distribution than the training samples thereby evaluating the performance of the model
to extrapolate using its training experience. We evaluate the performance of ResNet-18 [23],
WideResNet-50 [80] and ResNext-50 [77] with and without max-entropy regularization.
Meta Learning: We look at how max-entropy regularization affects meta-training for few-shot
learning tasks. For experiments, we use 3 distinct meta-learrning baselines: Matching Networks
[70], ProtoTypical Networks [64] and MAML [14] with and without max-entropy regularization.
We evaluate the models over 4 benchmark datasets Double MNIST [39], Omniglot [38], CIFAR-FS
[36] and MiniImagenet [1] using benchmark few-shot learning tasks using TorchMeta [10].
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Source→ Target Backbone MNIST→ USPS USPS→MNIST SVHN→MNIST
Source Only ResNet-18 49.0 ± 0.20 42.8 ± 0.07 69.7 ± 0.06
Source Only + Entropy ResNet-18 67.2 ± 0.11 56.2 ± 0.10 71.3 ± 0.13
Source Only LeNet 75.2 ± 0.016 57.1 ± 0.017 60.1 ± 0.011
Source Only + Entropy LeNet 79.6 ± 0.04 62.6 ± 0.01 65.8 ± 0.03
ADDA [68] LeNet 89.4 ± 0.002 90.1±0.008 76.0 ± 0.018
ADDA + Entropy LeNet 93.5 ± 0.09 94.8 ± 0.03 81.6 ± 0.03
Target Only ResNet-18 98.1 ± 0.2 99.8 ± 0.1 99.8 ± 0.1
Table 2: Zero-Shot Domain Adaptation. Comparison of several zero-shot domain adaptation strategies on
the digit recognition task. The models are evaluated with and without max-entropy regularization and we
report the mean accuracy and standard deviation over 5 random seeds. The results for Adversarial Domain
Discriminative Adaptation (ADDA) and the “Source Only” + LeNet backbone are taken directly from [68].
“Target Only” refers to a model directly being trained and evaluated on the target distribution. We perform no
hyperparameter tuning, and the exact hyperparameters are used as in [68].
ResNet-18 WideResNet-50 ResNeXt-50
+ Entropy + Entropy + Entropy
35.6 ± 1.2 41.3 ± 1.3 39.6 ± 1.2 43.9 ± 0.9 40.1 ± 0.8 43.8 ± 1.1
Table 3: Out-of Distribution Generalization. Comparison of several network architectures on their perfor-
mance on OOD Generalization. We report mean accuracy and standard deviation over 5 random seeds. To
generate OOD samples, we perform random translations, rotations, and scaling over each test image.
Deep Metric Learning To further investigate the role of max-entropy regularization in learning
data-agnostic features, we thoroughly investigate the ability of a model to perform zero-shot gen-
eralization in deep metric learning (DML) and zero-shot domain adaptation. In both setups, the
model is evaluated on a different distribution than the training distribution, which highlights the im-
portance of learning models that can utilize their prior experience for fast-adaptation. The results
for DML are summarized in Table 1 and on domain adaptation in Table 2. In both cases, we fur-
ther see substantial gains in performance across a diverse set of baselines. More surprisingly, less
competitive, less competitive methods such as [81], are able to significantly outperform all baselines
without max-entropy regularization on the CUB-200 dataset [74]. Even the stronger baselines, such
as MultiSimilarity [72], see substantial performance gains on both datasets and across all standard
evaluation metrics.
Zero-shot Domain Adaptation Domain adaptation results are summarized in Table 2. For do-
main adaptation, we test the model over two different architectures: LeNet [40] and ResNet-18
[23], as well as use distinct models (Adversarial Discriminative Domain Adaptation (ADDA) [68]).
When training on the only the source data, we see that networks with max-entropy regularization
significantly outperform the baseline models, by as much as 18%, on the target dataset. The gain
in performance for ResNets and LeNets trained only on the source data demonstrates that such
models disproportionately overfit to the training (or source) data, using max-entropy regulariza-
tion, we can learn better data-agnostic feature embeddings. The performance gain is also evident
in ADDA as using max-entropy regularization, boosts its performance significantly, even though
ADDA is significantly different than the “Source Only” baseline model. The performance of ADDA
with max-entropy regularization bridges the gap between zero-shot domain adaptation with entropy-
regularization and using supervised learning on the target data (“Target Only”). The improvement on
two distinct model architectures and a domain adaptation algorithm further showcase the generality
of the proposed regularization technique in learning fast adaptive models.
OOD Generalization Finally, we evaluate trained models on their ability to generalize to OOD
data. We perform severe augmentations on an image using: random translations [−4, 4] pixels,
random rotations [−30, 30] degrees and scaling by a factor between [0.75, 1.25], These transforma-
tions are physical transformations to the image, and completely preserve the semantics of the image.
We evaluate three state-of-the-art architectures [23, 77, 80], on generalizing to OOD CIFAR-10
[36], where we again see the disproportionate usefulness of max-entropy regularization. Similar to
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Error Rates Omniglot [38] Double MNIST [39]
(5, 1) (5,5) (20, 1) (20, 5) (5, 1) (5,5)
Matching Networks [70] 2.1 ± 0.2 1.0± 0.2 5.9 ± 0.3 2.5 ± 0.3 4.2 ± 0.2 2.7 ± 0.2
Matching Networks + Entropy 1.7± 0.1 0.9± 0.1 5.0± 0.2 2.0± 0.2 3.2± 0.1 2.3± 0.3
MAML [14] 4.8± 0.4 1.5± 0.4 16.2± 0.7 3.9± 0.4 7.9± 0.7 1.9± 0.3
MAML + Entropy 4.1± 0.5 1.3± 0.2 12.4 ± 0.7 2.9 ± 0.4 7.3 ± 0.2 1.5 ± 0.5
Prototypical Network [64] 1.6 ± 0.2 0.4 ± 0.1 5.9 ± 0.3 1.2 ± 0.2 1.3 ± 0.2 0.2 ± 0.2
Prototypical Network + Entropy 1.2 ± 0.3 0.4 ± 0.1 4.6 ± 0.2 1.1 ± 0.2 1.0 ± 0.2 0.2 ± 0.2
Table 4: Meta-Learning. Comparison of several meta-learning algorithms on two benchmark few-shot learn-
ing datasets. The models are evaluated with and without max-entropy regularization and we report the mean
error rate and standard deviation over 5 seeds. No hyperparameter tuning is performed on the meta-learner
and we use the exact hyperparameters as proposed in the original paper.
Accuracy CIFAR-FS [36] MiniImageNet [1]
(5, 1) (5,5) (5, 1) (5,5)
Matching Networks [70] 46.7 ± 1.1 62.9 ± 1.0 43.2 ± 0.3 50.3 ± 0.9
Matching Networks + Entropy 49.3 ± 0.4 63.1 ± 0.7 47.1 ± 0.8 53.1 ± 0.7
MAML [14] 52.1 ± 0.8 67.1 ± 0.9 47.2 ± 0.7 62.1 ± 1.0
MAML + Entropy 52.9 ± 0.4 67.1 ± 0.9 48.9 ± 0.8 64.1 ± 1.0
Prototypical Network [64] 52.4 ± 0.7 67.1 ± 0.5 45.4 ± 0.6 61.3 ± 0.7
Prototypical Network + Entropy 52.6 ± 0.8 66.8 ± 0.5 46.8 ± 0.5 64.4 ± 0.9
Table 5: Meta-Learning. Comparison of recent meta-learning algorithms on CIFAR-FS and MiniImageNet.
The models are evaluated with and without max-entropy regularization and we report the mean accuracy and
standard deviation over 5 seeds. No hyperparameter tuning is performed on the meta-learner and we use the
exact hyperparameters as proposed in the original paper.
domain adaptation, we see that the network trained on a defined downstream task is able to signif-
icantly improve its ability to generalize to a new data distribution when entropy regularization is
added. We note that the reason for relatively high variance is results is due to the stochastic nature
of the data augmentation techniques. The data augmentation during evaluation randomly performs a
physical transformation on the image, which means that the different models will likely see unique
augmentations of the same image during evaluation, which can explain the high standard deviation
in results.
4.2 Meta Learning
We summarize our results on meta-learning in Tables 4 and 5, where we show results with and
without max-entropy regularization on small and large scale meta-learning datasets for all 3 base-
lines. We note that Table 4 shows error rate instead of accuracy, since meta-learning on datasets like
Double MNIST and Omniglot are able to achieve near perfect accuracy, which makes error rate a
more useful metric to compare algorithms. We see that adding max-entropy regularization improves
the performance of the baseline algorithms in most tasks and datasets. With the exception of the
CIFAR-FS (5-shot, 5-way) setup, we see that adding max-entropy regularization is able to improve
the performance of the meta-learner. The gains are most apparent on MiniImageNet since that is the
“hardest” dataset of the ones considered, and therefore meta-learners have the most “room-to-grow”,
in terms of performance. Both 5-way, 1-shot and 5-way, 5-shot on all three baseline meta-learners
are significantly improved. We note that the biggest performance gain is found when using 1-shot By
adding max-entropy regularization during training, we are able to decrease the amount of training-
task bias such that the network is able to perform better fast-adaptation to the test distribution of
tasks.
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Task Baseline N (0, 0.1× I) N (0, I) N (0, 5× I) N (0, 10× I) U(−1, 1)
MNIST→ USPS 49.0 ± 0.20 43.98 ± 0.23 43.45 ± 0.16 56.45 ± 0.36 59.80 ± 0.12 67.2 ± 0.11
USPS→MNIST 42.8 ± 0.07 27.23 ± 0.28 26.02 ± 0.87 37.96 ± 0.32 43.76 ± 0.48 56.2 ± 0.10
Table 6: We perform an ablation study on the choice of prior, r(z), and its effect on the performance. We
report mean accuracy and standard deviation over 5 runs on the task of MNIST→ USPS and USPS→MNIST
zero-shot domain adaptation using a ResNet-18 backbone. The only difference between the experiments is the
choice of r(z) fed to the Discriminator. Identical hyperparameters, including the value of γ, are used for each
experiment. Note: The “Baseline” and U(−1, 1) are the unregularized and proposed solutions, respectfully.
4.3 Ablation Study
For a Gaussian distribution, N (µ, σ2), the entropy can be written in closed form as 12 log(2pieσ
2).
The entropy of a Gaussian increases with σ2; therefore we evaluate the importance of the entropy
of the prior in Table 6 where we provide an ablation study studying the effect of the prior r(z)
on the performance of the model. We evaluate the model’s ability to perform zero-shot domain
adaptation from MNIST→ USPS, and the backward task of USPS→ MNIST using a ResNet-18
[23]. We show that as the entropy of r(z) is increased, the ability of the network to perform domain
adaptation also increases. When σ2 is small, thereby having a low-entropy, the model is unable to
adapt to the novel data; similarly, as σ2 of r(z) is increased, the network significantly improves its
ability to perform the adaptation task. The ablation study shows how the performance of the ablated
experiments also increases the performance over the baseline on MNIST→ USPS transfer, but does
not match the performance of the proposed regularization. The difference between the proposed
solution and ablated baselines is more evident on the backward task of USPS → MNIST, since
there are less labels present in the USPS dataset, thereby making overfitting a greater issue when the
network is trained on USPS.
5 Related Work
Adversarial Representation Learning Latent variable models, such as Adversarial Autoencoder,
have used GAN-style training in the latent space [45, 67]. Such models utilize the GAN-style train-
ing to learn a rich posterior. Recent efforts have made such training effective in different contexts
such as active learning [63, 31], domain adaptation [68, 26], among other topics [62, 13, 2, 3].
Metric Learning and Generalization The goal of a metric learning algorithm is to learn a metric
space such that at evaluation, the metric learner is able to perform zero-shot generalization on novel
data. Different methods for distancemetric learning primarily differ in their proposed objectives [75,
72, 81, 20, 8]; but different solutions such as better triplet mining [21, 73, 54], and self-supervision
[47, 5] have also shown great promise. Recently, [55] have performed an extensive survey on the
various DML objectives. The goal of performing OOD generalizations from data has also been of
great interest [26, 68, 34]. Recent work has also shown theoretical benefits of a learning a Uniform
hypersphere for zero-shot generalization [71]. Such representations allow models to learn features
that are invariant to semantic- preserving transformations in data.
Meta Learning The goal of a meta learner is to be learn an effective initialization to be able to
quickly adapt to novels tasks. Many different types of algorithms have recently been proposed such
as memory-augmented methods [52, 49, 58], metric-space based approaches [70, 64, 66], different
optimization techniques [43, 14, 51, 79], and more recenly finetuning using ImageNet [57] pre-
training [9, 16] Different unsupervised have also been used to learn such initializations [27, 6, 30].
Meta-learning has also been explored for fast-adaptation of novel tasks in reinforcement learning
[33, 83, 29].
Discussion
In this paper, we propose a regularization technique for the challenging task of fast-adaptation in
neural networks. We present a simple and general solution, max-entropy regularization, that works
in many different contexts and improves strong, distinct baselines in meta-learning, deep metric
8
learning, zero-shot domain adaptation and OOD generalization. We further perform an ablation
study which highlights the role of the entropy of the prior in generalization and adaptation. Future
work can include how to design better priors for such fast-adaptation as well as better optimization
algorithms for zero-shot and few-shot learning.
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A Experimental Details
Max-entropy regularization was added to the output of the CNNs for all networks. For ResNet-
variants [23, 77, 80], it was applied to the output of the CNNs, just before the single fully-connected
layer. For meta-learning, the regularization is applied direcltly on the learned metric space for the
metric-space based meta learners [14, 70], and applied to the output of the meta parameters for
MAML [14].
The value of γ is chosen to be 0.1 for all experiments, except for Deep Metric Learning. For
Deep Metric Learning, a value of γ = 0.4 is chosen, since the effect of regularization needs to
be stronger, since Deep Metric Learners start off with networks that are already pre-trained on
ImageNet. Since the pre-trained networks already have a learning bias, a greater value of γ is
chosen for more regularization.
14
