In the present paper, the approximate computation of a multistage stochastic programming problem (MSSPP) is studied. First, the MSSPP and its discretization are defined. Second, the expected loss caused by the usage of the "approximate" solution instead of the "exact" one is studied. Third, new results concerning approximate computation of expectations are presented. Finally, the main results of the paper-an upper bound of the expected loss and an estimate of the convergence rate of the expected loss-are stated.
Introduction
In practice, many decision problems may be realistically modeled by means of the multistage stochastic programming models (see Dupačová et al. 2002, Chap. II, or Ruszczyński and Shapiro 2003 for examples) . Unfortunately, the realistic models often lead to unsolvable optimization problems, hence an approximation has to be done.
Expected loss
Usually, the distance between the optimal values of the exact and the approximate problem is used to measure the error of the approximation. Contrary to this approach, we use the expected loss, i.e. the mean difference between the value function with the "approximate" solution as argument and the optimal value.
The expected loss is a very natural measure of the approximation error since it measures the error in the "units" of the original optimization problem. If the costs are minimized, for instance, the expected loss can be interpreted as the price paid for the approximation. There are several papers devoted to the expected loss in (one stage) stochastic programming. Let us mention Mak et al. (1999) suggesting estimates of the expected loss based on the Monte Carlo methods or Pflug (2001) devoted to the minimization of the expected loss by means of minimizing the Wasserstein distance.
In the present article, we are linking up to the article of Pflug (2001) which is based on the following idea: If we are approximating a one-stage problem min x∈X E P (ω) h(x, ω) ,
where h(x, ω) is uniformly Lipschitz in ω, by
where Q is an "approximate" probability distribution, then the expected loss is
wherex is an optimal solution of (1) andx is an optimal solution of (2). Even if η 1 Q cannot be computed exactly due to its dependence onx, it may be easily estimated:
Q = E P (ω) h(x, ω) − E Q(ω) h(x, ω) + E Q(ω) h(x, ω) − E P (ω) h(x, ω) ≤ E P (ω) h(x, ω) − E Q(ω) h(x, ω) + E Q(ω) h(x, ω) − E P (ω) h(x, ω)
≤ 2 sup x∈X
|E P (ω) h(x, ω) − E Q(ω) h(x, ω)| ≤ 2Kd W (P , Q)
where d W is the Wasserstein distance and K is the Lipschitz constant of h (see Pflug 2001 for details). Unfortunately, this result cannot be easily adapted to the "multistage" situation. The main reason is that the "approximate" solutions need not be feasible to the "exact" problem (see Sect. 2 of the present article for an explanation). Therefore, the "multistage" expected loss has to be defined differently from the "one-stage" one and new bounds have to be derived to estimate it.
Discretization
There could be more ways how to approximate the multistage stochastic programming problems, let us mention the Monte Carlo estimation (see Ruszczyński and Shapiro 2003, Chap. 6, for instance) or sequential approximation techniques (see Kall et al. 1988 for the two-stage case); in the present paper, however, we concentrate on the simple discretization, i.e. the replacement of the "exact" probability distribution by a discrete one.
Great attention has been already paid to the discretization of the (multistage) stochastic programming problems (let us mention Dupačová et al. 2003; Kaňková 2000; Kaňková and Šmíd 2004 or Pennanen and Koivu 2005) . The main contribution of the present article, in addition to the use of the expected loss instead of the distance of the optimal values, is that weaker assumptions are required from the data process: it must neither be bounded (as in Kaňková 2000) nor have the Markov structure with the exponential type densities (as in Kaňková and Šmíd 2004) and it may be continuous (contrary to Dupačová et al. 2003) ; our only assumption is that the tails of marginal distributions converge at a "reasonable" rate.
Approximation of MSSPP problems
The definitions of the multistage stochastic programming problem vary in the literature. In the present article, we define the MSSPP equivalently to the recursive definition by Ruszczyński and Shapiro (2003) (Chap. 1, (3.17) ):
and that 
where
for each i = 1, 2, . . . , M − 2 and
In case that we are unable to evaluate the (conditional) expectations in (5) or in (6) exactly, an approximation has to be done. Usually, we replaceξ M by a discrete random vector ζ M := (ζ 1 , ζ 2 , . . . , ζ M ) with a "tractable" number of atoms 2 which leads to the problem min
In the sequel, we shall suppose the distribution ofζ M to possess a tree structure, i.e. we assume that there exist n 2 ∈ N, . . . , n M ∈ N such that the number of atoms of
To make our analysis of the MSSPP approximation complete, we have to deal with one more problem (reported by Dempster and Thompson 2002, for instance) which is the possible infeasibility of the interior solutions: Suppose that we have applied the "approximate" first stage decisionx 1 (obtained from (8)) and that the second stage random parameter has realized itself asξ 2 . In this situation, the second stage approximate solutionx 2 need not be feasible to the exact problem since the second stage feasibility set depends on ξ 2 , which may possibly realize itself outside the set of the atoms of ζ 2 . Obviously, we are facing analogous problems at the stages 3, 4, . . . , M as well.
Hence, for a successful application of the MSSPP, it does not suffice to approximate (5) by (8) but, in addition, one has to be able to solve (at least approximately) a (parametric multistage) stochastic programming problem (6) for each 1 ≤ i ≤ M − 2 and each feasiblē
Clearly, the problems (6) may contain non-computable expectations, hence they also have to be approximated.
There could be more ways how to approximate (6): we can take the "nearest" feasible solution of (8), for instance. However, the most natural approach is to make a new approximation of (6).
Obviously, if we want to do so, we have to be able to approximate each conditional distribution L(ξ i |ξ i−1 ) for each 3 ≤ i ≤ M, i.e. to construct a mapping
Definition 2 In the sequel, an ordered set ( 2 , 3 , . . . , M ), where 2 = 2 (ξ 1 ) is an n 2 -atom discrete probability distribution on supt(ξ 2 ) and where i , i = 3, 4, . . . , M, are mappings of the type (9), will be called approximation scheme with the dimensions n 2 , n 3 , . . . , n M (we shall write i (ς i |ς) instead of ( i (ς))(ς i ) for the sake of readability). The quantity k i=2 n i will be called number of atoms of the approximation scheme .
Having an approximating scheme , we may approximate each conditional expectation
where h is a function ofξ i+1 , by
which may simply be rewritten as
Using this reformulation, we may write the problem approximating (6) as
To avoid technical problems, we assume throughout that:
(a) the problem (5) is well defined, i.e. (i) Eg 1 (x 1 ,ξ 2 ) exists and is finite for each feasible x 1 and the minimum in (5) exists, (ii) E(g i+1 (x i+1 ,ξ i+2 )|ξ i+1 ) exists and is finite for each feasiblex i+1 and the minimum in (6) exists almost surely for each feasiblex i , i = 1, 2, . . . , M − 2, (iii) the minimum in (7) exists almost surely. (b) the problem (8) is well defined for each discrete random vector ζ defined on supt(ξ M ).
Expected loss in MSSPP
Let us define a multistage counterpart of the one-stage expected loss now. Denotê (6) with the parameters i, (10) with the parameters i,x i and ξ i+1 .
If we were able to solve (5) exactly then the sequence of our decisions would bê
however, since we are approximating (5) by (8) and (6) by (10) for each i = 2, 3, . . . , M − 2, our decisions arex
(we assume that we are able to solve (7) exactly because there is no expectation there).
Definition 3
We define the expected loss of the approximation of a MSSPP by the scheme
The interpretation of the "multistage" expected loss is analogous to the "one-stage" one: if the costs are minimized, for instance, η measures the expected amount of money lost due to the approximation.
The multistage expected loss may be decomposed into the sum of the one-stage losses of the nested problems as follows:
Then
Proof We may write
Obviously, the evaluation of η depends on the unknown exact solutions, so it has to be estimated. The following Lemma provides an upper bound of η .
be an approximation scheme and let there exist con-
almost surely for each i = 1, 2, . . . , M − 1 and each feasiblex i . Then
Proof For the sake of better readability, we shall omit the constant ξ 1 and write
First, we show that
by induction according to M: If M = 2 thenG 1 coincides with G 1 so (15) follows directly from (14). If M > 2 and (15) holds for M − 1 then sup
≤ sup
(to derive the inequality above, we have used the triangular inequality similarly to Kaňková 2000, pp. 137,138) . Further, by exploiting the fact that min
according to the assumption of the induction applied to the first stage interior problem min
Hence, (15) is proved and we may use the construction (4) to get
(η 1 is defined by (12)). When we apply (17) to the interior problems (6) we get, analogously, that
Some extensions to numerical integration
Before we state our main results, we will formulate several assertions concerning the approximate computation of integrals with respect to a probability measure using a discretization of the measure.
Discretization (i.e. the replacement of the original probability measure by a discrete one) is a widely used technique in the approximation of integrals. Assertions similar to the ones presented in the present work exist (see Davis and Rabinowitz 1975, Chap. 5) , however, these results do not cover the situation with an unbounded support of the probability measure, common in stochastic programming. It should be also noted that there exist (in some sense) more accurate approximation techniques of the numerical integration (e.g. various quadrature rules, see Davis and Rabinowitz 1975 for a survey); however, we do not work with them because they usually require the differentiability of the integrated function while many popular multistage problems do not satisfy this requirement (e.g. multistage linear programming problems).
Let us consider the expression
where h : R k → R is Lipschitz with the constant K with respect to the l 1 norm (l 1 -KLipschitz) and P is some k-dimensional distribution with finite first absolute moment. Since
(the symbol ω i denotes the i-th component of the vector ω) and since the first moments of all the marginal distributions are finite according to our assumption, the expectation E P (ω) h(ω) exists and is finite.
Let be a discrete distribution defined on supt(P ). Denote
the error arising from replacing P by and
its upper bound. If P is a one-dimensional probability distribution then it is easy to compute e( ) using either an analytical formula (if possible) or a suitable numerical method:
and it holds that
where x 1 ≤ x 2 ≤ · · · ≤ x n are the atoms of (F (x) = P {(−∞, x)} denotes the distribution function of P , we take x 0 = −∞, x n+1 = ∞ and
Proof The formula (21) is straightforward. Let us prove (22): According to Pflug (2001) , Theorem 1, it holds that
where G is the distribution function of ( (23) It could be difficult to compute e( ) for k > 1. However, it is easy if belongs to a special class of discretizations:
is a grid discretization of P with dimensions m 1 , m 2 , . . . , m k if there exist
(we take P({−∞}) = 0).
Remark 1 Denote P i the i-th marginal distribution of P . If is a grid discretization of
is the i-th marginal distribution of for each 1 ≤ i ≤ k. Moreover, i is a grid discretization of P i .
Remark 2 Conversely, if
is a grid discretization of P i for each i = 1, 2, . . . , k then 
where P i and i , i = 1, 2, . . . , k, are the marginal distributions of P , respectively.
Proof For each l 1 -K-Lipschitz function h it holds that
and F i is the distribution function of P i (we have used the triangular inequality and the Lipschitz property at the "≤"). If we put
where the constants a i,j are chosen so that h i is continuous, then we get the "=" instead of the "≤" in (24). Therefore and sinceh is l 1 -K-Lipschitz, we have sup
Moreover, it holds that
= sup
for each i = 1, 2, . . . , k. By the combination of (25) and (26) we get the assertion of the Lemma.
It is known (see Davis and Rabinowitz 1975 , Theorem on p. 267) that if h : R k → R is a function with a finite variation and H ⊂ R k is a bounded set then the error of approximation of H h(x)dx by 1 n n i=1 h(x i ), where x 1 , x 2 , . . . , x n are suitably chosen points, is O(n −1/k ). The present work generalizes this result.
Theorem 1 Denote
Before we prove the Theorem we will formulate a useful auxiliary assertion:
Lemma 5 Let Q be a probability distribution on R with the distribution function F and let m > 1 be an integer. Then a grid discretization of Q with at most m atoms exists such that
for each C ≥ 0. Here, F −1 (α) = inf{e ∈ R : F (e) ≥ α} denotes the quantile function of F .
Proof of the Lemma Define
It is easy to verify that
where D =F
It is possible to show that
Moreover, it follows from the definitions ofG andF that
. When we summarize (27), (28), (30) and (31) we get
and, using the fact thatF , G is the distribution function of an at most m-atom discrete probability distribution-let us denote it by . Using Vallander (1973) , triangular inequality, formula (32) and the definitions of F − , F + , G − and G + , we gradually obtain
It remains to prove that the distribution is grid discretization, i.e. that there exist c i , i = 1, 2, . . . , m − 1, such that
for each i = 1, 2, . . . , m (we take
for each i = 0, 1, 2, . . . , m − 1. But if we put
for i = 1, 2, . . . , m − 2 and
i.e. (34) is verified.
Proof of the Theorem By using Lemma 5, we get that, for each 1 ≤ i ≤ k and m ∈ N, there exists an at most m-atom grid discretization
(we have put C = m 1/a in Lemma 5). Since, according to the assumptions of the Theorem,
so, due to (35),
Now, we are able to construct the sequence of distributions whose existence is asserted by the Theorem: Let n ∈ N and denote n the grid discretization defined by
n has at most n atoms and it holds that e( n ) 
Conclusion
In the present article, generalized results concerning the approximate computation of expectations were presented and the behavior of the approximation error (measured by the expected loss) of the discretization of multistage stochastic programming problems was studied under rather general conditions. It was found that the behavior of the expected loss depends only on the Lipschitz properties of the MSSPP and on the asymptotic behavior of the tails of the marginal distributions of the random parameters.
In particular, the properties of the numerical estimators of the expectations in the MSSPP are inherited by the expected loss.
Based on these facts, new results concerning the quantitative stability of the multistage stochastic programs were achieved in the present article.
