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Abstract—Fifteen years have passed since the publication of
Foxlin’s seminal paper “Pedestrian tracking with shoe-mounted
inertial sensors”. In addition to popularizing the zero-velocity
update, Foxlin also hinted that the optimal parameter tuning
of the zero-velocity detector is dependent on, for example, the
user’s gait speed. As demonstrated by the recent influx of related
studies, the question of how to properly design a robust zero-
velocity detector is still an open research question. In this review,
we first recount the history of foot-mounted inertial navigation
and characterize the main sources of error, thereby motivating
the need for a robust solution. Following this, we systematically
analyze current approaches to robust zero-velocity detection,
while categorizing public code and data. The article concludes
with a discussion on commercialization along with guidance for
future research.
I. INTRODUCTION
As described in classical mechanics, relative position is
the integral of velocity. In a similar manner, relative position
can also be computed as the double and triple integral of
specific force and angular velocity, respectively. This is the
basic idea of inertial navigation, where accelerometers and
gyroscopes are used to measure specific force and angular
velocity, respectively.
Following the rapid development of micro-electro-
mechanical-systems (MEMS) technology, inertial sensors
have found use in a diverse set of applications, including
vibration monitoring, motion tracking, and road infrastructure
monitoring [1]. Thanks to their low cost, small size, and
low weight, inertial sensors are also easy to incorporate
into consumer devices, such as smartphones, tablets, and
smartwatches [2]. However, despite their rapid proliferation,
the limited performance of contemporary low-cost inertial
sensors only enables accurate stand-alone inertial positioning
over a very limited period of time (typically only a few
seconds). To enable practical low-cost inertial positioning in
unexplored environments with no prior map information and
no reliance on other sensors, the standard inertial navigation
equations need to be complemented with additional motion
information. Next, we will discuss the most common way
to do this within foot-mounted inertial navigation, that is, to
incorporate zero-velocity updates (ZUPTs); see Fig. 1.
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Fig. 1. Zero-velocity updates are used to reduce the error drift of foot-mounted
inertial navigation systems.
FOOT-MOUNTED INERTIAL NAVIGATION
Currently, standard foot-mounted inertial navigation systems
use Bayesian inference methods to combine i) the inertial
navigation equations, used to integrate the inertial measure-
ments and thereby provide position, velocity, and orientation
estimates, ii) ZUPTs, used to correct these position, velocity,
and orientation estimates and thereby reduce the error drift,
and iii) a zero-velocity detector, used to identify the sampling
instances where ZUPTs are to be applied1 [3]. A navigation
system that resembles this framework in several ways was
described back in the early 2000s2 [6]. In [6], the zero-
velocity instances were detected using gyroscopes, and the
roll and pitch angles during the stance phase were estimated
using accelerometers. During the swing phase, the orientation
was estimated by integrating the gyroscope measurements.
These orientation estimates were then used to project the
accelerometer measurements onto the horizontal plane, which,
in turn, enabled estimation of the horizontal velocity and the
horizontal walking distance.
Subsequently, in the first half the ’00s, various ad hoc
methods for detecting zero-velocity instances and for applying
ZUPTs within foot-mounted inertial navigation appeared in the
literature [7]–[13]. This included navigation systems utilizing
empirical step-length estimation [7], [8], motion constraints
assuming walking over a flat surface [9], estimation of system-
atic sensor errors [9]–[11], and gait cycle segmentation [12],
1The focus of the present review is on foot-mounted inertial navigation
solutions for unexplored environments. Thus, detailed discussions on how to
incorporate maps or other sensors are omitted.
2Prior to this, foot-mounted inertial navigation with ZUPTs had been
described in an unpublished DARPA project from the mid 1990s [4], and
in a SPIE conference article from 1999 [5].
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2[13]. Moreover, there was also some brief discussion about
the difficulty of step detection under varying gait speeds [13].
A. The State-Space Model Formulation
The first major technological leap came in 2005 with the
introduction of the nonlinear state-space model [14]
xk+1 = f(xk,uk) +wk, (1a)
yk = h(xk) + ek, ∀k s.t. Dθ,k = 1, (1b)
that combines the inertial navigation equations f(·) with the
zero-velocity measurement function h(·), pseudo measure-
ments of zero velocity yk , 0, and the zero-velocity detector
Dθ,k → {0, 1}. The zero-velocity measurement model is
only applied at sampling instances where the zero-velocity
detector takes the value 1, that is, when the sensor unit
is considered stationary. The behavior of the zero-velocity
detector is controlled by the design parameters θ. Furthermore,
xk, uk, wk, and ek denote the navigation state (incorporating
three-dimensional position, velocity, and orientation, as well as
possible auxiliary states for the modeling of systematic sensor
errors), the inertial measurements, the inertial measurement
errors, and the zero-velocity measurement errors, respectively.
The errors wk and ek are typically assumed to be mutually
uncorrelated zero-mean processes with known covariance ma-
trices Qk and Rk, respectively. The subindex k is used to
denote quantities at sampling instance k.
On the one hand, it may be argued that the introduction
of the nonlinear state-space model (1) was a rather minor
contribution since the same model had already been in use
for several decades in vehicle applications [15]–[17]. Simi-
larly, the idea of using body-worn inertial sensors to extract
information on human motion had also been around for a long
time [18]–[20]. Nevertheless, the revival of the state-space
model formulation for foot-mounted inertial navigation offered
several immediate benefits: i) it provided point estimates xˆk
and associated estimation error covariance matrices Pk for
three-dimensional position, velocity, and orientation based on
a well-known and sound statistical framework [21], ii) it
enabled a rigorous observability analysis [22], iii) it allowed
for straightforward extensions to fusion with other sensor
measurements or motion constraints in a probabilistic manner
[23], iv) it formalized the previous heuristic motion constraints
in a simple, yet efficient manner3, and v) it made it possible to
solve the nonlinear state-space model (1) by choosing among
a multitude of established nonlinear filters and smoothers [24].
B. Formalization of Zero-Velocity Detection
Once the state-space model had been established, the main
question was how to design the zero-velocity detector Dθ,k.
Several heuristic detection methods were proposed. These
3As expressed in [14], “Introducing ZUPTs as measurements into the EKF
[extended Kalman filter] instead of simply resetting the velocity to zero in the
inertial integrator achieves important additional benefits. Most noticeably, the
ZUPT lets the EKF retroactively correct most of the position drift that occurs
during the stride phase. This is possible because the EKF tracks the growing
correlations between the velocity and position errors in certain off-diagonal
elements of the covariance matrix.”
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Fig. 2. The relationship between the inertial measurements, the inertial
navigation equations, the zero-velocity detector, the ZUPTs, and the navigation
estimates in the extended Kalman filter [27]. When the zero-velocity detector
detects a zero-velocity instance, a ZUPT, that is, a measurement update, is
used to correct the navigation estimates.
included acceleration-moving variance detectors, based on the
moving variance of the accelerometer measurements [28]–
[31]; acceleration-magnitude detectors, based on whether the
magnitude of the accelerometer measurements was close to the
gravitational acceleration [30]–[32]; and angular rate energy
detectors, based on the energy of a window of gyroscope
measurements [10], [33], [34]. The issue was settled when
it was shown that all of these detectors can be derived within
the same generalized likelihood-ratio test framework, given
different prior knowledge about the sensor signals [26]. In
particular, let H0 and H1 denote the hypotheses that the
sensor unit is moving and that the sensor unit is stationary,
respectively. The likelihood-ratio test based on the measure-
ments zk , {un}k+wfn=k−wb , where wb and wf are some
chosen backward and forward window lengths, then decides
on hypothesis H1 if and only if
L(zk) ,
p(zk|H1)
p(zk|H0) > γ (2)
where γ is some user-specified threshold. The formulation of
zero-velocity detection as a generalized likelihood-ratio test
also motivated the use of the stance hypothesis optimal detec-
tion (SHOE) detector, which was derived as the generalized
likelihood-ratio test resulting from using all available inertial
sensors and all applicable motion models. Empirical results
supported the use of the SHOE detector and indicated that
the most valuable information for zero-velocity detection is
contained in the gyroscope measurements [35], [36]. However,
for the purpose of zero-velocity detection, the accelerometer
and gyroscope measurements complement each other, and it
will often be beneficial to use them both [37].
Generally, the likelihood-ratio test in (2) is applied to
overlapping windows {. . . , zk−1, zk, zk+1, , . . . }. The zero-
velocity detector Dθ,k is then set to 1 at sampling instance k
if and only if at least one of the windows {zk−wf , . . . , zk+wb}
(the windows including uk) results in a decision on hypothesis
H1. The relationship between the inertial measurements, the
inertial navigation equations, the zero-velocity detector, the
ZUPTs, and the navigation estimates is illustrated in Fig. 2.
The growing research interest in ZUPTs and foot-mounted
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Fig. 3. The number of publications including the term “ZUPT” (based on
Google Scholar searches) and the number of articles on robust ZUPTs within
foot-mounted inertial navigation.
inertial navigation is illustrated in Fig. 3. For further details
on the implementation of a foot-mounted inertial navigation
system, refer to [3], [27], and [38]. Having reviewed the
standard state-space model and the most commonly used zero-
velocity detectors, we are now ready to take a closer look at
the sources of error within foot-mounted inertial navigation.
III. SOURCES OF ERROR
A foot-mounted inertial navigation system computes nav-
igation estimates by fusing information from sensor mea-
surements and motion models. In practice, both the sensor
measurements and the motion models are subject to imperfec-
tions that contribute to the final estimation error. In addition,
interaction effects exist, so that imperfections in the motion
models exacerbate the negative effect of sensor errors, and
vice versa. In what follows, we will discuss the effect of both
sensor errors and modeling errors.
A. Sensor Errors
Off-the-shelf inertial sensors commonly used for foot-
mounted inertial navigation have several shortcomings, includ-
ing random noise, systematic sensor errors, limited bandwidth,
limited sampling rate, and limited dynamic range [25]. The
effect of random noise and sensor biases can be studied by
analysing the observability properties of the state-space model
(1) when the sensor biases are included in the state vector. In
this way, it can be shown that ZUPTs provide observability of
all navigation states and all sensor biases except the position,
the yaw angle, and the gyroscope bias in the direction of
gravity [14], [22]. As a result, the errors in the position and
yaw estimates will gradually increase over time. Refer to [39]
and [40] for studies on the relationship between sensor noise
parameters and positioning performance.
During normal gait, the largest accelerations will occur
during the heel strike, that is, when the heel hits the ground
just prior to the stance phase. During the heel strike, the
accelerations may exceed 15 g, with the main impulse lasting
less than 3ms [41]. As a result of limitations in bandwidth,
sampling rate, and dynamic range, the accelerometers may
not be able to correctly measure these extreme accelerations
[42]. This tends to lead to estimation errors, particularly along
the vertical axis. One way to counteract this is to use shock
absorbing pads [43]. Additionally, it is possible to modify
the noise or estimation error covariance matrices during or
after the heel strike so that they better reflect the true system
uncertainties. This can be done, for example, by setting all
covariances in P involving the velocity estimates to zero
during the stance phase [41], or by increasing elements in
the sensor noise covariance matrix Q when a heel strike is
detected [44]. The negative effects during the heel strike can
also be mitigated by sensible choices of sensor placement.
One option is to place the inertial sensors on the heel so that
the assumption of zero velocity can be utilized already at the
heel strike [41]. Another option is to place additional inertial
sensors on the calf, since the calf does not experience such
extreme accelerations as the foot [44].
It should be emphasized that analytical analyses of observ-
ability or error propagation (see [14], [22], [39]) typically
do not consider modeling errors in the ZUPTs or limitations
in bandwidth, sampling rate, or dynamic range. This means
that while the observability analyses are correct per se, their
utility is diminished by the limited validity of the considered
state-space models. Hence, it is important to be careful when
drawing conclusions from such analyses. As an example, a
straightforward observability analysis shows that all sensor
biases except the gyroscope bias in the direction of gravity
are made observable by ZUPTs [14]. However, in practice,
environment- and gait-dependent errors, such as modeling
errors or errors due to limitations in bandwidth, may have a
significant impact on the dead-reckoning errors. Therefore, the
choice of estimating biases without accounting for modeling
errors may worsen performance in a scenario with varying
environment and gait conditions [41], [42].
Rather than attempting to estimate the gyroscope bias using
all available measurements, a better approach is to apply so-
called zero-angular-rate updates (ZARU) or zero-integrated-
heading rate (ZIHR) updates at detected zero-angular-rate
events [51]. Generally, ZARUs should only be applied when
the angular velocities are significantly smaller than the gyro-
scope bias. This means that zero-angular-rate events cannot
be detected using conventional zero-velocity detectors, such
as the SHOE detector and the angular rate energy detector,
which are sensitive to the impact of the gyroscope bias4.
Instead, zero-angular-rate events should be detected using the
temporal variance of the gyroscope measurements, which is
unaffected by the gyroscope bias. In comparison to ZUPTs,
the utility of ZARUs is rather limited since systematic angular
velocities during the stance phase often prevent ZARUs from
being applied during normal gait [53], [54]. Finally, note
that inertial measurement units may come with built-in pre-
filters that can influence the navigation system in a negative
4Norm-based detectors, such as the SHOE detector and the angular rate
energy detector, cannot separate the gyroscope bias from other contributions
to the norm. This is generally not an issue when performing zero-velocity
detection, since the contribution of the gyroscope bias to the gyroscope norm
during the stance phase tends to be small in comparison to the systematic
angular velocities (see Section III-B). However, it is an issue when attempting
to detect zero-angular-rate events. Refer to [52] for experimental comparisons
of variance- and norm-based detectors.
4TABLE I
SOME OF THE ERROR SOURCES WITHIN FOOT-MOUNTED INERTIAL NAVIGATION.
Sensor errors Modeling errors
Section III-A Section III-B
Error source Random noise and Limited sampling rate, Non-zero mean of ZUPT errors, temporal
systematic sensor errors bandwidth, dynamic range correlation of ZUPT errors
Gait cycle phasea Swing phase Heel strike Zero-velocity instances
Potential Position and yaw drift Systematic errors along Stride length underestimation [45], systematic
consequences [14], [22], [39], [40] the vertical axis [41] errors along the vertical axis [42]
Suggested Better sensors [14], Adjust error covariances Mount sensors close to the heel [45], use
remedies inertial arrays [46], [47], [41], place additional non-zero velocity updates [48], estimate
sensors on both feet [49] sensors on calf [44], use vertical position using the pitch of the foot
shock absorbing pads [43] at midstance [50]
a Refers to the phase of the gait cycle when the errors have their greatest effect on the navigation system.
way. For example, if the raw gyroscope and accelerometer
measurements are subject to different low-pass filters, this may
lead to phase shifts which appear as a relative timing error
between the gyroscope and accelerometer measurements [55].
Information about how these filters are designed is typically
not available to end-users of the sensor units.
In summary, the sensor measurements introduce signifi-
cant errors into the navigation system. Therefore, ZUPTs are
needed to break the cubic position error growth of stand-alone
inertial navigation. However, while ZUPTs reduce the impact
of the sensor errors, they also introduce several modeling
errors. In the following subsection, we examine the zero-
velocity modeling errors in more detail.
B. Modeling Errors
There are two sources of modeling errors in foot-mounted
inertial navigation: the inertial navigation equations in (1a),
and the zero-velocity model in (1b). The continuous-time5
inertial navigation equations are perfect in the sense that, given
perfect knowledge of the initial navigation state and of the spe-
cific force and angular velocity at all time instances, they will
produce perfect navigation estimates [25]. The zero-velocity
model, on the other hand, make several implicit assumptions
that have been shown not to hold in typical usage scenarios. In
particular, commonly applied filters and smoothers only guar-
antee optimality6 if the zero-velocity measurement errors e are
zero-mean and white [21]. However, as has been demonstrated
in several studies, the foot will typically undergo systematic
motions during the stance phase, and thereby violate the zero-
velocity assumption. This is particularly evident at high gait
speeds [41], [42], [45], [56]. As a result, the zero-velocity
measurement errors e are not zero-mean and exhibit both intra-
and inter-step correlations.
Evaluations using camera tracking systems have indicated
that the minimum velocity of the foot during ordinary walking
is of the order of 0.005m/s in the walking direction. Conse-
quently, the conventional ZUPT has been estimated to result
5In practice, the inertial navigation equations need to be discretized due to
the limited sampling rate of inertial sensors. The effect of the sampling rate
on the estimation accuracy is discussed in Section III-A.
6Strictly speaking, the commonly applied extended Kalman framework only
provides an optimal solution to a linearization of the true model and is not
optimal in terms of mean-square error.
in an underestimation of the stride length by up to 0.7% [45].
Although the minimum velocity of the foot increases with gait
speed, the accompanying negative effect on the relative stride
length error can be expected to be counterbalanced by the
simultaneous decrease in the stance duration and increase of
the stride length. To minimize the velocity during the stance
phase, it has been suggested that the inertial sensors should
be mounted close to the heel [45]. However, a later study
claimed that mounting the sensors on the forefoot will give
better positioning performance [57]. Instead of trying to adjust
the dynamics, the errors of the zero-velocity model can also
be reduced by using a more realistic model. One way to do
this is to use the gyroscope measurements and the moment
arm between the center of rotation and the sensor position
to estimate the non-zero velocity at midstance [48], [58]. The
estimated velocity can then be used to apply non-zero velocity
updates.
In addition to causing biased stride length estimates, viola-
tions of the zero-velocity model assumptions can also lead
to other estimation errors. Since ZUPTs are often applied
even though the sensor unit is not completely stationary, the
steps may, in a sense, be cut short at both ends. In this
case, motions from specific phases of the gait cycle will be
systematically suppressed by the ZUPTs, which, in turn, tends
to lead to systematic errors along the vertical axis [42]. One
study proposed to improve the vertical position estimates by
estimating the inclination of the ground based on the pitch of
the foot at midstance, and then using the estimated ground
inclination together with the estimated step length to correct
the vertical position estimates [50]. However, this idea assumes
that the pitch of the foot at midstance is a good indicator
of the change in vertical position over a given step, and
the method can therefore not be used when, for example,
walking up or down stairs. Another source of modeling errors
is the potential non-optimal tuning of the navigation system.
The tuning of the measurement error covariance matrix Rk,
for example, is made difficult by the fact that the standard
deviation will be dependent on many factors, including the
sensor placement, the walking surface, and the design of the
zero-velocity detector [57]. The parameter tuning is further
complicated by the violation of several inference assumptions,
for example, the previously described modeling errors in the
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Fig. 4. The relationship between gait speed and log-likelihood ratio for zero-
velocity detection. The data was taken from ID 15 in [62].
zero-velocity model. In conclusion, the modeling errors in the
zero-velocity model originate from a large number of sources,
and are heavily affected by environment and gait conditions.
Research on how to reduce these modeling errors is currently
scarce.
Table I lists some of the most important sources of error,
together with potential consequences for the navigation so-
lution, remedies suggested in the literature, and the phase
of the gait cycle when the errors are introduced into the
navigation system. Due to the interdependent effect of sensor
and modeling errors, great caution should be exercised when
interpreting the table. In practice, it may not be possible to
separate the impact of different error sources; therefore, the
table should only be seen as a simplified summary, created to
aid in the understanding of some of the main error sources.
IV. WHY IS THERE NO ONE THRESHOLD
TO RULE THEM ALL?
The description of error sources in the preceding section
will now provide the foundation for a discussion of the perfor-
mance characteristics of the foot-mounted inertial navigation
solution. The navigation performance is dependent on many
factors. A slower gait, for example, reduces the impact of
both sensor errors and modeling errors. The less extreme
dynamics at the heel strike reduce the negative effect of sensor
limitations in bandwidth, sampling rate, and dynamic range,
and the modeling errors are smaller since the true velocity
when applying ZUPTs is closer to zero. Thus, in comparison
to fast gait, modest gait speeds generally result in both better
navigation performance and lower sensitivity to parameter
settings [35], [59], [60]. Likewise, the performance generally
improves with higher sensor quality [1], higher sampling rates
[61], sensor placements on the forefoot or close to the heel
[45], [57], and hard walking surfaces [57].
One issue that complicates the implementation of foot-
mounted inertial navigation systems is the interdependent ef-
fect of parameter settings and environment- or gait-dependent
factors on navigation performance. In other words, to achieve
optimal performance, system parameters must be continuously
adapted to both the environment and the gait style, both of
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Fig. 5. The relationship between gait speed, zero-velocity detection threshold,
and positioning performance, illustrated using data from [62]. The walking and
running data was taken from IDs 3 and 7, respectively. In (a), the RMSE was
computed separately for data with walking and running. In (b), the RMSE was
computed using all available data. In both (a) and (b), the position estimates
were computed using an extended Kalman smoother [63] implemented with
the SHOE detector [26].
which may be rapidly changing. To make this more concrete,
we will consider the relationship between the zero-velocity
detection threshold. i.e., γ in (2), and the gait speed. Since
the sensor errors that accumulate during stand-alone inertial
navigation eventually always lead to large estimation errors,
it is important that the navigation system does not run for
too long without any ZUPTs. However, if too many ZUPTs
are applied, or if ZUPTs are applied at points in time when
the true velocity is far from zero, the accompanying modeling
errors will reduce the navigation performance considerably. In
other words, ZUPTs reduce the impact of sensor errors at the
expense of introducing modeling errors, and the zero-velocity
detection threshold can be said to represent the trade-off,
calibrated for a specific set of environment and gait conditions,
between the sensor errors and the modeling errors. Therefore,
in the situation illustrated in Fig. 4, where the user first walks
and then runs, the calibration of the threshold is notably
difficult. In particular, note how the values of the likelihood
ratio during the stance phase decrease when the pedestrian
starts running after about 2.3 s. If the threshold is too large,
an insufficient number of ZUPTs will be applied when the
user is running. Likewise, if the threshold is too small, too
many ZUPTs will be applied when the user is walking.
6State-space model
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Fig. 7. Hierarchical classification tree for robust zero-velocity detectors.
To further illustrate this issue, Fig. 5 (a) displays the time-
averaged position root-mean-square error (RMSE) as depen-
dent on the zero-velocity detection threshold when walking
and running. For each gait speed, about 30 seconds of data was
considered. As discussed earlier, a slower gait speed is seen to
give both better performance and lower parameter sensitivity.
Moreover, as expected given the relationship between gait
speed and likelihood ratio, the optimal threshold for running
is considerably lower than the optimal threshold for walking7.
Now, consider the problem of tuning the threshold so that
the navigation system performs well for both gait speeds.
A natural optimization function is the position RMSE, time-
averaged over both data sets. This position RMSE is shown
in Fig. 5 (b). As can be seen, the optimal threshold when
considering all data is markedly different from the optimal
threshold when only considering data from either of the
two gait speeds. Thus, the best performance is obtained by
adapting the threshold based on the gait speed. In fact, as
illustrated in Fig. 5, an adaptive navigation system, which
alternates between the optimal thresholds for walking and
running, reduces the position RMSE by more than 50% in
7It should be emphasized that, although the exact values for the likelihood
ratio and the optimal threshold will be heavily dependent on both other
system parameters and the sensor placement, the overall characteristics of
their relationship to e.g., the gait speed will remain fixed across a broad
range of different setups.
comparison with the best fixed threshold. In the next section,
we will review methods for designing zero-velocity detectors
that can adapt to the environment and gait style.
V. ROBUST ZERO-VELOCITY DETECTION
To construct a zero-velocity detector that is robust with
respect to variations in environment and gait style, the basic
detection framework described in Section II-B must be aug-
mented or replaced. At first, research on robust zero-velocity
detection made use of models describing, for example, the
gait cycle or the time length of a typical step. In recent
years, however, much of the focus has shifted to robust zero-
velocity detection using data-driven methods. These require a
training phase, where data from high-accuracy, infrastructure-
dependent sensors or similar is used to learn the zero-velocity
detector. The development from the first studies on foot-
mounted inertial navigation to recently presented robust zero-
velocity detectors is illustrated in Fig. 6. Fig. 7 summarizes the
robust zero-velocity detectors in a hierarchical classification
tree.
A. Detectors using Adaptive Thresholding
As illustrated in Fig. 8, a common approach to robust zero-
velocity detection is to use the overall detection framework
described in Section II-B and adapt the threshold based on
7changes in environment or gait conditions. In this case, the
threshold γk on L(zk) in (2) is set based on a mapping8
γk = g(u1:k, xˆ1:k), (3)
that depends on the inertial measurements u and the navigation
state estimates xˆ. One way to construct this mapping is to
formulate the detection problem in a Bayesian setting. This
means that the detector decides on hypothesis H1 if and only
if
p(H1|zk)
p(H0|zk) > η (4)
where η is a loss factor quantifying the cost of incorrect
decisions. The Bayesian zero-velocity detector in (4) can be
shown to be equivalent to the likelihood ratio test in (2) with
the threshold
γ ∆=
1− p(H1)
p(H1) · η. (5)
Thus, the Bayesian formulation provides both a theoretical
justification for adaptive zero-velocity detection within the
established likelihood-ratio framework, and a sound way to
design adaptive thresholds by modeling a time-varying hy-
pothesis prior p(H1) and loss factor η. For example, if the
loss factor is modeled so that it decays with the time since
the last zero-velocity instance, the resulting adaptive threshold
can be designed to both prevent the navigation system from
running for too long without a ZUPT, and mitigate the risk of
applying an excessive number of ZUPTs [59]. Furthermore,
one study proposed to adapt the parameter describing the loss
factor decay based on the dynamics during the heel strike [82].
Another way to design the mapping in (3) is to first extract
some relevant features from the inertial measurements and the
navigation state estimates, and then learn a mapping from
these features to the threshold using ground truth data. For
example, if inertial measurements are used to train a super-
vised classifier to differentiate between a number of predefined
motion classes, the optimal threshold for each motion class
can then be found using a high-accuracy camera tracking
system [88], [89]. Similarly, the inertial measurements may
be used to compute estimates of speed [83], [84], [86], [87],
or gait frequency [85]. These estimates can then be mapped to
optimal threshold values by, for example, using ground truth
speed from a treadmill [83], by minimizing the closed-loop
position error [84], or by minimizing the travelled distance
error [87]. Although most studies extract these features from
foot-mounted inertial measurements and related estimates,
there have also been proposals to utilize measurements from
additional, chest-mounted accelerometer units [83].
One problem with zero-velocity detectors using adaptive
thresholding is that a proper calibration of the mapping in
(3) tends to require large amounts of high-accuracy ground
truth data. Since such data is not available in the unexplored
environments where foot-mounted inertial navigation systems
are typically meant to be used, this means that the adaptive
detectors require an extensive calibration period, separate from
the real-world deployment for which the navigation system
8In practice, the function (3) could also consider inertial measurements
obtained after sampling instance k.
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Fig. 8. A foot-mounted inertial navigation system with a threshold adapter.
Compare with Fig. 2.
is intended. Moreover, it also means that the mapping, once
set, cannot adapt to real-time changes in gait or environment
conditions that were not accounted for during the calibration
process. One solution to these problems is to make use of
the FootSLAM algorithm to transform the inertial odometry
into position estimates with long-term error stability. These
position estimates can then be used as pseudo ground truth in
the threshold calibration. In this way, it is possible to design
an adaptive zero-velocity detector that does not require map
information, measurements from supplementary sensors, or
user input [60]. However, it should be noted that the method
requires a period of time when the FootSLAM algorithm
converges9. In addition, the pseudo ground truth provided by
FootSLAM is limited by the fact that the FootSLAM algorithm
cannot detect scale errors in the odometry. An alternative
approach to reduce the need for calibration using ground
truth data, rather than trying to account for all variations in
environment and gait style in a ground truth-dependent training
phase, is to examine relevant variations through their impact
on the likelihood ratio over a typical gait cycle; see e.g.,
Fig. 4. Thus, after incorporating a step detector, the threshold
can continuously be adjusted based on the likelihood ratio
computed during previous steps [90].
B. Detectors using Gait Cycle Segmentation
Several zero-velocity detectors attempt to increase robust-
ness by exploiting characteristics in the gait cycle that in one
way or another are invariant to changes in environment and
gait style. Generally, these detectors use a model in which
phases in the gait cycle are represented by a number of
discrete states. As illustrated in Fig. 9, the standard model
includes four states, with the boundaries between two adjacent
phases roughly given by the heel off, toe off, heel strike,
and toe strike events [64], [94]–[96]. That being said, several
other gait cycle models have also been proposed [43], [91],
including up to six states to model a conventional gait cycle
[66], and up to nine states to also model backwards gait
9In many cases, physical constraints provided by walls or other obstacles
enforce sufficient consistency in the walking patterns to ensure convergence;
refer to [97] for details.
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Fig. 9. A gait cycle model used in several robust zero-velocity detectors [64],
[94]–[96]. The data was taken from ID 15 in [62].
and walking up or down stairs. The state inference primarily
uses gyroscope measurements in the lateral direction of the
foot (one study instead used speed estimates [91]), and can
be based on hidden Markov models (HMMs) [37], [64],
[66], [94], [95], finite-state machines (FSM) [91]–[93], step
detectors [43], or heuristic rule-based methods [96]. In the
HMMs, the measurement function modeling the relationship
between the discrete states and the measurements has been
constructed using both neural networks [66], and Gaussian
mixture models [95]. In some models, one of the states
corresponds to zero-velocity instances (for example, the state
defined as the phase in between the toe strike and heel off
events), and thus, the state inference immediately gives the
zero-velocity instances being sought [37], [91], [93], [95].
However, in other models, the estimated state sequence is
used as input to a zero-velocity detector that also considers
other information, such as speed estimates [94], the results
of conventional zero-velocity detectors [43], [96], or the time
length of the detected zero-velocity instances [64]. Although
there have also been evaluations considering walking up or
down stairs or walking uphill/downhill [91], the experimental
evaluations have mainly focused on adaptation to gait speed.
The main limitation of zero-velocity detectors utilizing gait
cycle segmentation is that it may be difficult to specify a gait
cycle model that is general enough. While gait cycle models
can make the detector more robust, they can also worsen
performance if the user’s movements strongly deviate from
the model assumptions.
C. Detectors using Data-Driven Classifiers
Recently, robust zero-velocity detectors have been devel-
oped based on data-driven binary classifiers. In this case, the
detection framework presented in Section II-B is cast aside,
and the decision of whether or not a zero-velocity instance has
occurred is made directly based on the inertial measurements
and the navigation estimates. In other words, the zero-velocity
detector is defined as Dθ,k , Tθ(u1:k, xˆ1:k), where10
Tθ(u1:k, xˆ1:k)→ {0, 1} (6)
10In practice, the function (6) could also consider inertial measurements
obtained after sampling instance k.
is constructed by training against ground truth data. If the
training data set is diverse enough, the detector can learn to
perform well under highly varying conditions. The inference
has been based on support vector machines [69], random
forests [71], histogram-based gradient boosting [71], long
short-term memory (LSTM) neural networks [67], [70], and
convolutional neural networks [68]. In addition to adapting to
the environment and gait style through the input u1:k and xˆ1:k,
the detector can be made even more robust by subdividing
the inference based on the results of a preceding motion
classification [70], [71]. For example, in [69], an individual
parameter set θ is trained for 24 different motion classes.
During the test phase, the foot-mounted inertial measurements
are first used to classify the motion into one of these 24 motion
classes. The zero-velocity detection is then performed using
the parameter set θ that was trained for that specific motion
class.
Ground truth data for training the classifier in (6) has been
obtained from camera tracking systems [66], [71], ultrasonic
ranging of the distance between the shoe and the floor [70],
and manual annotation of inertial measurements [68]. Note that
even if high-accuracy measurements of velocity are available,
the creation of ground truth zero-velocity labels is still non-
trivial. A naive approach would be to label the sensor unit as
stationary whenever the velocity is (for all practical purposes)
zero. However, due to the systematic motions of the foot
during the stance phase (see Section III-B), this will typically
lead to too few zero-velocity instances. Thus, a better approach
is to label the sensor unit as stationary whenever the velocity
measurements fall below some given threshold. However, this
means that, once again, we have a threshold that needs to
be calibrated. The natural solution is to set this threshold
in such a way that the navigation performance is optimized.
This idea was explored in [67], where several zero-velocity
detectors with different fixed thresholds were applied, one by
one, to a number of “motion trials” (sequences of training
data). This included both conventional detectors based on
foot-mounted inertial measurements (see Section II-B) and
detectors that utilized velocity estimates from high-accuracy
reference systems. For each motion trial, ground truth zero-
velocity labels were then extracted from the detector-threshold
pair that gave the best positioning performance. To ensure
that the best performing fixed-threshold detector is approx-
imately optimal over a given motion trial (so that there is
no time-varying threshold that will give a substantially better
performance), the environment and gait style were fixed within
each individual motion trial. The main limitation of data-
driven zero-velocity detectors is the need for large amounts
of labelled training data, representative of all intended usage
conditions. The collection of such data is both costly and time
consuming.
D. Other Robust Detectors
Several robust zero-velocity detectors that do not fit into
the three main categories considered in Sections V-A, V-B,
and V-C have been proposed. Some of these combine multiple
conventional detectors [52], [72], [73], whereas others perform
9TABLE II
PUBLIC DATA SETS FOR DEVELOPMENT AND EVALUATION OF ROBUST ZUPTS.
# of Sampl. Time Size of Ground Variations of Stair ZUPT
Publ. users rate [Hz] dur. [min] area [m2] truth gait style surface sens. pos. climb. code
[62] 3 100 25 25 VICON Yes Yes No No No
[98] 5 200/125 120 25a VICONb Yes No No Yes Yes
[59] 1 250 35 190 Init. pos.c Yes No No No Yes
[60] 1 100 60 225 Init. pos.d Yes No Yes No Yes
a Although a lot of data was recorded in a large university building, this data only reflected walking or running along narrow hallways.
b As opposed to the data set in [62], this data set only provides position ground truth, not orientation ground truth. In addition, VICON data
was only provided for the training data. In the testing data, manually surveyed locations were used as ground truth.
c All data recordings started and ended at the same position. Thus, performance can be evaluated using the corresponding loop-closure error.
d No ground truth was provided for the training data. In the testing data, all data recordings started and ended at the same position.
the detection based on local optimization methods applied to
the likelihood ratio [74], or to the norm of the accelerometer
or gyroscope signals [75], [76]. Moreover, it should be noted
that, while most adaptive foot-mounted inertial navigation sys-
tems concentrate on adaptation of the zero-velocity detection
threshold (see Section V-A), it is also possible to adapt other
parameters. In [77], for example, a gait speed classification
was performed using jerk (the derivative of acceleration) and
angular velocity. The result of this classification was then used
to adjust the window length wf + wb + 1 (see Section II-B)
in the zero-velocity detection. Likewise, instead of adapting
certain detection parameters, a conceptually similar idea is to
include estimated navigation quantities, such as speed or Euler
angles, in the computation of the test statistic (likelihood-
ratio) [53], [65], [78]. Finally, instead of using gait cycle
segmentation as in Section V-B, gait cycle models can also
be incorporated into zero-velocity detectors by clustering the
stance phases based on their time length. In this way, the
detector utilizes information on the typical time length of the
stance and swing phases [79]–[81].
E. Public Data Sets for Robust Zero-Velocity Detection
There are several public data sets that could be used to
develop and evaluate robust zero-velocity detectors. An early
example is detailed in [62]. This data set contains about
30 minutes of foot-mounted inertial and magnetometer data
collected from three users. Reference data was recorded using
a camera tracking system, and videos were made available
of all data recordings. Furthermore, position and orientation
estimates from a ZUPT-aided inertial navigation system were
provided; however, no code was made available. The data set
considered variations in walking surface, gait style, and gait
trajectory. To aid time synchronization, two synchronization
events, each consisting of a firm stomp on the ground, were
provided at the beginning and end of each data recording.
The usefulness of the data was illustrated with a comparative
evaluation of four zero-velocity detectors [62].
Recently, a similar data set was made available [98]. This
data set is divided into training and testing data, and was
specifically created for the evaluation of robust zero-velocity
detectors. The training data – consisting of walking, running,
stair-climbing, and crawling – was recorded from one user in
a motion capture area of about 5m×5m, and includes ground
truth position from a camera tracking system. The testing data
is divided into two subsets. The first subset was recorded
in the hallways of a university building and includes ground
truth at manually surveyed locations. This subset was recorded
from five users alternating between walking and running. The
second subset was recorded from one user walking up and
down a staircase and includes ground truth vertical position
data on a per-flight basis. In addition, each data recording
in the second subset started and ended at the same position,
and thus, the position accuracy can be evaluated based on
the corresponding loop-closure error. In [98], this data set
was used to compare the performance of six zero-velocity
detectors. Code was provided alongside the data.
Additional relevant data sets are detailed in [59] and [60].
The first of these considered walking at two gait speeds with
data recorded at a comparatively high sampling rate. The latter
considered both three gait speeds and three sensor placements.
The data sets were originally used to evaluate a Bayesian
zero-velocity detector and an adaptive zero-velocity detector
using FootSLAM, respectively. In both data sets, all data
recordings started and ended at the same position, and the
position accuracy was evaluated based on the corresponding
loop-closure error. The data sets are summarized in Table II.
VI. WHY ARE THERE SO FEW COMMERCIAL SYSTEMS?
Considering that foot-mounted inertial navigation has been
around for almost two decades and that the technology has the
potential to enable a variety of new products and services, the
intriguing question arises as to why only a few commercial
products have been launched. This question becomes even
more puzzling considering that several patents related to the
technology were filed as early as the 1990s (see, e.g., [99],
[100]), and that these patents were followed by a vast amount
of research, conducted to improve and refine the technology;
see Fig. 3. The answer is certainly multifaceted, but looking
back in time the following observations may help to clarify
the picture.
At the beginning of the 21st century, the sensors were just
too bulky, power hungry, and costly to enable any viable com-
mercial products; nor was the battery or microcontroller tech-
nology mature enough. Not until the smartphone industry had
taken the sensor technology to new heights, around 2010, did
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the sensors become small, power efficient, and cheap enough
to be considered for commercial products [101]. Furthermore,
it was only a few years into the 2010s that microcontrollers
with sufficient computational power (floating point units) and
low enough power consumption to realize fully integrated
foot-mounted navigation systems with commercially viable
operation times ( 1 h) became available. For example,
STMicroelectronics and Atmel announced the release of their
first micro-controllers with Cortex-M4F cores at the end of
2011. Hence, the main obstacle is no longer the hardware
per se. Current obstacles holding back the commercialization
of the technology are related to i) the lack of ease-of-use and
robustness (as highlighted in previous sections of this paper) of
the technology, preventing it from being used in safety-critical
applications, and ii) for consumer positioning applications, the
limited added value that a foot-mounted inertial navigation
system brings to a smartphone-embedded system relying upon,
for example, GPS and WiFi measurements. That being said,
the company Robotic Research recently announced the release
of the foot-mounted navigation system WarLoc for soldier
positioning. Moreover, many commercial foot-mounted sensor
systems for human and animal gait analyses have recently
started to appear on the market, see e.g., the Gait Up and
Werkman Black gait monitoring systems for humans and
horses, respectively [102]. These systems are basically foot-
mounted inertial navigation systems, but where the main
purpose is to extract the dynamics of the individual steps
and not the accumulated position change. Thus, the robustness
requirements are less stringent.
VII. SUMMARY
As detailed in the present article, the past fifteen years
have seen significant advances within foot-mounted inertial
navigation. In particular, researchers have agreed upon a stan-
dard inference framework whereby zero-velocity information
is integrated as pseudo observations in a nonlinear state-space
model and where the problem of zero-velocity detection is
formalized as a likelihood-ratio test. As a result of these ad-
vances, current zero-velocity-aided inertial navigation systems
can, under controlled and stable conditions, produce odometry
estimates with a very competitive price-performance ratio.
However, the lack of robustness under varying and unforeseen
gait and environment conditions still remains one of the main
impediments to large-scale commercialization.
VIII. GUIDANCE FOR FUTURE RESEARCH
To advance the research field and increase the technology
readiness level of foot-mounted inertial navigation, both the
sensors and the algorithms, as well as the evaluation method-
ology, need to advance further.
As discussed in Section III, the performance of foot-
mounted inertial navigation systems is affected by both sensor
errors and modeling errors. As the performance of consumer-
grade inertial sensor technology advances — pushed by the
demands of the smartphone and car industries — the model
errors are likely to become the dominant source of error in
foot-mounted inertial navigation systems. This will require
more refined inertial navigation mechanization schemes that
include the earth’s rotation rate, use higher-order discretization
methods, etc. More importantly, it will require the develop-
ment of more accurate and robust zero-velocity detectors and
zero-velocity measurement models. Next, we will discuss a
number of related potential research directions.
As demonstrated by the review in Section V, a substantial
amount of research effort has gone into developing robust and
adaptive zero-velocity detectors. At the same time, research
on how to reduce the modeling errors by making the zero-
velocity measurement model more realistic is virtually non-
existent. This means that the proposed robust foot-mounted
inertial navigation systems all still suffer from a number of
serious shortcomings that are embedded into the zero-velocity
model. One such shortcoming is the binary decision made by
the zero-velocity detector. By limiting the detector to a binary
output, we lose information about the fluctuating uncertainty
of the zero-velocity model. One solution is to reinterpret
the nonlinear state-space model (1) as having a measurement
model that is applied at every sampling instance, but where the
measurement error covariance matrix Rk changes depending
on the result of the zero-velocity detection (if the sensor unit is
considered to be moving, all elements of the covariance matrix
are set to ∞). This interpretation then opens up opportunities
for implementations where the zero-velocity detector produces
a continuous output that is used to scale the measurement error
covariance matrix.
As the sensors get better, the need for ZUPTs will diminish.
Hence, one way to reduce the impact of the zero-velocity
modeling errors is to only apply ZUPTs when the system is
actually in need of them. Specifically, the detector need not
be implemented to detect all sampling instances where the
velocity is close to zero. Rather, in order to ensure satisfactory
positioning performance, the detector should balance the need
to apply intermittent ZUPTs with the need to avoid significant
modeling errors caused by an excessive number of ZUPTs;
see e.g., [59]. Another way to reduce the impact of the zero-
velocity modeling errors is to replace the zero-velocity model
with a model learned from data. This could, for example, be
achieved by learning a joint zero-velocity detector and zero-
velocity measurement function using a Gaussian process state-
space model [103]. This would, among other things, enable
the use of non-zero velocity updates. However, data-driven
methods do not obviate the need for models. In particular,
data-driven methods often have trouble extrapolating beyond
the training space11. Therefore, data-driven methods should,
where possible, be complemented or restricted based on
available models. Within foot-mounted inertial navigation, one
such model could be the rotational symmetry of the inertial
measurements. That is, if the evaluation scenario permits
the sensor unit to be positioned at an arbitrary orientation
with respect to the foot, data-driven functions which map the
inertial measurements to navigation data should give the same
result regardless of the foot-sensor orientation. One way to
heuristically incorporate this constraint is to randomly rotate
11In [98], it was remarked that “the LSTM model was occasionally unable
to detect zero-velocity events when a wearers speed was outside of the training
distribution”.
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the training data to simulate different sensor orientations; this
approach was taken when learning the motion classifier in [98].
However, another approach could be to integrate the rotational
symmetry into a constrained neural network [104].
Finally, there is a lack of standardization with regard to the
evaluation process. In particular, the research community is
in great need of agreed-upon minimum sensor requirements,
more public code for baseline implementations, and more
diverse and comprehensive reference data sets. The lack of
standardization hinders fair and reliable comparison of algo-
rithms, frequently leads to the use of sensors with insufficient
bandwidth, dynamic range, etc., and forces researchers to
devote time to the development of baseline implementations
before being able to focus on the relevant research questions.
Thus, to ensure that algorithms are evaluated in an efficient
manner, researchers need to build public data sets with a large
number of users, strict compliance of sensor requirements,
and substantial diversity in both environmental conditions
and gait characteristics. All in all, the oversight of this area
significantly delays progress, and a joint effort within the
research community to address these issues would be of great
benefit.
REFERENCES
[1] J. Collin, P. Davidson, M. Kirkko-Jaakkola, and H. Leppa¨koski, Hand-
book of Signal Processing Systems. Springer International Publishing,
2019, ch. Inertial Sensors and Their Applications, pp. 51–85.
[2] D. K. Shaeffer, “MEMS inertial sensors: A tutorial overview,” IEEE
Commun. Mag., vol. 51, no. 4, pp. 100–109, Apr. 2013.
[3] J. Nilsson, A. K. Gupta, and P. Ha¨ndel, “Foot-mounted inertial navi-
gation made easy,” in Proc. IEEE Int. Conf. Indoor Positioning Indoor
Navigation, Busan, South Korea, Oct. 2014, pp. 24–29.
[4] L. Sher, “Personal inertial navigation system (PINS),” 1996, DARPA.
[5] J. Elwell, “Inertial navigation for the urban warrior,” in Digitization of
the Battlespace IV, vol. 3709, Orlando, FL, 1999, pp. 196–204.
[6] K. Sagawa, H. Inooka, and Y. Satoh, “Non-restricted measurement of
walking distance,” in Proc. IEEE Int. Conf. Syst., Man, Cybern., vol. 3,
Nashville, TN, Oct. 2000, pp. 1847–1852.
[7] R. Stirling, J. Collin, K. Fyfe, and G. Lachapelle, “An innovative
shoe-mounted pedestrian navigation system,” in GNSS 2003: European
Navigation Conference, Graz, Austria, Apr. 2003.
[8] C. Randell, C. Djiallis, and H. Muller, “Personal position measurement
using dead reckoning,” in Proc. IEEE Int. Symp. Wearable Comput.,
White Plains, NY, Oct. 2003, pp. 166–173.
[9] P. Veltink, P. Slycke, J. Hemssems, R. Buschman, G. Bultstra, and
H. Hermens, “Three dimensional inertial sensing of foot movements for
automatic tuning of a two-channel implantable drop-foot stimulator,”
Med. Eng. & Physics, vol. 25, no. 1, pp. 21–28, Jan. 2003.
[10] F. Cavallo, A. M. Sabatini, and V. Genovese, “A step toward GPS/INS
personal navigation systems: real-time assessment of gait by foot
inertial sensing,” in Proc. IEEE/RSJ Int. Conf. Intell. Robot. Syst.,
Edmonton, Alta., Aug. 2005, pp. 1187–1191.
[11] S. Scapellato, F. Cavallo, C. Martelloni, and A. M. Sabatini, “In-
use calibration of body-mounted gyroscopes for applications in gait
analysis,” Sensors and Actuators A: Physical, vol. 123-124, pp. 418–
422, 2005.
[12] I. P. I. Pappas, M. R. Popovic, T. Keller, V. Dietz, and M. Morari, “A
reliable gait phase detection system,” IEEE Trans. Neural Syst. Rehabil.
Eng., vol. 9, no. 2, pp. 113–125, Jun. 2001.
[13] A. M. Sabatini, C. Martelloni, S. Scapellato, and F. Cavallo, “As-
sessment of walking features from foot inertial sensing,” IEEE Trans.
Biomed. Eng., vol. 52, no. 3, pp. 486–494, Mar. 2005.
[14] E. Foxlin, “Pedestrian tracking with shoe-mounted inertial sensors,”
IEEE Comput. Graph. Appl., vol. 25, no. 6, pp. 38–46, Nov. 2005.
[15] J. R. Adams, “Description of the local level inertial survey system
and its simulation,” Master’s thesis, University of New Brunswick,
Fredericton, Canada, 1979.
[16] M. J. Hadfield, “ESG inertial technology: An approach to self-
contained precision navigation and positioning on and over the bat-
tlefield,” in Guidance Control Panel Symp., no. 298. London, UK:
AGARD Conf. Proc., Oct. 1980.
[17] A. Kelly, “A 3D state space formulation of a navigation Kalman
filter for autonomous vehicle,” The Robotics Institute, Carnegie Mellon
University, Tech. Rep. CMU-RI-TR-94-19, 1994.
[18] E. J. Bassey, H. Dallosso, P. H. Fentem, J. M. Irving, and J. M.
Patrick, “Validation of a simple mechanical accelerometer (pedometer)
for the estimation of walking activity,” European J. Appl. Physiology
Occupational Physiology, vol. 56, pp. 323–330, 1987.
[19] A. T. M. Willemsen, F. Bloemhof, and H. B. K. Boom, “Automatic
stance-swing phase detection from accelerometer data for peroneal
nerve stimulation,” IEEE Trans. Biomed. Eng., vol. 37, no. 12, pp.
1201–1208, Dec. 1990.
[20] H. W. L. van Jaarsveld, H. J. Grootenboer, and J. D. Vries, “Accel-
erations due to impact at heel strike using below-knee prosthesis,”
Prosthetics Orthotics Int., vol. 14, no. 2, pp. 63–66, 1990.
[21] S. Sa¨rkka¨, Bayesian Filtering and Smoothing. Cambridge University
Press, Sep. 2013.
[22] J.-O. Nilsson, D. Zachariah, I. Skog, and P. Ha¨ndel, “Cooperative
localization by dual foot-mounted inertial sensors and inter-agent
ranging,” EURASIP J. Advances in Signal Process., no. 1, Oct. 2013.
[23] Z. Zeng, S. Liu, W. Wang, and L. Wang, “Infrastructure-free indoor
pedestrian tracking based on foot mounted UWB/IMU sensor fusion,”
in Proc. IEEE Int. Conf. Signal Process. Commun. Syst., Gold Coast,
Australia, Dec. 2017.
[24] F. Zampella, M. Khider, P. Robertson, and A. Jimnez, “Unscented
Kalman filter and magnetic angular rate update (MARU) for an
improved pedestrian dead-reckoning,” in IEEE/ION Position, Location
Navigation Symp., Myrtle Beach, SC, Apr. 2012, pp. 129–139.
[25] P. D. Groves, Principles of GNSS, inertial, and multisensor integrated
navigation systems, 1st ed. Artech House, 2008.
[26] I. Skog, P. Ha¨ndel, J. Nilsson, and J. Rantakokko, “Zero-velocity
detection – An algorithm evaluation,” IEEE Trans. Biomed. Eng,
vol. 57, no. 11, pp. 2657–2666, Nov. 2010.
[27] J. Nilsson, I. Skog, P. Ha¨ndel, and K. V. S. Hari, “Foot-mounted INS
for everybody – An open-source embedded implementation,” in Proc.
IEEE/ION Position, Location Navigation Symp., Apr. 2012, pp. 140–
145.
[28] P. H. Veltink, H. J. Bussmann, W. de Vries, W. J. Martens, and R. C.
Van Lummel, “Detection of static and dynamic activities using uniaxial
accelerometers,” IEEE Trans. Rehabil. Eng., vol. 4, no. 4, pp. 375–385,
Dec. 1996.
[29] S. Kwakkel, G. Lachapelle, and M. Cannon, “GNSS aided in situ
human lower limb kinematics during running,” in ION GNSS 2008,
Savannah, GA, Sep. 2008, pp. 1388–1397.
[30] S. Godha, G. Lachapelle, and E. Cannon, “Integrated GPS/INS system
for pedestrian navigation in a signal degraded environment,” in ION
GNSS 2006, Fort Worth, TX, Sep. 2006, pp. 2151–2164.
[31] S. Godha and G. Lachapelle, “Foot mounted inertial system for
pedestrian navigation,” Meas. Sci. Technol., vol. 19, no. 7, May 2008.
[32] B. Krach and P. Robertson, “Integration of foot-mounted inertial
sensors into a Bayesian location estimation framework,” in Proc. 5th
Workshop Positioning, Navigat. Comm., Hannover, Germany, Mar.
2008.
[33] L. Ojeda and J. Borenstein, “Non-GPS navigation for security person-
nel and first responders,” J. Navigat., vol. 60, no. 3, pp. 391–407, Sep.
2007.
[34] R. Feliz, E. Zalama, and J. G. Garcı´a-Bermejo, “Pedestrian tracking
using inertial sensors,” J. Phys. Agents, vol. 3, no. 1, pp. 35–43, Jan.
2009.
[35] I. Skog, J. Nilsson, and P. Ha¨ndel, “Evaluation of zero-velocity
detectors for foot-mounted inertial navigation systems,” in Proc. IEEE
Int. Conf. Indoor Positioning Indoor Navigation, Zurich, Switzerland,
Sep. 2010.
[36] A. Olivares, J. Ramrez, J. M. Grriz, G. Olivares, and M. Damas,
“Detection of (in)activity periods in human body motion using inertial
sensors: A comparative study,” Sensors, vol. 12, no. 5, pp. 5791–5814,
May 2012.
[37] J. Callmer, D. To¨rnqvist, and F. Gustafsson, “Probabilistic stand still
detection using foot mounted IMU,” in Proc. IEEE Int. Conf. Inf.
Fusion, Edinburgh, UK, Jul. 2010.
[38] C. Fischer, P. Talkad Sukumar, and M. Hazas, “Tutorial: Implementing
a pedestrian tracker using inertial sensors,” IEEE Pervasive Comput.,
vol. 12, no. 2, pp. 17–27, Apr. 2013.
12
[39] Y. Wang, A. Chernyshoff, and A. M. Shkel, “Study on estimation errors
in ZUPT-aided pedestrian inertial navigation due to IMU noises,” IEEE
Trans. Aerosp. Electron. Syst, vol. 56, no. 3, pp. 2280–2291, Jun. 2020.
[40] J. Nilsson, I. Skog, and P. Hndel, “Performance characterisation of foot-
mounted ZUPT-aided INSs and other related systems,” in Proc. IEEE
Int. Conf. Indoor Positioning Indoor Navigation, Zurich, Switzerland,
Sep. 2010.
[41] H. Ju, M. S. Lee, S. Y. Park, J. W. Song, and C. G. Park, “A pedestrian
dead-reckoning system that considers the heel-strike and toe-off phases
when using a foot-mounted IMU,” Meas. Sci. Technol., vol. 27, no. 1,
p. 015702, Dec. 2015.
[42] J.-O. Nilsson, I. Skog, and P. Ha¨ndel, “A note on the limitations of
ZUPTs and the implications on sensor error modeling,” in Proc. IEEE
Int. Conf. Indoor Positioning Indoor Navigation, Sydney, Australia,
Nov. 2012.
[43] Y. Li and J. J. Wang, “A robust pedestrian navigation algorithm with
low cost IMU,” in Proc. IEEE Int. Conf. Indoor Positioning Indoor
Navigation, Sydney, Australia, Nov. 2012.
[44] H. Ju, J. H. Lee, and C. G. Park, “Pedestrian dead reckoning system
using dual IMU to consider heel strike impact,” in Proc. Int. Conf.
Control, Autom. Syst., Daegwallyeong, South Korea, Oct. 2018, pp.
1307–1309.
[45] A. Peruzzi, U. D. Croce, and A. Cereatti, “Estimation of stride length
in level walking using an inertial measurement unit attached to the
foot: A validation of the zero velocity assumption during stance,” J.
Biomechanics, vol. 44, no. 10, pp. 1991 – 1994, 2011.
[46] J. Wahlstrm, I. Skog, and P. Hndel, “Inertial sensor array processing
with motion models,” in Proc. IEEE Int. Conf. Inf. Fusion, Cambridge,
UK, Jul. 2018, pp. 788–793.
[47] I. Skog, J. Nilsson, and P. Hndel, “Pedestrian tracking using an IMU
array,” in Proc. IEEE Int. Conf. Electron., Comput. Commun. Technol.,
Bangalore, India, Jan. 2014.
[48] X. Wu, Y. Wang, and G. Pottie, “A non-ZUPT gait reconstruction
method for ankle sensors,” in Proc. IEEE Int. Conf. Eng. Med. Biol.
Soc., Chicago, IL, Aug. 2014, pp. 5884–5887.
[49] H. Zhao, Z. Wang, S. Qiu, Y. Shen, L. Zhang, K. Tang, and G. Fortino,
“Heading drift reduction for foot-mounted inertial navigation system
via multi-sensor fusion and dual-gait analysis,” IEEE Sensors J.,
vol. 19, no. 19, pp. 8514–8521, 2019.
[50] S. K. Park and Y. S. Suh, “Height compensation using ground inclina-
tion estimation in inertial sensor-based pedestrian navigation,” Sensors,
vol. 11, no. 8, pp. 8045–8059, Aug. 2011.
[51] R. Ashkar, M. Romanovas, V. Goridko, M. Schwaab, M. Traechtler,
and Y. Manoli, “A low-cost shoe-mounted inertial navigation system
with magnetic disturbance compensation,” in Proc. IEEE Int. Conf.
Indoor Positioning Indoor Navigation, Montbeliard-Belfort, France,
Oct. 2013.
[52] Z. Shaolei, L. Songlin, and D. Hongde, “Improved zero-velocity de-
tection algorithm for pedestrian navigation based on MIMU,” in Proc.
IEEE CSAA Guidance, Navigation, Control Conf., Xiamen, China,
Aug. 2018.
[53] K. Abdulrahim, C. Hide, T. Moore, and C. Hill, “Using constraints for
shoe mounted indoor pedestrian navigation,” J. Navigation, vol. 65,
no. 1, p. 1528, Jan. 2012.
[54] J. B. Bancroft and G. Lachapelle, “Estimating MEMS gyroscope g-
sensitivity errors in foot mounted navigation,” in Proc. IEEE Int. Conf.
Ubiquitous Positioning, Indoor Navigation, Location Based Service,
Helsinki, Finland, Oct. 2012.
[55] M. A. Haidekker, in Linear Feedback Controls. Elsevier, 2013.
[56] O. Bebek, M. A. Suster, S. Rajgopal, M. J. Fu, X. Huang, M. C.
avuolu, D. J. Young, M. Mehregany, A. J. van den Bogert, and C. H.
Mastrangelo, “Personal navigation via high-resolution gait-corrected
inertial measurement units,” IEEE Trans. Instrum. Meas., vol. 59,
no. 11, pp. 3018–3027, Nov. 2010.
[57] Y. Wang, S. Askari, and A. M. Shkel, “Study on mounting position of
IMU for better accuracy of ZUPT-aided pedestrian inertial navigation,”
in IEEE Int. Symp. Inertial Sensors Syst., Naples, FL, Apr. 2019.
[58] H. Ju and C. G. Park, “A pedestrian dead reckoning system using a foot
kinematic constraint and shoe modeling for various motions,” Sensors
and Actuators A: Physical, vol. 284, pp. 135–144, 2018.
[59] J. Wahlstro¨m, I. Skog, F. Gustafsson, A. Markham, and N. Trigoni,
“Zero-velocity detection – A Bayesian approach to adaptive threshold-
ing,” IEEE Sensors Lett., vol. 3, no. 6, pp. 1–4, Jun. 2019.
[60] J. Wahlstro¨m, A. Markham, and N. Trigoni, “FootSLAM meets adap-
tive thresholding,” IEEE Sensors J., vol. 20, no. 16, pp. 9351–9358,
Aug. 2020.
[61] Y. Wang, D. Vatanparvar, A. Chernyshoff, and A. M. Shkel, “Ana-
lytical closed-form estimation of position error on ZUPT-augmented
pedestrian inertial navigation,” IEEE Sensors Lett., vol. 2, no. 4, Dec.
2018.
[62] M. Angermann, P. Robertson, T. Kemptner, and M. Khider, “A high
precision reference data set for pedestrian navigation using foot-
mounted inertial sensors,” in Proc. IEEE Int. Conf. Indoor Positioning
Indoor Navigation, Zurich, Switzerland, Sep. 2010.
[63] D. S. Colomar, J. Nilsson, and P. Ha¨ndel, “Smoothing for ZUPT-aided
INSs,” in Proc. IEEE Int. Conf. Indoor Positioning Indoor Navigation,
Sydney, Australia, Nov. 2012.
[64] S. K. Park and Y. S. Suh, “A zero velocity detection algorithm using
inertial sensors for pedestrian navigation systems,” Sensors, vol. 10,
no. 10, pp. 9163–9178, Oct. 2010.
[65] U. Walder and T. Bernoulli, “Context-adaptive algorithms to improve
indoor positioning with inertial sensors,” in Proc. IEEE Int. Conf.
Indoor Positioning Indoor Navigation, Zurich, Switzerland, Sep. 2010.
[66] H. Zhao, Z. Wang, S. Qiu, J. Wang, F. Xu, Z. Wang, and Y. Shen,
“Adaptive gait detection based on foot-mounted inertial sensors and
multi-sensor fusion,” Inf. Fusion, vol. 52, pp. 157–166, Dec. 2019.
[67] B. Wagstaff and J. Kelly, “LSTM-based zero-velocity detection for
robust inertial navigation,” in Proc. IEEE Int. Conf. Indoor Positioning
Indoor Navigation, Nantes, France, Sep. 2018.
[68] X. Yu, B. Liu, X. Lan, Z. Xiao, S. Lin, B. Yan, and L. Zhou, “AZUPT:
Adaptive zero velocity update based on neural networks for pedestrian
tracking,” in Proc. IEEE Int. Conf. Global Commun., Waikoloa, HI,
Dec. 2019.
[69] S. Y. Park, H. Ju, and C. G. Park, “Stance phase detection of multiple
actions for military drill using foot-mounted IMU,” in Proc. IEEE Int.
Conf. Indoor Positioning Indoor Navigation, Alcala de Henares, Spain,
Oct. 2016.
[70] T. Zhu, X. Pan, and S. Zhang, “A zero velocity detection method
for soldier navigation based on deep learning,” J. Physics: Conference
Series, 2. Comput. Modelling and Multimedia Appl., vol. 1345, Nov.
2019.
[71] Y. Kone, N. Zhu, V. Renaudin, and M. Ortiz, “Machine learning
based zero-velocity detection for inertial pedestrian navigation,” IEEE
Sensors J.
[72] L. Chen and H. Hu, “IMU/GPS based pedestrian localization,” in Proc.
IEEE Int. Conf. Comput. Sci. Electron. Eng., Colchester, UK, Sep.
2012, pp. 23–28.
[73] A. R. Jimnez, F. Seco, J. C. Prieto, and J. Guevara, “Indoor pedestrian
navigation using an INS/EKF framework for yaw drift reduction and
a foot-mounted IMU,” in Proc. IEEE Int. Conf. Workshop Positioning,
Navigation, Commun., Dresden, Germany, Mar. 2010, pp. 135–143.
[74] X. Liu, S. Wang, T. Zhang, R. Huang, and Q. Wang, “A zero-velocity
detection method with transformation on generalized likelihood ratio
statistical curve,” Meas., vol. 127, pp. 463–471, Oct. 2018.
[75] S. Y. Cho and C. G. Park, “Threshold-less zero-velocity detection
algorithm for pedestrian dead reckoning,” in Proc. IEEE Int. Conf.
European Navigation, Warsaw, Poland, Apr. 2019.
[76] Y. Wang, X. Meng, R. Xu, X. Chen, L. Zheng, B. Tang, A. Peng,
L. Yuan, Q. Yang, H. Shi, X. Ruan, and H. Zheng, “A smartphone
inertial sensor based recursive zero-velocity detection approach,” in
Int. Conf. Frontier Comput., Osaka, Japan, Jul. 2017, pp. 162–168.
[77] Q. Wang, Z. Guo, Z. Sun, X. Cui, and K. Liu, “Research on the
forward and reverse calculation based on the adaptive zero-velocity
interval adjustment for the foot-mounted inertial pedestrian-positioning
system,” Sensors, vol. 18, no. 5, p. 1642, May 2018.
[78] R. P. Suresh, V. Sridhar, J. Pramod, and V. Talasila, “Zero velocity
potential update (ZUPT) as a correction technique,” in Proc. IEEE Int.
Conf. Internet Things: Smart Innovation Usages, Bhimtal, India, Feb.
2018.
[79] Z. Wang, H. Zhao, S. Qiu, and Q. Gao, “Stance-phase detection for
ZUPT-aided foot-mounted pedestrian navigation system,” IEEE/ASME
Trans. Mechatronics, vol. 20, no. 6, pp. 3170–3181, Dec. 2015.
[80] H. Zhao, Z. Wang, Q. Gao, M. M. Hassan, and A. Alelaiwi, “Smooth
estimation of human foot motion for zero-velocity-update-aided inertial
pedestrian navigation system,” Sensor Review, vol. 35, no. 4, pp. 389–
400, Sep. 2015.
[81] M. N. Muhammad, Z. Salcic, and K. I. Wang, “Subtractive clustering
as ZUPT detector,” in Proc. IEEE Int. Conf. Ubiquitous Intell. Comput.,
Bali, Indonesia, Dec. 2014, pp. 349–355.
[82] Y. Wang and A. M. Shkel, “Adaptive threshold for zero-velocity
detector in ZUPT-aided pedestrian inertial navigation,” IEEE Sensors
Lett., vol. 3, no. 11, Nov. 2019.
13
[83] R. Zhang, H. Yang, F. Ho¨flinger, and L. M. Reindl, “Adaptive zero
velocity update based on velocity classification for pedestrian tracking,”
IEEE Sensors J., vol. 17, no. 7, pp. 2137–2145, Apr. 2017.
[84] M. Ma, Q. Song, Y. Li, and Z. Zhou, “A zero velocity intervals
detection algorithm based on sensor fusion for indoor pedestrian
navigation,” in Proc. IEEE Int. Conf. Inf. Technol., Netw., Electron.
Autom. Control, Chengdu, China, Dec. 2017, pp. 418–423.
[85] X. Tian, J. Chen, Y. Han, J. Shang, and N. Li, “A novel zero velocity
interval detection algorithm for self-contained pedestrian navigation
system with inertial sensors,” Sensors, vol. 16, no. 10, p. 1578, Jun.
2016.
[86] J. Kim, M. Bae, K. B. Lee, and S. G. Hong, “Gait event detection
algorithm based on smart insoles,” ETRI J., vol. 42, no. 1, pp. 46–53,
Feb. 2020.
[87] N. Bai, Y. Tian, Y. Liu, Z. Yuan, Z. Xiao, and J. Zhou, “A high-
precision and low-cost IMU-based indoor pedestrian positioning tech-
nique,” IEEE Sensors J., vol. 20, no. 12, pp. 6716–6726, Jun. 2020.
[88] B. Wagstaff, V. Peretroukhin, and J. Kelly, “Improving foot-mounted
inertial navigation through real-time motion classification,” in Proc.
IEEE Int. Conf. Indoor Positioning Indoor Navigation, Sapporo, Japan,
Sep. 2017.
[89] J. Rantanen, M. Mkel, L. Ruotsalainen, and M. Kirkko-Jaakkola,
“Motion context adaptive fusion of inertial and visual pedestrian navi-
gation,” in Proc. IEEE Int. Conf. Indoor Positioning Indoor Navigation,
Nantes, France, Sep. 2018, pp. 206–212.
[90] H. f. Liu, W. Ren, T. Zhang, J. Gong, J. m. Liang, B. Liu, J. w. Shi,
and Z. Huang, “An adaptive selection algorithm of threshold value in
zero velocity updating for personal navigation system,” in Proc. 33rd
Chinese Control Conf., Nanjing, China, Jul. 2014, pp. 1035–1038.
[91] M. Ren, K. Pan, Y. Liu, H. Guo, X. Zhang, and P. Wang, “A novel
pedestrian navigation algorithm for a foot-mounted inertial-sensor-
based system,” Sensors, vol. 16, no. 1, Jan. 2016.
[92] X. Yun, J. Calusdian, E. R. Bachmann, and R. B. McGhee, “Estimation
of human foot motion during normal walking using inertial and
magnetic sensor measurements,” IEEE Trans. Instrum. Meas., vol. 61,
no. 7, pp. 2059–2072, Jul. 2012.
[93] J. Ruppelt, N. Kronenwett, G. Scholz, and G. F. Trommer, “High-
precision and robust indoor localization based on foot-mounted inertial
sensors,” in IEEE/ION Position, Location Navigation Symp., Savannah,
GA, Apr. 2016, pp. 67–75.
[94] W. Zhang, X. Li, D. Wei, X. Ji, and H. Yuan, “A foot-mounted PDR
system based on IMU/EKF+HMM+ZUPT+ZARU+HDR+compass al-
gorithm,” in Proc. IEEE Int. Conf. Indoor Positioning Indoor Naviga-
tion, Sapporo, Japan, Sep. 2017.
[95] W. Sun, W. Ding, H. Yan, and S. Duan, “Zero velocity interval
detection based on a continuous hidden Markov model in micro inertial
pedestrian navigation,” Meas. Sci. Technol., vol. 29, no. 6, Apr. 2018.
[96] Z. Xu, J. Wei, B. Zhang, and W. Yang, “A robust method to detect zero
velocity for improved 3D personal navigation using inertial sensors,”
Sensors, vol. 15, no. 4, pp. 7708–7727, Mar. 2015.
[97] M. Angermann and P. Robertson, “FootSLAM: Pedestrian simul-
taneous localization and mapping without exteroceptive sensors –
hitchhiking on human perception and cognition,” Proc. IEEE, vol. 100,
no. Special Centennial Issue, pp. 1840–1848, May 2012.
[98] B. Wagstaff, V. Peretroukhin, and J. Kelly, “Robust data-driven zero-
velocity detection for foot-mounted inertial navigation,” IEEE Sensors
J., vol. 20, no. 2, pp. 957–967, 2020.
[99] K. R. Fyfe, J. K. Rooney, and K. W. Fyfe, “Motion analysis system,”
U.S. Patent US6 301 964B1, 1997.
[100] L. J. Hutchings, “System and method for measuring movement of
objects,” U.S. Patent US5 899 963A, 1995.
[101] J. Wahlstrm, I. Skog, and P. Hndel, “Smartphone-based vehicle telem-
atics: A ten-year anniversary,” IEEE Trans. Intell. Transp. Syst., vol. 18,
no. 10, pp. 2802–2825, Apr. 2017.
[102] N. Lefeber, M. Degelaen, C. Truyers, I. Safin, and D. Beckwe, “Validity
and reproducibility of inertial physilog sensors for spatiotemporal gait
analysis in patients with stroke,” IEEE Trans. Neural Syst. Rehabil.
Eng., vol. 27, no. 9, pp. 1865–1874, Jul. 2019.
[103] A. Svensson and T. Scho¨n, “A flexible state-space model for learning
nonlinear dynamical systems,” Automatica, vol. 80, pp. 189–199, 2017.
[104] J. Hendriks, C. Jidling, A. Wills, and T. Schn, “Linearly constrained
neural networks,” arXiv, stat.ML, e-print 2002.01600, 2020.
