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Abstract
Stochastic conservation laws are often challenging when it comes to proving existence of non-negative
solutions. In a recent work by J. Fischer and G. Gru¨n (2018, Existence of positive solutions to stochastic
thin-film equations, SIAM J. Math. Anal.), existence of positive martingale solutions to a conservative
stochastic thin-film equation is established in the case of quadratic mobility. In this work, we focus
on a larger class of mobilities (including the linear one) for the thin-film model. In order to do so, we
need to introduce nonlinear source potentials, thus obtaining a non-conservative version of the thin-film
equation. For this model, we assume the existence of a sufficiently regular local solution (i.e., defined up
to a stopping time τ) and, by providing suitable conditions on the source potentials and the noise, we
prove that such solution can be extended up to any T > 0 and that it is positive with probability one. A
thorough comparison with the aforementioned reference work is provided.
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1 Introduction
We are interested in stochastic equations driven by random noise in spatial divergence form. A wide class of
these equations can be written as
∂u
∂t
= ∇ ·
(
m(u)∇δF [u]
δu
)
+ Γ(u) +∇ ·
(
σ
√
m(u)W
)
=: D1 +D2 +S , (1)
in the non-negative unknown u = u(x, t), for x ∈ D ⊂ Rd and t > 0. Equation (1) describes the evolution
of a system made of a large number of particles. The particles are subject to a gradient-flow dynamics
(governed by the free energy F featured in the first drift term D1), to a nonlinear source (given by Γ(u) ≡ D2),
and to mesoscopic thermal fluctuations (stochastic term S , comprising an infinite-dimensional noise W
and a given scaling parameter σ 6= 0). The evolution of the system is described by the particle density u,
which is naturally required to be non-negative. The drift component D1 and the noise term S satisfy a
fluctuation-dissipation relation [2] which can be identified in the powers of the so-called mobility coefficient
m(u) being 1 in D1 and 12 in S , respectively.
When m(u) ≡ u and Γ ≡ 0, equation (1) is known as the Dean-Kawasaki model [6, 10]. This model poses
hard mathematical challenges, the first of which is proving existence of positive solutions up to some given
time T > 0. The main difficulties in doing so reside in the nature of the stochastic noise S . To start with,
this noise lacks Lipschitz properties and spatial regularity. If, in addition, we assume W to be a space-time
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2white noise (this is a relevant choice in the physics literature), then the only existence result we are aware of
is the recent work [13]. More specifically, in the case of F (u) := (N/2)
∫
D u(x) log(u(x))dx (corresponding
to the Gibbs-Boltzmann entropy functional with pre-factor N/2 > 0), a unique probability measure-valued
solution exists if and only if N ∈ N; however, in this case, the solution is trivial, and coincides with the
empirical measure associated with N independent diffusion processes.
Again for m(u) ≡ u, and for a specific class of Γ 6= 0, existence of measure-valued martingale solutions to (1)
is available in space dimension one, see the work of von Renesse and coworkers [15, 1, 11, 12]. These results
are based on the application of Dirichlet form methods, as well as on the interaction between drift and noise
in the context of the Wasserstein geometry over the space of square-integrable probability measures. We also
mention [3] for a high-probability existence and uniqueness result for a regularised version of (1).
In this work we investigate a priori positivity of solutions, up to any chosen time T > 0, in the specific case
of a non-conservative thin-film equation{
du = −∇ · (m(u)∇ [∆u−W ′(u)]) dt+ (h(u)|∇u|2 + g(u)) dt+∇ · (√m(u)dW) ,
u(x, 0) = u0(x)
(2)
set on the spatial domain D := (0, 2pi), on some finite time domain [0, T ], and on a probability space (Ω,F ,P).
More precisely, we assume the existence of a sufficiently regular local solution to (2) (i.e., defined up to a
random time τ ≤ T ) and we show that it can be extended up to T while remaining positive with probability
one. Above, u0 : D → [0,∞) is a suitable positive initial datum, W is a noise white in time and coloured in
space, m is the mobility coefficient, and W , h and g are given nonlinear source potentials. These potentials
compensate the noise contribution whenever the solution comes close to the singular regimes (these being
identified by vanishing or diverging density); this is thoroughly discussed in Sections 3 and 4. The precise
nature of W, W , h, m, and g is stated in Subsection 1.1 below. We highlight that (2) fits into the form
prescribed by (1) with F (u) :=
∫
D {|∇u(x)|2/2 +W (u(x))} dx and Γ(u) := h(u)|∇u|2 + g(u).
Existence of positive martingale solutions to (2) has been established in the conservative case (g ≡ h ≡ 0) in
[7], for the case of quadratic mobility m(u) = u2; this mobility results in a linear multiplicative stochastic
noise. The case of general polynomial mobility, including the linear case m(u) = u (corresponding to the
noise S featured in the Dean-Kawasaki model), seems hard to study for the conservative thin-film equation,
see [7] again. This is why we analyse (2) for a non-trivial drift component Γ. However, our drift component Γ
is not justified, as in the case of [15, 1, 11, 12], by the aforementioned Wasserstein geometry setting. Instead,
it is needed in order to deal with algebraic cancellations arising from the Itoˆ calculus applied to relevant
functionals of the solution, these functionals being primarily associated with positivity of the solution, which
is our main interest here. We also stress the fact that we only pursue a purely analytical justification of our
drift component Γ, and we consequently neglect any physical modelling at this stage.
The paper is organised as follows. Subsection 1.1 contains basic assumptions on the functional setting, on the
stochastic noise W , as well as a parametrisation of interest for the relevant nonlinear quantities m,W, h, and
g. Section 2 contains the two main results of this paper, Proposition 2.1 and Theorem 2.2. More specifically,
Theorem 2.2 (which is also proved in this section) is concerned with positivity of solutions to (2) up to time
T , which is our main interest. Its proof builds upon Proposition 2.1, a technical result whose lengthy proof
is the topic of Section 3. Sections 4 compares the contents of this paper with the setting and conclusions of
[7]. Section 5 illustrates the difficulties that one encounters when trying to prove existence of local solutions
to (2) via an approximating Galerkin scheme in the case of general mobility m, and also explains why such a
scheme is effective in the specific case of quadratic mobility [7]. We summarise our findings and conclusions
in Section 6.
31.1 Setting and notation
We work in a periodic function setting on D := (0, 2pi). The noise W is white in time and coloured in space.
Its covariance operator Q is diagonalisable on the eigenfunctions of the Laplace operator on D with periodic
boundary conditions. These eigenfunctions are given by the trigonometric family
{er}∞r=0 :=
{ 1√
2pi
,
sin(x)√
pi
,
cos(x)√
pi
,
sin(2x)√
pi
,
cos(2x)√
pi
,
sin(3x)√
pi
,
cos(3x)√
pi
, · · ·
}
.
Using [14, Proposition 2.1.10], we write the noise as W(t, x, ω) = ∑∞r=0√λrer(x)βr(t, ω), where {λr}∞r=0 are
the eigenvalues of Q associated with {er}∞r=0, and {βr}∞r=0 is a family of independent Brownian motions. We
assume the eigenvalues of Q to be rapidly decaying, say λr ≤ a1e−a2r, where a1, a2 > 0, for all r ∈ N0.
For some  ∈ (0, 1), let A0 := (0, 1 − ), A1 := [1 − , 1 + ], A∞ := (1 + ,∞). The mobility m and the
functions h and g are given by
m(u) :=

uγ1 , if u ∈ A0,
fm(u), if u ∈ A1,
uγ2 , if u ∈ A∞,
h(u) :=

Bhu
−ph , if u ∈ A0,
fh(u), if u ∈ A1,
−Bhuch , if u ∈ A∞,
g(u) :=

Bgu
−pg , if u ∈ A0,
fg(u), if u ∈ A1,
−Bgucg , if u ∈ A∞,
(3)
while W is given by W (u) = u−p. The functions m,h, g, and W are understood to be infinite when u ≤ 0.
In the above, p,Bh, ph, ch, Bg, pg, cg, γ1, and γ2 are positive constants, while the functions fh, fg, and fm are
such that W,h, g, and m belong to C∞(0,∞). It is easy to choose fh and fm such that, for some δ > 0
fm(u) > δ, for all u ∈ A1,
f ′h(u) ≤ −δBh, for all u ∈ A1.
(4a)
(4b)
The potentials W , h, and the mobility m are sketched in Figure 1, while the potential g is not sketched (as
it is qualitatively identical to h). We defined h, g and m piecewise on A0 and A∞ in order to be able to
treat low and large density regimes differently. The definitions on A1 provide smoothness on (0,∞) for the
quantities in (3). Our definitions of W , h, g, and m are justified as follows: the potential W pushes mass
away from the repulsive singularity 0, while obeying the conservation of mass. The source potentials h and g
introduce mass in the system whenever the density is too low, and remove mass whenever the density is too
large. In the case of h, the rate at which the introduction/removal of mass occurs is proportional to |∇u|2.
The mobility accounts for different drift and noise magnitudes in the low and large density regimes.
Figure 1: Sketches of W (left), h (centre), and m (right). Plots on A1 are not provided for h and m. The
qualitative behaviour of g is identical to that of h.
4We use the symbol Lp to denote the space Lp(D). We use the symbol W s,p to denote the Sobolev space
W s,pper(D) of 2pi-periodic functions on R having distributional derivates up to order s belonging to Lp. We
abbreviate Hs := W s,2. For a Hilbert space V , we use 〈·, ·〉V and ‖ · ‖V to denote the V -inner product
and V -norm, respectively. We drop the subscript if V = L2. For a function u depending on space and
time, we often write u(t) instead of u(x, t), and we indifferently use the notations ux and ∇u to refer to
spatial differentiation. Finally, C denotes a generic constant whose value may change from line to line; the
dependency of this constant on specific parameters is highlighted whenever relevant.
2 A priori positivity of solutions
Let T > 0. We show that, if we assume the existence of a sufficiently regular solution to (2) up to a random
time τ ≤ T , this solution can be extended up to T and is positive P-a.s. In order to do so, we need the
following auxiliary result.
Proposition 2.1. Fix T > 0 and β > 2. Consider an initial datum u0 ∈ H1 such that δ1 < minx∈D u0(x)
and ‖u0‖H1 < δ2, for some δ2 > δ1 > 0, P-a.s. Assume the existence of a strong solution u to (2) up to a
random time τ ≤ T . More precisely, we assume the equation below to be satisfied P-a.s., for all t > 0
u(t ∧ τ) = u0 +
∫ t∧τ
0
[−∇ · (m(u)∇ [∆u−W ′(u)]) + (h(u)|∇u|2 + g(u))]ds
+
∫ t∧τ
0
∇ ·
(√
m(u)(·)
)
dW. (5)
We assume that u has P-a.s. continuous paths with respect to the H1-norm, and that
P
(∫ τ
0
‖∇u(s)‖4L4ds <∞
)
= 1, P
(∫ τ
0
‖∆u(s)‖2ds <∞
)
= 1, E
[∫ τ
0
∥∥∥uxxx(s)√m(u(s))∥∥∥2ds] <∞. (6)
For all n ∈ N such that n−1 < δ1 and n > δ2, we assume τn ≤ τ ≤ T , where the stopping time τn is given by
τn := inf
{
t > 0 : min
x∈D
u(x, t) ≤ n−1
}
∧ inf {t > 0 : ‖u(t)‖H1 ≥ n} ∧ T. (7)
Assume the following conditions
∞∑
r=0
λr is small enough, (C1)
ph, Bh, ch are big enough, (C2)
pg, Bg, cg are big enough. (C3)
Let F1 : H1 → R ∪ {∞} : u 7→
∫
D |u|−β, let F2 : H1 → R : u 7→ 12‖u‖2H1, and let F := F1 + F2. There is a
constant C independent of n, such that
E
[
F (u(t ∧ τn))
] ≤ C, for all t ∈ [0, T ]. (8)
The proof of Proposition 2.1, which is quite lengthy and technical, is the content of Section 3. Our main
result, which relies on Proposition 2.1, is the following.
Theorem 2.2. Let the assumptions of Proposition 2.1 be satisfied. Then the solution u to (5) is defined up
5to time T and is P-a.s. positive, meaning that
P (u(x, t) > 0 for all x in D and for all t ∈ [0, T ]) = 1.
Proof. Define θ := β2 − 1 > 0. The Ho¨lder inequality and the bound u−θ ≤ u−β + 1, valid on (0,∞), give
‖u−θ(t ∧ τn)‖W 1,1 =
∫
D
|u−θ(t ∧ τn)|dx+ θ
∫
D
|u−θ−1(t ∧ τn)∇u(t ∧ τn)|dx
≤
∫
D
|u−θ(t ∧ τn)|dx+ θ
(∫
D
|u−2(θ+1)(t ∧ τn)|dx
)1/2 (∫
D
|∇u(t ∧ τn)|2dx
)1/2
≤ C + C
∫
D
|u−β(t ∧ τn)|dx+ C‖u(t ∧ τn)‖2H1 ≤ C + CF (u(t ∧ τn)).
This immediately entails, using Proposition 2.1, that
E
[
‖u−θ(t ∧ τn)‖W 1,1
]
≤ C, for all t ∈ [0, T ], (9)
where C is independent of n. Let t ∈ [0, T ]. We use the P-a.s. H1-continuity of the paths of u, the continuous
embedding W 1,1 ↪→ C(0, 2pi) (with embedding constant K1), the Chebyshev inequality, and equations (8)
and (9) to deduce
P (τn < t) ≤ P
(
min
x∈D
|u(t ∧ τn)| ≤ n−1
)
+ P (‖u(t ∧ τn)‖H1 ≥ n) = P
(
max
x∈D
|u(t ∧ τn)|−θ ≥ nθ
)
+ P
(‖u(t ∧ τn)‖2H1 ≥ n2) ≤ P (‖u−θ(t ∧ τn)‖W 1,1 ≥ K−11 nθ)+ P (‖u(t ∧ τn)‖2H1 ≥ n2)
≤ E
[‖u−θ(t ∧ τn)‖W 1,1]
K−11 nθ
+
E
[‖u(t ∧ τn)‖2H1]
n2
→ 0
as n→ 0. This implies that P (supn τn = T ) = 1, and concludes the proof.
3 Proof of Proposition 2.1
We split the proof in four parts. In Subsection 3.1, we compute and properly bound the Itoˆ differential of the
process F (u) up to time t∧τn, for any t ∈ [0, T ]. In Subsection 3.2, we group all the terms from the previously
computed Itoˆ differential into families, each family being characterised by a specific term. Subsections 3.3
and 3.4 are concerned with imposing conditions on the parameters p,Bh, ph, ch, Bg, pg, cg, γ1, γ2, and {λr}∞r=0
in such a way that (8) is achieved; more specifically, Subsection 3.3 provides the relevant analysis on A0∪A∞,
while Subsection 3.4 consistently extends this analysis on to A1.
For notational convenience, we rewrite (5) as du = φ(u(t))dt+ Φ(u(t))dW(t), where
φ(u) = φ1(u) + φ2(u) + φ3(u) := −∇ · (m(u)∇ [∆u−W ′(u)]) + h(u)|∇u|2 + g(u),
Φ(u)v := ∇ ·
(√
m(u)v
)
.
6Integration by parts entails that the component of the stochastic noise of (5) along the direction ei, for
i ∈ N0, is 〈∫ t
0
Φ(u(s))dW(s), ei
〉
=
〈∫ t
0
∇ ·
(√
m(u(s))
∞∑
r=0
√
λrerdβr(s)
)
, ei
〉
= −
〈∫ t
0
√
m(u(s))
∞∑
r=0
√
λrerdβr(s),∇ei
〉
=
∞∑
r=0
∫ t
0
−
〈√
m(u(s))er,∇ei
〉√
λrdβr(s).
Thus Φ can be thought of as an infinite-dimensional noise represented with components given by
Φi,r(u(s)) := −
〈√
m(u(s))er,∇ei
〉
, for all i, r ∈ N0. (10)
3.1 Itoˆ formula for F (u(t ∧ τn))
We use the Itoˆ formula
G(u(t ∧ τn)) = G(u(0)) +
∫ t∧τn
0
Gu(u(s))φ(u(s))ds+
∫ t∧τn
0
1
2Tr
[
Guu(u(s))(Φ(u(s))Q
1
2 )(Φ(u(s))Q
1
2 )T
]
ds
+
∫ t∧τn
0
Gu(u(s))Φ(u(s))dW(s)+ =: I1 + I2 + I3 + I4, (11)
here stated for a real-valued functional G applied to the solution u. We can apply (11) to G = F1 and
G = F2 because, up to time t ∧ τn, they are both uniformly continuous (along with their first and second
derivatives) over bounded sets of H1. We analyse terms I2, I3, and I4 of (11) for G = F1 and G = F2. Time
dependence is often dropped for notational convenience.
Term I2 for G = F1. The first and second derivatives of F1 are F1,u(u)v = −β
∫
D u
−β−1vdx and
F1,uu(u)(v1, v2) = β(β + 1)
∫
D u
−β−2v1v2dx. We study the contributions of φ1, φ2, and φ3 on F1,u(u)φ(u)
separately. We obtain
F1,u(u)φ1(u) =
〈
−∇ · (m(u)∇ [∆u−W ′(u)]) ,−βu−β−1
〉
= β(β + 1)
〈
m(u)∇[∆u−W ′(u)], u−β−2∇u
〉
= β(β + 1)
〈
∇[∆u−W ′(u)],m(u)u−β−2∇u
〉
= −β(β + 1)
〈
∆u,∇(m(u)u−β−2∇u)
〉
+
− β(β + 1)
〈
W ′′(u)∇u,m(u)u−β−2∇u
〉
= −β(β + 1)
〈
∆u,m(u)u−β−2∆u
〉
− β(β + 1)
〈
∆u, (m(u)u−β−2)′|∇u|2
〉
− β(β + 1)
〈
W ′′(u)∇u,m(u)u−β−2∇u
〉
.
We remind the reader of the identity
〈
f(u)|∇u|2,∆u〉 = −13 〈f ′(u)|∇u|2, |∇u|2〉 , (12)
which is valid for f ∈ C1(0,∞). We choose f(u) := (m(u)u−β−2)′ and deduce
F1,u(u)φ1(u) = −β(β + 1)
〈
∆u,m(u)u−β−2∆u
〉
+ β(β + 1)3
〈
(m(u)u−β−2)′′|∇u|2, |∇u|2
〉
− β(β + 1)
〈
W ′′(u)∇u,m(u)u−β−2∇u
〉
. (13)
7As for φ2 and φ3, the contributions are simply
F1,u(u)φ2(u) =
〈
h(u)|∇u|2,−βu−β−1
〉
, F1,u(u)φ3(u) =
〈
g(u),−βu−β−1
〉
. (14)
Term I2 for G = F2. The first and second derivatives of F2 are F2,u(u)v = 〈u, v〉H1 and F2,uu(u)(v1, v2) =
〈v1, v2〉H1 . We study the contributions of φ1, φ2, and φ3 on F2,u(u)φ(u) separately. We set f(u) := m(u)W ′′(u)
and we obtain, by relying on (12) and using integration by parts
F2,u(u)φ1(u)
= 〈−∇ · (m(u)∇ [∆u−W ′(u)]) , u〉H1 = 〈−∇ · (m(u)∇ [∆u−W ′(u)]) , u〉
+ 〈∇(−∇ · (m(u)∇ [∆u−W ′(u)])),∇u〉
= 〈m(u)∇[∆u−W ′(u)],∇u〉+ 〈∇ · (m(u)∇[∆u−W ′(u)]),∆u〉
= 〈∇[∆u−W ′(u)],m(u)∇u〉 − 〈m(u)∇[∆u−W ′(u)], uxxx〉
= − 〈∆u,m′(u)|∇u|2〉− 〈∆u,m(u)∆u〉 − 〈W ′′(u)∇u,m(u)∇u〉 − 〈m(u)uxxx, uxxx〉+ 〈f(u)∇u, uxxx〉
= 13
〈
m′′(u)|∇u|2, |∇u|2〉− 〈∆u,m(u)∆u〉 − 〈W ′′(u)∇u,m(u)∇u〉
− 〈m(u)uxxx, uxxx〉 − 〈f(u)∆u,∆u〉 −
〈
f ′(u)|∇u|2,∆u〉
= 13
〈
[m′′(u) + f ′′(u)] |∇u|2, |∇u|2〉− 〈∆u,m(u)[1 +W ′′(u)]∆u〉
− 〈W ′′(u)∇u,m(u)∇u〉 − 〈m(u)uxxx, uxxx〉 . (15)
The contribution associated with φ2 is
F2,u(u)φ2(u) =
〈
h(u)|∇u|2, u〉H1 = 〈h(u)u, |∇u|2〉+ 〈∇(h(u)|∇u|2),∇u〉
=
〈
h(u)u, |∇u|2〉− 〈h(u)|∇u|2,∆u〉 = 〈h(u)u, |∇u|2〉+ 13 〈h′(u)|∇u|2, |∇u|2〉 , (16)
while the contribution associated with φ3 is
F2,u(u)φ3(u) = 〈g(u), u〉+ 〈g′(u)∇u,∇u〉 . (17)
Term I3 for G = F1. We rely on (10) and the expression of F1,uu to compute the Itoˆ correction
1
2Tr
[
F1,uu(u)(Φ(u)Q1/2)(Φ(u)Q1/2)T
]
= β(β + 1)
∞∑
r=0
λr
∞∑
s=0
∞∑
z=0
〈
u−β−2ez, es
〉〈√
m(u)er, es,x
〉〈√
m(u)er, ez,x
〉
. (18)
Remark 3.1. One can convince oneself of the nature of (18) by thinking of a finite-dimensional equivalent
of the problem, formulated in terms of the matrices
Qm = diag
{√
λ1, · · · ,
√
λm
}
, [Φm(u)]i,r := −
〈√
m(u)er,∇ei
〉
, i, r ∈ {0, · · · ,m}, (19)
[F1,uu(u)]m (ei, er) = β(β + 1)
∫
D
u−β−2eierdx, i, r ∈ {0, · · · ,m}.
We bound (18) by using integration by parts, the Parseval identity in L2 (for the sums over z and s), the
8rapid decay of {λr}∞r=0, and the fact that ‖(dk/dxk)er‖L∞ ≤ Ckrk (for the sum over r). We obtain
β(β + 1)
∞∑
r=0
λr
∞∑
s=0
∞∑
z=0
〈
u−β−2ez, es
〉〈√
m(u)er, es,x
〉〈√
m(u)er, ez,x
〉
= β(β + 1)
∞∑
r=0
λr
∞∑
s=0
∞∑
z=0
〈
u−β−2ez, es
〉〈
∇
(√
m(u)er
)
, es
〉〈
∇
(√
m(u)er
)
, ez
〉
= β(β + 1)
∞∑
r=0
λr
∞∑
s=0
〈
∇
(√
m(u)er
)
, es
〉〈
∇
(√
m(u)er
)
, u−β−2es
〉
= β(β + 1)
∞∑
r=0
λr
〈∣∣∣∇ (√m(u)er)∣∣∣2 , u−β−2〉 (20)
≤ C(β, {λ}r)
{〈
m−1(u)(m′(u))2u−β−2∇u,∇u
〉
+
∫
D
m(u)u−β−2dx
}
. (21)
Remark 3.2. Alternatively, one can identify (20) by using [4, Section 3].
Term I3 for G = F2. We compute the Itoˆ correction
1
2Tr
[
F2,uu(u)(Φ(u)Q1/2)(Φ(u)Q1/2)T
]
=
∞∑
r=0
λr
∞∑
z=0
(1 + z2)
〈√
m(u)er, ez,x
〉2
(22)
=
∞∑
r=0
λr
∞∑
z=0
〈√
m(u)er, ez,x
〉2
+
∞∑
r=0
λr
∞∑
z=0
z2
〈√
m(u)er, ez,x
〉2
=: T1 + T2.
Once again, the reader can convince oneself of the nature of (22) by thinking of a finite-dimensional
equivalent of the problem, thus relying on the matrices Qm and Φm(u) defined in (19), as well as on the
matrix [F2,uu(u)]m = diag{(1 + z2)}z=1,··· ,m. See Remark 3.1 also.
We bound T2. Given the nature of the trigonometric basis {er}∞r=0, we have (for r ≥ 1), that rer,x = δ(r)∆eσ(r),
for some injective function σ : N → N and where δ(r) ∈ {−1; +1}. We use integration by parts and the
Parseval identity (for the sum over z) and obtain
T2 =
∞∑
r=0
λr
∞∑
z=0
〈√
m(u)er,∆ez
〉2
=
∞∑
r=0
λr
∞∑
z=0
〈
∆
(√
m(u)er
)
, ez
〉2
=
∞∑
r=0
λr
∥∥∥∆ (√m(u)er)∥∥∥2 (23)
≤ C
∞∑
r=0
λr
[∥∥∥∥{−14m−3/2(m′)2 + 12m−1/2(u)m′′(u)
}
|∇u|2er
∥∥∥∥2 + ∥∥∥∥12m−1/2(u)m′(u)∆uer
∥∥∥∥2 (24)
+
∥∥∥m−1/2(u)m′(u)∇u er,x∥∥∥2 + ∥∥∥√m(u)∆er∥∥∥2]
≤ C({λr}r)
{〈[
m−1(u)(m′′(u))2 +m−3(u)(m′(u))4
]∇u|2, |∇u|2〉
+
〈
m−1(u)(m′(u))2∆u,∆u
〉
+
〈
m−1(u)(m′(u))2∇u,∇u〉+ ∫
D
m(u)dx
}
, (25)
where the right-hand-side of (23) can also be inferred from [4, Section 3].
Remark 3.3. Given the polynomial nature of m(u) |A0∪A∞ , it is easy to notice that the multiplying term
T3 := −14m−3/2(m′)2 + 12m−1/2(u)m′′(u) in (24) vanishes if and only if γ1 = γ2 = 2. In all other cases, the
terms making up T3 are proportional to each other.
9As for T1, the computation is simpler, and it reads, thanks to the Parseval inequality
T1 =
∞∑
r=0
λr
∞∑
z=0
〈√
m(u)er, ez,x
〉2
=
∞∑
r=0
λr
∞∑
z=0
〈
∇
(√
m(u)er
)
, ez
〉2
=
∞∑
r=0
λr
∥∥∥∇ (√m(u)er)∥∥∥2 (26)
≤ C
∞∑
r=0
λr
[∥∥∥m−1/2(u)m′(u)∇u er∥∥∥2 + ∥∥∥√m(u)er,x∥∥∥2] (27)
≤ C({λr}r)
{〈
m−1(u)(m′(u))2∇u,∇u〉+ ∫
D
m(u)dx
}
,
where the right-hand-side of (26) can once again be inferred from [4, Section 3]. We deduce
1
2Tr
[
F2,uu(u)(Φ(u)Q1/2)(Φ(u)Q1/2)T
]
≤ C({λr}r)
{〈[
m−1(u)(m′′(u))2 +m−3(u)(m′(u))4
] |∇u|2, |∇u|2〉
+
〈
m−1(u)(m′(u))2∆u,∆u
〉
+
〈
m−1(u)(m′(u))2∇u,∇u〉+ ∫
D
m(u)dx
}
, (28)
Term I4 for G = F1. We rely on [5, Theorem 4.36] and bound the Itoˆ isometry term associated with I4. We
use integration by parts and the Parseval identity to deduce
∞∑
r=0
λr
∣∣∣∣∣
∞∑
z=0
−β
〈
u−β−1, ez
〉〈
∇
(√
m(u)er
)
, ez
〉∣∣∣∣∣
2
= β
∞∑
r=0
λr
∣∣∣〈u−β−1,∇ (√m(u)er)〉∣∣∣2
= β
∞∑
r=0
λr
∣∣∣〈(β + 1)u−β−2∇u,√m(u)er〉∣∣∣2 ≤ C({λr}r, β)〈u−β−2m(u)∇u, u−β−2∇u〉 . (29)
Given the definition of τn, we deduce that I4 is a square-integrable martingale with mean zero, see [5,
Proposition 4.28]. The contribution of I4 can thus be neglected.
Term I4 for G = F2. Again relying on [5, Theorem 4.36], we bound the Itoˆ isometry term associated with I2.
Similarly to (29), we deduce
∞∑
r=0
λr
∣∣∣∣∣
∞∑
z=0
(1 + z2) 〈u, ez〉
〈
∇
(√
m(u)er
)
, ez
〉∣∣∣∣∣
2
=
∞∑
r=0
λr
∣∣∣∣∣
∞∑
z=0
〈u, ez −∆ez〉
〈
∇
(√
m(u)er
)
, ez
〉∣∣∣∣∣
2
≤
∞∑
r=0
2λr
∣∣∣〈u,∇ (√m(u)er)〉∣∣∣2 + ∞∑
r=0
2λr
∣∣∣〈∆u,∇ (√m(u)er)〉∣∣∣2
=
∞∑
r=0
2λr
∣∣∣〈∇u,√m(u)er〉∣∣∣2 + ∞∑
r=0
2λr
∣∣∣〈uxxx,√m(u)er〉∣∣∣2
≤ C({λr}r) {〈∇u,m(u)∇u〉+ 〈uxxx,m(u)uxxx〉} . (30)
In this case, the definition of τn does not imply that I4 is a square-integrable martingale with mean zero.
This is due to the presence of the term 〈uxxx,m(u)uxxx〉.
3.2 Clustering contributions from the Itoˆ formula
In the previous section we have provided bounds for the terms I2, I3, I4 associated with the Itoˆ formula
applied to the functionals F1(u) and F2(u). These bounds contain terms which can be clustered in five
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distinct families, identified as ∫
D
p(u), (F1)
〈p(u)∆u,∆u〉 , (F2)〈
p(u)|∇u|2, |∇u|2〉 , (F3)
〈p(u)∇u,∇u〉 , (F4)
〈p(u)uxxx, uxxx〉 , (F5)
for some p ∈ C(0,∞). Notice that all contributions to the Itoˆ formula are well defined, because of assumption
(6). With the exception of the terms in the right-hand-side of (29) (associated with the Itoˆ isometry of I4 for
the functional F1(u)), we now cluster all the terms belonging to the same family.
Terms of kind (F1). Relevant terms are gathered from (28), (21), (17), (14), adding up to
C({λr}r)
∫
D
m(u)dx+ C({λr}r, β)
∫
D
m(u)u−β−2dx+ 〈g(u), u〉+
〈
g(u),−βu−β−1
〉
. (31)
Terms of kind (F2). Relevant terms are gathered from (13), (15), (28), adding up to
− β(β + 1)
〈
∆u,m(u)u−β−2∆u
〉
− 〈∆u,m(u)∆u〉 − 〈∆u,m(u)W ′′(u)∆u〉
+ C({λr}r)
〈
m−1(u)(m′(u))2∆u,∆u
〉
. (32)
Terms of kind (F3). Relevant terms are gathered from (13), (15), (16), (28), adding up to
C(β)
〈
(m(u)u−β−2)′′|∇u|2, |∇u|2
〉
+ 13
〈
m′′(u)|∇u|2, |∇u|2〉+ 13 〈(m(u)W ′′(u))′′|∇u|2, |∇u|2〉
+ 13
〈
h′(u)|∇u|2, |∇u|2〉+ C({λr}r) 〈[m−1(u)(m′′(u))2 +m−3(u)(m′(u))4] |∇u|2, |∇u|2〉 . (33)
Terms of kind (F4). Relevant terms are gathered from (13), (14), (15), (16), (21), (28), (17), (30), adding
up to
− β(β + 1)
〈
W ′′(u)∇u,m(u)u−β−2∇u
〉
− C(β)
〈
h(u)|∇u|2, u−β−1
〉
− 〈W ′′(u)∇u,m(u)∇u〉
+
〈
h(u)u, |∇u|2〉+ C({λ}r)〈m−1(u)(m′(u))2u−β−2∇u,∇u〉+ C({λ}r) 〈m−1(u)(m′(u))2∇u,∇u〉
+ 〈g′(u)∇u,∇u〉+ C({λ}r) 〈∇u,m(u)∇u〉 . (34)
Terms of kind (F5). Relevant terms are gathered from (15), (30), adding up to
(C({λr}r)− 1) 〈m(u)uxxx, uxxx〉 . (35)
3.3 Parameter tuning on A0 ∪ A∞
We now look for conditions on the parameters p,Bh, ph, ch, Bg, pg, cg, γ1, γ2, and {λr}∞r=0 in order to obtain
(8). More specifically, we look for conditions on these parameters in such a way that some of the terms in
(31), (32), (33), (34), and (35) can be bounded by the two Gronwall type terms
∫
D u
−β and ‖u‖2H1 , while
the remaining can be bounded by constants. In order to easily identify the relevant parameters, for each of
the families (F1)–(F4) we draw two summary tables. As for the first table:
(i) each column is associated with a term of the family in question, the terms being listed in order of
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appearance in the corresponding expression among (31), (32), (33), and (34).
(ii) the second row shows the degree of the monomial restriction p(u) |A0 .
(iii) the first row shows the constants multiplying p(u) |A0 .
We will denote this kind of table by A0. As for the second table, everything is defined in the same way, but
with the region A0 replaced by A∞. We will denote this kind of table by A∞. We deal with the analysis on
the region A1 in the following subsection.
Summary table and conditions for family (F1). Tables A0 and A∞ summarising (31) are given in Figure
2. Condition (C3) insures that the leading polynomial order is contained in the fourth (respectively, third)
A0 = C({λr}) C(β, {λr}) Bg −βBgγ1 γ1 − β − 2 −pg + 1 −β − 1− pg
A∞ = C({λr}) C(β, {λr}) −Bg βBgγ2 γ2 − β − 2 cg + 1 −β − 1 + cg
Figure 2: Tables A0 and A∞ for family (F1).
column for A0 (respectively, A∞). The contribution given by the family (F1) is then bounded by a constant.
Summary table and conditions for family (F2). Tables A0 and A∞ summarising (32) are given in Figure
3. For both A0 and A∞, the only positive contribution comes from column 4. This contribution can be
A0 = −C(β) −1 −p(p+ 1) γ
2
1C({λr}r)
γ1 − β − 2 γ1 γ1 − p− 2 γ1 − 2
A∞ = −C(β) −1 −p(p+ 1) γ
2
2C({λr}r)
γ2 − β − 2 γ2 γ2 − p− 2 γ2 − 2
Figure 3: Tables A0 and A∞ for family (F2).
compensated, e.g., with column 1 (in the case of A0) or column 2 (in the case of A∞) by using (C1).
Summary table and conditions for family (F3). Tables A0 and A∞ summarising (33) are given in Figure 4.
For A0 (respectively, A∞) we can pick ph, Bh big enough (respectively, ch, Bh big enough) so that column
A0 = C(γ1, β) C(γ1) p(p+ 1)(γ1 − p− 2)(γ1 − p− 3) −phBh/3 C(γ1)C({λr}r)γ1 − β − 4 γ1 − 2 γ1 − p− 4 −ph − 1 γ1 − 4
A∞ = C(γ2, β) C(γ2) p(p+ 1)(γ2 − p− 2)(γ2 − p− 3) −chBh/3 C(γ2)C({λr}r)γ2 − β − 4 γ2 − 2 γ2 − p− 4 ch − 1 γ2 − 4
Figure 4: Tables A0 and A∞ for family (F3).
4 contains the leading-order monomial, with also sufficiently big multiplicative constant. Thus column 4
compensates all the other columns. We have thus invoked (C2).
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Summary table and conditions for family (F4). Tables A0 and A∞ summarising (34) are given in Figure 5.
A0 = −C(β)p(p+ 1) −C(β)Bh −p(p+ 1) Bh C({λr}r, γ1) C({λr}r, γ1) −Bgpg 1γ1 − β − p− 4 −ph − β − 1 γ1 − p− 2 −ph + 1 γ1 − β − 4 γ1 − 2 −pg − 1 γ1
A∞ = −C(β)p(p+ 1) C(β)Bh −p(p+ 1) −Bh C({λr}r, γ2) C({λr}r, γ2) −Bgcg 1γ2 − β − p− 4 ch − β − 1 γ2 − p− 2 ch + 1 γ2 − β − 4 γ2 − 2 cg − 1 γ2
Figure 5: Tables A0 and A∞ for family (F4).
If we invoke (C3) for both A0 and A∞, then column 7 contains the leading order. Thus all other columns
are compensated by a constant.
Conditions for family (F5). Contribution (35) is negative as long as we invoke (C1).
3.4 Parameter tuning on A1
Conditions (C1)-(C3) are also enough to provide the same conclusions, as in Subsection 3.3, for the families
(F1)-(F5) analysed over A1. More specifically: the domain D being bounded, the continuity of m does not
alter the estimate for the family (F1); the estimate for the family (F2) still holds due to (C1) and (4a); the
estimate for the family (F3) still holds due to (4a)–(4b) and (C2); the estimate for the family (F4) still holds,
due to (4a) and the fact that we are allowed to bound everything with a constant times |∇u|2, so there is
no issue in the local behaviour in a neighbourhood of u = 1. Finally, thanks to (4a), nothing needs to be
adapted for the family (F5).
We can complete the proof of Proposition 2.1 by taking the expected value in the Itoˆ formula (11) for
G = F1 + F2.
4 Analysis of results
We compare our setting to that of J. Fischer and F. Gru¨n, whose paper [7] has inspired us to this work.
In [7], existence of a P-a.s. positive solution to the conservative thin-film equation (i.e., equation (2) with
h ≡ g ≡ 0) is established in the case of quadratic mobility m(u) = u2. This specific mobility, corresponding
to γ1 = γ2 = 2 in our notation, results in a linear stochastic noise which makes h and g unnecessary in the
argument. We detail this last statement by making a direct comparison to our computations.
No need for h. No term belonging to the family (F3) arises when γ1 = γ2 = 2. Firstly, the Itoˆ correction
applied to ‖∇u‖2 does not produce any such term, because of the linear nature of √m(u) = u, see Remark
3.3. We can thus drop the (F3)-term in (28), which corresponds to column 5 in A0 and A∞. Secondly, if one
picks p := β > 2 (this is compatible with the setting in [7]), some computations can be performed better.
In particular, one can combine the drift contributions coming from the Itoˆ formula applied to functional
F3(u) := ‖∇u‖2 + F1(u), thus getting, for pr := −∆u+W ′(u)
〈ux,∇(−∇(m(u)∇(−pr)))〉+ 〈W ′(u),−∇(m(u)∇(−pr))〉
= 〈∆u,∇(m(u)∇(−pr))〉+ 〈∇[W ′(u)],m(u)∇(−pr)〉
= −〈∇[∆u],m(u)∇(−pr)〉+ 〈∇[W ′(u)],m(u)∇(−pr)〉 = −〈pr,x,m(u)pr,x〉 ≤ 0.
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The above computation is a way of regrouping relevant drift terms in a slightly differently way. More
specifically, the final term 〈pr,x,m(u)pr,x〉 can be rewritten as
〈m(u)uxxx, uxxx〉+ 〈W ′′(u)∇u,m(u)W ′′(u)∇u〉 − 2 〈uxxx,m(u)W ′′(u)∇u〉
and the last term in above expression contains the contributions of columns 1 and 3 of A0 and A∞ (which
coincide, as β = p, see (13) and (15)). Finally, column 2 of A0 and A∞ is dealt with by not computing the
Itoˆ formula for ‖u‖2 at all, as one relies on Poincare´ inequality arguments based on the conservation of mass.
One is then left only with column 4 of A0 and A∞, which are associated with h.
Remark 4.1. In [7], the quantity −〈pr,x,m(u)pr,x〉 is used to balance the Itoˆ isometry term coming from
the stochastic noise given by a suitable combination of F1 and F2. In this paper, we have analysed F1 and
F2 separately, thus the quantity −〈pr,x,m(u)pr,x〉 has not quite emerged.
No need for g. This follows under the weaker assumptions γ2 ≤ 2, 2 ≤ γ1 ≤ 2 + β. The first term in (31) is
of Gronwall type, simply because∫
D
m(u)dx ≤ C + ‖u‖γ2Lγ2 ≤ C + C‖u‖2H1 .
As for the second term in (31), it is also of Gronwall type. We write
C({λr}r)
∫
D
m(u)u−β−2dx ≤ C({λr}r)
∫
D
uγ1−β−2dx+ C({λr}r)
∫
D
uγ2−β−21u>1+dx+ C.
This yields
C({λr}r)
∫
D
m(u)u−β−2dx ≤ C({λr}r)
∫
D
uγ1−β−2dx+ C.
For 2 ≤ γ1 < β + 2 and β > 2 we get that −β/(γ1 − β − 2) ≥ 1. We use the Ho¨lder inequality to obtain
C({λr}r)
∫
D
uγ1−β−2dx ≤ C({λr}r)
(∫
D
u−βdx
) γ1−β−2
−β ≤ C({λr}r)
∫
D
u−βdx+ C.
When γ1 = β + 2, the above inequality is also trivially valid. This means that columns 1 and 2 of A0 and
A∞ for the family (F1) are bounded by Gronwall terms, and g is thus superfluous.
Remark 4.2. It is worth noticing that, in the conservative case with quadratic mobility, the potential W is
actually needed. The potential W is only involved in bounding all the terms in family (F4), while it is not
necessary to deal with the families (F1), (F2), (F3), and (F5). In the non-conservative case with mobility
m(u) not being quadratic, the use of W can be bypassed by properly tuning h, which is needed for the family
(F3) anyway. As a matter of fact, we can not use W only, and we may actually not use it at all, as h carries
the leading order.
The contents of this section have shown that the potential h is concerned with addressing nonlinearities of
the stochastic noise of (2) (i.e., analysis for γ1 6= 2 or γ2 6= 2), while g is concerned with being able to deal
with noise of “large” size in regimes of both low and high density u (i.e., analysis for γ1 < 2 and γ2 > 2). In
particular, the terms h(u)|∇u|2 and g(u) appear to be a plausible drift correction for the specific case of the
Dean-Kawasaki model in (1), which corresponds to γ1 = γ2 = 1.
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5 Considerations on a Galerkin discretisation of the problem
In this work we have dealt with an a priori regularity analysis for solutions to (2). More specifically, we
have assumed the existence of a local regular solution to (2), and we have shown that it can be extended
up to any given time T > 0 while also being positive P-a.s. We devote this section to explaining the major
difficulties one encounters when trying to prove existence of local solutions to (2) in the conservative case
(corresponding to h ≡ 0, g ≡ 0).
One may rely on a Galerkin scheme for a spatial discretisation of the problem. Two natural basis choices
come up: (i) the trigonometric basis, see Subsection 1.1; (ii) the hat basis for the space of periodic linear
finite elements on the uniform grid {0, h, 2h, · · · , 2pi − h, 2pi}, where h in an integer fraction of 2pi, see [7].
The use of the trigonometric basis might seem slightly more suitable to deal with the differential operators of
(2). However, it is subject to a disadvantage. For m := 2pih−1, let um be the solution to the m-dimensional
Galerkin approximation of (2) with respect to an L2-projection onto Vm := {e1, · · · , em}. It is not hard to
see that computing the Itoˆ formula for the functional F (um), where F is the same as in Proposition 2.1,
leads to a few terms carrying a projection operator pim onto Vm. In particular, one gets such a projection for
the drift component associated with F1. This is an issue, as having projections on the drift term annihilates
the compensation that such term could potentially have on the positive terms coming from the Itoˆ correction
for F1 and F2. One can avoid the appearance of such projections by only considering quadratic quantities in
um, such as F2(um). However, one loses any indication of positivity of the solutions um, which may only be
defined up to a random time τ ; this is primarily due to the function W not being bounded near the origin,
thus preventing us from using the standard existence theory (see, e.g., [9, Chapter IV, Theorem 2.2]). One
can not get around this issue by simply smoothening the potential W near the origin, as to do so would
not provide uniform estimates for E[F (um)]; one can intuitively see this from the summary tables given in
Subsection 3.3.
On the other hand, the use of the hat basis proved to be successful in [7] in the case of quadratic mobility.
We limit ourselves to briefly summarising the two main reasons for this. Firstly, one may rely on the so
called entropy consistency for the discrete mobility [8], which allows to discretise the quadratic mobility in a
piecewise constant function, for the benefit of relevant integral equations and of projection purposes onto the
finite-dimensional Galerkin approximation space. Secondly, the solution um being piecewise linear, it has
piecewise constant derivative um,x. This fact allows to detach contributions involving the quadratic term
|um,x|2 from the contribution given by the (nonlinear) term W ′′(um), thus simplifying the analysis. Moreover,
the contribution given by W ′′(um) is in turn provided by the hat basis spatial discretisation of the problem,
which allows to suitably bound the ratios of the values of um at adjacent grid nodes. These key observations
allow the authors in [7] to effectively deal with the nonlinearities of the problem, represented by the quadratic
mobility and polynomial potential W , within the framework of a Galerkin scheme associated with both
positivity and appropriate tightness arguments for the solutions um. However, this Galerkin approximation
scheme does not seem to be extendable (at least in the conservative case) to mobilities whose square roots
have unbounded first derivatives, i.e., in which either γ1 < 2 or γ2 > 2. One can find a justification of the
previous statement by keeping in mind our discussion for the need of h and g given in Section 4.
6 Conclusions
For equation (2), non-conservative contributions h and g appear to be necessary in order to show a priori
positivity of solutions in the case of non-quadratic mobility m. The role of h is to compensate for nonlinearities
arising from the Itoˆ calculus associated with relevant functionals of the unknown process u, while the role of
15
g is to compensate for large noise in low and high density regimes. In particular, the Dean-Kawasaki model
seems to require a drift correction. The a priori positivity analysis has been performed by using a functional
representation with respect to the trigonometric basis of L2. Establishing existence of local solutions (which
could then be extended up to any time T > 0 while preserving positivity) seems to be unpractical if one is to
use a Galerkin approximation scheme with respect to this basis; in the conservative case, there seems to be a
good chance to prove existence of positive solutions with a Galerkin scheme with respect to the hat basis,
but only in the case of mobilities whose square roots have bounded first derivatives (γ1 > 2 and γ2 < 2). If
one is to consider different ranges of γ1 and γ2, then non-conservative corrections could be of use within the
hat basis discretisation framework.
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