Abstract-In this paper, we propose PASS3D to achieve point-wise semantic segmentation for 3D point cloud. Our framework combines the efficiency of traditional geometric methods with robustness of deep learning methods, consisting of two stages: At stage-1, our accelerated cluster proposal algorithm will generate refined cluster proposals by segmenting point clouds without ground, capable of generating less redundant proposals with higher recall in an extremely short time; stage-2 we will amplify and further process these proposals by a neural network to estimate semantic label for each point and meanwhile propose a novel data augmentation method to enhance the network's recognition capability for all categories especially for non-rigid objects. Evaluated on KITTI raw dataset, PASS3D stands out against the state-of-the-art on some results, making itself competent to 3D perception in autonomous driving system. Our source code will be open-sourced. A video demonstration is available at https://www.youtube.com/ watch?v=cukEqDuP_Qw.
I. INTRODUCTION
Autonomous driving, a promising and accessible technology, gains more and more research attention. 3D LiDARbased perception is one of the significant technical solutions in autonomous driving. Although 3D LiDAR scanner can provide distance measurements directly, and generate 3D point clouds to capture the geometrical structure of the scene, it is still quite challenging to segment the point clouds semantically due to the missing of the texture information. The perception of 3D scene requires semantic segmentation on point clouds, which is still an unsolved problem.
Our work introduced in this paper will focus on solving point-wise semantic segmentation problem on 3D point clouds, which will estimate a semantic label for each 3D point, as shown in Fig.1 . Some previous work like [1] , [2] instinctively segment point clouds based on Euclidean distance. These solutions are efficient enough, but without providing semantic information. Inspired by image-based semantic segmentation methods, some researchers [3] , [4] , [5] , [6] , [7] employ mature CNN-based neural network to predict the semantic label for each pixel by projecting 3D point clouds into 2D plane. Such methods like SqueezeSeg [5] and SqueezeSegv2 [6] are real-time but not optimal because of ignoring the internal geometric information in the 3D point cloud leading to insufficient performance. Fusion-based methods [8] , [9] , [10] resolve above limitations by joining multi-information from camera and LiDAR. Nonetheless, the 2D-based detection might fail on some challenging cases that could only be well observed from 3D space and typically run slowly due to processing a significant amount of images and point clouds input. A further approach [11] is to operate the 3D data directly, using the bottom-up scheme to generate the 3D bounding box proposals and implement the standard 3D bounding boxes refinement. It achieves good results in the 3D detection task, yet it uses a deep neural network to deal with whole points in the scene, theoretically time-consuming and faces issues coordinate bias brings. To address the above challenges, we propose a novel two-stage framework, PASS3D (Precise and Accelerated Semantic Segmentation for 3D Point Cloud), utilizing 3D geometric clustering algorithm and 3D deep learning scheme. The framework combines the efficiency of traditional geometric methods with the robustness of advanced deep learning networks. At stage-1, we remove the ground points taking advantage of the geometric and topological structure in 3D space and segment the remains into several clusters expeditiously by a ring-based method [1] . Then we refine the clusters to get final proposals. At stage-2, we apply the canonical transformation on the proposals with augmentation by a novel method introduced by us to eliminate coordinate bias and then put them into a powerful point set processor like PointNet++ [12] to obtain point-wise semantic information. The overall pipeline is shown in Fig.2 .
Compared with the state-of-the-art [6] , our method is 16.5% better on 3D 'Pedestrian' IoU, boosts 3D 'Cyclist' IoU by 17.2% and our average IoU increases by 7.9%. Our cluster proposal method at stage-1 achieves 89.5% pointwise recall in 5ms with only about 30 proposed clusters per frame. The main contributions of our work are as follows:
(1) We propose a flexible two-stage 3D semantic segmentation framework, which combines the efficiency of traditional geometric methods with the robustness of deep learning methods, obtaining pure 3D features without information loss.
(2) Our accelerated cluster proposal algorithm achieves higher point-wise recall with less redundant proposals in an extremely short time, which dramatically shortens the whole time and reduces subsequent calculations, making it suitable for autonomous driving applications.
(3) We introduce a novel data augmentation method for point cloud learning problem that alleviates coordinate bias in 3D space and increases the performance and generalization ability of the network, especially for non-rigid objects in nonEuclidean metric space.
(4) Experiments on the KITTI raw dataset [13] show that our method outperforms the state-of-the-art methods with remarkable margins. Our source code will be open-sourced.
II. RELATED WORK
Some previous works segment point clouds based on Euclidean distance. [14] concluded several methods for removing ground points based on iterative algorithms, like RANSAC and GP-INSAC. [2] , [15] use a range image to compute local convexities of the points in the cloud. [2] proposed an effective ground segmentation and clustering algorithm, while [16] directly extracted foreground objects without ground segmentation. [17] focuses on the entire process, including segmentation, clustering, and classification. [1] proposes a ring-based method, segmenting point cloud with ground removed, which is efficient for 3D LiDAR point cloud. However, the above methods are not able to provide semantic information.
Existing works on 3D object detection or semantic segmentation based on point cloud data can be divided into three ways: 1) 2D-based methods: Inspired by mature image-based semantic segmentation frameworks, several methods project the point cloud into the BEV (birds-eye-view) ( [10] , [3] , [4] , [18] ) or FV (front-view) ( [5] , [6] , [7] ) and use a 2D CNN to learn the characteristics of the point cloud for detection or semantic segmentation. In [3] , a fast single-stage detector is designed, utilizing a specific-height-encoded BEV input. Only a small amount of data needs to be processed in this kind of methods. However, the key issue with these methods is that many points are discarded when generating the 2D maps, resulting in a large loss of information on the vertical or depth axis. The loss of information severely affects the performance of 3D feature learning.
2) Fusion-based methods: Fusion-based methods extract muti-information from 2D images and 3D point cloud.
MV3D [18] takes birds-eye-view and front-view of LiDAR point cloud as well as an RGB image as input to obtain multichannel features. In [8] , a 2D detection network is used to proposal frustum point cloud and then PointNet++ [19] is applied to predict 3D object bounding box. These methods perform better than others generally but theoretically run slowly. In addition, 2D image-based proposal might fail in some challenging situations that could be well observed from 3D space.
3) 3D-based methods: Most of the current methods are based on 3D, either converting them to 3D voxels or using point cloud data directly. Voxel-based methods like [20] , [21] discretize point cloud data into voxels and then 3D convolution is applied. Improper selection of voxel size will affect performance, too large will lose details while too small will increase the amount of calculation a lot. [12] , [19] , [11] learn point-wise features directly from the point cloud. The latter makes full use of 3D information avoiding former shortcomings.
Inspired by [1] , our work at stage-1 implements the ringbased clustering method to segment point cloud and refine the cluster proposals. Our semantic segmentation network at stage-2 uses 3D point cloud data directly, attaching pointwise semantic estimation.
III. PASS3D FRAMEWORK
In this section, we present our two-stage point-wise semantic segmentation framework. The completed pipeline is illustrated in Fig.2 , which consists of the accelerated cluster proposal stage and the point-wise semantic prediction stage. Our key insight is to segment the entire scene and cluster the point clouds into multiple meaningful sub-parts and then put them into a powerful point set processor to get the point-wise classification label. We find that the objects we are interested in (such as 'Car', 'Pedestrian', 'Cyclist') are independent in 3D space without overlap, so it is not necessary to take all the point clouds in the scene into consideration for the recognition of each object but only needs a prior, point cloud of the object itself. The point clouds after removing the ground are naturally disconnected from each other. Therefore, we think that it is feasible and efficient to obtain candidate clusters by clustering the point clouds without ground. After that, put clusters into a powerful neural network for feature extraction and semantic segmentation.
A. Stage-1: Accelerated cluster proposal
Region proposal method based on deep learning has achieved remarkable results in 2D images but performs poorly in 3D point cloud scene due to the huge 3D search space and the irregular format of point clouds. Existing methods [11] , [20] promote the development of the recognition of 3D point cloud conspicuously. However, some problems still need to be solved, such as proposing too many candidates and putting all points into the neural network, which leads to a huge increase in calculations and time consumption.
We observe that objects in 3D scenes are naturally separated without overlapping from each other. For this reason, we propose an accelerated cluster proposal method to generate clusters and refine the results to get final proposals referring to [1] , which achieves a high point-wise recall rate with few candidates in a very short time. Fig.3 shows a piece of our cluster proposal results. This part is composed of three steps generally: ground plane fitting, ring-based clustering and proposals refinement.
1) Ground plane fitting:
Ground points removal can separate objects from each other in the 3D Euclidean space and significantly reduce the number of points involved in the proceeding computations. The distribution of points belonging to the ground is very regular and easily identifiable in the autonomous driving scene, on account of some prior knowledge: (i) They can be described by planes with a simple mathematical model. (ii) It can be acceptably assumed that points with the lowest height values are most likely to belong to the ground surface.
In reality, it is insufficient to fit the ground with one single plane due to ground fluctuations and measurement noise, so we first divide the whole scene into N seg segments along the moving direction of the LiDAR. Then extract a set of seed points with low height values and estimate the initial plane model of the ground for each segment. Each point will be judged whether it belongs to the estimated plane model by calculating the vertical distance between them and comparing the distance to a threshold T h dist . The points belonging to the ground surface are used as new seeds for refining the plane model, which repeats for N iter number of times. At last, we can obtain the entire ground plane by concatenating each segment derived from this algorithm. We will pass the point cloud with ground removed to the next step. 2) Ring-based clustering: KITTI raw data [13] are obtained by Velodyne HDL-64E LiDAR, have 64 rings and are recorded in an ordered manner. The points of one ring follow the points of another in the direction of laser rotation. Thus rings can be separated by tracing the change of the quadrant. After getting the ring to which each point belongs, we can use the ring-based method [1] to cluster the points. Points in the same ring are clustered together if their distance is smaller than the threshold T h ring . The label will be propagated to the point of a new ring if the distance between the point of the new ring and the point of the previous one is less than the threshold T h prop . When many points in the same ring have the nearest neighbours with different labels, their labels will be merged to the smallest one. On the contrary, the point will receive a new label when no appropriate nearest neighbours can be found for any of the points in the ring. Finally, we successfully divide the entire scene into several categories, and each point in the point cloud will have a clustering label.
3) Proposals refinement: We generate a minimal 3D oriented bounding box for each cluster and guarantee that its z-axis is perpendicular to the ground. Since we have the prior information about interested objects (e.g. 'Car', 'Pedestrian', 'Cyclist'), we will filter the proposals according to the number of points in the cluster and bounding box size of each proposal, setting the unsatisfied clusters to the background. The adaptive threshold T h num , number of points in clusters, descends as the distance between clusters and LiDAR increases, on account of the distribution of point clouds is sparser at the further distance.
represents the coordinate in LiDAR coordinate system and d is the Euclidean distance between point and LiDAR. We spot that when fitting the ground plane, some points belonging to objects (e.g. car wheels, human feet, the bottom of the signs) are wrongly counted as ground due to being too close to the ground surface. For this reason, we enlarge the 3D oriented bounding boxes and merge more points to the refined proposals.
B. Stage-2: Point-wise semantic segmentation
In this section, we aim at predicting the category of each point, using the refined cluster proposals from stage-1. This part is composed of two steps generally: data preparation and learning-based semantic segmentation. Fig. 5 : A sketch of data augmentation. In the local coordinate system, there are eight ways to express objects in a 2D plane. Due to the asymmetry, let the four circles with different colours represent the vertexes of a bounding box. We can know that every object is unlike the others when put it under its local coordinate.
1) Data preparation:
Coordinate transformation Since the targets are distributed at various positions of the scene in the LiDAR coordinate system, the coordinates of objects change dramatically, which makes the neural network hard to converge. Considering of this, we take each cluster as a sample, randomly use one of the bottom vertexes of its 3D oriented bounding box as the origin of the local coordinate system, and put the bounding box in the first octant, which is explained by Fig.4 . The change of coordinate system will not affect the relative positions between points and make the data distribution more concentrated so that the neural network is more concerned about the relative locations rather than the absolute positions of points.
Data augmentation Inspired by the methods of augmenting training data in some 2D or 3D CNN work [22] , [20] , we introduce a novel data augmentation method for point cloud learning problem. We discover that the imbalance of point cloud distribution in the local coordinate system will affect the generalization ability of the neural network. For example, cars in training samples with heading directions along the local x-axis are more than ones along the local y-axis, which should not affect the neural network. In order to suppress the adverse effects caused by the uneven distribution of point clouds, unlike other methods [20] , [11] usually augmenting the whole scene, we propose a data augmentation method dealing with our proposals, which is more efficient and targeted. As shown in Fig.5 , a sample has eight representations in the local coordinate system totally (ignoring vertical direction). We rotate and mirror the sample to create the remaining seven generated samples without changing the sample category. All these eight samples are possibly obtained by our stage-1 method in the real world. We mix these eight samples into the training set of the network, which will be randomly sampled during the training process. In this way, the learning-based method could be insensitive to changes of view-point (the local coordinate system selection) and the negative influences of coordinate bias could be alleviated to some extent. Our insight behind Fig. 6 : Qualitative results of PASS3D on our test split. The first row shows the predicted results produced by SqueezeSeg [5] , the second row is our predicted results, and the third row is the ground truth. 'Car', 'Cyclist' and 'Pedestrian' are shown in green, pink and blue. Notice that PASS3D can additionally and accurately segment objects unlabeled in the ground truth.
(Best viewed with zoom-in.)
this is that the shape of non-rigid objects (like pedestrians and cyclists) is variable, and each of these samples is unique and rare at each moment. By employing this method, we enrich the training data, which are non-repetitive and asymmetric. Noticeable improvements to these objects are verified in our experiments.
2) Learning-based semantic segmentation: Our network takes prepared clusters as input and predicts a probability score for each point that indicates how likely the point belongs to the predefined categories. We utilize PointNet++ [19] with multi-scale grouping as our backbone network to learn discriminating point-wise features for describing the raw points, which can be flexibly replaced by other 3D neural networks. Our network extracts a fixed number of N points in one training sample. If NUM, the number of points in the sample, is greater than N, the points will be randomly selected. Otherwise, the points will be randomly repeated. Considering that NUM lost during sampling has an impact on the neural network classification process, we define a feature n = N U M −N N to compensate, which describes the relative relationship between NUM and N. PointRCNN [11] adds the distance information to the point feature, but we find that it has little effect in our experiments. Finally, we concatenate point coordinates x l , y l , z l ∈ R 3 in local coordinate system, normalized laser reflection intensity i [0, 1] of the point measured by LiDAR and relative points number n ∈ R in cluster to a feature vector p = x l , y l , z l , i, n .
IV. EXPERIMENTS
A. Implementation details 1) Dataset: Our dataset is converted from KITTI raw dataset [13] , which has 12,915 frames. Since that KITTI LiDAR scans can be temporally correlated if they are from the same sequence, we ensured that frames in the training set do not appear in testing sequences. Similar to SqueezeSeg [5] , we split the publicly available raw dataset [13] into a training set with 9,234 frames and a testing set with 3,681 frames. We evaluate on 'Car', 'Pedestrian', 'Cyclist' categories and set 'Van', 'Truck', 'Tram', 'Person sitting', 'Misc' and 'DontCare' categories in KITTI as background class. Our training/testing split will be released as well. Some background samples are randomly discarded during our training due to the extremely unbalanced data (the number of background samples is much higher than the others).
2) Cluster proposal: In our experiments, the parameters for the ground plane fitting are set as N seg = 3, N iter = 3, N LP R = 20, T h seeds = 0.4m and T h dist = 0.3m. For ring-based clustering algorithm, the parameters are T h ring = 0.5m and T h prop = 1m. For proposals refinement, we set T h num = 30 and enlarge the 3D oriented bounding box by 0.1m in both x and y axis, 0.4m in z axis.
3) Training settings:
We follow the neural network structure of PointNet++ [19] and set the parameters similar to Frustum-PointNet [8] , where three set abstraction layer with multi-scale grouping are used to downsample points into groups with sizes 128, 32, 1. Three feature propagation layers are used to obtain per-point feature for point-wise semantic segmentation. At the top of the network, two fully connected layers and a dropout layer (we set 0.7 keep probability in dropout layer) are used for classification. Cross-entropy loss is minimized during training. Besides, we also try focal loss [23] in experiments and the classification loss has the following form:
where p t is the model's estimated probability. α and γ are the parameters of the focal loss and we set them be 0.25 and Ours denotes our baseline model. +DA denotes using data augmentation method. +n denotes using feature n. +FL denotes using focal loss.
2 respectively.
B. Evaluation metrics
The evaluation precision, recall and IoU (intersectionover-union) are defined as follows:
where P c and G c respectively denote the predicted and ground-truth point sets that belong to class-c. |·| denotes the cardinality of a set.
C. Experimental results
1) Point-wise semantic segmentation: Similar to [24] , we evaluate our models performance on class-level segmentation tasks by a point-wise comparison of the predicted results with ground-truth labels. We employ IoU as our evaluation metric. We compare our method with the state-of-art methods in Tab.I and some semantic segmentation results are shown in Fig.6 . As shown in Tab.I, our method outperforms previous state-of-the-art methods with remarkable margins in 'Pedestrian' and 'Cyclist' categories, raising 16.5% and 17.2% respectively. We develop the average IoU from 44.9% of SqueezeSegv2 [6] to 52.8%. Our data augmentation method strikingly improves the performance of all classes. Notably, it raises 'Cyclist' IoU of our baseline model from 40.8% to 50.5%, which proves its efficacy on recognitions of nonrigid objects. The added feature n improves the IoU of 'Pedestrian' and 'Cyclist'. The effect of focal loss in our experiments is uncertain. One of the possible reasons why the semantic segmentation performance of 'Car' categories is worse than others is that our stage-1 clusters the adjacent cars and trees into one proposal, resulting in a missed detection.
2) Evaluation of stage-1: The performance of our cluster proposal algorithm based on fast point cloud segmentation [1] is evaluated by calculating the recall of point-wise foreground label. We put 'Car', 'Pedestrian' and 'Cyclist' classes as foreground while other classes as background.
With only proposing about 30 clusters per frame, our method achieves 89.5% point-wise recall in 5ms. To some extent, we hold that we have achieved a considerable recall with less redundant proposals, which introduces less computation into the stage-2 neural network and increases the overall speed. We only pass about 5k points in the entire scene to the stage-2 neural network, while other methods [11] , [20] usually pass all points (≈ 30k) into the network. Besides, our point-wise semantic segmentation method can predict the possibility of the category of each point even when stage-1 algorithm clusters different categories of points into one proposal, which means our method is robust to the stage-1 algorithm.
V. CONCLUSION
We presented a two-stage precise and accelerated semantic segmentation framework for 3D point cloud, which combines the efficiency of traditional geometric methods and the robustness of deep learning methods. The proposed accelerated cluster proposal algorithm at stage-1 clusters point cloud effectively and generates less redundant refined proposals of high quality, which is competitive to previous excellent methods. Moreover, we have proposed a novel approach to augment data that makes full use of the advantages of point clouds, leading to amazing promotion in the semantic segmentation of non-rigid objects like pedestrians and cyclists. The experiments prove that our method is efficient and accurate, obtaining impressive results.
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