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Despite recent progress in our understanding of complex dynamic networks, it remains challenging
to devise sufficiently accurate models to observe, control or predict the state of real systems in
biology, economics or other fields. A largely overlooked fact is that these systems are typically open
and receive unknown inputs from their environment. A further fundamental obstacle are structural
model errors caused by insufficient or inaccurate knowledge about the quantitative interactions in
the real system.
Here, we show that unknown inputs to open systems and model errors can be treated under the
common framework of invertibility, which is a requirement for reconstructing these disturbances
from output measurements. By exploiting the fact that invertibility can be decided from the influ-
ence graph of the system, we analyse the relationship between structural network properties and
invertibility under different realistic scenarios. We show that sparsely connected scale free networks
are the most difficult to invert. We introduce a new sensor node placement algorithm to select a
minimum set of measurement positions in the network required for invertibility. This algorithm
facilitates optimal experimental design for the reconstruction of inputs or model errors from output
measurements. Our results have both fundamental and practical implications for nonlinear systems
analysis, modelling and design.
I. INTRODUCTION
Dynamic systems in such diverse areas like physics, bi-
ology, economics or engineering are often composed of
many interacting components. Developing useful and
sufficiently accurate models of such complex dynamic
networks having many degrees of freedom remains chal-
lenging [1–4] despite the ever increasing size of network
data sets providing the wiring diagrams of diverse sys-
tems [5–8].
One important challenge for modelling real dynamic
networks is that they are open systems receiving inputs
from their environment, see Fig. 1. These inputs need to
be either known or under experimental control to fully
characterise the dynamic state of the network. For exam-
ple, a biological cell is a system with a certain autonomy,
but at the same time is crucially dependent on signals
and nutrients received from the exterior. It is practically
impossible to simultaneously detect or control all signals
received by a living cell in their natural environment and
to measure all compounds exchanged with the extracellu-
lar space. As another example, consider a population dy-
namic system in a certain geographical area. The state,
i.e. the population count of the different species in this
area, is not only determined by the inner dynamic in-
teractions (e.g. pray and predator relationships) between
the species, but also by migration and by environmental
factors. Again, for state estimation it is typically nei-
ther feasible to directly quantify all these inputs nor is
∗ kschischo@rheinahrcampus.de
it possible to ignore them. The same applies to physical,
engineering, or economic systems, which will always be
subject to inputs and disturbances from the environment.
If the inputs to the system cannot directly be obtained,
then we might want to infer the inputs from the measur-
able outputs. For the biological cell, we can try to esti-
mate the transport fluxes across the membrane and the
signals received by the cell from time series of measured
protein concentrations. For a population, the number of
certain species will be monitored and we will try to es-
timate dynamic changes of birth and migration rates for
other, not directly observed species. Algorithms to esti-
mate the inputs from the outputs of systems described by
ordinary differential equations (ODEs) are an ongoing re-
search topic, see e.g. [9–15]. However, no such algorithm
can succeed, if the output doesn’t provide sufficient in-
formation about the input. Mathematically, this means
that the map from input to output is not invertible and
thus, systems inversion is bound to fail.
The situation is illustrated in Fig. 2(a), where a hypo-
thetical system is represented by an influence graph. The
nodes correspond to the systems states x = (x1, . . . x11)
and the black arrows indicate the endogenous interac-
tions amongst them. The open system receives three in-
put signals w(t) = (w1(t), w2(t), w3(t)) (wiggly arrows)
from its exosystem, targeting the set S = {x3, x5, x8}
of three input nodes. The output signal y(t) =
(y1(t), y2(t), y3(t)) in Fig. 2(b) is formed by measuring
the time course of the sensor node set Z = {x2, x4, x9},
i.e.y1(t) = x2(t), y2(t) = x4(t) and y3(t) = x9(t).
Nonetheless, these output observations are insufficient
to uniquely reconstruct the corresponding input signals.
Indeed, the two different input signals (Fig. 2(c,d)) gen-
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Figure 1. Schematic illustration of an open system and its environment. (a) The open system (blue shadowed region) interacts
with its dynamic environment. The state (black nodes) of the open system is determined by both internal interactions and
by the interactions with the (unknown) state of the environment (grey nodes). There are also systematic model errors, as
indicated by a missing interaction between state variables (green dashed line). (b) Both the effects of the environment on the
state of the open system and model errors can be regarded as unknown inputs.
erate identical outputs (solid and dahed lines Fig. 2(b))
and both reproduce the data points with good accuracy.
Thus, the system is not invertible.
The lack of invertibility can be remedied by a careful
experimental design. In the example of Fig. 2, the system
can be made invertible by measuring the state y3(t) =
x6(t) instead of x9(t), compare Fig. 2(a) and (e). As
explained below, the modified output from the sensor
node set Z = {x2, x4, x6} provides sufficient information
to uniquely identify the input signal in Fig. 2(c) as the
cause for the observed data (Fig. 2(f)). This example
highlights the need for a sensor node placement algorithm
for invertibility of open systems, which is one important
result of this text.
Systematic model errors are another important source
of potential discrepancies between measurements and
model outputs. One type of model errors is caused by
an incorrect influence graph, i.e. by missing or spurious
interactions between the state variables (Fig. 1). An-
other type of model errors originates from misspecifica-
tions of the functional form or parameters of the inter-
actions. However, both types of these endogenous model
errors can effectively be treated as unknown inputs to the
model system at hand, see Sec. II. As for genuine exoge-
nous inputs, a unique reconstruction of these unknown
inputs caused by endogenous model errors is again only
possible if the systems model is invertible.
Controllability and observability are other important
systems properties, which have attracted renewed inter-
est from a complex systems point of view [18–22, 27–
33]. Structural approaches use only the influence graph
[17–22] and are therefore well suited to examine the con-
trollability/observability properties related to topological
network features. Structural controllability (observabil-
ity) analysis provide binary decisions whether a system
is controllable (observable) or not. Later, it was em-
phasised that realistic control and state estimation often
require quantitative information about the network in-
teractions and parameters of the system [24–33]. The
underlying reason is that the specific functional form of
the couplings might require huge energies for control or
very sensitive measurements for state estimation. Con-
tinuous measures quantifying the degree of controllabil-
ity or observability [24–33] were derived as alternatives
to binary decisions about controllability or observability.
In contrast, the invertibility of open systems has not
sufficiently been investigated in the context of large com-
plex dynamic systems. Work in controllabity and ob-
servability of complex networks builds on older results
from the control engineering literature [17], providing al-
gebraic and graphical conditions for both traits. The sit-
uation is similar for invertibility: Theorems providing
algebraic conditions for the invertibility of linear systems
were already published in the 1960s [35–37] and later
extended to nonlinear systems [38–41]. These algebraic
conditions require a full specification of the ODE sys-
tem including all the parameters. Even in the rather
exceptional case, where these data are available, the nu-
merical test of these conditions is computationally very
demanding for large networks. Fortunately, invertibility
is a structural property [42, 43], which can for all practi-
cal purposes be inferred from the influence graph and the
input and output node sets S and Z (see Fig. 2). This
structural invertibility condition (see Sec. III) can effi-
ciently be tested even for very large linear or nonlinear
systems with thousands of state nodes.
In this text, we add invertibility as a systems prop-
erty which is essential for understanding open and incom-
pletely known systems. As our main new contributions
we
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Figure 2. Invertibility of a dynamic system. (a) The influence graph represents the states x = (x1, . . . , x9) of a system as
nodes (circles). Endogenous interactions are indicated by arrows between the states. This system receives three input signals
w(t) = (w1(t), w2(t), w3(t)) (wiggly arrows) targeting the input nodes S = {x3, x5, x8}. The output y(t) = (y1(t), y2(t), y3(t))
(squares) is given by measurements of the state variables in the sensor node set Z = {x2, x4, x9}. (b) The measured output
data (dots) of the open system can be explained by different input signals (c,d) causing identical outputs, as indicated by the
dotted line for input (c) and by the solid line for input (d). Thus, the system is not invertible. (e) For Z = {x2, x4, x6}, i.e.
if the sensor for the output y3 is moved to state x6 instead of x9 (compare (a)), we obtain an invertible system and the input
signal in (d) is unique for the observed output in (f).
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• show that unknown inputs to open systems and
structural model errors can be treated under the
the same conceptual framework (Sec. II);
• establish invertibility as a necessary condition for
unknown input observers and input reconstruction
algorithms to work (Subsec. III G);
• provide a new recursive algebraic criterion for in-
vertibility (Subsec. III C);
• discover important structural network properties
influencing invertibility (Sec. IV);
• provide a simple but efficient algorithm for sen-
sor node placement to achieve structural invert-
ibility with a minimum number of measured out-
puts (Sec. V).
First we show, that structural model errors in non-
linear dynamic system can be treated as unknown in-
puts (Sec. II). Thus, the question of whether it is pos-
sible to reconstruct model errors and unknown inputs to
open systems can be treated under the common frame-
work of invertibility. Second, we provide a novel crite-
rion for the invertibility of linear systems, which can be
used for medium sized networks up to a few hundred
state nodes due to its recursive nature (Sec. III). For
large systems we exploit the structural invertibility cri-
terion, which uses only the graph structure encoded in
the interactions of the system. We will also briefly touch
upon the topic of practical systems inversion, which re-
quires careful regularisation schemes even for invertible
systems. Throughout this text, we will consider three
different scenarios (SC I-III). Scenario SC I refers to the
case, that the positions of the inputs and outputs of the
system are given and that we have no opportunity to
deliberately choose these positions (Sec. IV). For SC I
we show that invertibility depends largely on the degree
distribution of the influence graph and that many sparse
and scale free networks tend to be non-invertible. Since
many real networks show this characteristics, we assume
in scenario SC II, that the inputs are given, but the out-
put positions can be chosen. As an important result we
present a sensor node placement algorithm in Sec. V,
which provides a minimum set of outputs required to
uniquely reconstruct the inputs. This algorithm is also
useful in scenario SC III, where we assume that the po-
sitions of both inputs and outputs can be manipulated.
We show that placing the inputs at hubs with a high
out-degree can drastically increase the probability that
a certain dynamic network can be made invertible, if in
addition the outputs are suitably chosen, e.g. by our
sensor node placement algorithm. In Sec. VI we discuss
the far reaching implications of invertibility for nonlin-
ear systems analysis and some open questions for further
research.
II. OPEN SYSTEMS, UNKNOWN INPUTS AND
MODEL ERRORS
There are two basic reasons for discrepancies between
observed time series data from a real world open sys-
tem and the output of a mathematical model for the sys-
tem: First, the system might receive unknown inputs
[12–14, 34, 44, 45] from the environment, which are not
covered by the model, but nevertheless influence the state
and the resulting measured output. Second, there might
be model errors, i.e. misspecified functional descriptions
or missing interactions between internal model states or
inaccurate parameter values. In this section, we define
open systems with unknown inputs and then show that
for ODE models, both types of error can be treated as
additive unknown inputs to the model.
A. Open systems with unknown inputs
Consider a dynamic system So with time dependent
state vector x(t) = (x1(t), . . . , xN (t))
T ∈ X . The state
space X is either RN , a subset of it, or an N -manifold.
A dynamic model of the open system can be formulated
as a system of ordinary differential equations (ODEs)
x˙(t) = f (x(t)) +Dw(t) (1a)
x(0) = x0 (1b)
y(t) = c (x(t)) . (1c)
The vector field f(x) = (f1(x), . . . , fN (x))
T represents
the internal dynamic interactions between the state vari-
ables. In addition, the system receives M unknown in-
puts, which are collected in the vector function
w(t) = (w1(t), . . . , wM (t))
T . (2)
The N ×M matrix D describes, how the unknown input
signals are distributed over the N states x. The rows
of D provide information about the inputs acting on the
respective state. Zero rows correspond to states which
are not directly affected by model errors. As discussed
below, the unknown input w incorporates genuine inputs
from the exterior as well as all possible types of model
errors, including incorrect interactions between internal
states x and incorrect parameter values. The unknown
input aka model errorw needs to be estimated from data.
This would not be a problem, if the internal system state
x(t) could directly be measured. However, typically only
a smaller set of P scalar output signals
y(t) = (y1(t), . . . , yP (t))
T = c (x(t)) (3)
is directly accessible to measurements. The map from
the state to the output is here assumed to be given by
the function c (x). We assume that both f and c satisfy
a Lipschitz condition. In addition, the initial state x0
needs to be specified.
vIt is often useful to represent systems of the form in
Eq. (1) as an influence graph, see Fig. 2(a) for an ex-
ample. The nodes of this directed graph correspond to
the states xi, i = 1, . . . , N , and the edges represent the
interactions encoded by f . More precisely, a directed
edge xi → xj indicates, that ∂fj∂xi 6= 0 for some x in the
state space X . The state nodes targeted by unknown in-
puts are determined by the nonzero rows of the matrix
D. Please note, that these input nodes are sometimes
also called driver nodes, in particular in the context of
control. In the special case were each unknown input
component wk, k ∈ {1, 2, . . . ,M} affects only one state
node we can choose each element Dik to be either zero
or one and we have
Dik ∈ {0, 1} (10a)
and
M∑
k=1
Dik =
{
1 if input wk affects statexi
0 otherwise ,
(10b)
as indicated in Fig. 2(a) by red arrows. Similarly, if the
output function is given by the linear relationship c (x) =
Cx with the P ×N -matrix C and if, in addition, we have
Cij ∈ {0, 1} and
∑
i Cij ∈ {0, 1}, we can indicate the
subset of directly measured states by blue arrows. These
correspond to the nonzero columns of C.
B. Model errors and unknown inputs
We now show that the unknown input function w(t)
in Eq. (1) can represent both the effect of an exterior
dynamic system to our open system So and the effect of
structural model errors in f , i.e. erroneous descriptions
of the interactions between the internal state variables.
Let us start with a closed system S modelled by
x˙(t) = f (x(t)) , (11)
where only the internal dynamics of the system is de-
scribed, but unknown inputs are not taken into account.
In reality, however, the system S might be embedded into
a larger system (see Fig. 1) and interact also with exter-
nal state variables ξ(t) = (ξ1(t), . . . , ξNe(t))
T , which are
not included in the model in Eq. (11). Instead, the joint
dynamics of the system S and its exterior should rather
be described by
x˙(t) = φ (x(t), ξ(t)) (12a)
ξ˙(t) = ψ (x(t), ξ(t)) . (12b)
The function φ combines the effect of interactions be-
tween internal states x and the effect of the external
states ξ on the dynamics of the internal states. The dy-
namics of the external system is determined by ψ, which
is usually not known and thus difficult to include in the
model. This unknown dynamics leads to the structural
model error η, which can formally be defined as the dis-
crepancy between the model in Eq. (11) and the system
Eq. (12a)
η (x(t), ξ(t)) := φ (x(t), ξ(t))− f (x(t)) . (13)
Thus, instead of explicitly extending the simpler
model Eq. (11) to the potentially complicated joint sys-
tem Eq. (12), we could correct the former by adding an
unknown input
η(t) := η (x(t), ξ(t)) (14)
to obtain
x˙(t) = f (x(t)) + η(t) . (15)
Replacing η(t) = Dw(t) in Eq. (15) leads to Eq. (1).
Let us illustrate the relationship between model errors
and unknown inputs by a simple concrete example. Con-
sider the following model
x˙1(t) = −0.2x1(t) (16a)
x˙2(t) =
x1(t)
1 + x4(t)
− x2(t) (16b)
x˙3(t) = x2(t)− x3(t) (16c)
x˙4(t) = x3(t)− x4(t) (16d)
for a protein cascade [46] and assume that Eq. 16c in the
model is misspecified. Instead, assume that the correct
description is
x˙3(t) = x2(t)− x3(t)
a(t) + x3(t)
(17)
with a time dependent function a(t). Thus, the degra-
dation of x3 is an enzyme catalysed reaction with a time
dependent affinity a(t), which can not be described by
the mass action term in Eq. 16c. In addition, the affin-
ity a(t) is controlled by an exogenous regulatory process,
which is not covered by the model in Eq. (16). The model
error (compare Eq. (13)) is given by
η(t) =
(
0, 0, x3(t)− x3(t)
a(t) + x3(t)
, 0
)T
= (Dw1(t))
T
with w1(t) = x3(t) − x3(t)a(t)+x3(t) and D = (0, 0, 1, 0)T . If
the correct relationship in Eq. (17) is unknown, we can
replace Eq. (16c) by
x˙3(t) = x2(t)− x3(t) + w1(t) (18)
and treat w1(t) as an external input, which needs to be
estimated from measurement data. An example for such
an unknown input estimate is provided in Subsec. III G.
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III. CRITERIA FOR INVERTIBILITY
If the unknown input function w(t) can uniquely be
reconstructed from the output signal y(t), we call the
system invertible. An algebraic criterion to check for in-
vertibility of a system was first derived for linear sys-
tems [37], see Subsec. III D for details. An algorithm to
invert the system, which terminates in the case of a non-
invertibility, was also first devised for the linear case [36],
but later extended [38] to nonlinear affine models of the
form given in Eq. (1). Another type of results is based
on differential geometric or differential algebraic criteria
for the invariant control distributions [39–41]. All these
criteria involve algebraic manipulations of the systems
equations, which makes them useful for smaller models,
but limits their utility for large networks. In addition, the
invertibility tests require a full specification of the system
(Eq. (1)), including the complete functional form and the
parameters of the interaction terms encoded by f .
Here, we state the exact mathematical definition for
invertibility of dynamic systems [38]. Then, we provide
a new recursive algorithm to check invertibility for linear
systems, which might be easier to apply to systems of
moderate size, in contrast to the mathematically equiv-
alent algebraic rank condition [37]. However, for large
networks, the structural invertibility algorithm has the
huge advantages of scaling to large systems and of only
requiring the topology of the influence graph. Invert-
ibility is only a necessary condition and the robustness
of unknown input reconstruction to measurement noise
might be influenced by other factors than just the net-
work structure. We briefly touch upon this important
problem, discuss the role of regularisation and provide
a simple, but illustrative example for an unknown input
estimate.
A. Invertibility
Mathematically, invertibility means that the map from
the unknown input signal w to the output y is injective,
which can be expressed as [38]:
Definition 1. The system (1) is invertible at the ini-
tial state x0, if two distinct input signals w(t) and w˜(t)
always induce two distinct outputs y(t) 6= y˜(t). If the
system is invertible in an open neighbourhood of x0, it is
called strongly invertible at x0. The system is strongly in-
vertible, if there exists a dense submanifoldM of X , such
that the system is strongly invertible for any x0 ∈M.
For linear systems
x˙(t) = Ax(t) +Dw(t) (19a)
x(0) = x0 (19b)
y(t) = Cx(t) (19c)
with a real N ×N matrix A and an P ×N output ma-
trix C, all the three definitions are equivalent [38], since
invertibility at some x0 ∈ RN implies invertibility at all
points in their state space X = RN . Such linear sys-
tems are typically obtained as local approximations of
the nonlinear model in Eq. (1), where A and C are given
by the Jacobi matrices of f and c, respectively, taken at
a certain reference point.
For linear systems (Eq. (19)), invertibility is a global
property and thus it is sufficient to consider the initial
condition x0 = 0. Then, the input-output map Φ is
given by the linear operator
y(t) = (Φw) (t) =
∫ t
0
C exp[A(t− s)]Dw(s) ds . (20)
The linear system is invertible, if this operator is one-to-
one. Below, we state two different versions of an algebraic
criterion to decide invertibility for linear systems. More
details on the three criteria are given in the Appendix.
Here, we only motivate the structure of the algebraic cri-
teria below: Taking successive time derivatives y(l)(t) of
the output (Eq. (20)), for l ∈ {1, 2, . . .}
y(l)(t) = CAlx(t) +
l−1∑
k=0
CAl−k−1Dw(k)(t) , (21)
and evaluating at t = 0, we obtain the sequence of linear
equations
y˙(0) = CDw(0)
y¨(0) = CADw(0) + CDw˙(0)
...
y(l)(0) = CAl−1Dw(0) + CAl−2Dw˙(0) +
. . .+ CDw(l−1)(0) .
Invertibility implies, that we can solve these linear equa-
tions uniquely for w(l)(0) for given y(l)(0), or, equiva-
lently, that y(l)(0) = 0 implies w(l)(0) = 0. Basically,
the two equivalent algebraic criteria in Subsecs. III D
and III C provide conditions for unique solutions of this
system.
B. Invertibility versus Unknown Input
Observability
Let us clarify the relationship between unknown input
observability and invertibility. The notion of unknown in-
put observability is not uniquely defined in the literature.
Some authors call a system unknown input observable, if
the state is completely or partially observable even in the
presence of unknown inputs (see e.g. [47]). This weaker
definition does not necessarily imply that the unknown
input itself can be reconstructed. Other authors define
unknown input observability in the stricter sense that
both the systems state as well as the unknown input can
be inferred from the outputs [44].
Invertibility or structural invertibility ensures, that the
unknown input can uniquely be reconstructed from the
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output. It does not necessarily imply that the system
state can simultaneously be observed [44]. Only if the
initial state x0 is known, then invertibility is not only
necessary but also sufficient for simultaneous state and
input observability.
It is only recently, that a general algorithm for test-
ing the weaker form of unknown input observability of
nonlinear systems exists [47]. This algorithm is based on
symbolic computation and thus restricted to very small
systems with only a few state variables.
C. Recursive Algebraic Criterion for Invertibility
of Linear Systems
For the first version of the algebraic criterion we define
a sequence of block matrices
Rl :=
[
(CD)(CAD) . . . (CAlD)
]
, l ∈ N0 , (22)
which appear in the derivatives of the output (Eq. (21)).
Each matrix Rl in the sequence has P rows and (l+1)M
columns. Recall, that P was the number of measurement
signals and M the number of unknown inputs. For each
matrix Rl in the sequence, the null space is defined as
kerRl =
{
v ∈ R(l+1)M |Rlv = 0
}
, l ∈ N0 . (23)
In addition, we recursively define the following sets
K0 := kerR0\{0}
Kl := kerRl ∩
(
RM ×Kl−1
)
.
Here, “×” indicates the cartesian product of two sets.
Now we can state the invertibility criterion: The linear
system in Eq. (19) is invertible, if and only if Kl is the
empty set ∅ for some l ≤ N − 1.
To apply this criterion we have to calculate the null
spaces of all Rl and then iteratively to evaluate the se-
quence of sets Kl, starting from l = 0. The iteration
terminates if Kl = ∅ for some l ≤ N − 1, indicating in-
vertibility. If no such l can be found, the system is not
invertible.
D. Rank Condition for Invertibility of Linear
Systems
The iterative criterion above is equivalent to the follow-
ing algebraic rank condition proofed by Sain and Massey
[37]: Consider the sequence of matrices
Ql :=

CD CAD . . . CAlD
0 CD . . . CAl−1D
...
. . .
...
0 . . . CD
 (24)
for l ∈ N0. The linear system in Eq. (19) is invertible, if
and only if
rankQN−1 − rankQN−2 = M . (25)
As before, N is the number of states in the system and
M the number of inputs. Thus, the criterion requires to
compute the rank of two matrices. The size of these ma-
trices increases quadratically with the number of states
N in the system. Such rank computations can be very
memory intensive for large networks with many nodes.
It is worthwhile remarking on an interesting property
of invertibility. For an invertible system, the null space
of the operator Φ is zero dimensional, containing as its
single element the zero input w(t) ≡ 0. For a non-
invertible system, the null space of Φ is always infinite
dimensional (see Lemma 1 in the Appendix). This means
that for non-invertible systems there are infinitely many
independent inputs which cannot be distinguished from
each other. This shows, that there is no such thing like
“nearly invertible”. Thus, any algorithm attempting to
infer the inputs for the outputs is bound to fail with-
out further assumptions about the inputs. Assumptions
like smoothness and sparsity of the input signals can be
encoded into these inversion algorithms by using suit-
able regularisation schemes [12] or Bayesian priors [13].
However, even these additional smoothness and sparsity
assumptions restricting the domain of the input-output
map are not always sufficient for invertibility [12].
E. Graphical Criterion for Linear and Nonlinear
Systems
The quite intricate algebraic conditions can be replaced
by a simple graphical criterion [43], see Fig. 3. Recall,
that in the influence graph g each state variable xi is
represented as a node and the edges are determined by
the adjacency matrix A: For each Aji 6= 0 draw an di-
rected edge i → j. Now assume, that the columns of
the input matrix consist only of a subset of M canon-
ical basis vectors ek ∈ RN . Thus Dik ∈ {0, 1} with∑
kDik ∈ {0, 1}. Then, the nonzero rows of D indicate
the states receiving an input signal. Denote these M
input nodes as
S = {s1, . . . , sM} ⊆ {x1, . . . , xN} . (26)
Similarly, we assume that the output matrix C has only
P rows which are a subset of the canonical basis of RP
and thus Cji ∈ {0, 1} with
∑
j Cji ∈ {0, 1}. Then, the
nonzero columns of C indicate the output or sensor nodes
Z = {z1, . . . , zP } ⊆ {x1, . . . , xN} , (27)
i.e. the state nodes for which direct measurements are
available.
Now, the graphical criterion can be stated as follows:
The linear system in Eq. (19) is structurally invertible,
if and only if there is a family Π of M directed paths in
the influence graph g fulfilling the following conditions
(i) Each path in Π starts in S and terminates in Z.
(ii) All paths of Π are pairwise node-disjoint.
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Figure 3. The graphical condition for invertibility. (a) The system represented by the influence graph with input node
set S = {x3, x5, x8} is non-invertible, if the output measurements y = (y1, y2, y3) (squares) are placed at the sen-
sor node set Z = {x2, x4, x9}. The only possible paths from the input nodes x5 and x8 to any of the outputs (here
y3) collide at x9. (b) The same graph with the same input nodes S as in (a), but with outputs y = (y1, y2, y3)
(squares) placed at Z = {x2, x4, x6} (i.e. x6 replaces the sensor node x9 in (a)) is invertible. There is a family
Π = {w1  x3 → x4 → y2, w2  x5 → x6 → y3, w3  x8 → x9 → x10 → x11 → x7 → x1 → x2 → y1} of three non intersect-
ing (node disjoint) paths joining each input with one output.
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Figure 4. An example for the structural invertibility algorithm counting the number of node-disjoint paths connecting the input
node set S = {x1, x2} with the output node set Z = {x3, x4, x5}. The influence graph g is transformed into the graph G by
replicating each of the state nodes x1, . . . , x5 to x
+
1 , . . . , x
+
5 and x
−
1 , . . . , x
−
5 , thereby separating the ingoing and outgoing edges.
A family of node-disjoint paths in g corresponds to a family of edge-disjoint paths in G. Then, an additional source node σ is
connected to the inputs and an additional sink node ζ to the outputs and edge weights of 1 are added to G. The maximum
flow from σ to ζ corresponds to the number of node-disjoint paths from S to Z in g.
In the following, we will call the triplet (S, g, Z) consist-
ing of the influence graph g, the input node set S and the
output node set Z invertible, if the structural invertibility
criterion is fulfilled.
To put it differently: There must be a family Π of di-
rected paths in g connecting each input node in S with
an output node in Z and no two paths in the family inter-
sect at any node of the influence graph. If no such family
of node-disjoint paths exists, the systems is structurally
non-invertible. For the example graphs in Fig. 2(a,b),
this path condition is illustrated in Fig. 3(a,b) for the
non-invertible (a) and invertible case (b), respectively.
Obviously, a system with fewer output nodes than input
nodes is never invertible.
This intuitive graphical condition implies, that only
the structure of the influence graph and the position of
the inputs and outputs, i.e. only the patterns of nonzero
entries in the systems matrices A, D, and C, are rel-
evant for invertibility [43]. Indeed, structural invertibil-
ity and algebraic invertibility coincide up to pathological
cases, where the graphical condition could indicate struc-
tural invertibility, whereas none of the algebraic condi-
tions would be fulfilled due to an exact cancellation of
numerical terms. These pathological conditions are irrel-
evant in practice, since any arbitrarily small numerical
perturbation of one of the nonzero terms in the systems
matrices would repair invertibility. Or, in mathematical
language: The set of systems matrices A, D, and C, for
which the graphical and the algebraic conditions give con-
tradictory results is a set of measure zero. The situation
is completely analogous to the structural and algebraic
controllability or observability conditions [17–19, 43].
The structural invertibility condition was extended to
nonlinear systems of the form in Eq. (1), see [42] for de-
tails. This means, that we can replace the matrix A by
the Jacobi matrix of f and the output matrix C by the
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Jacobi matrix of c at some point of the state space X
to obtain the systems graph and the output node set
Z. Thus, the structural properties of the linearisation
of Eq. (1) are also sufficient to detect the invertibility
of a nonlinear system. There is one subtlety for nonlin-
ear systems: The structural invertibility condition does
not imply regularity of the system, which is relevant for
feedback systems, see [42] for further details.
F. Structural Invertibility Algorithm
The graphical criterion for (structural) invertibility re-
quires to count the number of node-disjoint paths con-
necting the input nodes S with the output nodes Z.
Counting all these paths in a combinatorial manner is
not feasible for larger systems. Thanks to the Max-Flow-
Min-Cut-Theorem [43, 48, 49], the graphical node dis-
joint path counting problem can be reformulated as flow
problem, which can efficiently be solved.
As an initial step of the algorithm, the influence graph
g is transformed to a corresponding flow graph G by
copying each node i to separate the ingoing and outgo-
ing edges (see Fig. 4). Now, a familiy Π of node-disjoint
paths in the original graph g corresponds to a family of
edge-disjoint paths in G. In a second step, an additional
source node σ is connected to each of the input nodes
and an additional sink node ζ is connected to each of the
output nodes. If each edge in the resulting graph G is
assigned a weight of 1, the maximum flow from source σ
to sink ζ in G equals the number of edge-disjoint paths
from source to sink, and thus the number of node-disjoint
paths from S to Z in the original graph g. In our im-
plementation we use the Goldberg-Tarjan algorithm [50]
to efficiently compute the maximum flow. Several alter-
native algorithms exist in the combinatorial optimisation
literature, see e.g. [49].
To analyse the computational complexity of the struc-
tural invertibility algorithm, let N and E be the number
of nodes and edges in the original graph g. As before, we
denote the number of input nodes by M and the num-
ber of sensor nodes by P . In directed graphs the number
of edges is limited by E ≤ N2. For large networks we
can assume M ≈ P << N . To create the flow graph G,
n = 2N + 2 nodes and e = N +E+M +P edges are cre-
ated. On G we use the Goldberg-Tarjan algorithm with
running time scaling like O(n2√e) to compute the max-
imum flow. All together we find that the structurally in-
vertibility algorithm has a running time ofO(N3). Please
note that there are even more efficient optimised versions
of the Goldberg-Tarjan algorithm with better running
time [49], but for all our purposes the standard version
was sufficient.
Our implementation is based on the python networkx
package. On a single node of an Intel Xeon Processor
E5-2690 v2 we need an average time of 0.15± 0.03 sec-
onds for a network with N = 103 nodes and 2.4 ± 0.4
seconds for N = 104 nodes to decide structural invert-
ibility.
G. Practical invertibility and robustness
Invertibility (or structural invertibility) is a necessary
condition for the unique reconstruction of unknown in-
puts w(t) from outputs y(t). If the input-output map Φ
defined by the general system in Eq. (1) is invertible, the
operator equation
y = Φw (28)
for given y = y(t) has a unique solution w(t) and the
inverse operator Φ−1 exists.
In reality, we have to reconstruct the unknown input
w from measured output data ydata, which will always
be subject to measurement errors and noise. Therefore,
the data based estimate wˆ = Φ−1ydata will differ from
the true input w = Φ−1y. For a discontinuous inverse
operator Φ−1, the difference between wˆ and w can be
drastic. Unfortunately, the inverse operator of the gen-
eral nonlinear system Eq. (1) is not continuous. Thus,
estimating the unknown input from real data remains an
ill posed problem [51, 52], even if the system is invertible
and Φ−1 exists.
The underlying reason for the discontinuity of the in-
verse input-output operator Φ−1 of the linear system
(Eq. (19)) is a well known theorem from the theory of
inverse problems (see e.g. [51, 52]): Linear compact op-
erators with an infinite dimensional range cannot have
a continuous inverse. The linear input-output operator
Eq. (20) corresponding to the linear system in Eq. (19)
is an integral operator and thus it is compact and has
infinite range, as shown in the Appendix (Theorem 1).
For nonlinear operators, a similar theorem states that
completely-continous operators with infinite range can-
not have a continuous inverse. This indicates, that the
inverse of the nonlinear system Eq. (1) cannot be contin-
uous.
The degree of discontinuity of the inverse to the lin-
ear compact operator in Eq. (20) can be quantified by
means of the singular value decomposition (SVD). Since
Φ has an infinite dimensional range, its SVD is an infi-
nite series. The infinite series (σk), k = 1, 2, . . . of sin-
gular values is usually ordered by decreasing magnitude
(σk+1 ≥ σk). The smaller singular values determine the
response of Φ−1 to high frequency components of ydata
and are thus responsible for the discontinuity of the in-
verse. Thus, it is in principle possible to quantify the
degree of discontinuity by the speed of decay of the se-
quence (σk). The problem in Eq. (28) is considered to be
mildly ill-posed, if the sequence of singular value (σk) de-
cays at most with polynomial speed, whereas it is called
severely ill-posed, if (σk) decays faster than any poly-
nomial [51]. However, this approach is not straightfor-
ward to implement, because it requires computing the
spectrum of the gramian operator Φ∗ Φ, where Φ∗ is
the adjoint of Eq. (20). In addition, it is not yet clear
xwhether the SVD can also be useful for the inverse non-
linear input-output operator corresponding to nonlinear
system Eq. (1), possibly after a suitable linearisation.
This is certainly beyond the scope of this text and we
leave this as an interesting direction for further research.
Please note, that the situation for invertibility is differ-
ent from that of controllability or observability [24, 27–
33], where the corresponding gramian matrices corre-
spond to operators with finite dimensional range. Con-
sequently, there is a smallest singular value which can be
used as the condition number characterising the degree
of controllability or observability, respectiveley.
Regularisation of Unknown Inputs
There are several algorithms for estimating the un-
known input w from measurement data, ranging from
feedback controllers via modifications of the nonlinear
Kalman filter to moving horizon estimation [9–15]. We
can not discuss all these approaches here, but it is instruc-
tive to briefly discuss a simple version of the optimisation
based approach, where an error functional J [w] is min-
imised with respect to w(t). This leads to the following
optimal control problem
minimize J [w] = d[ydata,y] +R[w]
subject to
x˙(t) = f(x(t)) +w(t)
y(t) = c(x) .
(29)
Here, d quantifies the fit of the corrected model output
y to the data ydata. A typical choice is the squared error
d[ydata,y] =
1
T
P∑
i=1
∫ T
0
(
ydatai (t)− yi(t)
)2
dt
≈ 1
n
P∑
i=1
n∑
k=1
(
ydatai (tk)− yi(tk)
)2
.
Usually, one has discrete time measurements ydata(tk) at
time points tk ∈ [0, T ], k = 0, 1, . . . , n and the discrete
time squared error in the second row is used instead of
the integral. If the components of the output function
have very different magnitudes, it is often also useful to
use a weighted squared error. In addition, for zero mean
gaussian measurement noise ydata−y, the squared error
corresponds to the log-likelihood function [52].
The regularisation term R[w] in Eq. (29) can be cho-
sen to penalise overly complex input functions w(t). The
regularisation parameter α ≥ 0 provides a way of balanc-
ing the data fit (d) with the complexity of the estimated
function w(t). There are several ways to select the reg-
ularisation parameter. One useful idea is known as the
discrepancy principle [52], where the regulation parame-
ter is chosen such that the data error d is approximatl y
equal to the level of measurement noise.
Even for invertible systems the regularisation is neces-
sary, because the unregularised least squares fit (α = 0)
will be very sensitive to measurement errors, again a
symptom of the discontinuity of the inverse input-output
operator Φ−1 corresponding to Eq. (1). Typical choices
for the regularisation function are
R[w] =
1
T
p∑
i=1
∫ T
0
w2i (t)dt ,
which penalises the squared 2-norm of the unknown input
w or
R[w] =
1
T
∫ T
0
w˙2i (t)dt , (30)
which penalises the norm of the first derivative w˙.
These two examples are known as Tikhonov regularisa-
tion in function spaces [52]. For linear operators like
the Eq. (20), the effect of the regularisation is to sup-
press the effect of small singular values. There are many
more possible choices for regularisation terms, e.g. spar-
sity promoting regularisation [12]. Often, regularisation
terms are also chosen to render the optimisation problem
convex, which avoids problems with local minima [53].
Example for an unknown input estimate
In our computational experiments we found the regu-
larisation of the derivative as in Eq. (30) to yield good
results for the case of additive measurement noise, where
ydata − y is a zero mean stochastic disturbance of the
output measurement. This is illustrated in Fig. 5 for the
model of a protein cascade [46]
x˙1(t) = −0.2x1(t) + w1(t)
x˙2(t) =
x1(t)
1 + x4(t)
− x2(t)
x˙3(t) = x2(t)− x3(t) + w2(t)
x˙4(t) = x3(t)− x4(t) ,
(31)
with known initial value
x0 = (1, 0.5, 0.5, 0.1)
T . (32)
We generated synthetic data by solving the system of
ODEs for a given input function w(t) acting on the in-
put nodes S = {x1, x3} and adding gaussian noise to the
output, see Fig. 5(a,b). We then tried to recover the
input from the noisy output data by solving the regu-
larised optimal control problem in Eqs. (29) and (30). If
the measurement nodes are Z = {x3, x4}, the measured
output data can accurately be fitted (Fig. 5(b)), but the
recovered inputs 5(c) do not correspond to the true in-
puts. The reason is that the system with the output
nodes Z = {x3, x4} is not structurally invertible. For
the sensor node set Z = {x2, x4}, the system is struc-
turally invertible and the solution of the optimal control
xi
problem (Eqs. (29) and (30)) provides a reconstruction
of the inputs from the noisy measurements, see Fig. 5(d-
f). In particular, the magnitude of the estimate for w1
is very small and differs from the true unknown input
w1 = 0 only due to transient effects of the numerics and
measurement noise.
This simple example illustrates again the importance
of structural invertibility as a prerequisite for systems
inversion. As discussed above, the accuracy of the es-
timates can vary with the degree of continuity of the
inverse input-output operators, which itself depends on
the functional form and on the specific parameters of the
ODE. However, structural invertibility is a necessary re-
quirement to estimate unknown inputs or model errors.
Therefore, we will focus on structural aspects of invert-
ibility in the remainder of this text.
IV. STRUCTURAL INVERTIBILITY OF
COMPLEX NETWORKS
It is natural to ask whether certain network properties
affect structural invertibility. It has been shown previ-
ously, that important systems properties including con-
trollability [18], observability [19] or target controllability
[20] are related to network structure, see [21, 22] for re-
views.
In this section we will explore the invertibility of large
simulated and real networks using the very efficient struc-
tural invertibility algorithm from Subsec. III F. To mim-
ick scenario SC I, where we have no influence on the
choice of the input and output nodes, we will first use
a uniform random sampling scheme for the selection of
both node sets. Later, we will investigate the effect of
hubs on invertibility and study the preferential selection
of hubs as input or output nodes.
A. Invertibility of random and scale free networks
under uniform sampling (scenario SC I)
Intuitively, a densely connected network allows to find
many node-disjoint paths connecting the input node set
S to the output node set Z. Thus, for a set of randomly
selected input nodes S and a disjoint set of randomly se-
lected output nodes Z, the chance for invertibility should
increase with the average degree d¯ of the network g.
To test this hypothesis, we simulated graphs with
N = 103 nodes using either Erdo˝s-Re´nyi random graphs
[54] or scale-free networks [55, 56] with varying average
degree d¯. Throughout these simulations, we usedM = P ,
i.e. the same number of input and output nodes. For
a given graph g, we first sampled a set S of M input
nodes uniformly at random and then randomly sampled
the set Z of P output nodes from the remaining nodes,
such that the input and output node sets are disjoint:
S ∩ Z = ∅. We will refer to this sampling scheme for
inputs and outputs as uniform random sampling, which
simulates scenario SC I. Then, we used the structural in-
vertibility algorithm to check whether the resulting net-
work represents the influence graph of an invertible or a
non-invertible system (Eq. (20)). To estimate the proba-
bility ρ = ρ(d¯, N,M), that a graph with N nodes, M = P
inputs and outputs and average degree d¯ is invertible
under this random scheme, we sampled 100 triples of
(S, g, Z) of different graphs and input/output node sets
and counted the relative frequency of structurally invert-
ible systems represented by these graphs.
As can be seen in Fig. 6(a), the probability of invert-
ibility for Erdo˝s-Re´nyi random graphs increases indeed
monotonously with the average degree d¯. For small d¯,
almost no graph is invertible, whereas for large d¯ almost
all graphs are invertible. These two regimes are separated
by a transition zone, where some networks are invertible
and others are not. In this transition zone, invertibil-
ity depends on the specific characteristics of the random
graph and the average degree is not sufficient to decide
about invertibility. For more inputs and outputs (increas-
ing M = P ), the transition zone moves towards higher
d¯. This is plausible, because a family of M = P node
disjoint paths Π connecting the input and the output
sets S and Z cannot be found in sparse networks with
a small overall number of paths. We found empirically,
that for M = P the function ρ = ρ(d¯, N,M) attains an
asymptotic limit ρ(d¯,M) for large networks with a given
average degree (N →∞ and d¯ fixed).
Scale-free networks offer another network topology in-
duced by a power law degree distribution P (k) ∝ k−γ
that has been observed to be the underlying structure
of many real networks [55, 56]. Scale-free networks have
a tendency for a few highly connected hubs and many
weakly connected satellites. The effect of this heterogene-
ity is not immediately obvious: On the one hand, the
hubs act as bottlenecks, that shrink the chance of finding
node-disjoint paths. On the other hand, the diameter of
scale-free networks is much smaller than the diameter of
Erdo˝s-Re´nyi random graphs [57]; hence paths are shorter
and might possibly find their way to the output set Z,
before they intersect.
The python networkx package was used to do the
simulations. For the Erdo˝s-Re´nyi graphs g = g(N, p)
we used fast gnp random graph. We implemented the
static model from [56] to generate scale-free graphs g =
g(d¯, N, γ). Here, N is the node number, p the proba-
bility, that an edge in the Erdo˝s-Re´nyi graph exists, d¯
is the average degree and γ the exponent in the power
law degree distribution. As before we drew 100 graphs,
distributed M = P input and output nodes uniformly
over each graph, and took ρ as the fraction of struc-
tural invertible graphs. For a given number of inputs
and outputs, the transition zone for scale free networks
(see Fig. 6(b)) is broader in comparison to Erdo˝s-Re´nyi
systems. In scale free networks, increasing the number of
inputs and outputs has a more drastic effect on diminish-
ing the chance for invertibility, as can be seen from the
larger gaps between the different curves in Fig. 6(b) com-
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Figure 5. Estimation of unknown inputs to a simple protein cascade. (a) The influence graph of the system in Eq. (31) with
input nodes S = {x1, x3} and output nodes y1 = x3 and y2 = x4. (b) The model output for the system without unknown inputs
(blue) can not reproduce the observed data (dots with error bars for measurement noise). Solving the regularised optimisation
problem (see Eqs. (29) and (30)) provides accurate fits to the data (red line). (c) However, the estimates of the unknown
inputs (red lines) are incorrect (dashed lines indicate the true inputs), because the system is not structurally invertible. (d)
The system is structurally invertible, if y1 = x2 and y2 = x4 are measured. (e,f) The fit to the measurements in (e) is now
sufficient to estimate the unknown inputs in (f). Please note also the different scale of the plots for in (c) and (f). All values
are understood in arbitrary units.
pared to Fig. 6(a). For the same average degree d¯, one is
less likely to sample an invertible combination of inputs
and outputs in a scale free network than in a homogenous
Erdo˝s-Re´nyi random graph. Thus, under the uniform
random placement scheme (scenario SC I) of inputs and
outputs, hubs are typically detrimental for invertibility.
B. The role of the degree distribution
To explore the effect of the degree distribution on in-
vertibility, we compared the scale free E.coli metabolic
network [58] to an ensemble of simulated scale free net-
works. The E.coli metabolic network has an estimated
power law exponent of γ = 2.61 and an average degree
of d¯ = 11.17. We used the static model and the same
parameters to simulate the ensemble of 100 scale free
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Figure 6. The structural invertibility of (a) Erdo˝s-Re´nyi random graphs and (b) scale free networks (power law exponent
γ = 2.4) depends on the average node degree d¯. For each data point, an ensemble of 100 networks with N = 103 nodes was
simulated and disjoint sets of M = P input and output nodes were chosen by uniform random sampling. Each network was
tested for structural invertibility and the fraction ρ of invertible networks in the ensemble was recorded. For large networks
with many nodes N → ∞ and fixed average degree d¯, the function ρ(d¯, N,M) asymptotically approaches ρ(d¯,M). We found
empirically that N = 103 is a good approximation for this asymptotic regime.
(a) (b) (c)
Figure 7. Effect of the degree distribution on invertibility under the uniform random scheme. (a) The fraction of structural
invertible input-output configurations for the E.coli metabolic network (black dots) is compared to an ensemble of scale free
random networks with the same power law exponent γ = 2.61 and the same average degree d¯ = 11.17. (b,c) The out-degree
versus the in-degree for the E.coli metabolic network (b) and a typical scale free network (c).
networks. We selected 100 input and output node sets
for the E.coli network using uniform random sampling
(scenario SC I) and computed the fraction ρ of invert-
ible systems as a function of the number M = P of
in- and outputs. The uniform random sampling scheme
was also applied to each of the 100 simulated scale free
graphs. Intriguingly, we found that the probability for
invertibility ρ is higher in the simulated networks than
in the E.coli metabolic network, see Fig. 7(a). In ad-
dition, we performed a degree-preserving randomization
(rand-Degree) [59] to all networks (E.coli and simulated)
and found that this doesn’t change ρ, up to small sam-
pling deviations (see next Subsec. IV C). In this degree-
preserving randomization, the in-degree din (number of
incoming edges) and the out-degree dout (number of out-
going edges) of each node is preserved, but the nodes
which link to each other are randomly selected.
In Fig. 7(b,c) we have plotted dout versus din for the
E.coli metabolic network (b) and a typical simulated
scale free network (c). It can be seen, that the E.coli
network has many more high degree nodes with a large
difference dout − din between out- and in-degree. This
asymmetry is by construction much smaller in the sim-
ulated networks. These results indicate, that the joint
distribution of in- and out-degrees P (din, dout) largely de-
termines the probability of finding an invertible system
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Figure 8. Preferential sampling of hubs as input nodes (blue)
or output nodes (orange) for an ensemble of 300 scale free
networks (N = 500, M = P = 10, γ = 2.4). The blue
triangles show the fraction of invertible networks, when the
M = 10 nodes with highest degree are chosen as input nodes
and the P = 10 output nodes are sampled uniformly from the
remaining N −M = 490 nodes. Conversely, for the orange
symbols, the P = 10 nodes with highest degree were chosen
as outputs and the inputs were uniformly sampled from the
remaining N −P = 490 nodes. The black dots were obtained
for the same uniform random scheme as in Fig. 6, were both
inputs and outputs were sampled uniformly (scenario SC I).
under the uniform input-output sampling scheme (sce-
nario SC I).
To further explore the role of hubs in networks with a
more symmetric assignment of in- and output nodes, we
modified the uniform random scheme. Instead of uniform
sampling (see IV A), we now ranked all the state nodes
according to their degree and selected the M nodes with
the highest degree as input set S. The P = M output
nodes Z were again uniformly sampled from the remain-
ing nodes. As can be seen from Fig. 8, this preferred
selection of hub nodes as inputs can drastically increase
the probability of invertibility in scale free networks. A
less drastic improvement can also be observed, when the
high degree nodes are used as outputs and then the input
nodes are uniformly sampled.
C. Invertibility of real networks under uniform
sampling of inputs and outputs (scenario SC I)
In addition to the E.coli metabolic network, we tested
a compilation of real networks (Table I) for invertibility
under the uniform input-output sampling scheme (sce-
nario SC I). Again, we estimated the probability of in-
vertibility ρ as a function of the number of in- and out-
put nodes M = P , see Fig. 9(a). Here, we observe a
ranking with the (not scale-free) Intraorganizational net-
works on top, with the highest chance for structural in-
vertibility, followed by the (scale-free) biological E.coli
and C.elegans networks. Many of the remaining net-
works are much larger, with N > 105 nodes, and have
a higher average degree. Nevertheless, the chance to find
a structural invertible in- and output configuration under
the uniform sampling scheme is vanishingly small already
for M = P ≈ 5 for many real networks in this compila-
tion. Thus, in these networks, it is typically difficult to
reconstruct unknown inputs or model errors, if the out-
puts nodes are chosen randomly and the inputs can not
be selected. These results are robust under a degree-
preserving randomisation [59], where the nodes linked to
each other are randomly selected, but the in-degree din
and out-degree dout of each node is preserved (Fig. 9(b)).
To summarise, we find that invertibility under the uni-
form random scheme (scenario SC I) depends mainly on
the joint distribution of in- and out-degree. Dense and
homogeneous networks tend to be invertible, while sparse
and scale-free networks provide a smaller chance to re-
construct structural model errors and hidden inputs. As
emphasised by the results for real networks, more effi-
cient ways to select sensor nodes or inputs are required.
The positive effects of the preferential selection of hubs,
either as inputs or outputs, hint at possible ways to im-
prove the chance for invertibility under different scenar-
ios, where only outputs (SC II) or both input and output
(SC III) nodes can deliberately be selected.
V. SENSOR NODE PLACEMENT FOR
INVERTIBILITY
Whilst the uniform random scheme (scenario SC I)
provides some insights into the effects of network prop-
erties on invertibility, it is not a very efficient strategy to
randomly place the sensor nodes over the network.
A second, more realistic scenario (SC II) is the follow-
ing: Assume, we have observed a systematic discrepancy
between the output measurements and the model and we
want to infer the unknown inputs (or model errors). As-
sume further, that the input node set S is given, either
from domain knowledge about the respective system or
from educated guessing about possible positions for in-
put signals or model errors. However, the system might
not be invertible with the current output node set. Typ-
ically, we know which states could in principle be mea-
sured and we can define a maximum set Z0 of potential
sensor nodes. If the resulting system with the maximum
output set Z0 is invertible, one can start the acquisition
of time series data and feed them into one of the algo-
rithms [9–15]. to infer the input. This approach, though
straightforward, would potentially be wasteful or even
impractical. In domains like biology or economics, mea-
surements might in principle be possible, but costly or
take a great deal of time. Thus, a more feasible approach
is to reduce this excessive effort by selecting a minimum
set of sensor nodes from the maximum set Z0.
A similar sensor node placement problem for state ob-
servability [19, 44] has been investigated before. In this
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Figure 9. Structural invertibility of real networks. (a) The probability of invertibility under the random scheme. For each
network in Table I, the disjoint sets of M = P in- and ouput nodes were obtained by uniform random sampling (scenario SC I).
This was repeated 100 times for each M and the fraction ρ of structural invertible graphs was estimated. (b) Comparison of ρ
from (a) to the probability of invertibility after a degree-preserving randomization (ρrand). Note that some of the symbols are
exactly masking each other. In this randomisation, the in- and out-degree of each node is preserved and the nodes linked to
each other are randomly selected [59].
Name N |E| d¯ Scalefree γ Brief Description Database
Regulatory
TRN-Yeast-2 [46] 688 1079 3.14 True 2.29 Transcriptional regulatory network of S.cerevisiae Uri Alon Lab [60]
Ownership-USCorp [61] 7253 6726 1.85 True 2.45 Ownership network of US corporations Pajek [6]
Trust
WikiVote [62] 7115 103689 29.13 False Who-vote-whom network of Wikipedia users snap Stanford [8]
Epinions [63] 75888 508837 13.41 True 1.73 Who-trust-whom network of Epinions.com users snap Stanford [8]
Food Web
Little Rock [64] 183 2494 27.26 False Food Web in Little Rock lake Mount Sinai [65]
Metabolic
E.coli [58] 1039 5802 11.17 True 2.61 Network of the metabolic reactions of the E. coli bacteria BiGG [66]
Neuronal
C.elegans [67] 297 2345 15.79 True 2.15 Neural network of C.elegans Network Repository [5]
Citation
ArXiv-HepTh [68] 27770 352807 25.41 False Citation networks in HEP-TH category of Arxiv snap Stanford [8]
ArXiv-HepPh [68] 34546 421578 24.41 False Citation networks in HEP-PH category of Arxiv snap Stanford [8]
WWW
Political blogs [69] 1224 19025 31.09 True 1.04 Hyperlinks between weblogs on US politics Moreno [70]
Internet
p2p-1 [71] 10876 39994 7.36 False Gnutella peer-to-peer file sharing network snap Stanford [8]
p2p-2 [71] 8846 31839 7.2 False Same as above (at different time) snap Stanford [8]
p2p-3 [71] 8717 31525 7.2 False Same as above (at different time) snap Stanford [8]
Social Communication
UCIonline [72] 1899 20296 21.38 True 1.33 Online message network of students at UC, Irvine Opsahl [73]
EmailKiel [74] 57194 103731 3.63 True 1.77 Email network of traffic data collected at University of Kiel, Germany Barabasi [19]
Intraorganizational
Manufacturing [75] 77 2228 3.14 False Social network from a manufacturing company Opsahl [73]
Consulting [75] 46 879 38.22 False Social network from a consulting company Opsahl [73]
Table I. A compilation of networks from various fields, also examined by other authors ([19]). Here N is the number of nodes
and |E| the number of edges. The column “Scale free” indicates whether the degree distribution shows a power law and if so,
the power law exponent γ was computed.
section, we present a very simple but efficient greedy algo-
rithm to select a minimum set of sensor nodes for invert-
ibility for a given fixed set of input nodes (scenario SC II).
This algorithm can drastically improve the chances for in-
vertibility, as we will demonstrate by comparing to uni-
form random sampling for scenario SC I. Finally, we will
also investigate a third scenario SC III, where the input
nodes can also be selected.
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A. Sensor node placement algorithm
Let us formalise the scenario SC II motivated above:
The influence graph g for dynamic system (19) including
a set S of M potential input nodes is assumed to be given.
In addition, we have an initial maximum set
Z0 = {z1, . . . , zP0} ⊆ {x1, . . . , xN} (33)
of P0 potential output or sensor nodes. Thus, Z0 in-
corporates all systems states which could potentially be
monitored. If the system with S as given input set and
Z0 as maximum output set is not invertible, then there is
no way to reconstruct the inputs from the outputs. How-
ever, if invertibility is ensured for Z0, then we want to re-
duce this maximum set to a smaller, potentially minimal
subset Z∗ ⊆ Z0 with P ∗ outputs, which is still invertible,
given the inputs S.
From the structural invertibility theorem (see Sub-
sec. III E) we know that the smallest output set has at
least as many nodes as the input set. Thus, we will always
have P ∗ ≥M . For small sets Z0, it might be possible to
try all
(
P0
M
)
possible subsets of M nodes from the maxi-
mum set Z0. However, this brute force strategy becomes
quickly infeasible, if P0 is large. Reducing P0 from the
beginning is usually also not an option, since the maxi-
mum sensor node set Z0 needs to provide an invertible
system, which might not be the case for small sets.
A practical solution is given by a simple greedy algo-
rithm, which assumes that the triple (S, g, Z0) containing
the maximum node set Z0 is invertible. To initialise the
algorithm, we assume that the nodes are in some random
order in Z0. In the first iteration, we select the first node
z from Z0 and try to delete it, but only if (S, g, Z0 \ z)
with P0−1 sensor nodes is still invertible. If not, we keep
z in the node set Z1 := Z0, i.e. we reject the deletion
of this node. Otherwise we delete the node by setting
Z1 := Z0 \ z. In any case, we continue and try to delete
a different node, say the next node in Z1. We proceed in
this way until we have a sensor node set Zk with Pk = M
output nodes and set Z∗ = Zk. This algorithm takes at
most P0−M steps. Note, that the greedy algorithm will
always find a minimum node set with the minimum num-
ber P ∗ = M of sensor nodes, provided (S, g, Z0) with the
initial node set Z0 is invertible.
In Fig. 10 we present an example for a network with
N = 1000 nodes and M = 100 uniformly sampled in-
put nodes. All other nodes were included in the max-
imum output set Z0, i.e. P0 = 900. The algorithm
takes 598 iterations to find a minimum node set Z∗ with
P ∗ = 100. The number of iterations can be reduced by
replacing the random removal of output nodes by a more
selective satellite-deletion strategy. By ranking the nodes
in Z0 according to their degree and selectively removing
nodes with low degree shrinks the (invertible) output set
much faster than random deletion. Reversing the order
of the ranking, i.e. trying to selectively delete hubs from
the set of sensor nodes results in more rejections and thus
Figure 10. The greedy algorithm for optimal sensor node se-
lection for invertibility applied to a network with N = 1000
state nodes, and M = 100 randomly distributed inputs. From
the remaining 900 nodes, the maximum output set Z0 with
P0 = 700 potential sensor nodes was randomly chosen. The
plot compares the number of sensor nodes P versus the num-
ber of iterations of the greedy algorithm for random-, satellite-
, and hub-deletion strategies.
more iterations (Fig. 10). This is consistent with the re-
sults from (Fig. 8), were we found that preferential se-
lection of high degree output nodes improves the chance
for invertibility. Please note, that the greedy algorithm
is usually fast enough for most purposes, even without
ranking the nodes. This analyses merely serves to better
understand the role of hubs as inputs or outputs.
B. Application to real networks
The sensor node placement algorithm can only be suc-
cessful, if the maximum sensor node set Z0 (together with
the given input node set) yields an invertible system.
Larger Z0, i.e. a larger number P0 of potentially mea-
surable outputs, will obviously increase the chances for
invertibility and thus also the chance to find a minimum
sensor node set Z∗ of cardinality P ∗ = M . Apart from
directly measuring all possible nodes, the largest possi-
ble nontrivial sensor node set Z0 is given by the N −M
nodes which are not input nodes. We used this Z0 with
P0 = N −M to check the compendium of real networks
(Table I) for invertibility.
For the results in Fig. 11(a), we sampled M input
nodes S uniformly from all nodes and then selected Z0
as the remaining N −M nodes (scenario SC I with the
largest possible Z0). We repeated this over 100 randomly
sampled input sets S and estimated the fraction ρ of in-
vertible systems (S, g, Z0). Thus, ρ provides an estimate
for the probability to obtain a structurally invertible sys-
tem (for a given graph g) under scenario SC II, where the
M input nodes S are given and cannot be chosen, but all
the other nodes can in principle be measured. This is
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(a) (b)
Figure 11. The sensor node placement algorithm can increase the probability of invertibility ρ, if the input node set is given
(scenario SC II). (a) The input node set was again uniformly sampled. All other nodes were considered as potential maximum
output node set Z0. In case of invertibility, the sensor node placement algorithm can reduce Z0 to a minimum sensor node
set Z∗ with P ∗ = M outputs. (b) The difference ∆ρ between the probability of invertibility ρ in (a) and the uniform random
selection scheme used in Fig. 9(a) to highlight the improvement.
then identical to the fraction of systems, where the sen-
sor node algorithm can reduce this initial sensor node set
Z0 to a minimum set Z
∗ with P ∗ = M outputs. By com-
paring Fig. 11(a) with Fig. 9(a) we can observe, that this
strategy improves (in some cases drastically) the chances
to find an invertible system. For better visibility see also
Fig. 11(b), where we have plotted the difference ∆ρ be-
tween optimal sensor node placement in Fig. 11(a) and
uniform output sampling Fig. 9(a).
C. Input node selection
So far we have assumed the input node set S as given.
To mimick this frequent situation that the input nodes
can not deliberately be selected, we performed uniform
random sampling of the input nodes. However, there
might be situations where we can influence the selection
of inputs (scenario SC III). For the design of communica-
tion networks, the ability to uniquely distinguish differ-
ent input signals is clearly a requirement and input node
sets are often deliberately chosen [76]. Another exam-
ple is given by the modular approach to model building,
where one aims to describe a subsystem (or module) by
a system of ODEs [1, 2]. This module will by definition
receive inputs from the environment (see Fig. 1), which
might not be directly measurable. Then, invertibility to
infer these inputs from outputs is clearly an important
requirement, which might influence decisions about the
right state variables to include in the subsystem.
Based on the results of Fig. 8 we hypothesised that
hubs with a high node degree are good candidates for
inputs promoting invertibility. To test this hypothesis,
we used again the networks listed in Table I. For each
network g, we selected the M nodes with highest out-
degree as input node set S. As before, we used the re-
maining N −M nodes as maximum sensor node set Z0.
If (S, g, Z0) is invertible, the sensor node selection algo-
rithm can always reduce this to (S, g, Z∗) with a mini-
mum node set Z∗ having only P ∗ = M outputs. Starting
from M = 1 we increased the number of input nodes for
each network one by one as long as the corresponding
system (S, g, Z0) was invertible. The maximum number
Mmax of inputs for each network is shown in Fig. 12, to-
gether with the probability of invertibility for the other
scenarios using the uniform random scheme (data from
Fig. 9(a)) and the sensor node placement algorithm (data
from Fig. 11(a)). Please note, that for this hub input se-
lection strategy all systems with M < Mmax inputs are
invertible. Clearly, the hub input selection strategy pro-
vides a way to increase the number of input signals which
can still reconstructed in these networks.
VI. SUMMARY AND OPEN QUESTIONS
A. Summary and significance of the results
Reconstructing unknown inputs from outputs of open
systems is useful in many settings. For modellers, the in-
puts provide important information about model errors
and cues for model improvement or extension [12, 13, 34].
In biomedical systems, the unknown inputs can represent
unmodelled environmental or physiological inputs, which
might be interesting for the design of devices or measure-
ment strategies. In electrical or secure networks, the un-
known inputs could be attack signals, which need to be
reconstructed and then mitigated. Unknown inputs can
also be useful for improved state estimation [12–14] and
data assimilation [53, 77]. Thus, from the viewpoint of
modellers and engineers, invertibility is a desirable prop-
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Figure 12. A heatmap comparing the probability of invertibility ρ for the networks in Table I with three different node selection
schemes as a function of the number of inputs. Scenario SC I, where neither inputs nor outputs can be selected, was simulated
by uniform random sampling of input and output nodes (same data as in Fig. 9(a)). In scenario SC II we are able to select
the output nodes and the results for the optimal sensor node placement from Fig. 11(a) are included for comparison. Under
scenario scenario SC III, we can select both, input and output nodes. We used hub input selection (selection of nodes with
highest out-degree) in combination with optimal sensor node placement and found that ρ is either one or zero. The numbers
on the right indicate the maximum number Mmax of inputs which still provide an invertible system.
erty for open systems. In this work, we have focused
on structural invertibility, which has the two advantages
of (i) only requiring topological network information and
(ii) being testable even for large networks using the struc-
tural controllability algorithm.
Although invertibility is desirable from an applied and
analytic perspective, our results for an uniform random
input selection scheme indicate that invertibility cannot
be taken for granted, especially not in networks with low
average degree, many inputs and with a scale free degree
distribution. Thus, under the scenario SC I, were nei-
ther inputs nor outputs can deliberately be chosen, many
real networks have a disposition to mask differences be-
tween different input signals. It is well known that for
example some dynamic biological systems respond often
identically or similarly to a variety of different stimuli.
Thus, living dynamic systems often distinguish different
patterns rather than small differences in the inputs. In
addition, real systems need to have a certain robustness
against small perturbations and noise. Thus, invertibility
is possibly not always a desirable property for the specific
tasks to be performed by the network. Further research is
needed to investigate tradeoffs between invertibility and
other network traits, like e.g. controllability or robust-
ness. Nevertheless, non-invertibility poses a challenge for
experimentalists and modellers to reconstruct structural
model errors and inputs from the environment.
We approached this problem by deriving an efficient
sensor node placement algorithm, which extracts a mini-
mum set of measurement nodes required for invertibility
of a given network with a given input set (scenario SC II).
In this scenario, the sensor node placement algorithm fa-
cilitates optimal experimental design for the reconstruc-
tion of inputs from outputs. As such, it can be used in
conjunction with input reconstruction algorithms [9–13]
and input observers [14, 15]. Structural invertibility pro-
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vides a necessary condition for these algorithms to work.
In a third scenario SC III we assumed that both inputs
and outputs can be selected. We found that selecting
nodes with a high out-degree as input nodes, in combina-
tion with optimal output selection using the sensor node
placement algorithm, drastically increases the number of
inputs which can still be reconstructed from output mea-
surements. Intuitively, these input hubs distribute the
input signal widely over the network, therefore increas-
ing the likelihood for finding node disjoint paths linking
these inputs to the outputs. Although scenario SC III,
where input nodes can deliberately be selected, might not
always be realistic, it can be useful for the design of dy-
namic mathematical models or for the design of synthetic
systems. For example, a key goal of Synthetic Biology is
to engineer new biological systems for desired function-
alities. In general, these systems are embedded in larger
systems and will receive inputs from their environment,
which should be inferable from measurements. In this
case, optimal input selection in conjunction with optimal
sensor node placement can provide important benefits.
Another example is modular modelling, were an interest-
ing subsystem embedded in a larger system is modelled
in detail [1, 2]. To detect both potential model error or
genuine inputs from the environment to the model, in-
vertibility is essential. To achieve invertibility, it might
be useful to include additional states which otherwise
would not be deemed to be essential to understand the
modular subsystem.
B. Limitations and open questions
Purely structural approaches to controllability and ob-
servability have been criticised to sometimes provide sub-
optimal conclusions for real systems. Depending on the
quantitative properties of the interactions between the
state nodes, a system might be practically uncontrollable
or unobservable, even if the structural criteria are ful-
filled [24–33]. Non-binary indices quantifying the degree
of controllability and observability have been devised.
These indices require at least the algebraic structure of
the coupling functions between the state nodes [32] or
even the full functional form and the parameters of the
network [29].
A similar caveat applies to structural invertibility,
which is only a condition for the existence of the inverse
input-output map. As in any inverse problem [52], this
might not be sufficient to actually implement this inverse
map for reconstructing unknown inputs (including model
errors) from outputs. Some unknown input signals might
be hard to detect by noisy sensors with limited sensitiv-
ity. As discussed in Subsec. III G, these issues are related
to the mathematical fact that the inverse of the com-
pact input-output map is not continuous. Devising an
index or condition number for the degree of invertibility
(or continuity of the inverse) is therefore an important
question for future research. Such an invertibility index
might be used to rank sensor nodes, which could read-
ily be utilised in a straightforward modification of our
sensor node placement algorithm (Sec. V). The desired
invertibility index might also be useful for improving or
designing unknown input reconstruction algorithms [9–
15], which adapt their regularisation automatically to the
degree of discontinuity of the inverse input-output map.
A further potential objection against structural invert-
ibility is that the influence graph has to be completely
known. Indeed, if the aim is to assess invertibility of the
true but unknown systems structure, we might obtain er-
roneous results if we use an incorrect influence graph with
missing or spurious edges. However, the aim of systems
inversion is to detect unknown inputs including system-
atic model errors. Missing or spurious interactions in the
incorrect model graph are therefore causes of unknown
inputs. To reconstruct the model errors, it is important
that our potentially incorrect or incomplete model is in-
vertible.
Currently, our invertibility results are limited to deter-
ministic systems described by ODEs. However, the defi-
nition of invertibility doesn’t exclude stochastic unknown
unput functions. Nonlinear extensions of the Kalman-
Filter [9–11] or fully probabilistic approaches [13] to re-
construct the moments or even the full probability distri-
bution of the unknown input will only work for invertible
systems. Their actual utility to simultaneously overcome
the discontinuity of the inverse input-output map and to
estimate probabilistic features of unknown inputs should
systematically be explored.
Invertibility of systems with intrinsic process noise,
which are often described by stochastic differential equa-
tions (SDEs), is a largely unexplored field. First, a mod-
ified probabilistic definition of invertibility is required for
systems governed by SDEs. Second, the role of the dif-
ferent sources of noise for the invertibility needs to be
investigated. Recent results for stochastic synchronisa-
tion [78, 79] indicate, that noise can have both, detri-
mental and beneficial effects. It would be exciting to
investigate, whether similar effects are possible for un-
known input reconstruction.
To conclude, invertibility (or the lack of it) has impor-
tant implications for modelling frameworks and strate-
gies to deal with incomplete and uncertain systems. Our
analysis and algorithm for optimal experimental design
are only a first step towards more sophisticated meth-
ods specifically tailored to handle systematic model er-
rors and open systems. We belive that these approaches
will increase our ability to better understand and manip-
ulate complex systems, even if our knowledge will not be
complete.
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Appendix: Derivation of the Algebraic Criterion
For the sake of completeness let us explicitly write
down the general mathematical setting for the linear case
in our notation and deduce the algebraic criterion. In
the general linear case, the initial state is given by a
vector x0 ∈ RN , the dynamic of the system is given by
A ∈ RN×N , and C ∈ RP×N maps the system state to the
output. There might be a known input u : [0, T ]→ RM ′
distributed by B ∈ RN×M ′ over the state variables. Fi-
nally Dw models the structural model errors, so that we
get the linear dynamic system,
x˙(t) = Ax(t) +Bu(t) +Dw(t) (A.1a)
x(0) = x0 (A.1b)
y(t) = Cx(t) . (A.1c)
Let Φ : w 7→ y denote the solution operator, that maps
the input w to the output y according to the dynamic
system (A.1). For the dynamic system (A.1) we intro-
duce the homogeneous system
x˙(t) = Ax(t) +Dw(t) (A.2a)
x(0) = 0 (A.2b)
y(t) = Cx(t) (A.2c)
with the solution operator Φhom : w 7→ y. Recall that a
system is called invertible if for given data
yobs : [0, T ]→ RP (A.3)
any solution of
Φ(w)(t) = yobs(t) ∀ t ∈ [0, T ] (A.4)
is unique. We will make use of the Volterra-operator
V (w)(t) :=
∫ t
0
w(s) ds . (A.5)
The Volterra-operator has the property
V n(w)(t) =
t∫
0
(t− s)n−1
(n− 1)! w(s) ds (A.6)
and hence
∞∑
n=0
CAnDV n+1(w)(t)
=
t∫
0
C exp((t− s)A)Dw(s) ds ,
(A.7)
where the integration is understood component-wise.
Lemma 1. Let Φ and Φhom be the solution operators of
a dynamic system as defined above. Then
1. Φhom is linear, continuous, and compact,
2. Φ(w + v) = Φ(w) if and only if Φhom(v) = 0.
Proof. 1. The homogeneous solution operator takes
the form
Φhom =
∞∑
n=0
(CAnD)V n+1 . (A.8)
To see this, let
x(t) =
∞∑
n=0
AnDV n+1(w)(t) (A.9)
then
d
dt
x(t) = Dw(t) +A
∞∑
n=1
An−1DV n(w)(t) (A.10)
= Dw(t) +Ax(t) (A.11)
which shows that x solves the dynamic equations
as well as x(0) = 0. Multiplication with C yields
the solution of the homogeneous system
y(t) = Φhom(w)(t) . (A.12)
Since V n is linear, so is Φhom. As we make the
restriction wi ∈ L2([0, T ]) we get that Φhom is
Hilbert-Schmidt thus continuous and compact.
2. The inhomogeneous part of Φ is given by
φ(t) :=
∞∑
n=0
CAnDV n+1(u)(t)
+ exp(At)x0
, (A.13)
such that the full solution can be written as
Φ(w)(t) = φ(t) + Φhom(w)(t) (A.14)
which shows that
Φ(w + v) = Φ(w) + Φhom(v) (A.15)
hence if and only if Φhom(v) = 0 then v leaves the
solution of the inhomogeneous system invariant.
As a result of the above lemma, we can set x0 as well
as u to zero. Furthermore this shows that Φ given in
Sec. III is indeed the relevant solution operator that has
to be one-to-one. We now follow the proof of Sain and
Massey [37]. After Laplace-transformation the dynamic
equation becomes
sL[x](s) = AL[x](s) +DL[w](s) (A.16)
with a complex variable s ∈ C. Using the transfer func-
tion
T (s) := C(Is−A)−1D , (A.17)
xxi
where I is the identity in RN , we get
T (s)L[w](s) = L[y](s) (A.18)
thus T is the Laplace-transform of the solution operator
Φ, and since L[w] is the zero function if and only if w is
the zero-function (almost everywhere), we know that Φ is
one-to-one if and only if T has rankT (s) = M for s ∈ C
(almost everywhere), i.e. if from L[y] = 0 it follows,
that L[w] = 0. We make the assumption, that w is
smooth, which is equivalent to the assumption, that it
can be written as a Laurent-series (comprising only the
principal part)
L[w](s) = 1
s
∞∑
k=0
1
sk
ξk (A.19)
in Laplace-space, where (ξk)k is a sequence of RM vec-
tors. Using the Neumann-series yields
C(Is−A)−1D = 1
s
∞∑
l=0
C
Al
sl
D . (A.20)
If L[y] = 0, then
1
s2
∞∑
k,l=0
1
sl+k
CAlDξk = 0 (A.21)
and since {1, s−1, s−2, . . .} are linearly independent in
function space, by equating coefficients for each n ∈ N0
we find
n∑
k=0
CAkDξn−k = 0 . (A.22)
It is now convenient to define
Rn :=
[
CD CAD . . . CAnD
]
(A.23)
as known from the Kalman controllability matrix, as well
as
Ξn :=
ξn...
ξ0
 (A.24)
to finally get
RnΞn = 0∀n ∈ N0 . (A.25)
Thus, the dynamic system is invertible if and only if we
find a sequence (ξk)k such that (A.25) holds. If we com-
bine R0, R1, . . . , Rl to one matrix
Ql :=

CD CAD . . . CAlD
0 CD . . . CAl−1D
...
. . .
...
0 . . . CD
 . (A.26)
we find, that (A.25) is equivalent to
rankQN−1 − rankQN−2 = M , (A.27)
the criterion stated by Sain and Massey. From (A.25) we
directly see, that Ξl ∈ kerRl and Ξl+1 ∈ kerRl+1. Also
Ξl+1 = [ξl+1,Ξl]
T , thus
Ξl+1 ∈ kerRl+1 ∩
(
RM × kerRl
)
. (A.28)
If we now exclude the trivial solution ξl = 0 for all l, this
motivates
K0 := kerR0\{0} (A.29)
and
Kl := kerRl+1 ∩
(
RM ×Kl
)
. (A.30)
As we iterate though K0,K1, . . ., as long as Kl 6= ∅ there
is a non-trivial solution of
RkΞk = 0 for k ≤ l . (A.31)
Hence, if and only if we find a l ∈ N0, such that Rl = ∅,
then the dynamic system is invertible. From (A.27) one
can see, that is suffices to check only l ≤ N − 1. In
addition to that we find the following theorem.
Theorem 1. The solution space of
Φ(w) = yobs (A.32)
is either zero- or infinite-dimensional.
Proof. From the considerations above it is clear, that we
have to show that the solution space of (A.25) is either
zero- or infinite-dimensional, i.e. if there is a non-trivial
sequence (ξk)k, then there is an infinite-dimensional vec-
tor space of such sequences.
First, assume (ξk)k is a sequence, that solves (A.25)
and ξ0 = 0. We define another sequence (χk)k by χk :=
ξk+1, i.e. (χk)k is the left shift of (ξk)k. Let Xl the vector
[χl, . . . , χ0]
T analogous to Ξl. Then
0 = RlΞl = Rl−1Xl−1 (A.33)
for all l. Hence (χk)k is also a solution. This shows,
that if (ξk)k solves (A.25), then we can without loss of
generality assume ξ0 6= 0.
Now let (ξk)k a solution and define χ0 := 0 and χk =
ξk−1, i.e. (χk)k is the right shift of (ξk)k. Then
R0X0 = 0 (A.34)
is clear, and for l ≥ 1
RlXl = Rl−1Ξl−1 = 0 (A.35)
hence the sequence (χk)k solves (A.25). Let henceforth
S→ denote the right shift.
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Since matrix multiplication is a linear operation it is
clear, that if (ξk)k and (χk)k solve (A.25), so does (ξk +
χk)k as well as (aξk)k for an arbitrary real number a.
Therefore the space of sequences that solve (A.25) is a
real vector space, denoted K. Let (ξk)k ∈ K with ξ0 6= 0.
Then Sq→(ξk)k ∈ K and
{(ξk)k,S→(ξk)k,S2→(ξk)k, . . .} (A.36)
is a set of infinitely many linearly independent vectors in
K, hence
dimK =∞ . (A.37)
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