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Введение
Построение математических моделей технологи
ческих процессов (TП) добычи и переработки полез
ных ископаемых часто осуществляется статистиче
скими методами [1–7]. Одной из основных проблем
построения статистических моделей является выбор
наилучших входных переменных и определение оп
тимальной структуры модели. Наряду с широко
применяемыми на практике регрессионными мето
дами выбора наилучшего состава входных перемен
ных и структуры модели [8–13] используется также
метод группового учета аргументов (МГУА) [14–23],
представляющий собой дальнейшее развитие метода
регрессионного анализа.
По утверждениям авторов МГУА и его пользо
вателей, модели, построенные с применением это
го метода, по своим прогнозирующим свойствам
превосходят регрессионные модели, в силу того,
что МГУА, благодаря применению эвристических
принципов самоорганизации, обеспечивает авто
матический отбор информативных входных пере
менных и выбор структуры регрессионной модели
оптимальной сложности, особенно при зашумлен
ных малочисленных статистических данных.
Регрессионные методы [8–13] также позволяют
выбрать наилучший состав входных переменных и
структуру регрессионной модели с применением
статистических критериев при рассмотрении в ка
честве дополнительных входных переменных пре
образованные исходные переменные и использова
нии комбинаторного метода порождения моделей.
Заметим, что с точки зрения возможности и эф
фективности применения построенных моделей
для целей управления, наряду с прогнозирующим
свойством, большое значение имеет степень их со
ответствия системным закономерностям модели
руемого процесса, что, как правило, обеспечивает
ся при использовании регрессионных методов.
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Актуальность работы обусловлена необходимостью проведения сравнительного анализа методов регрессии и метода группо%
вого учета аргументов с целью оценки эффективности их применения при моделировании процессов переработки полезных
ископаемых.
Цель работы: оценка эффективности применения методов регрессии и метода группового учета аргументов при построении
статистических моделей технологических процессов переработки полезных ископаемых на основании результатов теоретиче%
ского исследования, компьютерных имитационных экспериментов и практического применения указанных методов.
Методы исследования: методы математической статистики, метод имитационного моделирования, метод индуктивного моде%
лирования.
Результаты. Проведен сравнительный анализ методов регрессии и метода группового учета аргументов путем их теоретическо%
го исследования, компьютерных имитационных экспериментов и практического применения при построении модели, описы%
вающей статистическую зависимость прибыли от выходных интервальных характеристик технологической системы измельчения
руды Зангезурского медно%молибденового комбината. В результате логического анализа вышеупомянутых методов сделан вы%
вод, что сравнительно высокое прогнозирующее свойство моделей, построенных методом группового учета аргументов, обес%
печивается как выбором оптимальной структуры модели, так и за счет описания случайной ошибки. С помощью компьютерных
имитационных экспериментов исследовано влияние объёма выборки, уровня статистического шума на прогнозирующих спо%
собностях моделей, построенных с использованием обоих методов. Установлено, что сравнительно высокое прогнозирующее
свойство моделей, построенных методом группового учета аргументов, проявляется особенно при умеренном статистическом
шуме и малых выборках, соизмеримых с числом входных переменных. Исследованы также возможности рассмотренных мето%
дов с точки зрения выявления физических и системных закономерностей различных объектов с заданными постулированными
функциями. Эффективность практического применения рассмотренных методов оценена по результатам построения технико%
экономической модели технологической системы измельчения руды. Применение шагового регрессионного метода позволило
построить наилучшую с точки зрения компромисса между адекватностью и сложностью модель, что свидетельствует о целесо%
образности применения методов регрессии при построении статистических моделей технологических процессов переработки
полезных ископаемых.
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В данной работе проведен сравнительный ана
лиз методов регрессии и МГУА с целью оценки эф
фективности их применения при построении ста
тистических моделей ТП переработки полезных
ископаемых.
Теоретическое исследование методов 
регрессии и МГУА
При классическом регрессионном анализе по
стулированная модель представляется в следую
щем виде [8–13]:
(1)
где x~=(x~1,x~1,…,x~m) – вектор входных (независимых)
переменных;  y~ – случайная выходная (зависимая)
переменная; =(0,1,2,…,m) – неизвестный век
тор коэффициентов модели; ~ – случайная величи
на (случайное возмущение, ошибка, шум), фор
мально учитывающая влияние случайных факто
ров. Предполагается что, как переменные модели,
так и случайное возмущение распределены нор
мально с параметрами M[x~]=0, 2= 2=const.
Очевидно, что в силу действия случайных фак
торов постулированная модель (1) не может точно
прогнозировать значение выходной переменной
при заданных значениях входных переменных.
Следовательно, нет оснований говорить об «истин
ной» модели в полном смысле слова. Обычно под
«истинным» значением выходной переменной по
нимают его условное математическое ожидание
при заданных значениях входных переменных:
(2)
где G(x,) – линейная модель или модель, которую
можно свести к линейной по коэффициентам
0,1,2,…,m с помощью соответствующего преоб
разования.
Соотношение (2) представляет собой теоретиче
скую регрессионную модель (уравнение регрессии
y относительно x). Основной задачей регрессионно
го анализа является выявление и приближенное
математическое описание причинноследственной
зависимости G(x,) между выходной и входными
переменными. С этой целью на основании стати
стических данных (выборки {xi,yj}1n) методом наи
меньших квадратов строится статистический ана
лог соотношения (2) – эмпирическая регрессион
ная модель
(3)
адекватность которой, т. е. степень ее соответствия
статистическим данным {xi,yj}1n, оценивается с по
мощью выборочного коэффициента детерминации
(коэффициента множественной корреляции)
(4)
Показанно [8–10], что при больших выборках
статистических данных (n>>m) вместо (4) можно
использовать следующую приближенную формулу:
Коэффициент R 2 показывает, какая часть ва
риации y~ обусловлена регрессионной моделью. Из
соотношения (4) следует, что максимально воз
можное значение коэффициента R 2 ограничено по
грешностью измерений, наличием неучтенных
или неконтролируемых факторов и никак не зави
сит от состава входных переменных и структуры
модели. Например, если 10 % вариации выходной
переменной модели обусловлено погрешностью из
мерения переменных, то максимально возможное
значение R 2 не может превышать 0,9 при включе
нии в модель всех входных переменных и любой
структуре модели.
Однако применение МГУА при аналогичных
условиях позволяет обеспечить значение R 2, пре
вышающее его максимально возможное значение,
как утверждают авторы метода, за счет селектив
ного выбора информативных входных переменных
и оптимального усложнения модели. На наш
взгляд, при наличии статистического шума, об
условленного погрешностью измерений и неучтен
ными факторами, большое значение R 2, превы
шающее его максимально возможное значение,
обеспечивается за счет излишнего усложнения мо
дели, которая вместо существующей закономерно
сти описывает случайные ошибки. Поясним ска
занное на следующем простом примере. С целью
установления зависимости напряжения участка
цепи от сопротивления  и силы тока  производи
лись эксперименты, в результате которых с опре
деленной точностью измерялись значения силы
тока и падения напряжения. Результаты экспери
ментов приведены на рис. 1.
Рис. 1. Результаты экспериментов
Fig. 1. Results of the experiments
Если построить регрессионную модель на осно
вании экспериментальных данных, то полученная
зависимость с коэффициентом R 2<1 приблизи
тельно будет описывать известный закон Ома для
участка цепи U=Ir. Если же усложнить модель, на
пример, используя в качестве аппроксимирующей
функции ряд Фурье, то можно увеличить значение
R 2 до 1. Однако такая модель уже вместо суще
ствующей линейной физической закономерности
будет описывать ошибки измерений. Примерно то
же самое происходит при использовании МГУА,
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когда простые по своей физической природе объек
ты, описываемые линейными или квадратичными
регрессионными моделями, с целью повышения
прогнозирующего свойства аппроксимируются
многочленами высокого порядка (до 10–20).
В связи с вышесказанным заметим, что основ
ной задачей моделирования, в частности иденти
фикации объектов, является выявление и матема
тическое описание закономерности при наличии
случайных факторов и статистического шума, а не
обеспечение только прогнозирующего свойства мо
дели, на что уделяется основное внимание в
МГУА.
МГУА представляет собой дальнейшее разви
тие регрессионного анализа и является типичным
методом индуктивного моделирования, основан
ным на некоторых принципах теории обучения и
самоорганизации, в частности на принципе «се
лекции» или направленного отбора. Этот метод
включает семейство индуктивных алгоритмов,
обеспечивающих рекурсивный селективный отбор
моделей, на основе которых строятся более слож
ные модели. Точность моделирования на каждом
следующем шаге рекурсии увеличивается за счет
усложнения модели. Как правило, исходную вы
борку разбивают на обучающую (объёмом nоб) и
проверочную (объёмом nпр) выборки соотношением
nоб/nпр=3/2. Первая выборка используется для
оценки коэффициентов модели методом наимень
ших квадратов (МНК), а вторая – для определения
качества модели с помощью коэффициента детер
минации R 2 или среднеквадратического отклоне
ния ошибки (СКО)  2 (остаточной дисперсии).
С каждым шагом итерации СКО уменьшается, но
после достижения определенного уровня сложно
сти, зависящего от характера и количества дан
ных, а также общего вида модели, СКО начинает
расти.
Рассмотрим более подробно процесс синтеза мо
дели оптимальной сложности, широко используе
мого на практике многорядного полиномиального
алгоритма МГУА [20, 22].
1. Выбирается общий вид перебираемых моделей
(опорных функций) с m независимыми пере
менными, используя обобщенный полином
Колмогорова–Габора:
который с высокой точностью может аппроксими
ровать любую непрерывную на конечном интерва
ле функцию в виде полинома определенной степе
ни (согласно теореме Вейерштрасса). Сложность
модели в таком случае определяется количеством
коэффициентов aij (i,j=

1,m

, ij).
2. Используя опорные функции, строятся различ
ные варианты моделей, включающие попарные
комбинации исходных переменных, из кото
рых составляются уравнения решающих функ
ций, как правило, не выше второго порядка:
Обычно в качестве функции f выбираются про
стые зависимости:
или
Используя обучающую выборку, методом наи
меньших квадратов для каждой модели определя
ются коэффициенты a0, a1, a2, a3, a4, a5. Набор полу
ченных моделей составляет первый ряд селекции.
Среди всех моделей первого ряда селекции выби
раются несколько (от 2 до 10) наилучших. Каче
ство моделей определяется коэффициентом детер
минации, или СКО ошибки  2, с помощью прове
рочной выборки.
3. Отобранные частные модели формируют мно
жество новых переменных, которые являются
исходными переменными для частных моделей
второго ряда селекции: z1=f(yi,yj), z2=f(yi,yk),….
Коэффициенты новых моделей находятся по
МНК, используя обучающую последовательность.
Качество моделей оценивается с использованием
проверочной последовательности, и среди них вы
бираются наилучшие, которые используются в ка
честве переменных моделей следующего, третьего
ряда и т. д. Сложность общей модели возрастает от
ряда к ряду. Если в качестве опорных функций ис
пользуются полиномы второй степени, то на каж
дом шаге итерации степень результирующего по
линома удваивается.
Дальнейшее усложнение модели прекращается
по достижении минимума СКО  2 (или максимума
коэффициента детерминации R2), определяемого с
помощью проверочной выборки, или когда даль
нейшее улучшение критерия селекции не будет пре
вышать некоторого числа  (параметр алгоритма).
4. На заключительном этапе, делая последова
тельную замену переменных, получают мо
дель, включающую исходные переменные.
Сравнительный анализ метода шаговой регрессии 
и МГУА с помощью имитационных экспериментов
С целью сравнения метода шаговой регрессии и
МГУА с точки зрения их возможности выявления и
описания существующих зависимостей между вы
ходным и входными переменными различных
объектов с заданными функциями G(x,) проводи
лись компьютерные имитационные эксперименты.
Моделирующий алгоритм, блоксхема которого
приведена на рис. 2, работает следующим образом.
Блок 1 осуществляет ввод исходных данных моде
лирования: значения параметров j, j (j=1,m),
корреляционную матрицу ||rjl||(j,l=

1,m

). Блоки
2–4 осуществляют имитацию функционирования
исследуемого объекта с заданной функцией G(x,),
т. е. формируют возможные реализации вектора
входных переменных x~=(x~1,x
~
1,…,x
~
m) методом не
вырожденного многомерного нормального распре
2 2
0 1 2 3 4 5( , ) .i j i j i j i jy x x a a x a x a x x a q a x     
0 1 2 3( , )i j i j i jy x x a a x a x a x x   
1 1 2 2 1 3( , ), ( , ),..., ( , ).s i jy f x x y f x x y f x y  
0
1 1 1
...,
m m m
i i ij i j ijk i j k
i j i j j i j k j
Y a a x a x x a x x x
     
      
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деления [26, 27], случайного возмущения (шума) ~
и в соответствии с соотношением (1) формируют
значения выходной переменной y~.
Рис. 2. Блок%схема имитационной модели
Fig. 2. Block diagram of simulation model
Далее на основании статистических данных
{(x1i,x2i,…,xmi,yi): i=

1,n}, полученных в результате
имитационного моделирования исследуемого
объекта, шаговым регрессионным методом и
МГУА строятся регрессионная модель Мр, иерар
хическая многоуровневая модель ММГУА и вычисля
ются коэффициенты детерминации Rp2 и R 2МГУА по
лученных моделей. В процессе имитационных экс
периментов были рассмотрены линейные и ква
дратичные функции G(x,), при различных значе
ниях соотношения 2/y2=(0–0,5)  и количестве ре
ализаций n=20–200.
При построении регрессионных моделей объек
тов с квадратичными функциями G(x,) были рас
смотрены дополнительные переменные, предста
вляющие собой квадратичные формы исходных
переменных первого порядка.
Построенные в результате имитационных экс
периментов регрессионные модели всегда совпада
ли с заданными функциями G(x,), как первого,
так и второго порядка. Значения коэффициента
Rp2 варьировались в пределах 0,5–0,81 в зависимо
сти от значений коэффициентов корреляции меж
ду входными и выходным переменными и величи
ны соотношения 2/y2.
Построенные с помощью МГУА модели совпали
с заданными функциями G(x,) лишь при отсут
ствии или незначительном уровне случайного воз
мущения ~ (2/y2=0–0,05). При больших значе
ниях соотношения 2/y2 модели, построенные ме
тодом ГУА, несмотря на достаточно большие зна
чения R 2МГУА (>0,9), не совпали с рассматриваемыми
функциями G(x,), имели иерархическую многоу
ровневую (до 3–5 уровней) структуру и довольно
большой порядок (6–10) исходных входных пере
менных. Значение коэффициента R 2МГУА уменьшает
ся с увеличением значения 2/y2, оставаясь при
этом всегда больше значения коэффициента Rp2 ре
грессионных моделей.
Заметим, что сравнительно высокое прогнози
рующее свойство моделей, построенных с помо
щью МГУА, проявляется особенно при умеренном
статистическом шуме и малых выборках, соизме
римых с числом входных переменных.
Практическое применение метода шаговой 
регрессии и МГУА на примере системы 
измельчения руды
Возможности и особенности применения шаго
вой регрессии и МГУА рассмотрим на примере по
строения техникоэкономической регрессионной
модели, описывающей статистическую зависи
мость прибыли, получаемой от производства мед
номолибденовых концентратов в течение 8часо
вого интервала (смены), от выходных интерваль
ных характеристик технологической системы из
мельчения руды Зангезурского медномолибдено
вого комбината (ЗАО «ЗММК», Армения).
Прибыль, получаемую от производства концен
тратов в течение смены, можно представить в сле
дующем виде:
(5)
где D – доход от реализации концентратов, выра
ботанных в течение смены; C – условноперемен
ная часть затрат на переработку 1 т руды; q1C –
условнопеременная часть затрат, зависящая от
массы (q1) переработанной в течение смены руды;
L – условнопостоянная часть затрат, не завися
щая от объема переработки руды.
Согласно [2, 3, 5–7], к условнопеременным
затратам можно отнести расходы на реагенты, ша
ры, футеровку и другие технологические материа
лы, часть энергических и транспортных (внутри
рудничных) затрат.
Условнопостоянные затраты включают аморти
зационные отчисления, расходы на капитальный ре
монт, зарплату, часть энергетических затрат, некото
рые статьи цеховых расходов и прочие расходы, ко
торые не вошли в состав условнопеременных затрат.
Строго говоря, условнопеременные затраты,
помимо объема переработки руды, зависят (хотя
1 ,P D q C L  
ni ,1?
?????????? ??????  ??????? ??? ?
(Construction of the model by DAG method)
),(ˆˆ ?xGy ?????   
6
???? (Start) 
???? (Input)  
mljrjljj ,1,,,, ???  
1
??????? (Stop)
????? ??????????? 
(Output of results) 
7
???????????? ???????  
(formation of vector) 
1 2( , ,..., )mx x x x   
2
???????????? ?o???????? 
(Formation of the disturbance) ?~  
3
?????????? ????????????? ??????
(Construction of a regression model) 
),(ˆˆ ?xGy ??   
5
?????????? (Calculation) 
iii xGy ?? ?? ),(
4
=
(F
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слабо) также от таких факторов, как крупность и
твердость дробленой руды, крупность помола, ми
нералогический состав и содержание металлов в
руде и т. п. Однако учесть влияние этих факторов в
настоящее время не представляется возможным
[8]. Поэтому допускается, что условнопеременные
затраты зависят только от сухой массы перерабо
танной руды.
Таким образом, построение техникоэкономи
ческой модели сводится к определению коэффици
ентов C, L и отысканию уравнения, описывающего
зависимость дохода от реализации концентратов,
выработанных в течение смены, от интервальных
выходных характеристик ТСИР (q1,q2,q3):
(6)
В настоящее время единственно возможным
подходом к построению указанной выше модели
является статистический, который основывается
на обработке экспериментальных данных, собран
ных непосредственно на действующем объекте.
С целью построения статистической модели (6)
совместно с работниками ЗММК в течение 180 смен
было произведено апробирование процесса измель
чения и параметров конечного продукта. При этом
регистрировались:
• сухая масса руды (q1), переработанной в тече
ние смены (тонн);
• среднесменное процентное содержание класса
< 80 мкм в измельченном продукте (q2);
• среднесменная плотность объединенной пуль
пы (г/л) (q3);
• вес готового молибденового концентрата Mo
(тонн), выработанного в течение смены, и сред
несменное процентное содержание молибдена
(Mo) в нем;
• вес готового медного концентрата Cu, вырабо
танного в течение смены (тонн), и среднесмен
ное процентное содержание меди (Cu) в нем.
Доход от реализации концентратов, выработан
ных в течение смены, вычислялся по формуле
где CMo, CCu – соответственно рыночные цены на мо
либден и медь.
Применение метода шаговой регрессии
До того как приступить к построению модели,
было проверено выполнение следующих условий,
обеспечивающих корректность применения корре
ляционнорегрессионного анализа:
• нормальность и стационарность входного про
цесса q(t)=(q1(t),q2(t),q3(t));
• нормальность и стационарность выходного
процесса D(t).
При проверке гипотезы о нормальном распре
делении переменных модели был использован кри
терий 2 Пирсона, а проверка стационарности
входного и выходного процессов была выполнена с
помощью критерия Шефе [26].
Следующим важным вопросом при построении
регрессионной модели D=(q1,q2,q3) является вы
бор ее структуры. Опыт практического примене
ния корреляционнорегрессионного анализа для
математического описания производственных, в
частности обогатительных процессов [1–7], свиде
тельствует о том, что в качестве статистической
модели нормально функционирующего объекта
достаточно рассмотреть алгебраический полином
не выше второй степени.
На основании вышесказанного, а также учиты
вая сравнительно невысокие значения коэффици
ентов вариации переменных (q1=8,7 %, q2=1 %,q3=0,8 %, D=8,3 %), максимальная степень ап
проксимирующего полинома была выбрана равной
двум.
Таким образом, для построения регрессионной
модели имеем следующие исходные и преобразо
ванные переменные: D – отклик, выходная пере
менная; q1, q2, q3 – исходные входные переменные;
q4=q1q2, q5=q1q3, q6=q2q3, q7=q22, q8=q32, q9=q12 – преоб
разованные входные переменные.
Контрольные данные:
• число наблюдений –180;
• критическое значение общего (частного) Fкри
терия – F0,975(1;170)=3,9;
• уровень риска для доверительных границ – 5 %.
При построении регрессионной модели были
использованы расчетные формулы, приведенные в
[8–13].
Шаговая регрессионная процедура начинается
с построения простой корреляционной матрицы R.
Проверка значимости полученных коэффициентов
парной корреляции по критерию Стьюдента пока
зала, что все они статистически значимы при уров
не значимости =0,05.
Шаг 1
1. В качестве первой независимой переменной для
включения в регрессионную модель выбирает
ся q4, которая наиболее сильно коррелирована с
откликом:
2. Вычисляется значение общего Fкритерия для
уравнения D =f1(q4) по формуле
где n – число наблюдений; m – число независимых
переменных регрессионного уравнения; RDq4=rDq4.
 4
4
4
2
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Уравнение D =f1(q4) является статистически значи
мым, так как расчетное значение Fкритерия пре
восходит выбранное критическое значение (3,9).
3. Вычисляются остаточная дисперсия  2 и коэф
фициент вариации отклика D по формулам
Шаг 2
1. Вычисляются частные коэффициенты корреля
ции (табл. 1) между каждой независимой пере
менной qi (i=

1,9; i4) и откликом, при условии,
что переменная q4 включена в регрессионную
модель, по формуле
где D131i, D111i, D331i – алгебраические дополнения соответ
ствующих элементов корреляционной матрицы D1i:
Таблица 1. Коэффициенты частной корреляции
Table 1. Coefficients of private correlation 
2. Выбирается 
В соотвтствии с шаговым методом в качестве
следующей переменной, претендующей для вклю
чения в регрессионную модель, выбирается q3, ко
торая характеризуется наиболее высоким частным
коэффициентом корреляции с откликом.
3. Вычисляется множественный коэффициент
корреляции для регрессионной модели
D=f2(q4,q3) по формуле
где 
4. Вычисляется значение частного Fкритерия
для проверки значимости вклада q3:
Как видно, расчетное значение частного Fкри
терия превосходит табличное значение (3,9). Это
свидетельствует о том, что новая переменная q3 да
ет статистически значимое снижение остаточный
суммы квадратов (см. табл. 3). Следовательно, пе
ременная q3 в регрессионной модели сохраняется.
5. Вычисляется значение частного Fкритерия
для проверки значимости вклада переменной
q4, который имел бы место, если бы в модель бы
ла введена сначала q3, затем q4 (вклад q4/q3), по
формуле
Поскольку расчетное значение частного Fкри
терия больше критического, переменная q4 в ре
грессионной модели сохраняется.
6. Вычисляется значение общего Fкритерия для
модели D=f2(q4,q3):
Общий Fкритерий показывает, что регресси
онная модель D=f2(q4,q3) является статистически
значимой при уровне значимости =0,05.
7. Вычисляются остаточная дисперсия и коэффи
циент вариации отклика по формулам
Шаг 3
1. Вычисляются частные коэффициенты корреля
ции (табл. 2) между
каждой переменной, не включенной в регресси
онную модель, и откликом, при условии, что
q4 и q3 уже включены в модель, по формуле
где
Выбирается 
Следовательно, следующей переменной, пре
тендующей на включение в регрессионное уравне
ние, является q5.
2. Вычисляется множественный коэффициент
корреляции для регрессионной модели
D=f3(q4,q3,q5):
4 3 5 4 3
max{ : 1,9; 3; 4} 0,163.
iDq q q Dq q qi
r i i i r     
4 3
4 4 3 4
3 4 3 3
3 3
2
1
1
.
1
1
i
i
i
i i i
Dq Dq Dq
Dq q q q qi
Dq q q q q
Dq q q q q
r r r
r r r
D
r r r
r r r

4 3
2
14
2 2
11 33
,
i
i
Dq q q i i
Dr
D D

 
4 3
( 1,9; 3, 4)
iDq q q
r i i i   



4 3
2 2 2(1 ); 100 3,15 %.D D q q DR D
     
 4 3
4 3
4 3
2
2
( 1)
400,6.
(1 )
D q q
q q
D q q
R n m
F
R m


  
 4 3 3
4 3
4 3
2 2
/ 2
( )
( 1) 1075.
1
D q q D q
q q
D q q
R r
F n m
R
 

   
 4 3 4
3 4
4 3
2 2
/ 2
( )
( 1) 276,7.
1
D q q D q
q q
D q q
R r
F n m
R
 

   
4 3
4 4 3
3 4 3
13
1
1 .
1
Dq Dq
Dq q q
Dq q q
r r
D r r
r r

4 3
13
111 0,9339,D q q
DR
D
  
4 3 4
max{ : 1,9; 4} 0,611.
iDq q Dq qi
r i i r    
i 1 2 3 5 6 7 8 9
|rDqiq4| 0,146 0,136 0,611 0,464 0,052 0,157 0,433 0,22
|rDqiq4q3| 0,0067 0,00335 – 0,163 0,00441 0,017 0,0016 0,0075
4
4 4
4
1
1
1 .
1
i
i
i i
Dq Dq
i
Dq q q
Dq q q
r r
D r r
r r

4
1
13
1 1
11 33
,
i
i
Dq q i i
Dr
D D





4
2 2 2
ˆ(1 ); 100 5,05 %.Dq DD R D
      
Известия Томского политехнического университета. Инжиниринг георесурсов. 2016. Т. 327. № 4. 23–34
Баласанян С.Ш., Геворгян Э.М. Сравнительный анализ методов регрессии и группового учета аргументов при ... 
28
где 
3. Вычисляется значение частного Fкритерия
для проверки значимости вклада:
Поскольку значение частного Fкритерия ме
ньше критического, т. е. вклад переменной q5 яв
ляется статистически незначимым при =0,05, то
она не включается в модель и шаговая регрессион
ная процедура заканчивается.
Таким образом, в качестве наилучших пере
менных регрессионной модели выбираются q3 и q4.
Процесс выбора наилучших переменных компакт
но представлен с помощью табл. 2.
Таблица 2. Значения F%критерия и коэффициентa R
Table 2. Values of F%criterion and coefficient R
Построение регрессионной модели D =f2(q3,q4)
осуществляется следующим образом.
1. Методом наименьших квадратов определяются
оценки стандартизованных коэффициентов вы
бранной регрессионной модели 1=0,8924  и2=0,453, которые являются решением сле
дующей системы линейных алгебраических
уравнений:
2. Определяются 95%e доверительные границы
для коэффициентов 1 и 2 (табл. 3) по формулам:
где 
Таблица 3. Значения коэффициентов регрессии и их довери%
тельных границ
Table 3. Values of the regression coefficients and their confi%
dence bounds
3. Вычисляются оценки натуральных коэффици
ентов уравнения регрессии по формулам:
4. Определяются 95%е доверительные границы
для коэффициентов b1 и b

2 по формулам:
5. Определяется ширина 95%го доверительного
интервала единичного предсказания для ре
грессионной модели при значениях q4=q
–
4 и
q3=q
–
3 по формуле
Относительная погрешность единичного пред
сказания по уравнению регрессии для q4=q
–
4 и q3=q
–
3, 
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Теперь рассмотрим вопросы оценки адекватно
сти и работоспособности построенной модели. Из
вестно [9, 10, 13], что не всякая статистически зна
чимая регрессионная модель обязательно пригод
на для прогнозирования или управления. Действи
тельно, если размах отклика D незначительно пре
восходит величину случайной ошибки, предсказа
ние не будет иметь никакой ценности, так как, не
смотря на значимость, такая модель будет описы
вать только ошибки. Поэтому, для того чтобы мо
дель можно было считать удовлетворительной для
целей предсказания, расчетное значение общего
Fкритерия должно не просто превышать выбран
ную процентную точку, а превосходить ее пример
но в четыре раза [9].
В соответствии с вышесказанным полученная
регрессионная модель адекватна, поскольку рас
четное значение общего Fкритерия в 200 раз пре
восходит процентную точку F0,95(2;177)=2,95,
обладает достаточно хорошей прогнозирующей
способностью (R2=0,8834) и вполне пригодна для
предсказания величины дохода D по заданным
значениям интервальных выходных характери
стик системы измельчения.
6. Составляется таблица дисперсионного анализа
(табл. 4) регрессионной модели.
Таблица 4. Показатели дисперсионного анализа
Table 4. Indicators of variance analysis 
Определив по данным калькуляции себестои
мости медного и молибденового концентратов зна
чения C и L указанным ранее образом и подставив
их в (5), получим техникоэкономическую регрес
сионную модель для прогнозирования прибыли.
В нормированном масштабе эта модель имеет
следующий вид:
(7)
Построенная регрессионная модель компактна
и с точки зрения компромисса между адекватно
стью и сложностью обладает структурой оптималь
ной сложности, что позволяет использовать ее как
для целей прогнозирования, так и для управле
ния.
Применение МГУА
Теперь для разработки техникоэкономической
модели будем использовать описанный ранее мно
горядный полиномиальный алгоритм МГУА.
При построении модели имеем следующие ис
ходные данные:
• D – отклик, выходная переменная;
• q1, q2, q3 – входные переменные;
• число наблюдений – 180;
• объем обучающей выборки – 108;
• объем проверочной выборки – 72.
1. Выбирается общий вид перебираемых моделей
(опорных функций) с m независимыми пере
менными, используя обобщенный полином
Колмогорова–Габора второго порядка:
Используя опорные функции, строятся воз
можные варианты моделей, включающие попар
ные комбинации исходных переменных, из кото
рых составляются уравнения решающих функций
не выше второго порядка:
2. Используя обучающую выборку, методом наи
меньших квадратов для каждой модели опреде
ляются коэффициенты a0(k), a1(k), a2(k), a3(k), a4(k), a5(k),
(k=

1,3

).
Набор полученных моделей составляет первый
ряд селекции. С помощью проверочной выборки
определяются коэффициенты детерминации по
строенных моделей: R 2q1q2=0,738, R
 2
q1q3=0,403,
R 2q2q3=0,115, по которым оценивается качество мо
делей. Среди указанных моделей первого ряда се
лекции выбираются два наилучшие.
3. Отобранные частные модели формируют мно
жество новых переменных y1 и y2, которые яв
ляются исходными переменными для един
ственной модели второго ряда селекции:
Коэффициенты новой модели находятся мето
дом наименьших квадратов, используя обучаю
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щую последовательность. Качество полученной
модели оценивается коэффициентом детермина
ции, вычисленным с использованием проверочной
выборки (R 2=0,9285).
4. Делая последовательную замену переменных,
получается модель с исходными переменными,
которая описывает статистическую зависи
мость дохода от выходных интервальных ха
рактеристик ТСИР:
Подставляя построенную модель в соотношение
(2), получим модель для прибыли, представляю
щую собой неполный полином четвертого порядка,
структура которой намного сложнее по сравнению
со структурой регрессионной модели (7).
Очевидно, что с точки зрения компромисса
между адекватностью и сложностью построенная
методом шаговой регрессии модель (7), безуслов
но, предпочтительнее модели, полученной с помо
щью МГУА, которая, обладая достаточно сложной
структурой, обеспечивает небольшой прирост
(5,1 %) коэффициента детерминации.
Несмотря на несложную структуру, регрессион
ная модель (7) обладает достаточно хорошей прог
нозирующей способностью (R 2=0,8834),что позво
ляет использовать ее в составе компьютерной моде
ли для оценки и исследования эффективности
функционирования ТСИР ЗММК с учетом влияния
надежности измельчительного оборудования [6].
Выводы
На основании исследования методов регрессии
и МГУА, сравнения полученных результатов про
веденных имитационных экспериментов, а также
учитывая опыт практического применения ука
занных методов при построении статистических
моделей производственных процессов, в частности
процессов переработки полезных ископаемых,
можно сделать следующие выводы:
1. Входные и выходные параметры современных
автоматизированных технологических про
цессов изменяются в небольших пределах,
при которых вполне достаточно рассмотрение
их математических моделей в виде многочле
на G(x,) второго порядка. Как показывает
практический опыт математического модели
рования технологических процессов перера
ботки полезных ископаемых, при указанных
условиях более эффективно применение ре
грессионных методов, используемых во мно
гих современных прикладных программных
средствах статистического анализа производ
ственных процессов (Data Mining, SPSS, Ma
ple, StatGraphics, Statistica, MathCad, Mathlab
и т. п.).
2. В результате имитационных экспериментов
установлено, что, несмотря на сравнительно не
высокое прогнозирующее свойство, регресси
онные модели всегда совпадали с заданными
функциями G(x,), независимо от уровня слу
чайного возмущения и объёма выборки, а моде
ли, полученные с помощью МГУА, совпадали с
заданными функциями лишь при отсутствии
или незначительном уровне случайного возму
щения и малых выборках. Следовательно, ре
грессионные модели более адекватно отражают
системные закономерности моделируемых про
цессов, обладают оптимальной структурой с
точки зрения компромисса между сложностью
и адекватностью и вполне пригодны для перс
пективного и оперативного управления техно
логическими процессами.
3. Применение шагового регрессионного метода
позволило выбрать наилучший состав входных
переменных и рациональную структуру техни
коэкономической модели, адекватно описы
вающей статистическую связь между при
былью и выходными интервальными характе
ристиками технологической системы измель
чения руды, что свидетельствует об эффектив
ности применения методов регрессии при по
строении статистических моделей технологи
ческих процессов переработки полезных иско
паемых.
4. МГУА целесообразно использовать в таких слу
чаях, когда невозможно использовать методы
регрессионного анализа (при малочисленных
выборках, соизмеримых с числом входных пе
ременных, нарушении условия нормальности
распределения выборки и т. п.).
5. Сравнительно высокое прогнозирующее свой
ство моделей, построенных с помощью МГУА,
обеспечивается как выбором оптимальной
структуры модели, так и за счет описания слу
чайной ошибки. Последнее обстоятельство яв
ляется основной причиной несовпадения этих
моделей с постулированными функциями
G(x,) в имитационных экспериментах.
6. Иерархические многоуровневые модели, по
строенные с помощью МГУА настолько гро
моздки и сложны, что, несмотря на их хорошее
прогнозирующее свойство, практически мало
пригодны для использования с целью опера
тивного управления современными технологи
ческими процессами. Чрезмерная сложность
этих моделей, включающих переменные высо
кого порядка (до 14–20), исключают возмож
ность их исследования аналитическими мето
дами, а применение численных методов опти
мизации требует чрезмерно большого времени
компьютерной реализации.
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COMPARATIVE ANALYSIS OF THE REGRESSION METHODS AND DATA GROUP 
ACCOUNTING METHOD IN MODELING MINERAL PROCESSING
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The relevance of the discussed issue is caused by the need to conduct a comparative analysis of regression methods and the data group
accounting method in order to evaluate the effectiveness of their use in modeling mineral processing.
The main aim of the study is to assess the effectiveness of application of the regression methods and the data group accounting
method in constructing statistical models of minerals processing based on the results of theoretical studies, computer simulation expe%
riments and practical application of these methods.
The methods used in the study: methods of mathematical statistics, simulation method, method of inductive modeling.
The results. The authors have carried out the comparative analysis of regression methods and the data group accounting method by 
theoretical investigations, computer simulations and practical applications at the construction of model describing the statistical depen%
dence of profit on the output interval characteristics of the ore grinding technological system of Zangezur Copper and Molybdenum Com%
bine. As a result of the logical analysis of the above mentioned methods the authors concluded that a relatively high predictive property of
the models constructed by the data group accounting method is ensured both by the selection of the optimal model structure, and by
description of the random error. Using the computer simulation experiments the authors investigated the influence of sample size, level
of statistical noise on the predictive ability of the models built using both methods. It was ascertained that a relatively high predictive abi%
lity of models constructed by the data accounting group method occurs especially at moderate statistical noise and small samples, compa%
rable to the number of input variables. The possibilities of these methods were studied as well in terms of identifying physical and syste%
mic regularities of various objects with the specified postulated functions. The effectiveness of the practical application of the considered
methods is evaluated by the results of construction of techno%economic model of ore grinding technological system. The application of a
stepwise regression method allowed constructing the best possible model in terms of a compromise between adequacy and complexity.
This indicates the feasibility of applying the regression methods at constructing the statistical models of minerals processing.
Key words:
Regression model, simulation experiment, selection, multi%row polynomial algorithm, minerals, ore grinding.
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