Tnvisible Digital watermarks have been proposed as a method for discouraging illicit copying and distribution of copyright material. In recent years it has been recognized that embedding information in a transform domain leads to more robust watermarks. In particular, several approaches based on the Wavelet 'ftansform have been proposed to address the problem of image watermarking. The advantage of the wavelet transform relative to the DFT or DCT is that it allows for localized watermarking of the image. A major difficulty, however, in watermarking in any transform domain lies in the fact that constraints on the allowable distortion at any pixel are specified in the spatial domain. In order to insert an invisible watermark, the current trend has been to model the Human Visual System (HVS) and specify a masking function which yields the allowable distortion for any pixel. This complex function combines contrast, luminance, color, texture and edges. The watermark is then inserted in the transform domain and the inverse transform computed. The watermark is finally adjusted to satisfy the constraints on the pixel distortions. However this method is highly suboptimal since it leads to irreversible losses at the embedding stage because the watermark is being adjusted in the spatial domain with no care for the consequences in the transform domain.
INTRODUCTION
The idea of using a robust digital watermark to detect and trace copyright violations has stimulated significant interest among artists and publishers in recent years. Podilchuk' gives three important requirements for an effective watermarking scheme: transparency, robustness and capacity. Transparency refers top the fact that we would like the watermark to be invisible. The watermark should also be robust against a variety of possible attacks by pirates. These include robustness against compression such as JPEG, scaling and aspect ratio changes, rotation, cropping, row and column removal, addition of noise, filtering, cryptographic and statistical attacks, as well as insertion of other watermarks. 2 In this publication however, we consider only attacks that do not change the geometry of the image. The other requirement is that the watermark be able to carry a certain amount of information i.e. capacity. In order to attach a unique identifier to each buyer of an image, a typical watermark should be able to carry at least 60-100 bits of information. However, most of the work in watermarking has involved a one bit watermark. That is, at detection a binary decision is made as to the presence of the watermark most often using hypothesis testing.3 Barni4 encodes roughly 10 bits by embedding 1 watermark from a set of 1000 into the DCT domain. The recovered watermark is the one which yields the best detector response. Here we consider the case of an 80 bit watermark.
Watermarking methods can be divided into twc) broad categories: spatial domain methods such and transform domain methods . Transform domain methods have for the most part focused on DCT,1'8'9'4"°D FT'113 and most recently wavelet domain methods."4'15 Transform domain methods have several advantages over spatial domain methods. Firstly, it has been observed that in order for watermarks to be robust, they must be inserted into the perceptually significant parts of an image. For images these are the lower frequencies which can be marked directly if a transform domain approach is adopted.16 Since compression algorithms operate in the frequency domain (for example DCT for JPEG and wavelet for EZW) it is possible to optimize methods against compression algorithms. j17 it is shown that by carefully matching the embedding strategy with the JPEG compression algorithm it is possible to resist JPEG compression at a quality factor of 10 for small images (64 x 64). On the other hand, the DFT domain has also been successfully adopted in algorithms which attempt to recover watermarks from images which have undergone affine transformations."
While transform domain watermarking clearly offers benefits, the problem is more challenging since it is more difficult to generate watermarks which are adapted to the human visual system (HVS). The problem arises since typically constraints on the acceptable level of distortion for a given pixel are specified in the spatial domain. In the bulk of the literature on adaptive transform domain watermarks, a watermark is generated in the transform domain and then the inverse transform is applied to generate the spatial domain counterpart. The watermark is then modulated as a function of a spatial domain mask in order to render it invisible. However this spatial domain modulation is suboptimal since it changes the original frequency domain watermark. One approach which has recently appeared is the attempt at specifying the mask in the transform domain.'
In this publication we develop an alternate approach where we derive an optimized strategy for embedding a watermark in the wavelet domain when the masking constraints are specified in the spatial domain. The work is an extension of'0 where we propose a flexible framework in which we optimally embed a DCT domain watermark given the constraints imposed in the spatial domain. This framework overcomes the problems with many proposed algorithms which adopt a suboptimal spatial domain truncation and modulation as determined by masking constraints. We begin in section 2 by presenting the spatial domain masking methods we adopt in the rest of the paper. In section 3 the embedding algorithm is described. In section 4 we present our results followed by the conclusion in section 5.
SPATIAL DOMAIN MASKING
One of the most popular stochastic image model, which has found wide application in image processing, is the Markov Random Field (MRF) model.'8 The distribution of MRF's is written using a Gibbs distribution:
p(x) = e cEA V(x), (1) where Z is a normalization constant called the partition function, V(•) is a function of a local neighboring group c of points and A denotes the set of all possible such groups or cliques.
In this paper a special case of this model known as the Generalized Gaussian (GG) model is adopted. Assume that the cover image is a random process with non-stationary mean. Then, using autoregressive (AR) model notation, one can write the cover image as: x=A•x+E=.+E, (2) where is the non-stationary local mean and e denotes the residual term due to the error of estimation. The particularities of the above model depend on the assumed stochastic properties of the residual term:
E=x-±=x-A.x=(I-A).x=C.x, (3) where C = I -A and I is the unitary matrix. If A is a low-pass filter, then C represents a high-pass filter.
Here we use the stationary Generalized Gaussian (GG) model for the residual term E. The advantage of this model is that it takes local features of the image into account. This is accomplished by using an energy function, which preserves the image discontinuities under stationary variance.
The auto-covariance function for the stationary model is equal to: 11(Y)i:
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IdetRxI where i(y) = and F(t) = 10cx e_unt_ldu is the gamma function, R is determined according to (4) , and the parameter 'y is called the shape parameter. Equation (5) includes the Gaussian ('y = 2) and the Laplacian ('y = 1) models as special cases. For the real images the shape parameter is in the range 0.3 y 1.
It has been shown'9 that from the generalized Gaussian model, we can derive a noise visibility (NVF) at each pixel position as:
where w(i,) = 'y[i(-y)} Ir(i,j)I12 and r(z,j)
The particularities of this model are determined by the choice of two parameters of the model, e.g. the shape parameter y and the global image variance c. To estimate the shape parameter, we use the moment matching method in.20 The shape parameter for most of real images is in the range 0.3 'y < 1. Once we have computed the noise visibility function we can obtain the allowable distortions by computing:
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. Si (7) where S and S1 are the maximum allowable pixel distortions in textured and fiat regions respectively Typically S may be as high as 30 while Si is usually about 3. We note that in flat regions the NVF tends to 1 50 that the first term tends to 0 and consequently the allowable pixel distortion is at most S1 which is small. Intuitively this makes sense since we expect that the watermark distortions will be visible in flat regions and less visible in textured regions. Examples of NVFs for two images are given in figure 2. We note that the model correctly identifies textured and flat regions. In particular the NVF is close to 0 in textured regions and close to 1 in flat regions. 
WATERMARK EMBEDDING AS CONSTRAINED OPTIMIZATION
We assume that we are given an image to be watermarked denoted I. If it is an RGB image we work with the luminance component. We are also given a masking function V(I) which returns 2 matrices of the same size of I containing the values and corresponding to the amount by which pixel can be respectively increased arid decreased without being noticed. In general, the function V can be a complex function of texture,luminance, contrast, frequency and patterns. Here we adopt the generalized gaussian model of an image and consequently the construction of V(I) from equation 7 is straightforward. We note that and 1fll,3 are not necessarily the same since in addition to the NVF we also take into account truncation effects. That is pixels are integers in the range 0 -255 consequently it is possible to have a pixel whose value is 1 which can be increased by a large amount. but can be decreased by at most 1. We wish to embed m = (mi. rrt2...mM) where m E {0. 1} and M is the number of bits in the message.
Without loss of generality we assume the image I is of size 128 x 128 corresponding to a very small image. For larger images the same procedure is adopted for each 128 x 128 large block.
To embed the message, we first divide the image into 16 x 16 blocks and perform the 1-level wavelet transform. In order to embed a 1 or 0 we adopt a differential encoding strategy in the lowest subband (LL). In particular we choose four neighbouring coefficients and increase two coefficients while decreasing the other two. The choice of which two to increase or decrease is a function of whether we wish to encode a 1 or a 0 so that at decoding we take the difference between the sums of the two pairs of coefficients and apply the mappings (+ -* 1),(--0). We note that it is important to select a 2 x 2 block of neighbouring coefficients since the underlying assumption is that the difference on average is 0. In order to embed the largest possible values while satisfying masking constraints, the problem is formulated for each 16 x 16 block as a constrained optimization problem. In the case of the Haar wavelet, for a 16 x 16 block, we have 64 coefficients available in the LL subband. In each block we encode 8 bits by selecting 32 coefficients grouped into 8 2 x 2 blocks. We then have:
minf'x ; Ax'(b (8) where x = [Xi,i . . . x16,1xl2 • . . X16,2 • . . X1,16 . . . xi6,i6] is the vector of coefficients arranged column by column. f is a vector of zeros except in the positions of the selected coefficients where we insert a (-1) or ( 1) depending on whether we wish to respectively increase or decrease the value of a coefficient. Ax b contain the constraints which are partitioned as follows.
IDWT zp A= ----; b= ---- (9) -IDWT z&n where IDWT is the matrix which yields the 2D inverse DWT transform of x (with elements of the resulting image arranged column by column in the vector). We also note that we take and Li to be column vectors where the elements are taken columnwise from the matrices of allowable distortions. If we let be the coefficients of the 1D inverse DWT (known as the synthesis matrix22) then it is easily shown that the matrix IDWT in our 2D case is given by: Stated in this form the problem is easily solved by the well known Simplex method. Stated as such the problem only allows for spatial domain masking, however many authors2' suggest also using frequency domain masking. This is possible by adding the following constraints: L<x<U (11) Here L and U are the allowable lower and upper bounds on the amount we by which we can change a given frequency component. The Simplex method can also be used to solve the problem with added frequency domain constraints. We note that by adopting this framework, we in fact allow all coefficients to be modified (in a given 16x16 block) even though we are only interested in a subset of coefficients (in the LL subband) at decoding. In words, we are "making space" for the watermark in an optimal fashion by modifying elements from the orthogonal complement of the coefficients we are interested in, while satisfying spatial domain constraints.
RESULTS
The algorithm was tested on several small images of size 128x128. Prior to embedding the 80 bit message, we first append a 20 bit checksum and then encode the message using turbo codes23 to yield a binary message of length 512. Thrbo codes provide near optimum performance and are consequently superior to other codes used currently in watermarking (mostly BCH and convolution). The 20 bit checksum is essential in determining the presence of the watermark. At detection if the checksum is verified we can safely say (with probability of error) that a watermark was embedded and successfully decoded. Both the Haar wavelet and the Daubechies 4-tap filter were tested. In the case of the Haar wavelet, the algorithm was resistant down to a level of 70% quality factor. Better results were obtained for the 4-tap Daubechies filter where the algorithm is robust down to a level of 50% quality factor and is resistant as well to low and high pass filtering. By resistant, we understand that all the bits are correctly decoded and the checksum verified. We note that for the case of the Daubechies 4-tap filter, some minor modifications must be made to the embedding strategy. In particular, when taking the inverse DWT we obtain a block size which is bigger than the original block. These boundary problems are well known in the wavelet literature. The difficulties are easily overcome by imposing that the extra boundary pixels be constrained to be 0. This is done in practice by setting the appropriate values in t and Li to 0.1 and -0.1 respectively. We do not set these all the way to zero since often this leads to an overly constrained problem.
An example is given in figure 4 where the original image (128 x 128), watermarked image (Daubechies 4-tap filter) and watermark (difference between original and watermarked) are presented. We observe that the watermark is stronger in textured regions as expected. We note that the watermark is slightly visible along the long vertical edge to the left of the image. This is a limitation of the visibility model which does not take into account the high amount of structure to which the eye is particularly sensitive. In order to overcome this problem more sophisticated models are being developed which take into account the presence of lines in the image. In these regions, the allowable distortion must be reduced. Maximizing strength of the watermark while minimizing visibility in an automatic way over a wide range of images is a delicate problem since each image is unique.
On a Pentium 233MhZ computer the algorithm takes 20 minutes to embed the watermark. This is time is non-negligible. The problem arises from the fact that a formidable optimization problem must be solved at embedding. That is at each block we have 2 * 16 * 16 = 512 constraints. On the other hand the optimization in each block is independent once the global mask has been calculated. Consequently the algorithm can be carried out in parallel and is of theoretic interest. 
CONCLUSION
In this article we have described a new algorithm for the embedding of wavelet domain watermarks in an optimal manner. The algorithm is extremely flexible in that constraints as determined by masking functions can be easily incorporated in the spatial domain and any linear transform domain may be used although here we considered the special cases of the Haar and Daubechies wavelets. Furthermore we show how to handle problems with truncation in an optimal way and propose the novel approach of modifying all wavelet domain coefficients even though we are only interested in a subset in the LL subband. The algorithm allows for the recovery of 80 bits of information in a small image even after a JPEG compression at quality factor 50%. By contrast the same algorithm implemented in the DCT domain in 8 x 8 blocks is resistant down to a quality factor of 30%.'° This suggests that there is much to be gained in matching the embedding strategy with the compression algorithm. Consequently, future work will involve attempting to match the embedding with the EZW wavelet compression algorithm. Work is currently also under way to apply the ideas of" so as to make the algorithm resistant to geometric changes as well.
