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Abstract. The solution of the Euler equations by the spectral element method (SEM)
is subject to oscillatory behavior if the high-frequency modes are not damped in some
way. In this analysis, we extend to high order spectral elements and to low-Mach number
flows the recent work by Nazarov and Ho↵man [20], where an LES-like physical di↵usion
acts both as a localized and controlled numerical stabilization for finite elements and
as a turbulence model for compressible flows. In the framework of high-order SEM for
the solution of the low-Mach number flows, this approach is a possible physics-based
alternative to the variational multiscale stabilization (VMS) method that the authors
successfully applied to the SEM solution of the advection di↵usion equation [17] in the
context of atmospheric flows. Like for VMS, stabilization is obtained by means of a
residual-based term that is added to the inviscid Euler equations. Unlike VMS, however,
this extra term is based on purely physical –rather than numerical– assumptions, in that
it is related to the viscous component of the stress tensor of the Navier-Stokes equations.
The method is tested with pseudo and fully 3D simulations of idealized nonhydrostatic
atmospheric flows and is verified against data from the literature. This work represents a
step toward the implementation of a stabilized, high order, spectral element LES model
within the Nonhydrostatic Unified Model of the Atmosphere (NUMA) developed by the
authors.
1 Introduction
Recently, a numerically stable and computationally inexpensive large-eddy simulation
(LES) model for compressible flows was designed for adaptive finite elements in [20].
In this work, we explore the capabilities of that LES model to act as a stabilization
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method for the spectral element solution of the Euler equations at the low Mach num-
ber regimes typical of atmospheric flows. This e↵ort is justified by the fact that, within
the community of atmospheric modelers, there is still a widespread concern about the
most proper stabilization scheme to be used with either Galerkin or other approximation
methods of the equations of atmospheric dynamics. Although the use of residual-based
stabilizing schemes has been largely assessed for the finite element method during the
past thirty years (e.g. Streamline-Upwind/Petrov-Galerkin (SUPG) [2], Galerkin/Least-
Squares (GLS) [10], Variational Multiscale (VMS) [9, 8, 18]), hyper viscosity is still today
the most classical approach used by atmospheric modelers in spite of its important draw-
backs (see, e.g. [11]). With this work, we propose a possible physics-based alternative to
the VMS scheme that the authors successfully applied to the spectral element solution of
the advection-di↵usion equation in [17], and show its capabilities to produce accurate and
stable solutions of 3D dry and moist atmospheric flows that are fully comparable with the
literature. Although this is an LES model, however, much additional work is necessary
to fully assess its applicability as a turbulence closure for atmospheric simulations, and
is now left out of the scope of this paper. This e↵ort is a first step that the authors
are making toward the implementation of a stabilized high order spectral element LES
model (LES-SEM) within the Nonhydrostatic Unified Model of the Atmosphere (NUMA)
developed by the authors ([13, 6]).
The rest of the paper is organized as follows. The sets of equations and the LES model
are described in Section 2. The numerical method of discretization of these equations is
reported in Section 3, which is followed by the numerical tests and results in Section 4.
The concluding remarks are given in Section 5.
2 Equations sets
We are interested in the solution of the Euler equations for dry and moist flows. The
model is described in the following two subsections where the equations for dry dynamics,
the LES model, and the prognostic equations of water quantities in the atmosphere are
described.
2.1 Dry dynamics
Let ⌦ 2 R3 be a fix three dimensional domain with boundary @⌦. Let us also define the
set q = [⇢ u ✓]T of the unknown density, velocity, and potential temperature. T indicates
the transpose operation. The strong form of the time-dependent Euler equations with
gravity, g, is written as:
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⇢t + u ·r⇢+ ⇢r · u = 0
ut + u ·ru+ 1⇢r · (Ip) = gk
✓t + u ·r✓ = 0
(1)
where p is the pressure, I is the rank-3 identity tensor, and k is the unit vector [0 0 1]T .
Equations (1) must be solved in ⌦ 8t 2 (0, T ). It is understood that proper initial and
boundary conditions must be assigned. This system of five equations and six unknowns
is closed by the equation of state for a perfect gas
p = C0(⇢✓)
 , (2)
where C0 = R /p
  1
0 . R = 287 Jkg
 1K 1 is the gas constant dry air,   is the ratio
of the coe cients of specific heat at constant pressure, cp, and volume, cv, and p0 is a
reference pressure that we take equal to 1000 hPa. Using the equation of state, we express
the space derivative of pressure, rp, as a function of ⇢ and ✓ and write:
rp = C0r(⇢✓)  = C0 (⇢✓)  1 [⇢r✓ + ✓r⇢] .
2.2 LES-like stabilization
The straightforward approximation of (1) by spectral elements is known to lose numer-
ical stability, with Gibbs oscillations that cause the solution to lose its accuracy. As a
way to stabilize the problem, the Euler equations are corrected to include a residual-based
viscosity in the way described below. The viscous terms are added to the right-hand side
of the Equations (1). We write:
⇢t + u ·r⇢+ ⇢r · u = r · (⌫nr⇢)




✓t + u ·r✓ = r · (nr✓) .
(3)
The new viscosity coe cient that appear in Equations (3) are computed dynamically as
a function of the solution. They are calculated element-wise on every high order element
K. More specifically, given the sensible temperature T = ✓(p/p0)R/cp and one element
with linear equivalent length h¯K , we start by defining the dynamic viscosities
µmax|K = 0.5h¯K k⇢nk1,K k|un|+
p
cpT nk1,K , (4)
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and









where ·¯ indicates the space average of the quantity at hand over ⌦ and the k·k1,⌦ terms
at the denominator are used for normalization for a consistent dimension of the resulting
equation. Having µmax and µ1 constructed, we can compute the dynamics coe cients of
the viscosity terms in Equations (3) as:
µn|K = min (µmax|K , µ1|K) , n|K = Pr
cp   1µn|K , ⌫n|K =
Pr
k⇢nk1,K µn|K , (6)
where Pr = 0.1 is an artificial Prandtl number suggested in [20]. In the case of atmo-
spheric flows, we expect that the optimal Prandtl number may di↵er from the suggested
value above. However, at the current stage of this work, we have not made any additional
analysis to verify our statement.
2.3 Moist dynamics
When the atmosphere contains moisture, Equations (3) must be modified to include
the e↵ect of water tracers and must be coupled to a set of additional transport equations
that model the dynamics of moisture. Given the scope of this paper, it will su ce for us to
model the simplest of water interactions in the atmosphere: specifically, condensation of
water vapor into clouds and formation of rain water and precipitation. For this purpose,
the microphysical processes are modeled by means of the Kessler parameterization [14].
The water substances are treated in terms of the mixing ratio of water vapor, qv, cloud




i = v, c, r.
Because moist air contributes with a positive buoyancy to the momentum of the flow,
the buoyancy term B = gk in the Euler equations above is corrected as follows:
B = g(1 + ✏qv + qc   qr)k, (7)
where ✏ = R/Rv is the ratio of the gas constant of dry air and the gas constant
Rv = 461Jkg 1K 1 of water vapor. Furthermore, due to the microphysical processes
that involve phase changes in the water content, a source/sink term that includes the
latent heat release or gain is added to the right-hand side of the equation of potential
temperature: S✓ = f(Lv) (for details on this term, the reader is referred to [15]).
The mixing ratios qv, qc and qr in Equation 7 are computed from the solution of the
three additional advection-reaction equations
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qit + u ·rqi = Sqi(⇢, qv, qc, qr) 8 i = v, c, r, (8)
where Sqi(⇢, qv, qc, qr) are the sources and sinks that are computed as a function of the
microphysical processes in the Kessler scheme. The systems (3) and (8) are coupled and
are solved in two steps through the classical saturation adjustment technique (see [23]).
3 Space and time discretization
3.1 Spectral element approximation
To solve (3) and (8) by the spectral element method on a domain ⌦, we proceed by




+ L(q) = S(q), (9)
where L and S are the di↵erential operator in space and the source terms that can
be easily identified in the five + three equations above. Given a basis function  that








d⌦ = 0. (10)
The weak form of the di↵usion operators is obtained, as usual, by integration by
parts. The integrals above are solved element-wise on the discrete polyhedral approx-
imation ⌦h of the domain ⌦. The discrete domain ⌦h is defined by the union of Ne non-
overlapping quadrilateral elements ⌦he . For every element we define a bijective transforma-
tion F⌦he : (x, y, z) ! (⇠, ⌘, ⇣) that maps the physical coordinate system, (x, y, z) to the
reference system (⇠, ⌘, ⇣) where the reference element ⌦ˆhe (⇠, ⌘) = [ 1, 1]⇥ [ 1, 1]⇥ [ 1, 1]
lives. The Jacobian matrix of the transformation has components J i = @⇠F i and deter-
minant |J|. Given the definition of the reference element, the element-wise solution can




 k(F 1⌦e (x)) qN(xk, t), e = 1, . . . , Ne (11)
where (N +1)3 is the number of collocation points within the element of order N , and
 k are the interpolation polynomials evaluated at point k. The basis functions  k are
constructed as the tensor product of the one-dimensional functions hp(⇠(x)), hq(⌘(x)),
and hl(⇣(x)) as:
 k = hp(⇠(x))⌦ hq(⌘(x))⌦ hl(⇣(x)),
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8p, q, l = 0, ..., N . hp(⇠(x)), hq(⌘(x)), and hl(⇣(x)) are the basis functions associated
with the N LGL points ⇠p, ⌘q, and ⇣l respectively, given by the roots of
(1  ⇠2)P 0N(⇠) = 0,
where P 0N(⇠) is the derivative of the N
th-order Legendre polynomial. Given these
definitions, the one-dimensional Lagrange polynomials hp(⇠) are
hp(⇠) =   1
N(N + 1)
(1  ⇠2)P 0N(⇠)
(⇠   ⇠p)PN(⇠p) .
The functions hq(⌘), hl(⇣) are computed in the same way. The same expansion (11) is




























q(⇠p, ⌘q, ⇣l, t)|J(⇠p, ⌘q, ⇣l)|!⇠p!⌘q!⇣l , (13)









The substitution of the expansions (11,12) into the weak form (10) yields the semi-
discrete (in space) matrix problem
@q
@t
= bDT F(q) + S(q) (14)
where, for the global mass and di↵erentiation matrices, M and D, we have that bD =
M 1D. The global matrices are obtained from their local counterparts, M e and De, by
means of the direct sti↵ness summation operation that maps the local degrees of freedom
of an element ⌦he to the corresponding global degrees of freedom in ⌦
h, and adds the
element values in the global system. By construction, M is diagonal (assuming inexact
integration), with an obvious advantage if explicit time integration is used.
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3.2 Time discretization
The discretization in time is made by the Implicit-Explicit (IMEX) method of [6].
4 Numerical Tests
In the following section, the SEM-LES method presented in the previous Sections
is tested against a suite of standard benchmarks of ubiquitous use when testing new
atmospheric dynamical cores.
First, the model is verified in dry mode. We perturb a neutrally stable atmosphere
with thermal anomalies that vary in definition and size. Because these tests do not have
an analytic solution, the metrics that we use are based on comparison with the literature
using the values of the extrema and the front velocity of the moving thermals. These tests
include the rising thermal bubble in a large domain [1], and a modified density current
[1, 24]. Once we have verified the ability of the model to handle dry dynamics on scales
that are meaningful for atmospheric simulations, we solve a fully three-dimensional squall
line (i.e. thermal convection with warm rain) triggered by a thermal perturbation of a
realistic moist, partially unstable, background state.
Given that the analytical solution does not exist, it must be understood that these tests
can only give a qualitative (and relative) information on the accuracy that one model can
achieve.
4.1 Dry atmosphere
The background state is characterized by a neutral atmosphere with uniform potential














4.1.1 Case 1: Warm bubble in a large domain
The convection of a warm bubble in a uniform environment has been widely used
by di↵erent authors (e.g. [21, 12, 1]) to test their codes. Similarly to [1] and [25], the
domain extends within [0, 10000]⇥ [ 1,1]⇥ [0, 10000]m3. In the y-direction the domain
extends infinitely A large cylindrical bubble of x  and z  radii r0 = 2000m is centered
in (xc, zc) = (10000, 2000)m and is initially at rest. This warm region is used to perturb
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the atmosphere that is initially at a uniform potential temperature ✓ = ✓0 = 300 K. The
perturbation is given as a linear function of R =
p
(x  xc)2 + (z   zc)2 by
✓0 =
8<: 0 if R > r0
A [1.0 R/r0] if R  r0,
(17)
where A = 2.0 K is the perturbation amplitude. The initial velocity field is zero
everywhere. Periodic boundary conditions are used along y whereas no-flux conditions
are set in x and z.
Results Case 1 The final time is set to tf = 1020 s. We perform three runs on four
di↵erent resolutions: 1)  x =  z = 12.5m, 2)  x =  z = 25m, 3)  x =  z = 50m,
and 3)  x =  z = 100m. The di↵erent resolutions were used to analyze the behavior
of the method as the grid is refined, although no proper convergence study was made.
Fig. 1 shows the values of the perturbation ✓0 = ✓   ✓0 for the four simulations. The
results qualitatively agree with those of [1]. However, quantitatively we notice that the
amount of di↵usivity that is being added by the method seems to be just enough to
stabilize the solution, with a limited amount of di↵usion in the solution. This statement
can be quantified by looking at the values of the extrema in Table 1. We notice that the
value of the maxima and minima increase, in absolute value, as the grid is refined. A
possible explanation can be searched in the fact that the stabilization method at hand is
a function of the residual of the solution. As the grid is refined, the amount of artificial
di↵usion decreases proportionally to the square of the grid resolution. On a finer grid, less
stabilization is necessary; as less di↵usion is then added, the oscillatory behavior typical
of high order spectral elements becomes more visible; although stabilization cannot be
compromised by that.
Negative values of ✓ in Table 1 indicate the presence of local undershoots. In our
case, a possible solution is the addition of a discontinuity capturing scheme to preserve
monotonicity. In the current 3D code used for this study, we have not implemented
the successful shock capturing method used for tracers in the atmosphere in [17]. This
approach will be reported in a future article.
Remark: In Table 1, the results relative to the Advanced Research Weather Research
and Forecasting modeling system (WRF-ARW) [22] were obtained by [1] using fifth- and
third-order finite di↵erences in the horizontal and vertical directions, respectively, and
adding artificial viscosity with di↵usivity coe cient µ = 15m2 s 1 to preserve stability.
The run of the f-wave solver in the same reference employed a second-order finite volume
scheme.
8
S. Marras, F. X. Giraldo, A. Mu¨ller
Figure 1: Case 1: ✓0 at t = 1020 s. Top left:  z =  x = 100m. Top-right:  z =  x =
50m. Bottom-left:  z =  x = 25m. Bottom-right:  z =  x = 12.5m.
4.1.2 Case 2: Density current
The density current was introduced in [5] and became a standard benchmark in the
development of atmospheric codes [24]. Like in [1], in this paper the benchmark is slightly
9
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Table 1: Case 1. Comparative results of ✓0min,max (K) and (u, w)min,max (m s
 1) at 1020 s.
LES (SEM), VMS (FE) at di↵erent resolutions, WRF-ARW (FD), and f-wave (FV) are
compared. The results from WRF-ARW were found with an additional artificial di↵usion
with constant µ = 15m2 s 1.
Model µ = 15m2 s 1 ✓0min ✓0max umin umax wmin wmax
LES (12.5 m) NO -2.78e-1 2.30 -12.27 10.78 -11.22 14.50
LES (25 m) NO -1.53e-1 2.20 -11.72 10.73 -10.94 14.32
LES (50 m) NO 6.61e-2 2.06 -9.98 9.81 -10.58 13.52
LES (100 m) NO -4.73e-2 1.76 -9.03 7.32 -9.07 12.44
VMS (50 m) [19] NO -1.38e-2 1.24 -10.21 10.21 -8.93 14.47
VMS (125 m) [19] NO -1.08e-2 1.01 -8.90 8.90 -7.43 14.03
VMS (250 m) [19] NO -1.53e-2 0.89 -7.18 7.18 -6.65 12.09
f-wave (125m) [1] NO -1.0e-2 1.39 -8.53 8.53 -7.75 13.95
WRF-ARW (125m) [1] YES -6.0e-2 1.65 -5.05 5.05 -5.0 11.5
modified and run without the constant and uniform artificial di↵usion with coe cient
µ = 75m2 s 1. This is because we are interested in understanding the way the LES-
like method described so far can serve as a stabilizing tool without the need for further
viscosity. The initial base-state is at uniform potential temperature ✓ = ✓0 = 300K within
the domain [ 25600, 25600] ⇥ [ 1,1] ⇥ [0, 6400]m3. A perturbation of ✓ centered in
(xc, zc) = (0, 3000)m and with radii (rx, rz) = (4000, 2000)m is given by the function
✓0 =
8><>:






if R  1
(18)
where the perturbation amplitude is A =  15 K and R =p(x  xc)/r2x + (z   zc)/r2z .
Periodic boundary conditions are used along y whereas no-flux conditions are set in x and
z. The initial velocity is zero.
Results case 2: Figs. 2 and 3 show the contours of ✓0 = ✓   ✓0 at tf = 600 s and
tf = 900 s for three di↵erent resolutions: 1)  x =  z = 100m, 2)  x =  z = 50m,
and 3)  x =  z = 25m. The cold perturbation introduces a heavier pool of air whose
downward motion is responsible for the development of the propagating front. Inertia
causes the top layers of the front to pull back and gives rise to Kelvin-Helmholtz structures.
Being inviscid, the results should compare with those in [1]. At comparable resolution,
we observe the same rotating structures. To measure the front position at tf = 900 s, we
take the node on the ground where ✓0 =  1 K. A comparison of the front position and
✓0max,min with respect to the referenced literature is reported in Table 2. As the resolution
decreases, the front appears slower; this fact is also observed in Fig. 5 of [24].
As the resolution is increased, the amount of structures that are resolved increases as
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Figure 2: Density current: ✓0 at t = 600 s. From top to bottom:  z =  x = 100m,
 z =  x = 50m,  z =  x = 25m.
well. Without the large viscosity that homogenizes the solution as done in [24] with the
sole target of reaching convergence, the inviscid, non-linear, and non-steady solution that
we present here is not expected to show signs of space-convergence. The same behavior
was observed in [18], where VMS was used to stabilize a finite element discretization of
the same model. We, rather, expect more and more structures to be resolved until the
smallest refinement of the order of the subgrid scales is reached. The energy spectrum of
this simulation is compared against the theoretical  5/3 Kolmogorov theory in Fig. 4.
4.2 Moist dynamics
We now assess the ability of LES-SEM to simulate moist dynamics in a realistic envi-
ronment. The initial state for the simulation of the convective storm is defined by a real
measurement of the thermodynamic and water quantities along a vertical column. The
sounding data are plotted in Fig. 5. The lower troposphere is characterized by a layer of
unsaturated water vapor (qv) that decreases to zero with height. For the storm to initi-
ate and develop, an unstable atmosphere is necessary in the lower troposphere. A typical
condition in stormy weather is an unstable atmosphere below the tropopause above which
11
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Figure 3: Density current: ✓0 at t = 900 s. From top to bottom:  z =  x = 100m,
 z =  x = 50m,  z =  x = 25m.
a thermal inversion causes the stability to change. The formation of the storm is possible
as long as the convective available potential temperature (CAPE) is above 2 kJ. Like
the dry case, no analytic solution exists. Furthermore, the solution of moist convection
is highly dependent on the resolution (see, e.g., [3, 4]) so that a convergence analysis is
not an option to fully evaluate the model. Given the scope of this paper, we will limit
ourselves to simulate a fully three-dimensional squall line at one suitable resolution with
the sole intent of verifying that the code can handle realistic problems with moisture. A
thorough analysis of moist convection using NUMA will be presented in a work that is
being currently developed by the authors.
4.2.1 Case 3: 3D convective cell
The three-dimensional simulation of a convective cell is defined in the domain [ 80000, 80000]⇥
[ 60000, 60000]⇥ [0, 24000]m3. The initial field is perturbed by a temperature anomaly
✓0 3 K warmer than the surrounding environment. The perturbation is centered in
(xc, yc, zc) = (0, 0, 2000)m and is defined by
12
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Figure 4: Density current: energy spectrum of the simulation with  x =  z = 100m.
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Figure 5: Skew-T plot of the initial sounding. The thick black continuous and the dash-
dotted purple lines represent, respectively, temperature and the dew point temperature.
The dashed red curve is the wet adiabatic curve. The area between the wet adiabatic and
the T curve is equivalent to the value of convective available potential temperature.
14
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Table 2: Case 3. Comparative results of ✓0min,max and front location at 900s. LES (SEM),
VMS (FE), WRF-ARW V2.2 (FD), f-wave (FV), Spectral Elements (SE), filtered Discon-
tinuous Galerkin (DG), REFC, REFQ and PPM results are compared. All models but
LES-SEM and VMS used artificial di↵usion with constant µ = 75m2 s 1.
Model µ = 75m2 s 1 ✓0min ✓0max Front Location [m]
LES (25 m) NO -10.21 0.17 14440
LES (50 m) NO -9.12 0.03 14166
LES (100 m) NO -7.340 0.02 13550
VMS [19] (25 m) NO -13.98 7.81 14890
VMS [19] (50 m) NO -12.91 3.54 14629
VMS [19] (75 m) NO -10.23 2.55 14487
VMS [19] (100 m) NO -8.0 2.03 14355
WRF-ARW 50 m YES -7.32 0.0 14470
SE [7] 50m YES -8.90 1.2e-4 14767
DG [7] 50m YES -8.90 1.2e-4 14767
f-wave (FV) [1] 50 m YES -9.82 8.92E-03 14975
REFC [24] 50 m YES -9.77 0.0 14437
REFQ [24] 50 m YES -10.00 0.0 14409
PPM [24] 50 m YES -8.31 0.022 15027
✓0 = ✓c cos2
⇡R
2




(x  xc)/r2x + (y   yc)/r2y + (z   zc)/r2z ,
and (xr, yr, zr) = (10000, 10000, 1500)m.
Results Case 3. ⌦h is subdivided into 40⇥30⇥24 elements of order 4. A stretched grid
along z is used to make the resolution higher in the lower atmosphere. The horizontal
resolution is equal to  x =  y = 1000m.  z varies from 200m in the lowest layer
to 525m in the upper atmosphere. The domain is crossed by a horizontal wind along
the x-direction. The velocity decreases linearly from 12ms 1 on the ground to 0m s 1
at z = 2000m. A no-slip condition is applied on the surface boundary while periodic
boundaries are defined along x and y. A Rayleigh type absorbing layer is included at
z   19000m.
The first cloud forms at approximately 900 s. The presence of the wind shear immedi-
ately breaks the axial symmetry of the cloud and allows the storm to self-sustain as long
as there is a flow of water vapor to feed the core of the storm. The first condensation
of qc into qr occurs at approximately 1200 s and the first rain reaches the ground about
600 s later. As convection reaches the tropopause, the mean vertical motion of the cloud
15
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stops due to the higher stability of the environment. A realistic rendering of the storm
at t = 9000 s is shown in Fig. 6. The view of the simulated cloud is from the ground
using a realistic perspective; the camera is centered at (x, y, z)camera = (48, 41, 0) km,
with focal points at (x, y, z)focal,point = (4.4, 0, 13.3) km. A qualitative representation of
the fully developed storm at the same time is plotted in Figs. 7 and 8. The quantitative
values of qc and qr are plotted in Fig. 9. The values are qualitatively and quantitatively
comparable to the literature. For a direct comparison of a single cell convective storm,
please, see Chapter 6 of [16], where this specific test case was defined and executed using
a stabilized finite element method.
Figure 6: 3D Squall Line: camera view from (x, y, z)camera = (48, 41, 0) km, with focal
points at (x, y, z)focalpoint = (4.4, 0, 13.3) km. The rain is visible from the vertical streaks
illuminated by the sun. Rendering using MAYA.
5 Conclusions
We extended to high order spectral elements the LES-based stabilization method first
introduced in [20] for the finite element solution of fully compressible flows. We explored
the capabilities of this inexpensive technique to solve the Euler equations of stratified
flows at the low-Mach regimes encountered in atmospheric flows. When applied to dry
and moist simulations, the current implementation appears to give satisfactory results
that are comparable to others presented in the literature. Without the need for any
additional viscosity, this dynamic LES scheme proved to be su cient to stabilize the
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(a) View from 0  in azimuth and 0  in elevation.
(b) View from 45  in azimuth and 0  in elevation.
Figure 7: 3D Squall Line:  x =  y = 1000m  z = 245m (40 ⇥ 30 ⇥ 24 elements of
order 4). Isosurface of qc (red) and qr (blue) at tf = 9000 s.
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(a) View from 45  in azimuth and 15  in elevation.
(b) View from  45  in azimuth and 15  in elevation.
Figure 8: As Figure 7, but from a di↵erent perspective.
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Figure 9: 3D Squall Line: vertical slice of qc (top) and qr (bottom) at y = 0.0m. tf =
9000 s. The quantities are measured in kg/kg.
spectral element solution of the Euler equations in atmospheric applications. However,
since a thorough analysis was not carried out to evaluate this approach in terms of its
turbulence modeling properties, much additional work is necessary to fully assess it in its
applicability as a turbulence closure for atmospheric simulations.
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