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    Multicrystalline silicon (mc-Si) grown by directional solidification is widely used 
in photovoltaic applications because it is very cost-effective. The photovoltaic 
properties of mc-Si are strongly dependent on its grain size, crystallographic orientation, 
and the presence of defects. In recent years, many techniques e.g. mono-like silicon, 
dendritic casting growth and high performance mc-Si techniques had been developed 
to get a mc-Si ingot with low defect density. However, there still exist large and internal 
challenges related to: the control of nucleation, twinning occurrence, grain competition, 
defect generation and their evolution during growth. As a consequence, further 
understanding of the crystal growth mechanism from melt is needed to increase the 
competitiveness of those processes and to reach an efficient mass production. 
    In this study, we experimentally study the directional growth of pure silicon from 
its melt using in situ observation system and particularly, on the evolution of 
crystal/melt interface to investigate multicrystalline silicon growth mechanism. 
Furthermore, the grain structure information e.g. the grain orientations and grain 
boundaries types was performed through electron backscattering diffraction (EBSD). 
The in situ observation data and the character of solidified crystal give complementary 
information on the grain structure and defects occurring during the process. We focus 
on the growing crystal/melt interface, grain boundary development and twinning 
occurrence, aiming at deepening the fundamental understanding on the phenomena that 
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Meeting the world’s needs for energy, world population growth and global 
warming issue, sustainable energy is one of the greatest challenges for humanity in 21st 
century. The main idea of sustainable energy is to use energy in the way that "meets the 
needs of the present without compromising the ability of future generations to meet 
their own needs." [1]. Energy sources such as solar, wind, and hydroelectric energy are 
currently in the spotlight for sustainable energy development.  
In 1839, Edmund Becquerel discovered the first photovoltaic (PV) application 
using silver chloride and platinum electrodes, whereby sunlight energy excites electrons 
present in electrodes [2]. PV energy is able to directly convert sunlight into electricity, 
which is often referred to as solar electric energy. According to the International Energy 
Agency (IEA) [3], solar power is expected to provide a third of the global final energy 
demand after 2060, while CO2 emissions would be reduced to very low levels. Fig. 1-1 
shows the installed power generation capacity by source based on IEA world energy 
outlook. Solar PV could surpass coal and gas energies and become the largest source of 
installed power capacity in next two decades. In recent years, PV has become one of 
the cheapest electrical power source in high potential regions, like Qatar, Saudi Arabia 
and other Asia area [4]. Solar panel prices have decreased within a decade and the 







Fig. 1-1 Installed power generation capacity by source in the Stated Policies 
Scenario, 2000-2040. [3] 
 
The first PV device was developed by Bell Laboratories in 1954 containing silicon 
material cells with a conversion efficiency of 6%. The schematic representation of a 
simple PV cell is shown in Fig. 1-2. An electric potential is created by a p-n 
semiconductor junction consisted of n-type and p-type semiconductor layers. Anti-
reflection coating is applied on the surface of PV cell to avoid the loss of incident solar 
radiation energy by reflecting. A depletion zone is created at the p-n junction and the 
separated static charges result in an electric field to provide the driving voltage. When 
the PV cell is exposed to sunlight, the solar energy is absorbed by semiconductor 
materials. The absorption of solar energy creates electron-pole pairs as shown in Fig. 
1-2b. The solar energy provides electrons sufficient energy to move to conduction band 
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and leave a hole in the valence band. These carriers are able to escape and become a 
part of electric current. This process generate a voltage and drive the load by absorbing 
photon energy which is well-known as photovoltaic effect. 
 
Fig. 1-2 Basic schematic of a silicon solar cell and energy band diagram of a p-
n junction. Energy of the valence band maximum and conduction band 
minimum and the Fermi level are plotted as a function of position for an n-type 




PV cells made of different semiconductor materials have been developed in recent 
decades. These materials must have certain characteristics in order to absorb sunlight 
and demonstrate the photovoltaic effect. Generally, PV cells are classified into three 
generations depending on the categories of materials and characteristics of cells. The 
first generation PV cells comprise crystalline silicon wafer-based cells which are the 
most common PV cells available in the market. Second generation cells are known as 
thin film PV cells including amorphous silicon, CdTe and CIGS cells. The third 
generation is usually called emerging photovoltaics where most of them have not yet 
been commercially applied and are still in the research or development phase. In third 
generation, the PV cells include a number of thin-film technologies and are potentially 
able to provide a high power efficiency. Different semiconductor materials have 
different capacity for light absorbing. Fig. 1-3 shows the absorption coefficient 
depending on the light wavelength in a variety of semiconductor materials [5]. 
Materials with a higher absorption coefficient can absorb photons and excite electrons 
more readily which can strongly affect the PV cell efficiency. In recent years, scientists 
of PV cell community have paid a lot of effort to develop modern technologies in order 
to achieve the goal of producing low-cost, high-efficiency PV cells. Fig. 1-4 shows the 






Fig. 1-3 The absorption coefficient in a variety of semiconductor materials at 













Fig. 1-4 Reported timeline of research solar cell energy conversion efficiencies 




Crystalline silicon has been the most prevalent bulk material for PV cells due to 
its low-cost and good efficiency performance [7]. For crystalline silicon cells, the 
theoretical efficiency under sun-light operation is about 29% considering absorption of 
light and recombination losses [8]. Generally, bulk silicon is separated into two 
categories according to crystallinity, monocrystalline silicon and multicrystalline 
silicon. Monocrystalline silicon cells are typically using high-quality single crystal 
silicon growth by the Czochralski process which are higher efficiency and more 
expensive. However, the industry requires for fast techniques that enable to simplify 
the processing line and enlarge the dimension of crystal in order to minimize the costs 
of processing as low as possible.  
Multicrystalline silicon cells are made from cast ingots which consist of multiple 
small silicon crystals. The cast ingots are usually grown using directional solidification 
method as shown in Fig. 1-5. Silicon materials are melted in a crucible by heating 
furnace. The crucible is then slowly pulled out from the heating zone in order to start 
the solidification process. After the crucible fully leaves the heating zone, a 
multicrystalline silicon ingot can be obtained. This technique are more simple and 
cheaper than the requirements for monocrystalline silicon, and the dimensions of ingot 
are able to approach more than 50 cm x 50 cm x 25 cm deep. However, the material 
quality of multicrystalline silicon is lower than that of single crystalline silicon due to 
the presence of dislocation, grain boundary and impurity segregation. These extra 
defects can interact with the carriers and reduce the performance of PV cells [9]. For 
example, grain boundary can introduce an extra defect energy levels into the band gap 
and recombine with carriers to reduce the minority carrier lifetime. In general, large 
grain crystals are considered to be more suitable for multicrystalline silicon PV cells 
because the fewer grain boundaries existed in the ingots. To avoid significant 
recombination losses at grain boundaries, crystal growth processes were optimized to 
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obtain large grains with small grain boundary densities.  
  In recent years, C. W. Lan et al. proposed an innovative technique so called high 
performance multicrystalline silicon (HPMC-Si) [10]. It was found grain boundaries 
can have lower stress in an ingot consisting of smaller grains. Moreover, grain 
boundaries with lower stress are less electrically active and less combination with 
carriers. With the development of advanced crystal growth techniques and low costing 
in production line, multicrystalline silicon has become the most common material used 
in PV cell fabrication. However, the PV efficiency is still limited at 14~18% for 
commercial multicrystalline silicon cells presently. In order to further increase the 
performance of PV cells based on multicrystalline silicon wafer, the physics and the 
mechanism in the solidification of multicrystalline silicon have become one of the most 
important issues for PV cells. 
 
 
Fig. 1-4 Schematic representation of the formation of the grain structure in the 







Several groups work on this topic using modelling, for instance, to optimize 
parameters to obtain a better crystalline quality, or by investigating the defects such as 
dislocations that form during directional solidification. In the solidification process, the 
fabrication environment e.g. the crucible materials, the solidification conditions or 
thermal conditions, plays an important role in the formation of defects. As a 
consequence, a precise control of the solidification parameters is needed in order to 
control the grain structure formed. Indeed, it is well known that defects have a strong 
adverse effect on the efficiency of PV cells, because they can trap impurities and 
interact with carriers ultimately reducing the carrier lifetime.  
In recent years, many techniques e.g. mono-like silicon, dendritic casting growth 
and HPMC-Si techniques had been developed to get a multicrystalline silicon with low 
defect density. However, there still exist large and internal challenges related to: the 
control of nucleation, twinning occurrence, grain competition, defect generation and 
their evolution during growth. As a consequence, further understanding of the crystal 
growth mechanism from melt is needed to increase the competitiveness of those 
processes and to reach an efficient mass production. However, current fundamental 
research progress is limited by the difficulty of accessing, from the ex situ study of the 
solidified ingots, understanding and control of the processes occurring during 
crystallization. 
In this thesis, we experimentally study the directional growth of pure silicon from 
its melt using in situ observation system and particularly, on the evolution of 
crystal/melt interface to investigate multicrystalline silicon growth mechanism. 
Furthermore, the grain structure information e.g. the grain orientations and grain 
boundaries types was performed through electron backscattering diffraction (EBSD) 
using a scanning electron microscope (SEM). The in situ observation data and the 
character of solidified crystal give complementary information on the grain structure 
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and defects occurring during the process. We focus on the growing crystal/melt 
interface, grain boundary development and twinning occurrence, aiming at deepening 
the fundamental understanding on the phenomena that occur during the silicon crystal 
growth.  
After this introduction chapter, the experimental background of crystal growth 
from melt and growth kinetic model are presented in chapter 2. Chapter 3 is the 
experimental setup and measurement used in this study. In chapter 4, chapter 5 and 
chapter 6, we present three important topics: 1. the effect of grain boundaries on 
instability at the crystal/melt interface, 2. the grain-boundary development from a facet-
facet groove and 3. multiple parallel twin boundary formation from step-like grain 








2-1 Silicon basics 
 
Silicon is the second most abundant element in the Earth’s crust and has been 
widely used in ceramics, glass and semiconductor devices applications. The melting 
and boiling point of pure silicon is 1414 °C and 3265 °C, respectively. Silicon is a 
member of group 14 in the periodic table and its electron configuration is [Ne]3s23p2 in 
the ground state. Pure silicon is a shiny semiconductor with energy band gap about 1.12 
eV at standard temperature and pressure. In semiconductor devices fabrication, 5-valent 
elements such as phosphorus or arsenic are usually doped in silicon to introduce an 
extra electron per dopant and create an n-type semiconductor. Similarly, doping silicon 
with 3-valent elements such as boron or aluminum creates the acceptor levels to trap 
electrons exited from the filled valence band, creating a p-type semiconductor. 
Silicon crystallizes in a diamond cubic lattice with closed packed of {111} at 
standard conditions. In the diamond lattice, each atom has 4 nearest neighbors, 12 
second nearest neighbors and 12 third nearest neighbors at a distance 𝑑1 = √3𝑎0 4⁄ , 
𝑑2 = √2𝑎0 2⁄  and 𝑑3 = √11𝑎0 4⁄ , respectively, where 𝑎0 = 5.4307Å is the lattice 
constant for silicon [11]. This structure has giant covalent bonding and results in a high 
melting point of 1414 °C, as a lot of energy is required to break the strong covalent 
bonds and melt the solid. The density of silicon in solid and liquid phase near melting 
point is about at 2.30 g/cm3 and 2.57 g/cm3 , respectively [12]. P. A. Apte et al. 
recently reported the interfacial free energy for silicon crystal/melt interface using 
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computing simulation [13]. The calculated interfacial free energy for {100}, {110} and 
{111} faces are 0.42±0.02, 0.35±0.03 and 0.34±0.02 J/m2, respectively. It was found 
that {111} face is the most stable face due to the lowest interfacial free energy which is 
consistent with the experimental observation that Si(100)/melt interface develops {111} 
facets.  
    Crystal growth from silicon melt can simply be considered as transition layer 
between phases basing Kossel’s model. Fig. 2-1 shows the roughness of silicon crystal 
surface in atomic scale [14, 15]. An atom on the facet requires an energy 𝜓 to break 
the bond with its first nearest neighbor. Meanwhile, an atom on the step and kink 
position requires respectively 2𝜓 and 3𝜓 for breaking bounds with their first nearest 
neighbors. As a consequence, atoms can attach to the kink position readily while the 
detachment from kink is arduous. During the crystal growth, silicon atoms attach to and 
detach from these positions to crystallize a silicon crystal. On the {100} face and {110} 
face, the surface contains a number of kink and step positions that atoms can easily 
attach to continue the crystal growth process. On the other hand, {111} facet acts as an 
atomically flat plane that two dimensional (2-D) nucleation is required to form a step 
or kink position to continue the crystal growth on {111} facet. As a result, {111} facet 













Fig. 2-1 Stable {111} face required the 2-D nucleation to make steps and kinks 
to grow crystal on the surface. The {110} face with many steps, and kinks can 
be more easily formed on the steps. The {100} face with many kinks and the 






2-2 Growth kinetics of crystal growth from melt 
 
Crystal growth from melt is a phase transition process from liquid phase to solid 
phase. The melt is the uniform isotropic phase and solid phase has a periodic atomic 
structure, as a consequence, an interface between crystal and melt distinguish two 
phases clearly. When the temperature T and/or pressure P in the system change, the 
phase transition may occur so as to reduce the Gibbs free energy 𝐺(𝑇, 𝑃). It is common 
to quantify the chemical potential 𝜇(𝑇, 𝑃), which is the Gibbs free energy per particle. 
Fig. 2-2 shows chemical potentials of solid and liquid in a pressure/temperature 
constant system. If the temperature decreases in a pressure constant system, the 
chemical potential of liquid 𝜇𝐿 becomes higher than that of solid 𝜇𝑆 as shown in Fig. 
7a. The chemical potential difference between two phases, △ 𝜇 = 𝜇𝐿 − 𝜇𝑠 acting the 
driving force of solidification is so called undercooling. 
 
 
Fig. 2-2 Change of chemical potentials of the solid and the liquid as a function 




The undercooling is one of the most important quantity to determine the crystal 
growth process including growth rate, growing interface, dendrite growth, etc. It has 
been experimentally observed a larger undercooling by applying higher cooling rate 
can result in a higher growth rate [16]. The velocity of growing crystal/melt interface 
can be expressed as a function of the undercooling and is typically written as: 
𝑣𝑔 =  𝛽(∆𝑇)∆𝑇 (2-1) 
where ∆𝑇 is the undercooling at the interface and 𝛽(∆𝑇) is the kinetic coefficient. The 
kinetic coefficient can depend on the undercooling and is different for different types 
of growth. For Si {100} rough plane growth, the value of kinetic coefficient 𝛽𝑟𝑜𝑢𝑔ℎ 
has been reported at about 0.122 𝑚 𝑠𝐾⁄  [17-19]. The linearity in Eq.1 does not hold 
for a facet because the local undercooling at the growth site differs depending on the 
configuration of kinks or steps. To understand the growth of a faceted surface, the 
generation mechanism of steps and 2D nucleation on facet plane should be considered. 
    On a facet plane like Si {111}, a certain undercooling is needed to nucleate 2D 
islands and start new layers in the case of low dislocation density as shown in Fig. 2-
3a. Obretenov et al. derived an expression for the growth velocity via a multi-nucleation 
growth based on 2D nucleation [20]. The growth velocity of a facet 𝑣𝑓  can be 
expressed as: 
𝑣𝑓 =  
ℎ𝐽𝑆
1 + (𝐽 𝑣𝑛𝑢𝑐𝑙⁄ )2 3
⁄ 𝑆 𝛽𝑏1 3⁄⁄
 (2-2) 
where ℎ = 3.13 × 10−10 𝑚 is the step height, 𝛽 = 0.97 is a numerical coefficient 
and 𝑏 = 4  is a geometrical factor. 𝑆  is an estimate of the facet area, where the 
temperature is close to maximum undercooling. This equation is approximated to 𝑣𝑓 =
 ℎ𝐽1 3⁄ 𝑣𝑛𝑢𝑐𝑙
2 3⁄ 𝛽𝑏1 3⁄  since the second term in denominator is usually larger than 1, 
thus the growth velocity 𝑣𝑓 become independent on the facet area 𝑆 . Beatty and 
Jackson reported the growth on Si {111} facet plane under different degree of 
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undercooling using Monte Carlo method [21]. Their simulation derived the nucleation 
rate 𝐽 = 1.15 × 1024 exp(−140 ∆𝑇⁄ ) 𝑚 𝑠⁄  and the spreading velocity of the nucleus 
𝑣𝑛𝑢𝑐𝑙 = 0.3∆𝑇. Therefore, the growth velocity of facet 𝑣𝑓 can be written as:  
𝑣2𝐷 =  𝛽2𝐷𝑁∆𝑇 (2-3) 
with 
𝛽2𝐷𝑁 =  2.22 × 10
−2exp (−46.67 ∆𝑇⁄ )∆𝑇−1 3⁄  (2-4) 
However, in real facet growth, step originating from dislocations can exist on the 
facet, as a consequence, the facet progresses a spiral growth as shown in Fig. 2-3b [22, 
23]. The presence of dislocation steps implies that the facet growth can occur at lower 
undercooling than the case of preface facet. When an atom attaches, the end of the step 
is pinned at the dislocation and the shape of step becomes spiral. The growth velocity 
thus becomes a quadratic function of undercooling which can be written as: 
𝑣𝑠 =  𝐾∆𝑇
2 (2-5) 
where 𝐾 is the kinetic coefficient dependent on the dislocation density. Fig. 2-4 shows 
the growth velocity at the crystal/melt interface as a function of undercooling ∆𝑇 for 
different types of growth. Under a low undercooling, the facet is unable to grow without 
dislocation due to the low 2D nucleation rate. By increasing the undercooling, the spiral 
growth and 2D nucleation growth occurs simultaneously and eventually 2D nucleation 






Fig. 2-3 Schematic images for (a) multi-nucleation growth and (b) spiral step 
growth with a dislocation 
 
 




2-3 Morphology of growing crystal/melt interface 
 
The morphology of the crystal/melt interface has been found to play an important 
role during the crystal growth from melt because of its strong effects on defect 
formation and impurity segregation. Mullins and Sekerka reported the instability of a 
planar crystal/melt interface and demonstrated a morphological transformation during 
crystal growth from melt [24, 25]. Fig. 2-5 shows a planar crystal/melt interface 
growing with a growth velocity 𝑣𝑔  during silicon solidification. In general, a 
continuous cooling rate with positive temperature gradient controlled by annealing 
system is used to drive the movement of crystal/melt interface. During the solidification, 
the morphology of crystal/melt interface could be atomically rough, except for the Si 
{111} facet interface [26, 27]. This atomic roughness could introduce some wavy 
perturbations into the growing crystal/melt interface, especially at high growth velocity. 
Because of the positive temperature gradient at the interface, the local undercooling of 
the wave crest is lower than that of the wave trough. This local undercooling gives a 
lower growth velocity at wave crest position than the wave trough position, as a 
consequence, the wavy perturbation would be eliminated and the morphology of 












Fig. 2-5 Growing crystal/melt interface keeps planar under a positive 
temperature gradient along the growth direction which is common for the cast 
growth.  
 
Fig. 2-6 A wavy perturbation is introduced by amplification of instability during 
crystal growth, resulting in the zigzag interface. A negative temperature gradient 
promotes the amplification because of the large undercooling at the wave crest 
on the interface. 
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However, when the temperature gradient at crystal/melt interface became negative, 
the morphology of crystal/melt interface could be strongly changed. Mullins and 
Sekerka suggested the wavy perturbation can be amplified under a negative temperature 
gradient at growing crystal/melt interface. Fig. 2-6 shows a planar crystal/melt interface 
growing under a negative temperature gradient comparing to Fig. 2-5. Similar to the 
case of positive temperature gradient, wavy perturbation could be introduced due to the 
surface roughness during solidification. As shown in Fig. 2-6, the negative temperature 
gradient formed at the crystal/melt interface results in a higher local undercooling at the 
wave crest comparing to the wave trough position. This local undercooling gives a 
higher growth velocity at wave crest position and amplifies the wavy perturbation. For 
materials having anisotropic interfacial energy like silicon or germanium, it tend to 
display a stable interface having a low interfacial energy [28, 29]. As a consequence, 
the crystal/melt interface would be faceted by the planes with lowest interfacial energy, 
Si {111} facet, is formed as shown in Fig. 2-6. This morphological transformation from 
a planar interface to a zig-zag facet interface is so-called the instability of interface. 
 
2-4 Grain boundary in multicrystalline silicon 
 
A multicrystalline silicon ingot contains a large number of grain boundaries. The 
atoms are shifted in general from their regular positions at the transition region between 
two grains comparing to the perfect lattice site. These grain boundaries can be defined 
into certain types by the crystallographic arrangement of neighboring grains. Fig. 2-7 
shows the categories of different types of grain boundaries by misorientation angle and 
coincidence site lattice (CSL) parameter Σ [30, 31]. It turns out three main categories 
of grain boundaries, small angle grain boundaries, random angle grain boundaries 
(RAGBs) and CSL grain boundaries. It is well known that grain boundaries have a great 
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relevance for the PV cell application due to the accompaniment by dislocation defects. 
These dislocations and their clusters have been reported to reduce the minority charge 
carrier lifetime and hence the PV cell efficiency [32]. 
 
 
Fig. 2-7 Category of grain boundaries by rotation angle and Σ value. Grain 
boundaries are categorized as small and large angle grain boundaries. Most of 
grain boundaries are categorized in the large angle grain boundaries which 
contain the CSL grain boundaries and random angle grain boundary. 
 
A grain boundary can be certainly described by the mutual misorientation of the 
two grains and the dislocation plane of grain boundary. One of the grain boundaries 
types relatively often existing in multicrystalline silicon is the so-called “small angle 
grain boundary” (SAGB) in opposition to large angle grain boundaries. The angle of 
misorientation between two neighboring grains in SAGBs is small, which is usually 
defined as less than 15° [33, 34]. In SAGBs case, the lattice mismatch on the atomic 
scale can be described by an array of edge-type dislocation as shown in Fig. 2-8. The 
distance between two dislocations can be related to the Burgers vector 𝑏 and the 
misorientation angle 𝜃 between two lattices. 
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For SAGBs with very small misorientation angle 𝜃, Eq. 2-6 can be approximated 
by 𝐷 = 𝑏 𝜃⁄  . However, for increasing misorientation angle 𝜃 larger than 15°, the 
distance 𝐷 between dislocation decreases and the model above become no longer 
available. In a commercial multicrystalline silicon ingot, the percentage for SAGBs is 
about 5% of total grain boundaries. On the other hand, RAGBs and CSL grain 
boundaries are categorized as large angle grain boundaries where about 95% of total 
grain boundaries in a multicrystalline silicon ingot are large angle grain boundaries. 
 
Fig. 2-8 Sketch of a small-angle grain boundary: Two grains (I and II) having a 
common [001] axis and angular difference in orientation of θ are forming a low-





Fig. 2-9 Sketch for an evaluation of the coincidence site lattice (CSL). 
 
Coincidence site lattice model (CSL model) is used to describe one of the most 
common grain boundary type in multicrystalline silicon, CSL grain boundaries. It is 
based on the fact that for certain orientations of the two neighboring grains, parts of 
their lattice sites coincide if one continues the two lattices into the respective grains. 
Fig. 2-9 shows the construction for coincide site lattices. The CSL model is widely used 
because it allows us to describe grain boundaries using only one parameter Σ . Σ 
parameter is defined by the ratio between the number of lattice sites within the unit cell 
of the coincidence lattice and the unit cell of the crystal. This ratio is equal to the volume 
of the unit cell of the coincidence lattice 𝑉𝐶𝑆𝐿 divided by the volume of the silicon unit 
cell 𝑉𝑆𝑖.  




This definition gives the value of Σ parameter are always odd numbers. The 
lowest integer Σ value except one is Σ = 3 which is well known as first order twin 
boundary. Fig. 2-10 shows the typical twin configuration Σ = 3 between two silicon 




Fig. 2-10 Sketch of a <111> Σ = 3 twin boundary. 
 
and there exists no dangling bound. Twin boundaries have lowest disturbance of crystal 
lattice and the highest symmetry in all types of grain boundaries. The formation energy 
of twin boundaries is also very low, therefore, the twin boundaries are formed 
frequently during the solidification of multicrystalline silicon.  
    CSL grain boundaries with the value of Σ = Σ3𝑛, where n is an integer larger than 
1, are also called as high order twin boundaries, like Σ9 and Σ27 grain boundaries. 
Their occurrence in multicrystalline silicon is relatively lower than Σ3  twin 
boundaries. Other CSL grain boundaries like Σ5 or Σ7 also exist in multicrystalline 
silicon ingots, however, the amount is very small. Table. 2-1 shows the CSL grain 
boundaries axis-angle pairs in a cubic system for Σ = 3~19 [35]. In general, grain 
boundaries with Σ > 27 are practically considered as a RAGBs since their symmetries 
are extremely low. For a CSL grain boundary, a criterion to determine the permissible 
deviation from exact coincidence is so-called Brandon criterion [31]. Brandon criterion 
gives a critical deviation angle 𝜃 dependent on the Σ parameter as shown in Eq. 2-7. 
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𝜃 =  15° Σ1 2⁄⁄  (2-7) 
Those grain boundaries which do not satisfy CSL model and Brandon criterion are 
so-called random angle grain boundaries (RAGBs). RAGBs have an asymmetric 
structure and separating crystallites without common lattice site. In recently, the 








































Table. 2-1 CSL grain boundaries axis-angle pairs in a cubic system for Σ =




Fig. 2-11 Tilt grain boundary energy for several Σ values as a function of the 
rotation angle 𝜃𝑅 for the <110> axis. A non-perfect Σ3 grain boundary with a 
small angle deviation is close to the energy minimum like the Σ3  grain 
boundary. A large angle grain boundary is too far away from the energy minima 
with large angle deviation. [36] 
 
Grain boundaries contribute an extra energy in the crystal lattice referring to the 
single crystal. This grain boundary energy is specific for each type of grain boundary 
and dependent on the misorientation angle. Fig. 2-11 shows the grain boundary energy 
for silicon as a function of the rotation angle 𝜃𝑅 against the {110} plane [36]. CSL 
grain boundaries have minima of the grain boundary energy especially the Σ3, twin 
boundary with a rotation angle of about 70° to the [110] direction. This energetic 
minima correlate to the high occurrence of twin boundaries in the commercial 





2-5 Morphology of crystal/melt interface including grain boundaries 
 
A grain boundary can demonstrate a grain-grain-liquid triple phase junction at the 
crystal/melt interface, since grain boundary itself is an interface between two adjacent 
grains. Fig. 2-12 shows the thermodynamic equilibrium between the three phases, 
where 𝛾𝐿𝐺1 is the solid–liquid interfacial energy between liquid phase and grain 1,  
𝛾𝐿𝐺2 is the solid–liquid interfacial energy between liquid phase and grain 2 and 𝛾𝐺𝐵 is 
the grain boundary energy. At the grain-grain-liquid triple phase junction, the 





𝑐𝑜𝑠𝜃1 + γ𝐿𝐺1𝑐𝑜𝑠𝜃2 (2-8) 
Then, a grain boundary groove with angle 𝜃𝑔𝑟𝑜𝑜𝑣𝑒 = 𝜃1 + 𝜃2 is formed at grain 
boundary position. As mention in previous section, the interfacial energy of silicon is 
anisotropic in different crystallographic orientation of the grains and the growing 
crystal/melt growth interface can be atomically rough or facet. Duffar and Nadri 
systematically discussed the morphology of the grain-grain-liquid triple phase junction 
and proposed three possible configurations at the triple phase junction: rough-rough, 
rough-facet, and facet-facet [37].  
 
Fig. 2-12 Sketch for a triple phase junction between two grains and liquid. 
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    Duffar and Nadri proposed when two rough boundaries face at the triple phase 
junction, a rough-rough groove is formed as shown in Fig. 2-13. This configuration is 
more prevalent in the solidification of pure metals and metallic alloys, such as copper 
[38]. In the case of rough-rough groove in Fig. 2-13, the development of grain boundary 








where 𝑘1 and 𝑘2 is the kinetic coefficients for two grains with orientations 𝜃1 and 




Fig. 2-13 The growth configuration of the rough-rough groove and the in situ 








    When two facets present at the triple phase junction, it results in a facet-facet 
groove as presented in Fig. 2-14. This configuration is generally observed at the 
crystal/melt interface including high-Σ  grain boundaries or RAGBs during silicon 
solidification [39, 40]. According to Jackson’s crystallographic criterion [27], the {111} 
facet is the only facet in silicon so that other orientations are not facetted. Considering 
an isothermal temperature field at the crystal/melt interface, two facets should have the 
same facet velocity and the development of grain boundary 𝜑  should follow the 
bisector line of two normal vector on the facet planes.  
    The third configuration is rough-facet groove formed when a facet is facing a 
rough interface as shown in Fig. 2-15. In this case, the undercooling at groove is 
generally low which makes 2D nucleation on the facet very rare [41]. Therefore, the 
facet cannot move significantly and the grain boundary simply follows the {111} facet. 
    The last configuration of grain-grain liquid triple phase junction is usually 
observed at crystal/melt interface including Σ3 twin boundaries. When two adjacent 
grains are in twin relationship, the surface energy is much lower than any other grain 
boundaries. Thus, no groove configuration will be found at the triple phase junction and 






Fig. 2-14 The growth configuration of the facet-facet groove and the X-ray 
observation image for facet-facet groove at Si crystal/melt interface. [37, 39] 
 
 
Fig. 2-15 The growth configuration of the facet-rough groove and the X-ray 





2-6 Twin formation during crystal growth from melt 
 
Σ3 twin boundaries have been known to represent a large fraction of the grain 
boundaries in directional grown multicrystalline silicon for photovoltaic applications. 
Twin formation are usually considered as a favorable because it is believed it may cause 
reduced generation of dislocations. It has been reported twin formation during crystal 
growth is strongly couple with a faceted crystal/melt interface. Duffar and Nadri 
discussed twin process in the silicon crystal growth and studied the twin nucleation 
mechanism on {111} facets interface [42]. Fig. 2-16 shows the nucleus configuration 
on a facet crystal/melt interface. Considering a truncated regular nucleus at a solid-
solid-liquid triple phase junction, the free energy ∆𝐺𝑅 can be expressed as: 
∆𝐺𝑅 = [(𝜋 − 𝜑) + sin𝜑cos𝜑]𝑟




where 𝜎𝑆𝐿 is the solid/liquid surface energy, ∆S is the entropy of solidification, ∆T 
is the undercooling and 𝛾 is the surface energy of the step. If the nucleus is twinned, 
the twin energy 𝜎𝑆𝑆
Σ3 on facet interface should be added and the free energy for twin 
formation can be written as: 
∆𝐺𝑇 = [(𝜋 − 𝜑) + sin𝜑cos𝜑]𝑟
2ℎ∆S∆T + 2(𝜋 − 𝜑)𝑟ℎ𝛾 




Σ3[(𝜋 − 𝜑) + sin𝜑cos𝜑] 𝑟2 
(2-11) 
    The probability of twin formation on the facet interface can be computed by 












𝑘𝑇  (2-12) 
This requires a very high undercooling 6─8 K to initiate twin formation, which is not 





Fig. 2-16 The schematic diagram of regular and twin nucleation from triple 
phase junction. 
 
Recently, Lin and Lan considered the interaction between neighboring grains at a 
triple phase junction and the multilayer twin nucleation on the {111} facets to revise 
Duffar’s twinning model to be more realistic [44]. The modified twinning model 
includes interaction between two grains, therefore the gives the free energy of formation 
for the faceting nucleus and twin nucleus at a facet-facet groove as: 
∆𝐺𝐹
∗ = (∆S∆T)2𝑉 + 2𝐴𝑠𝑡𝑒𝑝𝛾𝑠𝑡𝑒𝑝 + 𝐴𝑒𝑑𝑔𝑒𝛾𝑒 (2-13) 
∆𝐺𝑇
∗ = (∆S∆T)2𝑉 + 2𝐴𝑠𝑡𝑒𝑝𝛾𝑠𝑡𝑒𝑝 + 𝐴𝑒𝑑𝑔𝑒𝛾𝑒 + 𝐴𝑏𝑜𝑡𝜎𝑡𝑤𝑖𝑛 (2-14) 
where 𝐴𝑠𝑡𝑒𝑝 and 𝐴𝑒𝑑𝑔𝑒 are the area of the surface step and edge of the truncated 
nucleus and 𝐴𝑏𝑜𝑡  is the bottom area of the twin nucleus. This gives a critical 
undercooling is around 1 K which is more consistent with experimental observations. 
    Experimentally, Tsoutsouva et al. used in situ X-ray imaging to investigate the 
crystal/melt (c/m) interface during directional solidification from silicon 〈110〉 seed and 
directly observed the nucleation of twin crystals on the {111} facets at the 
sample/crucible edge and grain boundary groove [45]. Fig. 2-17 shows the twin 
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nucleation on the diagonal {111} facet using X-ray radiography technique presented by 
Tsoutsouva et al. They quantified the growth rate of growing interface and found a 
significant increase in the local growth rate (~16 μm/s) at {111} facet accompanying 
twin formation in comparison to the global growth rate of interface (~2 μm/s). This 
result points out that the enhanced local undercooling at {111} facet interface is driving 
forces for the twin nucleation and the value of local undercooling is estimated at about 
0.3─0.5 K [45, 46]. 
 
 
Fig. 2-17 X ray observation for the twin nucleation on the diagonal {111} facet 






Experimental setup and measurement 
method 
 
In this chapter, the schematic of experiment including sample preparation, 
experimental setup and post measurement are present. The samples are using fabricated 
silicon substrates with high purity cut into small pieces after standard wet cleaning. 
Silicon pieces are placed in a quartz crucible and melted in a two zone furnace under 
Ar atmosphere. The solidification process are triggered by cooling down the furnace 
temperature and recorded using an in situ observation system. After crystallization, all 
samples progress crystallographic etching for subsequent analyses. Electron 
backscattering diffraction (EBSD) is use to characterize the grain orientation and grain 
boundaries.  
 
3-1 In situ observation system 
 
The morphology of the crystal/melt interface has been found to play an important 
role during unidirectional growth of both monocrystalline and multicrystalline Si ingots 
because of its strong effects on defect formation [47-49] and impurity segregation [50-
52]. To further understand the mechanism of crystal growth from melt, it is very 
important to obtain experimental evidences from detail investigation at crystal/melt 
interface during solidification.  
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In the recent decades, several methods have been developed to provide the direct 
observation during crystal growth from melt, for example: In-situ high-resolution 
transmission electron microscopy (HRTEM) observation [53], electromagnetic 
levitation system [54], zone-melting recrystallization (ZMR) method [55] and in situ 
X-ray imaging system [56]. These method characterize melting and solidification of Si 
samples and give information on the dynamics and kinetics of crystal/melt interface and 
its features during solidification. However, these method are constrained by several 
experimental limitation e.g. the sample thickness (less than 500 μm) or vacuum 
environment (high to ultrahigh level). These limitations make the experimental 
conditions far from the casting method used in commercial growth facility for mc-Si 
ingots. Our group developed an in situ observation system which provides the detail 
investigation of crystal/melt interface under relatively realistic experimental conditions. 
Fig. 3-1 and Fig. 3-2 show the equipment image and the schematic illustration for in 
situ observation system, respectively. The in situ observation consist of a furnace and 
an optical digital microscope (VW-9000, Keyence Corporation, Japan) which is further 
connecting with computer to monitor the solidification process. Two graphite heaters 
in the furnace are used to control the temperature and generated a temperature gradient 
during the solidification process. A thermocouple is set inside the furnace to monitor 
the temperature during the experiment. The optical digital microscope includes a high 
speed CCD camera and a long-working-distance lens to provide a high frame rate video 
with verified magnification from 50-500x. A light source is installed in the microscope 
to obtain a clear observation using the reflectivity between solid and liquid phases. The 
resulting video is recorded and analyzed using image processing software to assess the 






Fig. 3-1 Equipment image for in situ observation system. 
 
 




3-2 Electron backscattering diffraction  
 
  Crystallographic orientation analysis and grain boundary characterization are 
performed using Electron backscattering diffraction (EBSD) method. In this study, a 
JSM-6610 A (JEOL) high- performance scanning electron microscope (SEM) equipped 
with OIM Data Collection software is used to acquire the EBSD data.  
  EBSD is a very powerful technique to obtain crystallographic information from 
samples and provides quantitative microstructural information about most inorganic 
crystalline materials [57-59]. In recent years, this method has been widely used to 
analyze texture, grain size, grain boundary misorientation and to map grain orientation 
in polycrystalline materials. Fig. 3-3 shows the schematic illustration of EBSD 
measurement in SEM system. An incident electron beam with an accelerating voltage of 
20 KeV hit on the sample surface tilted at an angle of 70˚ with respect to the horizontal 
axis. The diffracted electrons are captured by a conventional EBSD detector and form a 
diffraction pattern on the phosphor screen. The electron-diffraction pattern consists of a 
number of Kikuchi bands which comprise pairs of Kikuchi lines [60]. The schematic 
illustration for formation of Kikuchi lines is shown in Fig. 3-4. The electron beam paths 
through the specimen and scatters into elastically scattered electrons and inelastically 
scattered electrons. The elastically scattered electrons undergo Bragg diffraction and 
form the diffraction spots. The inelastically scattered electrons lose part of their energy 
through phonon interaction which create a diverging source of electrons with broad range 
of energies. Fig. 3-4a shows the intensity distribution of inelastically scattered electrons. 
Part of inelastically scattered electron can also satisfy the Bragg condition 2dsinθ=nλ and 
undergo the diffraction, where d is the spacing between lattice planes, θ is the Bragg 
angle, λ the electron wavelength and n the order of diffraction. Fig. 3-4b shows the 
simplified Bragg diffraction of inelastically scattered electrons in a specimen. The 
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inelastically scattered electrons path through OAA’ and OBB’ to cause Bragg diffraction 
respect to (hkl) crystal planes. The Bragg diffraction by inelastically scattered electrons 
does not form diffraction spots but form a pair of excess (high-intensity) and defect (low-
intensity) lines. The high-intensity lines appear far side of the direction of the incident 
electron beam due to the low background intensity of inelastically scattered electrons. 
To the contrary, the low-intensity lines appear near side of the direction. Because of the 
cylindrical symmetry of the Bragg’s condition with respect to the lattice plane normal, 
diffraction cones (Kossel cones) are formed as shown in Fig. 3-4c. The excess cone and 
defect cone are formed for each group of lattice planes. When these cones intersect the 
phosphor screen on the EBSD detector the Kikuchi lines are produced. The Kikuchi lines 
appear as almost straight lines because the cones are very shallow due to the small Bragg 
angle with a very small electron wavelength. Pairs of Kikuchi lines which are known as 
Kikuchi bands form the EBSD pattern to provide a direct measurement of a crystal 
orientation [61-63]. OIM Data Collection software can automatically analyze the 


















3-3 Sample preparation 
 
All the samples were prepared using high purity silicon materials and 20×10×10 
mm³ quartz crucibles. Non-doped Czchralski growth silicon wafers with (100), (110) 
and (111) orientation were used as the raw material. In this study, two sample preparing 
methods, general method and Orientation controlled method, were used. The details for 
sample preparing methods are explained in following. 
 
General method 
The procedure for sample preparation using general method is shown in Fig. 3-5. 
Silicon wafers are appropriately cut into pieces of 20×10 mm2 silicon sheet which are 
well-fitted to the quartz crucible. After the cutting process, the silicon samples are 
chemically washed in order to remove the grease and oxides. First, an acetone cleaning 
bath using ultrasonic cleaner is taken for 10 mins to remove the grease on the samples. 
Following the samples are placed in 18.2 MΩ·cm deionized water (DI water) bath using 
ultrasonic cleaner for 10 mins. After that, the samples experience 30 mins hydrofluoric 
acid (HF) etching and DI water rinsing to remove the oxides and particles. The cleaned 
silicon sheets are stacked up and filled the quartz crucible for solidification experiments. 
During the experiments using general method samples, the silicon materials in quartz 






Fig. 3-5 Sample preparation using general method. 
 
 
Orientation controlled method 
Orientation controlled samples consist of two 20×5 mm2 silicon sheets cutting in 
different orientations as shown in Fig. 3-6. Some of silicon sheets (red border) are set 
the growth direction with an angle θ respect to the origins (black border). The silicon 
sheets are well-marked and experience the chemical washing process which is the same 
as general method.  
Two silicon sheets in different growth direction are set between two quartz plates 
to keep the silicon melt surface flat during solidification. The end of samples is painted 
using carbon adhesive bond to fix the position of the silicon sheets. The sandwich-like 
sample is placed in a crucible coating boron nitride (BN) to reduce the wettability 
between silicon melt and crucible. During the solidification using Orientation 
controlled samples, the silicon materials are not fully melted in order to initiate the 
crystal growth from the unmelted seed crystals. Thus, the grain boundaries would be 





Fig. 3-6 Sample preparation using Orientation controlled method. 
 
3-4 Experimental procedure 
 
After sample preparation, the sample was placed between two graphite heaters in 
the furnace. The furnace was vacuumed to below 10 Pa using rotary pomp followed by 
filling high ultrapure argon (higher than 99.9999%) to atmosphere. Two graphite 
heaters were used to control the temperature and to generate a temperature gradient 
during the solidification process. The standard heating recipe during solidification 
experiments is shown in Fig. 3-7. Two graphite heaters pre-annealed to 900˚C in 25 
mins and rapidly increased to 1350 and 1050˚C in 2 mins. The difference of setting 
temperatures provides a 10 K/mm temperature gradient in the furnace and initiates 
melting from one end of the silicon samples. The temperature of two heaters were 
decreased at various cooling rate 30~50 K/min to start the crystal growth and control 
the growth velocity. The crystal growth was recorded using high speed video camera 
from the observation window above the furnace. After solidification, the sample was 
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etched using the mixtures of HF and nitric acid (HNO3) to remove surface roughness 
and texture the grains of solidified sample for EBSD analyzing.  
 
 







The effect of grain boundaries on instability 
at the crystal/melt interface during the 
unidirectional growth of Si 
 
The morphology of the crystal/melt interface has been found to play an important 
role during unidirectional growth of both monocrystalline and multicrystalline silicon 
ingots because of its strong effects on defect formation and impurity segregation. 
Recently, M. Tokairin et al. performed in situ observation of instability at a planar 
crystal/melt interface during the solidification of single crystal silicon [64-65]. It was 
found that wavy perturbations at interface were amplified in conjunction with the 
formation of a negative temperature gradient leading to a morphological transformation 
from a planar interface to a zig-zag facetted interface. However, a significant number 
of grain boundaries can be formed during the solidification of multicrystalline silicon 
and the role of grain boundaries during the morphological transformation is still not 
understood. 
This study is aiming to clarify the role of grain boundaries in the instability of 
crystal/melt interface by direct observation during solidification process. We used our 
in situ observation system to investigate the evolution of crystal/melt interface from a 
planar growing interface including frequent Σ3, small-angle and random-angle grain 
boundaries during the unidirectional growth of silicon. The schematic image for 
experimental design is shown in Fig. 4-1. The samples were prepared by the general 
method and the material were fully melted in a furnace. The solidification process was 
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started by cooling down the temperature inside the furnace and monitored using in situ 
observation system (see Chapter. 3). Each crystal/melt interface including the 
presentation of grain boundaries was examined from low growth velocities to high 
growth velocities. The resulting video recording was analyzed using image processing 
software to assess the dynamic behavior at the crystal/melt interface during 
solidification. After crystallization, crystallographic etching was used to etch the 
sample surface and SEM-EBSD measurement was used to characterize the grain 
boundaries within the observed area. 
 
 











4-1 Instability at crystal/melt interface of single crystal silicon 
 
For comparison purposes, a single crystal silicon crystal/melt interface was also 
observed. Fig. 4-2 shows the video images of instability at a planar crystal/melt 
interface single crystal silicon. It was found the overall morphology of the crystal/melt 
interface exhibited a wavy perturbation and transformed to a zig-zag faceted shape. We 
traced the position of crystal/melt interface at 0.6 s intervals and monitored the 
evolution of morphology during solidification. Fig. 4-3 shows the trace lines and the 
plots of the crystal/melt interface position along the growth direction as a function of 
time. The critical growth velocity of the instability at the crystal/melt interface of single 
crystal silicon can be estimated at 139 μm/s approximately. In following section, we 
will describe the instability at crystal/melt interface including Σ3 twin boundaries, 







































Fig. 4-3 Isochrones of a single crystal Si crystal/melt interface at 0.6 s intervals, 
and the distance moved along the growth direction as a function of time. The 
critical growth velocity for instability of the single crystal Si crystal/melt interface 
in this study was 139 μm/s. 
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4-2 Instability at crystal/melt interface including Σ3 twin boundaries 
 
Fig. 4-4 shows the video images for the evolution of a crystal/melt interface 
including Σ3 twin boundaries during solidification.Σ3 twin boundaries as indicated by 
white triangles can be clearly observed at the crystal/melt interface. The Σ3 twin 
boundaries remained straight throughout the growth process with no groove formation 
during early stage solidification. At t = 9 s, the planar crystal/melt interface shows a 
partly wavy perturbation at the Σ3 twin boundaries position. The local wavy 
perturbation was amplified in the process of time and transformed to a zig-zag facetted 
structure at t = 11.4 s. It was found that the wavy perturbation and morphological 
transformation did not occur at the part of crystal/melt interface without Σ3 twin 
boundaries (see the upper part of video images in Fig. 4-4). In Fig. 4-5, we traced the 
evolution of the crystal/melt interface including Σ3 twin boundaries at 0.6 s intervals 
and plotted the crystal/melt interface position along the growth direction as a function 
of time. The critical growth velocity of the instability at the crystal/melt interface 
including Σ3 twin boundaries can be estimated at 119 μm/s which is significantly lower 





Fig. 4-4 Video images showing the instability of a crystal/melt interface including 












Fig. 4-5 Trace lines for the instability progression of a crystal/melt interface 
including Σ3 grain boundaries at 0.6 s intervals, and the plots of the distance 
moved along the growth direction as a function of time for crystal/melt interfaces 
including Σ3 grain boundaries. The critical growth velocity was 119 μm/s. 
 
More observations for crystal/melt interface including Σ3 twin boundaries are 
shown in Fig. 4-6. The video images in Fig. 4-6 demonstrates the morphological 
transformation locally occurred at the Σ3 twin boundaries position and the critical 
growth velocities of 100 to 123 μm/s which is significantly lower than that for a single-
crystal interface. Fig. 4-7 shows the grain crystallographic orientation map and 3D 
octahedron lattices for each sample including Σ3 twin boundaries using SEM-EBSD 
measurement. The grain boundary characterization clearly demonstrated the Σ3 twin 
boundaries (red lines) at {111} plane between two adjacent grains. From the 
observations and characterizations, the instability of crystal/melt interfaces including 
Σ3 twin boundaries is seen to occur at higher critical growth velocities as the 
concentration of the Σ3 twin boundaries decreasing. Fig. 4-8 shows the critical growth 
velocities for instability of crystal/melt interfaces at different Σ3 concentration. These 
results indicate that this morphological transformation proceeds more readily in the case 
that a larger concentration of Σ3 twin boundaries is present at the planar crystal/melt 




Fig. 4-6 Video images showing the instability of a crystal/melt interface including 
different Σ3 grain boundaries concentrations. The critical growth velocities for 







Fig. 4-7 SEM-EBSD results for observed area in Σ3 experiments. Orientation 
map for ND (surface direction) and TD direction (crystal growth direction) are 
shown. Red solid lines represent the Σ3 grain boundaries. 
 
Fig. 4-8 The critical velocity for different Σ3 grain boundaries concentration. 
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4-3 Instability at crystal/melt interface including small-angle grain 
boundaries 
 
Similar experiments were conducted to observe crystal/melt interfaces including 
SAGBs. Fig. 4-9 shows the video images for the evolution of a crystal/melt interface 
including SAGBs during solidification. SAGBs as indicated by white triangles can be 
clearly observed at the crystal/melt interface. It was found that no morphological 
change appeared at the interface during low velocity solidification (t = 0 ~ 3.6 s) and 
the crystal/melt interface maintained planar which is similar to the results obtained for 
the interfaces including Σ3 twin boundaries. The morphological transformation of 
crystal/melt interface including SAGB took place at t = 5.4 s in Fig. 4-9. The instability 
initiated at the SAGB position resulted in a zig-zag facetted shape, while the region 
without any grain boundaries maintained a planar interface. This facetted region was 
enlarged over time, leading to overall morphological transformation at the interface. 
Fig. 4-10 shows the isochrones at 0.6 s intervals and the distance traversed by the 
crystal/melt interface in Fig. 4-9. The morphological transformation was observed at 
growth velocities of 110 μm/s. This values is close to the critical growth velocity 
determined for a crystal/melt interface including Σ3 grain boundaries, but significantly 






















Fig. 4-10 Trace lines for the instability progression of a crystal/melt interface 
including SAGBs at 0.6 s intervals, and the plots of the distance moved along 
the growth direction as a function of time for crystal/melt interfaces including 
SAGBs. The critical growth velocity was 110 μm/s. 
 
Fig. 4-11 presents more observations for crystal/melt interface including SAGBs. 
The video images demonstrates the morphological transformation locally occurred at 
the SAGBs position and the critical growth velocities of 93 to 115 μm/s. Fig. 4-12 
shows the grain crystallographic orientation map and grain boundary characterization 
for each sample including SAGBs using SEM-EBSD measurement. Both SAGBs and 
Σ3 twin boundaries play similar roles in determining the crystal/melt interface 
morphology. At a low growth velocity, no groove formation or obvious morphological 
changes were observed at the interface because the structures at both types of grain 
boundaries are relatively ordered. Conversely at a high growth velocity, morphological 
transitions of the interfaces were initiated at both types of grain boundaries at the critical 














Fig. 4-12 SEM-EBSD results for observed area in SAGBs experiments. 
Orientation map for ND (surface direction) and TD direction (crystal growth 
direction) are shown. 
 
4-4 Crystal growth of crystal/melt interface including random-angle 
grain boundaries 
 
    The morphologies of crystal/melt interfaces including RAGBs showed very 
different behavior from those described in the previous two sections. Fig. 4-13 shows 
the video images for the evolution of a crystal/melt interface including RAGBs during 
solidification. It was found a facetted-facetted groove formed at the RAGB position 
during early stage solidification (t = 2.4 s in Fig. 4-13). The facetted-facetted groove 
deepened in the process of time, however, there was no further morphological change 
at the crystal/melt interface including RAGBs. It has been reported that the nucleation 
of twin crystals can occur on faceted interface of faceted-faceted groove as a result of 
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significant undercooling [47]. However, the experiments in the present study did not 
demonstrate any nucleation on the {111} facets of the groove. This lack of nucleation 
can perhaps be ascribed to local undercooling at the groove that did not exceed the 
critical undercooling required for twin nucleation. 
    Fig. 4-14 shows the shows the isochrones at 0.6 s intervals and the distance 
traversed by the crystal/melt interface in Fig. 4-13. The video image from t = 10.2 s to 
t = 14.4 s was lost due to the movement of camera. It was found that the groove 
deepened with time due to the lower growth rate on the facets compared to the rate at 
the planar interface and the groove formation occurred at a very low growth velocity of 
37 μm/s. The deep groove maintained its shape at a high growth velocity of 
approximately 128 μm/s, and no significant morphological transformation occurred at 
the RAGB position during progression of the crystal/melt interface. These results are 
due to the formation of two {111} facets in an atomically planar interface at the RAGB 
position, such that a morphological transformation would not be expected to occur even 
at a high growth velocity. Fig. 4-15 shows the grain crystallographic orientation map 












Fig. 4-13 Video images showing the crystal growth of a crystal/melt interface 






Fig. 4-14 Trace lines for the crystal/melt interface including RAGBs at 0.6 s 
intervals, and the plots of the distance moved along the growth direction as a 
function of time for crystal/melt interfaces including RAGBs. The groove 




Fig. 4-15 SEM-EBSD results for observed area in RAGBs experiments. 
Orientation map for ND (surface direction) and TD direction (crystal growth 




4-5 Temperature profile at crystal/melt interface 
 
As described in the previous section, the morphological transformations of 
crystal/melt interface including Σ3 twin boundaries or SAGBs start at grain boundaries 
during the high-velocity progression of the crystal/melt interface. It has been 
determined that the perturbation at the crystal/melt interface can be amplified to 
produce a zig-zag faceted structure by generating a negative temperature gradient at the 
interface [64, 65]. Here, we calculate the ambient thermal field at the crystal/melt 
interface in the current system and discuss the mechanisms associated with the observed 
morphological transformation at grain boundary positions. 
 
 






Fig. 4-16 presents schematic image of the interface and the thermal field during 
solidification. Taking into account the thermal conductivity of both the crucible and the 
ambient argon atmosphere, as well as the one-dimensional heat transfer between the 
silicon crystal and the melt, the heat equation at the silicon crystal/melt interface in a 
















(𝐺𝑥 + 𝑇𝑖 − 𝑇𝑐,𝑚), (4-1) 
where 𝜌𝐶𝑝 , 𝑘 , 𝑘𝑞 , 𝑘𝐴𝑟 , 𝑙𝑆𝑖 , 𝑙𝑞 , 𝑙𝐴𝑟 and 𝑇 are the heat capacity of silicon, the 
thermal conductivity of silicon, the thermal conductivity of quartz, the thermal 
conductivity of argon, the thickness of the silicon crystal, the thickness of the quartz 
crucible, the thickness of the surrounding argon, and the thermal field of the silicon, 
respectively. Here, the subscripts c and m indicate the silicon crystal and the melt, 
respectively. The term 𝐺𝑥 + 𝑇𝑖 is the furnace temperature generated by the two-zone 
graphite heater, where 𝐺 is the applied temperature gradient and 𝑇𝑖 is the furnace 
temperature at the crystal/melt interface. At temperatures close to the silicon melting 
point, 𝑇𝑚𝑝 (1683 K), 𝑘𝐴𝑟 is 6.28×10
-5 W K-1mm-1 [66] and so is much smaller than 
𝑘𝑞 (4.3×10










. Using this approximation, the solution to Eq. (4-1) can be written 
as 






+ 𝐺𝑥 + 𝑇𝑖, (4-2a) 
where 
𝑙𝑐,𝑚 =  
2




                                                                                                              (𝑐: +, 𝑚: −). 
(4-2b) 
Here 𝐴𝑐,𝑚 is a constant determined by the following two boundary conditions. These 
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are, energy conservation (such that∆𝐻𝑉 = 𝑘𝑐(𝜕𝑇𝑐 𝜕𝑥⁄ )𝑥=0 − 𝑘𝑚(𝜕𝑇𝑚 𝜕𝑥⁄ )𝑥=0) and 
continuous temperature (such that (𝑇𝑐)𝑥=0 = (𝑇𝑚)𝑥=0 = 𝑇𝑚𝑝)  at the crystal/melt 
interface, where ∆𝐻 and 𝑉 are the latent heat of silicon and the growth velocity of 
the crystal/melt interface, respectively. Thus 𝐴𝑐,𝑚 can be written as 
𝐴c =











(𝜌m𝐶𝑃m − 𝜌c𝐶𝑃c) (4-3a) 
𝐴m =











(𝜌m𝐶𝑃m − 𝜌c𝐶𝑃c) (4-3b) 









+ 𝐺 (4-4) 
The parameters used in this study are based on our experimental conditions as well as 
those reported by T. Hoshino et al. [66] and are summarized in Table. 4-1. 
    We first estimated the ambient thermal field at the single crystal silicon interface 
and found that a negative temperature gradient was formed in the silicon melt when the 
growth velocity of the interface exceeded the critical growth velocity. This negative 
temperature gradient amplified the perturbation at the interface and resulted in 
morphological transformation during solidification, as shown in Fig. 4-17(a). The 
critical growth velocity can be estimated by finding (𝜕𝑇𝑚 𝜕𝑥⁄ )𝑥=0 = 0 based on Eq. 
(4-2a). From Fig. 4-17(b), it was found the critical growth velocity for single crystal 
silicon in this study was approximately 134 μm/s, which is consistent with the results 








Fig. 4-17 (a) A schematic drawing of a single crystal Si crystal/melt interface 
and the temperature field at the crystal/melt interface at a high growth velocity, 
and (b) the temperature gradient in the Si melt as a function of the growth 
velocity as calculated by using Eq. (4-4). A negative temperature gradient was 
found to form when the growth velocity exceeded the estimated critical growth 





Subsequently, the local thermal field at the grain-boundary position was examined 
using Eq. 4-2. In Figs.4-5 and 4-10, morphological transformations can be seen to start 
at either Σ3 twin boundary or SAGB positions during the high velocity progression of 
the crystal/melt interface. In contrast, the critical growth velocities of crystal/melt 
interface including Σ3 twin boundaries or SAGBs were much lower than those of single 
crystal silicon based on the values estimated using Eq. (4-2). These results demonstrate 
that disordered structures at grain boundary positions can locally modify the 
temperature distribution in the silicon melt to generate a negative temperature gradient, 
which in turn produces local morphological transformations. This occurs due to the 
scattering of phonons acting as heat carriers through interactions with other phonons, 
dislocations, point defects and boundaries [68-70]. It has also been reported that the 
thermal conductivities of polycrystalline materials tend to be lower than that of 
monocrystalline analogues due to the existence of grain boundaries in the former [71].    
The decrease in thermal conductivity at a grain boundary position can obstruct the heat 
transmission process, as shown in Fig. 4-18. Consequently, a negative temperature 
gradient can be generated in the silicon melt at lower critical growth velocities, leading 
to local morphological transformations at grain boundaries. We calculated the thermal 
field using Eq. (4-2) at various thermal conductivities as shown in Fig. 4-19. It was 
found that negative temperature gradient can form readily at crystal/melt interface with 









Fig. 4-19 The ambient temperature field as calculated using Eq. (4-2) for various 




    Using Eq. (4-4) it is possible to estimate the effective thermal conductivity at a 
crystal/melt interface including grain boundaries based on the experimentally observed 
critical growth velocity as shown in Fig. 4-20. The experimentally determined critical 
growth velocity in the case of interface including Σ3 twin boundaries was calculated to 
be 𝑣cΣ3 = 100~123 μm/s. Based on 𝐺0 = (𝜕𝑇𝑚 𝜕𝑥⁄ )𝑥=0 = 0, we can demonstrate 
the critical growth velocity as a function of effective thermal conductivity as shown in 
Fig. 4-21. Thus, the effective thermal conductivity for the case where Σ3 twin 
boundaries were present was estimated to be 𝑘Σ3 = 1.4~1.9 × 10
−2 W K-1mm-1. The 
observed critical growth velocity for interface including SAGBs was found to be 
𝑣cSAGB = 93~115  μm/s and the effective thermal conductivity was 𝑘SAGB =
1.3~1.7 × 10−2 W K-1mm-1.  
 
Fig. 4-20 The temperature gradient in a Si melt as a function of growth velocity, 





Fig. 4-21 The critical growth velocity as a function of effective thermal 
conductivity calculated using Eq. (4-4). 
 
 
It is believed the effective thermal conductivity resulting from the presence of Σ3 
twin boundaries is closest to that for a single crystal because of the symmetrical lattice 
structure and low grain-boundary energy associated with Σ3 twin boundaries [72]. The 
SAGBs, which had minimal misorientation angles (2º to 7.2º in this work) also 
possessed relatively low grain boundary energies close to those of the Σ3 twin 
boundaries. This may explain the similar thermal conductivities exhibited by interfaces 
including SAGBs or Σ3 twin boundaries in this study. 
In the case of crystal/melt interfaces including RAGBs, we did not observe 
instability during high velocity growth due to the atomically flat {111} facets at the 
grooves. In contrast, groove formation was evident at RAGB positions during low 
velocity growth, as shown in Fig. 4-14. Assuming that the formation of grooves results 
from the instability associated with RAGBs at the crystal/melt interface, the effective 
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thermal conductivities of RAGBs can be estimated. Based on the growth velocity in 
Fig. 4-14, we obtained a value of 𝑘RAGB = 2.7 × 10
−3 W K-1mm-1 (as shown in Fig. 
4-21). This value is an order of magnitude lower than that obtained for the single crystal 
(𝑘c = 2.2 × 10
−2), which is reasonable because the highly disordered lattice structures 
at RAGB positions would be expected to increase the degree of phonon scattering. 
However, we do not have any direct evidence to confirm groove formation is associated 
with local thermal field changes, and so this discussion is simply a hypothesis to explain 





4-6 Conclusion  
 
This study investigated the morphology of crystal/melt interfaces without grain 
boundaries as well as those incorporating Σ3 twin boundaries, SAGBs and RAGBs 
during silicon solidification, using an in situ observation system. At a low growth 
velocity, all interfaces other than those including RAGBs maintained a planar 
morphology, while faceted-faceted grooves were formed at interfaces including 
RAGBs. In contrast, during high velocity growth, local morphological transformations 
occurred at interfaces with Σ3 twin boundaries and SAGBs, while no significant 
morphological changes were found in interface including RAGBs, as a result of the 
atomically planar interfaces of {111} facets at the grooves. The morphological 
transformations at interfaces including Σ3 twin boundaries and SAGBs were found to 
start from grain boundaries, and the critical growth velocities for interfaces including 
grain boundaries were significantly lower than that for a single crystal interface. The 
data also indicate that the negative temperature gradient that causes the morphological 
transformation is readily formed as a result of the reduced thermal conductivity at grain 
boundary positions. Effective thermal conductivity values were estimated based on the 
thermodynamic properties of silicon and the critical growth velocities associated with 
instability were ascertained. We propose that the local negative temperature gradients 
at grain boundary positions as a consequence of the reduced thermal conductivity are 
the primary reason for the observed morphological transitions at crystal/melt interfaces 








In situ observation of grain-boundary 
development from a facet-facet groove 
during solidification of silicon 
 
    Grain boundaries in multicrystalline silicon (mc-Si) are very important because 
lattice defects, which interact with minority carriers, are typically located at grain 
boundaries [73-75]. Moreover, grain boundaries act as getters, attracting impurities, 
which results in impurity segregation at grain boundaries [50, 51].Therefore, the 
development and control of grain boundaries in mc-Si ingots is very important. 
    In Chapter. 2 we have demonstrated the morphology of the grain-grain-liquid triple 
phase junction at grain boundary groove: rough-rough, rough-facet, and facet-facet 
groove. Duffar and Nadri also discussed the direction of grain boundary for each groove 
configurations and claimed the grain boundary followed the bisector of the angle 
between two facets of the adjacent grains in a facet-facet groove [42]. A schematic 
image for the octahedral of two adjacent grains is shown in Fig. 5-1. The {111} vectors 
in each grain are labeled as ?̂?111 and ?̂?111 including the corresponding facet planes 
in filled patterns, respectively. Thus, the facet-facet groove could be form by two facet 











Fig. 5-1 A facet-facet groove formed by grain1 and grain2 and the bisector plane 
between two facets. The projection of the facet-facet groove and the bisector 
plane on the EBSD plane. 
 
Recently, Lin and Lan examined various types of grain boundaries in mc-Si 
moving at different drift speeds [44]. They obtained the eight {111} plane vectors by 
EBSD measurement and analyzed selected grain boundaries for all possible bisector 
planes. They concluded that only random angle grain boundaries (RAGBs) at high 
growth rates and some CSL grain boundaries obeyed the bisector rule for facet-facet 
grooves. 
    In this study, we monitored the directional growth of mc-Si using in situ 
observations, and focused on the evolution of the grain boundary groove at the 
crystal/melt interface. This study is aiming to clarify the fundamental mechanism of 
grain boundary development from a facet-facet groove during solidification process. 
We prepared orientation-controlled Si single crystals (see Chapter. 3) in 1 mm thickness 
sheet form. Two silicon sheets in different growth direction are set between two quartz 
plates to keep the silicon melt surface flat during solidification. During the solidification, 
the silicon materials are not fully melted in order to initiate the crystal growth from the 
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unmelted seed crystals as shown in Fig. 5-2. The grain boundaries would be determined 
by two orientation-controlled Si sheet crystals. In doing so, the characteristics of grain 
boundary between two seed grains can be controlled. Video recording of the process 
was made through a 50x magnification lens for analysis. After crystallization, grain 
orientation and grain boundary characterization was performed using SEM-EBSD 
measurement. In following section, we demonstrate the evolution of crystal/melt 
interface including some CSL grain boundaries and RAGBs, then examine the 










5-1 Development of Σ5 grain boundary 
 
Fig. 5-3 shows the crystal/melt interface motion for the sample consisting of two 
seed crystals tilted by 101° relative to each other around the <112> axis, resulting in an 
interface including Σ5 grain boundary. Traces of the deepest of grain boundary groove 
at the crystal/melt interface revealed the development of grain boundary between two 
grains from remnant seed crystals. The two facets forming the facet-facet groove were 
clearly identified on the growth surface at t = 0 s (white triangle). The grain boundary 
groove deepened with time because of the lower growth rate on the groove side 
compared to the global interface. The white dotted line in the snapshots presents the 
development of Σ5 grain boundary.  
The grain orientation and grain boundary characterization at observed area were 
determined by SEM-EBSD measurements as shown in Fig. 5-4. The orientation maps 
demonstrate the grain orientation for sample surface direction (ND) and crystal growth 
direction (TD). Also, the Σ5 grain boundary and its development direction are displayed. 
The 3D octahedron lattice for two seed crystals shows the corresponding facet planes 
at facet-facet groove in filled pattern. It was found that the development of the grain 
boundary was consistent with the bisector line between two corresponding facets. 
The time evolution of the grain boundary groove and the distance moved by the 
crystal/melt interface including Σ5 grain boundary are shown in Fig. 5-5. The 
crystal/melt interface is traced at 1 s intervals to characterize the evolution of the grain 
boundary groove during crystal growth. The distance moved by the crystal/melt 
interface (yellow dots) and the two facets (red squares and blue triangles) along their 
normal directions was shown as the x-y plot in Fig. 5-5. The growth velocity for the 
global crystal/melt interface increased from 50 μm/s to 81 μm/s during solidification. 




Fig. 5-3 Video images showing the evolution of a crystal/melt interface including 
a Σ5 grain boundary. White dashed lines represent the development of Σ5 grain 
boundary. 
 
Fig. 5-4 Orientation map for ND (surface direction) and TD direction (crystal 
growth direction). Yellow solid and purple dash lines represent the development 




Fig. 5-5 Trace lines of crystal/melt interface and plot of distance moved by 
versus time for crystal/melt interface including Σ5 grain boundary. Yellow dots, 
blue triangle and red squares represent the global interface, upper and lower 
facets, respectively. 
 
5-2 Development of Σ7 grain boundary 
 
We also observed cases where the crystal/melt interface included a Σ7 grain 
boundary. Fig. 5-6 shows snapshots taken during crystal growth of two seed crystals 
tilted by 135° relative to each other around the <112> axis. The facet-facet groove 
formed at t = 0 s and deepened with time as the previous observation. The grain 
boundary direction was found to be straight and close to the upper facet during the 
solidification. 
Fig. 5-7 shows the orientation maps for observed area and 3D octahedron lattice 
for two seed crystals. The corresponding facets at facet-facet groove were filled in 
pattern. SEM-EBSD measurement shows that the Σ7 grain boundary direction followed 





Fig. 5-6 Video images showing the evolution of a crystal/melt interface including 




The time evolution of the grain boundary groove and the distance moved by the 
crystal/melt interface including Σ7 grain boundary are shown in Fig. 5-8. The 
crystal/melt interface is traced at 1 s intervals to estimate the growth rates during 
solidification. The growth velocity for the global crystal/melt interface increased from 
25 μm/s to 58 μm/s during solidification. Two facets at grain boundary groove were 




Fig. 5-7 Orientation map for ND (surface direction) and TD direction (crystal 
growth direction). Light blue solid and yellow dash lines represent the 




Fig. 5-8 Trace lines of crystal/melt interface and plot of distance moved versus 
time for crystal/melt interface including Σ7 grain boundary. Yellow dots, blue 




5-3 Development of Σ9 grain boundary 
 
Fig. 5-9 shows the crystal/melt interface motion for the sample consisting of two 
seed crystals tilted by 39° relative to each other around the <110> axis, resulting in an 
interface including Σ9 grain boundary. The grain boundary groove was formed at t = 0 
s, and kept deepening during crystal growth. The direction of Σ9 grain boundary was 




Fig. 5-9 Video images showing the evolution of a crystal/melt interface including 





Fig. 5-10 Orientation map for ND (surface direction) and TD direction (crystal 
growth direction). Blue solid and yellow dash lines represent the development 
of Σ9 grain boundary and the bisector between two facets, respectively. 
 
Fig. 5-10 shows the orientation maps for observed area and 3D octahedron lattice 
for two seed crystals. The corresponding facets at facet-facet groove were filled in 
pattern. SEM-EBSD measurement shows that the Σ9 grain boundary direction followed 
the bisector line between two corresponding facets. 
The time evolution of the grain boundary groove and the distance moved by the 
crystal/melt interface including Σ9 grain boundary are shown in Fig. 5-11. We traced 
the crystal/melt interface at 1 s intervals to estimate the growth rates during 
solidification. The growth velocity for the global crystal/melt interface increased from 
33 μm/s to 86 μm/s during solidification. Two facets at grain boundary groove were 






Fig. 5-11 Trace lines of crystal/melt interface and plot of distance moved versus 
time for crystal/melt interface including Σ9 grain boundary. Yellow dots, blue 
triangle and red squares represent the global interface, upper and lower facets, 
respectively. 
 
5-4 Development of random angle grain boundary 
 
Fig. 5-12 shows the melt/crystal interface motion for the sample consisting of Si 
(110) and Si (100) seed crystals in the 〈110〉 and 〈110〉 tilted by 20° growth directions, 
respectively. The grain boundary between two seed crystals was expected to be a RAGB. 
The grain boundary groove was formed in the early stages of crystallization and two 
facets were clearly identified on the growing interface at t = 30 s. The groove deepened 
to its maximum depth, with the grain boundary direction close to the lower facet until 
around t = 35 s. Following, the grain boundary groove transferred from facet-facet to 
facet-rough and the reduced its depth. Meanwhile, the grain boundary changed direction 
from lower facet side to upper facet side. At t = 43.75 s, the grain boundary groove 
underwent a groove transformation and started to deepen again. Also, the direction of 




Fig. 5-12 Video images showing the evolution of a crystal/melt interface 





We demonstrated the grain boundaries characterizations and the grain orientations 
using SEM-EBSD measurement as shown in Fig. 5-13. The 3D octahedron lattice were 
shown and two grains adjacent to the groove could be identified as the seed crystal 
grains. The orientation maps show that no new boundary formed and that only one 
RAGB with a misorientation 48.7°rotation around 〈12, 2, -5〉 direction existed during 
the solidification. Also, it clearly reveals a grain boundary whose direction changed and 
two distinct crystal grains which is consistent with our experimental observations in 
Fig. 5-12. The SEM-EBSD results in Fig. 5-12 show that the grain boundary direction 
change during crystal growth was not induced by new grain formation or grain 
boundaries interaction. Also, it was found that grain boundary development did not 
follow the bisector of two grains during the entire crystal growth process. 
 
 
Fig. 5-13 Orientation map for ND (surface direction) and TD direction (crystal 





The time evolution of the grain boundary groove and the distance moved by the 
crystal/melt interface are shown in Fig. 5-14. The crystal/melt interface is traced at 1.25 
s intervals to estimate the growth rates during crystal growth. The growth velocity for 
the global crystal/melt interface increased from 29 μm/s to 79 μm/s. However, it was 
found that the growth rate for the lower facet accelerated and decelerated rapidly during 
solidification. Fig. 5-15 shows the plot of distance moved by two facets along their 
normal directions. The growth velocity for the upper facet (blue triangle) was estimated 
to be constant at about 58 μm/s. The growth velocity for the lower facet (red squares) 
was estimated to be about 31 μm/s initially, increasing and decreasing at t = 35 and 
43.75 s, respectively. At t = 35 s, the grain boundary groove attained its maximum depth. 
Subsequently, the growth velocity for the lower facet accelerated to about 83 μm/s, and 
the lower facet became rough. This increase in growth velocity occurred for single facet 
(lower facet in this case), causing the grain boundary to change direction and the groove 
depth to decrease. At t = 43.75 s, the groove depth attained its minimum value and the 
lower facet decelerated. The growth velocity was estimated to decrease to about 33 
μm/s. The groove transformation can be explained by the undercooling of the grain 
boundary groove. The grain boundary groove deepened which caused the undercooling 
of grain boundary to increase. Once the undercooling increased to a certain level, rapid 






Fig. 5-14 Trace lines of crystal/melt interface and plot of distance moved versus 
time for crystal/melt interface including RAGB. Yellow dots, blue triangle and 
red squares represent the global interface, upper and lower facets, respectively. 
 
 
Fig. 5-15 The plot of distance moved by two facets versus time for crystal/melt 
interface including RAGB. Blue triangle and red squares represent the upper 





We also observed cases where the grain boundary direction changed without 
groove transformation. Fig. 5-16 shows snapshots taken during crystal growth of Si 
(110) and Si (100) in the 〈100〉 and 〈110〉 tilted by 25° growth directions growth 
directions, respectively. The grain boundary groove and the two facets could be clearly 
observed at t = 0 s. The grain boundary direction was found to be close to the upper 
facet from t = 0 to t = 15 s, however, after t = 17.5 s, grain boundary developed almost 
in a straight line. The grain boundary groove kept deepening and underwent no groove 
transformation during solidification. Following we distributed the crystal growth 
process in Fig. 5-16 into two time frames, starting with t0 = 0 and t’0 =17.5 s, 
respectively. 
Fig. 5-17 shows the SEM-EBSD results for two time frames. The orientation maps 
show that the two grains adjacent to the groove were consistent with the seed crystals 
and two grains have a 50.2º rotation around 〈2,-10,-5〉 direction. It was found in first 
time frame, t0 = 0, the grain boundary developed along the bisector of the two facets. 
However, the grain boundary direction in second time frame, t’0 =17.5 s, was different 






Fig. 5-16 Video images showing the evolution of a crystal/melt interface 






Fig. 5-17 Orientation map for two observed area in t0 = 0 and t0 = 17.5 time 
frame. Blue dash line represent the bisector between two facets. 
 
The time evolutions of the grain boundary groove and the distance moved by the 
two facets forming the groove for two time frames are shown in Fig. 5-18 and Fig. 5-
19. In first time frame, the growth rates for the two facets were estimated at about 29 
and 28.8 μm/s, i.e., which are almost the same. However, in second time frame, we 
found the lower facet maintained almost the same growth rate of about 27 μm/s, while 
the upper facet accelerated to about 38.4 μm/s. The groove angle was maintained at 








Fig. 5-18 Trace lines of melt/crystal interface for t0 = 0 time frame and the plot 
of distance moved by two facets versus time. Red and blue circles represent 
upper and lower facets, respectively. 
 
 
Fig. 5-19 Trace lines of melt/crystal interface for t0 = 17.5 time frame and the 
plot of distance moved by two facets versus time. Red and blue circles 





5-5 Facet growth kinetics and grain boundary development 
mechanism 
 
Through our experimental observations, we found that the two facets of the facet-
facet groove could have different growth velocities during solidification, which was not 
treated in Duffar’s model for a facet-facet groove [37]. This could be the reason why 
grain boundary development did not follow the bisector of two grains in our 
experiments. Thus, our findings suggested that grain boundary development from a 
facet-facet groove could be determined by the growth velocities of the two facets. Next, 
we will discuss grain boundary development and facet velocities on the basis of our 
experimental observations. 
We consider step growth on the facets and the two-grain steps at the solid-solid-
liquid tri-junction (see Fig. 5-20). The angle between the two facets of the groove is 
denoted by 𝜃, and the growth velocities of the upper and lower facets are denoted by 
?⃑?𝑢𝑝𝑝𝑒𝑟 and ?⃑?𝑙𝑜𝑤𝑒𝑟, respectively. Initially, the two facets had almost the same growth 
velocity and the direction of the grain boundary followed the bisector of two grains. 
Subsequently, the growth of the upper facet accelerated and the grain boundary 
direction changed. This suggests that grain boundary development is determined by the 
growth velocities of the two facets, rather than the bisector of the two facets, since the 
grains remained the same. We believe that the grain boundary did not follow the bisector 
line between the two facets, but the line 
?⃑⃑?𝑢𝑝𝑝𝑒𝑟+?⃑⃑?𝑙𝑜𝑤𝑒𝑟
2
 shown in Fig. 5-20. Thus, if the 
two facets have the same growth rate, the grain boundary would follow the bisector of 
the two facets. On the other hand, grain boundary development would be determined 
by the growth velocities of the two facets if the growth rates are different. To verify the 




Fig. 5-20 Schematic of change in grain boundary direction. 
 
direction under different facet growth velocities. From the experimentally observed 𝜃, 
?⃑?𝑢𝑝𝑝𝑒𝑟, ?⃑?′𝑢𝑝𝑝𝑒𝑟 and ?⃑?𝑙𝑜𝑤𝑒𝑟, the change in grain boundary development △ 𝜑 before 
and after facet acceleration could be estimated at about 12.6º, which is consistent with 
EBSD measurements (about 12º). We also examined our model for the case with groove 
transformation, however, we could only estimate the grain boundary direction before 
the transformation since the groove did not remain facet-facet after the transformation. 
The grain boundary direction was estimated to be about -21.8º with respect to the 




The present grain boundary development which is not along the bisector of two 
grains was observed because the difference of growth velocity on two facets. However, 
since the two facets meet at the triple junction of two grains, the growth velocity on two 
facets should be the same due to the same undercooling. Next, we will discuss some 
possibilities for the growth velocity difference between two facets in groove. Lin and 
Lan suggested that two facets might not meet at the triple junction of grain boundary 
groove at lower growth velocity, as shown in Fig. 5-21 (a). At this stage, the interface 
at the triple junction could locally be rough which might allow the two facet growing 
with different facet velocities. However, in our present observation it is very difficult 
to judge whether if any curvature existed at the triple junction. The other possibility is 
the local undercooling at the grain boundary groove. The local undercooling would 
increase as the groove deepened and drive the crystallization of the facets. However, in 
mc-Si, the geometric of the grain boundary grooves are usually asymmetric since the 
two grains are in different orientations. This can lead to an asymmetric thermal field at 
the grain boundary groove which might result in different undercooling at two facets. 
We considered the step flow growth of two facets at grain boundary groove, as shown 
in Fig. 5-21 (b). Initially, two facets have the same undercooling △ 𝑇𝑗𝑢𝑛𝑐𝑡𝑖𝑜𝑛 at the 
triple junction and the step growth velocity of two facets is the same as we mentioned 
above. As the steps grow away from the triple junction, they meet their respective 
undercooling △ 𝑇1  and △ 𝑇2  which might lead the growth velocity difference 
between two facets in groove. Thus, the growth velocities on two facets can be different 
and depend on the local undercooling on each facets. When an asymmetric thermal field 
was formed at the grain boundary groove, the resulting temperature gradient can, in 
turn, accelerate or decelerate the growth velocity on facets of the grain boundary groove. 
In our experiment the acceleration of facet velocity occurred on single facet and resulted 











In this study, we investigated the development of some CSL grain boundaries and 
RAGBs, and the evolution of grain boundary groove during solidification of mc-Si 
specimens consisting of two orientation-controlled sheet crystals. Our experimental 
analysis and EBSD measurement results revealed that the grain boundary changed 
direction without new grain formation or grain boundaries interaction during 
solidification. By tracing the melt/crystal interface at the grain boundary groove, it was 
found that the growth velocities of the two facets played a significant role in grain 
boundary development. On the basis of our experimental results, we proposed a model 
for grain boundary development of grain boundary from a facet-facet groove. Finally, 
we estimated the change in grain boundary direction from the measured growth 







In situ observation of multiple parallel (111) 
twin boundary formation from step-like 
grain boundary during Si solidification 
 
It is reported high-density twin boundaries regions are usually devoid of 
dislocation and exhibit superior electrical properties in solar cells [77]. Many analyses 
of the multicrystalline silicon (mc-Si) ingot structure have shown that a high density of 
parallel twin boundaries exists at the crucible edge and grain boundaries [78, 79]. Such 
evidence shows that high-density twin boundaries generally form during the 
solidification of commercial mc-Si ingots. However, the directly observation for 
multiple twin boundaries formation at grain boundaries is still inadequate to understand 
the mechanism. 
    In this study, we use an in situ observation system to investigate the formation of 
multiple parallel twin boundaries at grain boundaries during the unidirectional growth 
of mc-Si. A video recording of the crystal growth was acquired using a high-speed 
camera with a light source that allowed the grain boundaries to be observed during the 
unidirectional solidification process. Characterization of the crystal orientation and 
grain boundaries in the observation area was performed using electron backscattering 
diffraction (EBSD) with a scanning electron microscope (SEM) equipped with OIM 





6-1 Observation for multiple twin boundaries formation 
 
Fig. 6-1 shows the in situ observation of the crystal/melt interface during the 
unidirectional solidification process of mc-Si. The morphology of the c/m interface and 
an original deep grain boundary that divided two grains were clearly observed. For 
distinction, we named the grain above the original grain boundary as the upper grain, 
while the grain below the original grain boundary as the lower grain. In the region of 
the upper grain, multiple parallel grain boundaries generated from the original grain 
boundary were observed. The snapshots in Fig. 6-1 indicate the generation of parallel 
grain boundaries. At t = 0 s, a grain boundary groove that was identified as a facet-
rough groove (facet at the upper grain, rough at the lower grain) was observed at the 
triple-junction between two grains and the melt. The original grain boundary 
propagated along the growth direction of the c/m interface until around t = 0.96 s. The 
upper grain then filled into the lower grain area and the original grain boundary partially 
changed its development direction to the lower grain at t = 1.44 s. A newly generated 
grain boundary that was parallel with the grain boundary was observed at the upper 
facet. At t = 2.4 s, the original grain boundary then changed its development direction 
back to the growth direction of the c/m interface (t = 2.4–3.36 s), which resulted in the 






Fig. 6-1 In situ observational images during Si solidification that illustrate the 





6-2 Crystallographic characterization of multiple twin boundaries 
 
Characterization of the grain orientation and grain boundaries was conducted for 
both the surface (Fig. 6-2 and Fig. 6-3) and cross-sections by SEM-EBSD 
measurements (Fig. 6-4). In Fig. 6-2, the step-like structure and parallel grain 
boundaries in the SEM micrograph can be easily identified. According to the grain 
boundary characterization in the image quality (IQ) map, the original grain boundary 
and multiple parallel grain boundaries were identified as Σ35a (green) and Σ3 twin 
boundaries (red), respectively. The widths of two twin-related grains were measured as 
55.7±3 and 6.8±0.5 μm. Fig. 6-3 shows a grain crystallographic orientation map and a 
zoom image of the SEM-EBSD measurement for the step-like structure (blue square in 
Fig. 6-2), and the 3D octahedron lattices for all grains in the orientation map. The 
colored triangles in the 3D octahedron lattices verified the {111} planes of Σ3 twin 
boundaries. The original Σ35a grain boundary developed into a Σ3 twin boundary and 
a random angle grain boundary (RAGB) with a misorientation of 43.5° around the <1 
2 -24> direction. The RAGB then developed into a Σ3 twin boundary and a Σ35a grain 
boundary; the direction of the Σ35a grain boundary significantly changed to the lower 
grain, which is consistent with the observations (t = 1.44 in Fig. 1). The development 
direction slowly changed back to the growth direction until the next time development 
of the Σ3 twin boundaries. The cross-section for twin-related grains was also 
investigated and the results are shown in Fig. 6-4. The SEM micrograph indicates that 
the observed formation of twin-related grains occurred not only at the surface, but also 
in the bulk of the solidified sample. The depth of the twin-related grains was measured 










Fig. 6-3 Grain crystallographic orientation map in the ND direction (surface 







Fig. 6-4 Cross-section SEM image and grain crystallographic orientation map 
for the growth direction. 
 
6-3 Evolution of crystal/melt interface 
 
Fig. 6-5 shows the time evolution of the crystal/melt interface and the distance 
moved by the global c/m interface and the upper facet at the grain boundary groove. 
The c/m interface is traced at 0.24 s intervals to characterize the details of the 
development of the step-like structure during crystal growth. The traced lines in Fig. 6-
5 represent the isochrones of the c/m interface during step-like development in Fig. 1 
from t = 0 s to t = 3.12 s. The red square and blue circle plots in Fig. 6-3 show the 
growth velocities estimated by measurement of the movement of the c/m interface 
distance along the normal direction for the lower rough (global crystal/melt interface) 
and the upper facet, respectively. The growth rate for the facet at the upper grain 
significantly changed during the development of the step-like structure. However, at the 
global crystal/melt interface and the rough lower grain, no significant change in the 
growth rate was evident during the solidification process. The growth velocity for the 
lower rough was estimated to be constant at 40.1±0.3 μm/s. On the other hand, the 
growth velocity for the upper facet was estimated to be 23.1±1.0 μm/s in the beginning, 
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which then increased to 48.8±1.0 μm/s after t = 0.96 in synchronization with twin 
formation. This indicates that twin formation occurred with a higher growth velocity at 
the upper facet and changed the development direction of the Σ35a grain boundary. At 
t = 2.4 s, the growth velocity of the upper facet decreased to 28.3±1.1 μm/s, which was 
close to its initial velocity, and the upper facet regressed to its initial phase as t = 0 s. 
The acceleration and deceleration at the upper facet occurred repeatedly during 
solidification to form the multiple parallel twin boundary structure in Fig. 6-5. 
 
 
Fig. 6-5 Trace lines of the c/m interface and plot of the distance moved by the 
crystal/melt interface as a function of time. Red squares and blue circles 





6-4 Multiple twin growth kinetics 
 
From the experimental results of Fig. 6-1 to Fig. 6-5, we can schematically 
summarize the process of multiple twin formation. As shown in Fig. 6-2 and Fig. 6-4, 
the twin-related grains formed are present not only at the observed sample surface but 
also in the bulk of the sample. This indicates that the facet at the groove could act as a 
nucleation plane for twin formation from the surface to the bulk. Fig. 6-6 shows a three-
dimensional image for twin formation at the Σ35a grain boundary groove indicated by 
experiments. The grains and grain boundaries are colored with respect to their 
characterization and orientation, as evident from SEM-EBSD observations (Fig. 6-2 
and Fig. 6-4). The facet at the grain boundary groove was formed as a two-dimensional 
{111} facet plane, as in Fig. 6-6, and acts as a base for twin nucleation at both the 
surface and in the bulk. Therefore, the twin formation can also occur in the bulk and 
result in parallel twin grain boundaries, as shown in the cross-section SEM micrograph 
in Fig. 6-4. On the other hand, the parallel twin boundaries in Fig. 6-4 show a tilt angle 
of ca. 12.4° from the vertical line, which indicates the {111} facet plane formed at the 




Fig. 6-6 Schematic of the three-dimensional growth model for twin formation at 
a Σ35a grain boundary groove. 
 
We have mentioned serval proposed {111} facet growth models in Chap. 2 which 
describe the nucleation and growth on {111} facet. Here we discuss the thermal 
conditions for the generation of multiple twin boundaries at the grain boundary groove 
using the estimated growth velocities given in Fig. 6-5. It has been demonstrated that 
the generation of multiple twin boundaries is trigged by acceleration on the facet growth, 
as shown in Fig. 6-5. This indicates that a large local undercooling, ∆𝑇, drives the twin 
formation on the upper facet. Here we calculated the undercooling at grain boundary 
groove with consideration of several proposed {111} facet growth models. The first is 
step-growth model [19] and the growth velocity of {111} facet, 𝑣𝑓, can thus be written 
as: 
𝑣𝑓 =  
ℎ
𝑙




where ℎ is the step height, 𝑙 is the separation between two steps, 𝑣𝑠 is the velocity 
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of the step, and 𝛽𝑠 is the step kinetic coefficient. ℎ and 𝑙 have been reported to be 
about 3.13×10-10 m and 5×10-9 m, respectively. Buta et al. also presented a non-
equilibrium molecular dynamic simulation for the step-flow kinetics at the c/m 
interfaces of Si [19]. The step kinetic coefficient 𝛽𝑠 , was determined to be 0.7–0.8 
m/Ks for step separations larger than 5×10-9 m [18]. Using the estimated growth 
velocities in Fig. 6-5, a local undercooling ∆𝑇 ≈ 1.1 × 10−3 K was determined as 
necessary for twin formation.  
    Another model is two dimensional (2D) growth model considering bi-dimensional 
nucleation on {111} facet where the equation can be written as [80]: 







From Eq. 6-2, the local undercooling ∆T can be estimated at about 6.3 K which 
indicates a high undercooling is needed to initiate twin formation. This result is 
relatively close to the setting undercooling in numerical simulation. Pohl et al. used 
molecular dynamics simulations to demonstrate that parallel twins form at grain 
boundaries in Si growth from the melt. In their report, the lowest undercooling was set 
at ∆𝑇 = 25 𝐾  [81]. However, this high undercooling is not observed during 
experiments [45, 47, 79]. 
Spiral growth model on {111} facet [82] which imply the presence of defect at the 
crystal/melt interface was also demonstrated. As we mentioned in Chap. 2, the facet can 
grow at a lower undercooling when defects present at the crystal/melt interface, then 
the growth rate can be written as a quadratic function of undercooling, 𝑣𝑓 =  𝐾∆𝑇
2, 
where 𝐾 is a dislocation density dependent parameter. Voronkov proposed a value for 
the kinetic coefficient 𝐾 = 3.0 × 10−4 by theoretical consideration and comparison 
to fabrication process [11]. Using Eq. 3 and the coefficient proposed by Voronkov, the 
undercooling for twin formation can be estimated at about 0.4 K, which is close to the 
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undercooling for twin nucleation presented by Tsoutsouva et al (∆𝑇 = 0.27 𝐾) [45]. 
As above, the growth mechanism of {111} facet on the atomic scale during 
solidification is under discussion.  
We estimated the undercooling on the basis of experimental conditions and c/m 
interface geometrics. The undercooling at grain boundary groove can also be 
determined from the local temperature gradient G on the assumption that the cooling 
rate is the same in the whole sample during solidification process [79]. The 
undercooling at grain boundary groove can be written as: 




where d is the depth of grain boundary groove, R is the cooling rate applied to the 
heaters and 𝑣𝑔  is the measured growth velocity of global c/m interface. In our 
experiments, the value for d and R is 25 μm and 40 K/min, respectively. Thus, the 
undercooling at the groove can be calculated at about 0.42 K which shows a good 
agreement with the estimation using Voronkov quadratic law. This indicated the local 
undercooling at grain boundary groove was sufficient to initiate the observed twin 
nucleation. 
    The role of the original grain boundary characteristics in multiple twin boundary 
formation was examined next. Fig. 6-3 shows that the Σ35a grain boundary implies a 
misorientation of 34.5° around the {11 24 -12} plane, which is very close to the ideal 
Σ35 grain boundary on the {1 1 2} plane. The molecular dynamics simulation presented 
by Pohl et al. also suggested that multiple parallel twin boundary formation occurs with 
a setup of two grains tilted around the [1 1 2] axis; however, twin formation was not 
observed with a setup of two grains tilted around the [1 0 0] axis. This indicated that 
the {1 1 2} plane of the original grain boundary could play a critical role in multiple 





In summary, the formation of multiple parallel twin boundaries at a grain boundary 
groove was directly observed during unidirectional solidification of mc-Si. Multiple 
parallel twin boundaries were repeatedly generated from a step-like developed grain 
boundary during solidification. The growth velocity of the micro-facet at the grain 
boundary groove accelerated and decelerated, which resulted in twin nucleation and 
development of the step-like structure of the grain boundary. The local undercooling at 
grain boundary groove could be the main driving forces for twin nucleation on the 
micro-facet. Moreover, from our SEM-EBSD data and molecular dynamics simulations 
presented by Pohl et al., the grain boundary plane cloud also play an important role for 










The study of multicrystalline silicon and fundamental crystal growth mechanism 
is substantiated by the need to develop innovative fabrications and improve the 
performance of silicon based PV cells. In this thesis, we investigated the progress of 
growing crystal/melt interface and the evolution of grain boundaries during the 
solidification process of multicrystalline silicon using an in situ observation system. We 
focused on the grain nucleation, morphology of growing interface, grain boundary 
development and the twining occurrence aiming at deepening the fundamental 
understanding on the phenomena that occur during the multicrystalline silicon growth. 
The main results are listed as following. 
1. The effect of grain boundaries on instability at the crystal/melt interface  
In this study, we investigated the instability of a planar crystal/melt interface 
including frequent Σ3, small-angle and large-angle grain boundaries. The experimental 
observations show that a local morphological transformation occurred during the 
progression of the crystal/melt interface including Σ3 or small-angle grain boundaries. 
We also found that the critical growth velocity for the appearance of instability at a 
crystal/melt interface including grain boundaries is significantly lower than that for a 
single crystal/melt interface. Effective thermal conductivity values were estimated 
based on the thermodynamic properties of silicon and the critical velocities associated 
with instability were ascertained. The result demonstrate that a localized negative 
temperature gradient can form at a grain boundary and that such gradients readily 
initiate the morphological transformation. 
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2. The mechanism of grain boundary development from a facet-facet groove  
The growth of multicrystalline silicon and the evolution of some CSL grain 
boundaries and random angle grain boundaries, as well as the dislocation generation 
and expansion is observed dynamically. A better understanding of the facet growth 
kinetics and defect dynamics, associated with the propagation of grain boundary from 
a facet-facet groove, is provided from the in situ observation of the directional 
solidification process. CSL grain boundary with Σ ≠ 3 and random angle grain boundary 
is at the origin of a facetted/facetted grain boundary groove at the melt front. Its 
direction is determined by the {111} facet growth velocities of the adjacent grains that 
form the grain boundary grooves at the crystal/melt interface. 
3. Multiple parallel (111) twin boundary formation at a step-like grain boundary 
The formation of multiple parallel twin boundaries at grain boundary grooves was 
observed. Twin boundaries were repeatedly generated at a crystal/melt interface from a 
step-like grain boundary during solidification. We found the growth velocity of the 
micro-facet at the grain boundary groove accelerated and decelerated, which resulted 
in the nucleation of a twin and the development of a step-like structure at the grain 
boundary. By carefully estimating the undercooling, the local undercooling at grain 
boundary groove could be the main driving forces for twin nucleation on the micro-
facet. 
From these experiments and studies, the evolution of crystal/melt interface and 
grain boundaries during solidification process become more definite. It was found the 
morphology of crystal/melt interface is strongly depend on the existence of grain 
boundaries. We further estimated the temperature profile at growing interface to obtain 
a better understanding of the effect of grain boundaries on the instability of interface. 
Also, we directly investigated grain boundary growth from silicon seed crystals and 
first time observed the direction change of a RAGB using our in situ observation system. 
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By carefully examining the growth at grain boundary groove, it is shown the growth 
velocity the on two corresponding facets play an important role to determine the 
development direction of grain boundary. These studies can provide a better 
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