Characterisation of planar Brownian multiplicative chaos by Jego, Antoine
ar
X
iv
:1
90
9.
05
06
7v
2 
 [m
ath
.PR
]  
28
 O
ct 
20
19
Characterisation of planar Brownian multiplicative chaos
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Abstract
We characterise the multiplicative chaos measure µ associated to planar Brownian mo-
tion introduced in [BBK94, AHS18, Jeg18a] by showing that it is the only random Borel
measure satisfying a list of natural properties. These properties only serve to fix the average
value of the measure and to express a spatial Markov property. As a consequence of our
characterisation, we establish the scaling limit of the set of thick points of planar simple
random walk, stopped at the first exit time of a domain, by showing the weak convergence
towards µ of the point measure associated to the thick points. As a corollary, we obtain
the convergence of the appropriately normalised number of thick points of random walk to
a nondegenerate random variable. The normalising constant is different from that of the
Gaussian free field, as conjectured in [Jeg18b]. These results cover the entire subcritical
regime.
A key new idea for this characterisation is to introduce measures describing the intersec-
tion between different Brownian trajectories and how they interact to create thick points.
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1 Introduction and main results
The study of exceptional points of planar random walk has a long history. In 1960, Erdős and
Taylor [ET60] showed that the number of visits of the most visited site of a planar simple random
walk after n steps is asymptotically between (logn)2/(4π) and (logn)2/π and conjectured that
the upper bound is sharp. This conjecture was proven forty years later by Dembo, Peres, Rosen
and Zeitouni in the landmark paper [DPRZ01]. These authors also considered the set of thick
points of the walk, where the walk has spent a time at least a fraction of (logn)2, and computed
its asymptotic size at the level of exponents. Their proof is based on planar Brownian motion
and uses KMT-type approximations to transfer the results to random walk with increments
having finite moments of all order. [Ros05] provided another proof of these results without the
use of Brownian motion and [BR07] extended them to planar random walk with increments
having finite moment of order 3 + ε. [Jeg18b] streamlined the arguments by exploiting the links
between the local times and the Gaussian free field (GFF) and extended the above results to
walks with increments of finite variance and to more general graphs. [AHS18] and [Jeg18a]
constructed simultaneously a random measure supported on the set of thick points of Brownian
motion extending results of [BBK94]. Finally, [Oka16] studied the most visited points of the
inner boundary of the random walk range.
A closely related but distinct area of research is the study of planar random walk run until
a time close to the cover time. It has become very active since Dembo, Peres, Rosen and
Zeitouni [DPRZ04] found the leading order term of the cover time for both planar Brownian
motion and random walk settling a conjecture of Aldous [Ald89]. Since then, the understanding
of the behaviour of the walk in this regime has considerably improved. We mention a few
works. On the torus, the multifractal structure of the set of thin/thick/late points has been
studied [DPRZ06, CPV16, Abe15], the subleading order of the cover time has been established
[Abe17, BK17] and even the tightness of the cover time associated to Brownian motion on
the 2D sphere is known [BRZ19]. For a walk resampled every time it hits the boundary of a
planar domain, the scaling limit of the set of thin/thick/late points has been established [AB19].
The picture is even more complete on binary trees where the scaling limit of the cover time
[CLS18, DRZ19] as well as the scaling limit of the set of extreme points having maximal local
times [Abe18] have been derived.
The current paper is closer to the setup of the first series of articles where the walk is stopped
at the first exit time of a planar domain. Its aim is to establish the scaling limit of the thick
points of planar simple random walk stopped at the first exit time of a domain by showing that
the point measure associated to the thick points converges to a nondegenerate random measure
µ. This gives much finer information on the set of thick points and, as a corollary, we obtain
the convergence of the appropriately normalised number of thick points of random walk to a
nondegenerate random variable considerably improving the previously known above-mentioned
results.
In this regime a comparison to the GFF is too rough, in contrast with the regime correspond-
ing to times closer to cover time; and indeed, in this latter case the limiting measure is related
to the so-called Liouville measure of GFF (see [AB19]). In our setting of limited time horizon,
the limiting measure µ, that we can call “Brownian multiplicative chaos” in analogy to Gaussian
multiplicative chaos measures, was introduced in [BBK94, AHS18, Jeg18a] and was so far fairly
mysterious. On the one hand, it shares a lot of similarities with the Liouville measure such
as carrying dimension and conformal invariance. But on the other hand the measure µ is very
different in the sense that it is carried and entirely determined by the random fractal composed
of a Brownian trace. One of the main result of this paper consists in characterising the law of
the measure µ. We show that it is the only random Borel measure satisfying a list of natural
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properties which fix its average value and express a spatial Markov property. This demystifies
the measure µ and shows its universal nature.
We start by presenting our results on random walk. We then discuss our characterisation of
Brownian multiplicative chaos.
In this paper, we will consider simply connected domains with a boundary composed of a
finite number of analytic curves. Such a continuous domain will be called a “nice domain” and
a boundary point where the boundary is locally analytic will be called a “nice point”.
1.1 Scaling limit of thick points of planar random walk
We will extend the definition of the integer part function by setting for x = (x1, x2) ∈ R2,
⌊x⌋ = (⌊x1⌋ , ⌊x2⌋). For a nice domain U and a large integer N , let
UN := {⌊Nx⌋ : x ∈ U} ⊂ Z2 and ∂UN :=
{
x ∈ UN : ∃y ∈ Z2\UN , |x− y| = 1
}
be discrete approximations of U and ∂U . For z ∈ ∂U , we will abusively write ⌊Nz⌋ any point
of ∂UN closest to z. Let (Xt)t≥0 be a continuous time simple random walk on Z2 with jump
rate one (at every vertex, it waits an exponential time with parameter one before jumping) and
define its hitting time of ∂UN and local times:
τ∂UN := inf {t ≥ 0, Xt ∈ ∂UN} and for x ∈ Z2, t > 0, ℓtx :=
∫ t
0
1{Xs=x}ds.
For x, z ∈ C, we will denote PUNx the probability measure associated to the walk (Xt, t ≤ τ∂UN )
starting at X0 = ⌊x⌋ and PUNx,z := PUNx
(
·
∣∣∣Xτ∂UN = ⌊z⌋
)
.
Let x0 ∈ D and z ∈ ∂D be a nice point. Let a ∈ (0, 2) be a parameter measuring the
thickness level, g := 2/π. We define a random Borel measure µU,ax0;N on C by setting for all Borel
sets A ⊂ C,
µU,ax0;N (A) :=
logN
N2−a
∑
x∈Z2
1{x/N∈A}1{ℓτ∂UNx ≥ga log2 N} under PUNNx0 . (1.1)
We also define the conditioned version µU,ax0,z;N of µ
U,a
x0;N
by replacing PUNNx0 by P
UN
Nx0,Nz
.
Theorem 1.1. For all a ∈ (0, 2), the sequence µU,ax0;N , N ≥ 1, (resp. µU,ax0,z;N , N ≥ 1) converges
weakly for the topology of weak convergence (resp. vague convergence) on U . Moreover, there ex-
ists a universal constant c0 such that the limiting measure has the same distribution as e
c0a/gνU,ax0
(resp. ec0a/gνU,ax0,z) built in [BBK94, AHS18, Jeg18a].
In Section 1.2, we recall a precise definition of the above-mentioned Brownian multiplicative
chaos measures νU,ax0 and ν
U,a
x0,z. The constant c0 arises from the Green’s function estimates of
Lemma 3.1.
Theorem 1.1 looks very similar to [Jeg18a, Theorem 1.1] which studies flat measures νε, ε > 0,
supported on the set of thick points of planar Brownian motion. See Section 1.2 for more details
about this. But let us emphasise that the approach of [Jeg18a] cannot be adapted to prove
Theorem 1.1 and that a new strategy is needed. Indeed, the proof of [Jeg18a, Theorem 1.1] is
based on the L1-convergence of (νε(A), ε > 0) for all Borel set A ⊂ C. This strong form of
convergence is crucial to the strategy in [Jeg18a]. Here, it is not even a priori clear how to build
the random measures µU,ax0,z;N , N ≥ 1, on the same probability space so that (µ
U,a
x0,z;N
(A), N ≥ 1)
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converges in L1. For instance, coupling the random walks via the same Brownian motion through
KMT-type couplings does not seem to be tractable, or is at least too rough. As mentioned in
the introduction, our proof of Theorem 1.1 will rely on a characterisation of the law of Brownian
multiplicative chaos, which we describe below.
We first mention however that Abe and Biskup [AB19] have recently established a result with
a similar flavour but important differences. Indeed, they consider a random walk on a box with
wired boundary conditions (so it is uniformly resampled on the boundary every time it touches
the boundary) and run the walk up to a time proportional to the cover time. In this regime,
the local times of the walk are very closely related to the Gaussian free field and indeed their
limiting measure is the Liouville measure (in contrast to here).
A direct consequence of Theorem 1.1 is the convergence of the appropriately scaled number of
random walk’s thick points. This answers a question raised in [Jeg18b] and considerably improves
the previous known estimates on the fractal dimension [DPRZ01, Ros05, BR07, Jeg18b] of the
set of thick points. For a ∈ (0, 2), we denote
TN (a) :=
{
x ∈ Z2, ℓτ∂UNx ≥ 2
π
a log2N
}
.
Corollary 1.1. For all a ∈ (0, 2), the following convergence holds in distribution: under PUNNx0 ,
logN
N2−a
#TN (a) −−−−→
N→∞
ec0a/gνU,ax0 (U).
Moreover, the limit is nondegenerate, i.e. νU,ax0 (U) ∈ (0,∞) a.s.
As mentioned in [Jeg18b], despite the strong link between the local times and the GFF, this
shows a subtle difference in the structure of thick points of random walk compared to those of
the GFF which cannot be observed through rougher estimates such as the fractal dimension.
Indeed, the analogue of Corollary 1.1 with the local times replaced by half of the GFF squared
uses a normalisation factor with
√
logN instead of logN . See [BL16].
Remark 1.1. To ease the exposition we decided to focus on the measures µU,ax0;N defined above, but
one can consider random measures on C× R defined by: for A ∈ B(U¯) and T ∈ B(R ∪ {+∞}),
µ˜U,ax0;N(A× T ) :=
logN
N2−a
∑
x∈Z2
1{x/N∈A}1{√
ℓ
τ∂UN
x −√ga logN∈T
}.
Once the convergence of µU,ax0;N is established, it can be shown that µ˜
U,a
x0;N
, N ≥ 1, converges for
the topology of vague convergence on U¯ × (R ∪ {+∞}) to a product measure: νU,ax0 times an
exponential measure. See [Jeg18a] for the case of local times of Brownian motion.
1.2 Brownian multiplicative chaos: background and extension
This section recalls the definition of Brownian multiplicative chaos measure νU,ax0,z as well as
provides the extension of the results of [BBK94, AHS18, Jeg18a] that we need. We follow
the construction of [Jeg18a] (see also [BBK94] for partial results and [AHS18] for a different
construction). For a nice domain U ⊂ C and x0 ∈ U , let PUx0 be the law under which (Bt, t ≤ τ∂U )
is a Brownian motion starting at x0 and stopped at the first exit time of U :
τ∂U := inf {t > 0 : Bt ∈ ∂U} .
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For x0 ∈ U and a nice point z ∈ ∂U , we will also consider the conditional law PUx0,z :=
PUx0 (· |Bτ∂U = z ) which is rigorously defined for instance in [AHS18, Notation 2.1]. For all x ∈ U
and ε > 0, define the local time Lx,ε of the circle ∂D(x, ε) up to time τ∂U :
Lx,ε := lim
r→0
r>0
1
2r
∫ τ∂U
0
1{ε−r≤|Bt−x|≤ε+r}dt
with the convention that Lx,ε = 0 if the disc D(x, ε) is not fully included in U . [Jeg18a, Proposi-
tion 1.1] shows that these local times are well-defined for all x ∈ U and ε > 0 simultaneously. For
all parameter a ∈ (0, 2) measuring the thickness level, we can thus define the random measure
A ∈ B(C) 7→ |log ε| ε−a
∫
A
1{ 1εLx,ε≥2a|log ε|2}dx. (1.2)
[Jeg18a] shows that for all a ∈ (0, 2) and under PUx0,z, the previous measure converges as ε → 0
to a nondegenerate random measure νU,ax0,z, our object of interest.
In this paper, a crucial new idea will be to consider the “multipoint” analogue of this measure.
We will denote S the collection of sets
DXZ = {(Di, xi, zi), i = 1 . . . r} (1.3)
where r ≥ 1, for all i = 1 . . . r, Di is a nice domain, xi ∈ Di, zi ∈ ∂Di is a nice boundary point,
and the zi’s are pairwise distinct points (i.e. zi 6= zj for all i 6= j). If DXZ ∈ S, we will abusively
see the set DXZ as a triplet D,X ,Z of domains, starting points and exit points. We will for
instance write “D ∈ D” when we mean that we pick a domain that occurs in DXZ. Similarly,
we will write DX when we forget about the exit points.
We now define the multipoint analogue of νU,ax0,z. Let DXZ = {(Di, xi, zi), i = 1 . . . r} ∈ S.
For all i = 1 . . . r, we consider independent Brownian motions distributed according to PDixi,zi and
we denote by L
(i)
x,ε their associated local times. For all thickness level a ∈ (0, 2) and Borel set
A ⊂ C, we define
νD,aX ,Z;ε(A) := |log ε| ε−a
∫
A
1{ 1
ε
∑
r
i=1
L
(i)
x,ε≥2a|log ε|2
}1{∀i=1...r,L(i)x,ε>0}dx.
We emphasise that, in this definition, the thick points arise from the interaction of the different
trajectories. In particular, the single trajectories are not required to be a-thick. In fact, as we
will see in Proposition 1.3, a single trajectory will typically be α-thick where α is uniformly
distributed in [0, a]. Note also that the normalisation is the same as the individual measures
(1.2). This indicates that they contribute in the same manner to the occurrence of thick points.
A rather simple modification of [Jeg18a, Theorem 1.1] shows:
Proposition 1.1. For all a ∈ (0, 2), the sequence of random measures νD,aX ,Z;ε converges as ε→ 0
towards some random measure νD,aX ,Z in probability for the topology of weak convergence.
The proof of this result is contained in Appendix A. Let us comment that νD,aX ,Z clearly vanishes
almost surely if
⋂r
i=1Di = ∅. Section 1.4 investigates some further properties of this multipoint
version of Brownian multiplicative chaos. In particular, we explain that we can express νD,aX ,Z in
terms of the integral of the “intersection” of one-point Brownian multiplicative chaos measures
r⋂
i=1
νDi,aixi,zi .
5
This “intersection measure” is a natural measure supported on the intersection of the set of thick
points associated to each single Brownian motion with suitable thickness level. Further surprising
properties of these measures are discussed in Section 1.4. See in particular Proposition 1.3.
Finally, we will consider the process of measures
(
νD,aX ,Z ,DXZ ∈ S
)
. We have already defined
the one-dimensional marginals of this process. The definition of the finite-dimensional marginals
is done in the following way: if DjXjZj ∈ S, j = 1 . . . J , for all (D,x0, z) appearing in one of the
DjXjZj , we always use the same Brownian motion from x0 to z to define the measures νDj ,aXj ,Zj .
In particular, if DXZ ∩ D′X ′Z ′ = ∅, the measures νD,aX ,Z and νD
′,a
X ′,Z′ are independent. This
definition is consistent and thus uniquely defines the process
(
νD,aX ,Z ,DXZ ∈ S
)
. We mention
that we will sometimes write νaDXZ instead of ν
D,a
X ,Z to clarify the situation.
1.3 Characterisation of Brownian multiplicative chaos
We can now state our characterisation of the law of Brownian multiplicative chaos. We start
off by introducing some complex analysis notations. Let a ∈ (0, 2) be a thickness level. For
any nice domain D ⊂ C, x ∈ D and a nice point z ∈ ∂D, we will denote by CR(x,D) the
conformal radius of D seen from x, GD the Green’s function of D with zero boundary conditions
and HD(x, z)dz = Px (Bτ∂D ∈ dz) the Poisson kernel or harmonic measure of D. See Section 1.6
for precise definitions. We set
ψD,ax0,z(x) := CR(x,D)
aGD(x0, x)
HD(x, z)
HD(x0, z)
. (1.4)
We are about to consider properties characterising the law of the process
(
νD,aX ,Z ,DXZ ∈ S
)
defined in Section 1.2. The most important one will be the spatial Markov property (Property
(P2)). Because it will be notationally heavy, we first present a simple particular case of it which
explains the main idea. Let DXZ ∈ S be of the form DXZ = {(D,x0, z)}. Let D′ be a nice
subset of D containing x0. Then Property (P2) amounts to:
νD,ax0,z and ν
D′,a
x0,Y
+ νD,aY,z + ν
a
(D′,x0,Y ),(D,Y,z)
(1.5)
have the same law, where Y has the law of Bτ∂D′ under P
D
x0,z. This comes from the following
simple observation. Let (Bt, t ≤ τ∂D) be a Brownian motion in D starting at x0 and conditioned
to exit D through z. We divide (Bt, t ≤ τ∂D) into (Bt, t ≤ τ∂D′) and (Bt, τ∂D′ ≤ t ≤ τ∂D).
An a-thick point for the overall trajectory is either entirely generated by one of the two small
trajectories and missed by the other one, or comes from the intersection of both.
We now explain our characterisation. Let
(
µD,aX ,Z ,DXZ ∈ S
)
be a stochastic process taking
values in the set of finite Borel measures. We consider the following properties:
(P1) For all DXZ = {(Di, xi, zi), i = 1 . . . r} ∈ S and for all Borel set A ⊂ C,
E
[
µD,aX ,Z(A)
]
=
∫
A
dx
∫
[0,a]r−1
da1 . . . dar−11{ar−1<···<a1}
(
r−1∏
k=1
ψDk,ak−1−akxk,zk (x)
)
ψDr ,ar−1xr,zr (x)
with the convention a0 = a.
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(P2) (Markov property) Let DXZ ∈ S, (D,x0, z) ∈ DXZ and let D′ be a nice subset of D
containing x0. Let Y be distributed according to Bτ∂D′ under P
D
x0,z. The joint law of
(µD
′,a
X ′,Z′ ,D′X ′Z ′ ⊂ DXZ) is the same as the joint law given by for all D′X ′Z ′ ⊂ DXZ,{
µD
′,a
X ′,Z′ if (D,x0, z) /∈ D′X ′Z ′,
µaD¯X¯ Z¯∪{(D′,x0,Y )} + µ
a
D¯X¯ Z¯∪{(D,Y,z)} + µ
a
D¯X¯ Z¯∪{(D′,x0,Y ),(D,Y,z)} otherwise,
where in the second line we denote D¯X¯ Z¯ = D′X ′Z ′\{(D,x0, z)}.
(P3) (Independence) For all disjoint sets DXZ,D′X ′Z ′ ∈ S, the measures µD,aX ,Z and µD
′,a
X ′,Z′ are
independent.
(P4) (Non-atomicity) For all DXZ ∈ S, with probability one, simultaneously for all x ∈ C,
µD,aX ,Z({x}) = 0.
Theorem 1.2. Let a ∈ (0, 2). The process
(
νD,aX ,Z ,DXZ ∈ S
)
from Section 1.2 satisfies Proper-
ties (P1)-(P4). Moreover, if
(
µD,aX ,Z ,DXZ ∈ S
)
is another process taking values in the set of finite
Borel measures satisfying Properties (P1)-(P4), then it has the same law as
(
νD,aX ,Z ,DXZ ∈ S
)
.
Biskup and Louidor [BL16] provide a somewhat similar characterisation of the Liouville
measure. The main difference is that Properties (P2) and (P3) are replaced by how the spatial
Markov property of the Gaussian free field translates to the Liouville measure.
Other characterisations have been formulated before: let D be a fixed nice domain, x0 ∈ D,
z ∈ ∂D nice and consider the pair given by the measure νD,ax0,z together with the Brownian motion
(Bt, t ≤ τ∂D) from which it has been built. Then the pair (νD,ax0,z, B) is uniquely characterised by
• the measurability of νD,ax0,z with respect to the Brownian path B,
• the way the law of the path B is changed given a sample of νD,ax0,z.
See Theorem 5.2 of [BBK94]. The advantage of this characterisation is that it considers only
one domain, with given starting and ending points and does not need to rely on the multipoint
version of Brownian multiplicative chaos. But its drawback is that it refers explicitly to the
underlying Brownian motion and it seems to be less applicable in practice. For instance, in the
context of our application to random walk, it does not seem easy to apply this characterisation
(even measurability is not a priori clear).
Finally, let us mention that the proof of Theorem 1.2 provides a construction of νD,ax0,z through
a martingale approximation (see Lemma 2.2). This is very similar to some aspects of the con-
struction of [AHS18] except that they divide the domain into small dyadic squares rather than
long narrow rectangles. This might look like a cosmetic difference but it is in fact significant
since it leads to a decomposition of the Brownian path into excursions from internal to boundary
point rather than from boundary to boundary. This is at the heart of what leads to the recursive
decomposition of the proof and in turn to the theorem, since the measure νD,ax0,z is also itself of
this type.
1.4 Further results on multipoint Brownian multiplicative chaos
In this section, we study in greater details the multipoint version of Brownian multiplicative chaos
measures. We start by introducing the “intersection” of Brownian multiplicative chaos measures:
a measure whose support is included in the intersection of the support of each intersected measure.
LetDXZ = {(Di, xi, zi), i = 1 . . . r} ∈ S and consider independent Brownian motions distributed
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according to PDixi,zi for all i = 1 . . . r. Denote by L
(i)
x,ε their associated local times. Let ai > 0, i =
1 . . . r, be thickness levels such that a :=
∑
ai < 2. We now consider the measure defined by: for
all Borel set A ⊂ C,
r⋂
i=1
νDi,aixi,zi;ε(A) := |log ε|r ε−a
∫
A
r∏
i=1
1{ 1
εL
(i)
x,ε≥2ai|log ε|2
}dx.
Proposition 1.2 below studies the limit of these measures and Proposition 1.3 studies the link
between this limiting measure and νD,aX ,Z introduced in Section 1.2.
Proposition 1.2. (i) The measure
⋂r
i=1 ν
Di,ai
xi,zi;ε converges as ε → 0 towards a random finite
Borel measure
⋂r
i=1 ν
Di,ai
xi,zi in probability for the topology of weak convergence.
(ii) Inductive decomposition. If r ≥ 2, the sequence of random Borel measures
A ∈ B(C) 7→ |log ε| ε−ar
∫
A
1{ 1
εL
(r)
x,ε≥2ar|log ε|2
} r−1⋂
i=1
νDi,aixi,zi (dx) (1.6)
converges as ε→ 0 towards ⋂ri=1 νDi,aixi,zi in probability for the topology of weak convergence.
(iii) The measure
⋂r
i=1 ν
Di,ai
xi,zi is measurable with respect to σ
(
νDi,aixi,zi , i = 1 . . . r
)
.
(iv) For all A ∈ B(C),
E
[
r⋂
i=1
νDi,aixi,zi (A)
]
=
∫
A
r∏
i=1
ψDi,aixi,zi (x)dx.
(v) With probability one, simultaneously for all Borel set A of Hausdorff dimension smaller
than 2−∑ri=1 ai, ⋂ri=1 νDi,aixi,zi (A) = 0.
For the following proposition, we consider the measure νD,aX ,Z built from the same Brownian
motions as the ones used to defined the previous intersection measures.
Proposition 1.3. Let a ∈ (0, 2). If r ≥ 2,
∫
[0,a]r−1
da1 . . . dar−11{ar−1<···<a1}
r−1⋂
k=1
νDk,ak−1−akxk,zk ∩ νDr ,ar−1xr,zr
is almost surely well-defined and equal to νD,aX ,Z with the convention that a0 = a.
In view of this proposition, we can rewrite Property (P2) in the following way. Let D
′ ⊂ D
be two nice domains, x0 ∈ D′ and z ∈ ∂D be a nice point, then
νD,ax0,z = ν
D′,a
x0,Y
+ νD,aY,z +
∫ a
0
νD
′,a−α
x0,Y
∩ νD,αY,z dα
with Y = Bτ∂D′ . A surprising consequence of Proposition 1.3 is the following.
For all x ∈ D′, if we condition x to be an a-thick point for the overall trajectory (Bt, t ≤ τ∂D)
and if we condition the two small trajectories (Bt, t ≤ τ∂D′) and (Bt, τ∂D′ ≤ t ≤ τ∂D) to visit x,
then the thickness level of x for one of the two small trajectories will be uniformly distributed
in (0, a). To see why this is surprising, consider the following related question. Let h1 and h2
be two independent GFFs with zero boundary condition in the domain D. h := h1 + h2 is now
8
a GFF in D with a variance which has doubled compared to h1 and h2. h will therefore have
points strictly thicker than any thick point of h1 and h2. This situation is very different from
the one presented earlier with the local times.
As we will see in the proof of Proposition 1.3, an elementary argument will allow us to define
the above integral of intersection measures without having to make sense of these intersection
measures simultaneously for all thickness levels, which would require extra work. We mention
nevertheless that, in analogy with Gaussian multiplicative chaos theory (see for instance Propo-
sition 1.4 and Remark 1.5 of the review [Aru17]), we expect the measures νD,aX ,Z ,
⋂r
i=1 ν
Di,ai
xi,zi to
be continuous and even analytic in the thickness parameters a, ai, i = 1 . . . r. We do not explore
this in this article.
1.5 Outline of proofs
We now present the organisation of the paper and explain the main ideas behind the proofs of
Theorems 1.1 and 1.2.
Section 2 is devoted to the proof of Theorem 1.2. It will start by proving that Brownian
multiplicative chaos satisfies Properties (P1)-(P4) assuming Propositions 1.1, 1.2 and 1.3 on
the multipoint version of Brownian multiplicative chaos. These propositions will be proven in
Appendix A. The rest of Section 2 will deal with the uniqueness part of Theorem 1.2 and we
now sketch its proof. Let
(
µD,aX ,Z ,DXZ ∈ S
)
be a process of Borel measures satisfying Properties
(P1)-(P4). Let D be a nice domain, x0 ∈ D and a nice point z ∈ ∂D. We are going to explain the
characterisation of the law of µD,ax0,z. The characterisation of the law of more general marginals
follows along the same lines. The only extra difficulty lies in the notations. We will start by
noticing that Property (P4) implies that we can find a deterministic direction such that almost
surely all the lines parallel to this direction are not seen by the measure µD,ax0,z. Without loss of
generality, assume that this direction is the vertical one. We will slice the domain D into many
narrow rectangle-type domains D ∩ (q2−p, (q + 2)2−p) × R, q ∈ Z. By iterating Property (P2),
we will be able to decompose
µD,ax0,z
(d)
=
∑
DXZ⊂{(Dp
i
,xp
i
,xp
i+1
),i≤Ip−1}
µD,aX ,Z .
Dpi will be a narrow rectangle as above centred at x
p
i and x
p
i , i ≥ 1, will correspond to the
successive hitting points of 2−pZ × R of a Brownian trajectory. See (2.2) for precise definitions.
The idea is then that most of the randomness comes from the points xpi , i ≥ 1, and we do not
change the measure so much by replacing each term
µD,aX ,Z by E
[
µD,aX ,Z
∣∣∣xpi , p ≥ 1] .
This latter expression is entirely determined by Property (P1) and does not depend on the process(
µD,aX ,Z ,DXZ ∈ S
)
any more. This conditional expectation encodes a lot of information. For
instance, it ensures the measure to be concentrated around the Brownian trajectory. In fact, it
provides a martingale approximation of the measure µD,ax0,z as we will see in Lemma 2.2. The
proof will then consist in showing that the error in the above approximation goes to zero when
p → ∞. The fact that almost surely µD,ax0,z gives zero-mass to any vertical line will be useful for
this purpose making sure that we decomposed the initial measure into many small pieces.
We now turn to the random walk part. We will first show the convergence of µU,ax0,z;N . The
convergence of the unconditioned measures µU,ax0;N will then follow fairly quickly thanks to the
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weak convergence of the discrete Poisson kernel. To show the convergence of µU,ax0,z;N , the overall
strategy is simple: we will prove that this sequence is tight and we will then identify the subse-
quential limits. The tightness is the easy part and relies on a first moment computation. Section
3.1 is devoted to it. The identification of the subsequential limits uses Theorem 1.2 and is done
in Section 3.2. We sketch the main steps of this identification. Let x∗ ∈ U and z∗ ∈ ∂U be a nice
point. Let (Nk, k ≥ 1) be an increasing sequence of integers so that (µU,ax∗,z∗;Nk , k ≥ 1) converges.
In Lemma 3.4, we will show that we can extract a further subsequence (N ′k, k ≥ 1) of (Nk, k ≥ 1)
such that for all D′X ′Z ′ ∈ S, (
µD,aX ,Z;N ′
k
,DXZ ⊂ D′X ′Z ′
)
converges. The above measures are the discrete analogue of the multipoint versions of Brownian
multiplicative chaos and are defined in (3.1). We denote by (µD,aX ,Z ,DXZ ∈ S) the limiting process
of finite Borel measures. Showing that we can extract such a subsequence requires some work
since we consider an uncountable number of sequences. Thanks to Theorem 1.2, to conclude
the identification of the limiting measure µU,ax∗,z∗ , it is then enough to show that the process
(µD,aX ,Z ,DXZ ∈ S) satisfies Properties (P1)-(P4). This will roughly follow along the same lines
as in the Brownian case. In particular, the uniform integrabilitiy of µD,aX ,Z;N(Z
2), N ≥ 1, which
is the content of Proposition 3.2 is key. This comes from a careful truncated second moment
estimate which is similar to what was done in [Jeg18a]. The proof of Proposition 3.2 is written
in Section 4.
1.6 Some notations
We finish this introduction with some notations that will be used throughout the paper. Let
D ⊂ C be a nice domain. For x ∈ D and a nice point z ∈ ∂D, we will denote by CR(x,D) the
conformal radius of D seen from x, GD the Green’s function of D with zero boundary conditions
normalised so that GD(x, y) ∼ − log |x− y| as |x− y| → 0 and HD(x, z)dz = Px (Bτ∂D ∈ dz) the
Poisson kernel or harmonic measure of D. These three quantities can be expressed in terms of
a conformal map fD : D → D onto the unit disc (see e.g. [Law05, Chapter 2]): for all x, y ∈ D
and for all nice point z ∈ ∂D,
CR(x,D) =
1− |fD(x)|2
|f ′D(x)|
, (1.7)
GD(x, y) = log
∣∣∣1− fD(x)fD(y)∣∣∣
|fD(y)− fD(x)| , (1.8)
HD(x, z) = |f ′D(z)|
1− |fD(x)|2
2π |fD(x)− fD(z)|2
. (1.9)
With the notations of Section 1.1, we will similarly denote by GDN and HDN the discrete Green’s
function and Poisson kernel defined by: for all x, y ∈ Z2,
GDN (x, y) := Ex
[
ℓ
τ∂DN
y
]
and HDN (x, y) := PDNx
(
Xτ∂DN = y
)
. (1.10)
In the rest of paper, a ∈ (0, 2) will always denote the thickness level that we look at.
2 Characterisation: proof of Theorem 1.2
We start by proving that Brownian multiplicative chaos satisfies Properties (P1)-(P4).
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Proof of Theorem 1.2, existence. Property (P1), resp. (P4), is a direct consequence of Proposi-
tion 1.2 (iv), resp. (v), and Proposition 1.3. Property (P3) follows from the fact that we consider
independent Brownian motions.
We now explain Property (P2). To ease notations, we will do it for DXZ = {(D,x0, z)}. The
general case follows along the same lines. Let D′ be a nice subset of D containing x0. Let B be
a Brownian motion under PDx0,z, Lx,ε its associated local times and let L
(0)
x,ε be the local times of
B stopped at the first exit time of D′ and L(1)x,ε := Lx,ε − L(0)x,ε. We can write
νD,ax0,z;ε(dx) = |log ε| ε−a1{ 1εLx,ε≥2a| log ε|2}dx = |log ε| ε
−a
(
1{ 1
εL
(0)
x,ε≥2a| log ε|2
}1{
L
(1)
x,ε=0
} (2.1)
+1{ 1
εL
(1)
x,ε≥2a| log ε|2
}1{
L
(0)
x,ε=0
} + 1{ 1
ε
(
L
(0)
x,ε+L
(1)
x,ε
)
≥2a| log ε|2,L(0)x,ε>0,L(1)x,ε>0
}) dx.
If we denote by Y the first hitting point of ∂D′ of the Brownian trajectory B, Proposition 1.1
shows that the last term on the right hand side converges in probability towards νa(D′,x0,Y ),(D,Y,z).
We are now going to argue that the first right hand side term converges in probability towards
νD
′,a
x0,Y
. Indeed, for all Borel set A ⊂ C,
E
[∣∣∣∣νD′,ax0,Y ;ε(A)− | log ε|ε−a
∫
A
1{ 1
εL
(0)
x,ε≥2a| log ε|2
}1{
L
(1)
x,ε=0
}dx∣∣∣∣
]
= | log ε|ε−a
∫
A
PDx0,z
(
1
ε
L(0)x,ε ≥ 2a| log ε|2, L(1)x,ε > 0
)
dx.
We can dominate
sup
ε
| log ε|ε−aPDx0,z
(
1
ε
L(0)x,ε ≥ 2a| log ε|2, L(1)x,ε > 0
)
≤ sup
ε
| log ε|ε−aPDx0,z
(
1
ε
Lx,ε ≥ 2a| log ε|2
)
which is integrable (see (A.2)). Moreover, for all x /∈ ∂D′,
| log ε|ε−aPDx0,z
(
1
ε
L(0)x,ε ≥ 2a| log ε|2, L(1)x,ε > 0
)
= EDx0,z
[
| log ε|ε−aPD′x0,Y
(
1
ε
L(0)x,ε ≥ 2a| log ε|2
)
PDY,z
(
L(1)x,ε > 0
)]
goes to zero as ε→ 0. By dominated convergence theorem, it implies that
E
[∣∣∣∣νD′,ax0,Y ;ε(A)− | log ε|ε−a
∫
A
1{ 1
εL
(0)
x,ε≥2a| log ε|2
}1{
L
(1)
x,ε=0
}dx∣∣∣∣
]
goes to zero as ε → 0. Since νD′ax0,Y ;ε converges in probability towards νD
′a
x0,Y
(Proposition 1.1),
this shows that
|log ε| ε−a1{ 1
εL
(0)
x,ε≥2a| log ε|2
}1{
L
(1)
x,ε=0
}dx
converges in probability to the same limiting measure. Similarly, the second right hand side term
of (2.1) converges in probability towards νD,aY,z which overall yields
νD,ax0,z = ν
D′a
x0,Y + ν
D,a
Y,z + ν
a
(D′,x0,Y ),(D,Y,z)
.
This is Property (P2) and it completes the proof.
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The rest of this section is devoted to the uniqueness part of Theorem 1.2.
Proof of Theorem 1.2, uniqueness. Let
(
µD,aX ,Z ,DXZ ∈ S
)
be a process satisfying Properties (P1)-
(P4). Let D be a nice domain, x0 ∈ D and z ∈ ∂D be a nice point. We are going to identify the
law of µD,ax0,z. As mentioned in Section 1.5, the identification of more general marginals follows
along the same lines. The only extra difficulty lies in the notations. We start this proof by
noticing that we can find a deterministic angle θ ∈ R such that all the lines with angle θ are not
seen by the measure µD,ax0,z. Here and in the following, we say that the angle of a line L is θ if we
can write L = x+ eiθ({0} × R) for some x ∈ C.
Lemma 2.1. There exists an angle θ ∈ R such that for all ε > 0,
lim
p→∞
#
{
q ∈ Z : µD,ax0,z
(
eiθ
(
2−p(q + (0, 1])× R)) ≥ ε} = 0 a.s.
Proof. We proceed by contradiction. Assume that for all θ ∈ R, there exists εθ > 0 such that
lim sup
p→∞
#
{
q ∈ Z : µD,ax0,z
(
eiθ
(
2−p(q + (0, 1])× R)) ≥ εθ} ≥ 1
with positive probability pθ. It implies that for all θ ∈ R, the event Eθ that there exists a line
Lθ with angle θ such that µ
D,a
x0,z(Lθ) ≥ εθ has a probability at least pθ. Moreover, since [0, π) is
uncountable, there exists η > 0 such that {θ ∈ [0, π) : pθ > η, εθ > η} is infinite. Let {θk, k ≥ 1}
be a subset of this set. For all k ≥ 1, we have by the Paley-Zygmund inequality
P

∑
n≥1
1Eθn ≥
η
2
k

 ≥ P

 ∑
1≤n≤k
1Eθn ≥
1
2
E

 ∑
1≤n≤k
1Eθn




≥ 1
4
E
[∑
1≤n≤k 1Eθn
]2
E
[(∑
1≤n≤k 1Eθn
)2] ≥ η24 .
Hence the probability that an infinite number of events Eθk , k ≥ 1, occur is positive. On this
event, we have ∑
k≥1
µD,ax0,z(Lθk) ≥ η
∑
k≥1
1Eθk =∞.
But because µD,ax0,z is non-atomic (Property (P4)), we almost surely have
∑
k≥1
µD,ax0,z(Lθk) = µ
D,a
x0,z

⋃
k≥1
Lθk

 ≤ µD,ax0,z(C)
which is almost surely finite (Property (P1) implies that it has a finite first moment). We have
obtained an absurdity which concludes the proof.
Without loss of generality, we will assume that the specific angle θ provided by Lemma 2.1
is equal to 0. In other words, the measure µD,ax0,z almost surely vanishes on all vertical lines. We
will also assume for convenience that D ⊂ (0, 1)× R.
Let us introduce some notations. We will need to consider small portions of the domains
which are well-separated from one another. For this reason, we introduce the following Cantor
set. Let p0 ≥ 1 (to be thought of as large) and define
Kp0 := [0, 1]\(1/2− 2−p0 , 1/2 + 2−p0)
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and let Kp0,1 and Kp0,2 be the two connected components of Kp0 and xp0,1 and xp0,2 be the
centres of these two segments. For all p ∈ p0 + 2N, let
Kp+2 := Kp\
⋃
q=1...2(p−p0)/2+1
(xp,q − 2−(p+2), xp,q + 2−(p+2))
and let Kp+2,q and xp+2,q, q = 1 . . . 2(p−p0)/2+2, be the segments corresponding to the connecting
components of Kp+2 together with their centres. We finally let
K∞ :=
⋂
p∈p0+2N
Kp.
Later in the proof, we will restrict some measures to the set D ∩ K∞ × R. This will capture
almost entirely our measures since the Lebesgue measure of D\ (D ∩K∞ × R) is at most C2−p0 .
We now start more concretely the proof of Theorem 1.1. Let p ≥ 1 and (Bt, t ≤ τ∂D) be a
Brownian motion under PDx0,z. We are going to keep track of the successive Brownian hitting
points of 2−pZ×R: define σp0 := 0, xp0 := x0 and Dp0 := D∩ (2−p ⌊2px0⌋+ (−2−p, 2−p)× R) and
for all i ≥ 1,
σpi := inf{t > σpi−1 : Bt /∈ Dpi−1}, xpi := Bσpi and D
p
i := D ∩
(
xpi +
(−2−p, 2−p)× R) . (2.2)
Let Ip := sup{i ≥ 1 : σpi ≤ τ∂D}. Note that σpIp = τ∂D and xpIp = z. Let
DpX pZp := {(Dpi , xpi , xpi+1), i = 0 . . . Ip − 1}
and let (
µ¯D,aX ,Z ,DXZ ⊂ DpX pZp
)
be the process so that conditionally on xpi , i = 1 . . . Ip − 1, it has the same law as(
µD,aX ,Z ,DXZ ⊂ DpX pZp
)
.
To be precise, we confoundDpi with its connected component containing x
p
i which is a nice domain
belonging to D. xpi+1 being almost surely a nice boundary point of Dpi and the xpi , i ≥ 1 being
almost surely pairwise distinct, the above random measures are well defined. An elementary
iteration of Property (P2) shows that
µ¯D,ax0,z :=
∑
DXZ⊂DpX pZp
µ¯D,aX ,Z . (2.3)
has the same law as µD,ax0,z. These definitions are consistent and by Kolmogorov’s extension theo-
rem, we can define xpi , i = 0 . . . Ip, p ≥ 1, µ¯D,aX ,Z , DXZ ⊂ ∪p≥1DpX pZp on the same probability
space.
In the rest of the proof, we will work on the specific probability space given by Kolmogorov’s
extension theorem as above. We will drop the bar and simply write
µD,ax0,z, µ
D,a
X ,Z instead of µ¯
D,a
x0,z, µ¯
D,a
X ,Z .
In the following, we will denote Fp (resp. F∞) the σ-algebra generated by xpi , i = 1 . . . Ip − 1
(resp. xpi , i = 1 . . . Ip − 1, p ≥ 1) and
µp(dx) = E
[
µD,ax0,z(dx)
∣∣Fp] . (2.4)
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By (2.3) and Property (P1), µp(dx) does not depend on the process (µ
D,a
X ,Z ,DXZ ∈ S) any more
since it is equal to
Ip∑
r=1
∑
{i1...ir}⊂{0...Ip−1}
∫ a
0
da1
∫ a1
0
da2· · ·
∫ ar−2
0
dar−1
r−1∏
k=1
ψ
Dp
ik
,ak−1−ak
xp
ik
,xp
ik+1
(x)ψ
Dp
ir
,ar−1
xp
ir
,xp
ir+1
(x)dx. (2.5)
The following lemma is a key feature of the proof:
Lemma 2.2. There exists an a.s. finite random Borel measure µ∞ such that for all bounded
measurable function f : D → R, the martingale (〈µp, f〉 , p ≥ 1) converges a.s. towards 〈µ∞, f〉.
Proof. Let P be a countable π-system generating the Borel sets ofD. For allA ∈ P , (µp(A),Fp)p≥1
is a non-negative martingale thanks to (2.4). Hence, almost surely for all A ∈ P , µp(A) converges
towards some L(A). By standard arguments (see Section 6 of [Ber17] for instance), one can show
that it implies that there exists an a.s. finite random Borel measure µ∞ such that almost surely
for all A ∈ P , L(A) = µ∞(A). It moreover implies that almost surely for all bounded measurable
function f , 〈µp, f〉 converges towards 〈µ∞, f〉.
Since µ∞ is entirely characterised by Properties (P1)-(P4), it is enough to show that µD,ax0,z =
µ∞ a.s. to conclude the proof of Theorem 1.2. Since two finite measures which coincide on a
(countable) π-system generating the Borel sets of C are equal, it is further enough to show that
for all Borel set A ⊂ C, µD,ax0,z(A) = µ∞(A) a.s. We then notice that it is enough to show that
for all t > 0 and Borel set A,
E
[
e−tµ
D,a
x0,z
(A)
∣∣∣F∞] = e−tµa∞(A) a.s. (2.6)
Indeed, it proves that conditionally on F∞ the Laplace transform of µD,ax0,z(A) is almost surely
equal to the Laplace transform of the constant µ∞(A) on all the positive rational numbers which
in turn proves that µD,ax0,z(A) = µ∞(A) a.s. Until the end of the proof we will fix such a Borel
set A. We reduce the problem one last time: recall the definition of the Cantor set K∞ (which
depends on the integer p0) that we introduced at the beginning of the proof. Noticing that K
∞
increases with p0 towards (0, 1), we can finally assume that the set A is included in D∩K∞×R
(recall that we have assumed that D ⊂ (0, 1)× R).
Our objective is to show (2.6). Without loss of generality, we can assume that t = 1. One
direction is easy: by (2.4), we have
E
[
µD,ax0,z(A)
∣∣Fp] = µp(A) a.s.,
so by Jensen’s inequality,
E
[
e−µ
D,a
x0,z
(A)
∣∣∣Fp] ≥ e−µp(A) a.s
By Lemma 2.2, µp(A)→ µ∞(A) a.s. So by letting p→∞ we get
E
[
e−µ
D,a
x0,z
(A)
∣∣∣F∞] ≥ e−µ∞(A) a.s
For the reverse direction, we use Lemma 3.12 of [BL16] which provides a “reverse Jensen” in-
equality that we recall.
Lemma A ([BL16], Lemma 3.12). If X1, . . . , Xn are non-negative independent random variables,
then for each ε > 0,
E
[
e−
∑
n
i=1
Xi
]
≤ exp
(
−e−ε
n∑
i=1
E [Xi;Xi ≤ ε]
)
.
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Recall the definition of Kp,q made at the very beginning of the proof. We notice that condi-
tioned on Fp, the measures µD,ax0,z(•∩Kp,q), q = 1 . . . 2(p−p0)/2+1, are independent. Indeed, looking
at (2.3) we see that Property (P3) implies that conditioned on Fp, µD,ax0,z(•∩A1) and µD,ax0,z(•∩A2)
are independent as soon as A1 and A2 are at distance at least 2.2
−p from each other. This is
why we consider the Cantor set K∞. Now, because A ⊂ K∞ and by Lemma A, we deduce that
for each ε > 0,
E
[
e−µ
D,a
x0,z
(A)
∣∣∣Fp]
≤ exp

−e−ε 2
(p−p0)/2+1∑
q=1
E
[
µD,ax0,z(A ∩Kp,q);µD,ax0,z(A ∩Kp,q) ≤ ε
∣∣Fp]

 a.s.
To conclude that
E
[
e−µ
D,a
x0,z
(A)
∣∣∣F∞] ≤ e−µ∞(A) a.s.,
it is thus enough to show that a.s.
lim inf
ε→0
lim inf
p→∞
2(p−p0)/2+1∑
q=1
E
[
µD,ax0,z(A ∩Kp,q);µD,ax0,z(A ∩Kp,q) ≤ ε
∣∣Fp] ≥ µ∞(A).
We have
lim inf
ε→0
lim inf
p→∞
2(p−p0)/2+1∑
q=1
E
[
µD,ax0,z(A ∩Kp,q);µD,ax0,z(A ∩Kp,q) ≤ ε
∣∣Fp]
≥ µ∞(A)− lim sup
ε→0
lim sup
p→∞
2(p−p0)/2+1∑
q=1
E
[
µD,ax0,z(A ∩Kp,q);µD,ax0,z(A ∩Kp,q) > ε
∣∣Fp] a.s.
But by Lemma 2.1 and dominated convergence theorem,
E

2(p−p0)/2+1∑
q=1
E
[
µD,ax0,z(A ∩Kp,q);µD,ax0,z(A ∩Kp,q) > ε
∣∣Fp]


=
2(p−p0)/2+1∑
q=1
E
[
µD,ax0,z(A ∩Kp,q);µD,ax0,z(A ∩Kp,q) > ε
]
goes to zero as p→∞. Hence, by extracting a subsequence if necessary, we have
lim sup
ε→0
lim sup
p→∞
2(p−p0)/2+1∑
q=1
E
[
µD,ax0,z(A ∩Kp,q);µD,ax0,z(A ∩Kp,q) > ε
∣∣Fp] = 0 a.s.
which concludes the proof of Theorem 1.2.
3 Application to random walk: proof of Theorem 1.1
We start off by defining the multipoint analogue of µU,ax0,z;N . Let r ≥ 1 and DXZ = {(Di, xi, zi),
i = 1 . . . r} ∈ S. Let X(i), i = 1 . . . r, be r independent random walk distributed according to
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P
DiN
Nxi,Nzi
or according to P
DiN
Nxi
and let ℓ
(i)
x be their associated local times. We define simulta-
neously for all D′X ′Z ′ = {(Di, xi, zi), i ∈ I} ⊂ DXZ the measures given by: for all Borel set
A,
µD
′,a
X ′,Z′;N (A) :=
logN
N2−a
∑
x∈Z2
1{x/N∈A}1{∑
i∈I
ℓ
(i)
x ≥ga log2 N
}1{∀i∈I,ℓ(i)x >0} (3.1)
under the probability
⊗r
i=1 P
DiN
Nxi,Nzi
. We define similarly the unconditioned measures µD
′,a
X ′;N ,
D′X ′ ⊂ DX , under ⊗ri=1 PDiNNxi.
3.1 Tightness and first moment estimates
In this section we fix a nice domain D. We start by recalling the Green’s function and Poisson
kernel asymptotic behaviours. Recall the notations of Section 1.6.
Lemma 3.1 (Green’s function). Let K ⋐ D. There exist C,CK > 0 such that for all x, y ∈ Z2,
GDN (x, y) ≤ g log N|x− y| ∨ 1 + C, if x, y ∈ DN , (3.2)
GDN (x, y) ≥ g log N|x− y| ∨ 1 − CK , if
x
N
,
y
N
∈ K. (3.3)
Moreover, there exists a universal constant c0 > 0 such that for all x 6= y ∈ D, we have
lim
N→∞
GDN (⌊Nx⌋ , ⌊Nx⌋)− g logN = g logCR(x,D) + c0, (3.4)
lim
N→∞
GDN (⌊Nx⌋ , ⌊Ny⌋) = gGD(x, y). (3.5)
Proof. (3.2) and (3.3) are direct consequences of [Law96] Theorem 1.6.2 and Proposition 1.6.3.
(3.4) and (3.5) are contained in Theorem 1.17 of [Bis17].
Lemma 3.2 (Poisson kernel). Let K ⋐ D and α > 0. For all N large enough, x, y ∈ K and
z ∈ ∂D a nice point, we have∣∣∣∣HDN (⌊Nx⌋ , ⌊Nz⌋)HDN (⌊Ny⌋ , ⌊Nz⌋) − H
D(x, z)
HD(y, z)
∣∣∣∣ ≤ α. (3.6)
Moreover, for all x ∈ D, the following weak convergence holds:
∑
z∈∂DN
HDN (⌊Nx⌋ , z)δz/N (·) weakly−−−−→
N→∞
∫
∂D
HD(x, z)δz(·). (3.7)
Proof. Statements of the flavour of (3.6) have been extensively studied to show the convergence
of loop-erased random walk towards SLE2. (3.6) is a direct consequence of [YY11, Lemma 1.2]
for instance. (3.7) is the content of [Bis17, Lemma 1.23].
These two lemmas allow us to derive the first moment estimates that we need. In the following
we let DXZ = {(Di, xi, zi), i = 1 . . . r} ∈ S and DX = {(Di, xi), i = 1 . . . r} and we denote ℓ(i)x
the local times associated to the i-th random walk as at the very beginning of Section 3. For all
nice domain D and x0 ∈ D, we will also denote for all x ∈ C,
ϕD,ax0 (x) = G
D(x0, x)CR(x,D)
a.
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Lemma 3.3. There exists C > 0 such that for all N ≥ 1 and x ∈ C,
log(N)Na
r⊗
i=1
P
DiN
Nxi
(
r∑
i=1
ℓ
(i)
⌊Nx⌋ ≥ ga log2N, ∀i = 1 . . . r, ℓ(i)⌊Nx⌋ > 0
)
(3.8)
≤ C
r∏
i=1
∣∣∣∣log
( |x− xi|
C
∨ 1
N
)∣∣∣∣ .
For i = 1 . . . r, let Ki be a compact subset of D
i containing xi and let K ⋐ ∩r−1i=0Di. There exists
C > 0 depending on K,Ki, i = 1 . . . r, such that for all N large enough and x ∈ K,
log(N)Na
r⊗
i=1
P
DiN
Nxi,Nzi
(
r∑
i=1
ℓ
(i)
⌊Nx⌋ ≥ ga log2N, ∀i = 1 . . . r, ℓ(i)⌊Nx⌋ > 0
)
(3.9)
≤ C
r∏
i=1
∣∣∣∣log
( |x− xi|
C
∨ 1
N
)∣∣∣∣ .
Moreover, for all x ∈ C,
lim
N→∞
log(N)Na
r⊗
i=1
P
DiN
Nxi
(
r∑
i=1
ℓ
(i)
⌊Nx⌋ ≥ ga log2N, ∀i = 1 . . . r, ℓ(i)⌊Nx⌋ > 0
)
(3.10)
= e
c0a
g
∫
[0,a]r−1
da1 . . . dar−11{ar−1<···<a1}
r−1∏
k=1
ϕD
k,ak−1−ak
xk
(x)ϕD
r ,ar−1
xr (x)
and
lim
N→∞
log(N)Na
r⊗
i=1
P
DiN
Nxi,Nzi
(
r∑
i=1
ℓ
(i)
⌊Nx⌋ ≥ ga log2N, ∀i = 1 . . . r, ℓ(i)⌊Nx⌋ > 0
)
(3.11)
= e
c0a
g
∫
[0,a]r−1
da1 . . . dar−11{ar−1<···<a1}
r−1∏
k=1
ψD
k,ak−1−ak
xk,zk (x)ψ
Dr ,ar−1
xr ,zr (x)
with the convention that a0 = a.
Proof of Lemma 3.3. We start by proving (3.9) and (3.11). To ease notations, we will denote
P :=
r⊗
i=1
P
DiN
Nxi,Nzi
.
Let x ∈ Z2. We have
P
(
r∑
i=1
ℓ(i)x ≥ ga log2N, ∀i = 1 . . . r, ℓ(i)x > 0
)
(3.12)
=
r∏
i=1
P
DiN
Nxi,Nzi
(
ℓ(i)x > 0
)
P
(
r∑
i=1
ℓ(i)x ≥ ga log2N
∣∣∣∣∣∀i = 1 . . . r, ℓ(i)x > 0
)
.
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Markov property gives for all i = 1 . . . r,
P
DiN
Nxi,Nzi
(
ℓ(i)x > 0
)
= P
DiN
Nxi
(
ℓ(i)x > 0
) PDiNx (Xτ
∂Di
N
= Nzi
)
P
Di
N
Nxi
(
Xτ
∂Di
N
= Nzi
)
=
GD
i
N (Nxi, x)
GD
i
N (x, x)
HD
i
N (x,Nzi)
HD
i
N (Nxi, Nzi)
.
Moreover, under P
DiN
x , ℓ
τ
∂Di
N
x is an exponential variable with mean GD
i
N (x, x) which is indepen-
dent of Xτ
∂Di
N
(see Lemma 4.4). Therefore, conditioning on Xτ
∂Di
N
does not change the law of
ℓ
τ
∂Di
N
x and
P
(
r∑
i=1
ℓ(i)x ≥ ga log2N
∣∣∣∣∣∀i = 1 . . . r, ℓ(i)x > 0
)
(3.13)
=
∫
[0,∞)r
dt1 . . . dtre
−
∑r
i=1
ti1{∑r
i=1
G
Di
N (x,x)ti≥ga log2 N
}.
To bound this term from above, we use (3.2) which allows us to bound
1{∑r
i=1
G
Di
N (x,x)ti≥ga log2 N
} ≤ 1{(g logN+C)∑r
i=1
ti≥ga log2 N}
which yields
P
(
r∑
i=1
ℓ(i)x ≥ ga log2N
∣∣∣∣∣∀i = 1 . . . r, ℓ(i)x > 0
)
≤ C(logN)r−1N−a. (3.14)
(3.2), (3.3) and (3.6) then concludes the proof of (3.9). To get (3.11), we come back to (3.13)
which gives
P
(
r∑
i=1
ℓ(i)x ≥ ga log2N
∣∣∣∣∣ ∀i = 1 . . . r, ℓ(i)x > 0
)
= P
(
r−1∑
i=1
ℓ(i)x ≥ ga log2N
∣∣∣∣∣∀i = 1 . . . r − 1, ℓ(i)x > 0
)
+ e−ga log
2 N/G
Dr
N (x,x)
×
∫
[0,∞)r−1
dt1 . . . dtr−1 exp
(
r−1∑
i=1
(
GD
i
N (x, x)
GD
r
N (x, x)
− 1
)
ti
)
1{∑r−1
i=1
G
Di
N (x,x)ti≤ga log2 N
}.
(3.14) shows that the first right hand side term is at most C(logN)r−2N−a which is going to be of
smaller order than the second right hand side. Using (3.4) and performing the change of variable
si = ti/ logN shows that when x = ⌊Ny⌋ the second right hand side term is asymptotically
equivalent to
(logN)r−1N−aCR(y,Dr)a
∫
[0,∞)r−1
ds1 . . . dsr−1
r−1∏
i=1
(
CR(y,Di)
CR(y,Dr)
)si
1{∑r−1
i=1
si≤a
}.
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Using (3.6), this shows that
lim
N→∞
log(N)NaP
(
r∑
i=1
ℓ
(i)
⌊Ny⌋ ≥ ga log2N, ∀i = 1 . . . r, ℓ(i)⌊Ny⌋ > 0
)
=
r∏
i=1
GD
i
(xi, y)
HD
i
(y, zi)
HDi(xi, zi)
× CR(y,Dr)a
∫
[0,a]r−1
ds1 . . . dsr−1
r−1∏
i=1
(
CR(y,Di)
CR(y,Dr)
)si
1{∑r−1
i=1
si<a
}.
By doing the change of variable si = ai−1 − ai, i = 1 . . . r − 1, we see that this is (3.11).
We omit the proofs of (3.8) and (3.10) which are very similar and even slightly easier since
there is no conditioning to deal with. We nevertheless mention that in (3.8), we do not need
to restrict ourselves to the bulk of the domains (compared to (3.9)) because the probability
increases with the domains. We can thus assume that all the points we consider are deep inside
the domains. This finishes the proof.
We are now ready to prove:
Proposition 3.1 (Tightness). The sequences(
(µD
′,a
X ′;N ,D′X ′ ⊂ DX ), N ≥ 1
)
and
(
(µD
′,a
X ′,Z′;N ,D′X ′Z ′ ⊂ DXZ), N ≥ 1
)
are tight for the product topology of, respectively, weak and vague convergence on
⋂
D∈D′ D,D′ ⊂
D. Moreover, for any Borel set A ⊂ C,
lim
N→∞
E
[
µD,aX ;N(A)
]
(3.15)
= e
c0a
g
∫
A
dx
∫
[0,a]r−1
da1 . . . dar−11{ar−1<···<a1}
r−1∏
k=1
ϕD
k,ak−1−ak
xk (x)ϕ
Dr ,ar−1
xr (x)
and if A is compactly included in ∩ri=1Di,
lim
N→∞
E
[
µD,aX ,Z;N(A)
]
(3.16)
= e
c0a
g
∫
A
dx
∫
[0,a]r−1
da1 . . . dar−11{ar−1<···<a1}
r−1∏
k=1
ψD
k,ak−1−ak
xk,zk (x)ψ
Dr ,ar−1
xr ,zr (x)
with the convention that a0 = a.
Proof of Proposition 3.1. To prove the desired tightness, it is enough to show that for all D′X ′ ⊂
DX and D′X ′Z ′ ⊂ DXZ and K ⋐ ⋂D∈D′ D, the sequences of real-valued random variables(
µD
′,a
X ′;N(C), N ≥ 1
)
and
(
µD
′,a
X ′,Z′;N (K), N ≥ 1
)
are tight. This is a direct consequence of Lemma 3.3: (3.8) and (3.9) show that
E
[
µD
′,a
X ′;N (C)
]
and E
[
µD
′,a
X ′,Z′;N (K)
]
are uniformly bounded in N . (3.15) and (3.16) follow from dominated convergence theorem and
(3.10) and (3.11) respectively.
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3.2 Study of the subsequential limits
As described in Section 1.5, we start by showing that we can extract a subsequence such that the
convergence holds for all domains and starting/stopping points at the same time. The difficulty
lies in the fact that we consider uncountably many sequences.
Lemma 3.4. Let (Nk, k ≥ 1) be an increasing sequence of integers. There exists a subsequence
(N ′k, k ≥ 1) of (Nk, k ≥ 1) such that for all D′X ′Z ′ ∈ S,
(µD,aX ,Z;N ′
k
,DXZ ⊂ D′X ′Z ′)
converges as k → ∞ in distribution for the product topology of vague convergence on ⋂D∈DD,
D ⊂ D′.
Before proving this result, we state an elementary lemma for ease of reference:
Lemma 3.5. Let (Xk, k ≥ 1) be a sequence of random variables. Assume that for all k ≥ 1 and
p ≥ 1, Xk can be written as Xk = Yk,p + Zk,p where Yk,p and Zk,p are two non-negative random
variables defined on the same probability space. Assume further that for all λ > 0,
lim
k→∞
E
[
e−λYk,p
]
and lim
p→∞
lim
k→∞
E
[
e−λYk,p
]
exist and that for all p ≥ 1, supk≥1 E [Yk,p] < ∞ and supk≥1 E [Zk,p] → 0 when p → ∞. Then
(Xk, k ≥ 1) converges in distribution.
Proof of Lemma 3.5. As supk≥1 E [Xk] < ∞, (Xk, k ≥ 1) is tight. To show that it converges, it
is thus enough to show the pointwise convergence of the Laplace transform. Take λ > 0. Since
Zk,p is non-negative,
E
[
e−λXk
] ≤ E [e−λYk,p]
and
lim sup
k→∞
E
[
e−λXk
] ≤ lim
k→∞
E
[
e−λYk,p
] −−−→
p→∞
lim
p→∞
lim
k→∞
E
[
e−λYk,p
]
.
On the other hand,
E
[
e−λXk
]− E [e−λYk,p] = −E [e−λYk,p (1− e−λZk,p)] ≥ −λE [Zk,p]
and
lim inf
k→∞
E
[
e−λXk
] ≥ lim
k→∞
E
[
e−λYk,p
]− λ sup
k≥1
E [Zk,p] −−−→
p→∞
lim
p→∞
lim
k→∞
E
[
e−λYk,p
]
.
We have shown that E
[
e−λXk
]
, k ≥ 1, converges to limp→∞ limk→∞ E
[
e−λYk,p
]
which concludes
the proof.
Proof of Lemma 3.4. In this proof, the topologies associated to the unconditioned (resp. con-
ditioned) measures will be the topology of weak convergence (resp. vague convergence) on the
underlying domain. We will denote D the collection of simply connected domains being finite
unions of discs with rational centres and radii and
S′ :=
⋃
r≥1
{{(Di, xi), i = 1 . . . r} : ∀i = 1 . . . r,Di ∈ D, xi ∈ Di ∩Q2} .
Notice that S′ is countable.
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Let DX ∈ S. By Proposition 3.1, the sequence (µD,aX ;Nk , k ≥ 1) is tight. Moreover, the
associated random walk
(
N−1k X
DX
N2
k
t
, t ≤ N−2k τNkDX
)
, k ≥ 1, is also tight because it converges to
Brownian motion. Hence, by Cantor’s diagonal argument, we can extract a subsequence of
(Nk, k ≥ 1) (that we still denote (Nk, k ≥ 1) in the following) such that for all D′X ′ ∈ S′, the
joint distribution (
µD,aX ;Nk ,
(
N−1k X
DX
N2
k
t, t ≤ N−2k τNkDX
))
,DX ⊂ D′X ′, (3.17)
converges as k →∞.
We will conclude the proof with the following two steps. We will first fix Di ∈ D, i = 1 . . . r
and show that the fact that for all xi ∈ Di ∩ Q2, i = 1 . . . r, (3.17) converges with D′X ′ =
{(Di, xi)} implies the same statement for all xi ∈ Di, i = 1 . . . r. We will then fix nice domains
Di and initial points xi ∈ Di, i = 1 . . . r, and we will show that the fact that for all D′i ∈ D
containing xi, i = 1 . . . r, (3.17) converges with D′X ′ = {(D′i, xi)} implies that for all pairwise
distinct nice points zi ∈ ∂Di and D′X ′Z ′ = {(Di, xi, zi)},
(
µD,aX ,Z;Nk,DXZ ⊂ D′X ′Z ′
)
converges
as k → ∞. We will only prove this latter statement since the first one is very similar. To ease
notations, we will moreover only do it for r = 1. The general case r ≥ 1 follows along the same
lines by considering multivariate Laplace transforms.
Let D be a nice domain, x0 ∈ D and z ∈ ∂D be a nice point. Let (Xt)t≥0 be the associated
random walk. We assume that we already know that for all D′ ∈ D containing x0, the joint
distribution of
µD
′,a
x0;Nk
,
(
N−1k XN2kt, t ≤ N
−2
k τ
Nk
D′
)
converges as k → ∞ and we want to show the convergence of µD,ax0,z;Nk , k ≥ 1. Let f ∈
Cc(D, [0,∞)). Our objective is to show that
〈
µD,ax0,z;Nk , f
〉
, k ≥ 1, converges in law. Let p ≥ 1
and consider Dp ∈ D such that
{x ∈ D : dist(x, ∂D) ≥ 2−p} ⊂ Dp ⊂ {x ∈ D : dist(x, ∂D) ≥ 2−p−1}.
In the following, we will consider the measure µD
p,a
x0,z;N
which is defined as µD
p,a
x0;N
but under the
conditional probability PDNNx0,Nz instead of P
Dp
N
Nx0
. (Bt, t ≤ τ∂Dp) under PDx0 and (Bt, t ≤ τ∂Dp)
under PDx0,z are mutually absolutely continuous: if Fτ∂Dp denotes the σ-algebra generated by
(Bt, t ≤ τ∂Dp), we have (see [AHS18] (2.7) for instance)
dPDx0,z
dPDx0
∣∣∣
Fτ∂Dp
=
HD(Bτ∂Dp , z)
HD(x0, z)
=: N .
Similarly (direct consequence of Markov property),
dPDNNx0,Nz
dPDNNx0
∣∣∣
Fτ
∂D
p
N
=
HN (XτN
Dp
, Nz)
HN (Nx0, Nz)
=: NN . (3.18)
Hence the convergence of
(〈
µD
p,a
x0;Nk
, f
〉
, X
τ
Nk
Dp
/Nk
)
, k ≥ 1, implies the convergence of
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〈
µD
p,a
x0,z;Nk
, f
〉
, k ≥ 1: by Lemma 3.2, for all α > 0 and k large enough,
E
[
exp
(
−
〈
µD
p,a
x0,z;Nk
, f
〉)]
= E
[
NNk exp
(
−
〈
µD
p,a
x0;Nk
, f
〉)]
≤ E



HD
(
X
τ
Nk
Dp
/Nk, z
)
HD(x0, z)
+ α

 exp(−〈µDp,ax0;Nk , f
〉)
−−−−→
k→∞
E
[
(N + α) exp
(
−
〈
µD
p,a
x0 , f
〉)]
and
lim sup
k→∞
E
[
exp
(
−
〈
µD
p,a
x0,z;Nk
, f
〉)]
≤ E
[
N exp
(
−
〈
µD
p,a
x0 , f
〉)]
.
We obtain similarly that the liminf is bounded from below by the above right hand side term
implying that E
[
exp
(
−
〈
µD
p,a
x0,z;Nk
, f
〉)]
converges as k → ∞. Since Dp, p ≥ 1, is an increasing
sequence of domains, for all k ≥ 1, E
[
exp
(
−
〈
µD
p,a
x0,z;Nk
, f
〉)]
is non-increasing with p. Hence
lim
k→∞
E
[
exp
(
−
〈
µD
p,a
x0,z;Nk
, f
〉)]
converges when p→∞. By Lemma 3.3, we also notice that for all N ≥ 1 and p ≥ 1,
0 ≤ E
[〈
µD,ax0,z;N , f
〉]
− E
[〈
µD
p,a
x0,z;N
, f
〉]
≤ op→∞(1).
By lemma 3.5, it implies that
〈
µD,ax0,z;Nk , f
〉
, k ≥ 1, converges in distribution. This concludes the
proof.
As mentioned in Section 1.5, to prove that the subsequential limits satisfy Properties (P1)
and (P4), we need the following result which is proven in Section 4:
Proposition 3.2 (Uniform integrability). For all DXZ ∈ S and K ⋐ ⋂D∈DD,(
µD,aX ;N(C), N ≥ 1
)
and
(
µD,aX ,Z;N(K), N ≥ 1
)
are uniformly integrable. Moreover, any subsequential limit µD,aX ,Z of
(
µD,aX ,Z;N , N ≥ 1
)
satisfies:
almost surely for all Borel set A of Hausdorff dimension less than 2− a, µD,aX ,Z(A) = 0.
Before jumping into the proof of Theorem 1.1, we state the following result which is a quick
consequence of (3.7).
Lemma 3.6. Let x0 ∈ U and let φN : C→ [0, 1] be a sequence of functions converging pointwise
towards φ. Let {zi, i = 1 . . . p} ⊂ ∂U be the points where the boundary ∂U is not analytic. Assume
that for all α > 0, for all compact subset K of C\{zi, i = 1 . . . p}, there exists Cα,K > 0 such
that for all N large enough and for all z, z′ ∈ K,
|φN (z)− φN (z′)| ≤ Cα,K |z − z′|+ α.
Then, ∑
z∈∂UN
HUN (⌊Nx0⌋ , z)φN (z/N) −−−−→
N→∞
∫
∂U
HU (x0, z)φ(z)dz.
22
Proof. Let α, ε > 0. Since 0 ≤ φ ≤ 1, there exists a smooth compact subset K of C\{xi, i =
1 . . . p} such that ∫
∂U\K
HU (x, z)φ(z)dz ≤ α.
Using the weak convergence (3.7), it in particular implies
lim sup
N→∞
∑
z∈∂UN
1{z/N /∈K}HUN (⌊Nx⌋ , z)φN (z/N) ≤ α.
We now decompose K = ∪Ii=1Ki into smooth compact sets of diameter at most ε and such that
for all i 6= j, Ki ∩Kj ∩ ∂U is composed of at most one point. For all i = 1 . . . I, let yi be any
point of Ki. By the weak convergence (3.7), we now have
lim sup
N→∞
∑
z∈∂UN
1{z/N∈K}H
UN (⌊Nx⌋ , z)φN (z/N)
≤ α+ Cα,K ε+ lim sup
N→∞
I∑
i=1
φN (yi)
∑
z∈∂UN
1{z/N∈Ki}H
UN (⌊Nx⌋ , z)
≤ α+ Cα,K ε+
I∑
i=1
φ(yi)
∫
∂U∩Ki
HU (x, z)dz
≤ 2α+ 2Cα,K ε+
∫
∂U∩K
HU (x, z)φ(z)dz.
We have obtained
lim sup
N→∞
∑
z∈∂UN
HUN (⌊Nx⌋ , z)φN(z/N) ≤ 3α+ 2Cα,K ε+
∫
∂U
HU (x, z)φ(z)dz.
We obtain the desired upper bound by letting ε → 0 and then α → 0. The lower bound is
similar.
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. Let x0 ∈ U . We start by assuming the convergence of (µU,ax0,z;N , N ≥ 1)
for all nice points z ∈ ∂U and we are going to explain how we deduce the convergence of
(µU,ax0;N , N ≥ 1). Let f ∈ C(D, [0,∞)). It is enough to prove that
E
[
exp
(
−
〈
µU,ax0;N , f
〉)]
converges. By Lemma 3.3 (3.8),
lim
r→0
sup
N
E
[
µU,ax0;N ({x ∈ U : d(x, ∂U) ≤ r})
]
= 0.
We can thus assume that f has a compact support included in U (see Lemma 3.5). We have
E
[
exp
(
−
〈
µU,ax0;N , f
〉)]
=
∑
z∈∂UN
HUN (x0, ⌊Nz⌋)E
[
exp
(
−
〈
µU,ax0,z/N ;N , f
〉)]
.
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To obtain the convergence of the above sum, we are going to show that we can cast our situation
into Lemma 3.6. Let α, r > 0 and define
U r := {x ∈ U : dist(x, ∂U) > r}.
By Lemma 3.3, if r is small enough (possibly depending on U, x0 and f), we have for all z ∈ ∂D,∣∣∣E [exp(−〈µU,ax0,z;N , f
〉)]
− E
[
exp
(
−
〈
µU
r,a
x0;N
, f
〉)∣∣∣Xτ∂UN = ⌊Nz⌋
]∣∣∣
≤ E
[〈
µU,ax0,z;N , f
〉]
− E
[〈
µU
r ,a
x0;N
, f
〉∣∣∣Xτ∂UN = ⌊Nz⌋
]
≤ α/3.
We now notice by Lemma 3.2 (3.6) that for all N large enough and z, z′ ∈ ∂D,∣∣∣E [exp(−〈µUr ,ax0;N , f
〉)∣∣∣Xτ∂UN = ⌊Nz⌋
]
− E
[
exp
(
−
〈
µU
r ,a
x0;N
, f
〉)∣∣∣Xτ∂UN = ⌊Nz′⌋
]∣∣∣
=
∣∣∣∣∣E
[
exp
(
−
〈
µU
r ,a
x0;N
, f
〉)(HUN (Xτ∂Ur
N
, ⌊Nz⌋)
HUN (x0, ⌊Nz⌋) −
HUN (Xτ∂Ur
N
, ⌊Nz′⌋)
HUN (x0, ⌊Nz′⌋)
)]∣∣∣∣∣
≤ α/3 + sup
x,y∈Ur
∣∣∣∣HU (x, z)HU (y, z) − H
U (x, z′)
HU (y, z′)
∣∣∣∣ .
Using (1.9), we see that for all compact subset K of an analytic portion of ∂U , the above
supremum is at most Cα,K |z − z′| for all z, z′ ∈ K. We have proven that for all N large enough,
all such compact subset K and z, z′ ∈ K,∣∣∣E [exp(−〈µU,ax0,z;N , f〉)]− E [exp(−〈µU,ax0,z′;N , f〉)]
∣∣∣ ≤ Cα,K |z − z′|+ α.
We can thus conclude with Lemma 3.6 that
E
[
exp
(
−
〈
µU,ax0;N , f
〉)]
−−−−→
N→∞
∫
∂D
HU (x0, z) lim
N→∞
E
[
exp
(
−
〈
µU,ax0,z;N , f
〉)]
dz.
This finishes to transfer the convergence of conditioned measures to unconditioned measures.
We now turn to the proof of the convergence of (µU,ax∗,z∗;N , N ≥ 1) where x∗ ∈ U and z∗ ∈ ∂U
is a nice point. Let (Nk, k ≥ 1) be an increasing sequence of integers such that (µU,ax∗,z∗;Nk , k ≥
1) converges. By Lemma 3.4, by extracting further if necessary, we can assume that for all
D′X ′Z ′ ∈ S,
(µD,aX ,Z;Nk,DXZ ⊂ D′X ′Z ′)
converges as k →∞ towards some
(µD,aX ,Z ,DXZ ⊂ D′X ′Z ′).
By Theorem 1.2, to show that µU,ax∗,z∗
(d)
= ec0a/gνU,ax∗,z∗ , it is enough to prove that (µ
D,a
X ,Z , DXZ ∈ S)
satisfies Properties (P1)-(P4).
Property (P1) is a direct consequence of what we have already done. For instance, for DXZ =
{(D,x0, z)} ∈ S, the arguments are as follows. Let A ∈ B(C). For r > 0, let Ar := {x ∈ A :
d(x, ∂D) ≥ r}. By Proposition 3.1, for all r > 0,
lim
k→∞
E
[
µD,ax0,z;Nk(A
r)
]
= ec0a/g
∫
Ar
ψD,ax0,z(x)dx.
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Since Proposition 3.2 shows that (µD,ax0,z;Nk(A
r), k ≥ 1) is uniformly integrable, we can interchange
the limit and the expectation which gives
E
[
µD,ax0,z(A
r)
]
= ec0a/g
∫
Ar
ψDx0,z(x)dx.
We then obtain Property (P1) by letting r → 0 and using monotone convergence theorem.
The proof of Property (P2) is very similar to the Brownian case. For instance, in the case
DXZ = {(D,x0, z)} ∈ S and D′ nice subset of D containing x0, we can very similarly show that
for all continuous function f : C → [0,∞) with compact support included in D\∂D′, and all
y ∈ ∂D′,
〈
µD,ax0,z;N , f
〉
under PDN⌊Nx0⌋,⌊Nz⌋
(
·
∣∣∣Xτ∂D′
N
= ⌊Ny⌋
)
has the same law as
〈
µD
′,a
x0,y;N
, f
〉
+
〈
µD,ay,z;N , f
〉
+
〈
µa(D′,x0,y),(D,y,z);N , f
〉
plus smaller order terms which converge to zero in L1. This shows the conditional version of
Property (P2). To obtained Property (P2) without having to condition on the hitting point of
∂D′, we have to integrate over y ∈ ∂D′. For this, we use the same argument as what we did
at the very beginning of the proof to transfer results from the conditioned to the unconditioned
measures.
Finally, Property (P3) follows from the fact that we consider independent random walks and
Property (P4) is a direct consequence of the carrying dimension estimate of Proposition 3.2. This
concludes the proof.
4 Uniform integrability: proof of Proposition 3.2
To ease notations, we will prove Proposition 3.2 for DXZ = {(D,x0, z)}. Our approach is
very close to the one of [Jeg18a]. We have simplified some minor aspects since we only need to
show the uniform integrability of the sequence but not its convergence in L1. For instance, our
definition of “good events” limits the number of certain excursions rather than limiting certain
local times.
If x ∈ Z2 and R ≥ 1, we will denote by CR(x) the contour Z2∩∂(x+[−R,R]2), by AN (x→ R)
the number of excursions from x to CR(x) before τ∂DN and
qR := log
(
N
R
)/
logN. (4.1)
For b ∈ (a, 2) and ε > 0, we introduce
Dε := {x ∈ D : d∞(x, ∂D) > 2ε and |x− x0| ≥ 2ε},
the good event at x
Gb,εN (x) :=
{
∀R ∈ (2p)p≥1 ∩ [N1/2−a/4, εN ], AN(x→ R) ≤ b
2
1 + qR
1− qR log
N
R
}
and the modified version of µD,ax0;N (C),
µ¯D,ax0;N(C) :=
logN
N2−a
∑
x∈Z2
1{x/N∈Dε}1Gb,ε
N
(x)1
{
ℓ
τ∂DN
x ≥ga log2 N
}.
We will see that adding these good events does not change the behaviour of the first moment
and makes the second moment finite.
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Lemma 4.1. For all b > a,
lim
ε→0
sup
N≥1
E
[∣∣∣µD,ax0;N (C)− µ¯D,ax0;N (C)
∣∣∣] = 0.
Lemma 4.2. If b > a is close enough to a,
sup
N≥1
E
[
µ¯D,ax0;N(C)
2
]
<∞. (4.2)
Moreover, if b is close enough to a, for all η > 0,
sup
N≥1
E
[∫
C2
1
|x− y|2−2b+a−η
µ¯D,ax0;N (dx)µ¯
D,a
x0;N
(dy)
]
<∞. (4.3)
We now explain how these two lemmas imply Proposition 3.2.
Proof of Proposition 3.2. Lemma 4.1 and (4.2) imply that (µD,ax0;N (C), N ≥ 1) is uniformly inte-
grable. Moreover, by Frostman’s lemma, Lemma 4.1 and the energy estimate (4.3) imply that
any subsequential limit µD,ax0 of µ
D,a
x0;N
, N ≥ 1, satisfies: almost surely for all Borel set A with
Hausdorff dimension smaller than 2− a, µD,ax0 (A) = 0.
To finish the proof, we now have to explain how we transfer these results to the conditioned
measures µD,ax0,z;N , N ≥ 1. Let K ⋐ D, r > 0 and define Dr := {x ∈ D, d(x, ∂D) > r}. We
denote by µD
r,a
x0,z;N
(K) the random variable
logN
N2−a
∑
x∈Z2
1{x/N∈K}1{
ℓ
τ∂Dr
N
x ≥ga log2 N
}
under PDNx0,z. A similar reasoning as in the proof of Lemma 3.4 shows that
0 ≤ E
[
µD,ax0,z;N (K)− µ
Dr ,a
x0,z;N
(K)
]
≤ p(r)
for some p(r) > 0 which may depend on a,D, x0, z and which goes to zero as r → 0. Hence, to
show the uniform integrability of (µD,ax0,z;N(K), N ≥ 1), it is enough to show that (µD
r ,a
x0,z;N
(K), N ≥
1) is uniformly integrable. Recalling that (see (3.18), (3.6) and (1.9))
dPDNNx0,Nz
dPDNNx0
∣∣∣
Fτ∂Dr
N
=
HN (Xτ∂Dr
N
, Nz)
HN (Nx0, Nz)
∈ [α, 1/α]
for some α = α(r) ∈ (0, 1), we then observe that for all M > 0,
E
[
µD
r ,a
x0,z;N
(C)1{
µD
r,a
x0,z;N
(C)≥M
}] ≤ 1
α
E
[
µD
r ,a
x0;N
(C)1{
µD
r,a
x0;N
(C)≥M
}]
≤ 1
α
E
[
µD,ax0;N (C)1
{
µD,a
x0;N
(C)≥M
}] .
The uniform integrability of (µD,ax0;N(C), N ≥ 1) thus implies the uniform integrability of
(µD
r ,a
x0,z;N
(C), N ≥ 1).
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To obtain the carrying dimension estimate we proceed in a similar manner. If we denote
µ¯D
r ,a
x0,z;N
(dx) the modified version of µD
r ,a
x0,z;N
(dx) for which we have added the good events Gb,εN (x)
for the domain Dr, we have as before
sup
N≥1
E
[∫
C2
1
|x− y|2−2b+a−η
µ¯D
r ,a
x0,z;N
(dx)µ¯D
r ,a
x0,z;N
(dy)
]
≤ 1
α
sup
N≥1
E
[∫
C2
1
|x− y|2−2b+a−η
µ¯D
r ,a
x0;N
(dx)µ¯D
r ,a
x0 ;N
(dy)
]
<∞
and
lim sup
ε→0
sup
N≥1
E
[
µD
r,a
x0,z;N
(C)− µ¯Dr,ax0,z;N(C)
]
≤ 1
α
lim sup
ε→0
sup
N≥1
E
[
µD
r ,a
x0;N
(C)− µ¯Dr ,ax0;N (C)
]
0.
For the same reasons as before, this shows that any subsequential limit µD
r,a
x0,z of µ
Dr ,a
x0,z;N
, N ≥ 1,
satisfies: almost surely for all Borel set A of Hausdorff dimension smaller than 2−a, µDr,ax0,z (A) =
0. Since this is true for all r > 0, it completes the proof the carrying dimension estimate of
Proposition 3.2. This concludes the proof.
The rest of this section is dedicated to the proofs of Lemmas 4.1 and 4.2. We now lay the
groundwork. If A ⊂ Z2, we will write
τA := inf{t > 0 : Xt ∈ A}
and for x ∈ Z2, τx := τ{x}. Let N ≥ 1. For x, y ∈ DN , we will denote
pxy := Px (τy < τ∂DN ) = G
DN (x, y)/GDN (y, y). (4.4)
If x and y are in the bulk of DN , Lemma 3.1 implies that
pxy = q|x−y|
(
1 +O
(
1
logN
))
. (4.5)
We start off with two easy lemmas. The first one is the analogue of [Jeg18a, Lemma 2.3] whereas
the second one is well-known and a proof can be found for instance in [Jeg18b, Lemma 4.2.1].
Lemma 4.3. For all pairwise distinct points x, y, z of DN ,
Pz (τx < τy ∧ τ∂DN ) =
pzx − pzypyx
1− pxypyx .
Proof. By Markov property, we have
Pz (τy < τ∂DN ) = Pz (τy < τx ∧ τ∂DN ) + Pz (τx < τy < τ∂DN )
= Pz (τy < τx ∧ τ∂DN ) + Pz (τx < τy ∧ τ∂DN )Px (τy < τ∂DN ) .
By exchanging the roles of x and y we find that
Pz (τx < τ∂DN ) = Pz (τx < τy ∧ τ∂DN ) + Pz (τy < τx ∧ τ∂DN )Py (τx < τ∂DN ) .
Combining these two equalities yields the stated claim.
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Lemma 4.4. For all subset A ⊂ Z2 and x ∈ Z2, starting from x, ℓτAx is an exponential variable
independent of XτA.
We now fix x, y ∈ DN , R ∈ (2p)p≥1 ∩ [N1/2−a/4, εN ] such that x/N, y/N ∈ Dε and such
that y /∈ x + [−R,R]2 and we describe the joint law of (ℓτ∂DNx , ℓτ∂DNy , AN (x→ R), AN (y → R)).
For i ≥ 1, we denote by ℓix (resp. ℓiy) the local time at x (resp. y) accumulated during the i-th
excursion from x to CR(x) (resp. from y to CR(y)). We have
ℓ
τ∂DN
x =
AN (x→R)∑
i=1
ℓix and ℓ
τ∂DN
y =
AN (y→R)∑
i=1
ℓiy. (4.6)
By Markov property and by Lemma 4.4, conditioned on AN (x → R) and AN (y → R), the
variables ℓix, i = 1 . . . AN (x → R) and ℓiy, i = 1 . . . AN (y → R) are i.i.d. exponential random
variables with mean equal to
Ex
[
ℓ
τCR(x)
x
]
=
(
1 +O
(
1
logN
))
g logR =
(
1 + O
(
1
logN
))
g(1− qR) logN. (4.7)
Moreover, by (4.5), for all k ≥ 1,
PNx0 (AN (x→ R) ≥ k) = PNx0
(
ℓ
τ∂DN
x > 0
)
Px
(
ℓ
τ∂DN
x − ℓτCR(x)x > 0
)k−1
=
(
1 + O
(
1
logN
))k−1
PNx0
(
ℓ
τ∂DN
x > 0
)
qk−1R . (4.8)
Similarly, we notice that if c |x− y| ≤ R ≤ |x− y| /10, then Lemma 4.3 and (4.5) show that
PNx0 (AN (x→ R) +AN (y → R) = k) (4.9)
≤ PNx0 (τx ∧ τy < τ∂DN )
(
2qR
1 + qR
)k−1 (
1 +O
(
1
logN
))k−1
.
Finally, we state for ease of reference the following two elementary inequalities:
if µ ≤ 1,
∞∑
i=n
(µn)i
i!
≤ (µe)n, (4.10)
if µ ≥ 1,
n−1∑
i=0
(µn)i
i!
≤ e(µe)n−1. (4.11)
We will moreover denote Γ(k, 1) a Gamma random variable with shape parameter k and scale
parameter 1. This variable has the same law as the sum of k independent exponential variables
with parameter 1. Recall that for all k, k′ ≥ 1 and t > 0,
P (Γ(k, 1) > t) = e−t
k−1∑
i=0
ti
i!
(4.12)
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and
P (Γ(k, 1) ≥ t)P (Γ(k′, 1) ≥ t) = e−2t
k+k′−2∑
n=0
tn
∑
0≤i≤k−1
0≤j≤k′−1
i+j=n
1
i!j!
≤ e−2t
k+k′−2∑
n=0
tn
∑
i,j≥0
i+j=n
1
i!j!
= e−2t
k+k′−2∑
n=0
(2t)n
n!
(4.13)
We are now ready to prove Lemmas 4.1 and 4.2.
Proof of Lemma 4.1. Firstly, by Lemma 3.3,
lim
ε→0
sup
N≥1
E
DN
Nx0
[
logN
N2−a
∑
x∈Z2
1{x/N /∈Dε}1{ℓτ∂DNx ≥ga log2 N}
]
= 0.
So we only need to show that
lim
ε→0
sup
N≥1
E
DN
Nx0
[
logN
N2−a
∑
x∈Z2
1{x/N∈Dε}1Gb,ε
N
(x)c1
{
ℓ
τ∂DN
x ≥ga log2 N
}] = 0. (4.14)
Let x ∈ Z2 s.t. x/N ∈ Dε. By a union bound,
PDNNx0
(
ℓ
τ∂DN
x ≥ ga log2N,Gb,εN (x)c
)
(4.15)
≤
∑
R∈(2p)p≥1
N1/2−a/4≤R≤εN
P
DN
Nx0
(
ℓ
τ∂DN
x ≥ ga log2N,AN (x→ R) > b
2
1 + qR
1− qR log
N
R
)
.
Let R ∈ (2−p)p≥1∩ [N1/2−a/4, εN ]. In the discussion following Lemma 4.3 we described the joint
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law of (ℓ
τ∂DN
x , AN (x→ R)). Using the notations therein and by (4.12), we have
P
DN
Nx0
(
ℓ
τ∂DN
x ≥ ga log2N,AN (x→ R) > b
2
1 + qR
1− qR log
N
R
)
= O(1)PDNNx0
(
ℓ
τ∂DN
x > 0
)
(1 − qR)
×
∑
k> b2
1+qR
1−qR
log NR
(
1 +O
(
1
logN
))k−1
qk−1R P
(
Γ(k, 1) ≥ a logN
1− qR
(
1 +O
(
1
logN
)))
= O(1)
GDN (Nx0, x)
GDN (x, x)
(1− qR)e−a logN/(1−qR)
×
∑
k> b2
1+qR
1−qR
log NR
(
1 +O
(
1
logN
))k−1
qk−1R
k−1∑
i=0
1
i!
(
a logN
1− qR
)i
= O(1)
GDN (Nx0, x)
GDN (x, x)
e−a logN/(1−qR)
(
q
b
2
1+qR
1−qR
log NR
R
b
2
1+qR
1−qR
log NR−1∑
i=0
1
i!
(
a logN
1− qR
)i
+
∑
i≥ b2
1+qR
1−qR
log NR
1
i!
(
qR
a logN
1− qR
)i (
1 +O
(
1
logN
))i)
We are going to bound each individual term of the above expression. Let
qab := sup
{
q ∈ (0, 1) : a
q
≥ b(1 + q)
2
}
< 1.
There exists η = η(a, b) such that for all q ∈ [qab, 1], log q ≤ q − 1− η(q − 1)2. We deduce that if
qR ∈ [qab, 1],
Naq
b
2
1+qR
1−qR
log NR
R = exp
[(
a
qR
+
b
2
1 + qR
1− qR log qR
)
log
N
R
]
≤ exp
[(
a
qR
− b(1 + qR)
2
− ηb(1− q
2
R)
2
)
log
N
R
]
≤ exp
[
−η′ log N
R
]
for some η′ = η′(a, b) > 0. Hence, if qR ∈ [qab, 1], we have
e−a logN/(1−pR)q
b
2
1+qR
1−qR
log NR
R
b
2
1+qR
1−qR
log NR−1∑
i=0
1
i!
(
a logN
1− qR
)i
≤ q
b
2
1+qR
1−qR
log NR
R ≤ N−a
(
N
R
)−η′
.
If qR < qab, we use (4.11) and we get
e−a logN/(1−qR)q
b
2
1+qR
1−qR
log NR
R
b
2
1+qR
1−qR
log NR−1∑
i=0
1
i!
(
a logN
1− qR
)i
≤ O(1)e−a logN/(1−qR)
(
2ae
b(1 + qR)
) b
2
1+qR
1−qR
log NR
= O(1)N−a exp
[(
−a+ b
2
(1 + qR)
(
1 + log
a
b
+ log
2
1 + qR
))
1
1− qR log
N
R
]
.
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We notice that
q ∈ [0, 1] 7→ −a+ b
2
(1 + q)
(
1 + log
a
b
+ log
2
1 + q
)
increases on [0, 2a/b− 1], hits 0 at 2a/b− 1 and decreases on [2a/b− 1, 1]. If b is close enough
to a, for all R ≥ N1/2−a/4,
qR ≤ 1/2 + a/4 < 2a/b− 1.
We deduce that if qR < qab,
e−a logN/(1−qR)q
b
2
1+qR
1−qR
log NR
R
b
2
1+qR
1−qR
log NR−1∑
i=0
1
i!
(
a logN
1− qR
)i
≤ N−a
(
N
R
)−η′
for some η′′ = η′′(a, b). Finally, we use (4.10) to bound
e−a logN/(1−qR)
∑
i≥ b2
1+qR
1−qR
log NR
1
i!
(
qR
a logN
1− qR
)i(
1 +O
(
1
logN
))i
≤ e−a logN/(1−qR)
(
2ae
b(1 + qR)
) b
2
1+qR
1−qR
log NR
which is smaller than N−a(N/R)−η
′′
according to the previous estimates. Putting things to-
gether, we have obtained
P
DN
Nx0
(
ℓ
τ∂DN
x ≥ ga log2N,AN (x→ R) > b
2
1 + qR
1− qR log
N
R
)
≤ G
DN (Nx0, x)
GDN (x, x)
N−a
(
N
R
)−η′∧η′′
.
Coming back to (4.15), it shows that
PNx0
(
ℓ
τ∂DN
x ≥ ga log2N,Gb,εN (x)c
)
≤ p(ε)G
DN (Nx0, x)
GDN (x, x)
N−a
for some p(ε) > 0 depending on a, b, ε going to 0 when ε→ 0. This concludes the proof.
Proof of Lemma 4.2. We have
E
[
µ¯D,ax0;N (C)
2
]
=
log2N
N4−2a
∑
x,y∈Z2
1{x/N,y/N∈Dε}PNx0
(
ℓ
τ∂DN
x , ℓ
τ∂DN
y ≥ ga log2N,Gb,εN (x), Gb,εN (y)
)
.
(4.16)
The contribution to the above sum of points x, y satisfying |x− y| ≤ N1/2−a/4 goes to zero.
Indeed, thanks to the first moment estimate of Property 3.1, it is at most
log2N
N4−2a
N1−a/2
∑
x∈Z2
PNx0
(
ℓ
τ∂DN
x ≥ ga log2N
)
=
logN
N1−a/2
E
[
µDNx0 (C)
] ≤ C logN
N1−a/2
which goes to zero since a < 2. We now take x, y ∈ Z2 such that x/N, y/N ∈ Dε and
|x− y| > N1/2−a/4. The goal is to bound the probability written in (4.16). Take R ∈ (2p)p≥1 ∩
[N1/2−a/4, εN ] so that
c |x− y| ≤ R ≤ |x− y| /10
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with c > 0 which may depend on ε and on the domain D. Notice that with this choice of R and
because |x− y| > N1/2−a/4, the quantity qR defined in (4.1) stays bounded away from 1. Now,
the probability in (4.16) is at most
PNx0
(
ℓ
τ∂DN
x , ℓ
τ∂DN
y ≥ ga log2N,AN (x→ R), AN (y → R) ≤ b
2
1 + qR
1− qR log
N
R
)
. (4.17)
We described the joint law of (ℓ
τ∂DN
x , ℓ
τ∂DN
y , AN (x→ R), AN (y → R)) in the discussion following
Lemma 4.3. With the notations therein and with (4.13), the probability (4.17) is equal to∑
1≤kx≤ b2
1+qR
1−qR
log NR
1≤ky≤ b2
1+qR
1−qR
log NR
PNx0 (AN (x→ R) = kx, AN (y → R) = ky)
× P
(
Γ(kx, 1),Γ(ky, 1) ≥
(
1 +O
(
1
logN
))
a logN/(1− qR)
)
≤ O(1)e−2a logN/(1−qR)
∑
2≤k≤b 1+qR1−qR log
N
R
PNx0 (AN (x→ R) +AN (y → R) = k)
×
k−2∑
i=0
1
i!
(
2a logN
1− qR
)i
With (4.9), we get that the probability (4.17) is at most
O(1)e−2a logN/(1−qR)PNx0 (τx ∧ τy < τ∂DN )
×
∑
2≤k≤b 1+qR1−qR log
N
R
(
2qR
1 + qR
)k−1 k−2∑
i=0
1
i!
(
2a logN
1− qR
)i
= O(1)e−2a logN/(1−qR)PNx0 (τx ∧ τy < τ∂DN )
qR
1− qR
b
1+qR
1−qR
log NR−2∑
i=0
1
i!
(
4aqR logN
1− q2R
)i
by exchanging the two sums. We now use (4.11) with
µ =
4aqR logN
1− q2R
1− qR
b(1 + qR) log(N/R)
=
4a
b
1
(1 + qR)2
which is bigger than 1 if b is close enough to a (recall that qR stays bounded away from 1). We
obtain that the probability (4.17) is at most
O(1)PNx0 (τx ∧ τy < τ∂DN ) qRe−2a logN/(1−qR)
(
e
4a
b
1
(1 + qR)2
)b 1+qR1−qR log NR
= O(1)PNx0 (τx ∧ τy < τ∂DN ) qRN−2a
× exp
[(
−2a+ b(1 + qR)
(
1 + log
a
b
+ 2 log
2
1 + qR
))
1
1− qR log
N
R
]
≤ O(1)PNx0 (τx ∧ τy < τ∂DN ) qRN−2a exp
[(
−2a+ b(1 + qR)
(
a
b
+ 2
1− qR
1 + qR
))
1
1− qR log
N
R
]
= O(1)PNx0 (τx ∧ τy < τ∂DN ) qRN−2a
(
N
R
)2b−a
.
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To wrap things up, we have obtained
log2N
N4−2a
∑
x,y∈Z2
1{x/N,y/N∈Dε,|x−y|≥N1/2−a/4}PNx0
(
ℓ
τ∂DN
x , ℓ
τ∂DN
y ≥ ga log2N,Gb,εN (x), Gb,εN (y)
)
≤ O(1)
N4
∑
x,y∈Z2
1{x/N,y/N∈Dε,|x−y|≥N1/2−a/4} log
N
|x−Nx0| log
N
|x− y|
(
N
|x− y|
)2b−a
which is bounded uniformly in N if b is chosen close enough to a so that 2b− a < 2. The energy
estimate (4.3) follows as well. This finishes to prove Lemma 4.2.
A Multipoint Brownian multiplicative chaos
This section is devoted to the proof of Propositions 1.1, 1.2 and 1.3. We start with Proposition
1.2.
Proof of Proposition 1.2. We use the notations of Section 1.4 and for i = 1 . . . r, we will denote
fεi (x) := |log ε| ε−ai1{ 1
εL
(i)
x,ε≥2ai|log ε|
}.
We recall that
lim
ε→0
E [fεi (x)] = ψ
Di,ai
xi,zi (x) (A.1)
and that we can bound
sup
ε>0
E [fεi (x)] ≤ CψDi,aixi,zi (x) (A.2)
for some C > 0. See [Jeg18a, Proposition 3.1]. We moreover recall that for all η > 0, we can
decompose
fεi (x) = ρ
η,δ;ε
i (x) + f
η,δ;ε
i (x)
where limδ→0 lim supε→0 E
[
ρη,δ;εi (x)
]
= 0 and for all δ > 0, x 6= y,
sup
ε>0
E
[
fη,δ;εi (x)f
η,δ;ε
i (y)
]
≤ Cη,δ |x− y|−ar−1−η (A.3)
and for all x 6= y,
lim
ε,ε′→0
E
[
(fη,δ;εi (x)− fη,δ;ε
′
i (x))(f
η,δ;ε
i (y)− fη,δ;ε
′
i (y))
]
= 0. (A.4)
This follows from the decomposition of the measure using “good” and “bad” events: see Propo-
sitions 3.1 and 4.1 of [Jeg18a].
We are now going to prove by induction on r ≥ 1 the claims (i), (ii) and (iv) of Proposition
1.2 together with the claim that for all α < 2− a, we can decompose
r⋂
i=1
νDi,aixi,zi = ρδ + νδ (A.5)
where E [ρδ(C)]→ 0 as δ → 0 and for all δ > 0
E
[∫
C2
1
|x− y|α νδ(dx)νδ(dy)
]
<∞.
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This latter claim implies (v) by Frostman’s lemma. The case r = 1 follows from [Jeg18a] (in this
case, (ii) is an empty statement). Let r ≥ 2 and assume the above results for r− 1. Let α, η > 0
be such that ar < α < α+ η < 2− (a1 + · · ·+ ar−1). We can decompose
r−1⋂
i=1
νDi,aixi,zi = ρδ + νδ
with E [ρδ(C)]→ 0 as δ → 0 and for all δ > 0
E
[∫
C2
1
|x− y|α+η νδ(dx)νδ(dy)
]
<∞. (A.6)
(A.3), (A.4) and (A.6) show that for all A ∈ B(C), and for all δ > 0,∫
A
fη,δ;εr (x)νδ(dx), ε > 0,
is a Cauchy sequence in L2. This defines a limiting measure ν˜δ which satisfies by Fatou’s lemma
and (A.3)
E
[∫
C2
1
|x− y|α−ar ν˜δ(dx)ν˜δ(dy)
]
<∞.
Moreover,
lim
δ→0
lim sup
ε→0
E
[∫
C
fεr (x)
r−1⋂
i=1
νDi,aixi,zi (dx) −
∫
C
fη,δ;εr (x)νδ(dx)
]
= 0.
This shows that for all A ∈ B(C), ∫A fεr (x)⋂r−1i=1 νDi,aixi,zi (dx) converges in L1 as ε → 0 and also
shows that the limiting measure can be decomposed as expected in (A.5). This concludes the
proof of the convergence of the measure (1.6). This also shows that for all A ∈ B(C), we can
exchange the expectation and the limit:
E
[
lim
ε→0
∫
A
fεr (x)
r−1⋂
i=1
νDi,aixi,zi (dx)
]
= lim
ε→0
∫
A
E [fεr (x)]E
[
r−1⋂
i=1
νDi,aixi,zi (dx)
]
.
Now, using (iv) for r − 1, we see that E
[⋂r−1
i=1 ν
Di,ai
xi,zi (dx)
]
=
∏r−1
i=1 ψ
Di,ai
xi,zi (x)dx and then by
dominated convergence theorem and (A.1) and (A.2), we obtain that
E
[
lim
ε→0
∫
A
fεr (x)
r−1⋂
i=1
νDi,aixi,zi (dx)
]
= lim
ε→0
∫
A
E [fεr (x)]
r−1∏
i=1
ψDi,aixi,zi (x)dx
=
∫
A
r∏
i=1
ψDi,aixi,zi (x)dx.
We are now going to show that
⋂r
i=1 ν
Di,ai
xi,zi;ε converges to the same limiting measure as (1.6).
For this purpose, it is enough to show that for all A ∈ B(C),
E
[∣∣∣∣∣
∫
A
r∏
i=1
fεi (x)dx −
∫
A
fεr (x)
r−1⋂
i=1
νDi,aixi,zi (dx)
∣∣∣∣∣
]
34
goes to zero as ε→ 0. For each i = 1 . . . r, consider the decomposition
fεi (x) = ρ
η,δ;ε
i (x) + f
η,δ;ε
i (x)
with η > 0 in (A.3) chosen so that rη + a1 + . . . ar < 2. For ε
′, δ > 0, we can bound
E
[∣∣∣∣∣
∫
A
r∏
i=1
fεi (x)dx −
∫
A
fεr (x)
r−1⋂
i=1
νDi,aixi,zi (dx)
∣∣∣∣∣
]
(A.7)
≤ E
[∣∣∣∣∣
∫
A
fεr (x)
(
r−1∏
i=1
fεi (x) −
r−1∏
i=1
fε
′
i (x)
)
dx
∣∣∣∣∣
]
+ E
[∣∣∣∣∣
∫
A
fεr (x)
r−1∏
i=1
fε
′
i (x)dx −
∫
A
fεr (x)
r−1⋂
i=1
νDi,aixi,zi (dx)
∣∣∣∣∣
]
.
By the case r − 1, the second right hand side term goes to zero as ε′ → 0. By writing for
i, k = 1 . . . r − 1, εki = ε′ if i ≤ k − 1 and εki = ε otherwise, we can write
r−1∏
i=1
fεi (x) −
r−1∏
i=1
fε
′
i (x) =
r−1∑
k=1
(fεk (x)− fε
′
k (x))
∏
1≤i≤r−1
i6=k
f
εki
i (x).
By triangle inequality, to bound the first right hand side term of (A.7), it is thus enough to
bound
E
[∣∣∣∣∣
∫
A
(fε1 (x)− fε
′
1 (x))
r∏
i=2
fεi (x)dx
∣∣∣∣∣
]
and r − 2 other very similar terms. This is at most
E
[∣∣∣∣∣
∫
A
(fη,δ;ε1 (x) − fη,δ;ε
′
1 (x))
r∏
i=2
fη,δ;εi (x)dx
∣∣∣∣∣
]
+ E
[∣∣∣∣∣
∫
A
(fε1 (x) − fε
′
1 (x))
r∏
i=2
fεi (x)dx −
∫
A
(fη,δ;ε1 (x)− fη,δ;ε
′
1 (x))
r∏
i=2
fη,δ;εi (x)dx
∣∣∣∣∣
]
.
By independence and because for all i = 1 . . . r, x ∈ C, limδ→0 lim supε→0 E
[
ρη,δ;εi (x)
]
= 0, dom-
inated convergence theorem (the domination is provided by (A.2)) shows that the lim supε,ε′→0
of the second right hand side term goes to zero as δ → 0. By Cauchy-Schwarz and (A.3), the
first term is at most
Cη,δ
∫
A×A
1
|x− y|a2+···+ar+(r−1)ηE
[
(fη,δ;ε1 (x)− fη,δ;ε
′
1 (x))(f
η,δ;ε
1 (y)− fη,δ;ε
′
1 (y))
]
dxdy
which goes to zero as ε, ε′ → 0 by (A.3), (A.4) and dominated convergence theorem (note that
we obtain an integrable domination because rη + a1 + · · ·+ ar < 2.)
Finally, by induction on r, the measurability statement (iii) follows from (ii). This concludes
the proof.
Remark A.1. We now address a remark which will be useful for the proof of Proposition 1.3. The
proof of Proposition 1.2 actually shows that for all Borel set A ⊂ C, ⋂ri=1 νDi,aixi,zi;ε(A) converges
in L1 as ε → 0 towards what we denoted ⋂ri=1 νDi,aixi,zi (A). [Jeg18a] considered not only the
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spatial configuration of the thick points but also the deviation of the local times by looking at
the measure: for all A ∈ B(C) and T ∈ B(R ∪ {+∞}),
ν¯D1,a1x1,z1;ε(A× T ) := |log ε| ε−a1
∫
A
1{√
1
εL
(1)
x,ε−
√
2a1|log ε|∈T
}dx.
[Jeg18a, Proposition 6.1] shows that for all Borel sets A ⊂ C and T ⊂ R with inf T > −∞,
ν¯D1,a1x1,z1;ε(A× T ) converges in L1 as ε→ 0 towards
νD1,a1x1,z1;ε(A)
∫
T
1√
2a1
e−
√
2a1tdt.
Using this result, a straightforward extension of Proposition 1.2 shows similarly that for all Borel
sets A ⊂ C and Ti ⊂ R with inf Ti > −∞, the following convergence in L1 holds
|log ε|r ε−a
∫
A
r∏
i=1
1{√
1
εL
(i)
x,ε−
√
2ai|log ε|∈Ti
}dx −−−→
ε→0
r⋂
i=1
νDi,aixi,zi (A)
r∏
i=1
∫
Ti
1√
2ai
e−
√
2aitidti.
We are now ready to prove Propositions 1.1 and 1.3.
Proof of Propositions 1.1 and 1.3. To ease the notations, we will restrict ourselves to the case
r = 2. The general case r ≥ 2 follows along the same lines. Let A ⊂ C be a Borel set. Let η > 0.
We have
|log ε| εa
∫
A
dx1{
L
(1)
x,ε+L
(2)
x,ε≥2aε|log ε|2,L(1)x,ε>0,L(2)x,ε>0
}
≤
∑
α∈ η
|log ε|
N
|log ε| εa
∫
A
dx1{ 1
εL
(1)
x,ε∈2
(
α,α+ η
|log ε|
]
|log ε|2, 1εL
(2)
x,ε>2(a−α)|log ε|2−gη|log ε|
}
=
1
η
∫ ∞
0
dα |log ε|2 εa
∫
A
dx1{ 1
εL
(1)
x,ε∈2
(
αε,αε+
η
|log ε|
]
|log ε|2, 1εL
(2)
x,ε>2(a−αε)|log ε|2−gη|log ε|
}
where αε =
η
|log ε|
⌊
|log ε|
η α
⌋
. Let K be a large integer. We now have
|log ε| εa
∫
A
dx1{
L
(1)
x,ε+L
(2)
x,ε≥2aε|log ε|2,L(1)x,ε>0,L(2)x,ε>0
}
≤ 1
η
∫ ∞
0
dα
K−1∑
k=0
1{
α∈αε+ η|log ε| [ kK ,k+1K )
}
× |log ε|2 εa
∫
A
dx1{ 1
εL
(1)
x,ε∈2
(
αε,αε+
η
|log ε|
]
|log ε|2, 1εL
(2)
x,ε>2(a−αε)|log ε|2−2η|log ε|
}
≤ 1
η
∫ ∞
0
dα
K−1∑
k=0
1{
α∈αε+ η|log ε| [ kK ,k+1K )
} |log ε|2 εa
×
∫
A
dx1{ 1
εL
(1)
x,ε∈2
(
α− η
| log ε|
k+1
K ,α+
η
| log ε| (1− kK )
]
| log ε|2, 1εL
(2)
x,ε>2(a−α− η| log ε| kK )| log ε|2−2η| log ε|
}.
For each α ∈ (0, a) and k ∈ {0, . . . ,K − 1}, |log ε|2 εa times∫
A
dx1{ 1
εL
(1)
x,ε∈2
(
α− η
| log ε|
k+1
K ,α+
η
| log ε| (1− kK )
]
| log ε|2, 1εL
(2)
x,ε>2(a−α− η| log ε| kK )| log ε|2−2η| log ε|
}
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converges in L1 towards (see Remark A.1)
νD0,αx0,z0 ∩ νD1,a−αx1,z1 (A)eη(1+k/K)
∫ η(1−k/(K√2α))
−η(k+1)/(K√2α)
e−
√
2αtdt
= η(1 + o(1))νD0,αx0,z0 ∩ νD1,a−αx1,z1 (A)
where o(1) is independent of α and k and goes to zero as η → 0 and then K →∞. Hence for all
α ∈ (0, a),
1
η
K−1∑
k=0
1{
α∈αε+ η|log ε| [ kK , k+1K )
} |log ε|2 εa
×
∫
A
dx1{ 1
εL
(1)
x,ε∈2
(
α− η
| log ε|
k+1
K ,α+
η
| log ε| (1− kK )
]
| log ε|2, 1εL
(2)
x,ε>2(a−α− η| log ε| kK )| log ε|2−2η| log ε|
}
converges in L1 towards
(1 + o(1))νD0,αx0,z0 ∩ νD1,a−αx1,z1 (A).
If α > a, the above term converges in L1 to zero. We are going to conclude with the following
elementary reasoning. If α ∈ (0,∞) 7→ Xαε , ε > 0, are random processes almost surely measurable
and defined on the same probability space satisfying: for all α > 0, (Xαε , ε > 0) converges in L
1
and
∫∞
0
supε E [|Xαε |] dα <∞; then (
∫∞
0
Xαε dα, ε > 0), converges in L
1. Indeed
lim sup
ε,ε′→0
E
[∣∣∣∣
∫ ∞
0
Xαε dα −
∫ ∞
0
Xαε′dα
∣∣∣∣
]
≤ lim sup
ε,ε′→0
∫ α
0
E [|Xαε −Xαε′ |] dα
which vanishes by dominated convergence theorem. We apply this to our specific case for which
we have already proven the desired pointwise convergence and for which the domination follows
from (A.2). It implies that∫ ∞
0
dα
1
η
K−1∑
k=0
1{
α∈αε+ η|log ε| [ kK , k+1K )
} |log ε|2 εa
×
∫
A
dx1{ 1
εL
(1)
x,ε∈2
(
α− η
| log ε|
k+1
K ,α+
η
| log ε| (1− kK )
]
| log ε|2, 1εL
(2)
x,ε>2(a−α− η| log ε| kK )| log ε|2−2η| log ε|
}
converges in L1 towards
(1 + o(1))
∫ a
0
νD0,αx0,z0 ∩ νD1,a−αx1,z1 (A)dα.
By letting η → 0 and then K →∞, we obtain the desired upper bound:
|log ε| εa
∫
A
dx1{
L
(1)
x,ε+L
(2)
x,ε≥2aε|log ε|2,L(1)x,ε>0,L(2)x,ε>0
}
is smaller or equal than a sequence which converges in L1 towards∫ a
0
νD0,αx0,z0 ∩ νD1,a−αx1,z1 (A)dα.
The lower bound is obtained along the same lines and we have shown that for all Borel set A ⊂ C,
the following convergence in L1 holds:
lim
ε→0
|log ε| εa
∫
A
dx1{
L
(1)
x,ε+L
(2)
x,ε≥2aε|log ε|2,L(1)x,ε>0,L(2)x,ε>0
} = ∫ a
0
νD0,αx0,z0 ∩ νD1,a−αx1,z1 (A)dα.
This concludes the proof of Propositions 1.1 and 1.3.
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