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Abstract
Integrable Hamiltonian systems on almost-symplectic manifolds have recently drawn
some attention. Under suitable properties, they have a structure analogous to those
of standard symplectic-Hamiltonian completely integrable systems. Here we study
small Hamiltonian perturbations of these systems. Preliminarily, we investigate some
general properties of these systems. In particular, we show that if the perturbation is
‘strongly Hamiltonian’ (namely, its Hamiltonian vector field is also a symmetry of the
almost-Hamiltonian structure) then the system reduces, under an almost-symplectic
version of symplectic reduction, to a family of nearly integrable standard symplectic-
Hamiltonian vector fields on a reduced phase space, of codimension not less than 3.
Therefore, we restrict our study to non-strongly Hamiltonian perturbations. We will
show that KAM theorem on the survival of strongly nonresonant quasi-periodic tori
does non apply, but that a weak version of Nekhoroshev theorem on the stability of
actions is instead valid, even though for a time scale which is polynomial (rather than
exponential) in the inverse of the perturbation parameter.
Keywords: Almost-symplectic systems; strongly Hamiltonian systems; Nekhoroshev theorem.
MSC (2010): 53D15, 37J40, 70H08.
1 Introduction
An almost-symplectic manifold is a generalization of a symplectic manifold, in which the
nondegenerate 2-form is not closed. Hamiltonian systems on almost-symplectic mani-
folds arise, for instance, in nonholonomic mechanics [2]; moreover, their study might be
an intermediate step to the study of the more general case of (generalized) Hamiltonian
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systems on (twisted) Dirac manifolds considered in [5, 19, 21]. The main difference be-
tween Hamiltonian systems on symplectic and almost-symplectic manifolds is that in the
almost-symplectic case, due to the non-closedness of the 2-form, Hamiltonian vector fields
are not necessarily symmetries of the almost-symplectic structure. Those which are sym-
metries of the almost-symplectic structure have special properties, and resemble more
closely the Hamiltonian vector fields of the standard symplectic case; they were called
‘strongly Hamiltonian’ in [9].
We are aware of only a few articles dedicated to the almost-symplectic case. Our pre-
vious work [9] focussed on the integrability of Hamiltonian systems on almost-symplectic
manifolds. Reference [20], by I. Vaisman, studies general properties of strongly Hamil-
tonian systems on almost-symplectic manifolds and provides examples. Some geometric
aspects are studied in [18, 10].
The question underlying the present work is how different is the dynamics of an almost-
symplectic Hamiltonian system from the standard symplectic-Hamiltonian ones. This is
a broad question, which probably does not have a single, definite answer. For instance, in
the almost-symplectic case, non-strongly Hamiltonian systems need not conserve the vol-
ume in phase space, while strongly Hamiltonian systems do (see Section 2). In this paper,
we begin this investigation by considering a special case, that of almost-symplectic Hamil-
tonian systems that are small perturbations of almost-symplectic integrable Hamiltonian
systems. The question we ask is whether the great theorems of Hamiltonian perturba-
tion theory—KAM [1] and Nekhoroshev [15, 4, 17] theorems—retain their validity in the
almost-symplectic framework. Not surprisingly, the answer depends crucially on whether
the perturbation is assumed to be Hamiltonian or strongly Hamiltonian.
Preliminarily to this study, we need to further investigate some properties of nearly
integrable Hamiltonian systems on almost-symplectic manifolds. We will do this in Sec-
tions 2 and 3. The first question we investigate are the properties—and in a way the very
existence—of strongly Hamiltonian perturbations. We will investigate this question under
certain hypotheses of genericity on the almost-symplectic structure and on the perturba-
tion and show that, at least under such hypotheses, strongly Hamiltonian nearly-integrable
almost-symplectic Hamiltonian systems are in some way not deeply different from stan-
dard symplectic-Hamiltonian systems. Specifically, each of them reduce, under an analog
of the standard Meyer-Marsden-Weinstein symplectic reduction that was studied in [20],
to a family of nearly integrable standard symplectic-Hamiltonian systems. Versions of
KAM and Nekhoroshev theorem for strongly Hamiltonian perturbations could be easily
obtained, but have limited novelty.
More interestingly, we will see that if the perturbation is Hamiltonian, but not strongly
Hamiltonian, then KAM theorem does not apply: quasi-periodic motions do not survive
small perturbations. However, a weaker version of Nekhoroshev theorem that gives stability
of all motions for polynomial times does hold. Specifically, we will prove that, if the
unperturbed system has the standard (quasi) convexity property of Nekhoroshev theory,
then the variations of the actions in all motions is bounded by quantities of order εc1 , with
a positive constant c1, over times ε
−c2 , with a constant c2 > 1, where ε is the size of the
perturbation. This time scale is much shorter than Nekhoroshev’s stability time scale for
symplectic-Hamiltonian systems, which is exponential in 1/εconst.
The basic ideas of perturbation theory in the almost-symplectic context will be ex-
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plained in Section 4, in a form that should make plausible (and self-evident for the reader
expert in Hamiltonian perturbation theory) our almost-symplectic version of Nekhoroshev
theorem. Since the proof of this result is almost identical to that of the symplectic case
(as it can be found, e.g., in [17]) we will not reproduce it here.
2 Hamiltonian systems on almost-symplectic manifolds
2.1 Hamiltonian and strongly Hamiltonian vector fields. We consider a connected
manifold M of even dimension 2n equipped with a nondegenerate 2-form σ. (M,σ) is a
symplectic manifold if σ is closed. We will say that (M,σ) is an almost-symplectic manifold
if σ is not closed. The nondegeneracy requires n ≥ 2.
Following [9], we say that a vector field X on an almost-symplectic manifold (M,σ) is
i. Hamiltonian if iXσ is exact. Thus iXσ = −df for some function f ∈ C∞(M) that we
call a Hamiltonian of X, and we will write Xf for X.
ii. Strongly Hamiltonian if it is Hamiltonian and, moreover, it is a symmetry of σ, that
is,
LXσ = 0 ,
where L denotes the Lie derivative. By Cartan’s magic formula LXσ = iX(dσ) +
d(iXσ), the strong Hamiltonianity of a Hamiltonian vector field is equivalent to
iXdσ = 0 . (1)
In both cases, we will call n the number of degrees of freedom of the system. Moreover,
following partly [20], we say that
iii. A strongly Hamiltonian function is any function onM whose Hamiltonian vector field
is strongly Hamiltonian. We will denote by S∞(M) the subset of C∞(M) consisting
of strongly Hamiltonian functions.
Remarks: (i) Reference [20] considered only the case of strongly Hamiltonian vector
fields, and called them Hamiltonian. We adhere here to the terminology that we used in
[9] because we will consider both classes of Hamiltonian and strongly Hamiltonian vector
fields and need to distinguish among them.
(ii) Most of the following could be generalized, in analogy with the standard symplectic
case, to ‘local’ Hamiltonian and strongly Hamiltonian vector fields, as done in [20]. We do
not consider such a greater generality because we will not need it in the study of integrable
systems and their perturbations.
At an algebraic level, the reason for considering strongly Hamiltonian vector fields is the
following. The almost-symplectic form σ induces an almost-Poisson bracket on smooth
functions of M , which is defined by
{f, g} := −σ(Xf ,Xg) ∀ f, g ∈ C∞(M) . (2)
Because of the nonclosedness of σ, this bracket does not satisfy the Jacobi identity. There-
fore, it does not make C∞(M) a Lie algebra and does not induce a (anti-)homomorphism
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between functions and Hamiltonian vector fields on M . However, all this holds true for
the restriction of the bracket to S∞(M). This is a consequence of the following Lemma
(from [9], where its statement contains however an obvious flaw):
Lemma 1. Let Y and Z be two vector fields on (M,σ). If Y is Hamiltonian and Z is a
symmetry of σ then [Y,Z] is Hamiltonian with Hamiltonian −σ(Y,Z):
[Y,Z] = −Xσ(Y,Z) .
Proof. Since d(iY σ) = 0 and LZσ = 0, d(σ(Y,Z)) = d(iZ iY σ) = LZ(iY σ) − iZ d(iY σ) =
iY (LZσ) + i[Z,Y ]σ = i[Z,Y ]σ = −i[Y,Z]σ.
Applied to strongly Hamiltonian vector fields, Lemma 1 gives
[Xf ,Xg] = −X{f,g} ∀ f, g ∈ S∞(M) .
Since the Lie bracket of two symmetries of σ is still a symmetry of σ, this shows that the
set of strongly Hamiltonian vector fields is a Lie subalgebra of the algebra of vector fields
on M . Correspondingly, S∞(M) is a Lie algebra when equipped with the bracket (2) and
f 7→ Xf is an anti-homomorphism between these two Lie algebras.
As pointed out in [20], in view of (1) and of Lemma 1, strongly Hamiltonian vector
fields form a distribution S˜ onM . This distribution is a subdistribution of the distribution
Kdσ whose fiber is, at each point, the kernel of dσ at that point.
1 In the present case,
given that dσ is closed, Kdσ is integrable and coincides with the so called characteristic
distribution of dσ [11, 14]. Some properties of the distribution S˜ have been studied in [20].
Reference [20] remarks that the class of strongly Hamiltonian vector fields (which may
be identified, modulo constants, with the class S∞(M) of strongly Hamiltonian functions)
might be much smaller than that of Hamiltonian vector fields (which may be identified,
modulo constants, with C∞(M)), and that it is not even apriori clear whether S∞(M)
contains any non-constant function. In order to show that this is not the case, reference
[20] provided some examples. We add here a simple, quantitative remark on this question,
that we will use in the sequel:
Lemma 2. At any point at which dσ is nonzero there exist at most 2n − 3 germs of
functionally independent strongly Hamiltonian functions.
Equivalently: if dσ(m) 6= 0 at some m ∈ M , there exists a coordinate system in a
neighbourhood V of m such that the restriction to V of any strongly Hamiltonian function
does not depend on three coordinates.
Proof. We use the algebraic fact that at a point at which a 3-form is nonzero, the codi-
mension of its kernel is ≥ 3. This must of course be known, but since we could not find
a reference we provide a proof. Let η be a 3-form on M and ηm 6= 0 at some m ∈ M .
Then there exists a vector v ∈ TmM \ {0} such that the 2-form ivηm 6= 0. Since any
nonzero 2-form, being antisymmetric, has positive even rank, this implies rank ivηm ≥ 2.
1 We recall that the kernel of a 3-form η at a point m ∈ M is the kernel of the linear map TmM →
Λ2(TmM) given by contraction with ηm, namely the map v 7→ ivηm, v ∈ TmM . Here, Λ
2(TmM) denotes
the space of all covariant antisymmetric 2-tensors on TmM .
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The conclusion now follows observing that ker ηm ⊂ ker ivηm given that the latter contains
v while the former does not; hence dim(ker ivηm \ ker ηm) ≥ 1 and the conclusion follows.
Assume now dσ 6= 0 at a point m. Then, dσ is everywhere nonzero in any sufficiently
small neighbourhood of m. If V0 is one such neighbourhood, then in V0 the leaves of Kdσ
have dimension ≤ 2n − 3 and any set of sections of Kdσ that are linearly independent at
each point of V0 has cardinality ≤ 2n−3. In turn, by the nondegeneracy of σ, there are at
most 2n− 3 strongly Hamiltonian functions which are defined in a neighbourhood V ⊆ V0
of m and are everywhere functionally independent. The statement in terms of coordinates
follows by restricting V if necessary and completing a set of functionally independent
strongly Hamiltonian functions to a coordinate system.
The upper bound of Lemma 2 is de facto met in all examples in [20].
Dynamically, strongly Hamiltonian vector fields have special properties among the class
of Hamiltonian vector fields. For instance, Hamiltonian vector fields need not preserve the
volume σn. An example is the vector field X = − ∂∂x3 on M = R4 \ {0} with almost-
symplectic form σ = x3dx1∧dx2+dx3∧dx4. Instead, since LXσn = σn−1∧LXσ, we have
the following
Proposition 3. Every strongly Hamiltonian vector field on an almost-symplectic manifold
(M,σ) preserves the volume σn.
2.2 Strongly Hamiltonian completely integrable systems. As shown in [9], the
well known notion of complete integrability of the symplectic case and the resulting struc-
ture described by the Liouville-Arnold theorem, are a particular case of a more general
situation, that holds in the almost-symplectic case. We begin recalling the following
almost-symplectic version of the Liouville-Arnold theorem:
Proposition 4. [9] Let (M,σ) be an almost-symplectic manifold of dimension 2n and π =
(π1, . . . , πn) : M → Rn a submersion with compact and connected fibers whose components
π1, . . . , πn are
• strongly Hamiltonian functions
• pairwise in involution with respect to the almost-Poisson bracket (2), namely
{πi, πj} = 0 for i, j = 1, . . . , n.
Then the fibers of π are diffeomorphic to Tn and each of them has a neighbourhood V
equipped with coordinates (a, α) : V → A× Tn, with A ⊆ Rn, such that π = π(a) and the
local representative σaa of σ in these coordinates has the form
σaa =
n∑
i=1
dai ∧ dαi + 1
2
n∑
i,j=1
Aij(a)dai ∧ daj (3)
where A is an n× n antisymmetric matrix that depends smoothly on a.
The hypothesis that π1, . . . , πn are strongly Hamiltonian functions is essential for this
result to hold. It ensures that the Hamiltonian vector fields of these functions, besides
being tangent to the fibers of π on account of the involutivity hypothesis (LXpiiπj =−σ(Xpii ,Xpij ) = −{πi, πj} = 0), do pairwise commute ([Xpii ,Xpij ] = −X{pii,pij} = 0) and
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thus give the fibers of π the structure of the n-dimensional torus; for details and comments
see [9].
The coordinates (a, α) will be called action-angle coordinates relative to π. From (3)
it follows that, in these coordinates, the Hamiltonian vector field Xf =
∑n
i=1(X
ai
f ∂ai +
Xαif ∂αi) of a function f(a, α) has components
Xaf = −
∂f
∂α
, Xαf =
∂f
∂a
+A
∂f
∂α
(4)
and that the almost-Poisson brackets (2) have the expression
{f, g}aa =
n∑
i=1
( ∂f
∂ai
∂g
∂αi
− ∂f
∂αi
∂g
∂ai
)
+
n∑
i,j=1
Aij
∂f
∂αi
∂g
∂αj
. (5)
Moreover,
dσaa =
1
2
n∑
i,j,k=1
∂Aij
∂ak
dak ∧ dai ∧ daj =
n∑
i,j,k=1
Cijkdak ⊗ dai ⊗ daj (6)
where
Cijk(a) =
∂Aij
∂ak
(a) +
∂Aki
∂aj
(a) +
∂Ajk
∂ai
(a) . (7)
The condition that σaa is not symplectic is precisely that the skew-symmetric 3-tensor
field C with components Cijk does not vanish.
As expression (6) shows, dσaa is a basic 3-form with respect to the bundle A×Tn → A.
Correspondingly, we will regard the tensor field C as defined on A. Thus, the argument
used in the proof of Lemma 2 implies that
Lemma 5. At a point a ∈ A at which C(a) 6= 0,
kerC(a) := {u ∈ Rn : Cijk(a)uk = 0}
is a subspace of Rn of dimension ≤ n− 3.
As in the standard symplectic-Hamiltonian case, the action-angle coordinates relative
to a given fibration π need not be defined globally and are not unique. But exactly
as in that case, any two different sets (a, α) and (a˜, α˜) of action-angle coordinates with
overlapping domains are related to each other by transformations of the form
a˜ = Za+ z , α˜ = Z−Tα+ F(a) (8)
for some unimodular matrix Z with integer entries, some z ∈ Rn and some invertible
map F [9].
Definition 6. Given a submersion π as in Proposition 4, a function h on M is called
completely integrable with respect to π if it is in involution with all functions π1, . . . , πn:
{h, πi} = 0 , i = 1, . . . , n .
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Since the πi’s depend only on the actions, the involutivity conditions of Definition 6
and expression (5) imply that a function h is completely integrable with respect to π if and
only if it is a function of the actions alone. Moreover, under such hypothesis, by (4),
Xh(a) = −
n∑
i=1
∂h
∂ai
(a)∂αi (9)
so that the flow of h is linear on the tori a = const. Furthermore, every completely
integrable function is strongly Hamiltonian: if h = h(a), then iXhdσaa = 0 because dσaa
contains no differential of the angles.
From the point of view of complete integrability the case n = 2 is special, and has no
interest:
Proposition 7. If on a 4-dimensional almost-symplectic manifold (M,σ) there is a sub-
mersion π = (π1, π2) as in Proposition 4—and hence a completely integrable Hamiltonian
system—then σ is symplectic.
Indeed, every totally antisymmetric 3-tensor on a 2-dimensional space is identically
zero; hence C = 0 and dσaa = 0 in the domain of any system of action-angle coordinates.
Therefore, from now on we will assume n ≥ 3.
Remarks. (i) Restricted to the domain of an action-angle chart, completely integrable
almost-symplectic systems are dynamically indistinguishable from the completely inte-
grable systems of the standard symplectic case. Even more so, the restriction (9) of a
completely integrable almost-symplectic vector field to a domain of action-angle coordi-
nates is Hamiltonian with respect to the symplectic structure dαi ∧ dαi [9]. (It is not
known if things might be different globally, that is, if there is an almost-symplectic mani-
fold (M,σ) with a strongly Hamiltonian vector field that is not Hamiltonian with respect
to any symplectic form on M).
(ii) The conclusions of Lemma 5 and Proposition 7 may be reached in more geometric
terms. The map π : M → π(M) is a fibration with fiber Tn. The transition functions (8)
among the local systems of action-angle coordinates show that there is a symplectic form σs
on M with local representatives dai ∧ dαi. In these charts the bundle map π : M → π(M)
is (a, α) 7→ a and (3) shows that there is a 2-form µ on π(M) such that σ = σs + π∗µ.
Hence dσ = π∗dµ. If n = 2, dµ = 0.
(iii) Reference [9] considers a more general situation of that described in Proposition 4,
which extends from the symplectic to the almost-symplectic context not only the notion
of complete integrability, but also that of ‘noncommutative integrability’ or ‘superintegra-
bility’ (in which the invariant tori may be isotropic, not just Lagrangian).
3 Nearly-integrable almost-symplectic Hamiltonian systems
3.1 Hamiltonian perturbations. Our goal in this paper is to study small perturbations
of an almost-symplectic completely integrable system (M,σ, h) with n ≥ 3 degrees of
freedom.
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Specifically, we aim to investigate the persistence of the invariant tori of the unper-
turbed system and the existence of bounds on the variations of the actions on finite but
long time scales. Therefore, our approach may be consistently done in a neighbourhood
of an invariant torus of the unperturbed system, that is, as we will say ‘semi-globally’.
In particular, we may consistently restrict the analysis to the domain A × Tn of a set of
action-angle coordinates (a, α), with A connected.
Thus, from now on we will restrict our study to Hamiltonian systems of the type
h(a) + ǫf(a, α) , (a, α) ∈ A× Tn (10)
where ε is a small parameter, h and f are two functions, and the almost-symplectic 2-form
σaa on A× Tn is as in (3). As is typical in perturbation theory, we will work in the real
analytic category.
It is interesting to note that, independently of the smallness of the parameter ε, the
dynamics of these systems is subject to constraints that appear to come from the almost-
symplectic geometry of the manifold:
Proposition 8. Any Hamiltonian vector field on the almost-symplectic manifold (A ×
Tn, σaa), with A ⊆ Rn and σaa as in (3), preserves the volume σn.
Proof. Assume Xf is Hamiltonian. Then LX(σaa)
n = (σaa)
n−1∧LXσaa = (σaa)n−1∧ iXdσ
because iXσaa is closed. Since σaa =
∑n
i=1 dai∧dαi+ 12
∑n
i,j=1Aijdai∧daj and iXfdσaa =∑n
i,j,k=1Cijk
∂f
∂αk
dai∧daj , (σaa)n−1∧ iXfdσaa is a sum of terms each of which contains the
wedge product of at least n+ 1 differentials of the n actions, and therefore vanishes.
This seems to imply that Hamiltonian vector fields on an almost-symplectic manifold
that hosts a completely integrable system are, under certain aspects, special, not generic,
among all Hamiltonian vector fields on almost-symplectic manifolds.
3.2 Strongly Hamiltonian perturbations. Clearly, there are no obstructions whatso-
ever to the existence of nearly-integrable Hamiltonian systems (10), because any function
f(a, α) gives one.
As we now discuss, there are instead much stronger conditions on the properties of
strongly Hamiltonian nearly-integrable systems, to the point that it is not even clear
if there exist any such system which either is not completely integrable or that does
not reduce, in a sense that will be made precise below, to a standard nearly-integrable
symplectic-Hamiltonian system.
We have not been able to investigate in full generality the structure of all strongly
Hamiltonian functions on almost-symplectic manifold of the particular type (A×Tn, σaa).
We will do this only under certain hypotheses of genericity on the strongly Hamiltonian
function f and on the almost-symplectic 2-form σaa.
Preliminarily to this analysis, we recall an almost-symplectic version of the standard
symplectic reduction procedure [14] studied in [5], who consider the more general almost-
Dirac case, and in [20]. Following [5] we will say that an action Φ of a Lie group G on an
almost-symplectic manifold (M,σ) is strongly Hamiltonian if its infinitesimal generators
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are strongly Hamiltonian vector fields.2 Clearly, any strongly Hamiltonian action has a
momentum map J : M → g∗, with g the Lie algebra of G. Such a momentum map is
constant along the flow of any strongly Hamiltonian system whose Hamiltonian is invariant
under Φ [5]. Denote now by Gµ the isotropy group of µ ∈ g relative to the coadjoint action
of G.
Proposition 9. [5, 20] Consider a strongly Hamiltonian action Φ on an almost-symplectic
manifold (M,σ) whose momentum map J is equivariant with respect to the action Φ on
M and to the coadjoint action on g∗. Let µ ∈ g∗ be a regular value of J and assume that
the Φ-action on J−1(µ) is free and proper. Let π : J−1(µ)→ J−1(µ)/Gµ be the canonical
projection and i : J−1(µ) →֒M the immersion. Then
(i) The smooth manifold J−1(µ)/Gµ has an almost-symplectic (or symplectic) structure
σµ such that π
∗σµ = i∗σ.
(ii) If f is a strongly Hamiltonian function on (M,σ), then the function f such that
π∗f = f is a strongly Hamiltonian function on (J−1(µ)/Gµ, σµ).
Proof. The proof of item (i) is given in [20]. As for item (ii), which is not noticed in [20],
0 = LXσ = Lpi∗X
f
π∗σ = π∗LX
f
σ. Thus LX
f
σ = 0.
3.3 The Fourier spectrum of a strongly Hamiltonian function. The origin of
the obstruction to the existence of strongly Hamiltonian perturbations traces back to
Lemma 2, according to which it is always possible to choose the coordinates, at least
locally, in such a way that a strongly Hamiltonian function is independent of at least 3
coordinates. Lemma 2 does not guarantees that these coordinates may be chosen to be
action-angle coordinates, and that the strongly Hamiltonian function is independent of
(at least) three angles, but we will show that this happens under certain conditions, and
that it has further consequences.
In order to investigate this question we will resort to Fourier series techniques. Any
function f : A× Tn → R can be expanded in the Fourier series
f(a, α) =
∑
ν∈Zn
fˆν(a)Eν(α) (11)
where Eν(α) = e
√−1 ν·α. We call “spectrum” of f at a point a ∈ A the set
Sp(f, a) := {ν ∈ Zn : fˆν(a) 6= 0} .
The following Lemma gives a link between the spectrum of a strongly Hamiltonian per-
turbation and the kernel of the 3-tensor C defined in (7).
Lemma 10. Consider a strongly Hamiltonian function f on the almost-symplectic man-
ifold (A× Tn, σaa), with A ⊆ Rn and σaa as in (3). Then
Sp(f, a) ⊆ Zn ∩ kerC(a) ∀a ∈ A .
2In the standard symplectic case, this term is sometimes used with a different meaning (e.g. in [14]).
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Proof. Since iXfdσaa =
∑n
i,j,k=1CijkX
ak
f dai ⊗ daj , the condition for f to be strongly
Hamiltonian is
n∑
k=1
Cijk(a)
∂f
∂αk
(a, α) = 0 ∀ i, j = 1, . . . , n , a ∈ AC , α ∈ Tn (12)
that is,
∂f
∂α
(a, α) ∈ kerC(a) ∀a ∈ A , α ∈ Tn . (13)
Expanding f in Fourier series, conditions (12) become
∑
ν∈Zn
n∑
k=1
Cijk(a)νkfˆν(a)Eν(α) = 0 ∀i, j = 1, . . . , n , a ∈ A , α ∈ Tn
that is,
n∑
k=1
Cijk(a)νk fˆν(a) = 0 ∀i, j = 1, . . . , n , a ∈ A
Thus, for each ν ∈ Zn and at each point a ∈ AC , if fˆν(a) 6= 0 then
∑n
k=1Cijk(a)νk = 0
for all i, j, namely ν ∈ kerC(a).
3.4 Constraints on strongly Hamiltonian perturbations. For systems with 3 de-
grees of freedom, Lemma 10 has the following immediate consequence:
Proposition 11. Let f be a strongly Hamiltonian function on (A× Tn, σaa) with n = 3.
Assume that the basic 3-form dσaa is everywhere nonzero in an open and dense subset of
A. Then
i. f is independent of the angles α.
ii. Xf is Hamiltonian with respect to the symplectic structure
∑3
i=1 dai ∧ dαi on A×T3
(and, moreover, completely integrable with respect to π : (a, α) 7→ a).
Proof. i. Let AC be the subset of A where dσaa, and hence C, are not zero. By Lemma
5, since n = 3, the kernel of C is zero-dimensional at all points of AC . Hence condition
(13) implies that ∂f∂α(a, α) = 0 for all a ∈ AC and α ∈ Tn. By continuity, ∂f∂α = 0 in all of
A× Tn.
ii. This has already been noticed in Remark (i) at the end of Section 2.2.
The case with n ≥ 4 is less clear and we will study it by supplementing the hypothesis
of the density of the non-zero set of dσaa with conditions of genericity of the function f .
We will consider two such conditions.
First, we make an assumption on f which is a well known condition introduced by
Poincare´ in his study of the non-existence of first integrals in nearly integrable Hamiltonian
systems ([16], vol. 1, cap. 5; see also [3]). We say that a function f : A × Tn → R is
Fourier-generic in A if for any ν ∈ Zn \ {0}, either fˆν = 0 or, for any a ∈ A, there exists
a ν ∈ Zn which is ‘parallel’ to ν and is such that
fν(a) 6= 0 .
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By saying that two vectors ν and ν of Zn are ‘parallel’ we mean that ν = kν for some
k ∈ Q \ {0}.
We note that the property of being Fourier-generic is independent of the choice of
action-angle coordinates: that is, if it is satisfied by a function f , it is also satisfied by
f˜ := f ◦C−1 with C : A×Tn → A˜×Tn any change of action-angle coordinates, which has
the form (8). Indeed, the Fourier components of the two functions f and f˜ are related by
ˆ˜fν(Za+ z) = e
−√−1 ν·F(a)fˆZ−1ν(a)
(see [8]) and the linear map Z preserves the ‘parallelism’ of integer vectors.
Lemma 12. Consider a strongly Hamiltonian function f on the almost-symplectic man-
ifold (A × Tn, σaa) with n ≥ 4. Assume that dσaa is everywhere nonzero in an open and
dense subset AC of A and that f is Fourier-generic in A.
Then there is a change of action-angle coordinates C : A×Tn → A˜×Tn, (a, α) 7→ (a˜, α˜)
of the type (8) such that f ◦ C−1 depends on at most n− 3 angles α˜.
Proof. By Lemma 5, at each point of AC the kernel of C has dimension ≤ n− 3. Since f
is strongly Hamiltonian, then by Lemma 10
Sp(f, a) ⊆ La ∀a ∈ AC ,
with
La =: Z
n ∩ kerC(a) .
Since at the points a of AC , kerC(a) is a subspace of R
n of dimension ≤ n− 3, at each of
these points the set La is a sublattice of Z
n of rank r ≤ n− 3.
We now observe that, under the hypotheses of item ii., if we define
L :=
⋂
a∈AC
La =
( ⋂
a∈AC
kerC(a)
)⋂
Zn
then we have
Sp(f, a) ⊆ L ∀a ∈ AC .
Indeed, assume that ν ∈ Sp(f, a) for some a ∈ AC , so that ν ∈ La. Since f is Fourier-
generic in A, and hence in AC , for any a ∈ AC there exists ν ∈ Zn parallel to ν such that
ν ∈ Sp(f, a) and hence ν ∈ La. But La, being the intersection of Zn with a subspace of
Rn, contains all integer vectors parallel to ν. Thus ν ∈ La. This proves that ν ∈ ∩a∈ACLa.
Since each kerC(a) with a ∈ AC is a subspace of Rn of dimension ≤ n − 3, the
intersection ∩a∈AC kerC(a) is also a subspace of Rn of dimension ≤ n − 3 and L is a
sublattice of Zn of rank r ≤ n− 3.
Now, a sublattice of Zn of rank r is the set of all the linear combinations with integer
coefficients of r vectors u1, . . . , ur ∈ Zn, called a basis. Consider a basis {u1, . . . , ur} of
L and complete it to a basis {u1, . . . , ur, ur+1, . . . , un} of Zn. That this is possible is
guaranteed by the Elementary Divisor Theorem (see e.g. [13], Theorem 7.8) thanks to the
fact that L is not just a generic sublattice of Zn, but it is the intersection of Zn with a
subspace of Rn.
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Specifically, the Elementary Divisors Theorem states that for any finitely generated
submodule 6= {0} (e.g., a lattice) of a free abelian module over a principal ideal domain
(e.g., Zn) there exists a basis {u1, . . . , un} of the latter, an integer 1 ≤ r ≤ n and integers
d1, . . . , dr such that {d1u1, . . . , drur} is a basis of the former. In our case, all di = 1
because the lattice L is the intersection of Zn with a subspace of Rn.
Since {u1, . . . , ur} is a basis of Zn there exists a unimodular integer matrix Z such
that Zui = ei, the i-th unit vector, for all i = 1, . . . , n. The change of coordinates
CC : AC × Tn → A˜C × Tn , (a, α) 7→ (a˜, α˜) = (ZTa, Z−1α)
produces a new set of action-angle coordinates with the property that the spectrum of the
representative f˜ of f is contained in the lattice generated by e1, . . . , er. Hence, f˜ depends
only on the first r ≤ n − 3 angles. The change of action-angle coordinates CC extend by
linearity to a change of action-angle coordinates C which is defined in all of A× Tn and,
by continuity, conjugates f to a function that depends only on the first r angles.
Lemma 12 has the following consequence:
Proposition 13. Let f be a strongly Hamiltonian function on (A× Tn, σaa) with n ≥ 4.
Under the hypotheses of Lemma 12 the system reduces, under a torus action, to a family
of (possibly nonintegrable) symplectic-Hamiltonian systems with at most n − 3 degrees of
freedom.
Proof. Let f(a, α) be a strongly Hamiltonian function. By Lemma 12, there is a choice of
action-angle coordinates such that f is independent of the last r ≥ 3 angles. We denote
by (a, α) = (I, J, ϕ, ψ) ∈ Rn−r × Rr × Tn−r × Tr these coordinates, with f independent
of the r angles ψ. The system is thus invariant under the Tr-action given by translations
of the angles ψ. This is a strongly Hamiltonian action, with equivariant momentum map
given by the actions J : M → Rr. Fix a value of J ∈ Rr. Then the reduced phase space
is AJ × Tn−r ∋ (I, ϕ) with AJ ⊆ Rn−r and, if we write A =
(
A B
−BT D
)
with the block
A of dimension (n− r)× (n− r) etc., the reduced almost-symplectic 2-form is
σaaJ =
n−r∑
i=1
dIi ∧ dϕi + 1
2
n−r∑
i,j=1
(AJ)ijdIi ∧ dIj
with AJ(I) := A(I, J). The reduced Hamiltonian is fJ(I, ϕ) := f(I, J, ϕ).
There are now three possibilities. If σaaJ is symplectic (what happens, in particular,
if n − r = 0, 1, 2), then the reduced system is symplectic-Hamiltonian. If n − r = 3 and
dσaaJ 6= 0, then in view of Proposition 11 the reduced system is symplectic-Hamiltonian
with respect to a modified symplectic form.
The last possibility is that n− r ≥ 4 and dσaaJ 6= 0. Note that the function fJ inherits
from f the property of Fourier genericity and dσaaJ inherits from dσaa the property of
vanishing in a subset of the reduced action space AJ whose complement is open and dense.
Therefore, the reduced system (AJ×Tn−r, σaaJ , fJ) satisfies the hypotheses of the present
Proposition and we may apply to it the reduction procedure just described. This leads
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to a family of reduced systems with at most n − 6 degrees of freedom, each of which is
either symplectic, or has 3 degrees of freedom, or has more than 3 degrees of freedom
and is almost-symplectic. The reduction procedure can be applied to the latter, etc. The
iteration stops when all reduced systems obtained either are symplectic-Hamiltonian (in
particular, if they have 0,1 or 2 degrees of freedom) or have 3 degrees of freedom.
The same conclusions about the structure of strongly Hamiltonian functions can be
obtained under different hypotheses on these functions. Let Sp(f) = {ν ∈ Zn : fν 6= 0} =
∪a∈ASp(f, a). For each ν ∈ Sp(f), the set
Fν := {a ∈ AC : fν(a) 6= 0}
is open and nonempty, and ν ∈ kerC(a) for all a ∈ Fν . The set
F :=
⋂
ν∈Sp(f)
Fν
need not be open and nonemtpy. However, if it is nonempty, then any ν ∈ Sp(f) satisfies
ν ∈ kerC(a) for all a ∈ F and hence ν ∈ ( ∩a∈F kerC(a)) ∩ Zn. Thus
Sp(f) ⊆
( ⋂
a∈F
kerC(a)
)⋂
Zn .
Proposition 14. The conclusion of Proposition 13 remains true if it is assumed that AC
is dense in A and, instead of the Fourier genericity of f , that for each ν ∈ Sp(f) the set
Fν is dense in A.
Proof. F is a countable intersection of open dense subsets of A. Since A is an open subset
of Rn, a straightforward application of the Baire category theorem guarantees that F is
an open dense subset of A. The set
(⋂
a∈F kerC(a)
)
∩ Zn is a sublattice of Zn of rank
r ≤ n − 3 and is the intersection of Zn with a subspace of Rn. We may thus proceed as
in the proof of Lemma 12 and conclude that there is a system of action-angle coordinates
(I, J, ϕ, ψ) in which f depends only on the r ≤ n − 3 angles ψ. The statements as in
Proposition 13 follow from here.
Combining the arguments used in the proofs of Lemma 12 and Proposition 14, one
easily sees that the conclusions of Proposition 13 remain valid if the Fourier-genericity of
the function f is weakened, by assuming that, for each ν ∈ Sp(f), for each a in a dense
subset of A there is a ν parallel to ν such that fν(a) 6= 0.
In view of Propositions 11 and 13, and at least under the stated hypotheses, strongly
Hamiltonian perturbations h+ εf of completely integrable almost-symplectic systems re-
duce to families of symplectic-Hamiltonian nearly integrable systems and can therefore be
studied via the standard results and techniques of Hamiltonian perturbation theory, ap-
plied to each reduced system. We will therefore restrict our study of perturbation theory
for nearly-integrable almost-symplectic systems to the case of perturbations that are not
strongly Hamiltonian.
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We remark that, even though it reduces to a family of symplectic-Hamiltonian systems,
the non-symplectic-Hamiltonian character of the system is encoded in the evolution of
the angles that have been quotiented out in the reduction process. The corresponding
‘reconstruction’ equation is given by the equations of motion of the angles ψ, which using
the notation of the proof of Proposition 13 is
ψ˙ =
∂f
∂J
(I, J, ϕ) −B(I, J)∂f
∂ϕ
(I, J, ϕ) , (14)
and by the analogous equations at the other stages of the reduction procedure.
Examples. Examples of the situation described in this Section are easily constructed.
For instance, the matrix A =


0 a4 0 0
−a4 0 0 0
0 0 0 0
0 0 0 0

 leads to an almost-symplectic structure
on R4 × T4 of the form (3) that is not symplectic. It is immediate to check that the
quantities Cijk
∂f
αk
either are 0 or, up to the sign, equal one of the three derivatives ∂fα1 ,
∂f
α1
,
∂f
α3
. Thus a function is strongly Hamiltonian function if and only if it is independent of
the three angles α1, α2, α3. An example with n = 5 has A =


0 a1a3 0 0 0
−a1a3 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

;
here too, the strongly Hamiltonian functions are the functions independent of α1, α2, α3;
among them,
a2
4
2 + a5 − (1 + cosα5) cosα4 describes a periodically perturbed pendulum,
which is nonintegrable.
4 Perturbation theory
4.1 A first look. We begin by investigating the possibility of a perturbation theory for
nearly integrable almost-sympletic Hamiltonian systems, so as to determine the analogies
and the differences from the standard symplectic-Hamiltonian case. Our treatment, at
this initial stage, will be rather formal. More precise considerations will be made in
subsection 4.2.
We start from the system
Xk + εXf , (15)
with k = k(a) and f = f(a, α), on the phase space A × Tn ∋ (a, α) with A ⊆ Rn and
almost-symplectic form σaa as in (3). We assume n ≥ 3. Moreover, we assume k and f to
be real analytic, and ε (suitably) small.
The equations of motion of system (15) are
a˙ = −ε∂f
∂α
(a, α) , α˙ =
∂k
∂a
(a) + ε
∂f
∂a
(a, α) + εA
∂f
∂α
(a, α) .
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The first of these equations gives the apriori estimate |at− a0| = O(εt) on the variation of
the actions over a time t, and hence
|at − a0| ≤ const εc1 for |t| ≤ const ε−c2
with any pair of positive constants c1 and c2 such that c1+c2 = 1. The goal of perturbation
theory is to go beyond this apriori estimate.
Since the a-equation for the vector field (15) is the same as that of the symplectic-
Hamiltonian case, it can be expected that it might be possible to build a perturbation
theory which is to some extent similar to the symplectic-Hamiltonian one. The basic step
is to look for the existence of a family of diffeomorphisms Φε which depends smoothly on ε
in an interval which contains zero, equals the identity for ε→ 0 and is such that
Φ∗ε(Xk + εXf ) = Xk + εG+ O(ε
2)
with a vector field G which is “as integrable as possible” or that, at least, moves the new
actions a◦Φ−1ε as little as possible. If this is the case, then the vector field Xk+εG+O(ε2)
will be generically called a normal form.3 This procedure should then be iterated as many
times as possible. We begin by looking at the first step.
Preliminarily, we recall that in the symplectic case the diffeomorphisms Φε are con-
structed so as to be symplectic, and the normal form is accordingly built for the Hamilton
function, rather than for the Hamiltonian vector field. However, in the almost-symplectic
context there is no analog of a symplectic transformation, which conjugates Hamiltonian
vector fields to Hamiltonian vector fields while conjugating as well the respective Hamil-
tonian functions. Hence, we are forced to work with the Hamiltonian vector fields.
A standard way of constructing the family of diffeomorphisms Φε is through the maps
ΦZε at time ε of the flow Φ
Z of a vector field Z. This is the so called Lie method, that
we will apply to vector fields, see [7] for details. Recalling the basic identity ddt(Φ
Z
t )
∗Y =
(ΦZt )
∗(LZY ) between the pull back of a vector field Y under a flow and the Lie derivative
(here we write LZY for [Z, Y ]), one immediately sees that
Φ∗εY = Y + εR
1
ε(Y ) = Y + εLZY + ε
2R2ε(Y )
where, if both Z and Y are real analytic,
R1ε(Y ) =
∞∑
s=1
εs−1
s!
LsZY , R
2
ε(Y ) =
∞∑
s=2
εs−2
s!
LsZY
with L1ZY = LZY and L
s+1
Z Y = L
s
Z(LZY ) for s ≥ 1.
Applying the Lie method to (15), and observing that R1ε(Xεf ) = εR
1
ε(Xf ), gives
Φ∗ε(Xk + εXf ) = Xk + ε[Z,Xk ] + εXf + ε
2R2ε(Xk) + ε
2R1ε(Xf )
3The fact that the remainder is order ε2 is formal: due to the presence of resonances, the remainder
might in fact be O(εp) with some 1 < p < 2, see below. To simplify the exposition, however, in this Section
we adopt this formal point of view.
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and therefore, given that the last two terms are O(ε2), the vector field Z should be selected
so that
[Z,Xk] +Xf = G (16)
with some G with the desired properties. Equation (16) is the so-called (‘vector’) homo-
logical equation of perturbation theory. There are very well known obstructions to the
existence of solutions to this equation, due to the presence of resonances, and it is well
known that, in order to obtain a solution, the equation has to be modified.
Before seeing this, we point out that if we look for solutions Z,G of equation (16)
which are Hamiltonian, then we are essentially in the standard symplectic-Hamiltonian
case. To see this, we first note that, for Hamiltonian vector fields, equation (16) reduces to
the standard homological equation for the Hamiltonian functions of the symplectic case:
Lemma 15. If there exist functions z and g which satisfy the (‘scalar’) homological equa-
tion
{k, z}aa + f = g (17)
then Z = Xz satisfies the (‘vector homological’) equation (16) with G = Xg.
Proof. Since Xk is strongly Hamiltonian and Z = Xz is Hamiltonian, by Lemma 1 the
vector field [Z,Xk] is Hamiltonian and equals X{k,z}aa . Therefore [Z,Xk] − Xf − G =
X{k,z}aa−f−g = 0.
Let now ω = ∂k∂a be the frequency map of the unperturbed system, so that Xk =∑n
j=1 ωj∂αj . Since the function k depends only on the actions, the A-dependent terms in
the almost Poisson brackets {k, z}aa are absent, see (5). Therefore, the scalar homological
equation (17) reduces exactly to the standard homological equation of the symplectic case,
namely
ω · ∂z
∂α
= g − f .
Furthermore, given that the relation between the action-components of a Hamiltonian
vector field and its Hamiltonian function is the same as in the symplectic case, one realizes
that in the almost-symplectic case the normal form term g can be chosen exactly as in
the symplectic case: namely, as (partial) average of the perturbation f . We will be more
precise on this in the next Subsection.
In other words, in the almost-symplectic case that we consider, at the level of Hamil-
tonian functions things go exactly as in the symplectic case. Nevertheless, even in the
first normalization step that we are considering here, there are differences at the level of
the normal form vector fields. A (minor) difference from the standard symplectic case is
that the α-components of Z and G contain extra A-dependent terms. More important,
the vector field Z is Hamiltonian, but need not be strongly Hamiltonian. This has the
consequence that the remainder ε2R1ε(Xf ) + ε
2R2ε(Xk) need not be Hamiltonian, and the
procedure just outlined cannot be iterated.
The conclusion of this elementary analysis is that it can be expected that all results on
the variations of the actions that, in the symplectic case, follow from a single normalization
step will retain their validity in the almost-symplectic case. As we will see, this includes
a ‘first-order’ formulation of Nekhoroshev theorem. However, all results obtained through
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iteration of the normal form procedure, in particular the KAM theorem, will not extend
to the almost-symplectic case, unless the perturbation has special properties (e.g., it is
strongly Hamiltonian, see Section 4.3).
4.2 An almost-symplectic Nekhoroshev-like theorem. In order to make more def-
inite statements, we need to take into considerations the role of resonances. This requires
the consideration of Fourier series of Hamiltonian vector fields and of some properties of
their (partial) averages.
From now on, we will write the Fourier series (11) of a function on A× Rn as
y =
∑
ν∈Zn
yν ,
where the functions yν : A → R, that we call the harmonics of y, are given by yν(a, α) =
yˆν(a)Eν(α). Similarly, if Y is a vector field, we will write
Y =
∑
ν∈Zn
Yν
where, for each ν, the harmonic Yν is defined as the vector field whose components are the
ν-th harmonics of the components of Y . Note that if Y is Hamiltonian, with Hamiltonian
function y, then, for each ν ∈ Zn, Yν is a Hamiltonian vector field, with Hamiltonian
function yν . Furthermore, for any subset Λ of Z
n we define projectors ΠΛ on the spaces
of functions and vector fields as
ΠΛy :=
∑
ν∈Λ
yν , ΠΛY :=
∑
ν∈Λ
Yν .
Clearly, if Y is Hamiltonian with Hamiltonian y, then ΠΛY is Hamiltonian with Hamilto-
nian ΠΛy.
A point a ∈ A is said to be resonant with a vector ν ∈ Zn if ω(a) · ν = 0. In that case,
ν is called a resonance of a and |ν| :=∑ni=1 |νi| its order. The resonances of a point a form
a sublattice Λa of Z
n. Conversely, given a subset (not necessarily a sublattice) Λ ⊆ Zn,
the Λ-resonant set is
AΛ := {a ∈ A : ω(a) · ν = 0 for all ν ∈ Λ} .
By expanding all functions in Fourier series, the scalar homological equation (17)
becomes
√−1ω ·ν = gν − fν for all ν ∈ Zn. Hence, at each point a, if Λa denotes as above
the set of resonances of a, equation (17) has the solution
z(a, α) =
∑
ν /∈Λa
fν(a, α)√−1ω(a) · ν , g(a, α) = ΠΛaf(a, α) .
(If Λ 6= {0} then this solution is not unique, because there is arbitrariness in the choice
of zν for ν ∈ Λa and of gν for ν /∈ Λa; however, this solution is the one which is usually
considered in the symplectic case and there is no reason here to change it). Due to the
resonances, the solution above has obvious and well known smoothness problems.
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Specifically, if, as we will assume, the Hamiltonian k is such that the frequency map
ω : A → Rn is a local diffeomorphism, which happens if k satisfies Kolmogorov’s nonde-
generacy condition det ∂
2k
∂a∂a (a) 6= 0 for all a ∈ A, then the set of resonant points is dense
in A. The way out depends to a certain extent on the result one is looking for, but for both
KAM and Nekhoroshev theorems it is based on the approximation of the perturbation by
a finite order Fourier truncation
f≤N(a, α) :=
∑
ν∈Zn, |ν|≤N
fν(a) , (18)
so as to have to deal with only a finite number of resonances and avoid the density
of resonances, and on the construction of (resonant) normal forms in neighbourhoods
of the corresponding resonant sets. The parameter N is called a cutoff and X>Nf :=
Xf −X≤Nf the ultraviolet part of Xf . For real analytic vector fields, X>Nf decays with N
as exp (−const×N). Thus, suitably choosing N as a function of ε makes X>Nf of order
ε2 (or smaller, if needed).
We thus fix a cutoff N , a set Λ ⊆ ZnN := {ν ∈ Zn : |ν| ≤ N} and a subset BΛ of A
whose points possibly resonate with the vectors of Λ but do not resonate with any other
vector ν ∈ ZnN \ {Λ}. Since
Φ∗ε(Xk + εXf ) = Xk + ε[Z,Xk ] + εX
≤N
f +X
>N
f + ε
2R2ε(Xk) + ε
2R1ε(Xf ) (19)
if we take Z = Xz in BΛ × Tn with
z =
∑
ν /∈Λ
fν√−1ω · ν , g = ΠΛf (20)
we obtain the Λ-resonant normal form
Φ∗ε(Xk + εXf ) = Xk + εΠΛX
≤N
f + O(ε
2) (21)
which is defined in BΛ×Tn. Note that the function z is now a sum of finitely many terms,
and all denominators are nonzero, so there are no smoothness issues. The usefulness of
these approximate normal forms in the standard symplectic case is due to the properties
of the a-components of the averages ΠΛXf . These properties are valid in the almost-
symplectic case as well:
Lemma 16. Let Λ be a subset of Zn. Then, if Y is Hamiltonian, the a-component of
ΠΛY is parallel to Λ.
Proof. If y is a Hamiltonian of Y then ΠΛy is a Hamiltonian of ΠΛY and Ya =
− ∂∂α
∑
ν∈Λ yν =
∑
ν∈Λ
√−1 νyν.
Remark: The statement in Lemma 16 that a vector field on A is parallel to a set
Λ ⊆ Rn is meaningful because, just in the standard symplectic case, the action space A
has an affine structure [9].
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Lemma 16 has the consequence that, near a resonance set AΛ where the dynamics
is described by the normal form (21), for times short with respect to ε−2 the motion
of the (transformed) actions takes place approximately in an affine subspace parallel to
Λ of the action space. This is the ‘fast drift’ subspace of Nekhoroshev theory. In the
symplectic Hamiltonian case, Nekhoroshev theory provides a mechanisms of confinement
of such fast drift, which requires certain properties of the unperturbed Hamiltonian. The
most general among these properties are the so called steepness properties (see [12] for a
recent, refined proof of Nekhoroshev theorem under such general conditions), but a simple
case is provided by convexity, namely
∣∣∣u · ∂2k
∂a∂a
(a)u
∣∣∣ ≥ const ‖u‖2 ∀u ∈ Rn , a ∈ A .
Under this hypothesis (or more generally, under the so-called hypothesis of quasi-convexity,
see [17]), in the symplectic case the confinement of the actions’ movement along the fast
drift hyperplane is provided by the conservation of the Hamiltonian.
In our case, the normal form vector field (ΦZε )
∗(Xk+εXf ) = Xk+εΠΛXf+O(ε2) is not
Hamiltonian. However, the original system Xk+ εXf is Hamiltonian. As consequence, its
Hamilton function k+εf is a first integral of Xk+εXf . In turn, the function (Φ
Z
ε )
∗(k+εf)
is a first integral of the vector field (ΦZε )
∗(Xk + εXf ). This first integral provides the
necessary confinement.
The only, real difference from the symplectic case is that the procedure cannot be iter-
ated, and ‘exponentially long’ time scales are not reached. However, these considerations
should make clear that the following result can be reached instead:
Proposition 17. Consider the system of Hamiltonian k(a)+εf(a, α) on A×Tn, equipped
with the almost-symplectic structure σaa. Assume that k and f are real analytic and that
k is convex. Then, there exist positive constants A, T , c1 and c2 independent of ε and
with
1 < c1 + c2 < 2
such that, for ε sufficiently small, all motions t 7→ (at, αt) satisfy
‖at − a0‖ ≤ Aεc1 for |t| ≤ Tε−c2 . (22)
We do not give here a proof of this result because, as we have already mentioned, the
proof can be obtained with very minor modifications of, for instance, the proof given in
[17] for the symplectic case. Specifically, besides some small differences in the construction
and estimate of the normal form vector field (which is not the Hamiltonian vector field
of the normal form Hamiltonian and thus needs to be treated on its own), the main
difference is that in our case it is not necessary to iterate the construction of the normal
form; this simplification leads to different estimates on the confinement of motions, which
are however easily worked out.
Following the argument in [17] one obtains, as possible values of the two constants c1
and c2, for instance, c1 =
1
8n and c2 =
3
2(1− 14n). These values improve, even only slightly,
on the apriori estimate c1 + c2 = 1. It is possible that better values of these constants,
particularly of c2, might be found by carefully complementing the treatment with some
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specificities of the problem at hand. We also note that, since in the standard Nekhoroshev
theory real analyticity is needed only to obtain an exponentially long time scale (see e.g.
[6]), the result of Proposition 17 remain valid (possibly with worse values of the constants
c1 and c2) for smooth Hamiltonians. However, we leave these analyses for a possible future
work because the technical arguments involved are rather extraneous to the purpose and
the spirit of the present work.
Remark: The values of the constants c1 and c2 reported above can be obtained under
the additional hypothesis that ω is uniformly bounded away from 0 in A; if not, slightly
worse values can be found; see [17] for the treatment of this technical fact in the symplectic
case.
4.3 On the case of strong Hamiltonian perturbations. If the perturbation f is
strongly Hamiltonian then, at least under the hypotheses considered in Section 3.4, it is
possible to study the reduced symplectic-Hamiltonian systems via the standard techniques
of Hamiltonian perturbation theory. Thus KAM and Nekhoroshev theorem are valid
for the reduced systems and can be lifted to the unreduced system by means of the
reconstruction equation, see equation (14). Alternatively, however, one may apply the
perturbation technique described in the previous Sections 4.1 and 4.2 to the unreduced
system. At variance from the case of a perturbation that is only Hamiltonian, if the
perturbation is strongly Hamiltonian, then the construction of the normal forms can be
iterated, and the standard KAM and Nekhoroshev theorems of the symplectic case may
be recovered.
This is due to the following fact:
Proposition 18. If f is strongly Hamiltonian, then the normal form vector field (19),
with z and g as in (20), is strongly Hamiltonian.
Proof. First of all, we note that a function y is strongly Hamiltonian if and only if its
harmonics yν are strongly Hamiltonian. In fact, Xy =
∑
ν(Xy)ν =
∑
ν Xyν and the
vanishing of i∑
ν Xyν
dσ =
∑
ν iXyν dσ is equivalent to the vanishing of each iXyν dσ.
If z is as in (20) then, for each ν, zν =
fν√−1ω·ν and
n∑
k=1
Cijk
∂zν
∂αk
=
1√−1ω · ν
n∑
k=1
Cijk
∂fν
∂αk
which vanishes because fν is strongly Hamiltonian. This proves that each zν is strongly
Hamiltonian, see (12), and hence z is strongly Hamiltonian.
Next, we note that if z and y are two strongly Hamiltonian functions, then, for any t,
the function (ΦXzt )∗y is strongly Hamiltonian and its Hamiltonian vector field is (Φ
Xz
t )∗Xy.
The proof of this fact is immediate because, restricted to its strongly Hamiltonian vector
fields, an almost-symplectic structure behaves as a symplectic one.
It follows that R1ε(Xf ) = Φ
∗
ε(Xf ) − Xf and, taking into account Lemma 1 as well,
R2ε(Xk) = Φ
∗
ε(Xk) −Xk − ε[Z,Xk] are strongly Hamiltonian. The proof is concluded by
noting that, on account of what has been noticed above, X≤Nf and ΠΛX
≤N
f are strongly
Hamiltonian, too.
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