Abstract-We develop a neurofuzzy network technique to extract TSK-type fuzzy rules from a given set of input-output data for system modeling problems. Fuzzy clusters are generated incrementally from the training dataset, and similar clusters are merged dynamically together through input-similarity, output-similarity, and output-variance tests. The associated membership functions are defined with statistical means and deviations. Each cluster corresponds to a fuzzy IF-THEN rule, and the obtained rules can be further refined by a fuzzy neural network with a hybrid learning algorithm which combines a recursive singular value decompositionbased least squares estimator and the gradient descent method. The proposed technique has several advantages. The information about input and output data subspaces is considered simultaneously for cluster generation and merging. Membership functions match closely with and describe properly the real distribution of the training data points. Redundant clusters are combined, and the sensitivity to the input order of training data is reduced. Besides, generation of the whole set of clusters from the scratch can be avoided when new training data are considered.
characteristics, the marriage of fuzzy systems and neural networks has made neurofuzzy system modeling approaches very effective for system modeling problems [42] .
In neurofuzzy system modeling approaches, there are two important problems which should be dealt with, i.e., structure identification and parameter identification. The first one considers the construction of the initial structure for a fuzzy system and the second one considers the refinement of fuzzy rules with learning mechanisms. For structure identification, many clustering methods have been proposed to extract fuzzy rules from a given set of training data. According to the way the data are presented, the methods can be categorized into nonincremental and incremental ones. For nonincremental methods, the whole dataset is considered all at once. Bezdek et al. [4] proposed the fuzzy c-means algorithm which generalizes the hard c-means algorithm to produce a fuzzy partition for a given dataset. Sin and deFigueiredo [32] used the fuzzy k-means algorithm to decide the centers and patches of clusters. Yager and Filev [41] proposed a mountain method based on calculations of mountain functions. The computation power and time increase substantially when the number of grid nodes is large. Lin et al. [26] obtained fuzzy partitions by iteratively cutting each dimension of the input space into two parts. However, it is difficult to decide the locations of best cuts. Yen et al. [43] developed several approaches that attempt to reduce the number of fuzzy rules by assessing their degrees of importance using singular value decomposition (SVD). They start with an oversized rule base and then remove redundant or less important fuzzy rules. However, data patterns may not be properly described due to the removal of such fuzzy rules. Wong and Chen [39] proposed another idea for clustering. Reference vectors attract one another and form different clusters according to a similarity measure. However, convergence is very slow especially when the amount of given data is huge. Gonzalez et al. [12] proposed a clustering technique which increases the density of prototypes in the input areas where the target function presents a more variable response. However, the number of clusters can not be determined automatically and needs to be set by the user. Azeem et al. [1] used one of the three suggested clustering methods to identify the structure of a generalized adaptive neurofuzzy inference system. It takes much time and computation power to decide the suitable number of generalized radial basis function (GRBF) units, since a set of possible values for the number of GRBF units has to be evaluated by several cluster validity measures. All these nonincremental algorithms have one advantage that they are independent of the input order of training instances. However, they often take a long time and need a large amount of memory. The whole set of rules have to be generated from the scratch when new training data are considered. Besides, they cannot be applied to an environment where data are acquired online.
Incremental clustering methods, on the other hand, consider training data one at a time. Clusters are built up, with none at the beginning, incrementally. The method proposed by Juang and Lin [18] , [19] extracts fuzzy rules from a given dataset via an aligned clustering-based algorithm and a projection-based correlation measure. Wang [36] proposed a nearest neighborhood clustering to generate clusters by distance evaluations. Wang and Lee [37] developed a clustering algorithm by which rule nodes and term-set nodes are created adaptively and dynamically via simultaneous self-organizing learning and parameter learning procedures. Less significant rules are pruned and similar input term sets are combined. Kasabov and Song [21] proposed an evolving, distance-based connectionist clustering method to partition the input space for the purpose of creating fuzzy inference rules. In any cluster, the maximum distance between an example point and the cluster center is less than a predefined threshold value. Lee and Ouyang [25] proposed a self-constructing rule generation algorithm (SCRG) to extract fuzzy rules based on similarity measures. Kukolj and Levi [24] proposed a heuristic self-organizing network (HSON) for partitioning of the input-output space. However, HSON is sensitive to the initial number of cluster nodes and the associated initial weights. Incremental algorithms can run efficiently, but they suffer from the data presentation ordering problem, i.e., the performance of an incremental method may be greatly affected by the input order of training instances.
One important problem which should be considered in rule generation is the rule redundancy [31] . The rule redundancy occurs when some of the fuzzy rules are similar enough in a fuzzy system. Most of rule generation methods with clustering on training datasets do not possess mechanisms to detect and reduce redundant rules. Therefore, some rule reduction approaches have been proposed for solving this problem. Setnes et al. [28] , [31] and Jin [17] proposed similarity-based approaches by merging a pair of similar fuzzy sets and fuzzy rules, respectively, at a time. However, it is time-consuming if only two fuzzy sets or fuzzy rules are merged at a time. Besides, they only consider the information about the input subspace of training data for the calculation of similarity, and the information about the output subspace is ignored. Kaymak and Babuška [22] proposed another similarity-based approach by considering similarities in both input and output data subspaces. One disadvantage of this approach is that the similarity calculation does not present the resemblance between clusters well. Wang and Lee [38] proposed a mapping-constrained agglomerative clustering algorithm in which a procedure is used for combining compatible clusters. However, it is time-consuming especially when the initial number of seed clusters is large. Sudkamp et al. [33] proposed a greedy merging based method by gradually partitioning the input data subspace into grids and then merging neighbor regions in several directions of input domains. However, the number of rules and the number of the considered directions for merging increase exponentially with the number of input dimensions. Besides, the merging results are sensitive to the order of directions.
The fuzzy rules obtained are usually refined by learning algorithms of neural networks for the purpose of higher preci- sion in the parameter identification phase. Backpropagation is a widely adopted technique for learning in many systems. However, it suffers from the problems of local minima and low convergence rate [2] , [13] . To alleviate these difficulties, different methods of least squares estimation (LSE) [5] have been proposed. Many researchers [9] , [40] applied pseudoinverse techniques to obtain optimal solutions for LSE. However, in most cases, the pseudoinverse is hard to find. A lot of attention has been paid for solving LSE based on SVD of the underlying matrix [3] , [11] . However, it is usually memory/time demanding when the amount of training data is large.
In this paper, we develop a TSK-type neurofuzzy network technique for deriving a model from a given set of input-output data for system modeling problems. Fig. 1 shows the whole process of our approach. In the structure identification phase, training data are considered one at a time. Fuzzy clusters are built up, with none at the beginning, incrementally, and similar clusters are merged dynamically together based on input-similarity, output-similarity, and output-variance tests. The associated membership functions of each cluster are defined with statistical means and deviations, and therefore the distribution of the data contained in each cluster is properly described. Each cluster corresponds to one TSK-type fuzzy IF-THEN rule [35] , and the obtained rules can be further refined in the parameter identification phase by a fuzzy neural network with a hybrid learning algorithm which combines a recursive SVD-based least squares estimator and the gradient descent method [25] . Compared with other methods mentioned above, our approach possesses several advantages. We consider the information of input and output data subspaces simultaneously and the calculation of similarity between a pair of clusters is more reasonable. Those clusters with high similarity degrees in both input and output dimensions are merged together to form a new one under a restriction of output variance of the new cluster. Therefore, more than two similar clusters, instead of only a pair, can be merged at a time and the homogeneity of the output responses of the data belonging to the new cluster can be preserved. Moreover, the merging process is performed with dynamic thresholds for input-similarity and output-similarity tests. Finally, more clusters are located in the local areas with a highly variant output surface and fewer clusters are located in the areas with less variant output values. Redundant clusters are combined and the sensitivity to the input order of training data is reduced. Besides, it is not necessary to generate the whole set of clusters from the scratch when additional training data are considered.
The rest of the paper is organized as follows. Section II presents the merge-based fuzzy clustering method. Extraction of fuzzy rules and parameter refinement using the fuzzy neural network with a hybrid learning algorithm for neurofuzzy system modeling are described in Section III. Section IV illustrates the use of our technique in creating a model for an example problem. Experimental results and comparisons with other methods are presented in Section V. Finally, conclusions are given in Section VI.
II. MERGE-BASED FUZZY CLUSTERING
The task of our clustering method is to partition the given input-output dataset into fuzzy clusters, with the degree of association being strong for data within a cluster and weak for data in different clusters. Our method is an incremental one and consists of two stages, data partitioning and cluster merge. In the data partitioning stage, the data are considered one by one and are partitioned into a set of clusters for which membership functions are derived. Like other incremental clustering algorithms, the clusters obtained from the data partitioning stage are sensitive to the input order of the training patterns, and maybe some of them are redundant. The influence of these two problems is reduced by the second stage, i.e., the cluster merge stage, in which similar clusters are merged together. Therefore, more clusters are located in the local areas with a highly variant output surface and fewer clusters are located in the areas with less variant output values.
For convenience, we deal with modeling a system with , input variables , and one output variable in this paper. Extension to multiple output variables is obvious. Let be the input vector, i.e., . A fuzzy cluster is defined as a pair where describes the input distribution and describes the output distribution of the training patterns included in cluster . Both and are Gaussian functions defined as (1) (2) where denotes the mean vector and denotes the deviation vector for , and and denote the mean and deviation, respectively, for . Gaussian functions are adopted for representing clusters because of their superiority over other functions in performance [38] , [42] .
A. Data Partitioning
Assume that we have a set of training patterns and each pattern , , is represented by where denotes input values and denotes the desired output value for . The size of cluster is defined to be the number of patterns that belong to . Before we proceed, we define several operators to help the description later. The operator combines a cluster and a pattern to result in a new cluster , i.e., (3) where and
The mean and deviation vectors, and , associated with are computed by (6) and (7), shown at the bottom of the page, for , while the mean and deviation and associated with are computed by (8) and (9), shown at the bottom of the page, with and being user-defined constants and denoting initial deviations for the input dimensions and output dimension, respectively, of new generated clusters.
Let be the number of existing fuzzy clusters. Initially, is 0 since no cluster exists at the beginning. For a training instance , we calculate which measures the degree that is close to regarding to input dimensions. We say that instance passes the input-similarity test on cluster if (10) where , , is a user-defined threshold. Then we check the output variance induced by the addition of as follows. For (7) (9) each cluster on which has passed the input similarity test, we calculate (11) We say that instance passes the output-variance test on cluster if (12) where is a user-defined threshold. Two cases may occur. First, there are no existing fuzzy clusters on which instance has passed both the input-similarity test and the output-variance test. For this case, we assume that instance is not close enough to any existing cluster and a new fuzzy cluster and is created with (13) Note that the new cluster contains only one member, for instance . The reason that and are initialized to nonzero values is to avoid the null width of a singleton cluster. Of course, the number of clusters is increased by 1 and the size of cluster should be initialized, i.e.,
On the other hand, if there are existing fuzzy clusters on which instance has passed both the input-similarity test and the output-variance test, let clusters , and be such clusters and let the cluster with the largest input-similarity measure be cluster , i.e., (15) If two or more clusters are found, we consider the one with minimum output-variance. If, again, two or more clusters are found, we choose one to be randomly from them. We assume that instance is closest to cluster and cluster should be modified to include instance as follows: (16) Note that is not changed in this case.
The above process is iterated until all the training instances have been processed. At the end, we have fuzzy clusters. The whole process of data partitioning can be summarized as below. 
B. Cluster Merge
A good clustering algorithm should not generate an unnecessarily large number of clusters. A fuzzy model with a large number of clusters is likely to encounter the risk of overfitting, i.e., capable of fitting training data well but incapable of generalizing to untrained data satisfactorily [42] . Also, as mentioned earlier, a good incremental clustering algorithm should have a low degree of sensitivity to the input order of training data. Our clustering method considers these requirements with a merging facility. The basic idea is to merge together the clusters in the areas where training patterns present less variant output response. Before we continue, we define some operators for merging clusters together. The operator combines clusters, , , into a new cluster , i.e.,
where and
The mean and deviation vectors, and , associated with are computed by (20) and (21), shown at the bottom of the page, for , while the mean and deviation, and , associated with are computed by (22) and (23) 
where and are the input-similarity measure and the output-similarity measure, respectively, between and . and are grouped into the same candidate class if (26) where , , is a user-defined threshold. In this way, the clusters in are grouped into a set of candidate classes. If every candidate class contains only one cluster, we stop and the clusters in are desired ones. Otherwise, we check whether the constituent clusters of each candidate class can be merged together to form a new fuzzy cluster. Let be the constituent clusters of a candidate class . If , the class has only one cluster and nothing can be merged, and so we remove the cluster in from to . Otherwise, we calculate If the output-variance test is successful, i.e., (27) then we remove from , merge them into a new cluster by
and put into . If the output-variance test fails, we do not do merge. Instead, we remove of from to . This process iterates until is empty. After that, we remove all the clusters from to and increase and to become and , respectively, with being a predefined constant rate. Such a round is called a merging epoch. Then, we do the whole process again, until every candidate class has only one cluster. The purpose of increasing threshold values, and , is to refine the partitioning of into candidate classes for merging. The above procedure can be summarized below. Put the new cluster into B, and remove the clusters in X from A; else remove the clusters in X from A to B; endif; else remove the cluster in X from A to B; endif; endfor; Update to (1 + ) and " to (1 + )"; Remove all the clusters from B to A;
Group the clusters in A into candidate classes for merging;
endwhile; return with all the clusters in A; end Cluster_Merge
III. RULE REFINEMENT BY NETWORK LEARNING
Our clustering method can be used to extract fuzzy rules for creating a neurofuzzy system from a given set of input-output data. System outputs can then be inferred from these fuzzy rules for any inputs presented to the system. For higher precision, the obtained fuzzy rules can be refined by the learning algorithms of neural networks.
Using our merge-based fuzzy clustering method to extract fuzzy rules is straightforward. Suppose we are given a dataset of an unknown system with inputs , and one output . We apply our clustering method and obtain a set of clusters , and . Then we convert each cluster to a fuzzy rule. For cluster , the corresponding fuzzy rule takes the following TSK-based form [35] (31) in which and are called antecedent parameters. TSK model is chosen because of its good approximation capability and the simplicity of its operation [42] . Note that to are set temporarily to 0 since the relationship between and cannot be deduced simply from the information kept in . The desired values will be learned later. As a result, we have a rule base consisting of fuzzy rules obtained from the clusters , and . The obtained rule set can be used to provide system output values for any given input values through an interpolation of all the relevant individual rules. For any input , the system output is computed by centroid defuzzification [42] as (32) where is the degree the input matches rule computed by the product operator (33) and is called the firing strength of rule .
To improve the approximation precision of (32), the learning techniques of neural networks can be applied to tune the antecedent and consequent parameters of the whole rule base . We adopt a hybrid learning algorithm [25] which combines a recursive SVD-based least squares estimator and the gradient descent method to refine these parameters. First, a five-layer network, with input variables and output variable , is constructed from the fuzzy rules of the obtained rule base, as shown in Fig. 2 . There are groups of nodes in Layer 1, each group having nodes for a rule. Layers 2-4 all have nodes, one node for a rule. Layer 5 contains only one node, providing output for the whole system. The links connecting inputs to layer 1 are weighted by , , and , the links connecting inputs to layer 4 are weighted by , , and all the other links are weighted by 1. For any input , the function of each layer is described as follows:
• Layer 1. Compute the matching degree to a fuzzy condition involving one variable, i.e., Fig. 2 . Architecture of the five-layer fuzzy neural network.
• Layer 2. Compute the firing strength of each rule, i.e.,
• Layer 3. Compute the normalized matching degree for each rule, i.e.,
• Layer 4. Compute the conclusion inferred by each fuzzy rule, i.e.,
• Layer 5. Combine the conclusions of all fuzzy rules and obtain the network output (38) The hybrid learning algorithm proposed in [25] is extended for tuning the parameters associated with the network, and hence the rule base, efficiently. We first treat all the antecedent parameters as fixed and use a recursive SVD-based least squares estimator to optimize the consequent parameters [25] . Let be the th training pattern, where is the input vector and is the desired output. From (37) and (38), we have the network output to be (39) for input pattern . We have with the form of (39) , where is the total number of training patterns. We would like to have the following mean square error (MSE):
to be as small as possible. Let (41)- (43), shown at the bottom of the page, where
Then minimizing (40) is equivalent to minimizing (45) which is a special form of linear regression model and the optimal solution, , minimizing it can be obtained. Then we treat all the consequent parameters to be fixed and use the gradient descent method with batch backpropagation (BP) mode to refine the antecedent parameters. The process is iterated until convergence is reached.
IV. ILLUSTRATION
We give an example here to show the creation of a neurofuzzy system with our approach. The example concerns the modeling of the following nonlinear function: (46) where is the input and is the output, as shown in Fig. 3(a) . A total of 101 training patterns are obtained by sampling in the interval uniformly. Then we apply our merge-based fuzzy clustering method on these training patterns with , , , , and being 0.08, 0.1, 0.3, 0.35, 0.3, and 0.1, respectively. After (41) . the data partitioning stage, seven clusters are obtained and their locations are shown in Fig. 3(b) . Note that each contour represents one cluster with its mean indicated by a dot, and the size of a cluster is drawn with radii being and , respectively. From these clusters, we have a rule set consisting of the following seven fuzzy rules:
• where is the average of . From these rules, the output for any given input can be computed. For example, when , we compute the approximated output which is an approximation to the desired function value . Fig. 3(b) shows the computed output values for all with these seven rules. The seven clusters then proceed to the cluster merge stage, and four clusters are obtained, as shown graphically in Fig. 3(c) . Note that the two clusters on the top-right are merged and the three clusters at the bottom-left are merged. This is reasonable since these two parts are fairly flat. with NRMSE being 0.1617 for the training data. These four rules provide another approximation to the original function, as shown in Fig. 3(c) . For example, we have the approximated output for which is almost identical to but is computed from only four rules. Next, we build a five-layer neural network corresponding to the rule set . The parameters contained in are tuned with our hybrid learning algorithm. After two iterations, we have a rule set of the following refined rules:
• : IF IS  THEN IS  ;  •  : IF IS  THEN IS  ;  •  : IF IS  THEN IS  ;  •  : IF IS  THEN with NRMSE being 0.0218. The computed output from these refined fuzzy rules for is shown in Fig. 3(d) which gives a better approximation than Fig. 3(b) and (c). For example, to compute the output for , we have which is very close to .
V. EXPERIMENTAL RESULTS
In this section, we demonstrate the effectiveness of our approach by showing the results of several experiments done on a PC with AMD Athlon XP 1.5-GHz CPU and 256-MB memory. For our merge-based fuzzy clustering (MFC) method, is set to be 0.1 and the other user-defined parameters, , , , , and are set case by case. The first experiment shows that our clustering method, MFC, can alleviate the problem of order bias. The second experiment shows that MFC can locate clusters in a reasonable way by revealing the structure and similarity of training data in both the input and output subspaces. In the third experiment, the performance of our approach on high-dimensional and real datasets is investigated. In the fourth experiment, the robustness of our approach in a noisy environment is demonstrated. In the fifth experiment, we show the performance of MFC on initializing the centers of a radial basis function (RBF) neural network. A comparison between our system and other neurofuzzy modeling systems, including Yen's system [43] , Juang's system [18] , [19] , and Lee's system [25] , is also given. Among these systems, Lee's system uses a constant in the consequent part of each fuzzy rule, and Yen's system and Juang's system, like our system, adopt the TSK-type fuzzy rule form which has a linear model in the consequent part. Different systems use different clustering methods to extract fuzzy rules from training patterns. Yen's system uses a SVD-QR with column pivoting algorithm (SVD-QR-CP), Juang's system uses an aligned clustering-based algorithm (ACA), and Lee's system uses a self-constructing rule generation algorithm (SCRG). ACA and SCRG are incremental clustering methods. These systems also use different learning techniques for parameter refinement. Yen's system applies the conventional SVD technique once to obtain the optimal values of the consequent parameters, without any further learning for the antecedent parameters. Juang's system uses backpropagation (BP) to train both the antecedent and consequent parameters, and Lee's system uses the same hybrid learning algorithm as presented in Section III. Besides, to see the efficiency of MFC in rule generation and reduction, we also compare it with a well-known merge-based method proposed by Setnes et al. [31] . In Setnes' method (SM), a fuzzy rule base should be given in advance. Therefore, we use the set of initial fuzzy rules obtained from the data partitioning [12] on initializing the RBF centers of an RBF neural network. Finally, we give a discussion on the settings of the user-defined parameters used in MFC.
A. Experiment 1
As mentioned earlier, incremental clustering algorithms may suffer from the data presentation order problem. Obviously, we would like the performance of a system to have a low degree of sensitivity to the input order of training instances. We show in this experiment the influence of different orderings on the performance of a clustering method. Consider the following nonlinear function [26] : (48) as shown in Fig. 4(a) . We take training and testing data by sampling and with a sampling period of . The training dataset contains 441 patterns in the range of and , while the testing dataset contains 400 patterns in the range of and . Note that these two datasets are disjoint. We arrange the training patterns in five different sequences, Seq-1 to Seq-5. Seq-1 presents the training patterns in the increasing order of in and . Seq-2 presents the patterns in the decreasing order of in and . Seq-3 presents the patterns in the interleaving order of in and . Seq-4 takes the order of in , and . In Seq-5, the patterns of the front part are selected such that they differ from one another as much as possible, and the rest patterns are chosen randomly.
The results obtained by four incremental clustering methods, i.e., ACA, SCRG, SM, and MFC, with different sequences of training data are listed in Table I . Note that the column labeled EXPERIMENT 3 "Training NRMSE" indicates the NRMSE obtained for the training dataset, and the column labeled "Testing NRMSE" indicates the NRMSE obtained for the testing dataset. In MFC, we set for each sequence. From the table, we see that the number of rules obtained by ACA, SCRG, and SM varies significantly with different sequences of data presentation, while that obtained by MFC is quite stable regardless of the order bias. ACA and SCRG produce about 18 rules for Seq-1 through Seq-3, but produce two to four times more rules for Seq-4 and Seq-5. SM produces 15 rules for Seq-1, about 21 rules for Seq-2 and Seq-3, and about 30 rules for Seq-4 and Seq-5. However, MFC produces about 16 rules for each case. Also, ACA, SCRG, and SM produce a large variation in NRMSEs for different orderings of training data. Obviously, MFC provides a pretty stable error in both training NRMSE and testing NRMSE, showing more order-resistant than other three methods. Besides, MFC can achieve a smaller NRMSE with fewer number of rules than ACA and SM, like in the cases of Seq-1, Seq-2, and Seq-3. Fig. 4(b) shows the locations of the 15 rules obtained by MFC and the output computed from these rules. We can see that most clusters are located in the input area with a highly variant output distribution.
B. Experiment 2
A good clustering algorithm for neurofuzzy system modeling should take both input and output subspaces into account [12] . That is, it should reveal the structure of training data in the input subspace and preserve the homogeneity of the output responses of the data belonging to the same cluster. Also, the density of prototypes produced should be higher in the input areas with highly variant outputs than that in the input areas with less variant outputs. In this experiment, we show that MFC meets EXPERIMENT 3 these requirements better than other methods. Consider the following nonlinear function: (49) which is drawn in Fig. 5 . Note that has two peaks in the range where there is a large variation in output values. We take 126 training patterns unevenly from the range , with 50 patterns taken from the range , 25 from , and 51 from . On the other hand, we take 100 points as testing patterns, with 25 points taken from the range , 50 from , and 25 from . Note that training patterns are different from testing patterns.
We compare MFC with SVD-QR-CP, ACA, and SM on the locations of the obtained clusters, as shown in Fig. 6 , in which training data are represented by dots and the means of the clusters are represented by cross marks. Eight clusters are obtained from all the methods. At the bottom of each subfigure, we show the location, shape, and size of each cluster in the direction. Fig. 6(a) shows that SVD-QR-CP develops two clusters in the left flat area, two clusters in the right flat area, and four clusters in the central area. Obviously, more clusters should be developed in the central area since great variations in occur there. This deficiency results in a poor approximation to the original function, as shown by the solid curve in Fig. 6(a) . Similar situations happen with ACA and SM, as shown in Fig. 6(b) and (c) . Especially, ACA generates three clusters in the right flat area. On the other hand, MFC generates five clusters in the central area, as shown in Fig. 6(d) , which greatly improves the approximation precision in this area, without hurting the approximation capability in the other areas. Fig. 7 shows the approximation results after the parameters of the clusters are refined by the learning techniques of the corresponding systems. Obviously, our system provides the best approximation to the original function. We do not show the results by SM in Fig. 7 , since no further learning mechanism is included in SM. Table II shows a comparison among SVD-QR-CP, ACA, SM, and MFC on efficiency when the number of rules is fixed to 7 and 11, respectively. For the user-defined parameters in MFC, we set and for the cases of 7 and 11 rules, respectively. Note that the column labeled "Time" indicates the elapsed CPU time in seconds. MFC produces the smallest NRMSEs for both cases. Next, we compare the three systems, i.e., Yen's system, Juang's system, EXPERIMENT 3 and our system, on learning performance. The results are shown in Table III in which the column labeled "Iters" indicates the number of iterations taken for training. Obviously, our system achieves smaller NRMSEs than the other two systems. Note that Yen's system only takes one iteration in learning but produces large NRMSEs. As mentioned, Yen's system applies the conventional SVD technique once to obtain the optimal values of only the consequent parameters. Therefore, it cannot be trained to achieve as small NRMSEs as the other two systems.
C. Experiment 3
We investigate the performance of different methods on three high-dimensional and real datasets, GAS [7] , STOCK [34] , and HOUSING [6] . 1) GAS: The GAS dataset is the well-known Box-Jenkins gas furnace data [7] which describes the operation of a gas furnace process in terms of input , the gas flow rate, and output , the concentration of . To simulate this process, , , and are chosen as inputs for predicting output, [34] . From the 290 available patterns, 145 are chosen randomly as training patterns and the rest are testing patterns. Table IV shows a comparison on efficiency among SVD-QR-CP, ACA, SCRG, SM, and MFC when the number of rules is fixed to 5 and 7, respectively, with the training data presented randomly. In MFC, we set as and for the cases of five rules and 7 rules, respectively. MFC produces the smallest NRMSEs for both cases. Then we compare the four systems, namely, Yen's system, Juang's system, Lee's system, and our system, on learning performance. The results are shown in Table V from which we can see that our system can be trained more quickly to achieve small NRMSEs. 2) STOCK: The STOCK dataset [34] is used for predicting the future stock price, based on 10 inputs including the change of moving average, separation ratio, change of price, etc., of the past and current stock prices. From the 100 available patterns, 80 are chosen randomly as training patterns and the rest are testing patterns. Table VI shows a comparison among different clustering methods on efficiency when the number of rules is fixed to 7 and 10, respectively, with the training data presented randomly. In MFC, we set as and for the cases of 7 rules and 10 rules, respectively. Table VII shows a comparison on learning performance of different systems. Obviously, our system provides the smallest NRMSEs after a very little amount of training.
3) HOUSING: The dataset, HOUSING [6] , evaluates the housing price in the suburb of Boston, based on 13 inputs including crime rate, proportion of residential land, nitric oxides concentration, etc. From the 506 available patterns, 300 are chosen randomly as training patterns and the rest are testing patterns. Table VIII shows a comparison among different clustering methods on efficiency when the number of rules is fixed to 8 and 12, respectively, with the training data presented randomly. In MFC, we set as and for the cases of 8 rules and 12 rules, respectively. Table IX shows a comparison on learning performance of different systems. Obviously, our system provides the smallest NRMSEs among all the systems.
D. Experiment 4
This experiment considers the following nonlinear system [39] : (50) where is a uniformly distributed noise component with amplitude 0.2. To see the performance of different methods in the noisy and noise-free environments, we consider two datasets, noisy and noise-free, generated from (50) with and without , respectively. Each dataset is taken by sampling uniformly from the interval . The results are presented in Tables X and XI, in which is set as and for the cases of 4 rules and 5 rules, respectively. Note that the column labeled "Training NRMSE" indicates the NRMSE obtained for the noisy dataset, while the column labeled 'Testing NRMSE' indicates the NRMSE obtained for the noise-free dataset. We can see that our system is more robust with noise than other systems, i.e., having the smallest NRMSEs in approximating both the noisy and noise-free datasets.
E. Experiment 5
In this experiment, we apply our MFC to initialize the RBF centers of an RBF neural network (RBFNN) and compare it with the clustering technique for function approximation (CFA) proposed by Gonzalez et al. [12] . Two target functions [12] are considered. The first one is a nonlinear function with one input and one output (51) from which a training set of 1000 patterns of is generated by sampling uniformly from the interval . The second one is a nonlinear function with two inputs and one output (52) from which a training set of 441 patterns of is obtained from a grid of 21 21 points equidistributed in the input interval . MFC and CFA are applied to initialize the centers of the RBFNN. Note that both MFC and CFA apply SVD once to obtain the weights of the RBFNN. We set as and for the cases of and , respectively. Tables XII and XIII show the approximation NRMSEs of  and with CFA and MFC. We can see that MFC produces smaller NRMSEs than CFA in each case. 
F. Discussion on User-Defined Parameters
In MFC, there are six user-defined parameters, i.e., initial deviations and , input-similarity threshold , output-similarity threshold , output-variance threshold , and constant rate . Here we discuss some heuristics for setting these parameters by approximating the nonlinear function of (48) in Experiment 1 with the same training dataset. Note that the purpose of setting initial deviations, and , with nonzero as a value between 1% to 10% of the range of input (output) data is good for most cases. In the following, we set initially, and then change each of the four parameters, , , , and , separately with different values to see the effect of each parameter. Table XIV shows the effect of with different values. Note that the column labeled "No. of rules (DP)" indicates the number of rules obtained in the data partitioning stage, the column labeled "no. of rules (CM)" indicates the number of rules obtained in the cluster merge stage, and the column labeled "Epoches (CM)" indicates the number of epoches taken in the cluster merge stage. Obviously, the value of affects the merging results and the number of merging epoches. The larger the value of is, the smaller the number of merging epoches is. From our experience, is suitable for most cases. Figs. 8-10 show the effects of , , and with different values. We can see that the number of obtained clusters increases as the value of increases. On the other hand, the number of obtained clusters decreases as the value of increases. Besides, the value of only affects the number of ob- tained clusters in the cluster merge stage. Note that the values of and are dynamically adjusted in the cluster merge stage. Therefore, we usually initialize them as small values. Also, by (1) , gets smaller when the number of input dimensions increases. After the values of and are fixed, we can tune the value of accordingly until a satisfied result is obtained.
In conclusion, the criterion for users to set these thresholds is firstly setting , , and as the values suggested above. Then, choose small values for and and tune the value of accordingly until a satisfactory result is obtained.
VI. CONCLUSION
We have described a merge-based fuzzy clustering algorithm. The algorithm generates fuzzy clusters incrementally from the given input-output dataset. Similar clusters are dynamically merged together through input-similarity, output-similarity, and output-variance tests. Redundant clusters are avoided and the sensitivity to the input order of training data is reduced. Membership functions are defined with statistical means and deviations. As a result, the obtained clusters match closely with and describe properly the real distribution of the training data points.
We have also described the application of our clustering algorithm in extracting fuzzy rules for neurofuzzy system modeling. Creating a neurofuzzy system for an application using our clustering algorithm is straightforward. A fuzzy IF-THEN rule is obtained from each cluster to form a fuzzy rule-base. The precision of the obtained fuzzy rules can be improved by a fuzzy neural network with a hybrid learning algorithm which combines a recursive SVD-based least squares estimator and the gradient descent method. Experimental results have shown that our approach runs fast and produces low approximation errors for various system modeling problems.
With our merge-based fuzzy clustering method, it is not necessary to generate the whole set of clusters from the scratch when additional training data are considered. Existing clusters are modified or new clusters are created according to the added data appropriately. The only thing we have to do is let the system have the existing clusters at the beginning and be initialized to the number of existing clusters, instead of 0. Then the new training data are fed to the system in the way just as described in Section II.
