Nonparametric methods are often used as an alternative to parametric methods to estimate density function and regression function. In this paper we consider improved methods to select the Bezier points in Bezier curve smoothing that is shown to have the same asymptotic properties as the kernel methods. We show that the proposed methods are better than the existing methods through numerical studies.
Introduction
Nonparametric methods are often used as alternatives do to unrealistic and restrictive assumptions on parametric methods in density function estimation and regression function estimation. For the nonparametric estimation of density function, kernel density estimation is usually used, and three methods such as kernel method (local polynomial regression), series method (wavelet estimator), and spline method (regression spline and smoothing spline) are quite popular for the nonparametric estimation of regression function. See Silverman (1986) , Eubank (1988) , Fan and Gijbels (1996) , Loader (1999) and Wasserman (2006) , for example, among others. Bezier curve smoothing (Bézier, 1977) is regarded as one of kernel-type approaches and is also a useful nonparametric method to estimate density function and regression function. The Bezier curve is very popular smoothing technique in computational graphics, especially for computer-aided-geometric design; however, it has rarely been used in statistics. Kim (1996) first applied the Bezier curve to density estimation in the statistical area and Kim et al. (1999) showed that estimators using the Bezier curve smoothing in density estimation and regression function estimation have the same asymptotic properties as classical kernel estimators. Subsequent works on applications of the Bezier curve to statistics are the estimation in the measurement error model (Kim et al., 2000) , the smoothing of the Kaplan-Meier estimator (Kim et al., 2003) , and the smoothing of the bivariate Kaplan-Meier estimator (Bae et al., 2005) .
This work was supported for two years by a Pusan National University Research Grant. One of the most important and difficult problems in the Bezier curve smoothing is the selection of Bezier points because the Bezier curve is totally determined by the selected Bezier points. In fact, the selection of Bezier points in Bezier curve smoothing corresponds to the estimation of the smoothing parameter in kernel estimation. In this paper, we consider the selection of Bezier points in distribution function estimation and in regression function estimation. To estimate the distribution function, the proposed method gives similar numerical results to Kim et al. (1999) even though the number of Bezier points used in the proposed method is almost half the number of Bezier points used in Kim et al. (1999) . Kim et al. (1999) chose the middle points of the cumulative histogram as Bezier points; however, the proposed method suggested choosing the right-most points where they are less than the median and choosing the left-most points where they are larger than the median. To estimate the regression function, we propose to choose the sample median instead of the sample mean for the bin estimator; subsequently, the proposed method gives better numerical results than Kim et al. (1999) , especially when there are potential outliers in data. This paper is organized as follows; In Section 2, review on the Bezier curve are introduced. Section 3 proposes methods to select the Bezier points to estimate the distribution function and regression function; subsequently, relevant numerical results are given. Concluding remarks are provided in Section 4.
The Bezier Curve
Consider N + 1 points b0 = (z0, w0)
, then the Bezier curve based on the N + 1 Bezier points b0, b1, . . . , bN is defined as precision in that ∑ N j=0 (j/N )BN,j(t) = t so that an initial straight line is reproduced. Finally, the first derivative of bt with respect to t can be easily shown to be
See Farin (1990) for other properties of the Bezier curve. As an extension of the Bezier curve, if the Bezier points are in R 3 , then the subsequent one is called the Bezier surface.
Selection of Bezier Points
3.1. Distribution function 3.1.1. Existing methods Let X1, . . . , Xn be random sample from a distribution with density function f and distribution function F which is assumed to be continuous. Kim et al. (1999) proposed a Bezier curve smoothing technique to estimate F based on X1, . . . , Xn. In fact, the estimation of F is equivalent to estimating f . Let m be the number of intervals in the cumulative histogram based on X1, . . . , Xn. To estimate F , they considered locating the Bezier points at the middle of each rectangle in the cumulative histogram (see Figure 3 .1); however, it underestimates (overestimates) when the Bezier points are convex (concave). Note that there are m Bezier points in this approach. To overcome the undesirable aspect, they suggested increasing the number of Bezier points by locating two points in each rectangle (see Figure 3 .2), and the resulting number of the Bezier points is 2m + 4. LetF1 andF2 be estimators of F based on m and 2m + 4 Bezier points, respectively. Kim et al. (1999) argued thatF2 is superior thanF1 in the sense of the mean integrated square error(MISE) at the sacrifice of using more Bezier points. Also, they derived the asymptotic bias and variance ofF1, and noted that the stochastic order of leading terms of the bias and the variance of F2 is the same as the kernel density estimator. Specifically, they showed that for x ∈ (0, 1), the bias and variance of the Bezier curve density estimatorfB(x) are
) .
Using this result, a theoretical choice of m can be obtained by minimizing the asymptotic mean integrated square error(AMISE) yielding mopt = (4c1/c2) 2/5 n 2/5 where c1 = 1 16
Proposed method
Recall thatF2, based on 2m+4 Bezier points, showed superior numerical performance thanF1, based on m Bezier points. The main reason for using more Bezier points in F2 is to mitigate the overestimating (underestimating) aspect ofF1 in the convex (concave) region. Here, we propose a method of choosing the Bezier points to remove the undesirable aspect ofF1 based on the same number of Bezier points inF1. We propose a method of choosing the Bezier points that shows similar numerical performance based on half the number of the Bezier points used inF2. Based on this motivation, the proposed method is given in Figure 3 .3. The number of Bezier points used here is m + 2, and the corresponding estimator is denoted byF3. The detailed method of locating the Bezier points for the compactly supported distribution, [0, 1] is as follows. First, consider the Bezier points in computingF1. If the cumulative histogram is less than 0.5, then move the middle point of each rectangle to the right side of the rectangle, and if the cumulative histogram is larger than 0.5, then move the middle point of each rectangle to the left side of the rectangle. Second, add two points at (0, 0) and (1, 1). Therefore, the number of Bezier points becomes m + 2 (see Figure 3. 3).
Numerical performance
To compare the proposed method to the existing methods, we consider three distributions. (i) Beta(4, 4), symmetric with compact support; (ii) Beta(3, 2), asymmetric with compact support; and (iii) N (0, 1), symmetric with infinite support. When n = 100, the optimal number of Bezier points m are 19 and 11 for Beta(4, 4) and Beta(3, 2), respectively. We generate n = 100 random numbers from each distribution, and 100 replications are done. Table  3 .1 lists MISE, IV (integrated variance), and ISB (integrated square bias) of 3 estimatorsF1,F2 andF3 in 3 distributions with m = 10 and m = 20 cases. We see that the MISE of the proposed estimatorF3 is smaller than that of existing estimators, even though the number of Bezier points ofF3 is half the number of Bezier points ofF2. In addition, Table 3 .1 shows that the estimators are quite sensitive to the number of Bezier points.
Regression function

A proposed method
Consider a regression model
where the ϵi's with mean 0 and variance σ 2 . For simplicity and computational convenience, assume that xi's are uniformly distributed on [0, 1] and n = mc for some positive integers m and c. Kim et al. (1999) suggested a method to generate Bezier points as follows; First, partition [0, 1] into m intervals with equal length, then compute bin estimator (sample mean of responses) based on c points in each interval. Letf1(x) be the resulting Bezier curve, and it is an estimator of the regression function f . They showed that, for x ∈ (0, 1), the bias and variance off1(x) are Note that the leading terms of both the bias and variance are the same as those of the local linear regression with m = h −2 , where h is a bandwidth.
As in density estimation the theoretical choice of m is obtained by minimizing the AMISE yielding mopt = (4c1/c2) 2/5 n 2/5 , where
Since the bin estimator is quite sensitive to potential outliers, the estimatorf1(x) could be unstable when outliers exist. Motivated by this argument, we propose an estimator, denoted byf2(x), using the sample median instead of the sample mean in each interval. Then, the estimatorf2(x) would be quite robust to outliers.
Numerical performance
To compare the numerical performance of the proposed estimator f2(x) to the existing estimatorf1(x), we consider 3 regression functions. The first function
is sinusoidal type. The second function, given in Linhart and Zucchini (1986) , is monotone increasing. The third function, given in Wand and Jones (1995) ,
is a convex type.
For the generation of random numbers, we first generate error terms from N (0, σ 2 ) for several values of σ. By computing the optimal number of intervals mopt for several values of σ and 3 types of a regression function, we consider two cases; n = 105 random numbers with m = 15 (c = 7) and n = 104 random numbers with m = 26 (c = 4).
To see the robustness of the proposed estimator, we generate random numbers with potential outliers. When we generate random numbers, we assume that ϵi ∼ N (0, σ 2 ). Now, we replace kcth random numbers by those from ϵi ∼ N (0, 3σ 2 ) for k = 1, . . . , n/c. Therefore, n/c number of Table 3 .2. MISE, IV (integrated variance), and ISB (integrated square bias) off1 andf2 for 3 different regression functions fA(x), fB (x) and fC (x) when n = 105 (m = 15, c = 7) and n = 104 (m = 26, c = 4). potential outliers are contained in the generated data.
We calculated MISE, IV (integrated variance), and ISB (integrated square bias) off1 andf2 for 3 different regression functions fA(x), fB(x) and fC (x) based on 4 types of σ. MISE off2 is lower than MISE off1, especially in potential outlier models. We can identifyf2 gives better numerical results thanf1.
Concluding Remarks
Bezier curve smoothing is one of many useful and efficient nonparametric techniques to estimate the density function and the regression function. The asymptotic property of the Bezier curve smoothing as an estimator of density was shown to be the same as the kernel density estimator. Also, the asymptotic property of the Bezier curve smoothing as an estimator of regression function was shown to be the same as the local linear regression estimator. The choice of the Bezier points is very crucial in the Bezier curve smoothing because the choice of the smoothing parameter in nonparametric estimation is very important.
In this paper, we proposed novel methods for choosing the Bezier points to estimate the density function and the regression function. Through numerical studies, the proposed methods showed superior numerical performance over the existing methods of choosing Bezier points. To estimate the distribution function, we suggested choosing the right-most points where they are less than the median, and choosing the left-most points where they are larger than the median. To estimate the regression function, we proposed to choose the sample median instead of the sample mean for the bin estimator, and the proposed method provided superior numerical results than Kim et al. (1999) especially when there are potential outliers in data.
