We present results of the application of the wavelet transform method to seismic imaging. The objective of this research is to develop 3D seismic Kirchhoff imaging in the wavelet-transform domain, making use of the time-frequency property of wavelets. We propose to migrate the wavelets as units rather than single samples as in conventional Kirchhoff migration implementation. In practice, the wavelet transform of each trace from a seismic section is carried out, then the significant wavelet coefficients are migrated according to their time location in a manner similar to the conventional migration of samples. These operations are then followed by a proper reconstruction. Since the number of significant wavelet coefficients is much fewer than the number of samples in the time domain, and the migration procedure in fact does not change, computation time is significantly reduced. We conducted a series of 2D and 3D experiments with artificial and real data to check whether the migration of significant wavelet coefficients leads to a correct result. Results from synthetic data as well as field data have shown that the migration in the wavelet domain significantly reduces computation time while maintaining good image quality.
INTRODUCTION
Kirchhoff prestack migration of reflection data is a very important subsurface imaging tool, especially in situations where CMP stacking may cause degradation in the quality of the migration. The main advantages of Kirchhoff migration are speed and flexibility, as it can readily handle irregular survey geometry. In spite of these advantages, 3D prestack migration can be a very time consuming process and consequently there is a big incentive to improve its performance. This work is an attempt to improve the speed of Kirchhoff migration by utilizing the wavelet transform.
The first utilization of wavelets in the seismic industry was for data compression. This allowed a big saving in data storage (Donoho et al., 1995; Vassiliou and Wickerhauser, 1997) . However, in practical application, the data had to be uncompressed before being used in processing (Bradley et al., 1996) . In our opinion, a more promising approach is to implement seismic imaging directly on the wavelet coefficients.
There has been a number of attempts to use wavelets in seismic imaging (Wu et al., 1997; Wang and Wu, 1998; Li et al., 1998) . In Wu et al. (1997) the authors present the Kirchhoff migration operator matrix in the wavelet domain rather than in the space domain. By this means, the matrix gains sparseness, which promises, in principle, some reduction of the migration time. However, in that work the simplifying assumption of a homogeneous background is employed and the extension to a realistic velocity variation appears difficult. Li et al. (1998) suggested an approach that is somewhat related to the approach we propose. They used as atoms the standard mathematical wavelets of a fixed shape, and conducted the migration of these atoms as spikes. In their implementation the library of available waveforms was depleted which led to impairment of quality. This was because the events of interest on a trace can vary widely in shape and frequency content. Furthermore, the simplification of the procedure did not lead to a significant improvement in speed. One reason was that there was a very large computational cost in extracting the atoms to be migrated. In addition, locations of the atoms on traces were unpredictable thus complicating the calculation of the travel-time table. The reconstruction of atoms after migration suggested by the authors also led to distortion of the target image, especially in the upper layers. A different approach to migration of compressed data appears in the work of Bouska and Gray (1998) . These authors suggest retaining the samples for migration from the original data traces that represent local extrema. After migration they reconstruct output traces by convolving migrated samples with a single wavelet. The algorithm is applied to depth migration. However, the authors admit that they were not successful with runtime savings. Moreover, the migrated image that they obtained was inferior to the image from conventional migration.
In the following sections we first briefly describe elements of wavelet expansion theory which are relevant to the Kirchhoff migration of this study. We then present details of the migration algorithm itself. Finally the migration algorithm is tested against a real data example and the results are compared to corresponding results from conventional Kirchhoff migration.
PRELIMINARIES

Wavelet analysis
By now the wavelet transform has gained widespread use. The basic theory has been described comprehensively in the literature (Daubechies, 1992; Mallat, 1999) . This section reviews elements of orthogonal wavelet transform theory that are relevant to the wavelet migration. From a computational point of view, the wavelet transform of a discrete input signal f of length N = 2 j is an iterated multi-rate filtering of this signal by an orthogonal filter bank l, h. Here l and h are low-pass and high-pass filters. We assume the symmetry of the filters, which is equivalent to the linear phase property. The orthogonality means that the inner products are Typically, the coefficients of the filters decay rapidly as their indices increase. The application of the first stage of the wavelet transform to the signal results in two groups of transform coefficients, each of size N/2. The first group of coefficients, Lf, is derived by the convolution of the signal f with the coefficients of the low-pass filter l , followed by down-sampling by a factor of two:
To obtain the other group, Hf, the high-pass filter h is used:
To restore the signal f from the coefficients Lf ∪ Hf, one must up-sample the arrays by zero padding, and apply to them the same filters:
We use the symbols and call these signals the low-frequency and high-frequency wavelets of the first decomposition scale respectively. The restoring equation may be interpreted as an expansion of f with respect to the orthogonal basis {ϕ
The coefficient c 1 (ν) evaluates the contribution of the wavelet ϕ 1 (k -2ν) to the signal f. This wavelet is localized in the close vicinity of the point (2 ν). On the other hand, its Fourier spectrum fills (approximately) the lower half of the Nyquist frequency band. So, the coefficient c 1 (ν) bears both spatial and frequency information. In turn, the coefficient d 1 (ν) is related to the wavelet ψ 1 (k -2ν), whose Fourier spectrum is located in the upper half of the Nyquist band.
The basic advantage of the wavelet transform is the multi-scale representation of a signal. The procedure described above gives the first decomposition scale. To extend the decomposition to subsequent scales, the transform is carried out recursively. The filters h and l are applied to the low frequency expansion coefficients of the previous scale and this step is followed by down-sampling. After m iterations the signal is transformed into the blocks of coefficients:
These coefficients correspond to the following expansion of the signal:
The number of coefficients in the n th (n≤m) block is N/2 ]. The wavelet is localized in the vicinity of the point 2 n ν. In shape, the wavelet ψ n resembles a copy of the wavelet ψ 1 stretched n times. The spectrum of the m thscale low-frequency wavelet ϕ
]. The wavelet ϕ m resembles a copy of the wavelet ϕ 1 stretched m times.
This localization of wavelets in both spatial and frequency domains results in compaction of energy of the signal in a comparatively small number of coefficients. Typically, seismic signals are efficiently band-limited. As a result, entire blocks of transform coefficients which correspond to insignificant frequency bands may be discarded in practice without loss of useful information. Moreover, in the significant blocks, a specific coefficient indicates presence of a specific wavelet at a specific place. Hence it is clear that many coefficients belonging to such blocks are expected to be near zero and could be discarded as well. These considerations lead to the conclusion that, in principle, it is possible to replace the migration of samples of seismic traces by the migration of coefficients of the wavelet transform which are distributed according to the locations of corresponding wavelets. By this means the actual wavelets, scaled by the magnitudes of the coefficients, are migrated. One more point in favour of the above approach is the fact that the essential part of a seismic trace consists of a number of seismic wavelets. It is clear that mathematical wavelets used should simulate, as closely as possible, seismic wavelets. These mathematical wavelets must produce reasonable energy compaction. One means of achieving this purpose is refined frequency resolution. Among the available wavelet families, the orthogonal spline wavelets of Battle and Lemarie (see Mallat, 1999 , for example) meet these requirements. Unfortunately, the impulse response of these filters is infinite, so we have used truncated versions of the filters. Numerous experiments have confirmed the relevance of these wavelets.
WAVELET MIGRATION
The wavelet transform enables the representation of seismic data in compressed form, where only coefficients of significant magnitude are maintained. This fact is used to construct a Kirchhoff prestack-time migration algorithm, which operates directly on the expansion coefficients of the one-dimensional time transform of the seismic traces. For typical unstacked reflection seismic data, the one-dimensional wavelet transform allows a
The wavelet migration scheme of this study is, to some extent, similar to the conventional Kirchhoff migration supplied with the above-mentioned anti-aliasing procedure. The difference is that, prior to migration, we apply multi-rate rather than ordinary low-pass filtering of the input trace. To be specific, we apply the wavelet transform up to the m th level to the input trace but, unlike the conventional wavelet transform, we store only the low frequency blocks of coefficients: Lf, LLf, …, L m f. These blocks correspond to 1/2, 1/4, …, 1/2 m of the Nyquist cut-off frequency respectively. We arrange these blocks as separate versions of the input trace, placing the coefficients according to the locations of the corresponding wavelets. Then, similar to the standard scheme, each version is migrated into a proper aperture angle onto a separate copy of the output volume. For example, the broad-band block Lf which comprised a half of the total number of the coefficients is migrated into a very narrow angle [-α 1 , α 1 ]. The block LLf is migrated into the sectors [-α 2 , -α 1 ]∪[α 1 , α 2 ], and so on.
The main gain in computation speed compared to the conventional Kirchhoff migration comes from the significant reduction in the number of input samples. Most of the upper portion of the seismic section is migrated in the coarsest expansion scales with a small number of samples. In the deeper levels, as well, the use of the coefficients from the first decomposition scale (block Lf) reduces the number of samples by two. Sometimes the migration of this most-populated block can be omitted. Then the block LLf must be migrated into the angle [-α 2 , -α 2 ]. This simplified procedure results in a remarkable acceleration of performance.
In the implementation, the decomposition was carried out to four levels, so we used the coefficients from the blocks Lf, LLf, LLLf, LLLLf. Further decomposition is pointless because the blocks become too sparse. We depict in Figure 2 these blocks for a real seismic signal, reconstruction from these blocks and spectra of the reconstruction. Corresponding wavelets and their spectra we display in Figure 3 .
In order to retain the quality of the resulting image while the number of migrated samples is reduced, we had to devise a special post-processing technique. Although each wavelet decomposition level has its inherent sampling rate, all the migration mapping is carried out to the original sampling rate of the input trace. Since the migration of the coefficients is equivalent to the migration of entire synthesis wavelets, it is natural that to collect the results of the wavelet migration, the migrated wavelet coefficients belonging relatively modest data compression ratio of about 3 -4. However, with improved design, a comparable speedup of the migration algorithm can be achieved.
Kirchhoff time migration consists of summing sample values from the input traces (with a multiplication by an appropriate weight factor) into the output traces. Given a shot located at (x s , y s ) on the surface, a receiver located at (x r , y r ) and an output trace at (x, y), the relation between input time t in and migrated time t mig is given by the double square root equation:
where v(x, y, t mig ) is the rms velocity. The scheme is illustrated in Figure 1 .
To reduce spatial aliasing, an input trace is subjected to filtering into a number M of embedded low-pass frequency bands prior to the migration. By this means several versions of the input trace are prepared, which differ by their frequency content. Then the different versions are migrated into different aperture angles. to a certain decomposition scale must be convolved with the corresponding wavelet. But an important factor should be taken into account. The migration of entire mathematical wavelets emulates, to some extent, the propagation of natural physical wavelets. But the latter, while propagating through the Earth undergoes stretching. Wavelet migration differs from conventional Kirchhoff migration in the manner in which migration stretch and spatial aliasing are handled. Migration stretch is a common feature of all migration algorithms and normally does not require special treatment except perhaps for muting. However, stretching requires special consideration in wavelet migration. In our implementation, a discrete set of stretch factors is predefined. For a given output time and spatial location, the corresponding input sample value is mapped into the output at the nearest stretch factor level. Migration results for each stretch value are calculated separately. Only after reconstruction of the output from the wavelet coefficients does stacking combine the results from all stretch levels. Due to the handling of stretching and spatial aliasing, different outputs are created at each location. The total number of outputs equals the number of stretch factors used, multiplied by the number of wavelet decomposition levels.
In spite of these rather complicated post-processing operations, in most cases, wavelet migration remains considerably faster than ordinary Kirchhoff migration when applied to real data. If the block Lf is involved, then the acceleration is about two times, while the quality of the resulting image is practically equal to the quality of the conventionally migrated image. By omitting this block we can achieve a speed-up by a factor of four to five. The quality of the output images is not degraded seriously except, perhaps, for the lack of some high-frequency details.
RESULTS
2D synthetic example
For the first series of experiments a synthetic 2D seismic section (Figure 4 -left picture) was used. It consisted of 300 traces each containing 1024 samples. It was an example of a zero-offset section with a CMP spacing of 20 m. The propagation velocity was assumed as constant and equal to 2000 msec. The section was generated from a model containing five flat reflectors with dips varying between 20°and 60°respectively.
The migrated section is shown in Figure 4 (right picture). The migration was carried out with a depth step of 4 m using only the LL block of wavelet coefficients (the low-pass expansion coefficients of the second level). No anti-aliasing treatment was applied. As the figure shows, the migration was able to image all the reflectors correctly.
Example of prestack migration of real 3D data sections.
We demonstrate results of prestack time migration of a real 3D data survey. The survey consisted of 281 lines, each of which contained 361 traces. Each trace had 748 samples with the sampling rate at 4 msec. The maximum source-receiver distances were 2525 m along the in-line and 3024 m along the cross-line directions. The input gathers contained 15 traces each. Figure 6 shows wavelet migration of the same line performed in accordance with the scheme explained in the previous section. One can observe that the image obtained with the wavelet migration is very close in quality to the conventional migration picture. However, the wavelet migration took half the computer time required by the ordinary migration.
CONCLUSIONS
We have presented an adaptation of Kirchhoff prestack time migration to operate on wavelet expansion coefficients of the onedimensional wavelet transform of input data. After wavelet expansion, migration is carried out in an identical manner to ordinary Kirchhoff migration. As the number of expansion coefficients of significant value is always smaller than the number of input time samples, fewer samples must be moved from the input to the output, thus enabling an improvement in computational speed.
This wavelet migration has been tested against a 2D synthetic example as well as against 3D field data examples. The results were quite satisfactory and comparable in quality to those of ordinary Kirchhoff time migration. However, use of the wavelet expansion required some compromises, such as grouping of the stretch factors into discrete categories, and a relatively simple antialiasing scheme. Therefore we anticipate situations where this migration will be used for evaluation and velocity determination, while conventional Kirchhoff migration will be used for obtaining the final best image.
