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The spin-orbit interaction in heavy hole gas formed at p-doped semiconductor heterojunctions and
electron gas at SrTiO3 surfaces is cubic in momentum. Here we report magnetotransport properties
of k-cubic Rashba spin-orbit coupled two-dimensional fermionic systems. We study longitudinal
and Hall component of the resistivity tensor analytically as well as numerically. The longitudinal
resistivity shows beating pattern due to different Shubnikov-de Haas (SdH) oscillation frequencies
f± for spin-up and spin-down fermions. We propose empirical forms of f± as exact expressions
are not available, which are being used to find location of the beating nodes. The beating nodes
and the number of oscillations between any two successive nodes obtained from exact numerical
results are in excellent agreement with those calculated from the proposed empirical formula. In the
Hall resistivity, an additional Hall plateau appears in between two conventional ones as spin-orbit
coupling constant increases. The width of this additional plateau increases with spin-orbit coupling
constant.
PACS numbers: 73.61.Ey, 73.21.Fg, 71.43.-f, 71.70.Ej.
I. INTRODUCTION
The spin degeneracy of a charge carrier in condensed
matter systems is a result of spatial inversion symmetry
and time-reversal symmetry together. The spin degen-
eracy is lifted if one of the symmetries is absent. The
electric field normal to the interface of III-V semiconduc-
tor quantum well (such as GaAs/AlGaAs heterostruc-
ture) breaks the spatial inversion symmetry. The sym-
metry breaking electric field gives rise to spin-orbit in-
teraction (SOI) which breaks the spin degeneracy even
in absence of an external magnetic field. The dominant
SOI in two-dimensional electron gas (2DEG) formed at
the interface of GaAs/AlGaAs heterostructure is linear
in momentum and it is known as Rashba SOI.1,2 More-
over, the Rashba SOI strength can be controlled with the
help of an external bias.3–5 The SOI is essential to con-
trol and manipulate spin degree of freedom of a charge
carrier. After the proposal of spin field effect transistor
by Datta and Das,6 a large number of theoretical and
experimental studies have been performed in the emerg-
ing field of spintronics7–9 for the possibility of detect-
ing pure spin current. The Rashba SOI need not be
always linear in momentum. There are couple of sys-
tems where the Rashba SOI is cubic in momentum. Two
such systems are two-dimensional hole gas (2DHG)10–13
formed at p-doped GaAs/AlGaAs heterojunction and
2DEG at SrTiO3 surfaces.
14,15 Very recently, it is re-
ported in Ref.16 that k3 SOI is dominating in a two-
dimensional hole gas formed in a strained Ge/SiGe quan-
tum well.
In general, 4× 4 Luttinger Hamiltonian17,18 describes
2DHG formed at p-doped semiconductor quantum well.
At very low temperature and low density only the low-
est heavy hole (HH) sub-bands are occupied. The
projection of 4 × 4 Luttinger Hamiltonian onto the
HH states |3/2,±3/2〉 leads to an effective k-cubic11,12
Rashba SOI. This SOI opens up a gap ∆so = 2αk
3
F
(where α is the Rashba spin-orbit coupling constant
and kF is the Fermi wave vector) between two spin-
split heavy hole sub-bands. This spin splitting has been
observed experimentally19 for holes in C-doped p-type
GaAs/AlGaAs quantum well and the value of ∆so is also
extracted by analyzing the beating pattern in the SdH
oscillations as well as by using weak anti-localization
method. In recent past a number of investigations
have been performed to explore various properties of
2DHG like effective mass,20–22 effective g factor,23 spin
polarization,24 spin rotation25 etc. Most importantly,
spin Hall effect12,26–31 in 2DHG has been studied exper-
imentally as well as theoretically.
On the other hand, three 3d orbitals (t2g :
dxy, dxz, dyz) of Ti ion form the conduction band
32,33 of
SrTiO3 crystal. The 3d orbitals at the surface are con-
fined in the z-direction which is normal to the interface.
As a result it yields a 2DEG. The lowest energy states
of the bulk SrTiO3 are fourfold degenerate bands, corre-
sponds to the states |3/2,±3/2〉 and 3/2,±1/2〉. Various
studies34,35 suggest that the confinement along the z di-
rection lifts the Γ-point degeneracy between the dxy band
and dxz, dyz bands. Within the effective tight-binding
Hamiltonian for t2g bands of SrTiO3 surfaces, the Rashba
SOI is cubic in momentum. There is an experimental
evidence14 of k-cubic Rashba SOI on SrTiO3 surfaces.
In this work we study magnetotransport coefficients
of fermions with k-cubic Rashba spin-orbit interaction.
The longitudinal conductivity which arises entirely due to
the collision or hopping process exhibits beating pattern.
We provide two empirical frequencies f± of quantum os-
cillations of spin-up and spin-down fermions, which are
responsible for the beating pattern. At higher values of
magnetic field the beating pattern is replaced by resistiv-
ity peak. As α increases, the peak in the resistivity splits
into two asymmetric ones. On the other hand, Hall con-
2ductivity shows the conventional plateau structure. With
the increase of α an additional plateau arises between two
conventional ones. The width of this additional plateau
increases with α.
This paper is organized as follows. In section II, we
present the basic informations about the k-cubic spin-
orbit coupled fermions. In section III, analytical calcu-
lations for the different transport coefficients are given.
Numerical results and discussion are presented in section
IV. We summarize our results in section V.
II. BASIC INFORMATIONS
The Hamiltonian for a fermion with k-cubic spin-orbit
interaction in presence of a magnetic field B = Bzˆ is
given by36,37
H =
Π2
2m∗
+
iα
2~3
(
Π3−σ+ −Π3+σ−
)− 3
2
g∗µBσ ·B,(1)
where Π = p− eA with A is the vector potential, m∗ is
the effective mass of the fermion and α is Rashba spin-
orbit coupling constant. Also, p± = px ± ipy, σ± =
σx±iσy with σi’s are the Pauli matrices, g∗ is the effective
Lande-g factor and µB is the Bohr magneton.
Using the Landau gauge A = (0, xB, 0), the Hamilto-
nian given by Eq. (1) commutes with py i.e. ky is a good
quantum number in this case. The energy eigen value for
n ≥ 3 is given by
Eλn = ~ωc
[
n− 1 + λ
√
E˜2nα + E˜
2
0
]
, (2)
where λ = ±, E˜0 = 3/2 − χ with χ = 3g∗m∗/(4m0),
E˜nα = α˜
√
8n(n− 1)(n− 2). Here α˜ is defined as α˜ =
lα/lc with lα = m
∗α/~2 and lc =
√
~/(eB) is the mag-
netic length. The corresponding eigenstates for positive
and negative branches are given by
ψ+n,ky (x, y) =
eikyy√
LyAn
(
φn(X)
Dnφn−3(X)
)
(3)
and
ψ−n,ky (x, y) =
eikyy√
LyAn
(−Dnφn(X)
φn−3(X)
)
, (4)
where Ly is the system length along y-direction, X =
x − xc with xc = kyl2c and An = 1 + D2n with Dn =
E˜nα/
(
E˜0 +
√
E˜20 + E˜
2
nα
)
. Here φn(x) is the oscillator
wave function of order n.
For n < 3 there is only one branch (+ branch). In this
case the eigenvalues and eigen functions are given by
En = ~ωc(n+ 1/2− χ) (5)
and
ψn,ky (x, y) =
eikyy√
Ly
φn(X)
(
1
0
)
. (6)
The derivation of the energy spectrum and the corre-
sponding eigenfunctions are given in Appendix A.
III. DERIVATION OF MAGNETOTRANSPORT
COEFFICIENTS
In this section we calculate both the longitudinal and
transverse components of conductivity tensor using Kubo
formula.38 The longitudinal conductivity contains diffu-
sive and collisional contribution. In presence of a per-
pendicular magnetic field the diagonal matrix elements of
velocity operator become zero which in turn causes the
vanishing of diffusive conductivity. So the longitudinal
conductivity is solely due to the collisional contribution.
Collisional conductivity: At low temperature, one
can safely assume that fermions are elastically scattered
by charged impurities distributed uniformly over the sys-
tem. The expression for collisional conductivity is given
by39–43
σcollxx =
βe2
Ω
∑
ξ,ξ′
f(Eξ){1− f(Eξ′)}Wξξ′(xξ − xξ
′
)2.(7)
Here |ξ〉 = |n, ky, λ〉 defines a set of all quantum num-
bers, Ω is the surface area of the two-dimensional system,
f(Eξ) = 1/(exp((Eξ−µ)β)+1) is the Fermi distribution
function with β = 1/(kBT ) and x
ξ = 〈ξ|x|ξ〉 = kyl2c is
the expectation value of the x component of the position
operator. Finally, the transition probability between two
states |ξ〉 and |ξ′〉 is given by
Wξξ′ =
2πnim
~Ω
∑
q
|U(q)|2|Fξ,ξ′ |2δ(Eξ − Eξ′), (8)
where nim is the impurity density and U(q) =
e2/(2ǫ0ǫ(q
2 + k2s )
1/2) is the Fourier transform of
the screened Yukawa-type impurity potential U(r) =
e2e−ksr/(4πǫ0ǫr) with ǫ, ǫ0 and ks as the dielectric con-
stant of the medium, the vacuum permittivity and the
screened wave vector, respectively. The term Fξ,ξ′ =
〈ξ|eiq·r|ξ′〉 is called form factor whose complete expres-
sion is given in Appendix B. Since the term Fξ,ξ′ is pro-
portional to δk′
y
,ky+qy , the summation over k
′
y in Eq. (7)
can be easily evaluated with the replacement of k′y by
ky + qy and we have (x
ξ − xξ′) = q2yl4c = q2l4c sin2 φ. The
delta function in Eq. (8), δ(Eξ−Eξ′) = δ(Eλn−Eλ
′
n′ ), en-
sures the possibilities of only intra-branch and intra-level
scattering i.e. n′ = n and λ′ = λ. Again δ(Eλn − Eλ
′
n′ )
can be written in its usual Lorentzian representation i.e.
δ(Eλn − Eλ
′
n′ ) = (1/π)Γ/[(E
λ
n − Eλ
′
n′ )
2 + Γ2] with Γ is the
impurity induced Landau level broadening. We also have∑
ky
→ Ω/(2πl2c) and
∑
q
→ (Ω/(2π)2) ∫ qdqdφ. So by
inserting Eq. (8) into Eq. (7) and after doing all the
summations one can obtain the following expression of
the collisional conductivity:
3σcollxx =
e2
h
βnil
2
cU
2
0
2πΓ
∑
n,λ
f(Eλn){1− f(Eλn)}
×
∫
dqq3|Fλnn(q)|2. (9)
In deriving Eq. (9) we have used the following approx-
imation |U(q)| ≃ U0 = e2/(2ǫ0ǫks) since q ≪ ks. Now
using the fact nimU
2
0 ∼ (Γlc)2/(4π), we finally have
σcollxx =
e2
h
βΓ
4π2
∑
n,λ
f(Eλn){1− f(Eλn)}Iλn , (10)
where Iλn =
∫∞
0
udu|Fλnn|2 with u = q2l2c/2. It is straight-
forward to evaluate the expression of Iλn as given by
In<3 = 2n+1 and I
λ
n≥3 = {(2n−2−λ3)(D4n+1)+λ6}/A2n.
Hall conductivity: The expression for the Hall con-
ductivity σyx is given by
41–43
σyx =
i~e2
Ω
∑
ξ 6=ξ′
〈ξ|vy|ξ′〉〈ξ′|vx|ξ〉f(Eξ)− f(Eξ
′)
(Eξ − E′ξ)2
.(11)
The matrix elements of the components of the veloc-
ity operator are given in Appendix C. By virtue of the
Kronecker delta symbols in Eqs. (C3-C10), it is con-
firmed that the transitions are allowed only between the
adjacent Landau levels n′ = n ± 1. We mention here
that inter-branch transitions also possible along with the
intra-branch scattering. So the summation in Eq. (11)
can be split into four terms as σyx = σ
++
yx +σ
−−
yx +σ
+−
yx +
σ−+yx , where the first two terms correspond to the intra-
branch transition and the last two terms correspond to
the inter-branch transition. Setting E˜λn = E
λ
n/(~ωc), the
total Hall conductivity is given by
σyx =
e2
h
[ 1∑
n=0
(n+ 1){f(En)− f(En+1)}
+
∑
λ
f(E2)− f(Eλ3 )
(E˜2 − E˜3λ)2
Cλ23
+
∞∑
λ,n=3
{
Cλn
2 f(Eλn)− f(Eλn+1)
(E˜λn − E˜λn+1)2
+ C′λn
2 f(E−λn )− f(Eλn+1)
(E˜−λn − E˜λn+1)2
}]
, (12)
where C+23 = (
√
3/2 + 6
√
2α˜D3)
2, C−23 = (−D3
√
3/2 +
6
√
2α˜)2, C+n = Bn, C
−
n = Kn, C
′+
n = B
′
n and C
′−
n = K
′
n
are given in Appendix B.
IV. NUMERICAL RESULTS AND DISCUSSION
In this section we shall present numerical results of
Eqs. (10) and (12). Typical system parameters of p-type
GaAs/AlGaAs heterostructure and SrTiO3 materials are
summarized here. For 2DHG, nf = 2.03×1015 m−2 is the
charge carrier density, m∗ = 0.41m0 with m0 as the free
electron mass and g∗ = 6.5. For SrTiO3 materials
14,44,
nf = 2.4− 4.7× 1016 m−2, m∗ = 1.5m0 and g∗ = 2. The
Landau level broadening is assumed to be Γ = 0.01 meV.
Note that Γ ≪ ∆so ≪ ~ωc45 so that Γ does not blurred
the discrete spectrum completely. For various plots, we
adopt the parameters of GaAs/AlGaAs heterostructure.
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FIG. 1: (color online) Plot of σxx as a function of 1/B. The
upper panel (1(a)) is for α = 0.080 eVnm3 and the lower panel
(1(b)) is for α = 0.048 eVnm3. The oscillations between 3rd
and 4th nodes are shown in insets.
Earlier the spin-splitting and hence the value of α was
determined from the difference between the two spin-split
heavy hole subband densities.13,19 The population densi-
ties in the two spin-split sub-bands are measured by an-
alyzing the SdH oscillation frequencies46. In the present
study we give an alternative treatment for determining
α by simply counting the number of oscillations between
two beating nodes.
In Fig. 1 we show the variation of σxx with the inverse
magnetic field for two different values of α: α = 0.08
eVnm3 and α = 0.048 eVnm3. Figure 1 clearly shows
regular beating pattern formation in σxx. Unlike the case
of 2DEG with Rashba SOI,47 it is not possible to get an
analytical expression of the density of states of Landau
levels for two-dimensional fermions with k-cubic Rashba
SOI. It hinders to have closed-form analytical expression
of σxx. At the same time, exact positions of the nodes
would help us to determine the value of α. To obtain
the exact locations of the nodes as shown in Fig. 1, we
model σxx as
σxx ∝ cos (2πfa/B) cos (2πfd/B) , (13)
where fa = (f++f−)/2 and fd = (f+−f−)/2 with f± are
the SdH oscillation frequencies for spin-up and spin-down
fermions.
4Careful observations reveal that the SdH oscillation
frequencies for spin-up and spin-down electron in spin-
orbit coupled 2DEG are directly related to the spin-split
Landau levels. The approximate SdH oscillation frequen-
cies can be obtained by setting n = nF , where nF is the
Landau level quantum number corresponds to the Fermi
energy EF , in the spin-split Landau levels. Using the
same analogy for k-cubic spin-orbit coupled systems, we
propose f± will have the following forms
f± =
m∗
~e
(
E0F ∓
√
8α2(m∗E0F )
3
~6
+ E20
)
, (14)
where E0F = (~k
0
F )
2/(2m∗) with k0F =
√
2πnf .
Now the beating nodes are simply given by 2fd/Bj =
(j + 1/2) with j = 1, 2, .... Using Eq. (14) we obtain the
locations of the nodes at
1
Bj
=
e~
8παnfm∗
√
(2j + 1)2 − 4(3− 2χ)2
2πnf
. (15)
The number of oscillations between any two successive
nodes is given by
Nosc = fa∆
(
1
B
)
=
(
m∗E0F
~e
)(
1
Bj
− 1
Bj+1
)
. (16)
It is straightforward to find the expression for α by solv-
ing Eq. (15) and (16) as
α = A
(√
(2j + 3)2 − C2 −
√
(2j + 1)2 − C2
)
, (17)
where A = ~3/(Nosc
√
128m∗3E0F ) and C = 2(3− 2χ).
Let us now check whether the results for the locations
of nodes and for the number of oscillations Nosc, given by
Eqs. (15) and (16), obtained based on empirical expres-
sions for f± match with the exact numerical results given
in Fig. 1. The positions of nodes calculated from both
approach are summarized in table I. Moreover, the inset
of Fig. 1 shows the number of oscillations between two
successive beating nodes. As seen from the inset there
are 5 and 9 oscillations between 3rd and 4th nodes in Fig.
1(a) and Fig.1(b), respectively, which are same as calcu-
lated from Eq. (16). Again, the calculated strength of
Rashba SOI (α) taking j = 3 in Eq.(17) are α = 0.0799
eVnm3 and α = 0.0473 eVnm3, respectively. Thus the
numerical and approximate results are in excellent agree-
ment.
To see the high magnetic field behavior of the longitu-
dinal resistivity, it is convenient to plot ρyy vs magnetic
field B. In Fig. 2 we plot longitudinal resistivity ρyy ver-
sus magnetic field B for different values of α. The height
of the peaks in the SdH oscillations reduce with the in-
crease of α. It shows that at low B field (B < 0.5 T) the
regular beating pattern appears in the SdH oscillations.
At high magnetic field, the SOI effect is reduced and the
resistivity peaks split into two, instead of showing the
regular beating pattern.
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FIG. 2: (color online) Plot of the collisional resistivity ρyy
as a function of magnetic field B for α = 0.04 eVnm3 (solid
green) and α = 0.10 eVnm3 (dashed red). Inset shows the
beating patterns in the low magnetic field range.
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FIG. 3: (color online) Plot of the Hall resistivity ρyx vs B
for α = 0.04 eVnm3 (solid green) and and α = 0.10 eVnm3
(dashed red). The curve shown in blue thin line is the plot of
dρyx/dB for α = 0.10 eVnm
3. In the inset the width of the
additional plateau is plotted vs α around B=1.2T.
Figure 3 shows the variation of the Hall resistivity ρyx
versus magnetic field B for two different values of α.
One can see that the integer quantum Hall plateaus oc-
cur at h/(e2N), where N is integer. It is interesting to
note that as α increases there is an additional plateau
at h/(e2(N + 1/2)) appearing between any two conven-
tional plateaus. On the other hand, one can find from the
inset of Fig. 3 that the width of the additional plateau in-
creases with increasing α. In Fig. 3 we also plot dρyx/dB
5TABLE I: Beating nodes calculated from Eq. (15) and ob-
tained from Fig. 1 are tabulated here.
α 0.048 eVnm3 0.080 eVnm3
j Fig. 1(b) Eq. (15) Fig. 1(a) Eq. (15)
1 2.730 2.375 1.710 1.425
2 4.960 4.861 3.070 2.916
3 7.075 7.114 4.260 4.268
4 9.295 9.305 5.550 5.583
5 - - 6.675 6.882
6 - - 8.010 8.172
7 - - 9.340 9.458
versus B as shown by thin line. The sudden jump in the
conventional Hall resistivity is characterized by the peaks
in dρyx/dB. These peaks split into two when additional
plateaus appear due to Rashba SOI.
V. SUMMARY
We have studied quantum magnetotransport coef-
ficients of k-cubic Rashba spin-orbit coupled two-
dimensional fermionic systems. Our numerical analysis
shows the appearance of beating patterns in the SdH
oscillations. By drawing analogy with the Rashba spin-
orbit coupled 2DEG at heterostructure, we proposed em-
pirical forms of the oscillation frequencies of the spin-split
fermions. It yields excellent matching of the locations of
the nodes and number of oscillations between any two
successive nodes obtained from the exact numerical cal-
culations. On contrary to the complicated expression (see
Eq. 6.39 in Ref. [13]) for determining spin-orbit cou-
pling constant, we have obtained alternative and simple
expressions (see Eq. (17) in this article ) to determine it.
The longitudinal resistivity peaks split into two unequal
peaks at high magnetic filed. We also found additional
Hall plateaus in between any two integer quantum Hall
plateaus. The appearance of additional Hall plateaus is
due to the spin-orbit interaction. The width of this ad-
ditional plateau increases with the spin-orbit coupling.
Appendix A: Energy Spectrum
Here we shall derive the energy spectrum and the corre-
sponding eigenstates of the Hamiltonian H given by Eq.
(1). With the choice of the Landau gaugeA = (0, xB, 0),
ky is a good quantum number since [H, py] = 0. It allows
us to write the wave function as ψ(x, y) ∼ eikyyΦ(x).
Now the Hamiltonian H can be expressed as
H =
(
a†a+ 1
2
− χ √8α˜a†3√
8α˜a3 a†a+ 1
2
+ χ
)
~ωc, (A1)
where a† = −(ilc/
√
2~)Π− and a = (ilc/
√
2~)Π+ are
the ladder operators such that a†φn =
√
n+ 1φn+1 and
aφn =
√
nφn−1, respectively. Here,
φn(X) =
1√√
πlc2nn!
Hn(X/lc)e
−X2/2l2
c
are the harmonic oscillator states with Hn(X) being the
Hermite polynomial of order n, X = x− xc.
As seen from Eq. (A1), one can take one of the follow-
ing forms for the wave function Φ(X):
Φ(X) =
(
φn(X)
Dφn−3(X)
)
or Φ(X) =
(
D′φn(X)
φn−3(X)
)
(A2)
which is valid for n ≥ 3.
Substituting Eq.(A2) in the time-independent
Schroedinger equation HΦ(x) = EΦ(x), we get
n+ 1/2− χ+DE˜nα = εn
E˜nα +D(n− 3 + 1/2 + χ) = Dεn
(A3)
and
D′(n+ 1/2− χ) + E˜nα = εnD′
D′E˜nα + n− 3 + 1/2 + χ = εn,
(A4)
where E˜nα =
√
8n(n− 1)(n− 2)α˜ and εn = En/(~ωc).
By solving either Eq.(A3) or Eq.(A4) we get the same
energy spectrum
Eλn = ~ωc
[
n− 1 + λ
√
E˜2nα + E˜
2
0
]
, (A5)
where λ = ± and E˜0 = 3/2− χ.
Putting ε+n = n−1+
√
E˜2nα + E˜
2
0 in Eq.(A3) and ε
−
n =
n− 1−
√
E˜2nα + E˜
2
0 in Eq.(A4), we get
D = Dn =
E˜nα
E˜0 +
√
E˜20 + E˜
2
nα
(A6)
and D′ = −D = −Dn. The normalization factor is
1/
√
An where An = 1 +D
2
n. Thus
Φ+n (X) =
1√
An
(
φn(X)
Dnφn−3(X)
)
(A7)
and
Φ−n (X) =
1√
An
(−Dnφn(X)
φn−3(X)
)
(A8)
For n < 3, there are no spin split states, one can choose
ψn,ky (x, y) =
eikyy√
Ly
φn(X)
(
1
0
)
. (A9)
which will similarly give us
En =
[
n+
1
2
− χ]~ωc. (A10)
6Appendix B: Form Factors
The square of the form factors |Fξ,ξ′ |2 for n ≥ 3 are
given by
|F++n,n′(q)|2 =
1
AnAn′
n′!
n!
un−n
′
e−uδk′
y
,ky+qy
×
[
Ln−n
′
n′ (u) +DnDn′Mn,n′L
n−n′
n′−3 (u)
]2
(B1)
and
|F−−n,n′(q)|2 =
1
AnAn′
n′!
n!
un−n
′
e−uδk′
y
,ky+qy
×
[
DnDn′L
n−n′
n′ (u) +Mn,n′L
n−n′
n′−3 (u)
]2
, (B2)
where u = q2l2c/2 and
Mn,n′ =
√
n(n− 1)(n− 2)/(n′(n′ − 1)(n′ − 2)).
For n < 3 we have the following form
|Fnn|2 = e−uL2n(u). (B3)
Appendix C: Matrix elements of velocity operator
Using Heisenberg equation of motion vi =
(1/i~)[xi, H ], we calculate the following components of
the velocity operator
vx =
Πx
m∗
+
3iα
2~3
(σ+Π
2
− − σ−Π2+) (C1)
and
vy =
Πy
m∗
+
3α
2~3
(σ+Π
2
− + σ−Π
2
+). (C2)
The diagonal components of the velocity matrix ele-
ments are given by
〈ζ,+|vx|ζ′,+〉 = ia(Bn−1δn′,n−1 −Bnδn′,n+1), (C3)
〈ζ,−|vx|ζ′,−〉 = ia(Kn−1δn′,n−1 −Knδn′,n+1), (C4)
〈ζ,+|vy|ζ′,+〉 = −a(Bnδn′,n+1 +Bn−1δn′,n−1), (C5)
and
〈ζ,−|vy|ζ′,−〉 = −a(Knδn′,n+1 +Kn−1δn′,n−1), (C6)
where a = ωclcδk′
y
,ky , |ζ〉 = |n, ky〉 Bn =
(Gn + 6α˜Dn+1
√
n(n− 1))/√AnAn+1, Kn = (Fn −
6α˜Dn
√
n(n− 1))/√AnAn+1 with Gn = √(n+ 1)/2 +
DnDn+1
√
(n− 2)/2, and Fn = DnDn+1
√
(n+ 1)/2 +√
(n− 2)/2.
The off-diagonal components of the velocity matrix el-
ements are given by
〈ζ,+|vx|ζ′,−〉 = ia(K ′nδn′,n+1 −B′n−1δn′,n−1), (C7)
〈ζ,−|vx|ζ′,+〉 = ia(B′nδn′,n+1 −K ′n−1δn′,n−1), (C8)
〈ζ,+|vy|ζ′,−〉 = a(K ′nδn′,n+1 +B′n−1δn′,n−1), (C9)
〈ζ,−|vy|ζ′,+〉 = a(B′nδn′,n+1 +K ′n−1δn′,n−1), (C10)
where B′n = (G
′
n + 6α˜DnDn+1
√
n(n− 1))/√AnAn+1,
K ′n = (F
′
n − 6α˜
√
n(n− 1))/√AnAn+1 with
G′n = Dn
√
(n+ 1)/2 − Dn+1
√
(n− 2)/2 and
F ′n = Dn+1
√
(n+ 1)/2−Dn
√
(n− 2)/2.
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