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Abstract
NONLINEAR SOLUTIONS TO A 2-LAYER QUASI-GEOSTROPHIC 
MODEL OF THE GULF STREAM
Eiichi Oka 
Old Dominion University, 1989 
Director: Dr. Chester E. Grosch
The Gulf Stream shows a large meander off Cape Hatteras. This is driven by an energy conver­
sion process known as baroclinic instability and observations suggest that nonlinearity is an important 
part in this process. In order to understand the fundamental role of nonlinearity in baroclinic instability, 
an inviscid 2-layer quasi-geostrophic model is studied.
The linear solution is obtained by methods of normal mode and Fourier-Laplace transforms. It is 
found that the set corresponding to the continuous spectrum is null and the set corresponding to the 
discrete spectrum is complete.
The nonlinear solution is expanded in terms of the complete set of the eigenfunctions in the 
north-south direction and a Fourier series in the east-west direction. Using a certain form of ortho­
gonality of the eigenfunctions, a 6-dimensional dynamical system which solves for the amplitudes of 
the components is derived. A solution to this system is obtained for certain initial conditions using the 
Runge-Kutta method. In particular, it is found that stability of any solution of this system, such as a 
fixed point t  = (?, can be determined by transforming the system into a set of Hamiltonian equations.
A computed meander represents either an eastward or a westward propagating wave with an 
amplitude vacillation. Effects of severe truncation appear to be significant in some cases. Judging from 
the solution of the dynamical system, the computed meander is found to be quasi-periodic and sensitive 
to initial conditions.
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Chapter 1. THE OCEANOGRAPHIC PROBLEM
The Gulf Stream is a swift current flowing along the east coast of the United States in the North 
Atlantic Ocean. It emerges from the Florida Strait and flows northward along the continental slope over 
depths of 500 -  800 m. As the Blake Plateau ends off Cape Hatteras, the depth increases rapidly to 
2000 -  4000 m. The mean path of the Stream continues to the northeast into ever deepening waters 
with increasing variability in the position of the current. When the current reaches the New England 
Seamounts at 60°E -  65°E the Stream weakens and becomes more variable partly due to topographic 
irregularities. Part of the Stream deflects southward, while the remainder continues eastward until it 
impinges on the Grand Banks at 50°E. At this location the flow bifurcates into the eastward flowing 
North Atlantic Current and a southward component into the subtropical gyre.
The most intriguing feature of the current is the space-time variation of its path; this motion is 
referred to as a meander. As the current meanders its entire baroclinic structure moves laterally. It was 
in the early 1930’s that the first systematic observation of the Gulf Stream began and the meander was 
observed scientifically for the first time (Iselin and Fuglister, 1948). Since that time many meander 
observations have been made, especially in recent years, with advanced tools such as a satellite infrared 
imagery.
The meander of the Gulf Stream is an important part of both the local circulation system and the 
global ocean circulation system. On the continental shelf, the meander drives shelf waters to form vari­
ous types of circulation patterns. It also brings nutrient-rich deep water up to the shelf to create favor­
able circumstances for biological growth. Furthermore, as part of the North Atlantic circulation gyre, 
the Gulf Stream is an energetic western boundary current capable of transporting heat from lower lati­
tudes to higher latitudes. It is also capable of dissipadng energy through internal and boundary friction 
by forming eddies and rings. These rings transfer a large mass of water between warm Sargasso Sea 
and cold Slope Water. Thus the wind-driven circulation of the North Atlantic Ocean has its major 
energy dissipation and energy conversion processes in the Gulf Stream system. From that point of 
view, a dynamical mechanism of the meanders and eddies is the key to understanding the energy bal­
ance o f the North Atlantic circulation system. We may, then, ask ourselves:
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2•  How is a basic Gulf Stream flow formed?
•  Why does the Gulf Stream meander and what mechanism makes these disturbances grow?
•  What are the energy sources and sinks in the meander?
• How often does the meander detach eddies and rings?
•  Is the meander a regular motion or is it chaotic? Is it predictable?
Efforts have been made by observers to answer these questions and, as a result, an accurate, 
synoptic-scale picture of the meander is emerging. On the other hand, no satisfactory theoretical solu­
tion to the complete set of problems exists. The first question may be considered to have been 
answered theoretically by the pioneering works of Stommel (1948) and Munk (1950). They determined 
that the Gulf Stream results from the western intensification of the wind-driven clockwise circulation 
due to the meridional variation of the Coriolis force (the (5-effect). In their theories, the interior ocean 
is determined by the Sverdrup interior in which (5 is balanced by the wind-stress curl. The western 
boundary current, however, is determined by the balance between p and bottom friction in Stommel’s 
model while p  and lateral friction are balanced in Munk’s model. Furthermore, inertial boundary 
current theory indicates that inertial terms in the momentum equations are also important in the western 
region. Although the theories may not be complete, one may reasonably assume that the basic proper­
ties of the Stream are known. The second question is fundamental but it is not yet clear what causes 
the meander. The remaining questions concern the detailed machinery of the meander and thus, one 
might start with the fundamental question of why the Gulf Stream meanders.
There are two hypotheses as to the cause of meanders. One is that a meander is produced by 
some external force, such as wind, bottom topography, or the P-effect. The second is that it is caused 
by hydrodynamic instability. The former idea has been supported to a certain extent by some theory 
and observations, and there is no doubt that external forces play a role. For example, Warren (1963) 
used the vertically integrated vorticity equation and a path equation to show that the bottom topography 
off Cape Hatteras and, to a lesser degree, the P-effect are largely responsible for the meander path. 
Warren’s theory is crude, but a computed meander path closely resembles an actual path and explains 
how the Stream leaves the continental slope at Cape Hatteras instead of flowing northward. Some 
observations suggest, however, that the bottom water flows differently from the surface water. It is 
therefore difficult to judge whether or not the surface current extends uniformly to the bottom, making 
the barotropic model, such as Warren’s, less convincing.
Another possible mechanism for the meander is wind forcing by, say, a traveling atmospheric dis­
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3turbance. Relatively small meanders and eddies off the Carolina Capes have been investigated in associ­
ation with the wind forcing (Brooks and Bane, 1982). The results show some correlation between the 
winds and the meanders, but the winds do not seem to be the major cause of the meander develop­
ments. However, at Cape Hatteras, where the current separates from the coast, wind force can be the 
main cause for the meander-path deflection. It is known that the northward Sverdrup transport becomes 
null at the latitude where the curl of the wind stress is zero (i.e. V x Y =  (j). This could result in surfac­
ing of the thermocline at the western edge of the Stream due to an intricate balance between the geos- 
trophic flow, the Ekman drift, and the limited amount of upper layer water (Veronis, 1981). Here, the 
surface warm water moves eastward and separation takes place. There is also observational evidence 
that V x  f  is zero over the path of the Gulf Stream near Cape Hatteras, and it is even suggested that the 
zero-curl of T is a consequence, as well as a cause, of the meander path (Fofonoff, 1981). It must be 
remembered, however, that a theory of separation has not yet been firmly established. Downstream of 
Cape Hatteras, where the Stream develops large meanders, the wind force has not received much atten­
tion in its role as a direct energy source. Both the bottom topography and the wind force may be 
important in some places, but those external forces alone cannot explain diverse meander characteris­
tics. In particular, it is necessary to include some energy conversion process such as instability to 
account for the temporal variation and the growth of the meander.
The application o f hydrodynamic-stability theory to large-scale atmospheric motion was first car­
ried out by Chamey (1947), Eady (1949), Kuo (1949), and Phillips (1954). These ideas were then 
applied to the Gulf Stream by Haurwitz and Panofsky (1950). Since then, extensive efforts toward 
understanding the dynamics of the Gulf Stream have continued through both observation and theory. 
Since observational results generally indicate that instability does occur in the Stream, an effort to 
extend the methods of hydrodynamic stability theory as applied to this phenomenon appears justified. 
Previous studies relating to stability theory will be reviewed in Chapter 2.
The Gulf Stream meander exhibits complex variability, and the range of the problem is broad. In 
this study I will focus on the instability mechanism, emphasizing some of the nonlinear aspects of this 
problem. This emphasis is justified by observations which suggest significant nonlinear effects in the 
dynamics on the evolving meander.
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4Chapter 2. REVIEW OF STABILITY THEORY
In this chapter, the studies relating to stability theory, both linear and nonlinear theories, are 
reviewed. The review is mainly concerned with those instabilities in which both shear and rotation are 
important For the nonlinear theory, numerical and analytical studies are reviewed separately. The 
numerical studies utilize either primitive equations models (PE models) or quasi-geostrophic equations 
models (QG models). The analytical studies use perturbation methods and eigenfunction expansion 
methods.
2.1 The Linear Stability Problem
Theory of hydrodynamic instability depends, in part, on the external force field to which a fluid is 
subject In this thesis the instability of a large scale fluid motion on the rotating Earth is studied. The 
concept of hydrodynamic instability can be traced back a century to when Helmholtz and Kelvin inves­
tigated the instability of a fluid interface due to a vertical velocity shear under the influence of gravity. 
A vertically sheared model, however, is not relevant to problems of a large scale motion because the 
resultant motion in such a model is small in both time and length. On the other hand, the study of 
parallel shear flows finds its application to the large scale motion by including the effect of rotation. 
Early study on parallel-flow instability can be dated back to Rayleigh (1880) who derived a necessary 
condition for the instability of an inviscid parallel flow (the inflection-point theorem). The effect of 
viscosity on the parallel-flow instability was formulated in the Orr-Sommerfeld equation by Orr in 1907 
and by Sommerfeld in 1908. Since then, the parallel-flow instability has been extensively investigated 
in an attempt to understand the mechanism of the transition from a  laminar flow to a turbulent flow 
(see, for example, Drazin and Reid, 1981).
Case (1960) studied the stability of an inviscid plane Couette flow to show the importance of the 
continuous spectrum, which had previously been overlooked, for an evolution of an initial disturbance. 
He also examined the completeness of the eigenmodes for general parallel flows to demonstrate the role 
of the continuous spectrum. Grosch and Salwen (1968) used the eigenfunction expansion method to 
solve the problem of a time-dependent plane Poiseuille flow and showed the stabilizing effect of pres­
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5sure gradient modulation. They further applied the same technique to study temporal and spatial evolu­
tion of an arbitrary disturbance by solving the 2-dimensional Orr-Sommerfeld equation (Salwen and 
Grosch, 1981). In their 2-dimensional problem solutions belonged to a Hilbert space and the ortho­
gonality was properly defined in that space. A use of orthogonality in the vector space is the key to the 
eigenfunction expansion method when it is applied to a nonlinear problem.
In studies of global-scale atmospheric motion, an important step was made by Rossby et al. 
(1939) by introducing the planetary vorticity gradient (the P-effect). They investigated a perturbation 
traveling with a constant shape in a single-layer atmosphere by the so-called barotropic vorticity equa­
tion:
! * - = - ! ? ■  V (C  + / ) ,  (2.1.1)
where £ is the relative vorticity and / ,  the Coriolis parameter, is dependent on latitude. A solution of 
the equation, now called a Rossby wave, propagates either eastward or westward depending upon its 
wave length; a long wave propagates westward and a short wave eastward.
The addition of rotation introduces additional instability mechanisms which occur on much larger 
length scales than those discussed above. Dynamical mechanisms for this kind of rotationally induced 
instability may be divided into the categories of barotropic instability and baroclinic instability. The 
difference is that the barotropic instability uses available kinetic energy to feed a disturbance whereas 
the baroclinic instability uses available potential energy. For example, horizontal velocity shear can 
induce barotropic instability, while horizontal temperature gradients imply baroclinic instability. For 
barotropic instability, Kuo (1949) applied the theory of the parallel-flow instability to a barotropic atmo­
sphere and derived a necessary condition for the instability of inviscid barotropic flow. The condition 
was that the northward potential vorticity gradient must vanish somewhere in the northern hemisphere 
(this is equivalent to Rayleigh’s condition). He also showed that the presence of a singularity in the 
equation could be resolved by introducing viscosity. Lorenz (1972) examined the stability of a Rossby 
wave by considering the stability of a time-dependent barotropic zonal flow. Using the barotropic vorti­
city equation and a severely truncated system, he found a linearly unstable wave. Haurwitz and Panof- 
sky (1950) were the first to apply the concept of the barotropic instability to the Gulf Stream. They 
investigated the stability of a steady parallel shear flow by using an inviscid inertial model, and showed 
that unstable waves could grow in the Gulf Stream depending upon the profile of the basic flow. 
LeBlond and Mysak (1978) used a simple barotropic model with bottom topography to study a meander 
on the continental shelf. They assumed a piecewise constant profile for the potential vorticity and
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6obtained a dispersion relation using appropriate matching conditions. The necessary condition for the 
barotropic instability due to Kuo (1949) was trivially satisfied in this case since the cross-stream gra­
dient of the potential vorticity for the basic flow in each region was zero. Although the resultant 
unstable waves showed a similarity to an observed meander, the model was so crude that the result 
remains speculative.
The baroclinic instability of a large scale motion was first studied in the context of atmospheric 
flow by Chamey (1947) and Eady (1949). Both considered an inviscid continuously stratified atmo­
sphere with continuous vertical velocity shear of the wind. The energy source for the instability was 
available potential energy which was transferred through a form of a thermal convection process. Since 
buoyancy forces accelerated fluid elements during the growth of instabilities, the process crucially 
depended on the slope of potential temperature surfaces (or density surfaces for the ocean). Chamey 
and Eady showed the detailed structure of the resultant baroclinic wave and explained how the baroc­
linic process fed the energy to the atmospheric disturbance. Their solutions showed excellent agreement 
with the observed scale of atmospheric waves despite the simplicity of the model. A 2-layer model was 
used by Pedlosky (1964) to study a mixed instability problem for either the atmosphere or the ocean. 
The layered model was mathematically simple and yet retained the basic feature of baroclinicity. 
Pedlosky formulated the quasi-geostrophic equations for a model with both the vertical and the horizon­
tal velocity shears. He obtained necessary conditions for the instability as well as several basic charac­
teristics of an unstable wave such as bounds on the growth rate and limit of the phase speed. Orlanski 
(1969) studied the linear stability of a jet with vertical and horizontal shear in a 2-layer system without 
forcing terms and dissipation. He focused on topographic effects and considered two kinds of topogra­
phy corresponding to upstream and downstream of Cape Hatteras. A result of his energy transfer com­
putation in a transient state showed that, while the energy transfer occurred between the eddy kinetic 
energy, the eddy potential energy, the mean kinetic energy, and the mean potential energy, the dom­
inant one was from the mean potential energy to the eddy potential energy indicating the presence of 
the baroclinic instability. He also showed that large bottom topography destabilized the flow and that 
the most unstable waves in the two regions were very different in both wave length and period.
Hart (1974) investigated the linear stability of a jet with vertical and horizontal shear in a 2-layer 
system without forcing terms or dissipation using the quasi-geostrophic equations and some realistic 
horizontal velocity profiles. He focused on the effect of internal Froude number F , which measured the 
relative influence of rotation and stratification, and layer-thickness ratio 8. It was assumed that the 
influence of bottom topography and the P-effect was small. Although a dispersion relation was hard to
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
7obtain for the rather general velocity profiles, Hart obtained a set of ordinary differential equations 
(ODE’s) for perturbation amplitudes and transformed it into a set of algebraic equations using an 
orthogonal function set, yielding an algebraic eigenvalue problem. Solving the problem, he found that 
the wave was stabilized if 5 was sufficiently small and F  was sufficiently large. Hart also found that 
most o f observed eddies, including those to the east of Cape Hatteras, were baroclinically only weakly 
unstable because in 5- F  parameter space they resided near a stable gap between baroclinically unstable 
and barotropically unstable regions. For a 2-layer mixed instability, Stem (1961, 1975) showed that a 
quasi-geostrophic jet over an infinite lower layer should be considered as only barotropically unstable. 
That is, although both potential and kinetic energies were available in this case (the potential energy 
from an inclined interface and the kinetic energy from the horizontal and vertical velocity shear), the 
horizontal shear was the only energy source for growth of a disturbance because first, the potential 
energy was not transferred due to the infinite lower layer and second, the vertical shear drew its energy 
only to a small scale disturbance by the Kelvin-Helmholtz instability and could not draw the energy to 
a large scale disturbance. In the case of a finite depth model, barotropic instability can play an impor­
tant role in the growth of the Gulf Stream meander if the width of the current is narrow compared to 
the internal deformation radius which is about 30 km for the Gulf Stream. As the current becomes 
wider baroclinic instability becomes important
The characteristics of the linear solution of the inviscid 2-layer baroclinic model can be summer- 
ized as:
•  Waves which are sufficiently short compared to the internal deformation radius are always stable.
•  The lowest normal mode may be unstable in some parameter range. The parameters are planetary
vorticity gradient, velocity shear, and internal Froude number. This mode corresponds to a strong
instability of the lowest mode of the continuous velocity-shear model. The other, weaker, unstable
modes due to the finer vertical structure of continuous model do not appear in the 2-layer model.
•  There exist growth rate bounds for unstable waves and the critical minimum shear for the instabil­
ity.
•  Potential energy is the only source for the growth of a  disturbance.
•  Discrete eigenmodes constitute an infinite set of eigenfunctions.
Completeness of the eigenfunctions for baroclinic instability was discussed by Pedlosky (1963)
and Burger (1966). They used an inviscid continuous velocity-shear model with rotation; Pedlosky used
the /  -plane approximation and Burger the p-plane approximation. The question of completeness arose
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
8because discrete modes of the linear problem could not form a complete set if the vertical velocity 
profile was continuous. This means that the existence of stable (discrete) modes did not guarantee the 
stability of the basic flow for an arbitrary initial disturbance. They treated the problem as an initial 
value problem and using the Fourier-Laplace transform method, found a complete set of linear solu­
tions. It was composed of a continuous spectrum and a discrete spectrum. Burger found that the con­
tinuous spectrum was unstable in some exceptional wave-length range when the normal modes were 
stable. Pedlosky found that the contribution of continuous spectrum to asymptotic solutions was null if 
the unstable normal mode was present and that the continuous spectrum was important in describing the 
asymptotic solutions if the normal modes were stable.
In summary, the linear stability theory provides a rigorous mathematical expression for an 
unstable wave superimposed in a large-scale atmospheric or oceanic flow, provided the wave is small in 
size. Characteristics of an initial stage of a growing wave such as the wave length, the phase speed, 
and the growth rate can be analyzed by the linear theory. Most importantly though, the solution of 
linear problem naturally serves as the first-order solution to the nonlinear problem.
2.2 The Nonlinear Stability Problem
Unlike the linear stability problem there is no standard analytical method of approach to the non­
linear problem. The most frequently used method to attack the nonlinear stability problem in oceanog­
raphy in the past was, therefore, numerical methods. While the basic problem is that of baroclinic ins­
tability of large scale motion, one must pay attention to methods used in other types of nonlinear insta­
bility problems because they could suggest approaches to this problem. In this section, both numerical 
studies and analytical studies are reviewed.
2.2.1 Numerical studies
Instability of the Gulf Stream and associated eddy formation have been investigated intensively 
with numerical methods on both local and global scales. As a result, a new profile of the ocean circula­
tion system, where the eddies play an important or even a dominant role, has emerged. The basic 
categories are divided on whether the model is eddy-resolving or not, and whether the primitive equa­
tions are used or the quasi-geostrophic equations are used. For the first category, only eddy-resolving 
numerical schemes are concerned here, since the prime interest of this thesis is meanders and eddies of 
the Gulf Stream. For the second category, both PE and QG models are reviewed and compared. The 
QG model describes the motion whose vertical displacement is small compared to the vertical length-
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9scale, and time scale is large compared to inertial period.t The PE model has no such approximations. 
The work in this category includes: Orlanski and Cox (1973), Holland and Lin (197S), Semtner and 
Mintz (1977), Holland (1978), Haidvogel and Holland (1978), Semtner and Holland (1978), Ikeda 
(1981), Wood (1988), and Thompson and Schmitz (1989). These investigators focused on instability 
processes in the evolution of eddies and the contribution of eddies in the transient and statistical equili­
brium states. They included the influence of bottom topography, layer thickness, wind and thermal forc­
ing and lateral and bottom frictions. While a layered configuration is common to all the studies cited 
above, they differ in their choice of basic equations and parameters.
PE Models
Orlanski and Cox (1973) used the primitive equations with bottom topography corresponding to 
upstream of Cape Hatteras. A 3-dimensional, 15-layer model incorporated eddy diffusivity with non­
slip horizontal boundary conditions, but no forcing terms. The energy source came from the velocity 
shear of an initial geostrophic jet, while the energy sink was dissipation. Computation of energy 
transfer showed the dominant role of baroclinic instability in eddy formation and, at the same time, a 
small but appreciable energy flux back into the mean flow due to so-called negative viscosity effects. 
The net effect of these finite amplitude influences was a growth rate small compared to that predicted 
by linear theory.
There was a series of investigations of so-called eddy-resolving general circulation models in 
which either the primitive equations or the quasi-geostrophic equations were used to describe the statist­
ically equilibrated ocean circulation. The grids of these 3-dimensional multi-layered models were 
sufficiently small that mesoscale eddy motion could be resolved. Wind and thermal forcing terms, 
several types of the lateral and bottom friction, and bottom topography have been examined. Holland 
and Lin (1975) initiated this type of computation with a 2-layer PE model. They found a strong, baroc­
linically unstable, westward flow occurred in the southern part of the Gulf Stream region and, to the 
north, a deep flow driven by eddy Reynolds stresses which transferred the eddy kinetic energy to mean 
flow kinetic energy. They also showed that the phase of an upper-layer eddy lagged behind that of an 
lower-layer eddy in a baroclinically unstable flow. Semtner and Mintz (1977) used a different dissipa­
tion mechanism and an additional diabatic forcing in a 5-layer PE model. They found baroclinically 
and barotropically unstable waves on the continental slope in the Gulf Stream region where rings 
separated from the current, and a weak, baroclinically unstable, westward flow in the southern part of 
the region. By examining two different kinds of lateral diffusion terms, they also found that bottom
t  The quasi-geostrophic equations are derived in Chapter 3.
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friction could play a dominant role in dissipating the eddy kinetic energy. Recently, Thompson and 
Schmitz (1989) simulated the Gulf Stream using an efficient 2-layer PE model whose domain was adja­
cent of the current path from Cape Hatteras to east of the Grand Banks (a limited-area model). The 
model incorporated the coastlines and bottom topography as well as the wind forcing, inflow transport, 
and the Deep Western Boundary Current (DWBQ. This allowed a detailed intercomparison between the 
model and observations, uncovering the important role of the DWBC in determining the path of the 
Gulf Stream.
QG Models
Holland (1978) and Semtner and Holland (1978) compared a 2-layer QG model with a 
corresponding PE model. Their studies showed that the economical QG model could be equivalent to 
the time-consuming PE model, giving similar results for the energetics and the kinematics. The QG 
model did however suffer from certain limitation due to the special nature of its approximations. It was 
also found that bottom topography was less effective in the QG model if the upper-layer thickness was 
large. Over all, both models produced similar statistically equilibrated states in which work done by the 
wind and thermal forcing transferred energy into eddies through baroclinic and/or barotropic instability. 
The eddy field induced a mean deep flow with bottom dissipation. The Gulf Stream spontaneously 
spawned eddies which moved westward, with upper-layer eddies lagging behind their lower-layer coun­
terparts. In contrast, the eddies to the east and the south of the Gulf Stream were barotropic (no lags). 
Haidvogel and Holand (1978) investigated an eigenvalue problem of the linear stability associated with 
the QG model of Holland (1978). They found that the linear model could predict some of lower-order 
statistical quantities for the equilibrium eddy field such as the wave length, the wave period, the phase 
speed, and the growth rate. The linear model could also accurately identify the region of instability 
where unstable currents were found in Holland’s model. Furthermore, the eigenfunction for the 
unstable wave showed the phase lag between the upper and the lower layers as seen in Holland’s 
model.
Gulf Stream (and Kuroshio) Models
Ikeda (1981) investigated a Gulf Stream meander and cut-off eddies using a 2-layer QG model 
without external forcing terms and dissipation. Using a je t with both vertical and horizontal velocity 
shear, he examined planetary and topographic P-effects on eddy separation. It was shown that the P- 
effect must be weak, but not zero, for the eddy separation to occur. When either P-effect was used, an 
initial perturbation grew progressively to form a contorted meander due to the different phase speeds of 
the unstable waves in the north and the south. A portion of the flow then pinched off because in order
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to conserve potential vorticity the relative vorticity was increased to the south (or decreased to the 
north) sufficiently to form an eddy. After spawning the eddies the flow resumed the initial state, imitat­
ing the Gulf Stream. The energetics indicated that the eddies were initially formed by baroclinic insta­
bility and progressively became barotropic. Ikeda did not show whether the result could be considered 
as statistically equilibrated or transient It should be noted that the role of the P-effect on the eddy 
separation is model-dependent A recent study by Wood (1988) using a 2-layer PE model with a frontal 
configuration showed that the (3-effect trapped the eddy near the front and no separation occurred. 
Clearly, vortex stretching played an important role in the frontal region.
Often, analytical methods lead to a situation in which a numerical technique is required in order 
to obtain a final solution to the problem. For example, Kubokawa (1989) worked on a 2-layer QG 
model focusing on the stability of a soliton-like disturbance using an analytical method then the finite 
difference method. Assuming weak nonlincarity and small subcriticality (a marginally stable wave) and 
re-scaling space coordinates and time, he derived a KdV-typc equation which solved the quasi- 
geostrophic stream function, and obtained an analytical form of a soliton-like solution. He then used a 
numerical method to show that a finite-size soliton-like disturbance could be baroclinically unstable in a 
linearly stable eastward flow (that is, any small disturbance in this flow was stable). This soliton-like 
wave propagated eastward initially but reversed its direction as its amplitude exceeded a critical value, 
and began radiating Rossby waves causing the finitc-amplitudc disturbance to decay. Kubokawa 
attempted to explain the Kuroshio’s stationary path using his unstable soliton-like solution in a qualita­
tive way, but the application of the theory to a large amplitude meander could not be justified due to an 
assumption of weak nonlinearity.
A Remark on Numerical Methods
The expense of examining a  wide range of parameter values seems to be the most severe limita­
tion on numerical methods for solving QG and PE models. For example, the results of Ikeda (1981) 
did not show any parametric variation. This is most discouraging if a detailed study of parametric ins­
tability is required. On the other hand, the fundamental advantage of numerical methods in respect to 
nonlinear evolution of unstable waves is that correction to the basic flow due to the interaction of grow­
ing perturbations is automatically computed by the numerical scheme. Hence the perturbation always 
feels the changing available energy of the basic flow. (In fact, the perturbation and the basic flow are 
not separable.) In contrast, to formulate the correction terms is not a trivial matter in analytical methods 
(see, for example, Pedlosky, 1979).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
12
2.2.2 Analytical studies
There has been a considerable number of analytical studies in the field of nonlinear stability 
theory of fluids, including nonlinear analysis of the Gulf Stream meander. This group includes: Phillips 
(1954), Stuart (1958, 1960), Watson (1960), Lorenz (1963), Eckhaus (1965), Pedlosky (1970, 1971, 
1981, 1983), Pedlosky and Frenzen (1980), Saltzman and Tang (1972, 1975), Robinson, Luyten, and 
Flierl (1975), Hogg (1976), and Knobloch and Proctor (1981).
Barotropic Path Equation Model
Robinson, Luyten, and Flierl (1975) extended Warren’s barotropic path equation model (Warren, 
1950) to a nonlinear time-dependent QG model. Using averaged variables, in which a basic velocity 
profile was represented in terms of the first and the second moments, the problem was reduced to that 
of a thin layer baroclinic jet over bottom topography. Using coordinates fixed with the Stream, a non­
linear path equation was derived. Linear stability analysis showed that the solution was spatially 
unstable for a short wave. The solution to the nonlinear path equation, without the P-effect or bottom 
topography, was obtained by solving a second-order elliptic equation. The computed path showed spa­
tial growth of the meander and a coalescence of the path into itself, indicadng a possible mechanism for 
eddy separation. It should be noted that spatial stability has been studied much less frequently than 
temporal stability even though the former is equally fundamental. For example, Hogg (1976) investi­
gated a spatially unstable wave using a continuously-stratified, baroclinic ocean model and by compar­
ing with MODE results, showed that small scale motions in the Gulf Stream downstream of Cape Hat­
teras could be spatially unstable. His results agreed with Robinson et al. (1975) on the presence of a 
low wavenumber cut-off for the spatially unstable wave.
Perturbation Methods
In his original 2-layer baroclinic atmosphere model, Phillips (1954) used perturbation methods to 
study the nonlinear correction to a basic flow due to a growing disturbance. Using a linear solution as 
the lowest order solution, he showed that 95 percent of total energy-transfer from the basic flow to the 
disturbance was potential energy and 5 percent was kinetic energy. The perturbation scheme Phillips 
used was a straightforward expansion and, although the expansion was not uniformly valid in time for 
his case, one could formally proceed to higher orders successively. Saltzman and Tang (1972, 1975) 
carried out an analysis of this kind to show how a primary unstable wave could be modified by non­
linear effects. They used a 2-layer channel model for the atmosphere and the ocean, and parameters 
were so chosen that the linear solution was most unstable (maximum temporal growth rate). A set of 
linear ODE’s was obtained by using lower order solutions as forcing terms; the process could repeat
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formally ad infinitum. They computed both the time-dependent corrections to the basic flow due to the 
interaction between primary waves and the secondary wave field due to both the interaction of the pri­
mary wave with a  modified basic flow and the interaction between the primary waves. When these 
solutions at different order were combined, a conspicuous pattern of the Gulf Stream emerged, with 
streamlines forming a narrow meandering jet and the appearance of warm and cold eddies. Since the 
solution was not bounded in time due to the straightforward expansion, they considered the solution as 
valid until the temperatures of the field exceeded the value at the boundaries. They conjectured that the 
narrow meander-like je t was the consequence of nonlinear baroclinic instability of the originally 
broader, linearly unstable current It must be noted that even in the most developed stage of the 
meander (after about 25 days), a ring (a pinched-off eddy) was not formed to that order. The use of the 
straightforward expansion enabled one to obtain an analytical form of a nonlinear solution in a concep­
tually simple way. However, the straightforwardness was at the expense of uniform validity in time of 
the solution. That is, the solution was valid initially but not at all times.
A correct perturbation scheme was introduced and used in a  series of studies of finite amplitude 
baroclinic waves by Pedlosky (1970, 1971, 1981, 1983) and Pedlosky and Frenzen (1980). Pedlo- 
sky(1970) used a 2-layer channel QG model with the P-effect to show that a valid expansion could be 
obtained in terms of a small deviation, A say, of some stability parameter from its neutral value. To 
0 (A 1/2), a linear, neutrally stable, primary wave field was determined, and there was no phase shift 
between the layers in the inviscid case. In contrast, the upper-layer wave lagged behind the lower-layer 
wave in the viscous case, with energy transfer from the basic flow to the wave compensating for energy 
dissipation. To 0(A ), a second order wave and correction to the basic flow were represented, but 
undetermined. To 0  (A3/2), a temporal evolution of the primary wave and the correction could be deter­
mined. The latter was given by the function of the former. The presence of friction made the solution 
qualitatively different, in that the amplitude of the wave oscillated in the inviscid case while in the 
viscous case it obeyed the Landau equationf whose solution approached a stable fixed point as t - » °°. 
This analysis demonstrated that a properly formulated perturbation method was capable of obtaining a 
nonlinear solution step by step (with increasing complexity), although a critical weakness was that the
t  Landau and Lifshilz (19S9) proposed a theory concerning to the onset o f turbulence, which was based on descriptive 
arguments of linear stability and asymptotic expansions. They showed that the time-averaged time-derivative o f I A  lz, 
the squared modulus of the complex amplitude of a perturbation, should obey to the fourth order,
=  ‘j l d l 2 - b U I 4. ( a  > 0 )dl
If b>0 then this equation without a  bar (since the time scale of I A I is much longer than the period of averaging) has 
the asymptotic solution, I A  I2 =  as / -»<*>. The equation is referred to as Landau equation (Drazin and Reid, 1981;
Herbert, 1983).
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analysis depended crucially on the smallness of the supercriticality of the linear unstable wave. Further­
more, only this slightly unstable wave could be analyzed in the absence of other waves.
Using the same QG model without the P-effect, Pedlosky (1971) investigated the effect of small 
dissipation, and found an intermediate-range solution which smoothly connected the inviscid and the 
viscous regimes. (The viscous regime corresponded to E  1/2/e = 0 (1 ) where E  was the Ekman number 
and e the Rossby number.) Thus, in the range 0 < E m / t  < 0 (A 1/2), the amplitude of the primary wave 
and the correction to the basic flow tended to either a stable fixed point or a limit cycle depending on 
parameters which involved a wavenumber and the strength of the friction. He integrated amplitude 
equations using an analog computer and showed the temporal evolution of the amplitude in phase 
space. The solution depicted the intricate behavior of the finite amplitude wave due to small variations 
in the friction and initial amplitude. The intricacy of his solution turned out to be merely the tip of an 
iceberg. Pedlosky and Frenzen (1980) found that the amplitude equations could be transformed into the 
Lorenz equations, indicating that the weakly nonlinear baroclinic wave could be chaotic.t They carried 
out a detailed parametric study of the amplitude equations using a numerical integration scheme to 
investigate if their system exhibited chaos. Remarkably, they found a sequence of qualitatively 
different solutions as the degree of dissipation increased at a given wavenumber. The sequence con­
sisted of period-doubling solutions (limit cycles) followed by aperiodic solutions, periodic solutions 
(with a period equal to one of the previous periods), then another aperiodic solutions, and so forth, lead­
ing to a steady solution (a fixed point). This sequence showed a striking resemblance to a period- 
doubling bifurcation of a nonlinear map in the logistic problem. They suggested that with more 
detailed analysis, one would find more "islands" of the periodic solution between regions of the chaotic 
solution. In fact, they found that a parameter value (the degree of dissipation in this case) correspond­
ing to the appearance of a new period-doubling solution generated a universal constant found by 
Feigenbaum in 1978. This is strong evidence of an underlying ordered structure. Pedlosky (1981) re­
examined the same problem including the P-effect, and found that P had a smoothing effect, in that 
both the aperiodic and the periodic solutions were replaced with steady solutions as p was increased. If 
the degree of dissipation was fixed, the transformation from aperiodic to steady flow as P was increased 
was such that the aperiodic and the periodic regimes occurred alternatively. This was then followed by 
a period-halving regime which eventually led the sequence into the steady regime. Curiously, Pedlosky 
did not find the Feigenbaum relation in this case, but suggested that the relation could be obtained in
t  Lorenz (1963) showed, using a heavily truncated cellular convection model, that the solution of a set of apparently 
simple nonlinear ODE’s exhibited a complicated aperiodic behavior, or chaos, on a domain called a strange attractor in 
the phase space. He also introduced the so-called Lorenz map by which chaos could be identified.
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the asymptotic limit if  data for longer periods was available. After constructing a Lorenz map for the 
aperiodic and periodic cases, he concluded from its cusp-like shape that the aperiodic case was truly 
chaotic. (The cusp was replaced with a concave shape for the periodic case.) He also noticed the 
appearance of some peculiar periods which were not in the period-doubling sequence, but provided no 
explanation of them. This may be evidence of a more general sequence known as the U-sequence 
(Thompson and Stewart, 1986), rather than the Feigenbaum sequence alone. The general conclusion of 
Pedlosky (1981) was that the chaotic solution, despite its definite presence in the weakly nonlinear 
baroclinic wave field, occupied only a very small portion of the parameter space and occurred only 
when the P-effect was small enough, or equivalently, when mean velocity shears were strong enough. 
Pedlosky (1983) considered the effect of unequal dissipation in the two layers using the same 2-layer 
QG model and the weakly nonlinear perturbation scheme without the P-effect. A new technique called 
"reconstitution" was introduced to obtain the amplitude equations for the primary wave and the correc­
tion to the basic flow. Parameters were so chosen that the resultant wave would be periodic if the fric­
tions were equal in both layers (say, r! = r 2 where r,- is dimensionless friction). He found that the 
wave approached a steady state asymptotically if r l < r 2 (rj *  0), and that the wave grew initially then 
decayed with an oscillation until its demise if r x =  0 and r 2 = 0  (A1/2). He conjectured that the condi­
tion of the friction-free upper layer was more geophysically realistic, and that the growth-decay cycle 
could repeat indefinitely.
Eigenfunction Expansion Methods
When the perturbation method was used in the QG model, the analysis quickly became exceed­
ingly complicated, so much so that one must contend with obtaining only a low-order nonlinear solu­
tion. Also, the assumption of the small supercriticality critically limited further exploration of nonlinear 
effects such as wave-wave interaction between strongly unstable waves and neutral waves. A different 
approach was taken by Stuart (1958, 1960) and Watson (1960) to attack a nonlinear hydrodynamic sta­
bility problem as it applied to parallel flows such as Poiseuille flow (see review by Herbert, 1983). 
Their method was to expand the nonlinear solution in terms of the amplitude of the primary wave to 
obtain the Landau equation. The basic idea was as follows. A nonlinear disturbance was first decom­
posed into a Fourier series in terms of the phase 0 -  kox -  where the fundamental frequency co0 
and fundamental wavenumber k0 corresponded to the linear solution with growth rate o<o. The equations 
were then separated into an infinite set of equations for the Fourier components. The n -th Fourier com­
ponent was found to be proportional to A 1"'(f) where A (t) was a suitably defined magnitude of the fun­
damental component. Hence the n-th Fourier component could be expressed as A lnl(f)<l>„()\ t) after
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introducing the new Fourier component, <J>„(y,0> which was 0 (1 ) for n *  0. In other words, the 
Fourier series could be viewed as an expansion in terms of i4l*,(t). The <j>„’s were then expanded in
oo
the form, ]£<|»nm(y)A2m(t), for consistency. The complex eigenvalue, \  = Oq -  ico0, representing the
m=0
oo
growth rate and the frequency, could also be expanded in the form, £  XmA  (/), where
m=0
Xm = a„ -  i tom is called the Landau constant since a m determines the qualitative nature of A( t )  of the 
Landau equation. The nonlinear solution must represent the linear solution consistently, that is as 
1 dAA( t )  -»  0, co -> (Oo, - —— -> cxo, and <(»i(y, t) -> <t>io(y) (the eigenfunction). Substitution of these 
A at
series representations into the Fourier-component equations yielded a set of decoupled nonlinear equa­
tions for which uniquely determined <t>«mCy) and Xm. Since A (t) could be obtained from the Lan­
dau equation with the known Xm the solution method was complete.
Although the method was not restricted to small c<o it was valid only for a<) > 0 (the unstable 
domain). Furthermore, A (t) at large time would not be in the valid range of the expansion, thus limit­
ing the magnitude of A (t). This technique of using the amplitude of the primary wave as a small 
parameter opened up a way to attack the nonlinear stability problem of parallel flows without a con­
straint of the near-criticality, yet the application of this method to geophysical flows was not made.
In a somewhat different approach, Eckhaus (1965) showed that the eigenfunction expansion 
method could provide an equivalent solution to that of Stuart (1960) for a weakly unstable Poiseuille 
flow. The eigenfunction set was used as a basis in expanding each Fourier component of a disturbance.
oo
Coefficients in the basis functions represented unknown amplitudes in the form, J^An(t)tyn(y), where
n= 1
‘I'nC)') were the eigenfunctions corresponding to a denumerable sequence of eigenvalues of the Orr- 
Sommerfeld equation. A biorthogonality relation between the eigenfunctions and adjoint eigenfunctions 
was then used to obtain the amplitude equations. Eckhaus aimed to offer a general method for the non­
linear stability problem of parallel flows where operators in the problem might or might not be self- 
adjoint. An advantage of this method was that it allowed any components to interact. Also, the weak 
nonlinearity was not necessarily required, provided that the solution was expanded in terms of the com­
plete set of functions of the problem. In reality, however, one should expect rapid convergence of the 
amplitude A (t) to 0 as n increases, since the series would usually be truncated to the first few terms.
In general, the eigenfunction expansion method was conceptually straightforward compared to the 
perturbation method, although both methods required laborious algebra and careful analysis of the vali­
dity of the solution. The application of the eigenfunction expansion method to certain geophysical
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problem is the focus of this thesis.
Dynamical Systems
Since a problem of partial differential equations (PDE’s) is reduced to a set of first-order ODE’s 
(a dynamical system) in the eigenfunction expansion method, analysis of the resultant dynamical system 
becomes an important part of the stability problem. For example, Knobloch and Proctor (1981) found 
an analytical solution to a 2-dimensional double diffusive convection problem by solving the dynamical 
system. For the thermohaline convection problem, they derived a dynamical system using asymptotic 
expansion methods, and reduced it to a second-order nonlinear ODE which was solved in terms of the 
Jacobian elliptic functions with a single parameter. Then, using the method of averaging, an evolution 
equation for the Hamiltonian of the ODE was obtained. Fixed points of this equation gave periodic 
solutions of the problem and determined the parameter of the elliptic functions. The stability of the 
periodic solutions was then determined. For the magnetoconvection problem, the steady solution bifur­
cated into stable periodic solutions in certain parameter range via a Hopf bifurcation.
In general, there is no unique way to solve a nonlinear dynamical system analytically. If the solu­
tion is stable (although to prove this for t -> oo is not trivial matter), numerical methods such as the 
Runge-Kutta scheme can be used, with care, to solve the system.
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Chapter 3. THE MODEL AND BASIC EQUATIONS
3.1 The Model
The model of the Gulf Stream considered in this study is a 2-layer channel with rotation (see Fig­
ure 1). An inviscid fluid is contained in the channel whose side walls, top, and bottom are rigid planes. 
Since the fluid is inviscid, there is no friction anywhere in the domain. The fluid in the upper layer has 
a density and a constant velocity U0*, while the fluid in the lower layer has a slightly greater den­
sity p2* and is inert The bottom center of the channel at an arbitrary latitudinal point is the origin, the 
x-axis is in the direction of the flow (to the east), the y-axis is perpendicular to the flow (to the north), 
and the z-axis is positive upward. The vertical component of local Coriolis force acts along the z-axis 
and varies linearly with latitude according to the P-plane approximation. The north and the south boun­
daries of the channel are at y = -1  and y = 1, and the bottom and the top are at z = 0 and z = 1, 
respectively, in dimensionless units. The motion is assumed to be periodic in the x direction so that 
there are no boundaries along the x-axis, only periodic boundary conditions.
All variables are nondimensionalized by three basic characteristic scales. These are a horizontal 
length scale L ,  a vertical length scale D ,  and a velocity scale U.  The length scales are determined 
from the facts that the Stream is about 100 km wide and the depth of the ocean in the area under con­
sideration is about 4.5 km. The velocity scale is determined by the average speed in a region of the 
strong current in the upper layer. Thus, L  = 5 x 104 m, D  = 4.5 x 103 m, and U = 1 m/sec. The mag­
nitude of these scales is not arbitrary, but should strictly be chosen to represent the large scale wave 
motion since motion on smaller length scales is eliminated by the scaling.
The constant velocity shear at the interface of the two layers necessitates a constant slope of the 
interface owing to the rotation of Earth and a field of gravitation created by the solid Earth and a body 
of seawater. This provides available potential energy for our simple baroclinic instability model, since 
such a state is not in equilibrium in terms of potential in the field. Although the model seems crude in 
appearance, it provides a clear-cut model of instability since there are no external forces acting on the 
fluid other than rotation and gravity.





H — L — H
Figure 1. Definition sketch of the model.
The model corresponding to the basic state is shown. The upper layer has a constant velocity UQm and 
the lower layer is inert. The vertical component of Earth’s angular velocity, / / 2 ,  varies with y .  t| 
represents displacement of the interface from the state of no motion. D :'  and D 2'  are 600 m and 3900 
m respectively, while the characteristic scales are : L = 50 km, D = 4.5 km, U = 1 m/sec.
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3.2 The Euler Equation and the Quasi-Geostrophic Potential Vorticity Equation
Inviscid fluid motion is described by the Euler equation in a rotating frame:
and the continuity equation:
- ^  + 2 d x i ?  = - - V p  + f ,  (3.2.1a)
at p
V-i? = 0. (3.2.1b)
where
d d ^  d ^  d J a
  =  ------- + -U------- +  V------- +  W ------
dt dt dx dy d z ’
(x, y , z , t ) : the local Cartesian coordinates and time,
B* = s  (« , v , w )T : the velocity vector,
p : the density of the fluid, 
p ( x , y ,  z ) : the pressure,
£* = (0, 0, - g ) T : the acceleration of gravity (g = 9.80 m/sec2),
: the angular velocity of the Earth.
The z-component of d ,  denoted by f2,, is particularly important in the quasi-geostrophic theory where 
the other two components are ignored. The Coriolis parameter, denoted by / ,  is twice £2Z and thus, d  
= (0, 0 . / /2 ) .  If L  » £ > , then shallow water theory can be applied to obtain the shallow water equa­
tions (Pedlosky, 1979). In this theory, the velocity is independent of the z -coordinate and the pressure 
is hydrostatic. That is, the z-component of the momentum equation yields
p (z )  = - p g ( z  - t i - Z > ) ,  (3.2.2)
where •q(x,y,f) is the deviation of the free surface from the equilibrium position. Substituting p (z )  into 
the x  and y  components of the momentum equation yields
f + “ f b v t r - / v = - s f J - ’ <3-2 -3a)
f (313b)
Integrating the mass conservation equation from z = hB to z =D+r\, where hB(x,y)  is the bottom 
undulation, yields




The flat-bottom assumption is temporary lifted to include the effect of ambient vorticity in the quasi- 
geostrophic potential vorticity equation. If the dimensional variables are denoted by *, then they can be
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nondimensionalized as follows.
_  f _ r r w  _  •  r ,  •  »  . •  L
'  g
Substitution of these dimensional variables into the shallow water Eqs. (3.2.3a,b.c) results in
x* = Lx  , y* = L y  , z* = Dz  , q* = ^-l/L q  , u =U u  , v* = Uv , t* = — t . (3.2.4a,b,c,d,e,f,g)
 u
3v , 3v . 3v 
3f dx dy
. V = - * L ,
dx ’ 
3nU “  — ■1 *
dy
eF +  U ^ r 1- +  V - r - 1-
dt dx dy
3 V 3 V— u-----
3jc D V3y D








Fundamental parameters are the Rossby number e and the Froude number F  defined by the ratios,
2
e = J L  = 1l  F = f f l  =
f ' L  T  • gD
(3.2.6a,b)
Here
7) : the inertial time scale (= 1 day),
T  : the time scale of the motion under consideration,
R = : the Rossby radius of deformation.
In the limit e 0, the equations of motion are those of geostrophic motion, whereas the terms involv­
ing e represent the deviation from pure geostrophic motion. The Froude number appears in the quasi- 
geostrophic potential vorticity equation as a measure of the relative importance of water column stretch­
ing and relative vorticity. Since e is assumed to be small, variables U and q  can be expanded in a 
power series in e. Thus
u{x ,y ,t , t)  = u0(x ,y ,t) + eu 1(x,;y, 0  + e2u2(x,y ,t)  +
v(x,y,f,e) = v0(x,y,O  + ev1(x ,y ,r) + E2v2(x,y,O  + •




After substituting these series into Eqs. (3.2.5a,b,c), the geostrophic equations are obtained to 0(1). 
However, unless hB* ID is large enough to be 0 (1 ), the situation known as geostrophic degeneracy 
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A closed system is obtained at 0  (e) where all dependent variables are expressed in terms of the O (1) 
variables. Thus, the 0  (1) solutions which are in the geostrophic balance are completely determined by 
the 0  (e) quasi-geostrophic equations. The equations can be put in the form of a statement of conserva­




+ — ■ = 0. (3.2.9b)9x 9y
9v0 9k o 9n0 9r(o
dx  9y ’ “ ° -  d y '  V° "  dx (3.2.9c,d,e)
The first term in the potential vorticity is the relative vorticity. The second term is the potential vorti­
city due to changes in free surface height If F  is very small, the surface of the ocean differs little 
from a rigid lid. The third term is the ambient potential vorticity due to the bottom topography. The 
third term is then independent of the relative motion.
Another important source of the ambient potential vorticity is the latitudinal variation of planetary 
vorticity /* (y * ). Since
/*(yo*+Ay*) = /* ( y 0*) + -fC-A y’ = /* ( y 0*) + Ay*. (3.2.10)
dy r 0 9<p
where r<j* is the radius of Earth and (f> the latitude. The variation of /* (y * )  is obtained, after setting
y 0* = 0 , by
/*(y*) = /o* + PV. (3.2.11)
where / 0* = /  * (y o*) ^ d  P* = ^  C.°S^  . In a dimensionless form, it becomes
>■0
/(y)=/o + Py. (3.2.12a)
where
f ' = J f  * (3.2.12b,c)
The so-called P-plane approximation postulates that p is a constant; in other words, Ay* is small com­
pared to r 0 so that Earth’s sphericity can be ignored. The important fact is that the variation of Coriolis 
parameter, Py, is dynamically equivalent to T|fi (Pedlosky, 1979) and should be represented in Eq. 
(3.2.9a) as another ambient potential vorticity. To proceed further, Eq. (3.2.9a) must be generalized to
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describe a  multi-layer system. It is now assumed that the bottom and the top of the fluid are friction- 
less rigid planes. Thus the ambient potential vorticity comes only from the P-effect Then, it can be 
shown that the equation for the multi-layer system to 0  (1) has the same form as the equation for the 
homogeneous system if the following changes are made (Pedlosky, 1979). First, the parameter F  
becomes the internal Froude number F„ such that
f o 2L 2
F .  =
g 'D n *  ’
(3.2.13a)
where Dn* is the n -th layer thickness and
$ ' = g(P»-pn-i)/po, (3.2.13b)
with the reference density p<j. Second, if the variation of the n -th surface height hn is expressed by
D
Dn Rn
where Rn is a scaling factor representing
Rn = zF .D .
(3.2.14a)
(3.2.14b)
then the O (1) surface height variation n,, becomes the difference in pressure deviation from layer to 
layer, pn -  pn_v  This generalization leads to the N  -layer quasi-geostrophic potential vorticity equa­
tions.
■J'[^i + Py  ~ F i ( p i - p d \  = o,
■Jt [&• +  P? “  F n@Pn ~  Pn+1 ~  P n-1)
+  fty ~  f n (Pn  ~  Pam)] =  0,
( top layer) (3.2.15a)
= 0, (n = 2, 3, - ,  N - l . )  ( intermediate layers ) (3.2.15b)
( bottom lay er) (3.2.15c)
If the stream function XP„ is used in place of the pressure pn together with the geostrophic relation:
(3.2.16a,b)
dp„ dpn
u „ = -  - r —, v, =
dy ’ dx ’
then the 2-Iayer quasi-geostrophic potential vorticity equations (N  = 2) are obtained such that
3 , a'Pj d d ---
-1 QJ to £ d2%
dt dx dy dx dx2 dy2




dt dx dy dy dx . dx2 dy2
- F 2CP2 - V , )  + py




The nondimensional interface variation h 2 is given by
Do Do Do r  1
fi2(x, y ,  i ) =  —  + — T)2( x , y ,  t)  = —  + e— F 2\ y 2{x, y ,  t ) -  T'Kx, y ,  r ) J . (3.2.18)
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The problem for of our model can then be stated, using a vector ?  = ( V 2 )T operators, 
such that
L ?  =
-  (CA?)-(DA?) -  Fj(C?) (D?)
-  (CB?) (DB?) + F2(C^) (D?)
with
^ ( * , ± 1 , 0  = 0 , $(x+ L 0' y , t )  = $ ( x , y , t ) ,
(3.2.19a)
(3.2.19b,c)
where L 0 is the dimensionless wave length and
e £ +(V2- <
F  J L
F z dt
13/
1 0 0 1 1 1 -1 d 1 1 1A 5 y 2 o , B = 0 V2 ■ c - v ? 1 1 d l' —! 1
(3.2.19d)
- t .  (3.2.19e,f,g,h)3
d y '
Some of the constants, which have appeared so far in the derivation, can be fixed owing to the 
geographical location of the Gulf Stream while others can be set within ranges. Thus, /  o* is 
9.05xl0-s sec-1 and p* is 1.81xl(Tn  sec- 1m-1 at <p = 38°N. It is also possible to fix the thickness of 
each layer such that D ' =  600 m and D 2 = 3900 m. This interface roughly corresponds to the 10°C- 
isotherm. On the other hand, the difference in potential density between the layers, (p 2  -  Pi)/po, 
significantly affects the parameter F„, hence it is desirable to define a range for each density such that
p! = 1026.4 kg/m3 - 1027.0 kg/m3 ( 18°C - 12°C, 36.0 p p t ), 
p 2 = 1027.7 kg/m3 ( 6°C , 35.0 p p t),
(p2 -  P i)/p0  = 0.7 x 10' 3 - 1.3 x  10-3,
where p0 is obtained by p0 =  (pi +  p^/2. The value, Ap/p0 = 1.0 x  10~3, is referred to as "typical" 
hereafter. These values together with the previously defined characteristic scales determine the typical 
dimensionless parameters for this study such that
e = 0.20, p = 0.05, F  i = 3.5, F 2 = 0.54.
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Chapter 4. LINEAR ANALYSIS
4.1 Normal Modes
The object of stability theory is to analyze the behavior of a perturbation imposed on some 
known basic state. If the perturbation grows with time we say the state is unstable, if it decays to zero 
we say it is stable, and if it neither decays nor grows it is neutrally stable.t It is necessary first to estab­
lish what the basic state is. In this study, the basic state is assumed to have a  nondimensional constant 
velocity U0 (= Uq tU)  in the upper layer and zero in the lower layer. The solution, *? = ( -  U 0y ,  0)r , 
satisfies the equations and the boundary conditions, Eqs. (3.2.19a,b,c). Hence the stability problem can 
be posed by introducing a perturbation variable, ijf (x , y , 0  = ( Yi > Y2 )T> such that
- U d y t
* • 
0
0 *r W x . y ,  t)$ ( x , y , t )  =
Substituting this into Eqs. (3.2.19a,b,c), the equation and the boundary conditions for \jr become
(4.1.1)
V i + F , Un— b —
’dx ' dt
f y i  a
Y2
dx dy dy dx
_a
'd tF 2 ^ - V2
dx dy dy dx
(V V i+ fM yz),




^ - \y (x ,± l ,  r) = 0  , y(x+ L0t y , t )  = y ( x ,y , t ) .  (4.1.2c,d)
First, the linear system, obtained by dropping the nonlinear terms on the right hand side of Eqs. 
(4.1.2a,b), is considered. Physically this means that the magnitude of the relative pressure field is small 
enough to justify ignoring the nonlinear terms. The solution to the linear problem can be obtained by
t  Here, the criterion of stability is defined in the strict sense. A different concept, o-stability, prescribes the growth rate 
O as the stability criterion and has been used in the problem of magnelohydrodynamic stability (Goedbloed and Sakana- 
ka, 1974; see also Adam, 1982). We merely note here that the concept of o-stability can be applied to other hydro- 
dynamic stability problems having a finite characteristic time scale.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
26
normal mode analysis. Since y  is periodic in the x  direction one can assume that
\jr = <j>(y ;to)e' ikx ~ <ol\  (4.1.3)
where <j>(y;to) = ( <t>a, <}>2 )T. Here k  is the (nondimensional) wavenumber and to the (nondimensional) 




d 2 a ,
dy2 + *U0-co 1 <t>i 0
d 2 <*2 —




(Xi = Pifc + FjCO -  (Uok -  to)*2, 
a 2 = $ k  - F 2(Uak-(£>) + to*2.
It is assumed that the system is not singular, that is.
(4.1.4c)
(4.1.4d)
toUq -  —  * 0  , to * 0 . (4.1.5a,b)
The characteristic equation for the set of ODE’s, Eqs. (4.1.4a,b), with the characteristic value p  is
2
P 2 + kU0 -  to
where the four roots are ± p \ ,  ± p 2 such that
2 « 2 - f 1f 2 = q,
1 .





+ 4 F }F 2
P 2 = _ UV2
f  y 2 i
a i a 2  a i
+  4 F \ F 2
2
k U q co 00 *C/<j-tO
Using the characteristic values, the general solution of the ODE’s can be obtained such that
<t> =
1 1 1
/ ( P i  )
(Ci cosh/jjy + C 2 sinh/»iy) +





(C 3 coshp2y + C4 sinh/?2)0 . (4.1.7a)
2
pj + kU0 -  to (7  = 1. 2 ) (4.1.7b)
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and C ’s are constants. If the four roots are distinct then, applying the boundary conditions to the gen­
eral solution, these constants must satisfy
(4.1.8)
coshpi sinhp! coshp2 sinhp2 | C\
/(p i)coshp ! /  (p^sinhpi / ( p 2)coshp2 f ( p 2)sinhp2 C 2 
coshpt -  sinhp! coshp2 -  sinhp2 C 3 
/(p ^ c o sh p ] - /(p ,)s in h p i / ( p 2)coshp2 - / ( p 2)sinhp2 J [c ^
The determinant of the coefficient matrix must vanish for the non-trivial solution, which leads to the 
dispersion relation such that
sinh(2p 1)sinh(2p 2) = 0 ,
or equivalently,
ft K • ft 7C • /  1 \Pi = — j or p 2 = — 1. ( n= ±1, ±2, ±3, • • •, ±«» )
This leads to an equation relating the frequency to(n, k )  with the wavenumber k ,
ai«)2 + f>1co + c 1 = 0,
where
a ,  = k 2(k2+F:+F£  + ( ^  )2(2k2+F1+F $  + ( y  )4,
b x = k ■
ci = k 2
M Fl+F d  + 2k2($ -F 2U0) -  C/o*4 -  ( y  )2 2(F2C/0-p )  + 2!7ofe2 + ( y  )2C/ 0
P-C/ofc2 - ( y  )2l / ( (p -F 2f/o). 








I1(w)J „  «jc Cncos— y
1 . «7C





U o k - a
( »  = 1 ,2 , 3, ■ • • , « » )  (4.1.12b)
where the negative sequence of n has been dropped since it does not alter the solutions corresponding 
to the positive n's. The dispersion relation, Eq. (4.1.11a), for n = l, 2, 3 is shown in Figure 2. If U 0 is 
set to be zero in the dispersion relation, the resultant modes correspond to barotropic and baroclinic 
Rossby waves. The presense of non-zero U0, however, modifies the character of wave considerably. 
That is, in addition to a Doppler-shift effect (which makes the resultant waves propagate eastward 
instead of westward), the vertical shear induces baroclinic instability which produces both unstable and


































Figure 2. The linear dispersion relation.
The dispersion relation, Eq. (4.1.11a), corresponding to distinct roots of the characteristic equation is 
shown. The upper figures show Re(co) for n = 1, 2, 3 and the lower figures show Im(co) for n = 1. In 
the asymptotic limit (n —»<» or k  - »  « ), the phase speed of the upper and lower branches approach U 0 
and 0 respectively. As Ap/p0 increases, the magnitude of Im(co) diminishes and all normal modes 
become neutrally stable.
A : Ap/po = 0.7 x 10"3, F x = 5.0, F 2 = 0.77,
B : Ap/p0 = 1.0 x 10“3, F x = 3.5, F 2 = 0.54,
C : Ap/po = 1.3 x 10“3, F i = 2.7, F 2 = 0.41.
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neutrally stable waves with certain dispersion relationship, by liberating available potential energy in 
the presense of gravity and rotation. These baroclinic waves are, therefore, the consequence o f instabil­
ity and can be considered as the Rossby wave modified by the instability.1! The unstable mode 
corresponding to the positive Im(co) occurs for n = l with the unstable solution growing exponentially 
with time (accompanied by the stable mode corresponding to the negative Im((o) with the stable solu­
tion decaying exponentially with time), and all other solutions are neutrally stable. It is found that the 
normal modes corresponding to odd n are the same modes obtained by Phillips (Phillips, 1954; Pedlo­
sky, 1979). Here, it is shown that the set of eigenfunctions has both odd and even normal modes.
If some of the roots of the characteristic equation, Eq. (4.1.6a), are repeated, then these may 
correspond to additional modes. There are four possibilities:
ease l P i= /> 2. P i * 0 .
easel P \=  P2 = 0,
case 3 p x = 0, p 2 *  0,
case4 p 2 = 0, p x #  0.
It is shown in Appendix A, however, that all additional modes correspond to one of those derived in
this section and thus are spurious. Thus, the set of eigenfunctions corresponding to the distinct roots of
the characteristic equation is sufficient to provide all normal modes in the problem.
4.2 The Initial Value Problem -  A Search for a Continuous Eigenmode
The linear solution obtained in the previous section constitutes an infinite set of discrete eigen- 
modes. The completeness of the eigenfunctions, however, has not yet been proved since there may be a 
continuous eigenmode. This possibility can be examined by solving the initial value problem. The 
relevant equations and the boundary conditions are the linear parts of Eqs. (4.1.2a,b,c,d). Substituting 
new variables X = (Aj , and = (Oj , defined by
BO
X ( y , / ,£ ) =  J y ( x ,y ,  O e ^ d x ,  (4.2.1a)
BO
& ( y , p , k )  = j X ( y , t , k ) e ~ p'd t,  (4.2.1b)
into Eqs. (4.1.2a,b,c,d) yields a set of coupled inhomogeneous ODE’s for <Jt>! and 0 2. The equations 
can be arranged so that and <&2 can be separated and as a result, two independent fourth order equa­
tions and associated boundary conditions are obtained,
t  In subsequent chapters, the wave obtained from linear analysis is simply referred to as the baroclinic wave.






^  + rzVl F lV2
P -  ikU0
E<&2 =
d 2V2 
T  + r iy2 ^ 2Vl
p  -  ikU o ’
rf2O a(l) vrfl.ifc)
dy2 p  -  iW o
r f ^ H )  vad.ib)
dy2 p
d 2^ - ! )  _  v i( - l ,  k )  
dy2 p  -  ikU o ’
d 2^ - ! )  v 2( - l ,  *)
dy2 p
E = —j  + (r] + r 2)~ t~2 + r ir 2 -  F \ F i f  
dy* dy1
r 1( k , p )  = - k 2 -
r z ( k ,p )  = - k i - F i  +
pF\ + iifcp 
p  -  ikU0 ’
ik (JJ qF 2 -  P)
vi ( y , k )  =
v2( y , k )  =
-  (k + F  ,)<!>! +




+ F  i4>2













The problem can be solved by means of the Green’s function. First, the Green’s function, G ( y , y 0), 
must be determined by solving the following problem:
d 4G
dyA + (ri + r j ) ^ -  + ( r ,r2 -  F .F ^ G  = 8 (y -  y 0),
with
d 2G<(-1) d 2G>( 1)








t  The operator E  is not self-adjoint because (u , E v) *  ( E h ,  v )  for some u(y)  and v (y) on the manifold defined by the 
boundaiy conditions, Eqs. (4.2.2c,d.ef.g)- It will be shown that this results in the asymmetric Green’s function.
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d 2G < (y 0) (PGJyd d 3G > (y 0) </3G < (y0)
= 1, (4.2.3h,i)dy2 dy2 ’ dy3 dy3
where 8 (y -  yo) is the Dirac delta function, and G>(y) and G<(y) represent the function G (y) over the 
domains y  > y 0 and y  < y o respectively. The characteristic equation corresponding to Eq. (4.2.3a) is
m4 + ( r\  + r 2 )m2 + r i r 2 -  F lF 2 = 0 . (4.2.4)




= '’I " '2  + V fri -  rz)2 + 4 F ,F 2] 2 ,
= ri “  r2 ~  V(ri -  ra)2 + 4F jF 2] 2.
By introducing y> and y< such that
y > = max(y, yo). y< = min(y, y0),
one obtains G(y j>0) such that
^  / s £  f  H V  sinhK  (y> -  y <)]
 ^ ^  sinh2(m;)cosh(m;y<)cosh(m;y>) + cosh2(m,- J s i n h ^ y ^ s i n h ^ y J  1 
hrijQn2 -  m 2)cosh{mj)saih(mj) J
The solution $ ( y , p , k )  to Eqs. (4.2.2a,b) can be constructed from G (y, y0) such that
d*v\ (y0)
® i ( y .P .^ ) =  J^G(y, y 0)
+ ^ 1^ 0) ^ i v 2(y0)
/? -  i l£/0 dy0
d 2® i( l)  rfG(y, 1) _  d * » i( - l)  dG (y , - 1) 
dy2 dy
®2( y , P, k)=  | G ( y , y 0)
-1
d*v2(y0) , s




dy 0p  p - i k U o
d^>2( l)  dG (y,  1) _  d 2^ 2( - l )  dG (y, -1 ) 
dy2 dy dy2 dy
The Fourier coefficient, X(y, t ,  k), is then obtained by the Laplace inversion:
a+too








where a is a real constant such that all singular points of <&epl are located in the left side of the line 
Re(p) = a . t  Since
t  These singular points are, in fact, located on the imaginaty axis, R e(p) = 0; hence 0 < a «  1.
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lim mi = 'Ik.^+Fi+Fz , lim m 2 = k ,  (4.2.10a,b)
p - >  »  oo
dGmi is finite as p  -»  «>, and it follows that G and - r -  are finite as p  - » °°. Then, it can be readily
dy
shown from Eqs. (4.2.8a,b) that p $  is finite as p  -> °°. Thus the integral of Eq. (4.2.9) can be com­
puted as the sum of the residues of <£>ept. (This computation is not needed for this problem however, 
since it will be shown shortly that the normal mode analysis provides all possible solutions.) Also, the 
time dependence of <j> is determined by the poles of d>. Among these poles, those from the Green’s 
function are given by
sinh(2/n;) = 0 ,  mj = 0 ,  m i = m 2 . 0  = 1 .2) (4.2.1 la,b,c)
The second and third poles, Eqs. (4.2.1 lb,c), are repeated roots of Eq. (4.2.4). Other poles are given by
p  =  0 , p  = ikU0. (4.2.12a,b)
It can be shown that p  and k  in Eqs. (4.2.1a,b) correspond to -  <ai and -  k respectively from the nor­
mal mode. Therefore, one finds
mi =  p u m 2 = p 2, (4.2.13a,b)
where p i  and p 2 are given by Eqs. (4.1.6b,c). Hence the poles given by Eq. (4.2.11a) are identical to 
the dispersion relation, Eq. (4.1.9), corresponding to the normal mode. On the other hand, the poles 
given by Eq. (4.2.12a,b) yield (0 = 0 and co = Urfc respectively, and these dispersion relations have to 
be excluded because of their singular nature. It follows from Eqs. (4.2.13a,b) that the poles given by 
Eqs. (4.2.1 lb,c) are also identical to the dispersion relation of the spurious normal modes (given by 
Eqs. a28,29; see Appendix A). Hence, these poles must also be disregarded.
Since these poles constitute all possible modes, there cannot be a continuous spectrum. It is 
observed that a layer model with constant velocity shear such as this model cannot have a continuous 
spectrum. If there was any y -variation of the velocity, U0(y), or z-variation of the velocity, U0(z), then 
these could contribute to the continuous mode as Eqs. (4.2.8a,b) show. This is not a general rule how­
ever; Eady’s model with Uo(z) does not have the continuous mode because its domain is unbounded 
(Eady, 1949; Berger, 1966). In conclusion, the linear solution of the present model is composed of only 
the discrete eigenvalue spectrum; hence the set of discrete eigenmodes is complete.
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Chapter 5. NONLINEAR ANALYSIS
5.1 The Eigenfunction Expansion
In the preceding linear analysis, the complete set of eigenfunctions, {?„(y;coB)}, (with the suffix 
n representing explicitly each eigenmode) was found such that










n ncos— y , (n: odd)
■ n n  , .srn-^-y. (n : even)
(5.1.1c)
( S t  , T<pm ) =  ■ (5.1.2)
Primes denote a dual solution for each n ,  meaning that there are two frequencies, co„ and o)'„, 
corresponding to each x  -wavenumber k  for each n.
Since the operator in Eq. (4.1.4a) is not self-adjoint, the eigenfunctions cannot be orthogonal. However, 
the orthogonality of the set of the eigenfunctions to itself is not essential for the present problem, and it 
will be shown that an alternative form of orthogonality with respect to certain operators, S  and T , is 
required such that
0 , (n * m )
1 , (n = m )
where ( , ) denotes an inner product. In order to establish the orthogonality, the inner product and a 
space to which the inner product is defined must be established. In Appendix B, it is shown that the 
inner product can be formally defined in the Hilbert space.
Following the linear analysis, it is reasonable to assume that the nonlinear solution is periodic in 
the x  direction. The solution is then expandable in a Fourier series with wavenumber ko• Thus the 
problem can be analyzed in terms of Fourier components of the quasi-geostrophic stream function, 
¥ ( * .) '.  0 .  along with the nonlinear interactions between them. The Fourier coefficient, Om(y,t), is
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introduced such that
v(*.y,f,*o) = £) (5.1.3a)
with
(5.1.3b)
where d>m = (Oml, d>m2)r . Equation (5.1.3b) is necessary for \j/ to be real. Substitution of Eq. (5.1.3a) 
into Eqs. (4.1.2a,b,c,d) yields
(Am| -  + Bm)$ )n= 2
o
[ 0  Op2J







3 m( ± i , 0 = 3 ,




2 -  m2k 02 -  F j
dy2
F  i
-  m 2k 02 -  F 2
Bm -  imk0
m 2Uok02 -  p -  m o tT  ~u*F\ 
dy1
0 UoF2 - p
Cpst-p -  fab o ^




-  (m - p f k 02







{ m - p f k f -  t t  _ F i
dy2
- F 2 { m - p f k o 2 -
The Fourier coefficient d>m(y,f) can now be expanded in terms of the basis functions {<t>„(y;co)). Thus
oo
$m (y ,0  = 5 > „ Im(0$„,m0 ’), ( OT=0, ±1, ±2, • • • ±oo ) (5.1.5)
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where <t>B>m = ( <t>(n/n)2 ) • Here (t>n^ ,Cy) represents explicitly each Fourier mode of <t>„(y;co) 
since
^ ( y ;® )  =  s  <t>».«(y)-
It must be noticed that, since d>m = ,
(5.1.6)
(5.1.7)
Furthermore, one can postulate = <pn _m which requires to* = -  5L*; the latter condition is con­
sistent with Eq. (4.1.11a). This yields
a«.«(0 = <Vm(0-







. 0 4W fc
= £  Z  £ a»j.a







D,m-p (»i=0. ±1, ±2 , , ±°o) (5.1.9)
where the resultant boundary conditions, ^n>m( ± 1 ) = (f, are automatically satisfied since m is the 
eigenfunction.
Three important properties of will now be deduced. First, the linear solution corresponding 
to k = 0 has not yet been obtained; therefore ^n 0 is unknown. To obtain it, it should be noted that, 
although Eqs. (4.1.4a,b) corresponding to k = 0 has only a trivial solution, a nontrivial solution exists 
for k -»  ±0 since to -»  0 as k  -»  ±0. We can rewrite Eqs. (4.1.4a,b) for k  -»  ±0,
d 2 P + t/oFi
dy2
3|-*1© W 'o'
d2 P -  UoF2 =
2 dy2 "  jo <t>2 .0.
(5.1.10a)
with
4 > ! ( ± 1 ,  j )  =  < t e ( ± i ,  f )  =  o . (5.1.10b)
Proceeding in the same way as before, the solution is given by Eq. (4.1.12a). The function g and the 
dispersion relation, given previously by Eq. (4.1.12b) and Eq. (4.1.11a) respectively, are now
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/  ® \ 1 
8 k F x
P + ^ T
— — — +( iy ) 2
-®. 77 2
k  ~ Uo
( n= 1 ,2 , • • • ,  oo)
and
where
a ( f f  + b ( ^ )  + c = 0, (5.1.12a)
o = { t y ? l F l + F 2 + ( * £ f ] ,
b = p(F , + FH  -  ( I f  f  [ 2(F2Uo -  |3) +  (t/„( )2 ],




The solutions for toIk are either real or complex (a complex conjugate pair) depending on the stability 
of co at & 0 (whether or not co is complex at ik —> 0). The solutions given by Eqs. (4.1.12a), (5.1.11)
and (5.1.12a) constitute the set
Second, when {^„i0} has a complex conjugate pair, which occurs if coIk in Eq. (5.1.12a) is com­
plex, the real part of the complex conjugate solutions should be taken as an independent solution (since 
&.o should be real). Specifically, only <j>10 and 4zo  can be a complex conjugate pair in the parameter 
range under consideration, and must be replaced by Re( <j?10). Thus the number of the eigenfunctions 
may be reduced by one in this case, and is considered null.
Third, there is another possibility for reducing the number of elements of {^, m) by one. This 
occurs when Eq. (4.1.11a) for co has a repeated root, in other words, when co is critical. For the param­
eter range under consideration, this could occur only for the terms <j>ljm and <j>2,m (m *  0). Then, since 
at! =  ©2, one finds = (j>2im. Thus, when © is critical the set }m * 0 is considered null.
5.2 The Full Dynamical System
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with k  being replaced by m k Q in a! and a 2 given by Eqs. (4.1.4c,d). The differential operator A m in 
Eq. (5.1.9) can be replaced by a non-differential operator n Bjm such that
' - m 2k 02 - F 1 0 n»^n,l 0
X„ jn +
/ 0 1 3 l **
1 Yft/n = §n,m -  (5.2.2)
The operators, Cpjn-p  and D m-p , can also be expressed in terms o f Xy and denoted by 0 Piyim_p 
and z.jjn-p respectively such that
d
C pjn-pfyj/n-p  -  ipko ^  [ ^-jsn-p (m  P f a o ’^  ] § j/n -p  -  ® p jjn -p § jjn -p ' 
^m -p $ j,m -p  =  t(tW ~  P ) k ot (®* ~  P )  h *  ~  ^-jsn-p 1 §j,m -p m a ‘j,m-p§jpn-p  •
where I  is the identity matrix. Hence Eq. (5.1.9) becomes
oo ( I q  oo oo oo
+ a„.m *«$«.»] =  £  J  Yfl*<>aj» -p







  ( m=0, ±1, ±2, • • • , ±00 )
The set m} is not orthogonal to itself, but one can find an operator n ?im such that
0 , (n * q )














8qsn = 8 (  ®(<7, rrtko)), (5.2.5c)
Dqjn = SNjn^Iq jn ,l^N ^t,2  8q jn r W i I T , ^ .  (5.2.5d)
When <j>2i0 is null, then n ^  2 and q #  2 in Eq. (5.2.5a) for m = 0, and f t j  o is replaced by
(5.2.6)
n  i,o,i + n i , 0,2(gi,o) 2
Also, when (j^ , = 0 for some m , m = m 0 (m0 /  0) say, then n *  2 and q *  2 in Eq. (5.2.5a) for 
m = mo, and f l j ^  is replaced by
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n 1l,m0 “
r w  + S l,m0 f>l,m0




n=l p = -  oo n=l j = \
» ^-q/ntyqjn)*
¥q %j,n,m4> 0  4>(n^)2
+ (






M  "J7 «  “7» .
“ y,m-pry,m“p » **qjn'rqjn )'
(5.2.7)
= T<y<iMans« + S  2  lyiJ,n,n,j>anpaJtm.p> ( rn = 0, ±1, ±2, • • ■ , ±po ) (5.2.8a)
(5.2.8b)
(5.2.8c)
The three properties of derived in §5.1 are utilized when computing 79iB m and v9J>m>p. Here, 
Eq. (5.2.8a) for aq<m constitutes an infinite dimensional dynamical system.
5.3 Nonlinear Interaction of Baroclinic Waves
The wave solution to Eqs. (3.2.17a,b) describes a Rossby wave which is a large-scale dispersive 
wave driven by the P-effect. It is known that this wave has some unusual characteristic, namely, cer­
tain linear solutions satisfy the nonlinear equations. For a single-layer model, the nonlinear terms in the 
equations are identically zero if the wavenumber vectors of individual Rossby waves satisfy a certain 
relationship (Pedlosky, 1979). For the present 2-layer instability model, the condition of non-coupling 
may be different and could affect the choices of both the Fourier modes and the eigenmodes when the 
series is truncated. To investigate this interaction problem, the nonlinear solution may be expressed in 
terms of the sum of all linear waves, Eq. (4.1.12a). The idea is that if the solution makes the nonlinear 
terms null, then the solution solves the nonlinear equations as well. Thus let ij; in Eqs. (4.1.2a,b) be
where
V ( * . ) \ 0 = X  E
n=l m = — oo
I K  
l' = 2 n ’
1
8n ,m (W) cos(/„y -  e j e
■'8.
En =
n  1 + ( - 1)"
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Substituting Eq. (5.3.1a) into Eqs. (4.1.2a,b), and introducing dummy variables, n '  and m' ,  the non­
linear terms become
RHS of Eq. (4.1.2a) = j £  £  £  £
n=1 n'=l m'=>-«»
(kmU- ~ k n - l n ) sin[ (/„ + ln’)y + en + e„< ]
+ (kmh' + *m'/„)sin[ ( I n '  -  ln) + eB< -  zn ]J j ( K \ „  -  K \ w )  + F .ig n W  ~  *».«)}. (5.3.2a)
RHS of Eq. (4.1.2b) = {  £  £  £  £  (*„/»' -  k M sin[ (/„ + /„.)y  + eB + eH. ]
n=l n '= l m=-<» /»'=-«> ^
+ ( k m l n >  + ^m'/«)sin[ ( I n '  -  ln)y + V  -  e„ ]N(AT2B,m -  K Z n ' x m ' ) g n „ g n W  + F 2 ( g n ^  -  £Bim)k  (5.3.2b)
where
Kn,n -  K m  I2 = k 2m + l \ , K„w  -  l^B > .l2 = * V  + l 2n;  (5.3.2c,d)
represent the (squared) magnitude of the wavenumber vector for each interacting wave.
While f?nsn x  t?n’,m' = $  and tfB>m = ATb> '  are the conditions of non-interaction for the Rossby 
wave in the single-layer model, these two conditions alone do not suffice to make the nonlinear terms 
null for the baroclinic wave in the 2-layer instability model. From the first bracket of Eqs. (5.3.2a,b), it 
is found that two waves parallel to one of the axes do not interact and from the second bracket, both
^njn ~ Kn'jn’ Qtld 8n,m = Sn'jn’ (5.3.3a,b)
are required for non-interaction. This implies that two waves which satisfy both n=n' and \m\=\m'\ 
are the required candidates. If the waves are neutrally stable then n= n ' and Im \=\m'\ are, in fact, the 
sufficient condition, since
8njn ~8n',±m'- (5.3.4)
If, on the other hand, the waves are both unstable (or both stable, depending on which of the complex 
conjugate pair is chosen), then n = n ' and m - m ’ are the sufficient condition. This is because if m -  -m ' ,  
then
8n/n ~ 8n‘,-m' ~ 8n'jn‘ ^  8n'jn‘‘ (5.3.5)
(Interaction of an unstable wave and a stable wave is considered shortly.) A neutrally stable wave and 
an unstable wave never meet the condition of the non-interaction, since in that case if n= n \  then
Yet another possibility of non-interaction is two frequencies, co and co', corresponding to each y-  
wavenumber n . Although this duality of the solution has not been considered in the above argument, 
no difficulty would arise if both solutions were present This is because the following relation holds
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unconditionally:
gnsti®) *  gn*(&')■ (5.3.6)
Thus the dual solutions can be considered as solutions corresponding to different n ’s and as a result, 
they do interact with each other despite the fact that the condition, n=n' and m = m \  is always satisfied 
both in the neutrally stable case and in the unstable/stable case. Therefore, it is true in principle that 
there exists a  minimum number of waves corresponding to m = l (or m= -1 )  and n = l for the excitation 
of wave-wave interaction. However, for this eigenfunction expansion method, it can be shown that 
these minimum m  and n are not sufficient to excite the interaction. This discrepancy is due to the 
expansion method, and comes from both the fact that the interaction terms of the dual waves of n=1 
drive the waves of n - 2 and do not appear in the equations for the wave of n = l and second, that the 
interaction terms due to m= 0, - 1 ,1  for n=1 (that is, the interaction between the mean flow component 
and a wave, or between waves propagating in different directions) drive the waves of n=  2 and do not 
appear in the equations for the wave of n = l. The waves of n = l, then, are driven by the interaction 
terms between the waves (including the mean flow component) of n=l and those of n=  2 (see Eqs. 
5.5.1a,c). (These findings are based on the nonlinear terms for m=0, ±1 and n= 1, 2 only, and no 
further attempts are made to find a general rule of the coupling.) Thus, if one chooses m=0, ±1 and 
n= 1, then it is not possible to obtain equations which have a nonlinear part. In conclusion, the non­
linear interaction takes place in the present method when at least the first two modes in both n and m
(namely, m=0, ±1 and n = l, 2) are included in the truncated series. This corresponds to the first four
elements of the set for each m in Eq. (5.1.1b).
5.4 The Truncated Dynamical System
Following the preceding analysis, the system Eq. (5.2.8a) is truncated to
0 ' , f l , < 7 ) = l , 2 , 3 , 4 ,
( m , p  ) = -1  , 0  , 1 .
This means that the Fourier coefficients d>m(y,r) become
d> -i0 \0  = fl|-i(/)<i>i-i(y) + a 2,-1 (0^2,-i (y) + « 3,-1 (0^3,-i (y) + a 4,-i(0<t>4,-i(y)> (5.4.1a)
®o(y .0  = ai.o(0?i.o(y) + «2,o(0?2,o(y) + 03,o(O<t>3.o(y) + a 4,o(0?4,o(y). (5.4.1b)
^ i(y .O  = au(0<i>u(y) + fl2,i(0<i>2,i(y) + «3,i(0<t>3,i(y) + a 4,i(0<t>4,i(y). (5.4.ic)
where « 2,o(0 ? 2,o(y) may be absent for the reason described earlier and so may a 2,i(0 ? 2,i(y) and 
fl2,-i(0<i>2,-i(y). As noted previously, aq<n must satisfy
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Oq,o = aq<0, aq> 1 = aq -\,  (5.4.2a,b)
since 5>i = and <j>„ m = <^_m. The amplitude aqjn is then governed by
4 1 4  4
^  S  X  ( iw—/? ~ “ 1 ,0 , 1 )  (5.4.3)
B=1 P = -  1 «=1 7 = 1
where the dot represents -Jj-. Furthermore, if real variables Xj are introduced such that
« i ,o  =  -* i. a l . i  =  * 2  +  «3>  a i , - i  =  * 2 ~  i*3>
a 2,o = *4. a 2,i =  *5 + « 6, aa,-! = x 5 -  ix6,
a  3,o = x j ,  a w  = x s + ix9, a X- \ = x g - i x 9, (5.4.4)
fl4,o =  *io> a 4ii = X n  +  « i 2 .  =  X n  -  i x \ 2,
then Eq. (5.4.3) becomes
*t = E  R i.7*7 + H  SiJ.k*jXk, ( i  = 1 ,2 , ■ ■ • , 1 2 )  (5.4.5)
7-1 7=1 *=1
where R 1(y and S a r e  the linear and the bilinear operator respectively. Some elements of S ,-^  are 
identically zero owing to the selective coupling anj>aj<m.p in Eq. (5.4.3). The operator R(>y is found to 
be of Jordan normal form, that is
D, 0  0  0
0  D2 0  0 
0  0  D3 0
0  0  0  d 4
(5.4.6a)
where
0 0 0 0 0 0
0  = 0 0 0 D ,= 0 -H i
0 0 0 0 111 $»_
(I = 1, 2, 3 ,4 ) (5.4.6b,c)
Thus the eigenvalues of R ; : are
<Tl — (T4  — O 7 — CT10 =  0 ,
<J 2  =  ^ l  +  i ' tll»  ®5 =  ^ 2 + i 1l2» =  ^ 3  +  ill3 >  <*11 =  ^ 4  +  iT |4>
<*3 = CT2, 06 = ®5» = Os, Oi2 = 5i],
(5.4.7)
Stability o f 3? =  ( f
Let us assume that a chosen wavenumber k Q of the Fourier series is the only parameter which 
determines the stability of the solution to Eq. (5.4.5). (This, of course, is not necessarily so and other 
parameters such as F it F 2, P, Uo affect the stability as the linear analysis indicates.) Then, a critical 
value is introduced at which the linear solution becomes unstable. Thus, according to Figure 2, if
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ko < kocr. the linear solution is unstable and if >to > k ^ ,  it is neutrally stable.
It is not difficult to notice that 3? = (J is a solution of Eq. (5.4.5). Yet, it is the only solution one 
can obtain immediately since the elements in R -tj  and S ,-^  vary with the parameters. First, then, this 
solution should be investigated. The stability of the fixed-point solution can be examined in terms of 
the eigenvalues of the matrix R, j .  It can be shown that if the linear solution is neutrally stable, then 
all eigenvalues of R ,j  are pure imaginary, otherwise two complex conjugate pairs of eigenvalues 
appear. A schematic picture of a change in the eigenvalues through the critical point is shown in Fig­
ure 3. This result implies that the stability of 3? = (f can not be determined by the eigenvalues of R,- ,- 
due to the Hartman-Grobman theorem (Guckenheimer and Holmes, 1983). This theorem guarantees the 
existence of a homeomorphism between the nonlinear solution and the linear solution near the fixed 
point if no eigenvalue of R h a s  zero or pure imaginary eigenvalue. Furthermore, Braun (1983) 
proved a theorem which states that if at least one eigenvalue of R, y has a positive real part, then the 
fixed point is not asymptotically stable. This means that a perturbed solution, no matter how small the 
perturbation may be, never returns to the fixed point. Combining the two theorems, 3? = ^  is not 
asymptotically stable if k 0 is in the unstable region, and in other cases the stability can not be deter­
mined.
5.5 The Reduced Dynamical System
The dynamical system, Eq. (5.4.5), has twelve unknowns and, if possible, it is desirable to reduce 
this number. If the system has an invariant subspace in which the solutions stay in the subspace all the 
time, then one could reduce the dimension of the system. To investigate this possibility, all the 
coefficients, R(i/- and S ,-^  , should be computed. One finds, then, that the system has the following 
general form. In the equations below, the notation [ x xx 2 , * 3*4 ], for example, is used to indicate that 
the nonlinear part is a linear combination of XiX2 and Thus, if k0 > kocr then
*1 =  [ * 2 * 9  , * 2*12  . * 3 * 8  . *3*11 , * 5 * 9  . *5*12  . * 6 * 8  . *6*11 1
* 2  =  * ll* 3  +  t  * 1 * 9  . *1*12 • * 3 * 7  . *3*10 . * 4 * 9  » *4*12  . * 6 * 7  . *6*10  ]
* 3  =  -  * ll* 2  +  [ * 1 * 8  . *1*11 . * 2 * 7  . *2*10 . * 4 * 8  . *4*11 . * 5 * 7  . *5*10  3 
* 4  =  [ * 2 * 9  . *2*12  . * 3 * 8  . *3*11 . * 5 * 9  . *5*12  > * 6 * 8  . *6*11 3 
* 5  =  '*12*6 +  [ * 1 * 9  » *1*12 * * 3 * 7  .  *3*10 > * 4 * 9  > *4*12  » * 6 * 7  .  *6*10  3 
* 6  =  ~  *12*5 +  t  * 1 * 8  . *1*11 . * 2 * 7  . *2*10 . * 4 * 8  > *4*11 . * 5 * 7  > *5*10 3
*7 = t * 2*6 . *3*5 3 (5.5.1a)
*8 =  *13*7 +  t  * 1 * 3  . * 1 * 6  . * 3 * 4  . * 4 * 6  3 
* 9  = ~ *13*8 + t * 1 * 2  > * 1 * 5  . * 2 * 4  > * 4*5  3 
* 1 0 =  [ * 2 * 6  .* 3 * 5  3
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A B C
I llmaginaryl I I
(Real I
Figure 3. The eigenvalues of R,-1 and stability of t  = ct
The eigenvalues (T; (/ = 1-12) of R i;- are shown schematically in the (t|, <;)-plane as they cross a criti­
cal point A, B, and C represent neutrally stable, critical, and unstable/stable cases respectively. ct2 and 
05 coalesce at the critical point and bifurcate into two complex conjugate pairs. They coalesce again at 
the origin. The eigenvalues of R c o r r e s p o n d  to the linear dispersion relation (see Figure 2).
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i l l  =  ~  ''14*12 +  [ * 1 * 3  . * 1*6  . * 3 * 4  . * 4 * 6  1 
* 1 2  =  114*11 +  [ * 1 * 2  . *1*5 . * 2 * 4  . * 4 * 5  1.
where x 4 = 0 if the dispersion curve has a critical to. If ko = k ^  then
=  [  * 2 * 9  , * 2*12  • * 3 * 8  . *3*11 ]
* 2  =  11l*3 +  [ * 1 * 9  • *1*1,12 > * 3 * 7  . *3*10 ]
* 3  =  “  1 l * 2  +  [ * 1 * 8  . *1*11 . * 2 * 7  . *2*10 1
*7 = 0
*8 =113*9+ [*1*3 1 (5.5.1b)
* 9  =  “  % * 8  +  [ * 1 * 2  1 
*10  =  0
*11 = 1 1 4 * 1 2 +  [ * 1 * 3  ]
*12  =  “ 114*11 +  [ * 1 * 2  1.
where x 4 = xs  = *6 = 0. If k 0 < iocr then
*1  =  t  * 2 * 8  , * 2 * 9  . *2*11 . * 2 * 1 2  . * 3 * 8  , * 3 * 9  . *3*11 . *3*12  »
*5*8 . * 5 * 9  . *5*11 . * 5 * 1 2  .  * 6 * 8  . * 6 * 9  . *6*11 . *6*12  ]
* 2  =  “  £ l* 2  +  11l*3 +  [ * 1 * 8  » * 1*9  . *1*11 . *1*12  .
*2*7 , *2*10 . * 3 * 7  . * 3 * 1 0  , * 5 * 7  . *5*10  , * 6*7  . *6*10 ]
* 3  =  “  * ll* 2  “  S l* 3  +  [ * 1 * 8  . * 1*9  . *1*11 . *1*12  .
*2*7 . *2*10 . * 3 * 7  . * 3 * 1 0  > * 5 * 7  . *5*10  . *6* 7  . *6*10 1 
* 5  =  “  ^2*5 +  112*6 +  [ * 1 * 8  . *1* 9  - *1*11 > *1*12  .
*2*7 . *2*10 . * 3 * 7  . * 3 * 1 0  , * 5 * 7  . *5*10  . * 6*7  . *6*10  ]
* 6  =  “  112*5 “  $ 0 6  +  t  * 1 * 8  . * 1*9  . *1*11 . *1*12  .
*2*7 > *2*10 . *3*7 . *3*10 > *5*7 . *5*10 > *6*7 » *6*10 1 
* 7  =  [ * 2 * 2  . *3*3 . *5*5 . *6*6 1 (5 .5 .1 c )
* 8  =  H3*9 +  [ * 1*2  . *1*3 • *1*5  . *1*6 1 
X 9 =  -  TI3X8 +  [ *1*2 . *1*3 . *1*5 . *1*6 ]
*1 0  =  [ * 2 * 2  . * 3 * 3  . * 5 * 5  . * 6 * 6  1
*11 =  114*12 +  [ * 1 * 2  » * 1 * 3  . * 1 * 5  . * 1 * 6  1
*12  =  “  114*11 +  [ * 1 * 2  . * 1 * 3  . *1*5  . * 1 * 6  1,
where x 4 = 0 and the following relation holds:
k\ = -  %2 , ill = T|2 ■ (5.5.1d,e)
Then it is found that any solution whose structure is ( 0, x 2, x 3, 0, x 5, x 6, x-j, 0, 0, x 10, 0, 0 )r  stays in 
that space all the time; the zero components can not be excited to non-zero values. This space is the 
subspace of the Hilbert space under consideration (see Appendix B) and spanned by six eigenvectors of 
R itj  corresponding to the eigenvalues ct2, ct3, a 5, a 6, a 7, and <y10. This subspace is, in fact, the invari­
ant center manifold W c if k 0 > k 0cr, and the invariant stable and unstable manifold W 'xW " if
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k 0 < koc,  of the vector space spanned by all eigenvectors o f  R,-^ . The existence o f such invariant 
manifolds in the nonlinear solution space is due to the center manifold theorem for flows (Guckenhei- 
mer and Holmes, 1983). In this case W  is identical to the center eigenspace Ec , and W'xW" is 
identical to the stable and unstable eigenspace E*xEu where E£ and Ef xE“ are spanned by the six 
eigenvectors mentioned above. Thus the system, Eq. (5.4 .5), can be made smaller (and possibly the 
smallest for this problem) by setting x x = x 4 =  x s = x 9 =  x n = x l2  =  0 . As a result, a reduced 6- 
dimensional dynamical system is obtained after being re-written with new variables z,- (i =  1 -6 ) such 
that
( 2 \ , Z2 > z3 » z 4 » z5 » z6 )T -  ( *7 . *10 > *2 . * 3  . *5 . *6 f  • (5-5.2)
Thus, for k 0 > k ^
Zj = Ci ( z4zs -  z3z 6 )
* 2 ~  c 2 (  Z4Z5 ~  Z3Z 6 )
z 3 =  t l lZ 4  “  z \ (  C3Z4 +  C4Z6 )  -  Z2 (  C5Z4 +  C 0 6 )
z 4 =  -  T \ 3 + Zi ( C3Z3 + c 4z5 )  + Z2 ( C6Z3 + C6Z5 ) (5.5.3a)
z 5 =  Tl2z 6 ~ z l (  C 7Z 4 +  C g Z 6 )  -  z2 (c9z4 +  C 10Z 6 )
Z6 = — T]2z 5 +  Z 1 ( C7Z3 + CgZ5 ) + Z2 ( C9Z3 + C10Z5 ),
for k0 = kocr
i  1 =  0  
Z2 = 0
z3 = 'iliZ4 + Z4(& iZ1 + b2z2 ) (5.5.3b)
Z 4  =  - 1 1 l Z 3  - Z 3 ( f > l Z l  + b 2Z2 ),
and for k 0 < kocr
z \ -  d \  ( z 32 + z42 - z 52 -Z 6 2 ) 
z2 = d 2 ( z 32 + z42 -  z52 -  z62 )
Z3 = -  ^ z 3 + T)!Z4 + zi ( d3z 3 + d4z4 + d^z^ + d & 6 ) +  z2 ( d 2z 2 + d gz4 + d ^ s  + djoZg )
Z4 = -  TI1Z3 -  S1Z4 -  zi ( d4z 3 ~  dsz4 + dszs -  d 5z 6 ) -  z2 ( d gz3 -  d7z4 + d i0z s ~  dgz6 ) (5.5.3c)
Z5 = ^tzs +  ThZ6 ~  z i ( dsz2 — d$z4 + d 3z5 -  d4zg ) -  z2 ( d9z3 — d ioz4 + d 2z$ — d gz& )
Zg = — Tl^s + IjiZs -  zj ( dfiZ3 + d3z4 + d4z5 + d 3zg ) -  z2 ( dj0Z3 + d 9z4 + d gZs + d2Zfi ),
where b ’s, c ’s, and d ’s are the constants computed from the inner products, and given
by Eqs. (5.2 .8b,c).
Continuity o f the System at k 0cr
In the limit at ko ->  k0cr, the two systems (k0 > kocr and ko < kocr) become essentially two linear
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systems. Thus as ko -»  kocr< the coefficients of Eqs. (5.5.3a,b,c) change such that C\ -»  0, c 2 ->0,
C4 —> c3, C7 —> C3, Cg —> C3, C5 —> C5, C9 —> C5, Cio~>cs,  dj  —» 0, d 2 —> 0, d 4 -> d 3, ds —» d 3, 
d 6 ~ > d 3, d 8 -»  d 7, d 9 -»  d 7, d 10- » d 7, ^  -> 0 , [ ih  ]*0 ^  —» Tlo> [ ^2  ]*„>*„„.-> tlo. and
[ tli ]*0<*0cr^  "  tlo, where rfo = [ ]*0=*0cr- Thus Eq. (5.5.3a) for k Q > k ^ ,  becomes (as k 0 -> k ^ r)
i \  =  0  
z 2  = 0
Z3 =  ^10*4 “  ( C3Z1 +  C5Z2 X  Z4  +  * 6  )
Z4  =  ~  t l O ^  +  (  C3Z 1 +  C jZ 2  ) (  Z3  +  Zs )
Z s  =  T lo Z e  -  (  c 3 Z !  +  c s z 2 ) (  z 4  +  Z 6 )
Z6 =  -  tloZ5 +  ( C3Z1 +  C5Z2 )( Z3 +  Z5 ),
and Eq. (5.5.3c) for k 0 < k ^ r  becomes (as k 0 -> jfcocr)
z i =  0 
z2 =  0
z 3 =  -  tloz4  +  ( d 3z 1 + d nz 2 )( z 3 +  z 5 )
Z 4 =  II0Z3 +  (  ^ 3 Z l  +  d 7 Z 2  ) (  Z 4 +  Z 6  )
Zs =  -  tloZe -  ( d 3Z! +  d 7z 2  )( z 3 +  z 5 )
Z6 =  tloZ5 -  ( d 3Z! +  d 7Z2 )(  z 4 +  z 6 )•





The solution for the linear systems, Eqs. (5.5.4a,b),t is obtained for k 0 > k ^
Z3 cosp^ sinpit cosp2t sinp2t
Z4 -  sinp^ cosPit -  sinp2t cosp2r
Z5 = «1 cosPit + ct2 sinPif
+  OC3 cosp2r +  0(4 sinp2r
-  sinpjt cosPit -  sinp2t cosp2t
and for k 0 < k ^ ,
Z3 cosp3( -  sinp3t ' - ( 2 - p 4t)sinp3tl (2 -  p4t)cosp3t
z4 sinp3r cosP3f (2 -  p4r)cosp3r (2 -  p4r)sinp3r
Zs = “ 5 -  cosp3r + a « sinp3r
+  (X7 -  p4rsinp3r +  Ctg P4rcosp3r
?*. -  sinp3r -c o s p 3t p4tcosp3t . p4tsinp3t
where a ’s are arbitrary constants and









t  Since z t and z2  are constants, Eqs. (5.5.4a,b) are essentially two linear systems.
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p3 = Ho.
P4 = ~ 2 ( d 3[ 2 ] ],_o + d 7[ z2 ]f=o )• 
The solution of Eq. (5.5.3b) is obtained such that
where a ’s are arbitrary constants and
2 3 cospsr sinPjf
2 4
= 0 ,




P s -  Hi + 21 L=o + ^z\. Zz ]<=o • (5.5.7b)
Thus as k o -* k o c r, the systems for ko>kocr and k 0 < k 0cr do not converge to the system for 
ko = k ^ .  In other words, the system changes from Eq. (5.5.3a) to Eq. (5.5.3c) discontinuously as k 0 
crosses k ^ .  Equation (5.5.6a) shows a finite amplitude oscillation with an infinite frequency and Eq. 
(5.5.6b) shows infinite growth of the amplitude with time, whereas Eq. (5.5.7a) shows a finite amplitude 
oscillation with a finite frequency.
There is an interesting case where the solutions continuously cross the critical point in the com­
plex conjugate sense. It occurs when the initial condition has the form t 0 = ( 0 , 0 , a , b , a , b ) T where 
a and b are arbitrary constants. Then, Eqs. (5.5.3a,b,c) become
2 3  =  1 1 0 2 4 23 =  11024
2 4  =  -  1 1 0 2 3
2 5  =
2 6  =  -1 1 0 2 5 . 2 4  =  “  1)q23>
23 = “ 11024
24 = 1I023
25 = “  TVs
26 = 21o2S.
respectively. Owing to the special form of the initial condition, it can be shown that
(5.5.8a,b,c)
(5.5.9a,b)23 = 25, z4 = z6,
for both ko > kocr (Eq. 5.5.8a) and ko < kocr (Eq. 5.5.8c). The continuity is then achieved because first, 
z5 and z6 merge into z 3 and z4 respectively as k0 -»  k Qcr, in other words, they disappear at the limit 
and second, Eqs. (5.5.8a,b,c) then become identical at k 0 -> kocr provided z3 -> z3 and z4 -  z4 in 
Eq. (5.5.8c).
5.6 The Hamiltonian System and its Stability
According to the preceding investigation, £  = 1$ is not the asymptotically stable solution if 
ko < kocr . and the stability can not be determined by the matrix R ,j  if k 0 £  k 0cr • The same is true 
for £  of the reduced system, Eqs. (5.5.3a,c). So far, however, nothing has been said about the existence 
of a nonzero solution. Such a solution to Eqs. (5.5.3a,c) may not be easily obtained analytically but 
requires numerical integration to find the solution. Although the present study uses only the numerical
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method to obtain solutions of the resultant dynamical system, it is found that there exists a nonlinear
system, it is possible to determine the stability of any solution of the old system although the actual 
solution of the old system can not be obtained from the new system. The transformation, which works 
for both k 0 >: k ^ r  and k 0 < k ^ r  . defines a set of new variables f  such that
y  s = Z3Z5 + Z4Z6
ye = Z4Z5 -  Z3Z6 •
Let the old system be called the z-system and the new system be called the y-system. Since the com­
ponents of t  are the real and the imaginary parts of aq<m defined by Eq. (5.4.4), the y -system is also 
written as
y  1 = fl3,o
72 = «4,o
73 = lfli.ll2
7 4 = law  I2 (5.6.2)
y5 = lfl1.1Ma2.il cos ( Arg[au ] -  A r g y l l )
7s = lfl1.1Mfl2.il sin ( Arg[au ] -  Arg[a2,i] )•
It is crucial to observe in Eq. (5.6.1) or Eq. (5.6.2) that if the y  -system is unstable so is the z-system,
and if the y-system is stable so is the z -system. Here, a stable solution is one which stays in a finite
domain as r -> °° and thus includes asymptotically stable, periodic, quasi-periodic, and even finite non­
periodic solutions. It is not possible, however, to determine all the z ’s from the y ’s since the transfor­
mation is not one-to-one. In fact, as Eq. (5.6.2) shows, one can not obtain the phases of a u  and a^\ ,  
only their difference. Using Eq. (5.6.1), the systems, Eqs. (5.5.3a,b,c), are transformed to:
for k 0 > kocr
transformation by which the system can be transformed into a related integrable system. In this new
71 = z i
72 = z2
73 = z32 + z42
7 4 =  z s2 + z 62 (5.6.1)
72 = eiy6,




[Ci(c3 -  Cg) + C2(C5 -  C io) ]2 + 4(CiC7 + C2C9)(C jC4 + c 2c 6)
(5.6.3c)
(5.6.3d)
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3 3a!
£3 = — 2( "Hi - 112 )[ci(c3 -  C8) + c2(c5 -  Co)] -  T —2 [ c 2(cs ~  Co)(c3 -  c s)2c 2l  2c 2l
+ c ( c 3 -  Cg)2 + 4 c ic4c7 + 2c2(c4c9 + c 6c 7)],
r|i —1\2 a j 2 ,
e4 = -  -  V ^ t n i  -  %  -  2a i (c3 -  c g)] -  x t - [ 3 c (c3 -  c8)2
C 2 2CiC2
«4
+ c2(c3 -  Cg)(c5 -  Co) + 1 2 c c 4c7 + 2c 2(c6c7 + c4c9)] + — [ c ,(c 3 -  c g)
C2
a 3 02
+ C2(Cs -  Co)] + ~ ( c lc4 + C2C ) “  ~ ( c lc 7 + C2C9)>
C2 C2
Es = -  ^  112 [ 2C!04 -  a i2(c3 -  Cg) ] -  ^ - [  4c4c7 + (c3 -  Cg)2 ]
Lc\ 2ci
+ a i t  c4a 3 -  c 7a 2 + 04(0 3 -  c8) ].
The a ’s are constants of integration and are obtained from the initial conditions which yield
c i
«i = [> i -  — y i  ],=o.
Cl
C4 2 Cg 2
<h.= [ y * -  — y\  -  — y i  L=o. c 1 c2
r  ^ 7  o ^ 9  2 ia 3 = t ^4 +  — y\  + — y i  U .Cl c2
r Til -  T|2  C3 - Cg  ,  C5 - C 10 2
0^=  [ y 5 ---------— y i + - ^ - — y i + — 7T— >2 ](=o-c2 2 Cl 2c 2
For k 0 < k^ r ,  introducing a new variable Y  such that
Y = y i  ~  3*4* 
the transformed equations become
Y  = l t 2y i3 +  ^ 3y i2 +  M4y 1 +  | i5,
where
Hi = d u  
2
M-2 =  " r r t  ( d \ d i  +  d g d 7)2 -  ( d \ d g  +  d g d g ) 2  +  ( d \ d $  +  d 2d io ) 2 ]* 
«i
M-3 -  ~ t 2 { (did 3 + d g d n m ^  -  2^i) -  3d9p4(dids + d2d7) + 3diop4(didg + d 2 d\o) ],
d\
M4 = ~t~[ (2d7p4 -  £i)(d7p4 -  ^1) + (d id 3 + ^2^7)(— P42 + p3) -  2d92p42 -  (d\d$ + d2d9) 
“ 1 “ 2
x (— p42 + 2Pi) + 3dio2P42 + -  p42 + 2didfiP2 + 2d2diop2 ]»
d 2  d 2
M-5 = 2 [ + p3)(d7p4 -  $,) -  - ^ ( d , 2 -  d 102) -  2p4(d9p, -  d 10Pa) ],
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with the integration constants, p ’s, given by
Pi = [ y$ + '2^ ' y i2 + ^=° • (5.6.4i)
P2 = [ >6 + ~2j ^ y i 2 + ^=° • (5.6.4j)
Ps = [ y s + y4 -  \ y 2 -  \ y ?  -  y \  L=o, (5.6.4k)
p 4 = [ y 2 - X 7 l ] ‘=0- (5-6 -41)“ 1
The constants, e ’s and |x’s, in the transformed equations depend on the initial condition of the 
new y -system through the a ’s and p ’s respectively. They therefore depend on the initial condition of 
the old z -system. Hence, the stability of any solution of the z -system can be determined from the sta­
bility of the corresponding y  -system. Fortunately, the solution of the y  -system (stable or unstable) can 
be obtained easily since both Eqs. (5.6.3a,b) and Eqs. (5.6.4b,c) are two integrable Hamiltonian systems 
with the Hamiltonians H  i and H 2 given by
H \ ( y z , y 6 ) =  y ^ 2 ~ y y 24 -  y y 23 -  y \ y 22 -  (* o  ^  * o c r)  (5.6.5a)
H 2 ( y i , Y )  = y Y ' - y ^ - y y ^ - y y i 2 - ! ^ . .  (*o < k 0cr) (5.6.5b)
Thus, the trajectory of solutions to Eqs. (5.6.3a,b) and Eqs. (5.6.4b,c) is determined by
f l t (  y2 . y «) = A„ / / 2( y ! , T ) =  A2, (5.6.6a,b)
respectively, where A’s are the constants determined by the initial conditions. The stability of the solu­
tion of the z -system subject to any initial condition can therefore be determined.
Since H  j and H 2 are dependent on the initial conditions, for each initial condition (which deter­
mines the e’s) it is necessary to examine each Hamiltonian. The solution curve then indicates the sta­
bility depending on whether or not it stays in a finite domain. There are three critical points in this 
Hamiltonian system, located in the y 2-axis (for / / j )  and the y r axis (for Hfi,  which are the fixed points 
of Eqs. (5.6.3a,b) and Eqs. (5.6.4b,c) and either saddles or centers (Guckenheimer and Holmes, 1983). 
One of those solution curves corresponding to Eq. (5.6.6a) will be presented in §6.1.
5.7 Numerical Solutions
Numerical Integration
Although the preceding stability analysis can guarantee the existence or the non-existence of a 
nontrivial stable solution, it does not give the solution of the dynamical system. Therefore, direct
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numerical integration techniques must be used to obtain the solutions to Eqs. (5.5.3a,c). For this pur­
pose, the Runge-Kutta fifth and sixth order scheme available in the IMSL as DIVPRK (double preci­
sion) was used to integrate Eqs. (5.5.3a,c). The time-step was adjusted by the scheme in order to keep 
the numerical error proportional to the tolerance specified by the user. The tolerance was set to be of 
order 10-1S for the present computation. Double precision helped ensure that the round-off error (pro­
portional to V/V where N  is the number of operations) remained within acceptable limits.
Periodicity
Periodicity of a dynamical system reflects its fundamental character. A nonlinear dynamical sys­
tem may exhibit a chaotic solution which is aperiodic and never returns its previous point in phase 
space. In other situations, the system may have a quasi-periodic solution whose trajectory may or may 
not repeat depending on the ratio of the periods involved. If the ratio is a rational number then the solu­
tion should return to its initial point and repeat its path. The third possibility is for the system to have a 
simple periodic solution. A useful tool for investigating the periodicity is the modified periodogram, 
I2 (©), defined by
/,(« )  = T -  l !  R(r)e-™,  (5.7.1a)
r=-(W -1)
where R (r) is the auto-covariance function defined by
R (T) = TT 5  ( *• "  * X *.+r -  * ). (5.7.1b)
"  i =i
for a given discrete data set [z,], t = 1, 2 ,... , AT. 7z(co) computes the squared amplitude of each com­
ponent of the finite Fourier series in the frequency domain. The purpose of using the periodogram is to 
find any periodicity in the time series without being concerned with the magnitude of the power spec­
trum. The code used in this study is DPFFT (double precision) which is available in the IMSL.
Another way to examine the periodicity is to compute a norm N( t )  from the solution. This 
method is useful where the whole solution T( t ) rather than an individual component is concerned. Such 
a norm may be computed by
N(  *) =
l
1 6
i  £ U  ( O - z ,  (0 )]2 (5.7.2)
6 £
If the time series N ( t ) repeats a small value (less than the error) at a certain time interval T0, then T0 is 
the period of ?(t).
Yet another way to observe the periodicity, though less quantitative, is to construct a phase por­
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trait where two or three components of the solution are plotted at every time-step in 2- or 3-dimensional 
phase space. This provides a rough idea about the periodicity of each solution. For example, if the 
solution is aperiodic then the path should eventually fill a certain domain of the phase space, while the 
path of a  2-dimensional quasi-periodic solution should look like a torus. In the latter case, the path will 
fill an entire surface of the torus if the ratio of the periods is an irrational number. In this study, the 
periodogram is used to examine the periodicity of the solution obtained by the Runge-Kutta scheme 
whereas the phase portrait is constructed not only to study the periodicity but, more importantly, for the 
investigation of the qualitative character of the solution.
The Computation of Dynamic Quantities
The solution of the z-system determines the coefficients anjn(t) of the eigenfunction expansion 
for 5>m(y, t )  given by Eq. (5.1.5), whereas d>m(y, t )  represents the amplitudes of the truncated Fourier 
series for the quasi-geostrophic stream function, \j/(x, y , t; k 0), given by Eq. (5.1.3a). Thus
\ j / (x,y, f ;*o)  = £  d>m( y , t ) e “ ‘ "  *°* (5.7.3a)
m = -1
= t )  + 2 R e[ ^ ( y ,  t ) e~ l *°1 ] (5.7.3b)
= a3(o(0&.o(y) + a-t.oCO&.oOO
+ 2 R e [  [ a ltl(tJ5»1>1(y) + fl2>i ( ^ 1( y ) ) e " i *°z ] .  (5.7.3c)
Some coefficients, a ] 0 , a 2,o . 03,1. and 54,1, are absent in Eq. (5.7.3c) because the choice of this invari­
ant subspace eliminates some coordinates corresponding to these coefficients.
Various dynamic quantities can be obtained from tjr(x,y, t\  k 0) if the perturbation is concerned, 
and from ? ( x , y , / ;  k0) if the total flow (basic flow + perturbation) is concerned. The perturbation 
component includes:
the velocity 5} = ( v, )T;
. , s t \ k 0) ____
Ui(x,y,  t; k Q)  ------------ —---------  (5.7.4a)
= -  + A y , t ; k ° ) - Y « ( J c . y - A y . i ; ^° ) ] ,  (i = l , 2 )  (5.7.4b)
y ,  t\ k 0)
dx
\|/,(x + Ax, y ,  t; k 0) -  V,(x -  Ax,  y ,  t; k 0) j ,  (5.7.4d)
V i ( x , y , t ;  k 0) = --------------- 1-----  (5.7.4c)
1
2 Ax
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the relative vorticity ;
^ i ( x , y , t \ k 0) = V V i  ( x , y , t ; k 0) (5.7.5a)
= + Ax , y ,  t \ k 0) -  2 \|r,(j:,y , t ; ko) + \|/,(x -  A x .y ,  f; k0) j
+ + A y , / ; * o ) - 2 v / ( x , y , f ;  k0) + \ |/,(x ,y  -  A y , f ; k 0) ] ,  (5.7.5b)
the perturbation available potential energy APE , the perturbation kinetic energy K E , and the total per­
turbation energy E ;
F ] D*  +F £> i  f
 ^  1 [ V2(«Ax, mAy, r; k0)
-  \yi(nAx, m A y ,  t \  k 0) j  , (5.7.6a)
i  2 N M £ ). r  -|
KE(t;  k 0) =  E  2  Z  “ 5 “  [«,-2(»Ax, mAy, t ; k 0) + v. VrAx, mAy, r; k0) J, (5.7.6b)
i=l 11*1 /H—1
E ( t ; k 0) = A P £ (t; k 0) + KE(t; k 0), (5.7.6c)
where the energy is computed for the unit mass and unit area in the domain of N  x M  grid points. The
total flow component includes V,-, and Z,- which correspond to v,-, and £,• in the perturbation 
component respectively, together with the interface displacement ip,
TIC*.?, t; k 0) = ^ - e F 2[ V2( x , y ,  i;  k0) -  ¥ , ( * , > ,  r; *„ ) ] ,  
and the total energy of an x  -averaged total flow, E;
(5.7.7)
£ ( / ;  ko) = 1
M
2N M  m=i E —
w r  w
E  Ut (nAx, m A y ,  i ;  ko)  ^+ •{ E  Ki(«Ax, mAy, r; ko)
«=i I I «=i
£,£»!* + F a P 2* 
Z>
E  [ *P2(»Ax, mAy, i;  k0) -  'F1(nAx, m A y , t ; k 0) ]
n=l
(5.7.8)
Using the characteristic scales introduced previously in Chapter 3, dimensional quantities can be 
obtained as follows.
Vi* = P o f o ' L U ^  , i\* =Dr\  , H** = £7^ , C* = - j f c  . (5.7.9a,b,c,d)
(APE* ,KE* ,E* ,E* )T = U 2( A P E , K E , E , E ) t . (5.7.9c)
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Chapter 6, RESULTS
6.1 Stability of the Dynamical System
The stability of the y  -system considered in §5.6 is determined from the solution curve of the 
Hamiltonian system, Eqs. (5.6.3a,b) and Eqs. (5.6.4b,c). The solution curve is either a loop or an 
unbounded curve which correspond to stable and unstable solutions respectively. The boundary 
between the stable and unstable domains is a special solution known as the separatrix. In Figure 4, the 
contour of the Hamiltonian function, Eq. (5.6.6a), corresponding to the initial condition (y2. y 6)r  = 
(0.1, 0)Tt  is shown to illustrate the preceding statements. There is, however, only one proper Aj which 
corresponds to the initial condition, and there may be several curves corresponding to the Aj. One of 
the curves, which passes through (y2, y 6)T =  (0.1, 0)r , is the solution curve and the solution is stable in 
this case. The stability of the y  -system for any parameter values is determined in this way, that is, by 
constructing a particular Hamiltonian function and observing if it is bounded. The initial conditions for 
this stability test has the form, azo> where a is the arbitrary constant and zq takes all 26 combinations of 
0 and 1, that is, from (0,0,0,0,0,0)T to (1,1,1,1,1,1)T. (A large a was used for this test) As a result, the 
solutions of both Eqs. (5.6.3a,b) and Eqs. (5.6.4b,c) are found to be stable for all k 0 for certain initial 
conditions with various parameter values.
In contrast to the results of the previous paragraph, it is found by direct integration that the sys­
tem of 12 equations, Eq. (5.4.5), has an unstable solution. This prompts one to investigate the possibil­
ity of finding a transformation such as Eq. (5.6.1) for the 12-equation system. However, such a 
transformation seems non-existent Some solutions for the unstable and the "stable" cases are shown in 
Figure 5. Here "stable" means that it is stable up to the point where the computation ends. The 
unstable solution shows a blow-up at t = 26 days whereas the "stable" solution shows a chaotic oscilla­
tion up to t = 1.6 years. It should be noted that the "stable" solution can be obtained instead of the 
unstable one if a smaller initial condition is used, indicating that there exists an initial threshold ampli­
tude for subcritical instability (compare B and C in Figure 5). Although the stability test for the 12-
t  The initial condition of the z-system, Zo =  0 .1 x ( l , l , l , l , l1l) r , is one o f those which correspond to the initial condition 
of the y  -system, (y2. >6)r  =  (0.1, 0)r .







-0.5 0.0 0.5 1.0
y 2
Figure 4. The Hamiltonian function H x(y2, y ^ .
The contour of the Hamiltonian, H x = Ax = -  0.0242, is shown. Three degenerate points are marked by 
a cross. The solution curve is passing through the initial point (y2, y(,)T = (0.1, 0)T (from which 
was determined) and it is bounded. The conditions are : Ap/p0 = 0.7 x 10"3, k n = 3.0.
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Figure 5. The solution of the x  -system (the "stable" case and the unstable case).
Two components, x 2 (solid line) and x 7 (dotted line), of the solution t  to the 12-dimensional dynamical 
system are plotted against time (days). Case B shows a blow-up after 26 days. The condition is : Ap/p0 
= 0.7 x  1(T3.
A : Eq. (5.5.1a), k 0 = 2.0, a = 0.1, "stable",
B : Eq. (5.5.1c), k 0 = 0.8, a =0.1,  unstable,
C : Eq. (5.5.1c), k 0 = 0.8, a = 0.001, "stable".
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A (stretched)
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equation system is far from exhaustive, it indicates that the unstable solution is obtained only for a cer­
tain parameter range in which the linear solution is unstable.
6.2 Structure of the Solution
The Effect of Initial Amplitude
The structure of the solution consists of a periodogram o f the solution and its parametric varia­
tion, along with the shape of the trajectory of the solution in 2-dimensional phase space. To make the 
analysis simple, Ap/p0 is fixed at 0.7 x 10-3 (F{ = 5.0 and F 2 = 0.77) and k 0 is fixed at 0.8, while the 
initial amplitude a is varied (see §3.2 for the parameter values). This setting of k 0 means that, since 
only the first two Fourier components (including the constant component) are being considered, a spatial 
periodicity of the result corresponds to a wave length of L 0 =■ 2nlkQ, which is about 400 km. It also 
means that k 0 < ko<r, and thus ko is in the linearly unstable domain. The initial condition of the system 
is assumed to take its special form azo where z© = ( 1, 1, 1, 1, 1 ,1  )T. The structural variation of the 
solution z* as a function of a is considered here and the variation of the solution with k 0 is considered 
later in this section.
In Figure 6 is shown the solution t  = ( z1( z2, z3, z4, zs, z6 )T obtained by DIVPRK with a = 
0.001, 0.1, 0.124848224 (= a ) , 0.2, and 1.0 where a is the amplitude at which the structural change 
occurs. A common trend of all cases is increased oscillation frequency of the solution with increasing 
a and an intermittent amplification for small a . The structural variation of t  analyzed by the modified 
periodogram is shown in Figure 7 with a =  0.001, 3 , and 1.0. One finds that each solution is com­
posed of a finite number of frequencies, while the important fact is that they are not commensurable as 
will be demonstrated shortly. Also found is that two components of z\ z x and z2, yield similar periodo- 
grams and the rest, z3, z4, Z5, and z 6, yields another similar one. To examine the structure more 
closely, a continuous variation of the periodogram with a , in terms of the variation in frequency peaks, 
is computed for z\  and z3 as a varies from 0.001 to 1.6, and is shown in Figure 8 . A useful criterion 
for the presence (or absence) of the frequency peak is that the frequency is considered present if the 
corresponding power is more than one percent of the maximum power of the periodogram. One finds a 
qualitative change of the periodogram at a = & where the number of the peaks suddenly changes, and a 
complex pattern of the variation emerges for a < 5 .  Since the location of the peaks varies continu­
ously, it is not feasible for the frequencies to be commensurable.
As described previously the phase portrait can be used to examine the quasi-periodicity of the 
solution. This method does not provide a rigorous proof for quasi-periodicity, but strongly supports the
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Figure 6. Variation of the solution z* with initial conditions.
The solution t  to Eq. (5.5.3c) is shown as a function o f the parameter a . All components of t  are 
plotted against time (days). As a decreases the solution displays a pulsation, and a structural change 
occurs at a ~  0.124848224. The conditions are : Ap/p0 = 0.7 x  10-3, k 0 = 0.8 < Jfe0cr.
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Figure 7. Periodogram of the solution t .
(a) Periodograms of all components of t  corresponding to a = 0.001 in Figure 6. The result was 
obtained using N  = 3000 and At = 0.333. The horizontal axis represents frequency, and the 
periodogram is normalized by the maximum power. It is composed of many frequency peaks in 
this case.
(b) The periodograms corresponding to a = a .  The peaks diminish as a -»  a.
(c) The periodograms corresponding to a = 1.0. z l and z2 have only one peak and the rest, z3- z 5, 
have two peaks. The two frequencies are not commensurable.
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Figure 8. Variation of the periodogram of t  as a function of a .
(a) Variation of the periodogram of z x with a in terms of the location of the peaks. The vertical axis 
is frequency and the horizontal axis is a .  A group of dots along a vertical line at each a represents 
a peak in the periodogram corresponding to a . Definition of the peak is such that its power is more 
than one percent of the maximum peak of the periodogram. B and C are magnified versions for A. 
Structural change is found at a = a (= 0.124848224). The conditions are : Ap/p0 = 0.7 x  10-3, 
* o = 0.8 < k 0cr.
(b) Variation of the periodogram for z3 using the same conditions as (a). Fine structure is found in the 
neighborhood of a .
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supposition. Figure 9(a) shows the phase portraits, [zlt z j ,  and [z3, z3] for a = 0.001, a,  1.0 where the 
notation [z, z] is used to specify a phase portrait of z (vertical axis) versus z (horizontal axis). The 
[zb z j  represents a pure periodic motion whereas [z3, z3] represents a quasi-periodic motion for all 
three values of a . Figure 9(b) shows [zb z j  and [z3, z4] each of which is a projection of the trajectory 
of the solution onto the 2-dimensional solution space. The trajectory of [zb  z j  is a line, indicating that 
2 1 and z2 are in phase and that the dimension of the solution space is less than six by at least one. 
Therefore, one can not obtain any information about the periodicity from this phase portrait. On the 
other hand, the trajectory of [z3, z4] exhibits loops and kinks, indicating that there is a phase lag 
between z3 and z4 and that these components are quasi-periodic with more than two periods. If a > a,  
paths of z3 and z4 are on a 3-dimensional torus in (z3, z4, f)-space- In contrast, the phase portrait for 
a < a does not represent a 3-dimensional torus in that space because the solutions are composed of 
more than two frequencies.
If a  > a , the trajectories suggest that the solution has the following form:
that is,
Zj = Oli cos(0)it + Pi), 
z2 = ot2 co s(o v  +  Pz>. 
z 3 = a 3 cos(tt>2f + p3) + ot4 cos((o3t + p4), 
z4 = a 3 sin(a>3r + p3) + 04 s i n ^ f  + p4), 
Z5 =  O s cos((02t +  p5) +  Otfi COS((03l  +  Pg), 
z6 = Os s i n ^ r  + p5) + sin(w3t + p6),
03.0 s  Zi = « i Re [ e ,(tDl' + Pl> ],
0 4.0 s  z2 = 02 Re [ e ‘(t01' + ^  ],
a u ^ z 3 + z4 / = a 3ei(^ +P3) + a 4e ,(<a3, +  W ,
where a ’s, P’s, and to’s are constants, and













The first and the second conditions follow from the fact that the innermost circle of the torus is very 
small compared to the size o f the torus. Equations (6.2.2a,b,c,d) suggest the existence of a simple ana­
lytic form of the solution when a > 5 ,  however it is not clear how this could be determined and has 
not been pursued further.
According to the periodograms and the phase portraits, each component of the solution has vari­
able spectral structure where a many-frequency state changes abruptly to a simple single- or 2-
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Figure 9. Phase portrait of t .
(a) Variation o f the phase portrait [ i b z{] (left column) and [z3, z3] (right column) as a function of a.  
These phase portraits correspond to the respective periodograms in Figure 7. The vertical axis 
represents z,- (i = 1, 3) and the horizontal axis represents z,-. [ij ,  z j  shows a periodic trajectory 
whereas [z3, z3] shows a quasi-periodic trajectory.
(b) Variation o f the phase portrait [zu z j  (left column) and [z3, z4] (right column) as a function of a . 
The [zi, z j  shows a periodic trajectory (in phase) and [z3, z4] shows a quasi-periodic trajectory. 
In the latter, the trajectory for a = 1.0 winds around a torus in (z3, z4, /)-space.
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frequency state as the magnitude of the initial condition increases. As noted earlier, when each com­
ponent of the solution (that is, z\~ z6) has multiple frequencies, the frequencies are not commensurable 
and the component is quasi-periodic. However, the quasi-periodicity of each component of t  is not a 
sufficient condition for the quasi-periodicity of t .  A measure of the recurrence such as the norm N( t )  
defined by Eq. (5.7.2) may be used to find the periodicity of t .  On the other hand, if the quasi­
periodicity of each component is caused by a particular ratio among the frequencies and not by random 
noise, then t  must be quasi-periodic as well. Hence, without computing the norm, one finds that t  is 
quasi-periodic for all a  except for the coincidental case in which all the frequencies of t  are commen­
surable.
The Effect of Wavenwnber
The wavenumber k 0 has a significant effect on the solution of the dynamical system in this study. 
Variation of the solution with is shown in Figure 10(a) where k 0 ranges from 0.5 to 3.5, including 
neighborhoods of k 0 = 1.183 at which the linear solution is critical. The parameter a is fixed to 0.01 
and 0.2 while other parameters, except for k 0, are unchanged. If k Q >  k ^ ,  each solution represents a 
nearly sinusoidal curve where all frequencies, except for the primary one, are strongly damped. Other 
solutions represent many-frequency states, in which the solution is much more irregular. Moreover, as 
k 0 becomes smaller, the solution manifests itself into a sequence of intermittent amplification or a 
sequence of pulsations. As shown previously, changes in the initial amplitude (a = 0.01 and 0.2 in this 
case) affect the number of the frequencies in the solution; that is, fewer frequencies are present for 
a = 0.2. This effect can also be seen in [z3, z4] in Figure 10(b). It should be noted that such an effect 
can not be seen in the results corresponding to k 0 > k 0cr. There is another effect of k 0 on the solution, 
namely, the alteration of the direction of meander propagation at /fc0 = £o<x- This effect is discussed in 
the next section where characteristics of the computed meander are presented.
6.3 Meander Characteristics
The Choice of Parameters
The quasi-geostrophic stream function (\|/, and ¥ ,) ,  the interface displacement (q), the velocity 
(V«,-2 + v,-2 and Vf/,-2 + Vj-2 ), and the relative vorticity (Z,), obtained from Eq. (5.7.3a)-Eq. (5.7.5b) 
and Eq. (5.7.7), are presented in this section for a representative case. It was more instructive to analyze 
this case in some depth, rather than attempting to include the whole range of parameters and initial con­
ditions. Thus the "typical" condition described in §3.2 ( Ap/p0 = l.OxHT3 ) is used as the representa­
tive parameter se t Also later in this section, the initial condition a and wavenumber k 0 are
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Figure 10. Variation of the solution t  as a function of k0 .
(a) The variation of (solid line), z3 (solid line), and z4 (dotted line) against k 0 corresponding to
a = 0.01 (left column) and a = 0.2 (right column). The critical wavenumber in this case is 
kocr = 1.183. The horizontal axis represents time (days) and the condition is : Ap/p0 = 0.7 x  10-3. 
A pulsation occurs if  a and k 0 are small.
(b) Variation of the phase portrait [z3, z4] with k 0 (k0 = 0.8, 1.184, 3.0) corresponding to a = 0.01 
(left column) and a = 0.2 (right column). The vertical axis represents z4 and the horizontal axis
represents z3. A many-frequency state is found if a and k 0 are small, whereas a 2-frequency state
is found if a or k 0 is large.
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chosen so that the computed meander is consistent with observations.
Temporal Variation o f the Interface Displacement
The interface displacement, r|, is computed using the following parameter values:
a = 0.02, 0.05, 0.08,0.2, for k 0 = 0.45,
a = 0.05, 0.08, 0.2,0.4, for k 0 = 1.7,
where the initial condition is t g  =  «  (1,1,1,1,1,1)T. The first set corresponds to &0 <  /fcocr and the second 
to k 0 > kocr where koa- ~  0.4719 for this "typical" condition. The temporal variation of T|(x, y ,  t )  at 
the fixed location, x  =  0, is shown in Figure 11. Comparing the results of different k g ’s  with the same 
initial condition, one finds that the variation of q for k g  =  1.7 is much smaller than the one for 
k Q = 0.45. The basic state with U 0 = 1 m/sec has an interface drop equal to 900 m (D  x At| =  
4500 m x 0.2) over the horizontal distance of 100 km. Thus for the case of the Gulf Stream the inter­
face descends from a depth of 150 m at the Slope Water to a depth of 1050 m at the Sargasso Sea. 
The perturbation modifies this basic state with increasing variability as a increases. It is also found 
that the period of interfacial oscillation decreases as a increases. The variation of wave period with 
amplitude clearly indicates that the motion is the consequence of nonlinearity.
The Computed Meander
Two representative cases are chosen in order to investigate the characteristics of the meander in 
terms of the streamlines, the velocity, and the relative vorticity for each layer and the interface dis­
placement. Thus the parameters, a and k 0, were fixed at 0.02 and 0.45 for k 0 < k ^ ,  and at 0.08 and 
1.7 for kg > kgcr. Figures 12(a)- 12(h) represent the former and Figures 13(a)- 13(h) the latter. Tem­
poral variation of the flow is presented by a sequence of snap-shots with a time-interval of 4 days for 
kg = 0.45 and 1 day for kg = 1.7. The contour plots for the streamlines and the interface displacement 
are drawn in a domain of the (x , y  )-plane of width (north-south extent) 100 km and length (east-west 
extent) l idkg  (700 km for k 0 = 0.45 and 185 km for kg = 1.7). The contour plots for the velocity and 
the relative vorticity are drawn in the same plane except that the plane is 10 percent smaller in length 
due to the method used to compute these quantities (see Eqs. 5.7.4b,d and Eq. 5.7.5b). A fundamental 
difference in the results for the two wavenumbers is the direction of wave propagation. The waves for 
kg = 0.45 (< kgcr) propagate westward, while those for kg = 1.7 (> kgcr) propagate eastward. (This is 
true for the waves in both layers.) The critical wave length corresponding to kgcr is 665 km. The fol­
lowing is a summary of the characteristics of the computed meander.
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Figure 11. Temporal variation of the interface displacement ij.
(a) The temporal variation of T| at *=0 for k 0 = 0.45 corresponding to four different a ’s. The vertical
axis represents north-south distance in dimensionless units and the horizontal axis represents time
(days). The contour interval is 0.02 and the condition is : Ap/p0 = 1.0 x  10~3. A pulsation is 
found for small a .
(b) The temporal variation of at x=0 for k 0 = 1.7 corresponding to four different a ’s. The condi­
tions are the same as (a). Interface variations for small a are less than those in (a), but this does
not reflect less fluid motion since both layers are active.
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Figure 12. The computed m eander for k 0 =  0.4S and a = 0.02.
(a) Temporal evolution of the upper-layer stream function 4^ from t = 0 days (top left) to / = 60 days 
(bottom right). Time elapses downward with a 4-day interval, and the contour interval is 0.2. 
While the flow is eastward except in the region of eddies, the phase propagates westward with a 
pulsation. The condition is : Ap/p0 = 1.0 x  10-3.
(b) The upper-layer stream function 1^ .  The contour interval is 0.2 for t = 24- 36 days, and 0.1 for the 
rest.
(c) The lower-layer stream function 4*2 (=¥2)- The contour interval is 0.1 for t = 1 2 -4 8  days, and 
0.05 for the rest A westward flow is found if eddies are weak.
(d) The interface displacement tj. The contour interval is 0.03. q is proportional to 4*2 -  %  (see Eq. 
3 .2 .18).
(e) The upper-layer velocity ^jU f  + Vj2. Contours are at 0, 0.1, 0.5, 1,1 .2 , 1.5, 2, and 3. The max­
imum velocity is more than 2U = 2 m/sec.
(f) The lower-layer velocity ^ U 2 + V 2 ( = ~Ju2 + v22 ). The contour interval is the same as (e). The 
maximum velocity is more than U = 1 m/sec.
(g) The upper-layer relative vorticity Z\ .  The contour interval is 1.0 with the additional contour 
values, 0.5 and 1.5.
(h) The lower-layer relative vorticity Z2 ( = £2 ). The contour interval is the same as (g). The contour 
of Z2 roughly follows the contour of 4 ^  since Z2 dominates the potential vorticity balance (see 
text).
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Figure 12(b)
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Figure 13. The computed meander for ko =  1.7 and a -  0.08.
(a) Temporal evolution of the upper-layer stream function 'Fj from t = 0 days (top left) to t  = 15 days
(bottom right). Time elapses downward with a 1-day interval, while the contour interval is 0.2. 
The flow is eastward, and the phase propagates eastward with a vacillation. The condition is : 
Ap/po = 1.0 x  10’3.
(b) The upper-layer stream function ^  with a contour interval of 0.1.
(c) The lower-layer stream function ( =  \jr2 ) with a contour interval of 0.1. A westward flow is
found at all times, and a roughly uniform eddy field propagates eastward.
(d) The interface displacement ti with a contour interval of 0.03. Variation of t] is very small com­
pared to that of k 0 = 0.45.
(e) The upper-layer velocity V f/i2 + V 2- Contours are at 0, 0.1, 0.5, 1, 1.2, 1.5, 2, and 3. The max­
imum velocity is more than 2U - 2  m/sec.
(f) The lower-layer velocity ^ U 22 + V2 ( =  V«22 + v 2 ) using the same contours as (e). The max­
imum velocity is more than U = 1 m/sec.
(g) The upper-layer relative vorticity Z\.  The contour interval is 1.0 with the additional contour 
values, 0.5 and 1.5.
(h) The lower-layer relative vorticity Z2 ( =  t,2 ) using the same contours as (g). The contour of Z 2 
roughly follows the contour of T*2 as in the case of k 0 = 0.45.
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Figure 13(c)
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(a) The streamline ^  and \|f,- (Figures 12a,b,c and 13a,b,c)
For k 0 = 0.45, the meanders in both layers pulsate with a characteristic period. The growth rate 
of the upper-layer meander is about 2.5 km/day, although the meander decays at the same rate immedi­
ately after the amplification. The phase speed in the upper layer is about 30 km/day (westward) as 
estimated from the figures of Yi, whereas Y2 ( -  ^ 2) in the lower layer shows a more variable phase 
speed of 20- 40 km/day (westward). As a consequence, the phase lag between the layers varies con­
tinuously, and this phase shift exacdy corresponds to the growth and decay of the meander (see Figure 
15). Also found is a  westward flow in the lower layer as a part of the eddy structure. This flow is 
located between the eddies and only present when they are weak.
For k 0 = 1.7, the meander in the upper layer has a smaller amplitude, but a more rapid growth 
rate (about 5 km/day). The wave in the upper layer propagates eastward at 30- 40 km/day while in the 
lower layer it propagates at a constant speed of about 35 km/day (eastward). Lower-layer eddies have 
very small variations in strength compared to those in the upper layer. The phase shift, again, 
corresponds to the growth and decay of the meander. The Y2 also shows a westward flow, but unlike 
the one in the case of k 0 = 0.45, this flow is always present.
(b) The interface displacement, T| (Figures 12d and 13d)
Since the variation of the interface depends on the difference between X¥ 1 and 4*2, the character of 
this variation is essentially similar to that of the stream function. However, since both layers are active, 
some characteristics of the interface can deviate from those of the stream function due to the phase lag 
between the layers. For k$ = 0.45, neither a local maximum nor a local minimum of the interface are 
formed even though counterclockwise and clockwise eddies are clearly formed in both layers. For 
k 0 =  1.7, there appears very little variation of the interface despite active motions in both layers.
(c) The velocity Vf/;2 + V)2 (Figures 12e,f and 13e,f)
For both k 0 =  0.45 and ko = 1.7, the maximum velocity reaches about 2 m/sec in the upper layer 
and about 1 m/sec in the lower layer. The strength of the velocity field in the lower layer is generally 
about 10- 25 percent of that in the upper layer for k 0 = 0.45 and about 50 percent for k 0 = 1.7.
(d) The relative vorticity Z,- (Figures 12g,h and 13g,h)
As one might expect, the positive (negative) relative vorticity is found where the perturbation 
flow rotates counterclockwise (clockwise), since the basic flow is free of the horizontal shear and does 
not contribute to the relative vorticity. The streamlines, however, do not coincide with contours of the 
relative vorticity, for it is potential vorticity that is conserved along the streamline. Nevertheless, the
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4*2 contour in the lower layer follows roughly the contour of the relative vorticity especially when the 
eddies are strong, while the 4^ in the upper layer does not follow the relative vorticity. This is due, in 
part, to the different thickness of each layer (D* ID 2 ~ 0.15). In particular, the role of the interface 
variation in changing the layer thickness (and thus potential vorticity) is less significant in the lower 
layer than in the upper layer. As a consequence, the conservation of the potential vorticity in the lower 
layer is roughly equivalent to the conservation of the relative vorticity alone, while in the upper layer it 
is almost equivalent to conservation of layer depth. In fact, the variations of the relative vorticity, the 
ambient vorticity (the P-effcct), and water-column stretching are 0 (1 ), 0(0.1), and 0(0 .1) respectively 
in the lower layer, and 0 (1 ), 0(0.1), and 0 (1 ) respectively in the upper layer. Furthermore, the inter­
nal Rossby deformation radius Rj of the lower layer is larger than the length scale L  (L//?,- = 0.74) 
meaning that the relative vorticity is more important than the water-column stretching in the vorticity 
dynamics, while the opposite is true in the upper layer where the ratio is L//?f= 1.9 (see Eq. 3.2.13a and 
Eqs. 3.2.15a,c).
The Solution near the Critical Wavenumber
Since meanders propagate in different directions depending on whether ko > jfcocr or < £ocr. the 
solution of the dynamical system near the critical point needs to be examined in more detail. For this 
purpose we use Ap/p0 = 0.85 x  10-3 and z*0 = 0 .0 5 x (l,l ,l ,l ,l ,l)T giving a critical wavenumber in the 
range of 0.832842 < kocr < 0.832843. As ko -* kocr, amplitudes of some components of the solution t  
become very large and, in general, each solution (for k 0 < kocr and for k 0 > kocr) does not converge to 
the solution for k 0 = k ^  (see §5.5). Thus a structural change in the solution occurs at k 0 = k ^  (see 
Figure 14a). Figure 14(b) shows [z3, z4] corresponding to Figure 14(a), and Figure 14(c) shows the 
variation of the periodogram as a function of k 0. It is clear from these results that the different phase 
propagation is due to an abrupt change in the spectral structure at k 0 = k ^ .  How this acts to alter the 
phase propagation is not clear.
Figure 14(d) shows the development of the stream function 4<1 from t = 5 days to f = 12 days on 
either side of kocr- This illustrates marked alterations in the phase propagation. It is also noteworthy 
that the phase speed decreases as the meander grows and that despite the singular nature of the solution 
of the z -system at k Q ~ k 0cr, resultant flows arc unaffected by the near singularity and show dynami­
cally realistic patterns.
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Figure 14. The solution z* near the critical point kocr.
(a) The solution t  obtained in the neighborhood of k Q = k ^ .  z3 and z4 are plotted by solid lines and 
the rest by dotted lines against time (days). The upper figure corresponds to fe0 > «•> and the 
lower figure corresponds to k 0 < k <*,.. The solution is singular at k 0 = k ^ .  The conditions are : 
Ap/po = 0.85 X 10"3, a = 0.05.
(b) The phase portrait [z3, z4] corresponding to (a). The spectral structure clearly changes at 
ko = kocr ■ Both figures correspond to the many-firequency state (see (c) below).
(c) Variation of the periodogram with ko in terms of the location of the peaks. The periodogram was 
obtained using N  = 3000 and At = 0.333 with the same conditions as (a). A pattern changes 
discontinuously at k 0 = k ^  0.832842). Fine structure for small k 0 can not be seen clearly in 
this figure.
(d) Temporal evolution of 'Fj near k 0 = k ^  from t = 5 days (top) to t = 12 days (bottom) with a 1- 
day interval. The conditions are the same as (a), while the contour interval is 0.3. The left column 
are the results for k 0 = 0.832842 (westward propagation) and the right column are the results for 
k 0 = 0.832843 (eastward propagation). Meanders in the former case show a strong pulsation.
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In the linear theory, energy transfer due to baioclinic instability appears as a phase lag between 
the layers. The phase lag is also present in the nonlinear solution as seen in the temporal sequences of 
\j/j and Mf2 (see Figures 15a,b). For k0 = 0.45, where the wave propagates westward, the upper-layer 
wave propagates ahead of the lower-layer wave as the wave grows, then lags behind as the wave 
decays. For k0 = 1.7, where the wave propagates eastward, the upper-layer wave lags the lower-layer 
as the wave grows, then propagates ahead as the wave decays. This phase lag is related to either baroc- 
linic instability or interaction of the Fourier components, or both, while in the linear theory the phase 
lag is related to the instability alone.
The Energy Partition
The total energy per unit mass is the energy of the total flow (basic flow + perturbation) whereas 
the total perturbation energy is composed of a mean flow component (k  = 0) and a wave component 
(k =  k0). The mean flow component corresponds to a part of nonlinear corrections to the basic flow due 
to the perturbation.t Temporal variation of these components represents energy partition during the 
growth and decay of the perturbation (see Figure 16a). For k0 = 0.45, the correction to the basic flow 
is negligible compared to the wave component, however both their local maxima occur at the maximum 
amplitude of the meander. For k0 = 1.7, the local maxima of the correction component coincide with 
the local minima of the wave component However, the energy levels of the APE (available potential 
energy) are much smaller than those of the KE (kinetic energy); the variation of the KE of the wave 
component has the largest amplitude and dominates over other components. This small variation of the 
correction component compared to the wave component for k0 = 1.7 does not indicate a violation of the 
energy conservation as explained in a footnote by using the energy N (^ M), whereas it leads to an 
inconsistent energy balance for k0 = 0.45 because of the smallness of the whole correction part, as dis­
cussed in the next paragraph.
The Energy Balance
The total perturbation energy E ( t , k 0) and the x -averaged total energy E ( t , k 0), obtained by Eqs. 
(5.7.6a,b,c) and Eq. (5.7.8), are compared in Figure 16(b) in order to check the energy conservation of 
the total flow. Deviations from energy conservation should represent the energy lost or gained during
t  It is only a pan; for, let N (^m ) ^  thc energy of the mean flow where N  is a nonlinear operator and is the mean 
flow component of the total stream function ? .  Then N ( ? w ) = N ( ? 0 +  Vt=o) =  N (?o) + N(V*=o) + N'OPo, V*=o) 
where 'Pq and Vk=o are the basic flow and the mean component o f the perturbation respectively, while N ' is another 
nonlinear operator. Thus, the correction is N(t|/i=0) + N '( ? 0, and not N(\jrt=0) alone.
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Figure 15. The phase lag.
(a) The phase shift between xj/j (in column A) and y 2 (in column B) for k 0 = 0.45. Temporal 
sequences (t = 9- 53 days) of these perturbation stream functions are compared to show the phase 
difference between the two layers. A vertical line indicates location of the maximum value of the 
contour and can be used to identify a point of fixed phase as the flow pattern propagates westward 
(to the left). Conditions are "typical" and a = 0.02.
(b) The phase shift between \j/i (in column A) and ^  (in column B) for ko = 1.7 and / = 7 -17  days. 
The conditions are "typical" and a = 0.08. The flow pattern propagates eastward (to the right).
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Figure 15(b)
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Figure 16. Temporal variation of the computed energy (APE, K E ,  E ,  and E  ).
(a) The temporal variation of the APE and KE for it = 0  and k  = k 0. A corresponds to ko = 0.45 and 
B corresponds to k 0 = 1.7. The energy was computed on 40 x  40 grid points over the domain
2tc
(2L x — ). The abscissa represents time (days) and the ordinate represents dimensionless energy 
k  o
per unit mass. Conditions are "typical" and
a =  0.02 for k 0 = 0.45, 
a = 0.08 for k 0 =  1.7.
(b) The temporal variation of the E  and E  for k 0 =  0.45 and k 0 = 1.7. A corresponds to Jt0 = 0.45 
and B corresponds to ko = 1.7. Conditions are the same as (a). The linear growth rate is shown 
for the perturbation in A for comparison. The linear growth is given by E ( t , ko)e2‘°i' = 
E (0, O.45)e2x0 011' where co, is the positive imaginary part of the complex frequency (0 correspond­
ing to k 0 = 0.45.
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the truncation of the dynamical system which corresponds to the original energy conserving equations 
(see §5.4). The result shows that the balance is qualitatively consistent, that is, an increase (decrease) 
in E  corresponds to a decrease (increase) in E .  However, quantitatively, there is a significant energy 
imbalance for k0 = 0.45 (but not for k 0 = 1.7). Thus, the truncated system gives an accurate solution 
for ko -  1.7, while the solution for k 0 =  0.45 may not be accurate and should be regarded cautiously.
It is found that E ,  the total perturbation energy, always stays below the initial level for k 0 = 1.7 
whereas it stays always above its initial level for k 0 = 0.45. Since the linear solution is neutrally stable 
for k 0 = 1.7 and unstable for k 0 =  0.45, the result could indicate that the variation of E  for k 0 = 1.7 is 
due to the nonlinear interaction among the Fourier components and the basic flow, while for ko = 0.45, 
it is due to both the baroclinic instability and the nonlinear interaction. It is important to keep in mind, 
however, that these results represent only a few points in parameter space and the above conjecture may 
be modified when different parameters, such as a large initial disturbance, are used.
Also shown in Figure 16(b) is the linear growth curve of the perturbation energy corresponding to 
k  = 0.45. This can be used to compare the linear growth prediction with the nonlinear growth of the 
disturbance. The effects of nonlinearity are to first increase the growth rate beyond the linear rate, and 
then to constrain the growth leading eventually to decay of the amplitude to its initial level.
6.5 Sensitivity of the Solution to Initial Conditions
Sensitivity of the numerically integrated solution to the initial condition can be determined by 
examining solutions obtained using five different accuracies. The accuracy of the integration can be 
specified by the user in terms of the "tolerance" (defined in DIVPRK). Tolerances of 10-7, KT10,1 0 -12, 
1(T14, and 1(T15 were considered. The results for three cases (tolerances of 1(T7, KT10, 10-15) are com­
pared in Figure 17. One finds that an error of <9 (10-7) at every time step creates a significant difference 
in the final solution from those computed with errors of 0 (1 (T 10) or O (1(T15). Closer examination 
reveals that even tolerances of 1(T10 or 10-12 are not sufficient. In fact, the solution is very sensitive to 
the initial condition; differences in solutions with tolerances of 1(T10, 1(T12, and 10-14 from that with a 
tolerance of 10-15 occur in the first, third, and sixth decimal places respectively. These results 
correspond to t ~ 550 (non-dimensional unit) and clearly the differences become larger as f increases. 
The sensitive nature of the dynamical system can create significant uncertainties in the solution and lead 
to an important consequence to be discussed in §7.4.
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Figure 17. Sensitivity to initial conditions.
The solution t  obtained using three different tolerances (10-7, 10-10, 1(T15) as a function of non- 
dimensional time. Comparison between 1(T7 and 10-10 in A shows a clear influence of the error of 
0  (10-7). Comparison between 10-10 and 10-15 in B shows little difference. However, some differences 
can be found if the numbers are compared. The conditions are : Ap/p0 = 0.7 x  10-3, k 0 = 0.8, 
a = 0.00001.
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Chapter 7. DISCUSSION AND SUMMARY
7.1 The Method
The Galilean Transformation
One of the fundamental conditions in this model is that the basic flow in the lower layer is inert 
(f72 = 0)- Is this model equivalent to the one with a constant basic flow in the lower layer such that 
Ui -  U2 = U0 1 The answer is "No", because a Galilean transformation does not work. A frame of 
reference of this model is not inertial due to the rotation of Earth. The choice of U2 = 0 can be made, 
in a sense, not by observational facts, but by the lack of convincing data for the deep water. The obser­
vation by Luyten (1978), for example, shows a burst-like irregular eddy field in the bottom water under 
the Gulf Stream indicating that the velocity is not a constant neither in magnitude nor in direction there. 
In fact, one might argue as well that the "basic flow" can be zero in the lower layer since in reality the 
"basic flow" is not known.
The Linear Solution for  jt —> 0
The linear solution corresponding to k  = 0 was necessary to expand the constant Fourier- 
coefficient in the eigenfunction expansion. However, since the linear problem for k -  0 has only a 
trivial solution, the solution corresponding to k  = 0 was obtained by solving the linear problem 
corresponding to the limit k  -> 0. Since <E>m = 5_m, the resultant unstable solution (either of the com­
plex conjugate pair corresponding to n = 1) has a different limit depending on whether k  -»  + 0 or 
k  -  0 in such a way that one of the limits is the complex conjugate of the other. Thus the real part 
of the limits must be taken as the solution, since d>0 = ?o- This makes sense in much the same way as 
the Dirichlet’s theorem in the Fourier series in that a series converges to a mean value of an original 
function at a discontinuity. As a consequence, a single real solution is obtained from two unstable solu­
tions for each n as k  -»  ± 0. (Hence the number of the terms in the expansion corresponding to m = 0 
is reduced by one.) On the other hand, a stable solution (either of two real solutions for each n )  has a 
same (real) limit for both k  -»  + 0 and k  - » -  0, and each solution has its own limit different from the 
other. (So, there is no need to reduce the number of the terms in the expansion.)
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The Orthogonal Function Set
The use of a set of complete functions is the basis of this study. Although any such set may be a 
candidate, the choice depends on the problem. For the present problem, the eigenfunction set is most 
preferred. This can be shown as follows. Suppose the solution be expanded in a form £  a«(0?*(y) 
where {$„(y)} is a complete function set in the Hilbert space. Then, after substitution into the original 
equations, one must find an orthogonal function set against {Am^ B(y)) where Am is a differential 
operator such as the one in Eq. (5.1.9). Now, such a set may be easily found by inspection provided 
<t>„(y) is the eigenfunction. This is because A m can be replaced with a constant matrix operator such as 
n n m in Eq. (5.2.2). It can then be seen that the resultant set {IIBim^ n(y)) is simpler, yielding readily 
an operator f t ? m such that { n ?im(j>?(y)} is orthogonal to {IIn>m^ n O’)}-
Had the problem been such that its solution was a scalar valued scalar function £a„(f)<l>«Cy) 
instead of a vector valued scalar function £  a„(r)<t>„(>0, the set of eigenfunctions would be a  powerful 
choice since the orthogonality against the adjoint function set can be fully utilized in order to obtain a 
dynamical system (Nayfeh, 1973). On the other hand, for some problems, one may obtain a matrix 
form of the dynamical system ([ an m ] = / „ )  if an orthogonal set against {Am<j>„(y)} cannot be found. 
In that case, {<j)„} can be any complete set for the problem such as the orthogonal eigenfunction set of a 
related eigenvalue problem used by Grosch and Salwen (1968) to solve the time-dependent Orr- 
Sommerfeld equation.
Truncation
The expanded series can be truncated in two ways in this study; it can be truncated first, by the x  
wavenumber at m  =  ±1 (thus m  = -1 , 0, 1) and for the y  wavenumber at n = 4 (thus n = 1, 2, 3 ,4) 
and second, another truncation can be made when the only solutions embedded in the invariant mani­
fold are chosen, keeping the terms of n = 1 ,2  for m  = ±1 and n = 3 ,4  for m  = 0. This severe trunca­
tion should always be remembered in interpreting the results. One must concede that complexity 
involved in deriving the dynamical system and solving it analytically becomes overwhelming as the 
number of the terms increases. This represents a contrast to the spectral method in numerical analysis in 
which hundreds of terms in the expansion may be seriously considered. Should one increase the 
number of the terms in this analysis it will be necessary to have a computer aid such as MACSYMA. 
The second part of truncation might raise a question since lower order terms in n (thus n = 1, 2) are 
neglected in the expansion corresponding to m  = 0. However, since the use of the invariant manifold 
results in this unusual selection of the terms, this truncated series represents a possible combination of 
the components of the solution due to a special form of the initial condition, in that the first two
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components in the y  -axis for m = 0 are null throughout temporal evolutions of other components. 
Although one should not belittle the neglected terms, it must be noted that truncation is not made arbi­
trary but by mathematical reasoning.
The Eigenfunction Expansion Method versus Perturbation Methods
The eigenfunction expansion method applied to the quasi-geostrophic equations differs from the 
perturbation method in several ways. In the perturbation method, a higher order solution is obtained 
successively by solving ODE’s at each order, and the correction to the basic state to each order can be 
obtained at each step and added to the ODE’s of the next order as a driving term. Since the higher 
order terms become increasingly small, one can expect a good approximate solution using the first 
several terms of the expansion. This is the basic idea used by Phillips, Saltzman, Pedlosky, and others 
to attack the nonlinear stability problem. The method successfully provides a detailed and subtle non­
linear mechanism which cannot be obtained by the finite difference method. At the same time, how­
ever, the higher order solutions would not be obtained in reality due to, perhaps, the complication of the 
analysis. In the eigenfunction expansion method, there is no need for a small parameter and the solu­
tion is expanded in terms of eigenfunctions (in the y -axis, say) corresponding to a set of denumerable 
eigenvalues of the problem. If in addition the solution is expanded in a Fourier series in the x-axis, 
then in this way all wavenumber components are intrinsically present in the equations, allowing interac­
tion between the components to occur. The constant term of the Fourier expansion, multiplied by an 
amplitude function and the eigenfunction, corresponds to the correction to the basic state. It is neces­
sary to assume (or prove) that higher order terms in both x  and y  wavenumbers are smaller than lower 
order terms in order to obtain a valid finite-dimensional system; it is assumed so in this study. The 
problem is then reduced to the final form, a dynamical system. As seen clearly, the format of this 
method is simple compared to the perturbation method and a detailed solution can be obtained in prin­
ciple by increasing the number of the terms in the expansion, provided the resultant dynamical system 
is solvable. While it is not difficult to integrate a dynamical system numerically using a set of fixed 
parameters, it is a challenging task to investigate the structure of the solution.t Yet, taking advantage of 
progress in the dynamical system theory, the method of the present study can be expected to provide 
useful and unique information about nonlinear solutions in problems of geophysical fluid dynamics.
t  Lorenz (1980) analyzed the topological shapes of attractors due to  the variation o f a parameter and conjectured pro­
phetically that a global circulation model with 100,000 unknowns would produce the several hundred dimensional at­
tractor. He analyzed the attractors of only three dimension.
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7.2 The Linear Solution
Formal solution methods for the linear stability problem yield a complete set o f discrete modes, 
including the odd eigenfunctions which are absent in Phillips’ solution (Phillips, 1954; Pedlosky, 1979). 
The methods also suggest possible other discrete modes corresponding to repeated roots of the charac­
teristic equation of the ODE’s, however these are found to be spurious solutions indistinguishable from 
the ordinary solutions. The Fourier-Laplace transform method also indicates that a continuous spectrum 
is null for the present 2-layer model. The reason for this lies in the discrete nature of the basic velocity 
profile (vertically and horizontally). Thus, the set o f the eigenfunctions is complete with only the 
discrete spectrum.
Using this linear solution, the interaction of plane baroclinic waves was analyzed. While the 
sufficient condition of interaction of the plane Rossby waves within a single layer has been previously 
determined (Pedlosky, 1979), the geometrical relation between wavenumber vectors for interaction in 
the 2-layer instability model is found to be quite different First, it has been shown that a neutrally 
stable wave and an unstable wave interact regardless of their geometrical relation. Second, waves paral­
lel to each other interact if their frequencies are different. Although the information on the baroclinic 
wave interaction is valuable in determining a minimum number of terms for the truncated series, the 
method in this study requires more terms in the expansion for the interaction to take place. As seen in 
Eqs. (5.5.la,c), this is because the interactions of lower order waves { x \-x £  do not excite themselves 
but excite only higher order waves (X7-X 12), while the excitations of these lower order waves need a 
coupling of a lower order wave with a higher order wave. (The interactions of the higher order waves 
(X7-X 12) do not excite themselves either.) Therefore, unless certain number of the higher-order waves 
are included, the nonlinear interaction never takes place in the truncated system. As a result, 12 linear 
waves including the mean flow components must be present in this study (m = -1 , 0 ,1  and n = 1, 2, 3,
4), and this is due to the solution method of the nonlinear problem and is not inconsistent with the 
preceding results of the baroclinic wave coupling.
7.3 The Nonlinear Solution
A major objective of this study was to show that a nonlinear solution can be expressed in terms 
of a truncated series of basis functions and that this solution is capable of representing the fundamental 
properties of the exact solution (corresponding to the complete set of the basis functions). This has 
been achieved using the eigenfunction expansion method and solving the resultant dynamical system. 
The stability analysis for the dynamical system assures that the nonlinear solution remains finite.
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Truncation leads to a dramatic simplification, with the infinite unknowns of full problem reduced 
to only six. However, this also introduces errors which were checked by considering how exactly 
energy was conserved. The results were very consistent for k0 = 1.7 with the energy simply exchanged 
between the components and retained no significant losses. The resultant meander exhibits realistic 
features such as an eastward propagating wave whose wave length, amplitude, and phase speed are in 
accordance with observational data.f On the other hand, a significant imbalance of the energy for 
ko = 0.4S indicates that errors in the solution may be significant. The perturbation for this case grows 
and decays with amplitudes much greater than the mean field variations. It appears that the perturba­
tion energy corresponding to k = 0 (a correction to the basic flow) is not large enough to compensate 
for the large variations associated with the wave part of the perturbation. The resultant meander for 
k0 = 0.45 shows a peculiar, westward propagating long wave which does not correspond to observa­
tions. While westward propagating Rossby waves are rather common features in the open ocean, 
observed meanders generally propagate downstream with an exception in the Florida Straight. Nonethe­
less, a crucial fact is that the nonlinear wave for ko = 0.45 (< kocr) remains finite in a parameter 
domain in which the linear solution corresponding to k0 is unstable, meaning that any small disturbance 
can grow initially and settle in a finite amplitude wave due to the nonlinearity.
A relatively strong eddy field in the lower layer is a common feature for both ko = 0.45 and 
ko = 1.7. Unlike a one-and-half layer model, available potential energy is converted into kinetic energy 
in both layers. Thus, relatively strong eddies develop in the lower layer. Intermittent amplification of 
the eddies has also been observed in the bottom water under the Gulf Stream (Luyten, 1977). Objective 
analysis by Luyten (1977) produced a qualitatively similar eddy field to the y 2 field in this study, 
although the ocean eddy field was somewhat weaker (< 0.4 m/sec). The lower-layer eddy field is an 
important feature of the model since its interaction with the bottom provides an important energy dissi­
pation mechanism in the real ocean.
7.4 The Dynamical System
Numerical integration methods are used to obtain a solution of the high-dimensional nonlinear 
dynamical system since it is intractable to analytical methods. This is true in this study despite the fact 
that the 12-dimensional system was reduced to six using the invariant manifold. The major limitation
f  It is possible that a finite amplitude meander observed between Cape Hatteras and New England Seamounts may be a 
nonlinear wave of this type. If, for example, the topographic steering off Cape Hatteras described by Warren (1963) 
plays a role of the initial condition, then the initial wave can evolve a  vacillating state and maintain this large distur­
bance by the nonlinear mechanism throughout the region downstream of Cape Hatteras.
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of solutions of the z -system by means of numerical integration was that it was necessary to set the fixed 
parameters and appropriate initial conditions, thus restricting the parameter range coverage. However, 
the transformation that changed the original equations (the x -system) to a set of integrable Hamiltonian 
equations (the y  -system) allowed the stability of any solution to the original system to be determined. If 
the original system is stable, the solution which is obtained numerically can be assured to stay in a 
finite domain regardless of the nature of the solution. The transformation works for both k 0 < and 
k 0 > koc  with a given parameter set which determines the stability of the solution. This transformation 
allowed us to determine the stability of the fixed point, t  = (J, which was only partially given by the 
theorems of Hartman-Grobman and Braun. It is found that this solution is neither unstable nor asymp­
totically stable for both ko < kocr and k 0 > k 0cr for all parameter values examined. In accordance with 
periodic solutions of the y  -system, it is most likely that the perturbation from ?  = (t winds around a 
finite (multi-dimensionai) surface called an attractor.
Sensitivity to an initial condition is the fundamental characteristic of chaotic nonlinear systems. 
In this study, the solution with a  numerical error of 0  (10-7) is significantly different from the solution 
with a numerical error of 0  (10-15), suggesting a degree sensitivity. The solution also exhibits evidence 
of quasi-periodicity in the periodograms and the phase diagrams. The parametric variation of the 
periodogram shows an interwoven pattern of discrete frequencies as well as a clear-cut discontinuity in 
the pattern (the variation of each frequency peak is continuous and smooth except for the point of 
discontinuity). Furthermore, the attractors appearing in this study indicate the presence of various fre­
quencies in the solution, and each trajectory suggests that it would eventually fill the entire surface of 
the attractor after infinite time. From these observations, it has been concluded that the frequencies of 
the solution are not commensurable.
The sensitivity, the quasi-periodicity, and the attractors characterize the nonlinear solution of the 
study. The Lorenz system (Lorenz, 1963) exhibits the sensitivity, chaos, and strange attractors in an 
atmospheric convection model. It represents a large class of forced dissipative systems using a continu­
ous density profile, while the model in this study represents an unforced frictionless system using a 
discontinuous density profile. (In other words, the former is a non-reversible system and the latter a 
reversible system.) The Lorenz system has an aperiodic solution whose power spectrum is continuous 
with its peak at the lowest frequency (Lichtenberg and Lieberman, 1983), and the solution with these 
characteristics is now called the chaos and the corresponding attractor is called strange. A peculiar fact 
is that the 2-layer quasi-geostrophic equations with dissipation describing the nonlinear baroclinic insta­
bility can be reduced to the Lorenz system (Pedlosky and Frenzen, 1980), considering the difference of
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
108
these models. Lorenz (1980) compares a low-order PE model with a low-order QG model using a 
forced dissipative system, and shows not only that the low-order quasi-geostrophic equations can be 
reduced to the Lorenz system but also that strange attractors of QG model are qualitatively similar to 
those of PE model. The attractors of QG model are embedded in a  stable invariant manifold which is 
devoid of gravity waves. Thus, the Lorenz system seems to contain an essence of various geophysical 
fluid motions in the natural way.
Since there is a crucial difference in the presence of dissipation between the Lorenz system and 
the system of the present study, the absence of the chaos in the latter is not surprising. A surprising 
result is the sensitivity to the initial condition found in the latter non-chaotic solution. This suggests 
that Lorenz’s conjecture about impossibility of a long-term weather forecast due to this sensitivity 
(Lorenz, 1963) could be applied not only to the chaos but also to the quasi-periodic motion in the 
reversible system. A subtle effect of small dissipation probably determines whether the motion is 
chaotic or quasi-periodic. If, in fact, the meander is quasi-periodic, then a similar meander pattern 
repeats indefinitely as suggested by some of the phase diagrams while timing of an event is sensitive to 
an initial data and unpredictable.
7.5 Future Work
Some remarks on possible extensions to the present study are in order. First, a large error in the 
energy balance for k 0 = 0.45 caused apparently by truncation requires further investigation. In particu­
lar, we need to determine how many terms are required to give a  consistent result.
Second, since the simulated meander of this study does not represent reality compared to those 
obtained from finite difference methods such as Ikeda (1983), the immediate task should be to improve 
the model by increasing the number of terms in the expansion in order to resolve a finer structure 
including the separation of eddies.
Third, while the structure of the dynamical system has been analyzed using periodograms and the 
phase diagrams, more work is needed to discover specific characteristics such as the structural stability 
o f the system against variations in certain key parameters. This is particularly true when the dimension 
of the system is raised since as shown previously, the 12-equation system is unstable at least for some 
parameter range. Also, a more rigorous analysis is required to prove quasi-periodicity as well as to 
determine the topological shapes of attractors. Furthermore, since the dynamical system discontinuously 
changes its form at k 0 = k 0cr and as indicated before, the crossing of this point involves a phase shift of 
the solution in some cases, it is important to investigate if this discontinuity can be removed by
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inclusion of dissipation and as a result a structurally continuous system is obtained
Fourth, besides inclusion of more terms in the expansion, the addition of dissipation to the model 
may have significant effects on the resultant meander. A qualitative change of the solution is expected 
to occur even in the presence of small dissipation. Varying the degree of dissipation will effect the 
transition from quasi-periodic motion to other states such as chaotic, periodic, or steady motion. A 
comparison with other dissipative models such as Pedlosky (1983) and Lorenz (1980) would then pro­
vide useful information in understanding the machinery of the Gulf Stream meander.
7.6 Summary
The important results of the study can be summarized as follows:
1) The linear solution of the 2-layer baroclinic instability model has even and odd normal modes, and 
the set o f eigenfunctions corresponding to these modes is complete.
2) A 6-dimensional dynamical system can be obtained from the full quasi-geostrophic potential vorti- 
city equations by using a set of eigenfunctions and an invariant manifold. The stability of the 
solution to this system can then be fully determined. The fixed point, t  = (^ , of the dynamical sys­
tem is proved to be neither unstable nor asymptotically stable for both k 0 < k ^  and k 0 > k 0cr, at 
least within a realistic parameter range. All solutions examined in this study are stable (except for 
a special case of the 12-equation system), even in the parameter range where the linear solution is 
unstable.
3) The solution of the dynamical system is quasi-periodic. The periodogram shows the complex 
structure of the solution as a function of the parameters, a and k 0.
4) In the upper layer, the meander for k 0 = 1.7 represents an eastward propagating short wave 
(L0 = 185 km) with a phase speed of about 35 km/day whereas the meander for k 0 = 0.45 
represents a westward propagating long wave (L0 = 700 km) with the phase speed o f about 30 
km/day. In the lower layer, a field of pulsating eddies as well as a westward flow located between 
the eddies is found for both ko = 0.45 and k 0 = 1.7. The waves in both cases display amplitude 
vacillation and the wave for k 0 = 0.45 shows a strong pulsation, although eddies do not separate 
from the main stream in this truncated system.
5) The computed energy between the perturbation and the mean field is balanced for k 0 = 1.7. How­
ever, there is a significant imbalance for k 0 = 0.45, indicating that the result remains speculative 
due to a truncation error.
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Appendix A 
Spurious Modes Corresponding to Repeated Roots 
of the Characteristic Equation
The characteristic equation, Eq. (4.1.6a), has repeated roots for the following cases.
case 1 P i = P z ,  P\*0,
easel P \ -  Pi  = 0,
case 3 p , = 0, P2 *= 0,
case4 p 2 = 0, pi  *  0.
First, case 1 has only a trivial solution if
- F \ <  -J t- < F z  ■
Proof
The solution for case 1 can be written as
fc '.to )  =
f i i )
with
n 01P 1 +
(al)
( C , cosh/?jy + C 2 s i n h / 7 + C 3 y sinh/7 ,}> + C4 ycosh/7jy )
2p2 f  o 1
-  - jr ~ l  1 J (  c 3 cosh/72y + C4 sinh/7,y ) ,  (a 2 )
(a3)
kUo -  co^
where C ’s are arbitrary constants, and p u p 2, and a! are given by Eqs. (4.1.6b,c) and Eq. (4.1.4c) 
respectively. The constants are non-zero only if
Pi sinh/7, cosh/7, f ( p i )  = 0. (a4)
Now, if f ( p i )  = 0 then the following relation must hold:
2
ct2 | a .
2
“ 2 ( «1
to kU 0 -  co co kU 0 — co
+ 4F iF 2  . (a5)
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SinceF i F 2 * 0  however, one finds f ( p \ )  * 0  at once. This leads to, sincep \  *■ 0,
sinhpi cosh/)! = 0.
Therefore, the dispersion relation is obtained by solving
P i = P i .
This system is equivalent to
Equation (a9) is equivalent to
p S  = - { f ) 2.
P i - P i 1 = P i + ( IY ) \
Pi 2 = ~ ( f ) 2.
a id)2 + bi  to + c t = 0,
where
a l = [ k 2 + F 1 + ( ^ - ) 2 ]2 + F lF 2 ,
b 1 = - 2 k ^ [ k 2 + ( ! f f  + F 1 ] [ U <Jc2 + U0{ ! f f - V ]  + F lF 2U ^ ,  
Cl = *2 j  [ U o k 2 +  U 0(  * 2 -  )2 -  p ]2 + F , F 2U 02| .
Now, the discriminant Z)! of Eq. (a ll)  is
D l  = -  4F lF 2k 2 [ UqF^UqFi  + 2P) + p2] < 0.
Thus to from Eq. (al 1) is complex.
On the other hand, Eq. (alO) is equivalent to
q2(02 + b 2o  ■+■ c 2 — 0,
where
i ,  = 2t j t / . I t ’ + C y-  )2 + F2] - p | ,
c 2 = Uo k 2( P -  F 2Uo ). 
The discriminant D 2 of Eq. (al6) is
D 2 = k 2
4 4
4U02k4 + 2n2n2U02k 2 + U 0\  -  4F XF 2 ) + 4$U 0(F 1 -  * 2) + 4p2

















= k2 Q ( k 2 ), (a21)
where Q (k2) is the quadratic equation for k 2. Now, if the discriminant of Q, Dq , is negative, then Q is 
positive and so is D 2- Therefore the condition for D 2 > 0 is
Dq = -  64C/02( P -  F 2U0 )( P + F i U 0 ) < 0. (a22)
Hence
~F t < < F2. (a23)
With this condition, co is real. Therefore there is no solution to Eq. (a6) and case 1 has only a trivial 
solution.
QED
The condition a(23) is a sufficient condition and it does not mean that there is always a nontrivial solu­
tion if the condition does not hold. Considering the values of Fn (F j = 2 .7 -5 .0 ,F 2 = 0.41-0.77), 
P (= 0.05) and U0 (= 1), the condition is well satisfied. Hence case 1 need not be considered further.
case 2 occurs when the four roots are repeated and equal to zero. The solution for this case can 
be written as
<Ky ;co) = C, y  + l/





F i(kU0 -  co)'




/ l / l
/1 - f l
1
-1
_2_ f  , _6_ 
Fx f l  F 1
_a _ a
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Hence the system is not compatible, and <j> = (J is the only solution (Ince, 1926). Thus case 2 also need 
not be considered further.
case 3 and case 4 are found to be compatible and furthermore, they result in the same nontrivial 
solution. Following the same solution method of the distinct-root case and introducing a  which 
represents the frequency for the repeated-root cases, the dispersion relation for a is determined by 
simultaneous equations,
where
+ 62® *-2 — 0>
+  &3C) +  C 3 = 0,
02 — k  (k 2 + F j  + F 2), 
b 2 = P(Fj + F 2) + 2*2(P -  F 2U0) -  Uok4, 
c 2 = k ( S > - U ^ - F 2U0), 
a 3 = - 2 k 2 - F 1 - F 2 - ( ! f - ) 2,








c 3 = UJc\ P  -  F 2U0), (a35)
and n =  ±2, +3, • • • , ±°°. Although Eqs. (a28,29) determine all possible solutions for a  for both 
case 3 and case 4, each solution corresponds to either case 3 or case 4; thus Eqs. (a28,29) can not be 
reduced to case 2. The solution for a is given by the point where the two curves given by Eqs. 
(a28,29) intersect Each solution is an isolated eigenvalue corresponding to a specific wavenumber and 






A  f l  7tC .cos— y ,
a ■ «JtC„sm— y ,




-  ak 2 -  $k + f 2(Upk -  a) 
Fj a ( n = 2 , 3 ,4 , •••) (a37)
where the negative sequence of n has been dropped. There is no eigenvalue corresponding to n=l ,  and 
the dispersion relation, Eqs. (a28,29), for n = 2- 5 is shown in Figure 18. The y  dependence of the 
eigenfunction is the same as the distinct-root case, Eq. (4.1.12a), but the eigenfunction ^  is different 
from <£ because the functions g and f  are generally different However, it is found that for each n the 
eigenvalue a is indistinguishable from the eigenvalue co at k  = kn (where a is found) and furthermore,


















0.0 0.10 0.20 0.30 0.0 0.10 0.20 0.30 0.0 0.10 0.20 0.30
k k k
Figure 18. The linear dispersion relation corresponding to repeated roots of the characteristic 
equation.
The dispersion relation corresponding to repeated roots of the characteristic equation is shown. Condi­
tions for A, B, and C are the same as the case of distinct roots (Figure 2). The upper figures show Eq. 
(a28) and Eq. (a29) for n = 1, 2, 3. The dispersion relation is obtained at the point where the solutions 
of these equations intersect (both solutions are real-valued at the point). The lower figures show the 
neighborhood of the intersections for n = 1 - 5 .
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|(o )) = g(co) at k = kn. Thus, <j?(y, G>) is identical to (j)(y, co) at k  = kH. The fact that a point of a
exactly falls onto a curve of the to in the (co, jfc)-space is rather remarkable, and is shown by comparing
numerical values of the eigenvalues, co and a .  These values are, for example,
n = 2 co = 0.0086487514 a  = 0.0086487513 ( k = 0.181419994 ),
n = 3 co = 0.00445457039 a  = 0.00445457038 ( k = 0.207039772 ).
(A graphical representation is not apt, since slopes of the two curves corresponding to Eq. (4.4.11a) and 
Eq. (a29) are nearly identical near k = k„.) Therefore, the normal modes corresponding to the repeated 
roots of the characteristic equation are not new modes, but rather are spurious solutions in the eigen­
value problem, Eqs. (4.1.4a,b).




The eigenfunction, <j>„(y;co), obtained in linear analysis is a vector whose components are func­
tions. It is shown in this Appendix that the function space of 4  is a Hilbert space (a complete, infinite 
dimensional Euclidean vector space). To see this, the inner product of 4  must be used to define the 
norm of the space. Thus the inner product and norm are defined respectively such that
1
(4 , 4 ) s  J  + <t>B2fc»2) dy , (b l)
-1
1
1 4 112 s  (4 , 4 ) =  J  I2 +  I<1>«2|2) d y , (b2)-l
where the horizontal bar denotes the complex conjugation and 4  = (<{>,,,, <J>„2 )r . If 4  is a vector in 
Euclidean vector space then the following properties must hold:
(1) I 4  11 > 0  unless 4  -  (f,
(2) Ilc4>a ll =  lcl • l l ?J I  for some scalar c ,
(3) I(4 , 4 )  + (4  ,? „ ) !  <211^,11 - 1 4  11,
(4) l l ^ + ?ml l < l l ^ l l  + l l ? J I .
Properties (1) and (2) can be proved without difficulty. To prove (3), which is the Schwarz inequality, 
it must be noted that
0< IIk$, + 4 "2 = k2(4.4) + k[(4,4) + (4.4)] + (4,4), (b3)
for some real number k. Then for the quadratic form to be non-negative requires that
t ( 4 . 4 ) +  (4 . 4 ) I2 “  4 H |„ ll2 - H ? J I 2 < 0 .  (b4)
Hence property (3) holds. Now, 
i
+ <t*m II2 = J (  ^ n l l2 +  + 4 J 2 + 4  2^  +  +  <)>«2^ m2 +  + /^i2<)>m2 ) dy (b5)
-1
= i4  112 + 11 4 112 + < 4 ,  4 )  +  ( 4 , 4 )  (b6)
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S l t f j l 2+ l l i , l l 2 + 2 l t f j M l i . l l  (b7)
= ( 11^11+N? J I ) 2 (b8)
Property (4) follows immediately. Thus <j>„ belongs to the Euclidean vector space. Since the set {<j>„} is
complete as shown in the linear analysis, it follows that the vector space is the Hilbert space with the
inner product defined by Eq. (bl).
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