Direct numerical simulation is a powerful tool for studying turbulent flows. Unfortunately, it is also computationally expensive and often beyond the reach of the largest, fastest computers. Consequently, a variety of turbulence models have been devised to allow tractable and affordable simulations of averaged flow fields. Unfortunately, these present a variety of practical difficulties, including the incorporation of varying degrees of empiricism and phenomenology, which leads to a lack of universality. This unsatisfactory state of affairs has led to the speculation that one can avoid the expense and bother of using a turbulence model by relying on the grid and numerical diffusion of the computational fluid dynamics algorithm to introduce a spectral cutoff on the flow field and to provide dissipation at the grid scale, thereby mimicking two main effects of a large eddy simulation model. This paper shows numerical examples of a single-mode Rayleigh-Taylor instability in which this procedure produces questionable results. We then show a dramatic improvement when two simple subgrid-scale models are employed. This study also illustrates the extreme sensitivity to initial conditions that is a common feature of turbulent flows.
Introduction
Direct numerical simulation (DNS) is a very powerful but computationally challenging technique for studying turbulent flows. A true DNS, by my definition, is a computational fluid dynamics (CFD) simulation of a turbulent fluid flow in which the mesh is sufficiently refined to resolve all scales of the flow, down to the microscale. In this case, there is no need to introduce turbulence models because a turbulent flow, if one accepts the Navier-Stokes equations as an adequate approximation, is nothing but a very complex, transient laminar viscous flow. Unfortunately, the Kolmogorov microscale of a fully-developed turbulent flow is approximately Re 3/4 times the integral scale. Thus, for Re = 104, a fairly low value, the integral scale is 1000 times the microscale. Since real turbulence is intrinsically threedimensional, a DNS would require a minimum of 1000 zones in each of three directions. Such a calculation is at the extreme edge of what can be done with heroic efforts using optimized codes, simple gas physics, and weeks of time on the largest parallel computers [I] .
Turbulence models were developed to allow us to simulate the gross behavior of turbulent flows by averaging out or filtering the high frequency components of the flow. One of the earliest of these models specifically aimed at practical CFD research is by Harlow and Nakayama [a] , which began development of the now familiar I% --E model. A somewhat similar approach is the large eddy simulation (LES). Smagorinsky [3] published an algebraic version for meteorological use, and this concept was combined with the filter function approach to provide a foundation for more modern LES models. It is beyond the scope of this paper to review the various models now found in the CFD literature. We merely note that in general these models lead to mean flow equations that have the same form as the original NavierStokes equations plus some extra terms for turbulent fluxes (which are often approximated in terms of an eddy viscosity). Extra algebraic or partial differential equations are introduced to allow evaluation of the turbulence terms. In addition to increasing the complexity and running times of CFD codes, these models are not always very accurate. Because they contain a certain amount of phenomenology, empiricism, and simple dimensional analysis to effect closure of the equation set, they lack universality.
This situation has led some researchers to hypothesize that one can avoid the expense and bother of using a turbulence model by relying on the numerical method used in the CFD program to introduce the two major effects of a real turbulence model in cases where the resolution is inadequate to resolve all scales of motion. First, the grid (or the finite number of basis functions in a spectral technique) imposes a high-wavenumber cutoff on the turbulence energy spectrum. Second, numerical diffusion provides a source of dissipation for the kinetic energy that cascades to the highest resolved wavenumbers. Indeed, it is easy to show that the numerical diffusion of first-order donor cell (upwind) differencing is the same order of magnitude as the Smagorinsky eddy viscosity, which has led to the suggestion of using donor cell differencing as a "poor man's LES model." Unfortunately, the term DNS often has been misapplied to this practice, creating some unnecessary confusion, and as we shall see, also perhaps some erroneous conclusions.
There is a second practice that also has created some confusion: The term DNS has been used to refer to well-resolved two-dimensional calculations (for example, the combustion studies of Chen and collaborators [4] ). 0 ne can argue that two-dimensional turbulence is of legitimate academic interest, and therefore the term "two-dimensional DNS" is meaningful. However, physically realizable turbulence is three-dimensional and has different cascade properties. Even so, such two-dimensional studies can be very useful and may produce physical insight provided that one exercises caution in interpreting the results. Indeed, the present study relies mainly on two-dimensional simulations, although no claim to have performed a DNS is made.
In this report, we consider a classical Rayleigh-Taylor instability simulated with the COYOTE computer program [5] . COYOTE solves the compressible multicomponent Navier- The Rayleigh-Taylor problem is described in Section 2, along with estimates of some relevant parameters. Section 3 describes 12 numerical simulations performed at three different levels of resolution, each by four different numerical options. Also presented is a brief discussion of the instability growth rate. Section 4 presents additional solutions that provide additional insight. Section 5 presents the summary and conclusions.
2 The Rayleigh-Taylor Instability
In the classical Rayleigh-Taylor instability, a layer of dense fluid is placed on top of a layer of less dense fluid. Buoyancy forces cause an initial perturbation of the interface to grow, allowing the denser fluid to fall downwards, displacing the lighter fluid upwards, at an increasing rate. Eventually, for immiscible fluids, the system ends up at rest with the denser fluid on the bottom, and the lighter fluid on the top. For miscible fluids such as the gases considered here, some mixing at the molecular level will occur. In this example, the flow becomes turbulent, which enhances the molecular mixing. The final state will be a stratified mixture whose composition profile will depend on the details of the flow.
The situation considered in this report has an interface perturbed by a single Fourier mode as shown in Figure 1 . Gas with a density of 1.57 x lOA g/cm3 lies above a layer of gas with a density of 1.0 x lop2 g/cm3, which gives an Atwood number of At= 0.222.
The temperature is a uniform 287.7 K. Both fluids are perfect gases with y = 5/3 and with molecular weights of 15.7 and 10.0 for the heavy and light gases respectively. A gravitational acceleration of 6.86 x lo4 cm/s2 (70 G) points downward. Rigid free-slip boundaries are used on all four walls. Transport coefficients are computed from the Lennard-Jones model [9] using some arbitrary but typical values for the potential parameters: 0 = 2.576 and 3. 
Since our grid is only 8.8 cm tall, we are clearly either well into the nonlinear regime or into a situation where boundary interactions are important, if not both. 
Donor Cell Solutions
Figures 2 through 4 show the donor cell solutions at increasing resolution. The bubbles and spikes are almost symmetric about the midplane of the mesh. The initial interface, which was one zone wide, has been broadened significantly by numerical diffusion, but it still exhibits the expected vortex pair shed by the tip of the spike. Donor cell differencing has a numerical diffusivity of approximately in the xi direction [ll] . S ince the iterative algorithm that makes COYOTE partially implicit begins to become inefficient when acoustic waves can travel more than three to five zones in one time step, this problem was run with the factor in parentheses greater than about 0.97.
Therefore, we shall neglect it, and we estimate the numerical viscosity on the finest grid to be 4.4 cm2/s in the fastest part of the flow. This is over two orders of magnitude larger than the physical viscosity, and it is sufficient to make the advection algorithm monotonic. The effective Reynolds number of the simulation is a few hundred, and we have a solution that appears to be laminar.
Since the three figures differ successively by a factor of two in resolution, the numeri- 
and much of this positive diffusivity is used to cancel diffusive truncation errors with negative diffusivities. At the location of the peak fluid speed, the numerical viscosity is approximately 0.04 cm2/s for the finest resolution case, and it will be lower elsewhere on the grid. This is only a factor of 4 larger than the lowest physical viscosity, so we have the physical viscosity comparable to the numerical viscosity over much of the grid where the flow speed is less than about 200 cm/s. As expected, the lowered numerical diffusion produces less broadening of the interface and allows much more detail to be present at the grid scale because the viscous diffusion time for the width of one zone is r = 6x2/v = 62.5 ms, which is much larger than the dynamical timescale of 0.1 ms or so of the smallest resolved eddies. These three figures are the closest of any presented in this report to a typical pseudo-DNS computed with modern high order techniques, and they suffer from the same difficulties.
We note that these three figures exhibit a definite lack of grid independence. Figure   5 is the only one in this entire report that hits the bottom of the mesh in 40 ms. Figure 6 bears some resemblance to the donor cell solutions, but with a lot of fine structure along the interface. In Figure 7 , the tip of the spike and bubbles are much flatter and exhibit strong secondary instabilities. Maximum flow velocities are 463, 354, and 408 cm/s for figures 5 through 7, respectively.
These plots are exhibit a lot of fine structure. This detail is due to at least two sources.
First, the flow has become turbulent, and these small structures are a manifestation of the chaotic nature of turbulent eddies. Second, a lot of this is just numerical "junk," almost certainly driven by dispersive truncation errors. As the grid is refined, the junk just gets finer. If we were running an Euler code, this would go on indefinitely, and it is possible that the large scales would be affected unphysically. We certainly see the secondary instabilities lThe donor cell diffusivity may also be written in matrix form, with diagonal elements given by equation 3 and with zeroes off the diagonal [lo] . becoming significant in some calculations based on the Euler equations [12] . In a DNS, viscosity, thermal conduction, and mass diffusion will eventually damp the small structures at the microscale, both the physical chaos and the numerical dispersion errors. One of the roles of a turbulence model is to damp the small-scale junk, usually by use of an eddy viscosity to introduce a realistic estimate of the dissipation rate. The value of the eddy viscosity needed to provide physically reasonable rates of dissipation may be very different than the numerical viscosity of the method. For TV, the eddy viscosity is larger; for donor cell, it can be smaller, as we shall now see.
Smagorinsky
Model Solutions interface is approximately half that of donor cell differencing at the same resolution, and some of the larger eddies along the interface are visible. The "junk" has been brought under control since the Smagorinsky model has the property that it expands the microscale up to the grid scale [13] . The secondary instability at the tip of the spike is still quite noticeable, even at the coarsest resolution. Additional secondary vortices appear as the resolution is improved. As one would expect, there is no grid independence since the resolution is still well below the microscale even in Figure 10 .
The question naturally arises as to whether the secondary vortices are physical or a numerical artifact of the dispersive truncation errors. Since the locations of some of them are nearly the same in going from figure 9 to figure 10, they could well be physical. Also, there is the beginning of a secondary vortex at the tops of the bubbles in figure 4 corresponding to a strong vortex in both figures 9 and 10. The few clear photographs of turbulent RayleighTaylor instabilities that I was able to find fail to yield an unambiguous example, but one of the most, suggestive was figure 2 of reference [14] . However, a qualitatively similar feature is seen in the numerical simulation of thermals by Grabbwski and Clark [15] . They argue that this is a physical result of a combination of baroclinic torques and shear. The same effects are present in the Rayleigh-Taylor simulations.
The peak velocities in figure 8 through 10 are 324, 386, and 387 cm/s, respectively.
The peak eddy viscosities are 2.51, 1.07, and 0.40 cm/s2, which are well above the numerical and molecular viscosities.
LUVDll Model Solutions
Figures 11 through 13 show the solution for the TV method plus the LUVDll turbulence model. LUVDll is constructed so that for turbulence with equilibrium between production and decay, one obtains the same eddy viscosity as the Smagorinsky model. The same turbulence length scale (1.94Sz) is used in both calculations. However, the LUVDll model produces more smoothing than the Smagorinsky model. At the lowest resolution, the interface thickness is almost as large as for donor cell differencing, and the vortex formation is even more suppressed. At the finest resolution, the interface is beginning to show some structure, but not nearly as much as the Smagorinsky model.
The peak velocities in figure 11 through 13 are 296, 347, and 391 cm/s, respectively.
The peak eddy viscosities are 3.10, 1.63, and 0.88 cm/s2, which is somewhat larger than the Smagorinsky eddy viscosities.
There are two important differences between the two turbulence models: First, the LUVDll does not assume the turbulence production rate equals the decay rate. Second, the LUVDll model allows for advection and self-diffusion of turbulence. While both of these factors favor the use of the LUVDll model, resolution of the differences between these two models will require additional research.
Instability Growth Rate
It is interesting that with the exception of Figure 5 , these calculations all predict pretty much the same amplitude of the instability regardless of the fine details. This insensitivity of the thickness of the mixed layer to details of numerical method and turbulence model suggests that the growth rate of Rayleigh-Taylor instabilities may not be a good diagnostic for testing turbulence models. al. [14] , our simulations employ Q/X = 0.027. Their Table 1 shows that Q = 0.09 is only a little larger than expected if we had indeed produced a t2 regime. This result is probably fortuitous.
Miscellaneous Numerical Experiments
Four additional calculations were performed to test various aspects of the discussion in the previous section. First, the previous calculations were all symmetric about the vertical midplane. Figure 6 , the medium resolution TV run with no turbulence model was rerun with a small perturbation that breaks the symmetry. Second, finite difference codes can have bounded solutions that exhibit the same type of chaos as iterated nonlinear maps [16] .
This same case was rerun with smaller time steps to make sure the fine structure was not due to this type of chaos. Third, the LUVDll case was run with the turbulence length scale set to 3.75 SZ as recommended in [7] rather than 1.94 6x as used in figures 11 through 13. Finally, the coarse-grid Smagorinsky case was run in three dimensions with a small perturbation to break the symmetry in all directions. Figure 15 shows the effect of a tiny perturbation to the initial condition used to generate figure 6 . A four-zone block centered at x = 5.5 cm and y = 4.45 cm was filled with heavy material instead of light, and the temperature was increased from 287.7 K to 290.0 K. As shown in figure 1, this perturbation is about three quarters of the way to the right and slightly below the interface. In addition to the symmetry of the density field being broken, the small temperature increase produces a pressure increase that drives a weak circular acoustic wave that creates a slight asymmetry in the velocity field. What we see in figure 15 compared to figure 6 is that the flow in the left side of the grid is affected only the slightest amount, but many details are different on the right hand side, even a considerable distance from the initial four-zone perturbation. Such sensitivity is a feature of the mathematical chaos that can occur in solutions of nonlinear partial differential equations and nicely illustrates the predictability problem (the butterfly effect) for turbulent flows. Figure 16 shows the mass fraction plot of the material in the initial four-zone symmetrybreaking perturbation. Its peak mass fraction has decreased from unity to 0.048 due to a combination of molecular and numerical diffusion. It is displaced from its initial position and has been significantly stretched by convection. It is essential to understand this phenomenon in order to understand how inhomogenities become mixed at the atomic level by turbulence.
Broken Symmetry

Another Type of Chaos?
There is a second type of chaos that can occur in finite difference CFD simulations, and it may occur also in finite element methods as well. It is well known that nonlinear iterated maps, such as the logistic map, exhibit a discrete type of chaos under certain conditions, usually when a free parameter exceeds a critical value. What is less often recognized is that finite difference algorithms for CFD are nonlinear iterated maps, and therefore might exhibit this kind of chaos when the time step becomes too large. Note that this is different than the chaos in the continuous solutions of differential equations. This chaos appears as apparently random solutions of the finite difference equations. These are valid solutions of the difference equations, but they are a qualitatively different class of solution than the approximate numerical solutions to the underlying differential equations found in the limit of infinite spatial and temporal resolution. Such chaos has been observed in COYOTE [16] as well as other codes [17] - [20] . It occurs when the code is run near its stability limit.
What we observe is that the codes have two critical time step limits. First, the one that is usually considered, leads to unbounded solutions for time steps larger than the familiar stability limit ("the code blows up") encountered in linear stability analysis. Second, more subtly, if the time step is below a smaller limiting value, the finite difference solution will be as smooth as the differential equation solution (assuming adequate resolution), and this smooth solution approaches the differential equation solution as the time step is reduced (providing the method is stable and consistent). If the second limit is smaller than the first, there will be a range of time steps in which the code will produce a bounded solution (that is, will not blow up), but the solution will contain "random junk" (actually, discrete deterministic chaos) that bears no resemblance to the solutions of the differential equations.
The test for the presence of this discrete chaos is simple: Rerun one of the junky solutions with a reduced time step. This was done for the medium resolution TV case shown in Figure 6 . This run required 35062 instead of 23918 time steps to reach 40 ms. No plot is shown because the mass fraction contours are identical except for a few very small features.
The tiny perturbation used to make figure 15 made a much larger difference, and hence we rule out this discrete chaos as a factor in the present solutions.
LUVDll Length Scale Test
An earlier paper [7] 
A Three-Dimensional Case
The three-dimensional version of COYOTE was used to repeat the coarse-grid case with the Smagorinsky model ( figure 8 ). The grid in the third direction was 24 uniform 1.0 mm zones, which is a distance equal to approximately one third of the wavelength of the initial perturbation. A three-dimensional perturbation was imposed on the initial condition. It was located in the (x, 1~) plane very close to that in the perturbed two-dimensional solution.
In the other direction, it is 5 zones long and located off-center to create an asymmetric three-dimensional perturbation.
The (z, y) cross sections of the solution are almost identical to figure 8 and hence are not shown. A slice in the (y, x) plane at x = 5.0 cm is shown in figure 20 . At 40 ms, the instability is still quite two-dimensional. We expect that the three-dimensional effects would get more pronounced at later times. This solution uses a coarse grid, and perhaps finer resolution would show something more dramatic. However, such a calculation is not cost-effective at this time, and we shall proceed on the assumption that three-dimensional effects will not seriously affect our conclusions.
This result is in contrast to Kane, et al. [12] , who present numerical simulations of instabilities that exhibit a sensitivity to the dimensionality of the simulation, In their comparison, they chose a three-dimensional initial perturbation with the same total wavenumber as in the two-dimensional case, but with k, = k, = 2-1/2k. The same linear growth rate will apply to both cases since it depends only on k, and not on the relative values of Ic, and k,.
We do not have any assurance that the same is true in the nonlinear regime, so their result, namely the three-dimensional instability grows somewhat faster, may not be relevant to the present study. This is an interesting open question for future work.
Summary and Conclusions
The primary objective of this study is to illustrate the effects of numerical methodology and turbulence models on a generic Rayleigh-Taylor instability. This was accomplished with the COYOTE CFD program using four different numerical methods and turbulence models to produce numerical solutions at three different levels of resolution differing by factors of 2.
Four additional solutions were produced to address issues raised by the initial 12 runs. We came to the following conclusions:
l When simulating turbulent flows, the Euler equations are inappropriate for a true DNS where one must use resolution at the microscale because molecular transport processes play a fundamental role in the dynamics of turbulence. Indeed, the microscale itself is determined by the molecular transport and dissipation. If one solves the Euler equations, the numerical solution will contain features at the limit of resolution, even if that limit is much smaller than the physical cutoff. The impact of this unphysical behavior on the larger scales is unknown and cannot be determined by the usual techniques, such as mesh refinement. The Navier-Stokes equations must be solved for a true DNS, and there is no point to computing the unphysical solutions at ever higher resolutions using the Euler equations.
This obvious point seems to have been missed in some quarters. l The insensitivity of the thickness of the mixed layer to details of numerical method and turbulence model suggests that the growth rate of Rayleigh-Taylor instabilities is not a good diagnostic for testing turbulence models. l It is important to run a problem on at least two significantly different grids to test the adequacy of the resolution. For ensemble-averaged turbulence models, the ideal situation is to refine the mesh until a grid-independent solution is obtained. For LES models, the solution will never approach true grid-independence because of the construction of the model to resolve as much detail as the grid allows. Even so, the resolution must still be varied to make sure that at least the integral scale features are adequately simulated. Grid and time step variation is perhaps the best protection against specious results in cases where there is little experimental data or only global quantities have been measured. At a minimum, there must be a few zones across the width of each resolved flow feature. l The TV method by itself produced unacceptable results due to the disperive truncation errors, which are a side effect of the low numerical diffusion. This method would benefit from the incorporation of a monotonicity-preserving flux limiter. This is true even for cases using a turbulence model that has a substantial eddy viscosity. l The low resolution solutions are all much the same. Big differences appear at higher resolutions, just where all stable and consistent methods should exhibit convergence and where the subgrid-scale models should become less important. At the resolution used in this study, methodology matters. l The present problem appears to exhibit no significant difference between twodimensional and three-dimensional simulations when the same x wavenumber is used and Ic, = 00. It is possible that the limited problem time and boundary effects influence this conclusion, making it problem-dependent. 
