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Tämän diplomityön tarkoituksena oli kehittää prototyyppi virtuaaliympäristössä käytettä-
västä katseenseurantajärjestelmästä Tampereen teknillisen yliopiston Konstruktioteknii-
kan laitoksen CAVE-virtuaaliympäristöön ja testata sen toimivuus. Vastaavanlaisia rat-
kaisuja on toteutettu aiemmin, mutta ne eivät ole helposti saatavilla saati sovitettavissa
laboratorion laitteisto- ja ohjelmistoympäristöön ja kaupalliset järjestelmät ovat kalliita.
Ehdotus järjestelmän kehittämisestä tuli Sandvik Mining and Construction Oy:lta. Val-
miin prototyypin oli tarkoitus olla esiteltävissä yritysvieraille.
Laitteistoratkaisuna oli videokameran ja valaistuksen infrapunaledien kiinnittäminen
virtuaaliympäristössä käytettäviin 3D-laseihin ja videon kaappaaminen USB-videokaap-
parilla. Ohjelmisto toteutettiin käyttäen apuna työpöytäkäyttöön tarkoitettua katseenseu-
rantaohjelmaa nimeltä Gaze Tracker. Toteutettu ohjelma laski silmän paikan ja katseen
orientaation virtuaaliympäristössä pään paikan ja orientaation sekä Gaze Trackerin tar-
joaman 2D-tason pikselikoordinaattien avulla.
Järjestelmää testattiin kehitystyön aikana manuaalisesti ja ohjelmallisesti. Järjestel-
män integraatiotestaus toteutettiin CAVE-virtuaaliympäristön henkilökunnan avustuksel-
la. Lopuksi suoritettiin käyttäjätestauksen pilotti ja varsinainen käyttäjätestaus yhteensä
kuudella käyttäjällä järjestelmän toimivuuden osoittamiseksi ja suurimpien jatkokehitys-
tarpeiden tunnistamiseksi.
Tutkimuksen tuloksena järjestelmä todettiin toimivaksi. Katseenseurannan tarkkuus oli
esittelytarkoitukseen riittävä ja latenssi hyvä. Järjestelmän vaste oli lähes reaaliaikainen.
Myös järjestelmän merkittävimmät ongelmat tunnistettiin, joista tärkein oli ohjelmiston
hankala käytettävyys järjestelmää käyttävän henkilökunnan kannalta. Ohjelmiston käyt-
tö vaati liikaa manuaalista työtä. Laitteiston osalta kävi ilmi, että kameran asemointi ja
infrapunaledien sijoittelu eivät olleet parhaat mahdolliset.
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The goal of this thesis was to build and test a prototype of gaze tracking system for the CA-
VE virtual environment of Department of Mechanics and Design of Tampere University
of Technology. Similar systems have been developed but they are neither easily available
nor easy to integrate to the current hardware and software environment and commercial
systems are expensive. Suggestion to develop the system came from Sandvik Mining and
Construction Oy. Developed prototype was supposed to be functional for demonstrations
for industry representatives.
Hardware was built by attaching a camera for eye tracking and infrared LEDs to the
frame of 3D-glasses needed to view virtual environment and managing video capture with
USB video capture device. Software was developed to work together with Gaze Tracker,
a desktop eye tracking software. Software calculated eye position and gaze orientation in
virtual environment based on head position and orientation and 2D plane pixel coordinates
from Gaze Tracker.
System was tested during development manually and with programs. Integration tes-
ting was done with help from the staff of the CAVE environment. Finally pilot of user
testing and actual user testing was conducted with total six test users to verify system
functionality and identify biggest needs for further development.
System was found to be functional. Accuracy of eye tracking was satisfactory for de-
monstrative purposes and latency was good. System responded almost in real time. Also
biggest problems of the system were discovered most important being bad usability of
the software for the staff of the CAVE environment. Software required too much manual
labour. Concerning hardware positioning of the camera and infrared LEDs were found to
be not the best.
IV
ALKUSANAT
Tämä diplomityö tehtiin Tampereen teknillisen yliopiston Konstruktiotekniikan laitok-
selle osittain TTY-säätiön stipendillä. Työssä toteutettiin ja testattiin ensimmäinen pro-
totyyppi virtuaaliympäristön katseenseurantajärjestelmästä. Yhteistyössä mukana oli Sa-
vant Simulators Oy. Kiitän Savant Simulatorsin Joontan Kuosaa ohjelmoinnin kiemurois-
sa luotsaamisesta ja työn tarkastajia kirjallisen työn kypsyttämisestä. Lopuksi kiitän ra-
kasta vaimoani kärsivällisyydestä tämän kirjoitustyön aiheuttamien pikku kiukuttelujen
ja kotitöistä lipeämisien kanssa.
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TERMIT JA LYHENTEET
Tässä esitellään kootusti työn keskeisimmät termit ja lyhenteet.
CAVE (Cave Automatic Virtual Environment) Käyttäjän ympäröi-
vä virtuaaliympäristön tuottava laitteisto. [1]
Hydra (Hydra) Virtuaaliympäristön tuottamiseen käytettävä ohjel-
ma
Infrapunaledi (Infrared emitter, infrared LED) Infrapunaa säteilevä elekt-
roniikan komponentti, infrapunaemitteri.
Katseenseuranta (Eye tracking)Menetelmä jolla kerätään tietoa käyttäjän sil-
mänliikkeistä. [4]
Käytettävyys (Usability) Se vaikuttavuus, tehokkuus ja tyytyväisyys, jolla
tietyt määritellyt käyttäjät saavuttavat määritellyt tavoitteet
tietyssä ympäristössä. [5]
Liikealusta (Motion platform)Käyttäjään kohdistuvia virtuaaliympäris-
tön liikkeitä simuloiva laite. [6]
Videokaappari (Video capture device) Laite joka muuntaa analogisen vi-
deosignaalin digitaaliseksi.
Virtuaalitekniikka (Virtual reality technology) Virtuaaliympäristöjen toteutta-
miseen käytettävä tekniikka ja laitteisto.
Virtuaaliympäristö (Virtual environment) Tietoteknisesti toteutettu keinotekoi-
nen ja todentuntuinen toimintaympäristä [7].
VRPN (Virtual Reality Peripheral Network) Virtuaalitekniikassa
yleisesti käytetty rajapinta virtuaalitekniikan laitteiden kä-
sittelyyn. [8].
11. JOHDANTO
Tämän diplomityön tavoitteena oli kehittää prototyyppi CAVE-ympäristössä (Cave Au-
tomatic Virtual Environment) käytettävästä katseenseurantajärjestelmästä ja testata sen
toimivuus. CAVE on käyttäjän ympäröivillä 3D-näytöillä varustettu virtuaaliympäristön
tuottava laitteisto, joka esiteltiin vuonna 1992 [1]. Järjestelmä rakennettiin Tampereen tek-
nillisen yliopiston Konstruktiotekniikan laitoksen virtuaalitekniikan laboratorioon Sand-
vik Mining and Construction Oy:n (myöhemmin Sandvik) pyynnöstä, koska kohtuuhin-
taista kaupallista järjestelmää ei ollut saatavilla. Järjestelmän kehitys, samoin kuin tes-
tauksessa käytetyn Hydra-ohjelmiston kehitys oli osa Tekes:in VIKSU-hanketta ja sa-
malla tärkein resurssi tuossa kehitystyössä. Hankkeen seurauksena syntyi Savant Simu-
lators Oy, joka pyrkii kehittämään virtuaaliympäristöjen esittämiseen käytettävää Hydra-
ohjelmistoa.
Järjestelmän oli tarkoitus olla esiteltävissä vieraileville yrityksille ja sovellettavissa
yksinkertaiseen tutkimukseen ilman mittavia jatkokehitystoimenpiteitä. Järjestelmän täs-
sä kehitysvaiheessa ei vielä järjestelmälle asetettu tarkkoja käyttötapauksia. Työn rungon
muodostivat laitteiston sekä ohjelmiston suunnittelu, toteutus ja testaus. Lisäksi työhön
kuului järjestelmän empiirinen käyttäjätestaus aidossa käyttöympäristössä eli laborato-
riossa.
Virtuaaliympäristöt tarjoavat monipuolisia mahdollisuuksia. Niiden avulla voidaan muun
muassa pitää virtuaalitapaamisia, esitellä suunnitteluratkaisuja, tehdä käyttäjä ja käytet-
tävyystestauksia ja etäoperoida laitteita paikoissa, joihin operaattorin ei ole mahdollista
tai kannattavaa mennä. Virtuaaliympäristöillä on potentiaalia korvata kalliita prototyyp-
pejä ja mahdollistaa testaus lyhemmissä suunnittelusykleissä. Konstruktiotekniikan lai-
toksella virtuaaliympäristöjä kehitetään muun muassa koneenohjaamoiden suunnitteluun
yhteistyössä yritysten kanssa. Virtuaaliympäristöjen käyttö tulee yhä kiinnostavammaksi
laitteistokustannusten laskiessa ja tietokoneiden laskentatehon kasvaessa.
Katseenseuranta tarjoaa tietoa siitä mihin käyttäjä katsoo. Tietoa katseen ja siten huo-
mion kiinnittymistä eri kohtiin ympäristössä voidaan käyttää hyväksi monella eri tavalla.
Käytettävyystestauksessa katseenseurannalla voidaan esimerkiksi selvittää etsiikö käyttä-
jä käyttöliittymän elementtejä sieltä, minne suunnittelija ne on sijoittanut. Kokeneisuutta
voidaan mitata käyttämällä referenssinä aikaisempaa kokeneiden ja kokemattomien hen-
kilöiden katseenseurannan dataa. Katse voi toimia myös käyttöliittymän syöttölaitteena.
Katseenseurantaa on käytetty menestyksekkäästi käytettävyystestauksessa jo vuosia. Pro-
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totyyppien siirtyessä virtuaaliympäristöön pitää katseenseurannan siirtyä perässä.
Koska virtuaaliympäristöjen käyttö tutkimuksen ja suunnittelun tukena on teollisuu-
dessa vasta aluillaan, katseenseurannan toteuttaminen lisää kiinnostusta myös virtuaa-
liympäristöjä kohtaan. Se on uusi työkalu ja uusi mahdollisuus. Vaikka kaupalliset sovel-
lukset olisivat teknisesti mahdollisia ottaa käyttöön, ne ovat hyvin kalliita. Tässä työssä
toteutettu laitteisto on hyvin edullinen ja helposti laajennettavissa ja kehiteltävissä eteen-
päin. Vastaavanlaisia on rakennettu aikaisemmin etenkin todellisessa ympäristössä käytet-
täväksi, mutta niitä ei ole helposti saatavilla ja niiden käyttöönotto ja sovittaminen Kon-
struktiotekniikan laboratorion ohjelmisto ja laitteistoympäristöön vaatisi joka tapaukses-
sa merkittävää työpanosta. Tässä työssä toteutettu ohjelmisto on yksinkertainen ja sitä on
helppo kehittää eteenpäin tarpeen mukaan.
Tämä diplomityö käsittää katseenseurantajärjestelmän laitteiston ja ohjelmiston suun-
nittelun ja toteutuksen sekä toteutetun järjestelmän testauksen. Katseenseurannan suh-
teen käsitellään yhden silmän katsetta seuraavaa tekniikka, joka yksinkertaistaa katseen
säteeksi. Työn puitteissa ei perehdytä virtuaaliympäristöjen tai katseenseurannan mene-
telmiin tai sovelluksiin enemmän, kuin työn ymmärtämisen kannalta on välttämätöntä.
Ohjelmiston osalta käsitellään lähinnä katseen säteen muodostamista. Katseen törmäys-
pisteen laskenta virtuaaliympäristössä sekä datan tallennus ja visualisointi eivät olleet osa
tätä diplomityötä.
Työ oli luonteeltaan konstruktiivinen. Konstruktiivisessa tutkimuksessa tutustutaan ai-
healueeseen, luodaan innovatiivinen ratkaisu (konstruktio), osoitetaan ratkaisun toimi-
vuus, osoitetaan yhteydet teoriaan ja tutkimuksen uutuusarvo ja tarkastellaan ratkaisun
sovellusmahdollisuuksien laajuutta [2]. Ratkaisun toimivuus osoitettiin empiirisellä käyt-
täjätestauksella joka oli konstruktion muodostamisen kanssa tämän työn keskiössä. Kos-
ka työssä toteutettiin ensimmäinen prototyyppi, käytettävyyden osalta painopiste oli kon-
struktion käyttökelpoisuudessa. Käyttäjäkeskeinen suunnittelu [3], jossa käyttäjät ovat tii-
viisti mukana kehitysprosessin eri vaiheissa, ei ollut tämän työn lähtökohtana. Tässä ke-
hitysvaiheessa haluttiin kehittää prototyyppi esittelytarkoitukseen, eikä varsinaisten käyt-
tötapauksien ja loppukäyttäjien tunnistaminen ollut tavoitteena.
Luvussa 2 esitellään työn ymmärtämiseksi tarpeelliset käsitteet ja tarjotaan yleiskat-
saus virtuaaliympäristöihin ja katseenseurantaan. Mikäli virtuaaliympäristöt ja katseen-
seuranta ovat lukijalle tuttuja, tämän luvun voi ohittaa.
Luvussa 3 esitetään yleiskatsaus toteutettuun järjestelmään ja sen kontekstiin. Luvussa
esitellään Konstruktiotekniikan laitoksen virtuaalitekniikan laboratorio ja sen laitteisto-
ympäristö ja kuvataan toteutetun järjestelmän käyttäjät. Luvun tarkoituksena on antaa lu-
kijalle kokonaiskuva, jota seuraavat luvut täydentävät ja tarkentavat. Tämä luku on syytä
lukea myöhempien lukujen ymmärtämiseksi.
Luvuissa 4 ja 5 esitetään toteutettu laitteisto ja ohjelmisto ja niiden kehitystyö. Mer-
kittävimmät kehitysvaiheet on pyritty esittelemään kronologisessa järjestyksessä. Luvuis-
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sa kerrotaan aluksi alkuperäiset tavoitteet, jonka jälkeen käydään läpi kehitysprosessi ja
sen aikana tehdyt ratkaisut. Jos lukijaa kiinnostaa lähinnä lopullinen kokoonpano, riittää
lukujen lopusta löytyvien yhteenvetojen lukeminen. Vähintään yhteenvetojen lukeminen
edesauttaa käyttäjätestauksen ja sen tulosten ymmärtämistä.
Luvussa 6 esitellään järjestelmälle tehty empiirinen käyttäjätestaus. Ensin käydään läpi
testauksen tavoitteita ja testausympäristö. Sitten esitellään testauksen rakenne, testauksen
eri vaiheet ja käydään läpi kaikki testitehtävät. Lopuksi esitellään kootusti testiin rekry-
toidut testikäyttäjät. Tämä luku on syytä lukea testauksen tulosten ymmärtämiseksi.
Luvussa 7 käydään läpi testauksen tulokset. Pilottitestauksen osalta kerrotaan miten
testausta muutettiin ennen varsinaisia testejä. Tulokset esitellään joka tehtävän osalta ja
lisäksi eritellään muutama keskeinen osa-alue tarkemmin. Hyvän yleiskäsityksen tulok-
sista saa selaamalla kuvat ja lukemalla luvun lopusta löytyvän yhteenvedon.
Luvussa 8 on työn pohdintaa ja tulosten arviointia. Tehtyä laitteistoa, ohjelmistoa ja






huoltorobotteja esimerkiksi säteilyvaarallisissa ympäristöissä. Kuvassa 2.5 teleoperoitu
robotti tutkii räjähdysvaarallista kohdetta. Teleoperoinnin täydellistymä on tuttu eloku-
vasta Avatar [21], jossa henkilön mieli voitiin siirtää toiseen kehoon tai pystyi toimimaan
toisen kehon kautta.
Kuva 2.5: Poliisin teleoperoitava robotti tutkii epäonnistuneesta itsemurhaiskusta epäil-
tyä räjähtämättömien räjähteiden varalta Israelissa. Kuva lähteestä [22].
Etäläsnäolon ja teleoperoinnin tapauksessa käyttäjälle välitetään todellista ympäristöä.
Simulaatio on todellisen maailman ominaisuuksien imitointia tietoteknisesti [23]. Simu-
loinnissa muodostetaan teoreettisen tai todellisen järjestelmän malli, malli suoritetaan ja
suorituksen tulokset analysoidaan [24]. Konstruktiotekniikan laitoksella on jo pitkään tut-
kittu ja kehitetty työkoneiden simulointia virtuaaliympäristössä. Koneesta ja ympäristöstä
luodaan interaktiivinen virtuaalinen malli, jota käyttäjä voi kontrolloida. Simulaattorin
avulla voidaan tutkia tuotekehityksen varhaisessa vaiheessa uusien suunnitteluratkaisui-
den toimivuutta. Tämä on tuotekehityksessä merkittävä kilpailuetu. Tuotekehityksen no-
peus ja asiakkaan tarpeiden ymmärtäminen ovat keskeisiä tuotteen menestyksen tekijöitä
[27]. [25, 26] mukaan jopa 70% tuotteen koko elinkaaren kustannuksista riippuu tuote-




Kuva 2.7: Ensimmäinen immersiivinen virtuaaliympäristön tuottava laite vuodelta 1962
oli Sensorama. Juliste lupaa, että laite vie käyttäjän "toiseen maailmaan"useita eri tek-
niikoita hyödyntäen. Kuva lähteestä [28].
Sensorama päätyi huvipuistokäyttöön, mutta lentosimulaattorit ovat kehittyneet ja yleis-
tyneet valtavasti. Kuvassa 2.8 näkyy Linkin lentosimulaattori ja nykyaikainen Boeing-
simulaattori ulkoa ja sisältä.
Kuva 2.8: Vasemmalla Edward Linkin kehittämä ensimmäinen lentosimulaattori ja oi-
kealla nykyaikainen Boeing-simulaattori ulkoa ja sisältä. Kuvat lähteistä [9, 29].
Koska näköaisti on ihmisen aisteista hallitsevin, näköhavainnon tuottaminen virtu-
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aalisesta ympäristöstä on ensisijaisen tärkeää [11]. Ihmisen silmät ovat erillään toisis-
taan. Ne näkevät maailman hieman eri kohdasta. Lukija voi kokeilla tätä avaamalla vuo-
roin vasemman ja vuoroin oikean silmänsä. Silmien näkymät poikkeavat toisistaan. 3D-
näyttötekniikoiden avulla tätä tilannetta pyritään jäljittelemään, jotta katsoja saisi vaiku-
telman aidosta kolmiulotteisesta ympäristöstä. Vasemmalle ja oikealle silmälle näytetään
virtuaaliympäristöstä silmien paikkoja vastaavat näkymät.
Näyttötekniikoita on pääasiassa kahdenlaisia, käyttäjään sidottuja ja käyttäjästä irralli-
sia. Käyttäjän päähän puettava 3D-näyttölaite eli silmikkonäyttö tai pääripusteinen näyttö
(Head Mounted Display, HMD) sai alkunsa samoihin aikoihin Sensoraman kanssa. Sil-
mikkonäytössä päähän puettava laite näyttää molemmille silmille omaa kuvaa. Esimerkki
silmikkonäytöstä kuvassa näkyy kuvassa 2.9.
Kuva 2.9: 5DT HMD 800 sarjan silmikkonäyttö. Kuva lähteestä [30].
Vaihtoehto silmikkonäytölle on ensimmäisen kerran vuonna 1992 esitelty CAVE. CA-
VE [1] on käyttäjän ympäröivillä 3D-näytöillä varustettu laitteisto. Mittaamalla pään
paikkaa ja orientaatiota suhteessa virtuaaliympäristöön, molemmille silmille lasketaan
sen paikkaa virtuaaliympäristössä vastaava näkymä. Käyttäjä pitää päässään laseja joi-
den linssit päästävät läpi vain kyseiselle silmälle tarkoitetut kuvat. Molempien silmien
nähdessä paikkaansa vastaavan näkymän syntyy illuusion kolmiulotteisesta ympäristöstä.
Kuvassa 2.10 näkyy Mercedes-Benzin suunnittelua tukeva CAVE.
2. Lähtökohdat 11
Kuva 2.10: Mercedes-Benzin CAVE. Kuva lähteestä [31].
2.3 Katseenseuranta tutkimuksen tukena
Yleensä katseen suunta kertoo, mihin huomiomme on kohdistunut [32]. Poikkeuksena
saattaa olla tilanteet, joissa tuijotamme jonnekin ja huomiomme on kohdistunut muualle
[33]. Katseenseuralla tarkoitetaan menetelmää, jossa ihmisen katseen suuntaa seurataan
[4]. Katsetta seuraamalla voidaan siis selvittää katsojan huomion siirtymistä kohteesta
toiseen.
Katseen kohdistumista tiettyyn kohtaan kutsutaan fiksaatioiksi [4]. Fiksaatioiden vä-
lillä tapahtuu nopea silmien liikkuminen. Tätä liikettä kutsutaan sakkadiksi [4]. Sakkadit
kestävät noin 30-120 millisekuntia ja fiksaatioiden tyypillinen kesto on 200-600 millise-
kuntia [34]. Katsepolku muodostuu sarjasta fiksaatioita ja sakkadeja [4]. Ihminen kerää
visuaalista informaatiota ainoastaan fiksaatioiden aikana [35] ja 90% katseluajasta kuluu
fiksaatioihin [36]. Kuvassa 2.11 on kuva katsepoluista kolmen minuutin ajalta tarkastel-
taessa kuvaa eri tarkoituksissa.
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ja yhteensopivuus muun käytettävän laitteiston kanssa. [38]
Kuvassa 2.13 näkyy nykyaikaisen katseenseurannan periaatekuva. Silmää valaistaan
joko näkyvällä valolla tai infrapunalla. Kamera kuvaa silmää ja katseenseurantaohjelmisto
tunnistaa katseen suunnan.
Kuva 2.13: Nykyaikaisen katseenseurannan periaatekuva. Silmää valaistaan joko näky-
vällä valolla tai infrapunalla. Katseenseurantaohjelmisto tunnistaa videokameran kuvas-
ta katseen suunnan. Kuva on muokattu lähteestä [39]
Kuvassa 2.14 on Tobiin kaupallinen katseenseurantalaite, jossa kamerat on piilotettu
näytön alareunaan, ja SensorMotoric Instrumentsin päähän puettavat katseenseurantalasit.
Katseenseurantalaseissa on silmien välissä ympäristöä käyttäjän näkökulmasta kuvaava
kamera, jonka kuvan suhteen katsetta seurataan. Kaupalliset korkealaatuiset katseenseu-
rantajärjestelmät ovat hintavia. Esimerkiksi SensorMotoric Instrumentsin tekemä tarjous
pelkistä katseenseurantalaseista [40] ilman veroja ja tulleja oli 19800 euroa.
Kuva 2.14: Vasemmalla ruotsalaisen Tobiin katseenseurantalaite, jossa kamerat on pii-
lotettu näytön alareunaan. Oikealla SensorMotoric Instrumentsin päähän puettavat kat-
seenseurantalasit. Kuvat lähteistä [41, 40]
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Katseenseurantalaitteen ei kuitenkaan tarvitse olla kallis. Vaikka valmiilla kaupalli-
sella ratkaisulla on vahvuutensa, monelle useiden tuhansien eurojen järjestelmä on koh-
tuuttoman kallis. Merkittävää on myös edullisten ratkaisujen hyvä suorituskyky kalliisiin
kaupallisiin järjestelmiin verrattuna [42, 43]. Yksinkertaisimmillaan katseenseurantalait-
teena voidaan käyttää suukapulaan kiinnitettyä web-kameraa [42]. Tällainen kokoonpano
on ilmeisen epäkäytännöllinen. Edullinen ja käytännöllinen ratkaisu on kiinnittää pieni-
kokoinen kamera varren päähän esimerkiksi suojalasien sankoihin. Esimerkkejä tällaisten
edullisten laitteistojen rakentamisesta ovat [44, 45]. Kuvassa 2.15 on tee-se-itse katseen-
seurantalasit [45] mukaan.
Kuva 2.15: Tee-se-itse katseenseurantalasit, jotka on rakennettu kiinnittämällä katseen-
seurantakamera alumiinivarren päähän modifioitujen suojalasien eteen. [45]
Videoon perustuvassa katseenseurantajärjestelmässä videosta tunnistetaan silmän asen-
to esimerkiksi tunnistamalla pupillin keskikohta. Riippuen algoritmista myös käytettävän
infrapunavalaistuksen tuottamia heijastuksia sarveiskalvolta voidaan hyödyntää. Silmän
asento sidotaan järjestelmän kalibroinnin yhteydessä esimerkiksi tietokoneen näytön pik-
selikoordinaatteihin. Kalibroinnin aikana käyttäjä kohdistaa katseensa kalibrointinäytöllä
näytettäviin kohteisiin ja ohjelmisto luo kuvauksen silmän asennon ja pikselikoordinaat-
tien välille. Kalibroinnin jälkeen tällainen järjestelmä tarjoaa katseen osumakohdan näy-
tön pikselikoordinaatteina. [38]
Ilmaisia katseenseurantaohjelmia käytettäväksi tavallisella tietokoneella on useita. Eräs
tällainen ohjelma on Gaze Tracker [46], joka on osoittautunut hyväksi [42, 43]. Gaze
Trackeria voidaan käyttää sekä päähän puettavan katseenseurantalaitteen että käyttäjästä
erillisen kameran kanssa. Gaze Tracker tunnistaa videokuvasta pupillin keskikohdan ja
se osaa käyttää käyttäjästä erillistä kameraa käytettäessä pään liikkeiden kompensointiin
valaistuksen heijastuksia sarveiskalvolta.
Katseenseurannan sovellukset ovat moninaiset. Kuvassa 2.16 näkyy katseenseuranta-
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järjestelmien hierarkia. Järjestelmät jakautuvat ensinnäkin diagnostisiin ja interaktiivisiin.
Diagnostisella järjestelmällä tarkoitetaan järjestelmää, joka kerää objektiivista ja kvanti-
tatiivista dataa käyttäjän huomion siirtymisestä kohteesta toiseen. Diagnostisella järjestel-
mällä voidaan esimerkiksi tutkia huomaako käyttäjä näytöllä näkyvän mainoksen. Inte-
raktiiviset järjestelmissä katseenseurantaa käytetään vuorovaikutteisesti eli käyttäjän kat-
seen vaikuttaa järjestelmän tilaan. Interaktiiviset järjestelmät jakautuvat selektiivisiin ja
katseohjautuviin. Selektiivisessä järjestelmässä katsetta käytetään valitsimena, kuten esi-
merkiksi tietokoneen hiirenä. Katseohjautuvissa järjestelmissä katseen suuntaa käytetään
käyttäjälle näytettävän näkymän muokkaamiseen. Näyttöperustaisessa katseohjautuvassa
järjestelmässä näytölle piirrettävän kuvan ominaisuuksia, kuten resoluutiota muutetaan
katseen suunnan funktiona. Malliperustaisissa järjestelmissä näytölle piirrettävän kuvan
perustana olevien mallien tai objektien ominaisuuksia, kuten 3D-ympäristön objektien
kompleksisuutta muutetaan katseen suunnan funktiona. [38]
Kuva 2.16: Katseenseurantajärjestelmien hierarkia. Mukailtu lähteestä [38].
Esimerkkinä interaktiivisesta selektiivisestä toiminnasta mainittakoon katseenseuran-
nan käyttäminen käyttöliittymän syöttölaitteena. Erityisen merkittävää tämä on vaikeasti
vammaisille, joille katseenseuranta saattaa olla ainoa saatavilla oleva syöttölaitevaihtoeh-
to. EyeWriter [47], kuvassa 2.17, kehitettiin vaikean sairauden vammauttamalle graffiti-
maalarille. Sovellus on tarkoitettu graffitien maalaamiseen. EyeWriter tarjoaa verkkosi-
vuillansa avoimen lähdekoodin ohjelman ja tee-se-itse-ohjeet oman katseenseurantalait-
teen rakentamiseksi. Kocejko et al. [48] esittelivät samantapaisen järjestelmän, jossa vam-
mautuneen käyttäjän käyttämä näyttö tunnistettiin kolmannen, ympäristöä kuvaavan vi-
deokameran kuvasta. Tämän järjestelmän oli tarkoitus toimia katseella ohjattavana hiire-
nä.
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Kuva 2.17: EyeWriter projektin katseenseurantalasit käytössä vaikeasti vammaisella.
[47]
Katseen käyttö syöttölaitteena ei kuitenkaan ole mielenkiintoinen vaihtoehto ainoas-
taan niille, joille tavallisen hiiren ja näppäimistön käyttö ei ole mahdollista. Katseenseu-
rannalla toteutetun katsehiiren on osoitettu olevan nopeampi osoittamisessa kuin taval-
lisen hiiren. Tutkimuksessa [49] käyttäjä toistuvasti vuoroin valitsi kohteen näytöltä ja
vuoroin kirjoitti tekstiä näppäimistöllä ja katseenseurannalla toteutettu valitseminen oli
yli 33% nopeampaa kuin perinteinen hiirellä valitseminen. Valitseminen katseenseuran-
nan avulla koettiin myös mielekkäimmäksi. Osa katseenseurannalla saavutetusta nopeu-
desta selittyi sillä, että käyttäjä saattoi pitää kätensä koko ajan näppäimistöllä. Vaikka
katse on nopea ja intuitiivinen osoitin, siihen liittyy myös ongelmia. Katseessa ei esimer-
kiksi ole luonnollista hiiren napin painallusta vastaavaa toimintoa ja valtaosa katsomisesta
ei ole tarkoitettu valitsemiseksi tai osoittamiseksi [50].
Diagnostisilla järjestelmillä voi olla mahdollista esimerkiksi mitata käyttäjien kokenei-
suutta. Law et al. [51] tutkivat tähystysleikkauksen opetteluun käytettävän laitteen käy-
tön ja katseen välistä suhdetta. He tunnistivat erilaisia katseen käyttäytymismuotoja kuten
"kohteen katsominen", jossa katse saapui manipuloitavaan kohteeseen ennen leikkaustyö-
kalua, ja "työkalun katsominen", jossa käyttäjä seurasi katseella leikkaustyökalua. Koke-
neille testikäyttäjille oli tyypillisempää "kohteen katsominen"kun taas kokemattomam-
mille oli tyypillistä "työkalun katsominen". Underwood et al. [52] huomasivat, että Yh-
dysvaltojen yhdyskuntaoppia opiskelevat kiinnittivät vähemmän huomiota Yhdysvaltojen
sisällissodan kuvien keskeisiin elementteihin ja insinööriopiskelijat kiinnittivät vähem-
män huomiota oman alansa kuvien keskeisiin elementteihin. Ammattilaiset ikään kuin
etsivät yksityiskohtia oman alansa kuvista.
Diagnostinen katseenseuranta on periaatteessa ollut mukana käytettävyystutkimuksen
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saralla jo vuodesta 1950, jolloin Fitts et al. [53] tutkivat lentäjien silmänliikkeitä. Osa
heidän johtopäätöksistään ovat edelleen ajan tasalla. Heidän tutkimuksensa perusteella
voidaan esimerkiksi sanoa, että katseen kohdistuminen näytön elementistä toiseen ker-
too miten hyvin elementit on sijoiteltu toisiinsa nähden. Menetelmä oli kuitenkin hyvin
työläs, koska käyttäjää kuvattiin peilien kautta filmikameralla ja jokainen filmin kuva ana-
lysoitiin yksitellen.
Aina 50-luvulta asti katseenseurantaa on pidetty hyvin lupaavana, mutta varsinainen
käyttö on ollut vähäistä. Tähän on esitetty kolme syytä. Laitteisto ei ole ollut tarpeeksi ke-
hittynyttä sujuvaan käytettävyystutkimukseen ja kerätyn datan analysoiminen ja tulkitse-
minen on hyvin haastavaa. Laitteiston osalta esimerkiksi tarkkuus ja näytteenottotaajuus
ovat rajoittaneet käyttömahdollisuuksia. Lisäksi laitteisto on asettanut rajoitteita esimer-
kiksi testikäyttäjän normaalille liikkumiselle. Datan analysoinnissa pienetkin muutokset
esimerkiksi fiksaatioiden ja sakkadien tunnistamiseen käytetyissä parametreissa saatta-
vat muuttaa tuloksia merkittävästi. Lopulta johtopäätöksien tekemiseen hyvänkin datan
perusteella ei löydy valmiita universaaleja malleja. [54]
Katseenseuranta on kuitenkin askel askeleelta tulossa käytettävyystestauksen apuvä-
lineeksi. Poole ja Ball [55] esittävät kootusti hyvän listan mitattavissa olevista silmän-
liikkeistä ja niitä vastaavista merkityksistä. Ehmke ja Wilson [56] liittävät katseenseu-
rannalla mitattavia suureita tiettyihin verkkosivuston käytettävyysongelmiin. Albanesi et
al. [57] ovat kehittäneet katseenseurantaan perustuvaa puoliautomaattista verkkosivujen
käytettävyystestausjärjestelmää, jonka tarkoituksena on vähentää käytettävyystestauksen
riippuvuutta käytettävyysasiantuntijoiden panoksesta.
Tässä esitellyt muutamat selektiiviset ja diagnostiset järjestelmät ovat vain pintaraapai-
su. Kattava tietolähde katseenseurantaan liittyen on [38]. Seuraavassa luvussa esitellään
muutama esimerkki katseohjautuvista järjestelmistä virtuaaliympäristöjen yhteydessä.
2.4 Katseenseuranta CAVE-virtuaaliympäristössä
Katseenseuranta todellisessa ympäristössä vaatii kameran todellisen ympäristön kuvaa-
miseksi. Katseenseurannan tulos näytetään tämän ympäristöä kuvaavan kameran suhteen
niin, että kuvassa näkyy esimerkiksi rasti siinä kohdassa johon käyttäjä kulloinkin katsoo.
Kuvassa 2.18 käyttäjän katseen osuma todellista ympäristössä esitetään videon päälle piir-
rettävän pysty ja vaakasuuntaisen mustan viivan avulla. Virtuaaliympäristössä vastaavaa
kameraa ei tarvita.
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Kuva 2.18: Käyttäjän katseen osumakohdat ajanhetkellä nolla ja 700 millisekuntia aidos-
sa ympäristössä suoritetussa tehtävässä, jossa käyttäjän pyydettiin pestä kädet. [58]
Käyttämällä CAVE-ympäristössä todelliseen ympäristöön tarkoitettua päähän puetta-
vaa katseenseurantalaitetta katseen osumakohta virtuaaliympäristössä voitaisiin ratkaista
samaan tapaan kuin tavallisessa ympäristössä. Näin saataisiin katseen osumakohta videol-
la, jossa näkyisi virtuaaliympäristö. Tämä kuitenkin rajoittaisi merkittävästi katseenseu-
rannan mahdollisuuksia. Kun katseen suunta ja osumakohta lasketaan virtuaaliympäris-
tössä, katsetta voidaan käyttää [59] tapaan esimerkiksi virtuaalisten objektien valitsemi-
seen eli syöttölaitteena. Koska katseen osuma ei ole vain piste videolla, vaan se kohdistuu
johonkin tiettyyn virtuaaliympäristön objektiin, datan analysoinnin automatisoinnin mah-
dollisuudet paranevat merkittävästi. Esimerkiksi tyypillisiä katsepolkuja voidaan tunnis-
taa objektien perusteella ja vastata esimerkiksi kysymykseen mitä virtuaalisen koneenoh-
jaamon näyttöä kuljettaja seuraa eniten.
Katseenseurantaa voidaan käyttää virtuaaliympäristössä samaan tapaan esimerkiksi
käytettävyystestaukseen kuin todellisessa ympäristössä, mutta se tuo myös erityisiä li-
sämahdollisuuksia. Sitä voidaan esimerkiksi käyttää virtuaaliympäristön itsensä paran-
tamiseen. Tällöin on kyse katseohjautuvasta järjestelmästä. Laskentatehon säästämiseksi
virtuaaliympäristön laatua voidaan heikentää siellä, minne käyttäjä ei katso, ilman, että
käyttäjä kokee merkittävää eroa. Luebke et al. [60] esittelivät mallipohjaisen menetelmän
virtuaalimallien kompleksisuuden vähentämiseksi niin, että katsoja ei huomaa eroa. Ku-
vassa 2.19 näkyy kuinka katseen osumakohdan läheisyys vaikuttaa mallin kompleksisuu-
teen. Toisaalta visualisointia, kuten virtuaaliympäristön subjektiivista laatua ja syvyys-
vaikutelmaa voidaan myös parantaa käyttäjän katseen suunnan perusteella [61]. Katseen-
seurannalla saadaan myös virtuaaliympäristön välityksellä tapahtuvaa kommunikointia
parannettua saattamalla ihmismallien silmät liikkumaan oikein [62].
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Kuva 2.19: Esimerkki katseohjautuvan mallipohjaisen järjestelmän toiminnasta. Kuvassa
täplä esittää katseen osumakohtaa. Katseen osumakohdan läheisyys vaikuttaa käyttäjälle
näytettävän mallin kompleksisuuteen. [60]
Katse voidaan yksinkertaisimmillaan ajatella säteeksi ja sen suunta virtuaaliympäris-
tössä saadaan laskettua silmän paikan ja orientaation avulla. Silmän paikka saadaan pään
paikannuksen avulla, sillä seurattava silmä pysyy pään suhteen samassa kohdassa. Kat-
seen suunta saadaan laskettua projektiotason määrittämän 2D-tason suhteen säteenä, joka
kulkee silmän paikasta 2D-tason pikselikoordinaatin kautta virtuaaliympäristöön [63, 64].
Katseen osumakohta löytyy laskemalla katseen säteen ja virtuaaliympäristön pintojen
leikkauspiste ja se on siis osa katsepolkua. Luku 5.3 selventää virtuaaliympäristöön so-
vitetun säteeseen perustuvan katseenseurantaohjelmiston toimintaa. Kuvassa 2.20 näkyy
Haffegeen [65] toteuttaman järjestelmän 2D-taso virtuaaliympäristössä ja 2D-tasolla kat-
seen osumakohta pallona.
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Kuva 2.20: Virtuaaliympäristössä näkyvä taso on se 2D-taso, jonka suhteen järjestelmä
antaa pikselikoordinaatteja. Kalibrointi muodostaa kuvauksen 2D-tason ja koordinaat-
tien ja silmän asentojen välille. 2D-taso on sidottu pään paikannukseen ja kelluu aina
samassa kohtaa käyttäjän edessä. [65]
Tässä työssä toteutettiin katseenseurantaohjelmisto virtuaaliympäristöön, koska val-
mista ilmaista ohjelmistoa CAVE-virtuaaliympäristöön ei ole saatavissa. Osana ohjelmis-
toa käytetty Gaze Tracker tarjoaa kalibrointinäyttöä vastaavan 2D-tason pikselikoordi-
naatteja. Katseen säteen laskenta virtuaaliympäristön suhteen piti toteuttaa erikseen. Kat-
seen osumakohtaa voidaan seurata reaaliajassa, mutta dataa halutaan myös tallentaa myö-
hempää analyysiä varten. Pfeifferin [59] esittämä ratkaisu monokulaarisesta katseenseu-
rantaohjelmistosta on hyvin saman tapainen tässä työssä toteutettuun ratkaisuun verrattu-
na. Pfeifferin ohjelmisto on kuitenkin edistyneempi. Siinä on kompensoitu pään liikkeet
kalibroinnin aikana ja se tunnistaa mihin virtuaaliympäristön objektiin käyttäjä katsoo
tehden objektien valitsemisen mahdolliseksi.
2.5 Katseenseurantajärjestelmän testaus
Ensimmäinen tärkeä testattava ominaisuus on järjestelmän tarkkuus. Sisäisellä tarkkuu-
della (precision) tarkoitetaan katseen osumakohtien hajontaa samaan kohtaan katsottaes-
sa. Sisäistä tarkkuutta heikentää esimerkiksi kohina pään paikannuksessa ja katseenseu-
rannan videossa. Ulkoisella tarkkuudella (accuracy) tarkoitetaan katseen osumakohtien
kasan painopisteen ja käyttäjän katseen todellisen osumakohdan eroa. Ulkoiseen tarkkuu-
teen vaikuttaa erityisesti kalibroinnin onnistuminen ja katseenseurantalaitteen valuminen.
Katseenseurantalaitteen valumisen aiheuttama virhe voidaan ottaa huomioon suorittamal-
la toinen kalibrointi testauksen lopuksi [38]. Kuva 2.21 havainnollistaa sisäistä ja ulkoista
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3. JÄRJESTELMÄN KÄYTTÖYMPÄRISTÖ JA
YLEISKUVAUS
Katseenseurantajärjestelmä rakennettiin Tampereen teknillisen yliopiston Konstruktiotek-
niikan laitoksen virtuaalitekniikan laboratorioon Sandvikin pyynnöstä, koska kohtuuhin-
taista kaupallista järjestelmää ei ollut saatavilla. Sen oli tarkoitus olla esiteltävissä vierai-
leville yrityksille ja sovellettavissa yksinkertaiseen tutkimukseen ilman mittavia jatkoke-
hitystoimenpiteitä. Järjestelmän tässä kehitysvaiheessa ei vielä asetettu tarkkoja käyttöta-
pauksia. Ajatuksena oli, että prototyypin esittelyjen kautta järjestelmälle löytyisi käyttö-
tapauksia jatkokehityksen tueksi.
Virtuaalitekniikan laboratoriossa oli virtuaaliympäristöjen visualisointia varten kolmi-
seinäinen CAVE. Näyttöpintana oli vaijereilla jaoteltu katosta ja lattiasta ripustettu taus-
taprojektiokangas. Näytöt olivat 90 asteen kulmassa toisiinsa nähden. Jokainen näyttö oli
2,66 metriä leveä ja kaksi metriä korkea. Näyttöjen alareuna oli 34 senttimetriä lattiatason
yläpuolella. CAVE:n keskellä oli liikealusta [6], jonka oli suunnitellut ja toteuttanut Antti
Itäsalo. Kuvassa 3.1 näkyy CAVE ja liikealusta.
Kuva 3.1: Konstruktiotekniikan laitoksen CAVE. Keskellä näkyy liikealusta. Kaksi OptiT-
rackin paikannusjärjestelmään kuuluvaa kameraa on merkitty kuvaan nuolin.
Virtuaaliympäristön tuottamiseen käytettiin Savant Simulatorsin Hydraa. Hydra on oh-
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jelma, joka huolehtii koko virtuaaliympäristön ja sen objektien toiminnallisuudesta, hie-
rarkiasta ja visualisoinnista. Hydra huolehti katseenseurannan datan tallentamisesta ja tu-
losten visualisoinnista. Virtuaaliympäristö visualisoidaan käyttäjän suhteen, joten käyt-
täjän silmien paikka pitää tuntea. Silmien paikka lasketaan pään paikan suhteen. Tällä
tavoin käyttäjän liikkuessa CAVE:ssa virtuaaliympäristö käyttäytyy kuten aito ympäristö.
Pään paikannukseen laboratoriossa käytettiin OptiTrackia [68], infrapunakameroilla
toimivaa paikannusjärjestelmää. Paikannusjärjestelmä tunnistaa heijastinpalloilla varus-
tetun kappaleen sijainnin ja orientaation heijastinpallojen muodostaman geometrian avul-
la. Kuvassa 3.1 on merkittynä nuolilla kaksi paikannusjärjestelmään kuuluvaa kameraa.
Näyttöpinnoille heijastettiin kuvaa 3D-videotykeillä, jotka pystyvät näyttämään kuvia
normaalin videotykkiin verrattuna kaksinkertaisella nopeudella. Näytettävässä videossa
joka toinen kuva kuuluu oikealle ja joka toinen vasemmalle silmälle. Käyttäjä pitää eri-
tyisiä 3D-laseja, jotka pimentävät sen silmän linssin, jolle parhaillaan näytettävä kuva
ei kuulu. Näin molemmille silmille saadaan näytettyä omaa videokuvaa virtuaaliympäris-
töstä kutakin silmää vastaavasta kohdasta. Tässä työssä toteutetut 3D-katseenseurantalasit
pään paikannukseen käytettävine heijastinpalloineen näkyy kuvassa 3.2.
Kuva 3.2: Valmiit 3D-katseenseurantalasit ja pään paikannuksen tarvistemat heijastin-
pallot.
Toteutetun järjestelmän yleiskuvaus näkyy kuvassa 3.3. Katseenseurantakamera kuvaa
silmää. Raakavideo eli analoginen video kaapataan tietokoneelle USB-videokaapparilla,
joka saa kameran näkymään 2D-tason katseenseurantaa toteuttavalle Gaze Trackerille
(katso luvut 2.4 ja 5) web-kamerana. Tässä työssä toteutettu ohjelma vastaanottaa pään
paikkaa ja laskee sen ja Gaze Trackerin pikselikoordinaattien avulla silmän paikan ja
orientaation virtuaaliympäristössä. Ohjelma tarjoaa tulosta VRPN (Virtual Reality Perip-
heral Network) [8] rajapinnan yli. VRPN on laajasti käytetty virtuaalitekniikassa.
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Kuva 3.3: Järjestelmä yleisellä tasolla. Virta katseenseurantakameralle ja infrapu-
naledeille saadaan tietokoneen USB-portista. Kameran raakavideo kaapataan USB-
videokaapparilla, joka saa kameran näkymään Gaze Trackerille web-kamerana. Gaze
Tracker tunnistaa videosta pupillin keskikohdan ja laskee katseen osumakohtaa vastaa-
van pikselikoordinaatin näytöllä, jolle se on kalibroitu. Oma ohjelma laskee OptiTrackin
tarjoaman pään paikan ja orientaation sekä Gaze Trackerin pikselikoordinaattien avulla
silmän paikan ja orientaation eli katseen suunnan virtuaaliympäristössä. Oma ohjelma
tarjoaa laskennan tulosta sitä tarvitseville VRPN palvelimena. Hydra vastaanottaa kat-
seen dataa ja tallentaa sitä sekä piirtää sitä virtuaaliympäristöön.
Virtuaalitekniikan laboratorion ylläpitäjät, jotka ovat toteutetun järjestelmän ensisijai-
sia käyttäjiä, ovat tekniikan alan ammattilaisia. Heillä voidaan olettaa olevan kokemusta
tietotekniikan laitteista ja sovelluksista ammattimaisella tasolla. Toinen merkittävä käyt-
täjäryhmä, etenkin 3D-katseenseurantalasien suhteen, ovat laboratoriossa käyvät yritys-
vieraat. Koska tässä työssä toteutetun prototyypin pääasiallinen käyttötarkoitus tullee ole-
maan toteutetun järjestelmän esittely virtuaaliympäristöjen esittelyjen yhteydessä yritys-
vieraille, 3D-katseenseurantalasien tulee olla nopeasti puettavissa, eikä niiden pitämisen
päässä sovi olla epämiellyttävää. Toisin sanoen 3D-katseenseurantalasien tulee olla edus-





Tavoitteena oli rakentaa ensimmäinen prototyyppi CAVE-ympäristössä käytettävistä 3D-
katseenseurantalaseista. 3D-katseenseurantalasien oli tarkoitus olla yksinkertaiset ja edul-
liset suorituskyvyn kustannuksella.
Katseenseurantaan käytettävän kameran tuli toimia pimeässä kohtuullisen infrapuna-
valaistuksen tukemana niin, että kuvan laatu ja tarkkuus on riittää käytettävälle ohjelmis-
tolle. Kameran haluttiin olevan pieni, ettei se peitä häiritsevän paljon näkökenttää, ja ke-
vyt, ettei 3D-lasit painaisi kohtuuttomasti. Kameran fokuksen tuli olla tarkka muutaman
sentin etäisyydelle, jotta kamera voitaisiin asentaa lähelle 3D-lasien linssiä.
4.2 Kameran valinta
3D-katseenseurantalaseihin soveltuvan kameran etsiminen oli haasteellista. Kameran tuli
olla pieni ja kevyt, koska se oli tarkoitus kiinnittää 3D-laseihin. Iso kamera peittäisi näkö-
kenttää ja tekisi 3D-katseenseurantalaseista kömpelöt. Painava kamera tekisi jo ennestään
painavista ja helposti valuvista 3D-laseista entistäkin painavammat ja epämukavammat.
Lisäksi kameran tuli toimia infrapuna-alueella, sillä virtuaaliympäristöä käytettäessä
3D-lasien takana on lähes pimeää. Valaistusta ei voi toteuttaa näkyvällä valolla, koska
silmään suunnattu näkyvä valo olisi käyttäjälle varsin epämiellyttävä.
Lääketieteellisiin tarkoituksiin valmistettavia kameroita löytyi suhteellisen helposti hy-
vinkin pieniä ja katseenseurantaan soveltuvalla resoluutiolla, kuten Mediguksen valmis-
tamat microkamerat [71], mutta lääketieteellisten kameroiden hinta on liian korkea pieniä
määriä ostettaessa. Kameran tuli olla halpa ja sen resoluution vähintään 320x240.
Etsintää vaikeutti erilaisten vakoilukameroiden laaja kirjo. Valta osa vakoilukameroista
on kuvauksesta huolimatta isoja ja muodoltaan sopimattomia katseenseurantaan. Erityi-
sesti vakoilukameroiden ei voinut olettaa fokusoivan lähelle, vain muutaman senttimetrin
päähän kameran linssistä. Katseenseurantakameran tuli tuottaa tarkkaa kuvaa hyvin lähel-
tä silmää.
Kameroiden ensimmäiseksi toimittajaksi löytyi pitkän etsinnän jälkeen Misumi [69].
Ensimmäiset tilatut kamerat olivat MO-T2706YC-P, neljällä infrapunaledillä varustettu
mustavalkoinen kamera 648x488 resoluutiolla ja kaksi eri MO-BS80-sarjan kameraa, toi-
nen 105 asteen kuvakulmalla ja toinen 55 asteen kuvakulmalla. MO-BS80-sarjan kame-
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roiden resoluutio oli 320x240.
Hieman myöhemmin tilattiin pari MO-B80-sarjan kameraa. Kameraelementti oli käy-
tännössä sama kuin MO-BS80-sarjan kameroissa, mutta rakenne hieman erilainen. MO-
BS80-sarjan kameroissa kameraelementin vaatima piirilevy oli lyhyen johdon päässä ka-
meraelementistä. MO-BS80-sarjan kameroissa kameraelementti oli samalla piirilevyllä
muun elektroniikan kanssa. Kuvassa 4.1 näkyy MO-BS80 ja MO-B80-sarjan kamerat se-
kä MO-T2706YC-P.
Kuva 4.1: Vasemmalta oikealle MO-BS80 ja MO-B80-sarjan kamera sekä MO-T2706YC-
P. Oikeanpuolimmaisena on mittasuhteiden hahmottamiseksi euron kolikko.
MO-T2706YC-P vaikutti lupaavalta vaihtoehdolta, mutta tuotti epätarkkaa kuvaa lä-
helle kuvattaessa ja se tuhoutui virheellisen kytkennän seurauksena ennen kuin sitä eh-
dittiin kokeilla katseenseurantaohjelman kanssa. Tilattujen MO-BS80-sarjan kameroiden
kuvanlaatu (kuva 4.2) oli liian heikko käytettäväksi valitun katseenseurantaohjelman kans-
sa.
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Kuva 4.2: MO-BS80-sarjan kameroiden kuvanlaatu ei riittänyt Gaze Trackerille.
Viimeiseksi tilattiin kokeiltavaksi MO-B0804P-P, kuvassa 4.3 ja MO-T2706YC-P ka-
meraa vastaava kamera, joka näkyy kuvassa 4.9. MO-B0804P-P resoluutio oli peräti
656x496, mutta sen tuottama kuva kohtuullisella infrapunavalaistuksella ei ollut tarpeeksi
selkeä. Merkittävin ongelma selvisi kameran mukana tulleesta spesifikaatiosta. Kameran
tarkan kuvan alue alkoi vasta noin 60 senttimetrin etäisyydeltä linssistä.
Kuva 4.3: MO-B0804P-P kamera ja valmiiksi taiteltu jäähdytys- ja kiinnitysalusta milli-
metripaperin päällä.
Uutta MO-T2706YC-P kameraa tilattaessa kamera pyydettiin säätämään niin, että se
tuottaa tarkkaa kuvaa läheltä, muutaman senttimetrin etäisyydeltä. Tämä modifioitu ka-




Käytetyissä 3D-laseissa on linssin molemmilla puolilla polarisaatiosuodin. Nämä suo-
datinkalvot vähentävät merkittävästi linssien läpi pääsevää valoa. Koska kamerat vaativat
hyvän valaistuksen suodattimiin piti tehdä reikä. Ensimmäisenä testattiin linssin porausta.
Linssin LCD-kenno kärsi porauksesta. Lasikerrosten väliin päätyi vaihteleva määrä ilmaa
porauksen levittäessä lasikerroksia erilleen. Kuplat nestekideaineessa aiheuttivat linssiin
hallitsemattomia läpinäkymättömiä alueita. LCD-kenno saattoi myös lakata kokonaan toi-
mimasta. Poraamisesta päätettiin luopua, kun huomattiin, että linssien polarisaatiosuoti-
miin oli mahdollista leikata aukot.
Kameran asennusta varten kehyksen alareunaan koverrettiin kolo ja linssissä oleviin
suodatinkalvoihin viillettiin sopiva aukko. Kuvassa 4.5 on kuva ensimmäisestä onnistu-
neesta kameran asennuksesta.
Kuva 4.5: Ensimmäinen versio 3D-katseenseurantalaseista. MO-B80-sarjan kamera on
liimattuna kehyksen alareunaan. Johtojen liitos on suojattu sinitarralla.
Koska MO-B80-sarjan kameran kuvanlaatu ei riittänyt Gaze Trackerille, seuraavassa
kokoonpanossa käytettiin kameraa MO-B0804P-P. Tämän kokoonpanon oli tarkoitus olla
lopullinen, sillä MO-B0804P-P:n kuva oli riittävän selkeä käsivaralla tehdyissä testeissä.
MO-B0804P-P:n sopiva asemointi piti hakea kokeilemalla. Kameran kuva oli pystyssä,
kun kameran piirilevy oli "kyljellään". Kamera myös lämpeni huomattavasti. Asemoinnin
testauksen helpottamiseksi ja kameran tuottaman lämmön haihduttamiseksi, siihen tehtiin
ohuesta metallilevystä kiinnitysalusta, joka näkyy kuvassa 4.3.
Kiinnitysalustan vastakappale asennettiin 3D-lasien alareunaan. Kahta voimakasta mag-
neettia ja sinitarraa apuna käyttäen etsittiin kameralle sopiva paikka, johon se lukittiin
epoksiliimaamalla. Paikalleen asennettu MO-B0804P-P näkyy kuvassa 4.6.
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Kuva 4.6: MO-B0804P-P asennettuna 3D-lasien kehykseen.
Seuraavaksi piti tehdä läpäisy 3D-lasien suodatinkalvoihin. Laseissa on polarisaatio-
suodatinkalvo lasin molemmin puolin. Aukkojen leikkaamiseksi oikeaan kohtaan ja oi-
kean kokoiseksi käytettiin sinitarramaskia, joka näkyy kuvassa 4.7. Kalvoon leikattiin
reikä sinitarramaskin reunaa pitkin mattoveitsellä viiltäen. Suodatinkalvojen tarraliiman
jäämät puhdistettiin asetonilla, jonka soveltuvuus tarkoitukseen testattiin rikkinäisillä 3D-
laseilla.
Kuva 4.7: Suodatinkalvoon tarvittavan aukon määritykseen käytetty sinitarramaski etum-
maisessa suodatinkalvossa. Taaemmassa kalvossa on jo aukko. Sinitarraa levitettiin kal-
volle niin, että tietokoneella näkyvä kameran videokuva peittyi reunoja myöden.
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Kuvassa 4.8 onMO-B0804P-P kameralla varustettu toinen versio 3D-katseenseurantalaseista
valmis ensimmäisiä testejä varten. Testeissä kameran kuvan laatu osoittautui riittämättö-
mäksi pimeässä.
Kuva 4.8: Toinen versio katseenseurantalaseista valmiina ensimmäisiin testeihin.
Aikaisemmasta viisastuneena modifioitua MO-T2706YC-P kameraa ymmärrettiin tes-
tata varsinaisissa käyttöolosuhteissa. Kamera osoittautui sopivaksi ja samoissa testauksis-
sa 3D-lasien polarisaatiosuotimien leikkaaminen osoittautui turhaksi. Toisin kuin näkyvä
valo infrapuna läpäisee polarisaatiokalvot lähes häviöttä.
Hävikin vähentämiseksi 3D-laseina käytettiin kuvan 4.5 laseja. Laseista irrotettiin van-
ha kamera, mutta kehyksiin jäi kolo ja linssin polarisaatiosuotimiin aukot. Ne eivät kui-
tenkaan haitanneet uuden kokoonpanon toimintaa, sillä uusi kamera oli tarkoitus asentaa
kuvaamaan polarisaatiosuotimiin tehtyjen aukkojen yli ja käyttäjän näkökulmasta polari-
saatiosuotimien aukot jäivät joka tapauksessa kameran peittämän alueen eteen.
Kameran kiinnittämiseksi taiteltiin isosta paperiliittimestä runko. 3D-lasien alareunaan
porattiin halkaisijaltaan millimetrin reiät, joihin runko upotettiin ja liimattiin. Modifioi-
tua MO-T2706YC-P kamerassa oli kiinnitystä varten hienolla M6x0,5mm kierteellä va-
rustettu kaula. Kierteeseen sopivaa mutteria etsittiin kellosepiltä ja elektroniikkaliikkeistä
tuloksetta. Myöskään internetistä sopivaa mutteria ei löytynyt tilattavaksi. Koska mutterin
tilaaminen esimerkiksi Würthiltä olisi ollut kohtuuttoman kallista, päätettiin kamera lii-
mata runkoon epoksiliimalla. Kuvassa 4.9 näkyy kamera liimattuna kehykseen istutettuun
runkoon.
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Kuva 4.9: Katseenseurantakameraksi valittu MO-T8706LC-P01 liimattuna epoksiliimal-
la isosta paperiliittimestä taiteltuun runkoon. 3D-lasien kehyksessä näkyy aikaisemman
asennuksen jäljiltä kameran asennusta varten tehty kolo ja suodatinkalvoihin leikatut au-
kot.
Metallilangasta tehdyn rungon etuna oli säädettävyys. Kameran asennuksen jälkeen
sen asentoa oli mahdollista hieman kääntää. Itse konstruktio oli hyvin tukeva, mutta pie-
nikin säätövara teki kameran asennuksesta huomattavasti vaivattomampaa.
4.4 Videonkaappaus
Koska videokuvan laatu tiedettiin katseenseurannassa tärkeäksi, haluttiin järjestelmään
videon kaappausta varten laadukas videokortti. Toiveena oli, että videota voisi editoida
reaaliajassa kaappauksen jälkeen ennen sen syöttämistä katseenseurantaohjelmalle. Aja-
teltiin, että muun muassa videokuvan kontrastia ja kirkkautta säätämällä ja kuvaa rajaa-
malla saataisiin merkittävästi parempilaatuista videokuvaa katseenseurantaohjelmalle.
Ensimmäinen testattu videokortti oli Black Magic Intensity Pro [73]. Se toimii sekä Li-
nux että Windows käyttöjärjestelmillä ja sillä pystyy monipuolisesti editoimaan videota.
Pian kortin asennuksen jälkeen huomattiin, ettei Intensity Pro tue projektissa käytettäviä
matalaresoluutioisia kameroita. Asia varmistettiin asiakaspalvelusta.
Sopivan videokortin kysely ulkomaisilta toimittajilta oli hidasta ja hankalaa. Suurin
osa laadukkaista videokorteista on tarkoitettu nimenomaan korkearesoluutioisen videon
käsittelyyn. Suomalaisilla videoalan liikkeillä ei niin ikään ollut tarjota sopivaa video-
korttia tai edes neuvoja sopivan videokortin löytämiseksi.
Sopivan videokortin etsinnän aikana päätettiin testata kollegan kotoa löytyvän Ellion
HMR-600H [74] mediatallentimen liittämistä Intensity Pro videokortin ja kameran vä-
liin. Mediatallentimessa oli kameran kanssa yhteensopiva sisäänmeno ja Intensity Pro:n
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kanssa yhteensopiva ulostulo.
Mediatallentimen käyttäminen sovittimena osoittautui toimivaksi ratkaisuksi. Media-
tallennin skaalasi kameran kuvan korkearesoluutioiseksi ja näin Intensity Pro pystyi kaap-
paamaan videota. Mediatallennin kuitenkin toi videoon jopa parin sekunnin viiveen, joka
teki kokoonpanosta soveltumattoman katseenseurantaan.
Koska laadukkaiden videokorttien etsintä takelteli edelleen, päätettiin testata miten yk-
sinkertainen ja halpa USB-videonkaappari toimisi. USB-videokaapparilla videokuvaa ei
voisi editoida ja latenssin oletettiin olevan liian suuri katseenseurantaan.
Testattavaksi otettiin kollegalta löytynyt hyvin halpa Deal Extremestä ostettu EasyCap-
merkkinen USB-videokaappari [75]. Kaappari osoittautui erittäin hyväksi. Sen latenssi
oli hyvin pieni, tuskin silmällä havaittavissa verrattuna aiempaa mediatallentimen sekun-
tiluokan viiveeseen. Kuvan laatu oli hyvä ja kaappari toimi ilman ongelmia katseenseu-
rantaohjelman kanssa.
Myöhemmin kokeiltiin myös EasyCap-kaapparia kalliimpaa ja korkealaatuisempaa
Terratec G1 -merkkistä USB-videokaapparia [72]. Terratec G1:n latenssi oli kuitenkin
huomattavasti EasyCap-kaapparia suurempi, joten sen käytöstä päätettiin luopua.
Projektin loppuun asti käytettiin hyväksi havaittua kuvassa 4.10 näkyvää EasyCap-
kaapparia [75]. EasCap-kaapparin käytössä havaittiin ainoastaan yksi huomionarvoinen
asia. Jos kaapparin irrottaa kesken käytön tietokoneesta niin Windows 7 käyttöjärjestelmä
kaatuu ja kone sammuu välittömästi.
Kuva 4.10: Tietokoneen USB-väylään kiinnitettävä EasyCap-videokaappari.
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4.5 Infrapunaledien valinta
Hyvä infrapunavalaistus on tärkeä katseenseurantakameran kuvan laadun kannalta, sil-
lä 3D-katseenseurantalaseja käytettäessä silmä on lähes pimeässä. Varhaisessa vaiheessa
huomattiin myös se, että riittävän hyvälaatuisen videon saamiseksi kamerat vaativat sil-
mään kohdistettavaksi suhteellisen paljon infrapunasäteilyä. Käytettävien infrapunaledien
tuli siis olla tehokkaita.
Infrapunaledit haluttiin siististi piiloon kehyksen sisään, joten niiden tuli olla pieniä.
Ledien kiinnittäminen 3D-lasien linssin kehykseen vaikutti tarkoitukseen sopivalta vaih-
toehdolta. Koska 3D-lasien näkyvää valoa heikosti läpäisevien linssien ei tiedetty läpäi-
sevän infrapunavaloa lähes esteettä ja ledit haluttiin siististi piiloon, ne päätettiin asentaa
3D-lasien kehyksen sisäpuolelle. Mahtuakseen kehyksen ja kasvojen väliin, ledien piti
siis olla pieniä.
Ensimmäiseksi kokeiltiin pieniä Osramin SFH4050-Z [76] ledejä. Niitä oli tarkoitus
juottaa kolme sarjaan monisäikeisestä sähköjohdosta purettuun säikeeseen. Juottaminen
osoittautui haasteelliseksi, koska ledi oli vain 0,8 millimetriä leveä ja 1,7 millimetriä pitkä.
Kun SFH4050-Z ledit oli saatu juotettua sarjaan ja niitä testattiin, juotokset irtosivat.
Ledit kuumenivat niin paljon, että juotostina suli. SFH4050-Z ledien käsittely oli niin
hankalaa, että päätettiin kokeilla suurempia ledejä.
Seuraavaksi testattiin Osramin SFH4252 [77] ledejä. Nämä ledit olivat suhteellisen
helppoja juottaa, sillä ledin pituus oli 3,4 millimetriä ja leveys 3,0 millimetriä. Ledejä
juotettiin kolme sarjaan testiä varten.
SFH4252 osoittautui kuitenkin liian kapeakulmaiseksi. 60 asteen keila ei ollut riittävän
suuri ledien ollessa 3D-lasien kehyksen sisäpuolella. Videokuvaan syntyi epätasainen va-
laistus, jossa suoraan ledien edessä oleva alue ylivalottui. Vastaavaa lediä päätettiin etsiä
suuremmalla valokeilalla.
SFH4252 muistuttava Optekin OP280 [78] osoittautui toimivaksi malliksi. Sen spesi-
fikaatiossa ilmoitettu valokeilan kulma oli peräti 200 astetta ja teho kuitenkin riittävän
suuri.
4.6 Infrapunaledien asennus
Aluksi ledejä testattiin käsivaralla. Kolmen kappaletta sarjaan juotettuja ledejä vietiin joh-
dosta kiinni pitäen 3D-lasien ja kasvojen ja silmän väliin. Kääntelemällä ja liikuttelemalla
lediryhmää voitiin videokuvasta katsomalla arvioida mihin ledit olisi sopivinta asentaa.
Kun sopivat paikat lediryhmille oli suunnilleen tiedossa, ne kiinnitettiin sinitarralla.
Näin lediryhmien paikkaa voitiin määrittää tarkemmin. Kuvassa 4.11 näkyy testivalais-
tuksen kokoonpano.
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Kuva 4.11: Lediryhmät on kiinnitetty 3D-lasien kehyksen sisäpuolelle testausta varten
sinitarralla.
Myöhemmin havaittiin, että kaksi lediryhmää riitti tasaisen valaistuksen aikaansaami-
seksi. Toinen lediryhmä oli ohimon puolella ja toinen nenän varren kohdalla. Lediryhmät
kiinnitettiin pysyvästi syanoakrylaattipohjaisella pikaliimalla.
4.7 Viimeistely
Kun lopulliset komponentit oli asennettu, infrapunaledeille tulevat johdot yhdessä kame-
ran virta ja videokaapelin kanssa piti siistiä. Vaikka kokoonpano oli varsin yksinkertai-
nen, niin johdotusta piti tehdä jonkin verran. Kuvassa 4.12 näkyy johdotuksen sotkuisuus
ennen viimeistelyn aloittamista.
Kuva 4.12: Vaikka kokoonpano oli yksinkertainen, johdotuksesta tuli kehitystyön edetessä
varsin sotkuinen.
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3D-katseenseurantalaseihin kiinteästi kuuluvasta johdosta haluttiin siisti ja lyhyt. Vi-
deoliityntää varten 3D-katseenseurantalasien videokaapeliin juotettiin komposiittivideo-
liitin. Näin USB-videokaapparin ja 3D-katseenseurantalasien väliin voi laittaa tarvittavan
mittaisen videokaapelin.
Virta valaistukselle ja kameralle otettiin tietokoneen USB-liittimestä. Virtajohdon jat-
kokappaleeksi ei kuitenkaan ollut käytettävissä USB-liittimiä, joten jatkomahdollisuus
toteutettiin ruuviliittimin. Kuvassa 4.13 näkyy koko laitteisto viimeisteltynä.
Kuva 4.13: Valmis laitteisto. 3D-katseenseurantalasien johto jätettiin lyhyeksi. Oikeassa
reunassa on virran ottoon USB-liittimestä tarkoitettu kaapeli.
Lopuksi johtoihin ja kameran rungon ympärille kierrettiin mustaa eristysteippiä. Tar-
koituksena oli paketoida johdot siistiin nippuun ja estää mahdollisia heijastuksia, jotka
saattaisivat häiritä pään paikannukseen käytettävää optista paikannusjärjestelmää.
4.8 Yhteenveto
3D-katseenseurantalasit rakennettiin asentamalla kamera CAVE-ympäristössä käytettä-
viin 3D-suljinlasien kehykseen. Kameraksi valittiin Misumin [69] toimittama modifioi-
tu MO-T2706YC-P kamera. Kameran fokus oli tuotantolinjalla säädetty niin, että ka-
mera voitiin asentaa lähelle silmää. Kamera asennettiin paperiliittimestä taitellun rungon
(kuva 4.9) avulla kehyksen alareunaan. Kehyksen sisäpuolelle asennettiin kaksi kolmen
Optekin OP280 [78] infrapunaledin ryhmää. Ledit ja kamera saivat virran tietokoneen
USB-liittimen kautta. Lopuksi kameran runko peitettiin ja johdot niputettiin eristystei-
pillä. Kameran video kaapattiin EasyCap-merkkisellä [75] USB-videokaapparilla (kuva




Tarkoituksena oli toteuttaa kevyt ja yksinkertainen ohjelmisto, joka laskee silmän paikan
ja katseen suunnan virtuaaliympäristössä. Yhteensopivuussyistä ohjelman haluttiin käyt-
tävän lasketun datan lähetykseen yleisesti virtuaalitekniikassa käytettyä VRPN rajapin-
taa. Alun perin tavoitteena oli käyttää valmista pupillin paikan videokuvasta tunnistavaa
koodia osana omaa itsenäistä ohjelmaa ja toteuttaa muun muassa kalibrointi itse. Projek-
tin edetessä tavoitteita korjattiin ja käyttöön otettiin Gaze Tracker ohjelma, joka huolehti
2D-tason pikselikoordinaattien laskennasta, eikä ohjelmistoa toteutettu yhtenä kokonai-
suutena.
5.2 Ohjelmiston rakenne
Ohjelmiston rakenne oli varsin yksinkertainen ja jakaantui kahteen osaan: säteeseen pe-
rustuvaan tavanomaiseen katseenseurantaan ja tavanomaisen katseenseurannan tuloksen
transformointiin virtuaaliympäristöön. Tavanomaisen pöytä- tai kannettavalla tietokoneel-
la käytettävän katseenseurantaohjelman tehtävänä on laskea videokuvasta tunnistettavan
pupillin paikan perusteella sen pikselin koordinaatit tietokoneen näytöltä, johon käyttäjä
katsoo. Tämä tulos piti transformoida virtuaaliympäristöön, jossa käyttäjä voi liikkua ja
käännellä päätään.
Pupillin paikan tunnistaminen videokuvasta on suhteellisen monimutkainen toteuttaa.
Koska tarjolla on valmiita avoimia ja maksuttomia toteutuksia, päätettiin tämä osa lai-
nata muualta. Tarkoitus oli lainata pupillin paikan laskeva koodi, tehdä siitä oma luokka
ja paketoida koko ohjelmisto siististi yhdeksi kokonaisuudeksi. Kaaviossa 5.1 on esitet-
tynä ensimmäinen hahmotelma ohjelmiston osista ja niiden yhteyksistä. Tavanomaisen
katseenseurannan osat on ympäröity katkoviivalla.
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Kaavio 5.1: Ensimmäinen hahmotelma ohjemiston osista ja niiden yhteyksistä. Katkovii-
valla ympäröity kokonaisuus käsittää tavanomaisen katseenseurannan osat.
Kuvan kaappaus videosta ja pupillin paikan laskeminen kaapatusta kuvasta nähtiin ko-
ko ohjelmiston haastavimpana osana. Siksi kehitystyö aloitettiin tähän tarkoitukseen so-
pivan koodin etsinnällä. Omaa katseenseuranta-algoritmia ei tämän projektin puitteissa
ollut tarkoitus tehdä.
Lyhyen etsinnän tuloksena löytyi avoin ja tarkoitukseen sopivalta näyttävä katseen-
seurantaa tekevä C-ohjelmointikielellä kirjoitettu algoritmi, OpenEyes Starburst [79, 80].
C-kielistä koodia on yleensä helppo ottaa C++ ohjelmiin mukaan.
Algoritmin kanssa oli kuitenkin ongelmia alusta pitäen. Ohjelma, josta algoritmia piti
irrottaa, oli tarkoitettu IEEE-1394 web-kameralle, eli niin kutsutulle FireWire-kameralle.
Pelkästään kuvan kaappausta toteuttavan koodin muokkaaminen osoittautui käytettävissä
olevan ajan puitteissa mahdottomaksi.
Koska kameroita ja valaistusta piti testata katseenseurantaohjelmaa vasten, videon kaap-
paus ja pupillin paikan laskenta oli saatava nopeasti toimimaan. Niinpä päätettiin etsiä
valmista tavanomaista työasemalle tai kannettavalle tietokoneelle tarkoitettua katseenseu-
rantaohjelmaa. Katseenseurantaohjelma hoitaisi itsensä kalibroinnin, videon kaappauksen
ja katseen osumakohdan laskemisen 2D-tason eli tietokoneen näytön suhteen.
Ainoa löytynyt helposti testattava ja luotettavan oloinen katseenseurantaohjelma oli
Gaze Tracker [46]. Gaze Trackerin käyttöönotto ei merkittävästi muuttanut ohjelmiston
arkkitehtuuria. Se korvasi kaaviossa 5.1 näkyvän katkoviivalla ympäröidyn osan. Uudel-







järjestelmän aitoa käyttöä. Tämä menetelmä oli erityisen tehokas siksi, että ohjelman oi-
kea toiminta oli nähtävissä ja ymmärrettävissä sen perusteella, että katseen osumakohta
osui oikeaan kohtaan virtuaaliympäristössä.
Ohjelma sisälsi varsin monimutkaista laskentaa. Laskennan tulokset oli myös tarkoi-
tettu visualisoitavaksi virtuaaliympäristöön, joten niistä ei siis numeroina helposti nähnyt
olivatko ne oikein vai väärin. Koska integraatiotestaukseen tiedettiin olevan aikaa hyvin
vähän, piti ohjelmaa testata mahdollisemman huolellisesti kehitystyön aikana.
Ensimmäinen tarvittu testaukseen tarkoitettu ohjelma oli VRPN paikannin, joka imitoi
pään paikanninta. Tämä ohjelma lähetti haluttua pään paikkaa ja orientaatiota testausta
varten. Tämän ohjelman oli aikaisempaa tarvetta varten toteuttanut Joonatan Kuosa ja
sitä käytettiin uudelleen tämän ohjelman testauksessa.
Toinen toteutettu testiohjelma oli Gaze Trackeria imitoinut ohjelma, Fake Gaze Trac-
ker. Fake Gaze Trackerille saattoi antaa syötteeksi tiedoston. Tiedostossa oli joka rivillä
kesto sekunteina, pikselikoordinaatti jota Fake Gaze Trackerin tuli lähettää sekä interval-
li. Intervalli kertoi kuinka pitkän ajan välein pikselikoordinaatteja lähetettiin. Kesto kertoi
kyseisellä rivillä olevien pikselikoordinaattien lähetyksen kokonaiskeston.
Ohjelman kehityksen aikana ohjelmistoa testattiin yksittäisillä arvoilla. Muuttamalla
yhtä parametria, esimerkiksi Fake Gaze Trackerin ohjelmalle syöttämää pikselikoordi-
naattia, kerrallaan pyrittiin poissulkemaan mahdolliset virheet laskennassa. Tällainen kä-
sin testaaminen oli kuitenkin työlästä. Merkittävän ongelman asetti laskennan tulosten
kompleksisuus. Tuloksena saatiin silmän orientaatio quaternionina. Quaternioni on orien-
taation matemaattinen esitystapa, joka on yleisesti käytössä VRPN:n kanssa. Quaternion
tulkinta sellaisenaan oli mahdotonta, joten se muunnettiin Eulerin kulmiksi. Näiden kul-
mien kanssa tuloksen ymmärtäminen oli mahdollista mutta vaati keskittymistä.
Fake Gaze Tracker mahdollisti laskennan testauksen visualisointiin perustuen. Kun oh-
jelman tulokset käsin testauksessa olivat oikein, se lähetettiin testattavaksi oikean virtu-
aaliympäristön kanssa. Kuvassa 5.8 on erään testauksen tulos. Silmän paikka on asetettu
kivilattialle tietylle etäisyydelle vastapäisestä seinästä ja Fake Gaze Tracker syöttää en-
nalta laskettuja pikselikoordinaatteja, jotka muodostavat ympyrän. Kuvasta näkyy, että
ohjelma toimii tässä tilanteessa odotetusti. Katseen suunta pyörii ympyrää.
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Kuva 5.8: Ohjelman testausta virtuaaliympäristössä. Haluttu pään paikka ja orientaatio
on syötetty niitä imitoivalle VRPN palvelimelle. Fake Gaze Tracker lähetti haluttuja pik-
selikoordinaatteja. Katseen suuntaa havainnollistavat säteet muodostavat säännöllisen
kartion haluttuun suuntaan, josta on helppo päätellä, että ohjelma laskee tässä tapauk-
sessa tulokset oikein. Säteitä ja osumakohtia on vahvistettu kuvankäsittelyohjelmassa ku-
van selkeyttämiseksi.
Ohjelmiston integraatiotestaukseen oli aikaa vain vähän. Integraatiotestaus suoritettiin
käyttäjätestausta edeltävänä päivänä ja se sujui varsin hyvin. Järjestelmässä huomattiin
kuitenkin olevan jotain vikaa. Tulokset eivät aina vastanneet todellisuutta. Tarkkaa syy-
tä virheelliselle toiminnalle ei pystytty selvittämään käytettävissä olleen ajan puitteissa.
Koska katseenseurantaa suorittavaa ohjelmaa oli testattu onnistuneesti, oletuksena oli et-
tä ongelma saattaisi olla virtuaaliympäristöä visualisoivassa ohjelmassa katseen suuntaa
kuvaavan säteen piirtämisessä. Koska laskentavirheen vaikutus tuloksiin oli varsin pieni
käyttäjätestauksen ajaksi testikäyttäjälle tarkoitetulla paikalla, käyttäjätestausta päätettiin
toteuttaa suunnitelmien mukaisesti.
5.5 Yhteenveto
Ohjelmiston perusperiaate mukaili [59, 65] toteuttamia ratkaisuja. Gaze Tracker kaappasi
videon, tunnisti pupillin paikan ja laski suhteelliset pikselikoordinaatit kalibrointinäyttöä
vastaavan 2D-tason suhteen. Toteutettu ohjelmisto huolehti kalibroinnin aikaisten vakio-
arvojen tallentamisesta Gaze Trackerin 2D-tason sitomiseksi pään koordinaatistoon. Näin
toteutettu ohjelmisto pystyi laskemaan VRPN rajapinnan yli saadun pään paikan ja orien-
taation ja Gaze Trackerin tarjoaman pään koordinaatistoon sidotun kalibrointinäyttöä vas-
taavan tason pikselikoordinaattien avulla silmän paikan ja orientaation virtuaaliympäris-
tössä. Toteutettu ohjelmisto tarjosi silmän paikkaa ja orientaatiota VRPN paikantimena
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lähes reaaliajassa. Virtuaaliympäristön visualisoinnista vastannut Hydra tallensi vastaa-
notti ja tallensi dataa myöhempää visualisointia varten. Hydra pystyi myös näyttämään
katseen osumakohtaa virtuaaliympäristössä punaisena pallona sitä mukaan kun uusia ar-
voja oli tarjolla VRPN rajapinnan yli.
Gaze Trackerin käyttö aiheutti sen, että ohjelmistoa ei saatu paketoitua yhdeksi ajet-
tavaksi tiedostoksi. Tämä heikensi selvästi ohjelmiston käyttömukavuutta. Yhden ohjel-
man käynnistäminen ja kalibrointi on mielekkäämpää kuin kahden ohjelman käynnistämi-
nen ja molempien kalibrointi. Vaikka toteutettu ohjelmisto kalibroi itsensä automaattises-
ti Gaze Trackerin kalibroinnin yhteydessä, se oletti pään paikan ja orientaation pysyvän
vakiona. Gaze Trackeria ei haluttu muokata, eikä sen kalibrointi hyväksy pään liikkeitä.
Tässä työssä toteutetussa ohjelmassa tai katseenseurannan tuloksia visualisoivassa ohjel-
massa oli myös tuntematon tuloksia vääristävä virhe, jota ei ehditty paikantaa. Virheen
vaikutus ei kuitenkaan ollut niin merkittävä, että se olisi estänyt käyttäjätestauksen.
Kaiken kaikkiaan ohjelmiston kehitys onnistui hyvin, huomioiden se, että varsinaista
testausta aidossa käyttöympäristössä voitiin kehitystyön aikana toteuttamaan vain vähän.





Käyttäjätestauksen tavoitteena oli todeta toteutetun järjestelmän toimivuus ja saada kar-
kea arvio sen tarkkuudesta ja jatkokehitystarpeesta todellisiin tarkoituksiin soveltuvak-
si. Testauksessa tarkasteltiin järjestelmää laaja-alaisesti. Käytettävyyden kannalta tärkeitä
elementtejä ovat käyttökelpoisuus, käytön helppous, käytön miellyttävyys ja opittavuus
[66]. Tarkasteluun haluttiin siis
• seurannan tarkkuus,
• seurannan latenssi,
• järjestelmän toimintavarmuus sekä
• järjestelmän helppokäyttöisyys ja käyttömukavuus.
Järjestelmän tarkkuus ja latenssi ovat merkittäviä käyttökelpoisuuden kannalta. Jos kat-
seen osumakohta ei osu riittävällä tarkkuudella sinne minne käyttäjä katsoo, järjestelmä
on käyttökelvoton. Riittävä tarkkuus määräytyy käyttötarkoituksen mukaan. Järjestelmän
toimintavarmuus liittyy sekä käytön helppouteen ja miellyttävyyteen tutkimushenkilö-
kunnan kannalta että käyttökelpoisuuteen. Toimintavarma järjestelmä edesauttaa sujuvaa
ja miellyttävää käyttöä. Opittavuutta ei tässä tutkimuksessa tarkasteltu.
Järjestelmän tarkkuuden osalta tavoitteena oli selvittää visuaalisesti paljonko seuran-
nan tulos keskimäärin poikkeaa todellisesta katseen suunnasta ja paljonko tuloksissa on
hajontaa. Visuaalisella selvittämisellä tarkoitetaan ulkoisen ja sisäisen tarkkuuden arvioin-
tia kuvista, joissa katseen osumakohdat näkyvät. Lisäksi haluttiin silmämääräisesti arvioi-
da järjestelmän latenssia toisin sanoen sitä, miten suurella viiveellä katseenseurannan tu-
los syntyy. Järjestelmän tarkkuuden oletettiin olevan esittelytarkoituksiin riittävä.
Koska 3D-katseenseurantalasien valuminen nenällä havaittiin merkittäväksi potentiaa-
liseksi virhelähteeksi, päätettiin testauksen aikana tallennettavasta datasta tehdä vertailua
ajan suhteen. Noin minuutin mittaisesta jaksosta jokaisen testihenkilön dataa päätettiin
ottaa kaksi kymmenen sekunnin jaksoa alusta ja lopusta ja tarkastella, paljonko kasat siir-
tyvät testin aikana. Oletuksena oli että lyhyenkin testirupeaman aikana virhettä kertyisi
huomattavasti.
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Järjestelmän toimintavarmuuden osalta haluttiin selvittää, toimiiko järjestelmä eri käyt-
täjillä samalla tavalla. Yhtä lailla haluttiin selvittää tekeekö järjestelmä omituisia tai odot-
tamattomia asioita. Odotettavissa oli, että järjestelmä voisi toimia eri tavalla eri käyttäjillä
johtuen muun muassa 3D-lasien asettumisesta eri kohtaan silmien suhteen. Tavoitteena
oli tunnistaa merkittävimmät toimintavarmuutta heikentävät seikat.
Järjestelmän käyttömukavuutta ja helppoutta haluttiin tarkastella sekä testikäyttäjän
että järjestelmää käyttävien testaajien suhteen. Testaajien tehtävänä on käynnistää ja ka-
libroida ohjelmat ja heidän voidaan olettaa olevan tekniikan alan ammattilaisia. Järjestel-
män prototyypin käyttäjien voidaan olettaa olevan pääasiassa yritysvieraita, joille järjes-
telmää esitellään. Testikäyttäjän kannalta kiinnostavaa oli kalibroinnin helppous ja muka-
vuus ja 3D-katseenseurantalasien käyttömukavuus. Testaajien kannalta haluttiin selvittää
jokaiseen kalibrointiin, testaukseen ja datan analysointiin vaadittavien vaiheiden moni-
mutkaisuutta. Oletuksena oli, että järjestelmän käyttö on monimutkaista ja vaatii merkit-
tävää yksinkertaistusta, sillä ohjelmistoa ei toteutettu yhtenä kokonaisuutena. Eri ohjel-
mien käynnistäminen sekä Hydran puolelta että tässä työssä toteutetun ohjelmiston osalta
havaittiin monimutkaiseksi. Testikäyttäjien odotettiin pitävän 3D-katseenseurantalaseja
kömpelöinä ja kalibrointia haasteellisena, koska päätä pitää pitää paikoillaan ilman tukea.
Testauksen tavoitteiden kautta pyrittiin luomaan runko, jonka pohjalta toteutettu tes-
taus tukisi tehokkaasti niiden vikojen ja puutteiden löytymistä, joiden korjaaminen tekisi
järjestelmästä mahdollisimman käytettävän järjestelmän esittelyä silmällä pitäen. Onnis-
tumisten ja positiivisten ominaisuuksien etsiminen oli toissijaista.
6.2 Testausympäristö
Testiympäristöksi luotiin staattinen virtuaaliympäristö (kuva 6.1), jossa käyttäjän edessä
näkyi patsas, vihreä kuutio ja sininen pallo. Patsaan korkeus oli 4,9 metriä ja etäisyys
testikäyttäjään noin seitsemän metriä. Pallon ja kuution olivat samassa linjassa patsaan
kanssa ja niiden etäisyys testikäyttäjään oli hieman yli kahdeksan metriä.
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Virtuaaliympäristö heijastettiin 3D-videotykeillä taustaprojektiona kolmelle toistensa
suhteen suorassa kulmassa olevalle näyttöpinnalle. Oikeanpuoleisinta näyttöpintaa jou-
duttiin käyttämään testin aikana ajettavien ohjelmien näyttönä. Käyttäjä istui testauksen
aikana näyttöpintojen keskellä olevan liikealustan penkissä. Testihenkilöä tarkkailtiin ta-
kaa ja tarkkailijalle oli oma tietokone ja näyttö, jolta näkyi katseen osumakohta reaalia-
jassa. Näin voitiin havainnoida mahdollisia ongelmia sekä kalibroinnin onnistumista.
6.3 Testauksen rakenne
Testauksesta haluttiin mahdollisen yksinkertainen ja suoraviivainen, koska testilaitteisto
osoittautui konstikkaaksi ja epävakaaksi. Ohjelmien käynnistäminen piti suorittaa tietys-
sä järjestyksessä ja, jos jokin vaihe epäonnistui, koko prosessi piti aloittaa alusta. Kali-
brointi ei myöskään aina onnistu ja pään paikannus saattoi jumittua virheelliseen arvoon
ilmeisesti pään paikannuksesta johtuvista tuntemattomaksi jääneistä syistä. Testaukseen
karsiutui kolme tehtävää
1. katseella seuraaminen,
2. latenssin arviointi ja
3. vapaa palaute.
Katseella seuraamisen tarkoituksena oli tallentaa dataa järjestelmän tarkkuuden määrittä-
miseksi. Vapaan palautteen tarkoituksena oli selvittää käytön mukavuutta testikäyttäjän
kannalta. Testien jälkeen järjestelmän käytön helppoutta ja mukavuutta haastateltiin tes-
tausta operoineelta testihenkilöstön jäseneltä käyttäen testauksen aikana havainnoinnin
avulla kerättyä tietoa järjestelmän käytöstä ja ilmenneistä ongelmista.
Järjestelmän epävakauden takia yksittäisen testin keston haluttiin pysyvän ideaalisessa
tapauksessa alle 15 minuutin, ettei mahdolliset ongelmat venyttäisi testausta kiusallisen
pitkäksi. Integraatiotestaukseen ja käyttäjätestaukseen oli käytettävissä vain kolme työ-
päivää. Integrointitestaukseen varattiin kaksi päivää ja käyttäjätestaukseen oli käytettä-
vissä vain yksi työpäivä. Prototyypin testaukseen ei kuitenkaan ollut tarkoituksenmukais-
ta käyttää suurta määrää testikäyttäjiä tai paljon aikaa, sillä testaus oli järjestelmän en-
simmäinen testaus ja merkittävimmät ongelmat ja ominaisuudet oli mahdollista selvittää
lyhyellä testauksella.
6.3.1 Taustatiedot ja testaussuostumus
Tilaisuuden aluksi jokaiselle testikäyttäjälle selitettiin testauksen rakenne ja tarkoitus ja
heitä pyydettiin allekirjoittamaan testaussuostumuslomake. Tämän jälkeen heiltä kysyt-





6.3.4 Tehtävä 2: Latenssin arviointi
Tämän tehtävän tarkoituksena oli silmämääräisesti arvioida katseenseurannan latenssia.
Katseen osumakohta tehtiin testikäyttäjälle näkyväksi asetuksia muuttamalla ja häntä pyy-
dettiin nopeaan tahtiin katsomaan vuoron perään reunimmaisia objekteja eli vihreää kuu-
tiota ja sinistä palloa. Käyttäjää pyydettiin kuvailemaan kuinka suurella viiveellä katseen
osumakohtaa kuvaava punainen pallo lähti seuraamaan testikäyttäjän käyttäjän katsetta
testikäyttäjän siirrettyä katseensa nopeasti kohteesta toiseen. Testin tulokset ja niitä vas-
taavat huomiot kirjattiin paperille.
6.3.5 Tehtävä 3: Vapaa palaute
Kolmannen tehtävän tarkoituksena oli kerätä vapaata palautetta ja ajatuksia laitteistosta.
Koska kyseessä oli ensimmäinen testaus, tavoitteena oli lähinnä suurimpien ongelmien
ja ajatusten vangitseminen eikä niinkään yksityiskohtainen haastattelu. Tehtävän aikana
käyttäjä sai leikkiä järjestelmällä niin että hän näki katseen osumakohdan tehtävän 2 ta-
paan.
Tämä tehtävä aloitettiin kertomalla testikäyttäjälle, että varsinainen testaus on ohi. En-
simmäiseksi testihenkilöltä kysyttiin miltä laitteen käyttö tuntui. Toisena kysymyksenä
kysyttiin oliko testikäyttäjällä jotain ajatuksia laitteen kehittämiseksi tai parantamiseksi.
Vapaan palautteen aikana esille tulleet merkittävät huomiot kirjattiin ylös paperille. Jo-
kaiselta käyttäjältä tuli muutamia huomioita. Yhteensä huomioita kertyi kolme sivullista.
Tulokset purettiin vasta noin viikon kuluttua testauksesta.
6.4 Testikäyttäjät
Testikäyttäjiksi ja pilottiin otettiin yhteensä kuusi Tampereen teknillisen yliopiston opis-
kelijaa. Testikäyttäjiksi rekrytoitiin opiskelijoita, koska se oli käytännöllisin ja helpoin
tapa saada testikäyttäjiä, eikä testauksen tavoitteet ja luonne asettanut erityisiä vaatimuk-
sia testikäyttäjille. Testikäyttäjille ei maksettu tai annettu palkkiota testauksesta. Ainoa
"palkkio"oli mahdollisuus tutustua virtuaaliympäristöön ja katseenpaikannukseen. Kaik-
ki testikäyttäjät olivat nuoria (22-31v.) miehiä. Yhdelläkään ei ollut silmälaseja tai näkö-
ongelmia. Testikäyttäjät olivat teknisesti suuntautuneita ja kaikki olivat pelanneet ainakin
jotain tietokonepelejä. Kaikki olivat myös käyneet 3D-elokuvissa.
Koska testaus oli luonteeltaan funktionaalinen ja testitehtävät pääasiassa mekaanisia,
testikäyttäjiä ei yksilöity tulosten analysoimiseksi. Tässä kehitysvaiheessa ei tavoitteiden
kannalta katsottu tarpeelliseksi kartoittaa testikäyttäjien taustaa tai fysiologiaa syvällises-
ti. Testihenkilöiden taustan ei oletettu vaikuttavan merkittävästi testitehtävien suorittami-




Pilottitestauksessa havaittiin äänitetyn sekvenssin olevan liian nopea. Testikäyttäjä ehti
juuri ja juuri kohdistaa katseensa edelliseen objektiin, kun seuraava jo kuului nauhalta.
Tämän oletettiin haittaavan testiä jonkin verran, mutta onneksi toiston nopeutta opittiin
säätämään heti ensimmäisen testikäyttäjän jälkeen. Äänityksen kokonaiskesto todettiin
sopivaksi.
Sekvenssin äänityksen aikana tehtiin kaksi tahallista virhettä. Kerran mainittiin vih-
reän kuution sijaan sininen kuutio ja sinisen pallon sijaan vihreä pallo. Tarkoituksena oli
erotella datasta esimerkin omaisesti miten testikäyttäjän katse käyttäytyy, kun sekvens-
sissä on objekti, jonka nimi alkaa sekvenssistä tutun objektin värillä, mutta loppuosa ni-
mestä paljastaa objektin olevan tuntematon. Äänityksessä olevat kaksi tahallista virhettä
todettiin kuitenkin pilotissa hyödyttömiksi. Niiden aikana tapahtuvien silmän liikkeiden
erittely ja analysointi olisi vienyt suhteettoman paljon aikaa, eikä tuloksena oltaisi voitu
odottaa mitään jatkokehityksen kannalta erityisen hyödyllistä.
Äänityksestä ei kuitenkaan ehditty poistamaan kahta tahallista virhettä varsinaisia tes-
tejä varten. Tämän ei katsottu pilaavan tuloksia, sillä kahden tahallisen virheen aikana
mahdollisesti syntyvät katseen harhailut olisivat kestoltaan hyvin lyhyitä koko testin kes-
toon nähden.
3D-katseenseurantalasien videokaapelina käytettiin tarkoitukseen huonosti soveltuvaa
paksua audiokaapelia, koska sopivaa videokaapelia ei ollut saatavissa. Pilottitestissä to-
dettiin, että testikäyttäjän pitää ottaa kädellä kiinni kaapeleista keventääkseen laseihin
tulevaa vetoa. Muuten lasit eivät pysyneet paikoillaan.
Kalibroinnin kanssa oli erinäisiä ongelmia. Kalibrointia ei voitu suorittaa liikealustan
penkissä istuen. Penkki on niin lähellä etummaista näyttöä, ettei näkökenttä ylety 3D-
lasien kanssa päätä kääntämättä joka kulmaan. Kalibrointi piti siis suorittaa liikealustan
takaa. Kalibroinnin huomattiin toimivan vain silloin, kun käyttäjä on kohtisuorassa kohti
kalibrointikuviota näyttävää näyttöä. Liikealusta peitti näkökenttää niin paljon, ettei kali-
brointi onnistunut liikealustan takaa kuin seisaaltaan.
Latenssin arviointitehtävä todettiin hankalaksi. Järjestelmän latenssi osoittautui jo in-
tegraatiotesteissä hyvin lyhyeksi ja pilotissa latenssin arviointi sekunneissa silmämääräi-
sesti oli testikäyttäjälle hieman hankalaa. Koska arvion antaminen sekunnin murto-osissa
oli kömpelöä, päätettiin käyttäjiltä lähinnä kysyä seuraako katseen osumakohtaa kuvaava
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pallo katseen siirtyessä katsetta välittömästi eli reaaliajassa, lähes heti eli lähes reaalia-
jassa vai onko latenssia kenties enemmän. Lisäksi latenssia päätettiin mitata testaushen-
kilöstön toimesta sekuntikellolla, koska luotettavamman mittausjärjestelyn suunnittelu ja
toteutus olisi ollut monimutkainen tehtävä. Sekuntikelloa referenssinä käyttäen voitaisiin
karkeasti arvioida, onko latenssi alle 0,1 sekuntia.
7.2 Tehtävä 1: Katseella seuraaminen
Tehtävä 1 muodosti koko testauksen selkärangan. Sen aikana kerättiin dataa silmän pai-
kasta ja orientaatiosta. Tätä dataa analysoitiin visualisoimalla katseen osumakohdat vir-
tuaaliympäristöön. Datasta visualisoitiin ja analysoitiin pääasiassa neljä eri ajanjaksoa.
Ensin datasta erotettiin tallennuksen alusta ajanjakso, jonka aikana testikäyttäjä tui-
jotti sinistä palloa sekvenssin alkua odottaessaan. Tämän ajanjakson visualisoinnista oli
tarkoitus nähdä kuinka tarkasti katse osuu siniseen palloon (ulkoinen tarkkuus) ja kuinka
paljon hajontaa katseen osumakohdille syntyy (sisäinen tarkkuus).
Tämän jälkeen visualisoitiin koko tehtävän 1 data sekvenssin alusta sekvenssin lop-
puun. Tähän dataan ei siis kuulunut alun tuijotus. Koko tehtävän datasta oli tarkoitus tar-
kastella katseen osumakohtien muodostamien kasojen kokoa ja sijaintia. Näistä voitiin
päätellä muun muassa järjestelmän sisäistä ja ulkoista tarkkuutta eri suuntiin katsottaessa.
Viimeiseksi koko tehtävän datasta visualisoitiin jokaisen testikäyttäjän osalta ensim-
mäiset 10 sekuntia ja viimeiset 10 sekuntia. Näitä kuvia vertailemalla haluttiin tarkastella
muuttuuko tulokset testin aikana esimerkiksi 3D-katseenseurantalasien valumisen takia.
7.2.1 Koko tehtävän data
Kokonaiskuvan saamiseksi ensimmäiseksi visualisoitiin ja analysoitiin jokaisen testikäyt-
täjän osalta koko sekvenssin aikana syntyneet katseen osumakohdat. Tässä, kuten muis-
sakin tapauksissa visualisointi tehtiin suunnilleen siitä näkökulmasta, josta testikäyttäjä
näki virtuaaliympäristön testauksen aikana.
Ensimmäisen testikäyttäjän kohdalla kalibrointi ei onnistunut tyydyttävästi edes toisel-
la yrittämällä. Käyttäjän silmä jäi silmänseurantakameran kuvassa aivan kuvan alarajalle,
vaikka hän siirsi lasit ulommas nenälle. Tämä selittää suuren hajonnan ensimmäisen tes-
tikäyttäjän koko tehtävän datassa, joka on esitetty kuvassa 7.1. Jokainen kuvissa näkyvä
valkoinen pallo edustaa katseen osumakohtaa. Keihäänkärjen ja vihreän kuution osalta
selvää kasaa ei ole edes havaittavissa.
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Kuva 7.1: 1. testikäyttäjän katseen osumakohdat koko tehtävän 1 ajalta. Alkuperäisissä
kuvissa ja ohjelman ajon aikana katseen osumakohta näkyy punaisena pallona, mutta
mustavalkotulostusta silmällä pitäen pallot on editoitu valkoisiksi.
Ensimmäisen testikäyttäjän tulokset eivät olleet lupaavia. Suureen hajontaan osasyyl-
lisenä pidettiin myös sekvenssin nopeutta. Testikäyttäjä pystyi vain vaivoin seuraamaan
katsellaan äänitteeltä kuuluvien kohteiden sekvenssiä. Onneksi löysimme ensimmäisen
testihenkilön testauksen jälkeen äänityslaitteesta toiminnon, jolla toistoa sai hidastettua.
Toiselle testikäyttäjälle äänitys soitettiin 0,7 kertaisella nopeudella. Toisen testikäyt-
täjän kohdalla kalibrointi onnistui suhteellisen hyvin ja koko tehtävän data vaikuttikin
paremmalta. Kasat vaikuttivat kuitenkin pitkulaisilta, ne ikään kuin valuivat alaspäin. Ku-
vassa 7.2 on visualisoituna toisen testikäyttäjän koko tehtävän 1 katseen osumakohdat.
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johdot häiritsivät käyttöä. Yksi testikäyttäjä ehdotti, että kaapelit voisi kiinnittää vyölle
kiinnitettävään solkeen vedonpoistolla ja mietti saisiko laseista kokonaan langattomat.
Sama käyttäjä mainitsi laseista lähtevän johdon menevän ikävästi korvan päälle.
Lasien valumisesta kuultiin negatiivista palautetta kahdelta testikäyttäjältä, vaikka tes-
titulosten perusteella lasit näyttivät pysyvän varsin tukevasti paikoillaan. Tunne lasien va-
lumisesta saattaa johtua pelkästään niiden painosta. Yksi testikäyttäjä edellisten lisäksi
mainitsi lasien olevan hieman painavat. Tunne lasien painavuudesta voi johtua osittain
niiden heikosta istuvuudesta.
Myös ledivalaistuksen lämpö koettiin epämukavaksi. Tästä asiasta mainitsi tavalla taik-
ka toisella peräti 4/5:stä testikäyttäjästä. "Lämmittää aika hyvin"kommentoi kolmas testi-
käyttäjä. Toinen käyttäjä kommentoi, että jos ledeihin koskisi niin varmasti polttaisi. Kor-
jausehdotuksena esitettiin ledien siirtämistä linssin taakse ja herkemmän kameran käyttöä
ledien tehon vähentämiseksi.
7.5 Toimintavarmuus
Järjestelmä todettiin hankalaksi. Gaze Trackerin asetuksia piti säätää erikseen jokaiselle
käyttäjälle, koska automaattinen säätö osoittautui epäluotettavaksi. Testauksessa käytetty
64-bittinen Gaze Trackerin versio ei myöskään onnistunut tunnistamaan videosta silmää,
vaan ainoastaan pupillin.
Silmän seurantatuloksessa oli usein myös häiriötä, jonka oletettiin tulevan ainakin osit-
tain pään paikannuksen kautta, sillä kaikki pään paikannuksen virheet siirtyvät katseen-
seurantaan. Häiriöt aiheuttivat katseen osumakohtaan käyttäjästä riippumattomia levotto-
mia liikkeitä, jotka heikensivät sisäistä tarkkuutta. Pään paikannus tuotti lisäksi ainakin
kolmella testihenkilöllä virhetilanteen, jossa katseenseurannan osuma tippui esimerkiksi
lähelle testikäyttäjän jalkoja, vaikka hän katsoi suoraan eteenpäin.
7.6 Kameran asemointi
Kameran asemointi osoittautui huonoksi. Jokaisen testikäyttäjän silmä oli aivan videon
alarajalla. Kolme testikäyttäjää, joutui siirtämään 3D-katseenseurantalaseja hieman ne-
nälle, jotta pupilli näkyisi kunnolla katseenseurantakameran kuvassa. Käsin muistiinpa-
noihin piirretyt kuvat silmien paikoista löytyy luvusta 7.8. Etenkin ensimmäisellä tes-
tikäyttäjällä pupilli saattoi kalibroinnin ja testin aikana kadota näkyvistä. Tämä saattaa
selittää ensimmäisen testikäyttäjän kalibroinnin epäonnistumisen.
7.7 Käyttömukavuus testaushenkilöstön kannalta
Testihenkilöstölle laitteiston ja ohjelmiston valmistelu ja ohjelmiston käyttö testin aikana
oli varsin puuduttavaa. Asennusvaiheessa huomattiin, että videonkaappauslaite ei toimi
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7.9 Tulosten yhteenveto
Testit onnistuivat pienistä epäonnistumisista ja ongelmista huolimatta hyvin, sillä proto-
tyyppi osoitettiin toimivaksi ja vieläpä esittelykelpoiseksi. Järjestelmän latenssi todettiin
hyvin pieneksi ja tarkkuus, kuten edellä esitellyistä kuvista näkyy, riittäväksi esittelykäyt-
töön.
Kameran asemointi osoittautui huonoksi. Kaikkien testikäyttäjien silmät jäivät video-
kuvan alarajalle. Ensimmäisellä testikäyttäjällä silmän jääminen osittain kameran kuvan
ulkopuolelle oli todennäköisesti oli suurin syy kalibroinnin epäonnistumiselle.
Järjestelmässä oli jonkin verran häiriötä, jonka oletetaan tulevan pään paikannuksesta.
Häiriö heikensi järjestelmän sisäistä tarkkuutta, mutta tarkka määrä jäi epäselväksi. Lisäk-
si tehtävässä 1 hajontaa aiheutti tehtävässä käytetyn sekvenssin kohtalaisen suuri nopeus.
Tämä tulee huomioida tarkasteltaessa tehtävän 1 dataa sisäisen ja ulkoisen tarkkuuden
kannalta.
Odotuksista poiketen katseenseurannan tulos ei muuttunut testin kuluessa. Oletus ja
palaute siitä, että 3D-katseenseurantalasit valuvat, ei siis näytä pitävän paikkansa. Testi
oli kuitenkin varsin lyhyt. Pidemmän ajan kuluessa valumista varmasti tapahtuu.
Testikäyttäjät kokivat järjestelmän mielenkiintoiseksi. Testihenkilöstölle järjestelmän
käyttö on tällaisenaan kuitenkin varsin epämiellyttävää ja hankalaa. Järjestelmä oli liian
monimutkainen huomioiden, että myös tähän työhön kuulumattomat ohjelmat kuten datan
tallennusohjelma, olivat niin ikään hieman hankalia.
Järjestelmän latenssi osoittautui odotuksia paremmaksi. Latenssi oli niin lyhyt, ettei
sen tarkka mittaaminen käytetyssä testijärjestelyssä ollut mahdollista. Katseen paikkaa
indikoiva punainen pallo siirtyi lähes täydellisesti katseen mukana. Latenssia arvioitiin
olevan alle 0,1 sekuntia.
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8. POHDINTAA JA JOHTOPÄÄTÖKSET
Tässä työssä toteutettiin katseenseurantajärjestelmän prototyyppi Konstruktiotekniikan
laitoksen CAVE-virtuaaliympäristöön. Työ toteutettiin Sandvikin pyyntöön perustuen,
koska soveltuvaa kaupallista järjestelmää ei ollut tarjolla. Järjestelmän oli tarkoitus ol-
la esiteltävissä yritysvieraille ja kehitettävissä tutkimuskäyttöön, mikäli kiinnostusta il-
menee. Järjestelmään kuului 3D-katseenseurantalasit ja katseen suunnan ja silmän paikan
virtuaaliympäristön koordinaatistossa laskeva ohjelmisto. Tämän opinnäytteen puitteissa
suoritettiin myös käyttäjätestaus, jolla osoitettiin järjestelmän toimivuus, arvioitiin kat-
seenseurannan tarkkuutta ja latenssia sekä järjestelmän käyttömukavuutta henkilökunnan
ja testikäyttäjän näkökulmasta.
3D-katseenpaikannuslasit rakennettiin CAVE-ympäristössä käytettävien 3D-lasien pääl-
le. 3D-lasien kehykseen toisen linssin alareunaan kiinnitettiin katseenpaikannuskamera.
Asennuksessa käytettiin isosta paperiliittimestä taiteltua runkoa ja epoksiliimaa. Runko
peitettiin mattamustalla teipillä infrapunataajuudella toimivaa paikannusjärjestelmää häi-
ritsevien heijastusten ehkäisemiseksi. Katseenpaikannuskameran valaistuksena käytettiin
3D-lasien sisäpuolelle liimalla asennettuja infrapunaledejä, jotka saivat virran tietokoneen
USB-liittimestä.
3D-lasien kehittämisessä keskityttiin alussa liikaa fyysiseen kokoon. Kamera haluttiin
lähes näkymättömäksi ja todella lähelle 3D-lasien linssiä tai jopa sen sisäpuolelle. Näin
kameroiksi valittiin kooltaan hyvin pieniä kameroita, joiden kuvanlaatu ei kuitenkaan riit-
tänyt myöhemmin käyttöön otetulle Gaze Trackerille. Aikaa tuhraantui myös 3D-lasien
polarisaatiosuotimien leikkelyyn, jotka myöhemmin todettiin läpäisevän infrapunaa lähes
esteettä. Lopullisessa kokoonpanossa paperiliittimestä muotoiltu runko suunniteltiin niin
tukevaksi, että kameran kääntäminen runkoa taittamalla ei onnistunut käyttäjätestauksen
aikana, kun huomattiin, että ensimmäisen testikäyttäjän silmä jää kameran kuvan alara-
jalle.
Järjestelmän ohjelmisto haluttiin alun perin toteuttaa yhtenä kokonaisuutena käyttäen
hyväksi vapaasti saatavilla olevaa koodia pupillin paikan tunnistamiseksi videokuvasta.
Kehitystyön alkumetreillä kuitenkin havaittiin, että videon käsittely ja kalibroinnin to-
teuttaminen vaatisivat kohtuuttomasti aikaa. Niinpä käyttöön otettiin Gaze Tracker, joka
huolehti videon käsittelystä ja katseenseurannasta kalibrointinäyttöä vastaavan 2D-tason
suhteen. Tässä työssä toteutettu ohjelma transformoi tuloksen virtuaaliympäristöön käyt-
täen apuna VRPN rajapinnan yli vastaanotettua pään paikkaa ja orientaatiota, sekä ka-
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libroinnin aikana tallennettuja vakioarvoja. Ohjelma laski silmän paikan ja orientaation
virtuaaliympäristössä ja tarjosi sitä VRPN paikantimena.
Ohjelmiston kehityksestä teki erityisen haasteellista se, ettei sitä kehitetty Konstruktio-
tekniikan laboratorion yhteydessä ja käyttöympäristössä tapahtuva testaus vaati ulkopuo-
lista työpanosta. Näin testaaminen oikeassa ympäristössä rajoittui lähinnä integraatiotes-
taukseen. Ohjelmiston kehitykseen lähdettiin liian korkein tavoittein. Mikäli ohjelmistoon
olisi alusta pitäen otettu mukaan Gaze Tracker olisi kokonaisuus ehditty toteuttaa huolel-
lisemmin ja kameroiden testaus olisi voinut alkaa aikaisemmin. Huomattavaa on myös
se, ettei tässä testauksessa saadut katseen osumakohdat edusta fiksaatioita. Katseen osu-
makohtien voidaan olettaa olevan katsepolulla, mutta fiksaatioiden tunnistamiseksi dataa
pitäisi suodattaa.
Toteutettu järjestelmä osoitettiin toimivaksi käyttäjätestauksella. Käyttäjätestauksessa
tarkasteltiin katseenseurannan tarkkuutta ja latenssia tehtävällä, jossa testikäyttäjä koh-
disti katseensa eri virtuaaliympäristön objekteihin äänitteeltä kuuluneen noin minuutin
mittaisen sekvenssin mukaisesti. Tallennetusta datasta visualisoiduista kuvista nähtiin kat-
seen osumakohtien hajonta (sisäinen tarkkuus) ja kasojen sijainti sekvenssissä toistettujen
objektien suhteen (ulkoinen tarkkuus). Lisäksi tarkasteltiin tulosten muuttumista vertaile-
malla dataa tehtävän alusta ja lopusta, arvioitiin järjestelmän latenssia ja kerättiin palau-
tetta järjestelmän käyttömukavuudesta sekä testikäyttäjiltä että testihenkilökunnalta.
Käyttäjätestaus suunniteltiin tarpeettoman monimutkaiseksi. Koska latenssi ei riippu-
nut käyttäjästä, sen arvioiminen olisi voitu jättää kokonaan pois. Äänitetty sekvenssi oli-
si myös voitu suunnitella paljon hitaammaksi. Sekvenssi suunniteltiin nopeatempoiseksi
katseen harhailun vähentämiseksi, mutta se olisi voinut olla merkittävästi hitaampi. Liian
nopean sekvenssin voidaan olettaa aiheuttaneen osumien hajontaa, koska testikäyttäjällä
ei välttämättä ollut aikaa kohdistaa katsettaan huolellisesti. Paljon hitaamman sekvenssin
käyttö tuottaisi laadukkaampaa dataa järjestelmän tarkkuudesta.
Kaiken kaikkiaan käyttäjätestaus onnistui tiukka aikataulu huomioiden hyvin. Järjes-
telmä osoittautui toimivaksi ja siitä tunnistettiin merkittävimmät jatkokehitystarpeet, jotka
esitellään myöhemmin tässä luvussa. Kalibrointiongelmat ja yhden käyttäjän kalibroin-
nin epäonnistuminen ei ollut poikkeuksellista [84]. Käyttäjätestauksen datasta visualisoi-
duista kuvista näkyi, että katseenseurannan tarkkuus oli järjestelmän korjattavissa olevat
puutteet huomioiden hyvä. Katseen osumien kasat osuivat pääsääntöisesti kohteeseen ja
hajontaa oli suhteellisen vähän.
Järjestelmän latenssin arvioitiin olevan alle 0,1 sekuntia, joka on riittävä valtaosaan
sovelluksista. Latenssin ei osattu odottaa olevan näin pieni ja testijärjestely suunniteltiin
alun perin latenssin hyvin karkeaan arvioon. Integraatiotestauksen ja pilottitestauksen pe-
rusteella testijärjestelyä paranneltiin ja sekuntikelloa referenssinä käyttäen latenssin voi-
tiin todeta olevan alle 0,1 sekuntia. Järjestelmälle mahdollisesti ilmaantuvat käyttötarkoi-
tukset määrittävät myöhemmin miten lyhyt latenssin täytyy olla ja kuinka paljon latenssis-
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sa saa olla vaihtelua. Esittelykäytössä järjestelmän silmämääräisesti lähes reaaliaikainen
vaste on riittävä ja edustava, eikä tässä vaiheessa kehitystyötä ollut tarpeellista selvittää
latenssia tämän tarkemmin.
Toimintavarmuutta haittasi erityisesti kalibroinnin hankaluus. Osalla testikäyttäjistä
kalibrointi onnistui hyvin, mutta osalla ei. Kaikilla käyttäjillä silmä jäi katseenseuranta-
kameran kuvan alarajalle, joka saattoi häiritä kalibrointia. Myös manuaalisen työn määrä
ohjelmia käynnistettäessä jokaisen testin alussa heikensi toimintavarmuutta. Jatkokehi-
tyksen osalta on merkittävää, että ohjelmistoa siistitään ja sen käyttöä yksinkertaistetaan.
Ohjelmat olisi syytä paketoida yhdeksi kokonaisuudeksi. Yksi vaihtoehto olisi rakentaa
3D-katseenseuranta osaksi esimerkiksi Gaze Trackeria, sillä Gaze Tracker on avointa läh-
dekoodia.
Kalibroinnin aikana pään pitäminen paikallaan ei osoittautunut kovin hankalaksi. Tä-
män asian varmistaminen vaatisi mittauksia. Mikäli pään liikkuminen kalibroinnin aika-
na ei merkittävästi heikennä katseenseurannan tarkkuutta, ei ohjelmistoa ole näiltä osin
tarpeen muuttaa [59] vastaavaksi. Selvää syytä kaikkiin kalibrointiongelmiin ei löydet-
ty. Järjestelmässä saattaa olla laskentavirhe jonka etsimiseksi voi olla tarpeen suunnitella
erityisiä testejä. Kyseessä voi hyvinkin mahdollisesti olla vain yksittäinen väärä arvo.
Pään paikannus myös tuotti usealla testihenkilöllä virhetilanteen, jossa katseenseuran-
nan osuma tippui lähelle testikäyttäjän jalkoja, vaikka hän katsoi suoraan eteenpäin. Jat-
kotestauksen kannalta olisi mielekästä kehittää virheiden tunnistus ja häiriöiden suoda-
tus. Nykyisessä järjestelmässä virhetilanteiden tunnistaminen oli mahdollista kohtuulli-
sella vaivalla lähinnä testauksen aikana näytöltä seuraamalla. Myös kohinan lähteiden
tunnistaminen olisi oleellista katseenseurannan tarkkuuden parantamiseksi.
Datan suodatus on tärkeää niiden häiriöiden poiston kannalta, joiden lähdettä ei pys-
tytä eliminoimaan. Datan suodatuksen voidaan olettaa parantavan sisäistä tarkkuutta jopa
merkittävästi, sillä järjestelmässä oli ilmeisesti pään paikannuksesta syntynyttä häiriötä
suhteellisen paljon. Dataa suodattamalla voitaisiin myös tunnistaa sakkadit ja fiksaatiot.
Sakkadien ja fiksaatioiden tunnistaminen auttaisi myös datan visualisoinnin parantami-
sessa.
Laitteisto on pieniä parannuksia vaille käyttövalmis. Laitteiston osalta korjattava on
kameran asemointi ja valaistus. Kameran asennukseen käytettävästä rungosta voisi myös
tehdä säädettävän niin, että kameraa voisi tarvittaessa kääntää käyttäjän silmän sovittami-
seksi videokuvaan. Infrapunaledit kuumenivat paljon ja ovat liian lähellä käyttäjän kas-
voja. Kuumat ledit luovat epämiellyttävän tunteen. Ledien sijoittaminen 3D-lasien linssin
ulkopuolelle saattaa olla mahdollista, sillä linssi läpäisee hyvin infrapunataajuutta. Jos le-
dit asennetaan linssin ulkopuolelle, ne voivat myös olla fyysisesti isompia. Tämä parantaa
valikoimaa, eikä ledejä mahdollisesti tarvita kuin yksi. Ledin asemoinnissa on kuitenkin
huomattava, ettei ledit ja kameran kuvakulma saa olla lähellä samaa akselia tai muuten
infrapuna heijastuu verkkokalvolta ja pupilli näkyy videokuvassa valkoisena.
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Konstruktiivinen lähestymistapa soveltui hyvin tämän työn menetelmäksi. Työssä luo-
tu konstruktio käsitti geneerisen laitteiston ja ohjelmiston, joita voidaan kehittää myö-
hemmin tarkentuvien vaatimusten perusteella. Konstruktion toimivuus osoitettiin käyt-
täjätestauksella. Käyttäjäkeskeinen suunnittelu ei ollut tämän työn lähtökohtana. Tavoit-
teena ei ollut prototyypin tässä kehitysvaiheessa tunnistaa varsinaisia loppukäyttäjiä tai
heidän tehtäviään järjestelmän kanssa, vaan kehittää esittelykelpoinen prototyyppi. Mi-
käli järjestelmän käyttäjät ja käyttötapaukset olisi selvitetty, käyttäjäkeskeisten menetel-
mien käyttö olisi ollut hyvinkin suotavaa. Tällaisessa tapauksessa myös testaus olisi ollut
mielekäs toteuttaa laajempana osoittaen eri käyttäjäryhmien tarpeiden ja käyttötapausten
erityispiirteiden tullun huomioiduksi riittävällä tasolla.
Tässä työssä toteutettu järjestelmä on kohtuullisella jatkokehityksellä sovellettavissa
moneen eri tarkoitukseen, kuten käytettävyystestaukseen tai virtuaaliympäristöjen visua-
lisoinnin parantamiseen. Vaikka katseenseurantaa virtuaaliympäristössä voitaisiin käyttää
hyödyksi monella tavalla, merkittävin käyttö tällä hetkellä lienee kuitenkin virtuaaliympä-
ristöjen tekeminen houkutteleviksi esittelemällä uutta tekniikka ja uusia mahdollisuuksia.
Kuten Nilsen Norman Groupin raportissa [67] todetaan, "Eyetracking is showbiz."
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