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A novel wind tunnel rig, which can be used to collect data from high 
incidence, large amplitude manoeuvres is presented. The "manoeu- 
vre rig" is a horizontal-pendulum type rig that is capable of large 
amplitude motions in up to five degrees of freedom. The rig consists 
of. two gimbals, an arm to provide an element of translation to the 
model centre of gravity, an aerodynamic compensation device, and 
a scale aircraft model. It is remotely controlled allowing largely un- 
hindered motion and the potential for the investigation of feedback 
control laws. 
To assess the manoeuvre rig concept, a pilot rig was designed, man- 
ufactured and operated. For the tests, an existing approximate-scale 
model of the BAe Hawk aircraft is used. Mathematical models of the 
rig components and their dynamics are developed, with additions that 
account for friction. 
Small amplitude manoeuvres, typical of conventional testing, are per- 
formed. Mathematical models, describing the longitudinal aerody- 
namics of the Hawk, are fitted to this data using parameter estimation 
methods. Excellent results are achieved in the one degree-of-freedom 
pitch configuration. In two degrees-of-freedom pitch and heave, the 
results are not as good and the reasons for this are discussed. 
The Hawk model exhibits significant nonlinear behaviour at high an- 
gles of attack. This is thought to be related to dynamic stall and a 
suitable mathematical model is developed. Continuation and bifur- 
cation analysis is used to analyse this model and fit it to experimen- 
tal data. Qualitative agreement between the model and the data is 
achieved and influence of friction on the rig dynamics is discussed. 
The rig's capabilities are further evaluated by the demonstration of 
large amplitude, three degree of freedom (roll, pitch and yaw) tests, 
velocity vector rolls (roll and pitch) and four degree (roll, pitch, yaw 
and sway) of freedom snake-like motions. 
The manoeuvre rig is shown to be suitable for the extraction of lon- 
gitudinal aerodynamic models. It is capable of generating small- and 
large-amplitude unsteady motions so that aircraft responses can be 
demonstrated and studied. As such, the rig shows promise for aero- 
dynamic model extraction for nonlinear dynamics and departure. 
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To assess how well an aircraft flies, that is whether it can perform its mission 
under complete control, safely, efficiently and effectively, an accurate model of its 
flight dynamics is required. This model is derived from data obtained by aerody- 
namic simulation, wind tunnel tests and flight tests using system identification 
techniques. Industry standard aerodynamic models derived from conventional 
wind tunnel test data have proved suitable for most conventional aircraft con- 
figurations under most flight conditions. Under certain conditions, such as high 
angles of attack and high motion rates, these models fail to give accurate pre- 
dictions of the aircraft dynamics. These failings can have serious consequences 
particularly if the aircraft control system is based on these predictions, or if the 
pilot has been trained in a simulator programmed with these models. The direct 
relationship between the model and the data means that the first step to improve 
the situation is to obtain sufficient data covering these outlying regions. 
This thesis covers the design, fabrication and evaluation of a new multi-degree- 
of-freedom (DOF) dynamic wind tunnel rig which aims to provide that data, 
particularly at the extremities of the flight envelope (i. e. in the stall departure, 
or "upset", region). The `manoeuvre' rig, shown in Figure 1.1, consists of an 
air vehicle model mounted via a1 or 2-DOF gimbal onto an arm, that is itself 
able to move in one or more degrees of freedom. The model is fitted with control 
surfaces and actuators so that its motions are driven via remotely activated signals 
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Figure 1.1: The manoeuvre rig. The labels indicate the five available degrees of 
freedom: model-pitch, model-yaw, roll, rig-pitch (heave) and rig-yaw (sway). 
to the actuators, as with an aircraft in flight. In this sense the concept may be 
referred to as `physical simulation' of a full-scale version of the vehicle in 6-DOF 
flight. The rig can he set up with varying numbers of degrees of freedom, frone 
1 to 5 as illustrated in Figure 1.2. The aria acts as a pendulum. giving an 
element of translation to the model centre of gravity (c. g. ), in addition to the 
rotational motions of the model. To prevent the model frone hitting the tunnel 
walls and to counter the inertial, gravitational and aerodynamic effects that the 
arm has on the dynamics of the model, aerodynamically generated compensation 
is used. With the arm configured nominally in line with the tunnel flow, the 
rig allows model motions in the tunnel that are representative of conventional 
flight as well as velocity vector roll and other maiioeuvres more appropriate to 
measurements under stall/departure conditions. Such a rig is intended to provide 
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(a) Roll (0) (b) Pitch (0') (c) Yaw (0) 
(d) Heave (Or) (e) Sway ('r) 
Figure 1.2: Illustration of the five available degrees of freedom. 
the data necessary to populate advanced mathematical modelling formulations 
of aerodynamic loading, such as those capturing time-dependent flow phenomena 
in [1]. However, it can also he used to develop control laws and indeed the 
model itself can he intrinsically unstable with the real-time data acquisition and 
control system implementing feedback control augmentation. 
In the next section the need for unsteady data, as outlined above, is discussed 
in more detail and the use of a wind tunnel in obtaining this data is justified. 
Once motivated the background to this project is given. This begins by covering 
wind tunnel rigs that are in operation or are currently being researched. This ends 
with a description of the pendulum support rig [2] which is the direct ancestor 
of the manoeuvre rig. A short section, devoted to explaining how the design of 
manoeuvre rig addresses the shortcomings of other similar rigs, follows. To end 
this chapter an overview of the rest, of the thesis is given, plus a list of publications 




In some ways, the answer to the question "why is unsteady, large amplitude 
data required? " is obvious: aircraft encounter unsteady conditions, therefore it 
is important to be able to characterise their behaviour there. The full answer is 
of course more subtle. During extreme motions aircraft behaviour is nonlinear 
and thus different from what one may anticipate at normal attitudes. Aircraft 
can depart, i. e. move violently from the current position, with little or no further 
input. Departure can result in spins, rolls and oscillations and could in some 
cases cause the aircraft to crash. The situations that precipitate such violent 
manoeuvres must be well understood if departure prevention strategies are to be 
implemented. 
Departure is one extreme consequence of what are now called aeroplane upsets. 
Aeroplane upset is defined as unintentionally exceeding normal flight parameters, 
i. e. experiencing greater angles of attack, side-slip and speed than normal [3]. 
Upsets can be caused by a variety of external atmospheric phenomena, such as 
storms as well as by the wake from an upstream aircraft. They can also be 
caused by the pilot or system failures. Upsets, which lead to the loss of control 
of an aircraft, are the leading cause of fatal commercial aircraft accidents [3,4]. 
Therefore upsets and the recovery therefrom is a major topic of interest at present 
[5,6,7,8,9]. 
Many approaches to reducing the upset problem have been proposed: aircraft 
could be designed to be more predictable when upset, pilots can be trained to 
avoid atmospheric conditions likely to produce upsets and to recover should they 
occur, aircraft control systems could be designed to automatically recover aircraft 
once the upset is recognised. All of these methods, however, require accurate 
models of the aircraft when it is upset. Because of the highly nonlinear nature 
of the dynamics, simply extrapolating existing models - the current practice 
in many flight simulators [10] - does not work. Indeed standard linear flight 
dynamic models are not valid in cases of extreme aircraft motion [11]. New 
models are clearly required, but before they can be defined, suitable data must be 
available. With the motivation for collecting such data complete, the justification 
for the use of a wind tunnel is now presented. 
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The justification of the use of a wind tunnel is particularly important. Wind 
tunnel testing is expensive and with the rapid reduction of computer costs and 
massive increase in computational speed of the past two decades, CFD is increas- 
ingly becoming a direct competitor to wind tunnel tests. Recently it has even 
been used to derive linear aerodynamic models [12,13,14]. At the current time 
however, CFD is not suitable for modelling unsteady separated flows and long 
duration dynamic tests and is therefore not yet capable of completely replacing 
flight test or wind tunnel testing [15]. As such, it is generally used in conjunction 
with wind tunnel data [16]. 
Apart from wind tunnel tests and CFD, two other sources for large amplitude 
unsteady data exist: sub-scale-model flight testing and full-scale flight tests. Sub- 
scale model testing is of particular interest at the moment. The miniaturisation of 
inertial measurement units, servos, radios and sensors means that it is now easier 
and cheaper than ever, to conduct meaningful flight tests of sub-scale models. 
Examples of such programmes can be found in [16,17,18]. The advantages of 
sub-scale tests are that it is possible to attempt manoeuvres that would not be 
advisable in a full-scale test and that it is possible to test control laws. 
Full-scale testing, which is obviously the most accurate of any method of 
determining aircraft dynamics is expensive and occurs late in the design cycle. 
Therefore if problems are found with the aircraft's configuration it is difficult and 
expensive to make changes. 
Wind tunnel tests have the advantage that they are repeatable, not subject 
to the weather and can be done much earlier in the design cycle. Additionally, 
advanced equipment such as particle image velocimetry visualisation can be used 
to determine the aerodynamic causes of particular problems. The disadvantage 
with wind tunnel tests is that Reynolds number, Mach number and other simil- 
itude parameter matching is difficult and blockage and interference corrections 
are a problem, as is scaling the results up to the full scale aircraft. These issues 
will be covered in more detail in Chapter 2. 
In summary, large amplitude, unsteady data cannot be obtained from CFD as 
yet. Flight testing of the full aircraft is expensive and dangerous in the conditions 
desired and occurs too late in the design cycle. Flight testing of sub-scale models 
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is a viable data source, but it has its own problems and therefore wind tunnel 
tests still offer a practical method of obtaining this kind of data. 
1.3 Background 
1.3.1 Wind Tunnel Rigs 
Conventional wind tunnel testing, as practised since the dawn of powered flight, 
involves fixing a model in a tunnel in a particular orientation to the flow, with 
fixed control surface deflections and blowing air over it. The forces during the 
test are measured and the model is reorientated before running the test again. 
This static wind tunnel method is very successful in predicting steady aircraft 
aerodynamics at normal attitudes. By orientating the aircraft over the full angle- 
of-attack and side-slip ranges, a database of forces and moments is obtained. The 
problem is that, above some critical angle it will be impossible to trim an aircraft 
to hold that orientation indefinitely. It is only possible to obtain that orientation 
dynamically, and the forces that occur in flight are different from those from the 
static test. Further, it is impossible to obtain aerodynamic forces which are a 
function of the rate of change of orientation. 
These problems led to the development of the now standard, dynamic wind 
tunnel rig. Two classes of these rigs exist, the rotary balance and the oscillatory 
rig, although the two are not necessarily mutually exclusive. Examples of such 
rigs can be found in [19]. The current state of the art with oscillatory dynamic 
rigs is arguably the model positioning mechanism (MPM) of [20]. This rig is 
capable of moving a model in 6-DOF; it is used for flutter testing and can be 
used for simulation of manoeuvres such as dutch roll. Model motion in all of 
the standard dynamic rigs is forced. These prescribed motions are typically of 
small amplitudes, although large amplitude versions of these rigs are found. The 
ONERA `pqr' rig [19] is an example of an industrial rig that is capable of large 
amplitude motion. In this rig, forced motion can be applied to the model in pitch 
only, but it can be orientated at different fixed roll and yaw angles relative to the 
tunnel before each test. The rigs mentioned above all apply their loads from a 
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large stiff structure, however it is also possible to suspend the model using wires 
as in [21). 
The forced motion rigs mentioned above represent only a small sample of 
the many configurations that have been attempted. Additional examples may 
be found in [2] and will not be discussed further here. These rigs all have the 
advantage that they can be used at high Reynolds numbers but because motions 
are prescribed with fixed control surfaces, the forces that are generated are not 
necessarily the same as those generated in flight. 
To mitigate these problems it is necessary to allow freedom to the aircraft 
model and to provide actuated control surfaces. Taken to its extreme, free flight 
testing of models in a wind tunnel is what results. Examples of wind tunnel 
free flight testing can be found in [22,23]. A detailed history of free-flight and 
sub-scale model testing at NASA/NACA can be found in [24). Free flight wind 
tunnel testing is from the perspective of aerodynamic interference the ideal way 
to derive flight dynamics data from a wind tunnel test. It is however difficult 
to control a model in a wind tunnel because the rates of motion increase with 
decreasing model scale. It is also difficult to provide the necessary propulsion to 
the model though this is becoming less of a problem with today's high capacity 
batteries. 
The alternative to free-flight wind tunnel testing is to fix the model in some 
way and allow free motions in selected degrees of freedom. The simplest of all are 
the 1-DOF rigs. Rajamurthy [25] demonstrated a successful 1-DOF pitch-only rig 
and obtained good results demonstrating high angle of attack, and high dynamic 
rate effects such as lift overshoot during rapid pitch up manoeuvres. 1-DOF 
free-to-roll rigs have been successfully used to characterise the nonlinear abrupt 
wing stall behaviour of transonic aircraft at high angles of attack [26,27,28]. A 
development of such rigs is the rig of Kirschstein and Alles [29], which is capable 
of 3-DOF motion, roll, pitch and yaw but only one at a time. 
The next logical development are the 2-DOF rigs. A newly developed example 
is the 2-DOF pitch-roll rig for flow control pitch effector measurements of Pilmoor 
et al. [30]. Interestingly the gimbal is designed so that compressed air can be 
passed through it to provide the flow control. Another 2-DOF rig is the roll and 








Figure 1.3: Other free motion rigs. The top row illustrates, fixed e. g. 1- to 3- 
DOF rigs. On the bottom row, from left to right, are the 4-DOF Cranfield rig, 
the pendulum support rig and an illustration of free flight for comparison. 
The 3-DOF (roll, pitch, yaw) rig is the next logical extension of the idea. This 
is a popular rig choice as it still allows measurement of forces via a force balance 
located either under the rig on the tunnel floor or at the model's attachment 
point. Examples of such rigs can be found in [32,33,34]. An alternative 3- 
DOF arrangement is to suspend the 3-DOF gimbal by wires as in [35,36]. This 
particular rig was used to test missile geometries. 
In all of the free-motion rigs mentioned so far, the e. g. of the model is fixed at 
or near the gimbal. In the final class of rigs an element of translation is given to 
the model e. g. An example of such a rig is the 4-DOF roll, pitch, yaw and heave 
device in [37]. This rig has a 3-DOF gimbal located at the c. g. of the model. It 
is suspended by a vertical rod which is allowed to move. The motion of this rod 
can be controlled to achieve Froude number similarity. This rig has been through 
an upgrade recently with the introduction of new sensors to measure attitude 
[38,39]. The pendulum support rig of Kyle [2] is another example of such a rig. 
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Figure 1.4: The pendulum support rig. 
As it is the direct precursor to the manoeuvre rig, discussion of its properties is 
deferred to the next section. A graphical comparison of some of the free motion 
rigs mentioned here is shown in Figure 1.3. 
1.3.2 The Pendulum Support Rig 
The pendulum support rig (PSR) was initially envisaged by Prof. M. G. Gowan 
[40]. It is shown in Figure 1.4. It consists of a model suspended by a pendulum 
strut. Two basic configurations are possible. In the first, the pendulum strut is 
secured on the bottom of the tunnel and the model is free to move above this. 
The second, more stable configuration, is the inverted configuration in which 
the model is hung from a pendulum strut attached to the roof of the tunnel. 
These two configurations are illustrated schematically in Figure 1.4. The model 
is controlled by manipulating control surfaces on the actual model although, 
additional or alternate, control devices mounted on the strut, could conceivably 
be used. As with the manoeuvre rig it provides a maximum of five degrees of 
freedom to the aircraft model. It differs in that the roll-DOF is provided by the 
gimbal in the aircraft model. 
Two examples of this rig have been developed and evaluated by the University 




university's open-jet wind tunnel. The other was installed in the British Maritime 
Technology 7 ft by 9 ft closed-section tunnel as described by Gatto [42,43]. 
The first rig was based on a 1/16th scale approximate model of a BAe Hawk 
aircraft with actuated horizontal tail-plane, ailerons and rudder. It was built 
by Kyle [2] from plans for a flying remote control model and strengthened for 
operation in the wind tunnel. This aircraft was chosen largely because of its con- 
ventional design. It is suspended from a 1.2 m instrumented strut in an inverted 
state. The system can be configured in 1-, 2-, 3- and 5-DOF modes by selecting 
different sets of gimbals at the strut or in the model itself. Provision was made 
for the installation of a ducted fan into the model but this was never attempted. 
In investigating problems with the actuators, a movable canard was installed and 
tested. 
Several improvements to the rig were made over the years. Two of the most 
notable of these are the addition of the heave DOF by Fearon and Young [44] and 
the complete rewiring of the model done by Nicolai [45]. The addition of the heave 
DOF makes the pendulum rig into a fully fledged 6-DOF rig, but unfortunately 
the mechanism used suffered from too much friction and this modification was 
not entirely successful. 
The rig used by Gatto [42] was of the same inverted type as the Hawk rig. It 
used a QinetiQ model of a UAV configuration. The control surfaces were driven 
by digital servos. 
. There were several problems identified with the pendulum rig. First, the 
pendulum motion does not provide enough heave to separate the pitch damping 
derivatives, CAI, and CM,,, as the difference in height from the maximum forward 
stroke and the bottom position is too small. Second, the amount of roll provided 
by the 3-DOF gimbal was insufficient for adequate testing of the roll modes. Also 
a large cut-out at the bottom of the Hawk model is needed to provide the strut 
sufficient space to manoeuvre. The influence of this cut-out on the aircraft's 
aerodynamics has not been quantified, but it is a source of concern. 
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1.3.3 The Manoeuvre Rig 
It is clear from the survey of dynamic wind tunnel rigs that a vast number of 
configurations have been attempted in the past. In this section the advantages 
and disadvantages of the manoeuvre rig relative to other rigs is discussed. 
Direct comparisons between different rigs is difficult because many rigs have 
unique abilities and they are all designed with particular objectives in mind. The 
manoeuvre rig is no different. It is a development of the-pendulum support rig 
and is designed to be a better compromise for large amplitude dynamic testing 
and universal model development. 
The advantages of the manoeuvre rig relative to forced motion rigs is the same 
as that for all the free motion rigs: if the model is properly scaled, the relationship 
between control deflections and motions and forces is preserved. Taking this to 
the extreme, the ideal rig for large amplitude dynamic testing is the free flight rig. 
It should suffer from the least amount of inertial and aerodynamic interference 
and its motion can be completely unconstrained. In practice this is difficult 
to achieve: the model needs propulsion, it realistically needs to be tethered to 
prevent damage if it goes out of control and it is difficult to pilot. The manoeuvre 
rig, and others like it, attempt to provide a balance between model complication, 
free motion and ease of operation. By introducing an arm to hold the model, 
no propulsion is required. The available range of motion is decreased but a wide 
variety of manoeuvres can still be performed. These allowable manoeuvres cover 
many of the standard manoeuvres used in flight test; a list is given in Table 1.1. 
One of the advantages of the manoeuvre rig is that it is reconfigurable in a 
way that duplicates the functionality of many of the free-motion rigs currently in 
existence. The rig is in effect an all-in-one solution which could have advantages 
in that the rig infrastructure does not need to be changed if different capabilities 
are allowed. Also, the addition of the compensator allows motions to be driven 
in a similar manner to standard forced motion rigs. 
Another advantage of the manoeuvre rig is that it allows control law devel- 




Table 1.1: Manoeuvres permitted by the manoeuvre 
rig. 
Standard flight test manoeuvres 
Short period manoeuvre (elevator input) 
Pull-up/push-over 
Level-turn manoeuvre (S-turns) 
Bank-to-bank roll 
Dutch roll manoeuvre (rudder input) 
Steady heading, steady side-slip 
Large amplitude or more extreme motions 
Velocity vector roll 
High incidence departures 
Rig specific motions 
Forced roll (via compensator) 
Forced heave (via compensator) 
Forced sway (via compensator) 
The manoeuvre rig does have significant disadvantages. The large inertia of 
the arm limits the motion of the model in the translational and rotational modes. 
This is undesirable from a flight dynamics perspective, but helps with the oper- 
ation of the rig. There is also significant aerodynamic interference from the rig 
structure and arm which may be difficult to correct. The inertial and aerody- 
namic effects are covered in more detail in Chapter 2. Another disadvantage of 
the rig is that the aircraft's motions are forced to lie on the curved surface defined 
by the arm. It is unknown how this will affect the extracted dynamics. 
1.4 Thesis Objectives 
The objectives this work are to: 
" demonstrate the effectiveness and shortcomings of the manoeuvre rig con- 
cept via the design, manufacturing, commissioning and testing of a pilot 
rig; 
" develop mathematical models representing the coupled rig/model dynamics; 
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" evaluate the suitability of the of rig for the extraction of linear aerodynamic 
coefficients; 
" evaluate the suitability of the rig for the extraction of nonlinear and time- 
dependent data; 
" develop and fit an unsteady aerodynamic model to such data, potentially 
capturing the previously identified limit-cycle; 
" demonstrate manoeuvres to evaluate the capabilities of the rig, 
and by so doing assess the rig for use in aircraft development. 
1.5 Thesis Overview 
In Chapter 2 the design of this first prototype of the manoeuvre rig is described. 
This starts from the initial concept sketch which was drawn by M. Goman. The 
rig was designed for operation in the University of Bristol's open jet and closed 
section wind tunnels. As it is intended to provide large amplitude motion the 
movement limits in each tunnel are calculated. After the geometry of the rig 
has been fixed it is possible to do load estimation. This estimation process uses 
the HHIRM aerodynamic model scaled to the Hawk model's dimensions. The 
design of each component of the rig follows with special attention given to the 
design of the arm. The final part of the chapter covers wind tunnel blockage and 
similitude. 
Chapter 3 covers the experimental setup used to generate the results later in 
the thesis. This includes a description of the wind tunnel, the sensors on the 
rig and the servo actuators used on the Hawk and compensator. The real-time 
data acquisition tools and the electronics and software used in the operation of 
the rig are also covered. The second part of this chapter is concerned with the 
processing of the experimental data. This includes a detailed look at the wireless 
link between the rig and the base station. This covers first the data synchro- 
nising issues caused by clock drifts and second the transmission and processing 
delays. These delays are particularly relevant when considering the control of the 
rig. Before further analysis, the data retrieved from the rig is smoothed by the 
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integrated Savitzky-Golay filter which, simultaneously estimates the derivatives 
of the various signals. This algorithm is also explained. 
In Chapter 4 the mathematical model of the rig is discussed. This model forms 
the base of all further analysis. The derivation of the full 5-DOF equations using 
quaternions for attitude representation is given. Most of the work in this thesis 
is based on the 1- and 2-DOF longitudinal cases, and thus a derivation for these 
equations, based on an Euler angle attitude representation, is also given. 
Most 
aerodynamic models are written as a function of the local wind angles a and 
0, 
and accordingly the method of computation of these angles from rig angles and 
rates is provided. The chapter ends with a discussion of the numerical solution 
techniques used to solve these equations. 
Chapter 5 presents the parameter estimation techniques that are used later 
in the thesis to extract the aerodynamic parameters from the data. In this work, 
the weighted least squares, equation error method is first used to generate an 
approximation of the model parameters. This approximation is refined by the 
application of the maximum likelihood based output error method. The mathe- 
matical development of the methods, in the particular form used in this work, is 
given together with implementation details. 
In Chapter 6 the methods used for the computation of the Hawk and rig's 
inertia are given. The estimation of the c. g. position of the Hawk, which is 
not assumed to lie at its pivot, is also covered. The main part of the chapter 
concerns the model used for the friction in the bearings in the rig's gimbals. This 
friction, which was assumed in the earlier pendulum rig studies to be negligible, 
is measured and characterised. The LuGre model of friction, commonly used in 
the robotics field, is used to reproduce the friction effects in simulation. Results 
of the estimation of the friction model parameters is given for all the bearings in 
the rig. 
Chapter 7 covers the extraction of linear aerodynamic models of the Hawk and 
compensator in 1- and 2-DOF longitudinal cases. The mathematical development 
of two aerodynamic models is presented. The first model is a standard linear 
model and the second is a two point model, which models the lift from each 
lifting surface separately. The design of the elevator input commands used in 
the experiments is also covered. The parameters in the aerodynamic models 
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are extracted from the data using the parameter estimation techniques described 
in Chapter 5. The resulting parameters and model predictions are assessed by 
comparing them to previous data and empirical estimates as well as considering 
statistical measures of parameter uncertainties. The fit to 1-DOF test cases is 
shown to be excellent while the fit to the 2-DOF cases has areas of concern. This 
is discussed in detail with coverage of potential error sources. 
In Chapter 8 an example of the rig and Hawk model's nonlinear unsteady 
behaviour is investigated. This behaviour results in large amplitude steady limit- 
cycles at high angles of attack. In previous work it is suggested that this behaviour 
may be caused by dynamic stall. To see if this could be captured mathematically, 
a model of dynamic stall is fitted to the available data. To do this continuation 
and bifurcation theory are used which shows interesting interactions between the 
friction model and the aerodynamic models. 
Chapter 9 covers some extra experimental work that is designed to illustrate 
the rig's capability for manoeuvres. To do this, a 3-DOF roll, pitch and yaw case 
which shows more of the unsteady behaviour covered in Chapter 8, is presented. 
The rig's ability to perform velocity vector rolls is demonstrated. A final demon- 
stration is the 4-DOF roll, pitch, yaw and sway test which allows level turns, in 
a snake like motion, demonstrated in the wind tunnel. 
Chapter 10 concludes this thesis with a look over the major achievements and 
a list of areas that may be of interest in future investigations. 
1.6 List of Publications 
Three conference papers have been presented on this work. They are: 
[1] J. Pattinson, M. H. Lowenberg, and M. G. Goman, "Aerodynamic model iden- 
tification from a wind tunnel manoeuvre rig, " in Royal Aeronautical Society 
Aerodynamics Conference, Bristol, UK, July 2010. 
[2] J. Pattinson, M. H. Lowenberg, and M. G. Goman, "A multi-degree-of-freedom 
rig for the wind tunnel determination of dynamic data, " in AIAA Atmospheric 
Flight Mechanics Conference, no. 2009-5727, Chicago, Illinois, August 2009. 
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In Chapter 1 the manoeuvre rig concept was discussed together with the pendu- 
lum support rig and others. In this chapter the conceptual and detailed design of 
the rig will be explained. To put this work in context, the initial concept sketch 
from which this work began is shown in Figure 2.1. Prof. M. G. Goman, of De 
Montfort University in Leicester, conceived the idea and drew this sketch. In the 
sketch, the five degrees of freedom are visible, together with the cranked sting, 
compensator and gimbals. Further modifications to increase the rig's stiffness 
in the 3-DOF mode are shown in Figure 2.1(b). Before developing this concept 
into a working prototype, the global constraints were first established. These 
constraints were then reconciled with the desired operating characteristics. The 
constraints were the following: 
I. It was decided that the rig was to operate in the University of Bristol's 
open-jet tunnel and in its 7' x 5' wind tunnel. By allowing operation in 
two wind tunnels it was hoped that there would be less restriction on wind 
tunnel time. 
2. The existing Hawk aircraft model was to be used but the rig should operate 
unchanged with other aircraft models. 
3. It was desirable from a cost point of view that the rig be manufactured in 
the Faculty of Engineering's workshop. 
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Figure 2.1: The original sketch of the manoeuvre rig concept. (Drawn by M. G. 
Goman). 
The aim of this rig is to allow free flight tests to be performed in the wind tunnel. 
Therefore, in terms of operating characteristics, the ideal rig would: 
1. allow complete freedom of motion to the aircraft model on the spherical 
surface defined by the rig's arm, 
2. have no aerodynamic interference, 
3. have no inertial interference and, 
4. allow motion compatible with matching of all scale-model similitude re- 
quirements. 
This ideal is obviously not achievable. The wind tunnels have a fixed size and 
therefore limits must be placed on the motion of the model. To restrict the model 
motion to a spherical surface, an arm of some stiffness will be needed. This arm 
will be the source of aerodynamic and inertial interference. To reconcile these 
realities, the design process of Figure 2.2 was used. 
The design process starts with the specification of the wind tunnels, a trial 
geometry and a target compensator mass. Next the operating region of the rig 
is computed using this information. This is important as it defines how closely 
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Figure 2.2: The manoeuvre rig design process. 
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the manoeuvres in the wind tunnel will match those of a real aircraft. 
The 
next phase is a preliminary design which involves primarily, selection of the arm 
configuration and its dimensions. These are checked to make sure that this can 
be manufactured or bought. Once this is complete the mass and inertia of the rig 
can be computed. At this stage only a target mass of the compensator is used. 
This initial mass was computed using the mass of the existing Hawk model as a 
guideline. The definition of the mass properties of the rig and its geometry allows 
its dynamic response to be simulated. The simulation provides estimates of the 
dynamic forces that the rig will be subject to, as well as the compensating forces 
that will be required. This data is then used to analyse the structure of the rig, 
assess whether the required compensating forces can be met and, by comparison 
to an aircraft in free flight, whether the motions provided are sufficient. The 
results from these analyses show whether or not the proposed design is feasible. 
If not, adjustments of the rig geometry and components can be made in a further 
iteration. Once a satisfactory design is reached the detail design of all the rig 
components can then commence. 
All the steps in this process are explained in the sections below. 
2.2 Movement Limits 
An important step in the design of this kind of rig is to decide on its geometric 
configuration. The constraints on the geometry of the rig are dictated by the size 
of the wind tunnels in which the rig is to operate, the method of manufacture, 
the dynamic constraints and the rig's structural needs. This section concerns the 
major dimensions of the rig as dictated by the tunnel size restrictions. 
A natural question when considering dynamic aircraft motion is how much 
motion is sufficient? As evidenced by the examples in Chapter 1, large amplitude 
dynamic wind tunnel testing is not new, however it is not common practice and 
no recommendations on the amount of motion were found in the literature. One 
way to define this area would be to select a few desirable manoeuvres and to run 
simulations to determine the ranges that would be required. This was not done 
as a set of manoeuvres had not been specified at this stage of the project. The 
other approach is based on the question: how much motion can you get? This 
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Figure 2.3: A view of some of the parameters used in the rig's geometrical design. 
pragmatic approach, which calls for the maximisation of the rig's working area, 
was adopted. 
Some of the parameters for the rig geometrical design are presented in Fig- 
ure 2.3. Selecting values for these parameters involves trade-offs between aero- 
dynamic interference, rig inertial effects, required structural properties and the 
range of motion allowed to the model. Another quality considered is how closely 
the arm motion approximates vertical and horizontal motions. This is a direct 
function of the length of the arm. A list of these trade-offs are shown in Table 2.1. 
To assess different designs quantitatively according to their range of motion, a 
simple computer program was written. It determines approximate regions in 
which the rig may operate safely using a brute-force approach which tests a se- 
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Table 2.1: Geometrical design trade-offs. 
Parameter Larger Smaller 
Front length A longer front length results in A shorter front length results 
heave that is closer to vertical in a bigger angle of attack 
but a larger moment at the 3- range of the model. A smaller 
DOF gimbal moment at the 3-DOF gimbal 
but less heave and potentially 
greater model/rig interaction 
Rear length Potentially smaller compen- Lower moment at 3-DOF gim- 
sator due to a longer moment bal. 
arm 
Rig depth More clearance for model re- Lower inertial effect in roll; 
sulting in less aerodynamic in- greater allowable heave mo- 
terference tion. 
1. the rig and aircraft fit in the tunnel lengthwise, 
2. the arm of the rig does not hit its support, 
3. the aircraft does not hit the arm, 
4. the arm is within the tunnel boundaries and where 
5. the aircraft is within the tunnel boundaries. 
In the case of the 7' x 5' wind tunnel, the tunnel boundaries are defined as the 
tunnel walls. In the case of the open-jet tunnel no solid walls exist and the 
boundary is assumed to be the edge of the airflow. This is defined as a cylinder 
with the diameter of the inlet. The rig and aircraft are represented by a number 
of straight lines. Figure 2.5 shows a visualisation of the representations used for 
each tunnel. The tunnel boundaries are represented by planes or by a cylinder 
as appropriate. 
Several arm configurations were considered: the configuration which was used 
on the rig is shown in Figure 2.4. It was found that the limiting factors on the 
design were structural and manufacturing concerns. More detail on this is given 
in Section 2.4; for now the movement limits of this configuration will be given. 
Two scenarios were run on this program. The first was an unrestricted case 
in which any feasible orientation of the arm and aircraft was to be tested against 
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the operating region criteria mentioned above. The second test was to determine 
the operating region where the roll angle was fixed at zero degrees. 
The procedure employed to find the region is as follows: the arm is orientated 
at various discrete angles so that the positions of the centre-of-gravity (c. g. ) of 
the aircraft formed a grid-like pattern. The range of orientations tested is listed 
in Table 2.2. At each of the c. g. positions the aircraft is rotated through its entire 
range of motion, in discrete steps, including roll. At each rotation step, violations 
of the operating region conditions were detected. If a violation was detected then 
this point is plotted as a `+' symbol. If no violations were detected a `*' is plotted. 
The results of this process can be seen in Figure 2.6 and Figure 2.7. These are 
three-dimensional plots of c. g. positions tested in each tunnel, for the full motion 
and the zero roll angle case respectively. The resulting limits in are shown in 
Table 2.3. 
The above movement limits were derived before the rig was built and as such 
represent the design limits. The actual, measured movement limits are given in 
Table 2.4. They are different to the design limits for the following reasons: 
" The existing Hawk model is incapable of moving the full design range be- 
cause the slot in the air frame is too small. 
23 
Figure 2.4: The final arm design. The arm is shortened at the front to accom- 
modate the 2-DOF gimbal. 
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(b) Open-jet tunnel 
Figure 2.6: Operating regions, unlimited aircraft motion. 
" The rig-pitch bump-stop is bigger than it needs to be. It was deliberately 
done this way to allow for later adjustment. 
" The cable stay system that limits rig yaw was adjusted to give adequate 
clearance between the model and the tunnel walls. This clearance is larger 
than that assumed for these calculations. 
The motion prevention systems mentioned here are fully described in Section 2.8 
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(a) 7' x 5' tunnel (b) Open-jet tunnel 
Figure 2.7: Operating regions, roll fixed at 00. 
Table 2.2: Tested range of motion of the aircraft. 
Unrestricted aircraft motion 
Roll Unlimited (-180° to 180°) 
Pitch -35° to 65° 
Yaw Unlimited (-180° to 180°) 
No roll 
Roll 0° 
Pitch -35° to 65° 
Yaw Unlimited (-180° to 180°) 
Note that these rotations are applied in the opposite manner to the convention i. e. Yaw 
then pitch then roll as opposed to roll, pitch, yaw. 
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Table 2.3: Achievable range of motion of arm. The range of motion is the straight 
line vertical of horizontal distance that the rig traverses. This length is compared 
to relevant wind tunnel and Hawk dimensions. Note that these figures are ap- 
proximate and describe a minimum range only. 
Arm angle Min Max Range of motion 
Unrestricted aircraft motion 
7' x 5' 
Pitch -19.3° 19.3° 528 mm (34.7% tunnel height, ±1.85c) 
Yaw -54° 54° 1294 mm (60.6% tunnel width, ±1.09b) 
Open-jet 
Pitch -8.6° 8.6° 238 mm (22.3 % tunnel diameter, ±0.83c) 
Yaw -7.5° 7.5° 209 mm (19.6 % tunnel diameter, ±0.18b) 
No roll 
7' x 5' 
Pitch 19.3° 32.1° 690 mm (34.7 % tunnel height, 4.8c) 
Yaw -54° 54° 1294 mm (60.6 % tunnel width) (±1.09b) 
Open-jet 
Pitch -12.9° 12.9° 357 mm (33.5 % tunnel diameter, 2.50E) 
Yaw -8.6° 8.6° 238 mm (22.3 % tunnel diameter, 0.40b) 
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2.3 Load Estimation and Preliminary Simula- 
tion 
Following the design process of Figure 2.2, the next step after achieving satisfac- 
tory movement limits is to select components and, after computing their mass 
properties, simulate several manoeuvres to estimate loads. The selection of the 
components will be discussed on a component-wise basis in the next few sections, 
and at this design phase the computation of their mass properties is simply done 
using a CAD package. Therefore the next logical section is load estimation by 
simulation. 
The mathematical development of the simulator is discussed in Chapter 4, 
which also details the numerical solution of the resulting differential equations. 
This section will instead focus on the models and manoeuvres used in the design 
phase of the project. 
The simulations performed at this stage in the project are necessarily different 
from those that are described later in this thesis. The aim of this simulation 
phase was solely to find maximum loads and not necessarily to map out the 
performance of the rig, or even predict manoeuvres that could be carried out. 
Also, due to incomplete knowledge of the rig system, at this time several necessary 
assumptions were made: 
" All bodies are rigid. 
" No friction in the gimbals 
" The effect of the aerodynamic forces on the arm was not modelled. 
" When required, an `ideal compensator' was used. This provides instant and 
exact countering forces to those developed by the rig's inertial mass and 
the aerodynamic forces on the aircraft. 
" No stops or motion prevention systems were modelled. 
At this stage only a limited aerodynamic model of the Hawk existed and this 
was not used in the computation of the aerodynamic loads. Instead a scaled 
version of the Hypothetical High Incidence Research Model (HHIRM)[46] was 
used. The HHIRM model was constructed to contain known high angle of attack 
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Table 2.5: Maximum dynamic loads at 60 m/s free-stream airspeed. 
Direction Aircraft c. g. 3-DOF gimbal Compensator c. g. 
F. 291 N 323 N 31 N 
FF 180N 520N 349N 
Fz 327N 936N 617N 
Mx 6Nm 6Nm 6Nm 
MY ONm 159Nm lNm 
Mz 2Nm 126Nm lNm 
phenomena such as lift overshoot and the loss of lateral stability due to the 
shadowing of the tail. Use of this model for nonlinear aircraft controller design 
can be found in Littleboy and Smith [47] and Richardson et al. [48]. 
The maximum dynamic loads obtained from simulation are tabulated below 
(Table 2.5). Note that these loads are the absolute maxima; they have been 
collected individually and the numbers below do not represent one specific case. 
To further clarify this, the aim was to determine the worst load that could occur 
in each direction separately. The maximum static loads are not included as these 
have been verified to be lower than these loads. As an example the maximum lift 
load, based on a maximum static lift coefficient of 1.2, is 210 N. The maximum 
dynamic load obtained in this direction is 327 N which is roughly 1.5 times greater. 
For design purposes these dynamic loads were applied in a static sense as one 
load case. Because of the aggregation, this combined load case should never 
be achieved in practise. Because different load cases contain combinations of 
loads that may be worse for a particular component than the maximum one, all 
the different load cases that make up this aggregated one were also used in the 
calculations. 
As listed in the simulation assumptions above, the rig's movement prevention 
systems were not modelled. This would involve collision modelling which was not 
considered. It is possible therefore that the maximum dynamic loads in Table 2.5 
do not represent the worst case. However it was hoped that using the aggregated 
case and applying a reserve factor of 1.5 would be sufficient. 
It is desired that this rig be usable with other aircraft models, but as previously 
mentioned, these load calculations were based on a HHIRM model scaled for the 
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Hawk. As the maximum loads are generated at maximum dynamic lift conditions 
the rig should be strong enough to support any model with a smaller or similar 
relative density. 
The maximum loads in Table 2.5, together with mass and inertia considera- 
tions, indicate that the most challenging component to design is the arm. The 
arm has to resist the forces generated by the aircraft and compensator in both 
static and dynamic conditions while being light enough to prevent undue influence 
on the model motion. This design is considered next. 
2.4 Arm Design 
The arm design conditions can be separated into two separate, competing crite- 
ria, loads and mass/inertia targets. In addition, the facilities available for the 
manufacture of the arm must be considered. 
The maximum loads on the arm are tabulated in Table 2.5. As noted before, 
these loads are based on a wind tunnel speed of 60 m/s and a rigid arm of the 
final configuration. It must be noted that a rigid arm is not strictly necessary, as 
it has been suggested that a flexible arm could be used to drive model motions 
through the excitation of this arm's natural modes. However, it was decided that 
this would not be considered in the first version of this rig and this idea will not 
be developed in this thesis. 
Specific mass/inertia limitations of the arm are not so clear. Figure 2.8 il- 
lustrates the difficulty with arm inertia. In the figure the rotation rates of the 
aircraft model in free air are plotted against that for two different arm options, a 
30mm diameter, one-piece aluminium arm and a 30mm diameter, one-piece steel 
arm. The HHIRM aircraft model [46] with a constant 15° aileron input is used. 
The aircraft starts from rest with roll, pitch and yaw angles of zero degrees. This 
simulation was run in the 3-DOF mode and a simple compensator model that 
takes care of the static gravitational load was used. In all cases the steady-state 
value was the same, however the fast dynamics evident in the case with no arm 
are not present with either of the two arm options. If the model is correctly 
dynamically scaled, the arm will always have this retarding effect. It might be 
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Figure 2.8: Rig rotation rates of two arm design options, a 30mm diameter arm 
in steel and aluminium, compared to a no-arm case. The test uses the HHIRNI 
aircraft model [46] with a constant 15° aileron input. An ideal compensator 
strategy was used. 
possible to eliminate or partially eliminate this effect by the implementation of a 
compensator control system. 
The final constraint is the type of facilities available for the manufacture of 
the arm. These constraints naturally depend on the type of arm considered but 
for this work the tube bending facilities were the major limitation. Here, the 
maximum tube diameter allowed is 30 mm, and the only bend radius possible is 
loo mill. 
Several different arm designs were considered. They differ in material, geome- 
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Figure 2.9: A conceptual drawing of a built-up arm. 
try and their method of construction. In the end three were considered in detail: 
a composite arm, a built up arm, and a one piece tubular arm. 
2.4.1 Composite Arm 
This option involves constructing the arm from a composite material such as 
carbon-fibre or glass-fibre. The configuration of the arm as presented in Fig- 
ure 2.4, presents considerable difficulties in its manufacture and in predicting the 
strength properties that the cured structure will have; particularly in the regions 
around the bends/corners. It is also doubted that significant weight advantages 
over aluminium will he gained. 
2.4.2 Built-up Arm 
A built up arm of the type shown in Figure 2.9 has been considered. This type 
of arm has some considerable advantages. The strength of such an arm is readily 
predictable and with its modular construction one could potentially tailor the 
strength of this arm by introducing varying size tubes for each section. The 
disadvantages of this arm are principally in its weight (largely caused by the 
joints) and poor predicted aerodynamic performance. 
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Table 2.6: Arm design options. The reserve factor is based on the maximum 
stress in the arm at the maximum static lift condition. Note that the mass for 
the built-up arm does not include the fasteners for the joints. 
Arm option Estimated Mass Reserve Factor 
Aluminium 6061-T6 30 mm diameter 0.45 kg 1.07 
tube, 1 mm wall 
Steel (Construction grade) 30 mm 1.6 kg 1.184 
diameter tube, 1 mm wall 
Aluminium built-up arm 1.5 kg 2.86 
2.4.3 One-piece Tubular Arm 
Without doubt the most elegant and simple solution is a single-piece tube bent to 
the required shape. Problems still remain with the prediction of the mechanical 
properties of the arm in the vicinity of the bends but these are relatively minor 
compared to those of the composite arm. The difficulty is in the choice of material. 
The obvious material, tempered aluminium, does not bend readily and needs to be 
annealed before any bending can take place. The annealing process significantly 
reduces the strength of the material. This strength can be recovered by a heat- 
treatment process. As no furnace large enough was available, steel was considered. 
The advantage of steel is that it is cheap and more than strong enough. No heat 
treatment of the steel is required before or after it is bent. The major disadvantage 
with steel is its weight, however it is still lighter than the built up arm design. 
2.4.4 Final Arm Design 
The most feasible of the various options for the design of the arm, with the 
exception of the composite arm, are summarised in Table 2.6. These are based 
around the 30 mm design limit imposed by the manufacture of the arm in the 
University's workshop. Time and cost considerations resulted in the selection of 
an arm based on these restrictions rather than any other criteria. Also it was only 
possible to source a 18 in (28.58 mm) tube. Therefore this is the final diameter 
indicated in Figure 2.4. The calculated reserve factors in Table 2.6 are based 
on the maximum static lift load only. When dynamic loads are considered these 
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factors drop below one indicating that the arm is not sufficient to handle the load. 
It was therefore decided to lower the maximum rated speed of operation down to 
40 m18. This results in a minimum calculated reserve factor of 1.2. 
2.4.5 Arm Deflections and Natural Frequency 
Now that it has been established that the arm is structurally sound, the deflection 
and natural frequencies of the arm must be considered. An analysis of these was 
done using Nastran [4911 during the course of the arm selection process. For the 
purposes of the analysis the rig is assumed to be in its 3-DOF mode (roll, model- 
pitch and model-yaw). It is assumed that the rig is rigidly secured at the 3-DOF 
gimbal. The Hawk and compensator are assumed to be point masses located at 
the end points of the arm. The arm was modelled using bar elements. For the 
deflection a linear static analysis was performed and the natural frequencies were 
obtained from an eigenvalue analysis. 
The maximum deflections are obtained by applying the maximum dynamic 
forces (Table 2.5) in a static sense. A view of the deflected arm is shown in 
Figure 2.10. The maximum deflection is 13.6 mm in the x direction, 13.8 mm in 
the y direction and 16.8 mm in the z direction. These deflections occur at the 
aircraft gimbal as expected. At this maximum deflection the angle of attack will 
be approximately 1.02° bigger than indicated by the instrumentation. As the 
accuracy on angle of attack is unlikely to be better than 1° overall, it was decided 
that these deflections are acceptable. 
The results of the modal analysis on the final arm design are displayed in 
Figure 2.11. The mode shapes and their corresponding natural frequencies are 
given. The short period frequency of the Hawk model is approximately 0.8 Hz, 
and the limit cycle frequency is approximately 1.2 Hz. The first arm frequency is 
8.76 Hz which is less than an order of magnitude from the frequencies of interest. 
This is not ideal, however from experience operating the rig there does not appear 
to be any interference from arm natural modes in the results. The rig does 
not vibrate heavily in the tunnel and the only visible source of vibration is the 
LA technical difficulty was encountered while retrieving the old Nastran results for this 
thesis. Therefore the analysis was redone using Frame3DD [50). Both codes use the same 
elements and theory so the results should be similar. 
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Figure 2.10: The arm at maximum load conditions. In this plot, the deflections 
are exaggerated by a factor of two. 
mounting on the floor of the tunnel, which is not as stiff as had been hoped. 
This has not been modelled or quantified and the stiffening of the tunnel floor 
mounting should be considered among future rig improvements. 
2.5 3-DOF Gimbal 
The 3-DOF gimbal is responsible for transferring the loads generated by the test 
air vehicle and compensator to the supporting structure while allowing three 
degrees of motion. These degrees of freedom, 0, Or, V)T are shown in Figure 1.2. 
The degrees of freedom of roll (0) and rig-yaw (zL ') are unrestricted while rig-pitch 
(B'') is limited to ±200 by a rubber bump stop. In addition each of these degrees 
of freedom can be locked off individually. Roll and rig-yaw can be locked off in any 
arbitrary position through the use of grub screws. Rig-pitch can be locked at 00 
(arm horizontal). To sense movement in any of these axes they are instrumented 
with potentiometers (see Section 3.2.5). Figure 2.14 is an exploded view of the 
gimbal in which the mountings of each potentiometer are shown. Assembled 
views of the gimbal can be seen in Figures 2.13 and 2.18. A section view of the 
assembled gimbal can be seen in Figure 2.15. The gimbal is constructed from 
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Figure 2.11: The mode shapes of the first six natural frequencies of the final arm 
design. 
aluminium 6082-T6 and is designed for operation at a maximum wind tunnel 
speed of 60 "'/s. 
2.6 2-DOF Gimbal 
The 2-DOF gimbal is placed between the air vehicle and the aria. The yaw and 
pitch DOF's are separated into two major parts. The yaw DOF is implemented 
using the device shown in the left part of Figure 2.12 while the pitch DOF is on 
the right. The pitch part was designed and built by H. Kyle [2] as part of the 
pendulum rig. The allowable movement in pitch is determined by the installation 
of the bearing and potentiometer in the air vehicle while movement in yaw is 
unlimited. Both DOF's can be locked off individually and are instrumented with 
integrated potentiometers. The wiring of the yaw potentiometer to passes through 
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Figure 2.12: Exploded view of 2-DOF gimbal. 
the yaw shaft. This should minimise any potential damping or aerodynamic 
effects that this wiring may cause. This gimbal is manufactured from aluminium 
6082-T6 and is designed for 60 m/s operation. 
2.7 Supporting Structure 
The loads generated by the rig are transferred through to the floor beneath the 
tunnel through a single steel tube and an existing stand. These components can 
be seen in Figure 2.13. The tube is attached to the stand using grub screws 
so that the position of the 3-DOF gimbal can be adjusted. This means that 
the support structure does not need to be changed when the rig is transferred 
between the University's two large wind tunnels. 
2.8 Movement Restriction Systems 
As the rig is to operate in a wind tunnel, a system has to be devised to prevent 
any part of the rig hitting the tunnel walls. For this rig two systems are to 
be used, integral stops in the 3-DOF gimbal and a cable tether system. These 
integral stops can be seen in Figure 2.15. In rig-yaw ('r) this consists of a grub 
screw that collides with a stop that is screwed into the shaft. These stops can be 
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changed for different size ones to reflect the different size constraints of the two 
tunnels that are to be used. Unfortunately clue to a design fault changing these 
stops will be difficult. In rig-pitch (Br) a hump stop is secured to the top of the 
main gimbal structure. The size of this hump can be adjusted to give different 
amounts of allowable movement. 
Cable tether system 
(Cables not shown) 
W Hawk) 
Figu e 2.13: The ui<uioetivre rig iii its 3 degree-of-freccloiii uiodc s1lowvitig all tlºc 
major compoiieiits. The rig is depict cd leere with the existing 1/16t It appi-oximate 
scale BAe Hawk model [2] attached. 
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Figure 2.15: Section view of 3-DOF gimbal showing the integrated stops. Note 





Figure 2.16: Cable tether system. The wires connect to the device in the pockets 
in the casing on the left. 
While these integral stops have been designed to be sufficient to contain the 
movement of the rig, very high forces will result. This is because the moment 
arm of these stops is necessarily small. Thus to prevent damage while the char- 
acteristics of rig are largely unknown a cable tethering system has been designed. 
The unit that attaches to the arm is shown in Figure 2.16. This unit is mounted 
on the arm behind the compensator and the wires run to the tunnel walls. The 
final implementation of this is shown in Figure 2.17. These cables will produce 
an adverse effect on the aerodynamics of the rig and it is intended that once the 
characteristics of the rig are well defined the cable system will be dispensed with. 
In the initial part of the experimentation phase the rig was restricted to 3- 
degrees-of-freedom or less. To support the arm in this phase a supporting diagonal 
strut similar to the concept shown in Figure 2.1(b) was considered. This diagonal 
strut would prevent motion of the arm in pitch and yaw but still allow motion 
in roll. In the end this extra strut was found to be unnecessary as a set of four 
pitch limit plates placed on the 3-DOF gimbal were found to be sufficient. These 
plates are shown in Figure 2.18. 
2.9 Compensator 
When the air vehicle generates sufficient lift to overcome the inertia of the arm 
it will begin to move. In the absence of any compensation this movement would 
continue until the rig hit its stops. This is undesirable and therefore the function 
of the compensator is first, to compensate for the lift of the air vehicle to keep 
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Figure 2.17: The rig in tluc wind tunnel showing t lic wire restraining system. 
limit 
Figure 2.18: The pitch liiiiit plate, IN, ecl to "e strict tlic rig tu 3-1)OF iiio k. 
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Figure 2.19: Compensator configuration. Figure generated using Tornado [51]. 
Table 2.7: Compensator wing plan dimensions. These dimensions refer to each 
of the compensator's wings without including the fuselage. 
Span 0.30 m 
Root chord (at fuselage side) 0.20 m 
Taper 0.75 
Aspect ratio 1.71 
Quarter chord sweep 7.13° 
Flap chord 25.0 % 
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Figure 2.20: Compensator moment versus flap angle predicted using Tornado 
Melin [51]. At 15 m/s the required torque of 4.46 Nm is attained at a flap angle 
of 33.5°. 
it in the tunnel and second, to attempt to compensate for the inertia and static 
forces generated by the mass of the arm (and other moving parts). 
The amount of lift required was calculated from the same simulations used for 
load estimation but at lower wind speeds. During this process it was noted that 
the limit case is the moment that the compensator needs to provide when the 
arm is in the horizontal position. In this case, including the mass of the Hawk 
and the aircraft gimbal, a moment about the arm longitudinal axis of 4.46 N ui is 
required. To fully specify the design it is necessary to choose a minimum airspeed 
at which the compensator will develop this torque: this was chosen as 15 "'/ti. 
A cruciform configuration was selected for the compensator with vertical and 
horizontal surfaces each with independently operated flaps. To compute the forces 
generated from this configuration the Tornado vortex-lattice code of Melin [51] 
was used. Linear aerodynamics were assumed which means that the lift calculated 
for larger elevator deflections is over estimated. The vortex lattice iuodel used 
in these computations can be seen in Figure 2.19 and the results are shown in 
Figure 2.20. The intersection point is at a flap deflection of 33.5° (all flaps). 
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During experimentation, it was found that the minimum airspeed required for 
roll over was 20 m/s with flaps fully deflected (45°). 
The dimensions of the surfaces are shown in Table 2.7. These were arrived 
at somewhat arbitrarily: the span and chord are the dominant factors in the 
generation of the required aerodynamic forces and these were chosen such that 
the compensator was able to generate sufficient torque at 15 m/s, while still being 
small enough to fit in the tunnels. The taper ratio was fixed arbitrarily and the 
quarter chord sweep was calculated so that the trailing edge has no sweep. In 
retrospect this was a mistake as the manufacture of the compensator would have 
been much easier had a wing Planform with a straight flap hinge line been chosen. 
An 18 % thick symmetric NACA aerofoil (NACA 0018) section was chosen for the 
wing. This was largely determined by the space required to house the servos that 
drive the flaps in this wing. More detailed dimensions of the compensator can be 
found in Appendix E. 
The drive of the flaps is particularly important. It is desired that their motion 
be smooth and that the twist of the flap over its length is minimal. To achieve 
this each flap is mounted on a tubular aluminium shaft. This tube is mounted in 
the wing on plain bearings, and is belt driven using a ratio of two to one to get 
sufficient torque from the servo. Conventional digital RC-servos are used and a 
magnetic rotary encoder is mounted on the end of each flap to record its motion. 
The compensator has been designed so that the fuselage internals and elec- 
tronics will not need to be changed if the existing wings are swapped for smaller 
ones. This could be necessary if it is determined that the compensator generates 
too much lift which may be the case at wind-tunnel speeds approaching or greater 
than 40 m/8. 
The compensator internals and hard points are made from aluminium and the 
wings, fuselage and flaps from a light-weight, machinable polyurethane tooling 
board. The compensator has been designed for a maximum wind speed of 60 m/s 
and weighs 3.11 kg. The rig is to be statically balanced which implies that, with 
the current arm and gimbals, the minimum mass of the air vehicle is 1.6kg. 
Exploded views of the various components of the compensator are shown in 
Figure 2.21. The major components are shown in the top part of the figure : 
the wings, flaps, wing supports, fuselage cover, battery and telemetry system 
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package, electronics hatch cover and encoders and encoder mounts. The bottom 
part shows a disassembled wing with the servo drive system, flap mountings 
and bearings clearly shown. The bottom left part of the figure is a view of the 
mounting of the servo unit. 
2.10 Other Considerations 
Due to time constraints, a few factors that affect the rig's performance were not 
considered. They will have a bearing on the work presented later therefore they 
are listed here. 
2.10.1 Arm Aerodynamic Effects 
The potential aerodynamic effects of the arm need to be considered. A circular 
cross-section was chosen for the arm because of its simplicity and the nature of 
the movement of the arm. This may be a better choice than it appears as a 
circular arm cross section has been shown to be better for high angle of attack 
testing than a streamlined one, in some cases [52]. 
At any positive angle-of-attack the model support will be upstream of parts of 
the model, particularly the tail and rear fuselage. It is unknown how this affects 
the model aerodynamics. 
2.10.2 Blockage Ratios and Wind Tunnel Corrections 
The blockage ratios of the Hawk and airliner models in each tunnel are listed in 
Table 2.8. The scale of the airliner model was based on previous tunnel mod- 
els at Bristol as no model sizing guidelines for large-amplitude dynamic testing 
have been found in the literature. For conventional static testing, corrections 
for models with area blockage ratios of less than 1% are considered negligible 
and blockage ratios of up to about 10% are considered reasonable [53]. Also, 
based on the assumption that the model is placed in the middle of the tunnel, 
the width ratio is regarded as unimportant if the area blockage ratio is less than 
20 %. Based on these guidelines blockage should not necessarily affect the model 
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Figure 2.21: Exploded view compensator and internal asscinhli(ýs. 
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Table 2.8: Blockage ratios for the Hawk and airliner model. The maximum 
cross-sectional area does not include the compensator 
Hawk Airliner 
Ratio Open-Jet 7' x 5' Open-Jet 7' x 5' 
Model minimum cross-sectional 1.7% 0.5% 2% 0.6% 
area / Tunnel cross section 
Model maximum cross-sectional 12 % 4% 12 % 4% 
area / Tunnel cross section 
Wing area / Tunnel cross section 9% 2.8 % 2.8 % 0.83 % 
Wing span / Test section width 56% 27% 64 % 32 % 
Total arm length / Test section 86 % 45 % 86 % 45 % 
length 
performance excessively, however this is not been properly verified and no wind 
tunnel corrections have been performed. 
2.10.3 Similitude 
One of the stated aims of this work is to develop a rig for the identification of aero- 
dynamic models. The extent to which the identified coefficients can be applied to 
the full scale aircraft depends on how well the similitude requirements have been 
met. The prototype rig and Hawk model described in this work were not scaled 
properly because of time and budgetary constraints. The results presented later 
in this work cannot therefore apply to the real aircraft in any quantitative sense. 
It is instructive to know, however, how different the rig is from a dynamically 
scaled version to assess what developments will be needed for a high fidelity rig 
based on this design. 
The first requirement for similitude is exact geometric scaling. The Hawk 
model is approximately of n= is scale. It was built from model aircraft plans 
and designed for use with a ducted fan. Because of this the intakes are about two 
times bigger than they should be, the rear fuselage is wider, and the horizontal 
tail area is bigger than the full scale aircraft. These differences are significant 
and may be the cause of the Hawk model's limit cycle behaviour. 
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In Table 2.9 various parameters that affect longitudinal free flying motion 
are listed [54]. The ratios calculated here are to achieve Froude number scaling 
and not Reynolds number scaling which is impossible with the current setup. 
The flight condition for the full scale aircraft is 80 m/x(155 kt) wind speed at 
800 m(2625 ft) altitude. The airspeed was chosen for Froude number scaling based 
on a free flight aircraft and a wind tunnel speed of 20 m/s. The altitude was chosen 
to achieve the required air density ratio for the full scale aircraft. This test case is 
potentially physically achievable but will be close to the stall speed of the aircraft. 
In the table the geometric parameters are listed first. This shows how ap- 
proximate the scaling is: the wing span is too short, the wing area and the mean 
geometric chord are larger than they should be. Even with the airspeed of the 
full scale aircraft chosen for Froude similitude this is not achieved because of 
the geometric differences. The Reynolds number of the scaled Hawk is two or- 
ders of a magnitude lower than that of the full scale case, which means that the 
flow over the scale models wing will separate much later than on the full scale 
aircraft. A common solution to this problem is to add flow tripping devices to 
the model's wing however this has not been done. The chosen test case is for 
incompressible flow and therefore the Mach number should have little effect on 
the results. Because the airspeed of the full scale aircraft is chosen for Froude 
scaling, the achieved Mach number ratio is one. Since the density ratio between 
the real Hawk and the model has been chosen specifically the relative densities 
of the Hawk model and real Hawk are the same. However this number is based 
on the Hawk model only without considering the rig. The necessary equations 
for the rig are developed in Chapter 4 but for 2-DOF pitch and heave motion the 
following equations hold: 
Ma 
Ba -y (2.1) -I 
1Jya 
_ 
Maerodynamic + Mgravitational 
eT 
12 
9rzmr +l srrmr 
+1 9cxmc +l fma + Iyvc + Ivy, 
(2.2) 
The pitch equation is not affected by the rig so it is ignored. If small angles are as- 
sumed, the heave motion of the aircraft can be written as tb - 9Tl f. Substituting 
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this into the above: 
(Maerodynamic + Mgravitational)lf 
wT =1 grzmr +L grzmr +1 
ycxmc +1 fma + Ivy + Ivor 
(2.3) 
c 
As the rig is balanced, the static Mgravitational is zero at zero angle of attack and 
can be omitted. Maerodynamic can be written as Farodynamicl f. Using this and 
rewriting this in terms of coefficients: 




w Cg Mr + CgTzmr ý- l 9cxmc +1 fma + Iyyc + lyyý, 
(2.4) 
Rearranging and introducing the non-dimensional acceleration the following equa- 
tion results: 
(l 
9TymT +l grzmr +l 9cxmc + 
12 ma + Iyyc + Iyyr)WrC CFaerodynamic = 
c(pV2S)12 
(2'`5) 
From this one can identify the non-dimensional terms of relative density and 
reduced linear acceleration: 
Wr2C (2.6) CFaerodynamic 2pSmeC 
V2 
where the equivalent mass of the Hawk when attached to the rig in heave is: 
me = (12 grx Mr +12 grz m,. + 
12 M 9Cx C+l fma + IVYc +/12 The numerical value 
for this attached relative density is given in Table 2.9. It is also compared to the 
relative density of the full scale aircraft. The Hawk model with rig has a much 
larger relative density and the motions that result should be smaller than the full 
aircraft's motion. For aircraft pitching motions the relative inertia is tabulated. 
Here one can see that the model is not inertially scaled and the model's response 
will be slower than the full aircraft's response. 
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Table 2.9: Parameters affecting the scaling of aerodynamic forces. 
Parameter Hawk Real Similitude Ratio 
model Hawk eqn. 
Wing span 
Wing area 




0.594 m 9.94 m b 
0.0796 m2 17.7 m2 Yý n 
0.143 m 1.95m ?! In ?! An 
285.23 334.58 KA 
8.04X 105 5.11X107 Re 
ReA n 







Relative density 120.1 120.1 PM 1.0 
Relative density on rig 373.1 120.1 
PM 3.12 
Relative Inertia 249.3 38.3 I YYA 6.51 
2.11 Summary 
In this chapter the design of the manoeuvre rig has been discussed. Starting 
with the original sketches the design process has been traced though to the final 
product. The rig's movement limits have been defined for operation in the Uni- 
versity of Bristol's Tx 5' and open-jet tunnel's. Using the mathematical models 
that will be described in Chapter 4 the loads on the rig were estimated. From 
these loads the arm, being the most challenging component, was designed. The 
two gimbals were described next, together with the supporting structure and the 
movement prevention systems. The compensator design and its sizing, which was 
based on the rolling moment it needs to generate was described. A conceptual 
airliner model design which, should it be built could also be used on the rig, was 
described. To conclude, the issues of arm aerodynamics, wind-tunnel blockage 
and similitude are raised. In the next chapter, the experimental setup will be 
described. This will cover the finished rig with all its instrumentation, electronics 
and software. 
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Chapter 3 
Experimental Setup and Data 
Processing 
3.1 Introduction 
The work of the previous chapter covers the design of the rig. The aim of this 
chapter is to describe the actual experimental setup, covering all the necessary 
elements that were used to generate the data presented later in this thesis. It is 
divided into two major parts. The first covers the physical components needed to 
gather the data. This includes the sensors, the data acquisition system, the details 
of the wireless telemetry link and the electronics which was built to support all 
this. Significantly this part also includes a description of the Hawk model. The 
second part of the chapter details the data processing techniques used to filter 
out unwanted noise and restore the temporal order of the data streams. 
3.2 Data Gathering 
Ten streams of real-time data, nine servo commands, and several other single 
point or lower frequency data values were generated and recorded while running 
wind tunnel tests. This is a fairly complex setup, complicated further by the fact 
that the servo data and six of the data streams are transmitted wirelessly. The 
details of all of these measurements are described, but to put each component 
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in perspective, an overall picture of the setup is required. This is shown in the 
sketch of Figure 3.1. For comparison, Figure 3.2 shows the finished rig in the 
wind tunnel. 
The connections between the various elements are visible in Figure 3.1 but are 
shown to better effect in the block diagram, Figure 3.3. In both diagrams power 
cables are omitted for clarity. In these diagrams all the various components are 
labelled and in the connections diagram they are grouped by device. Each of 
these components is now described. 
3.2.1 Wind Tunnel 
Although the rig was designed to fit in both of the University of Bristol's large 
wind tunnels only the larger 7' x 5' wind tunnel has been used. This is a closed- 
return, octagonal-section wind tunnel. The working section is 7 ft (2.1 m) wide, 
5 ft (1.5 m) high and 3.2 m long. The contraction ratio for this tunnel is 5.18.: 1. 
The layout of the tunnel is shown in Figure 3.4, more dimensions and a drawing 
of the open-jet tunnel can be found in Appendix E. 
The design of the wind tunnel is covered in Boswell [55] and apart from a 
new diffuser, the tunnel has remained largely unchanged in the last 48 years. 
The new diffuser was added shortly before the start of this work as part of a 
tunnel refurbishment. The diffuser is slightly longer than the previous one with 
a subsequent increase in tunnel efficiency. 
A maximum wind speed, in a clean tunnel, of 62 m/s has been measured. The 
rig is designed for a maximum wind speed of 40 m/s but this has not been tested. 
The maximum wind speed used to date is 30 m/s (Mach 0.087). This gives a 
maximum Reynolds number of 1.19x106 (based on the wing span of the Hawk 
model). Unfortunately the turbulence level and the uniformity of the flow in 
the newly refurbished tunnel have not yet been assessed; previous measurements 
indicate that the longitudinal component of the turbulence in the central part of 
the tunnel has a turbulence intensity of 0.2 % at 35 m/s [55]. 
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Figure 3.3: Experimental device connections. 
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3.2.2 Hawk Model 
The Hawk model used in this work is an approximate 16 scale model built by 
Kyle [2]. It is of conventional model aircraft construction; built using balsa and 
covered with fibreglass for extra strength. It was built from plans for a ducted fan 
model, and was strengthened for wind tunnel use. Its dimensional characteristics 
have been previously mentioned (Section 2.10.3) and detailed drawings of the 
external geometry are presented in Appendix E. .. 
The Hawk has five servo actuators that move a conventional set of surfaces: 
left and right all moving tail, left and right ailerons and a rudder. Although the 
moving tail surfaces can move independently they were deployed in unison and 
are referred to collectively as the elevator. The servos are standard RC micro 
servos. Their performance was analysed in detail in Davison [411 and covered 
in Section 3.2.4. For this work the previous wiring was stripped out and new 
electronics installed. The electronics is covered in Section 3.2.11. As part of the 
installation of the electronics a battery was installed and the tail pipe closed off. 
3.2.3 Compensator 
The design of the compensator was covered in Section 2.9. The details of the 
electronics and the servos are covered in Sections 3.2.4 and 3.2.11 respectively. 
The completed compensator, as it appears on the back of the rig, is shown in 
Figure 3.5. 
3.2.4 Servos 
The Hawk has five independently controlled servos to power its aerodynamic con- 
trol surfaces. Standard hobby servos are used and due to space constraints the 
"micro" size was adopted. Their internal circuitry is based on analogue electron- 
ics. 
The four servos that control the flaps of the compensator are standard size 
hobby servos. They are high torque digital servos with metal gears. The newer 
digital servos have better performance: larger holding power and lower dead-band 
than their analogue counterparts. The angular range of the compensator's servos 
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Figure a.: i: "I'11( compensator mounted on the back of the rig. 
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Table 3.1: Hawk and compensator servo properties. 
Property Hawk Compensator 
Name SuperTec Naro [56] Hitec HS-5645MG [57] 
Internal control Analogue Digital 
No load speed 546°/s 261°/s 
Stall torque 0.07 Nm 1.01 Nm 
Operating angle 900 90oa 
Electrical pulse width 1000 ps to 2000ps 900Us to 2100 ps 
Update frequency 50 Hz 50 Hz 
Dead band width Unknown 1 Ps 
Implemented angular resolution 0.35° 0.70° 
Modified to 1801 
has been reprogrammed from 900 to 180° which when combined with the 2: 1 
pulley ratio gives a flap movement range of ±45°. 
The manufacturer-quoted performance figures for both the Hawk and com- 
pensator servos are listed in Table 3.1. The servos are all controlled wirelessly and 
their positions are specified as an 8 bit number giving 256 individual positions in 
the servos range. This provides the least possible load on the wireless network 
but restricts the servo resolution. The resulting angular resolution is also listed 
in Table 3.1. 
3.2.5 Potentiometers 
The three-DOF gimbal and the two-DOF gimbal are both instrumented with 
Penny & Giles RCP 09 potentiometers. The properties of these potentiometers 
are given in Table 3.2. 
The three potentiometers in the three-DOF gimbal are powered by a regulated 
power supply. As the run from the desk to the gimbal is long (ti 3 m) and due to 
the high ambient noise levels around the wind tunnel the signals are transferred 
via a multi-core shielded cable. Further, the signals are passed through a low- 
pass RC filter with a cut-off frequency of 159 Hz. This frequency is somewhat 
arbitrary as it was selected based on available components. Ideally it should be 
below 50 Hz, the lab electrical supply frequency, but above about 30 Hz so that 
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Table 3.2: Penny & Giles RCP 09 Potentiome- 
ter Properties [58]. 
Property Value 
Resistance 5 kC (±20 %) 
Electrical Angle 342 ± 2° 
Independent linearity ±0.35 % 
Resolution Virtually infinite 
Mechanical Angle Continuous rotation 
it does not interfere with the response of the system. The power supply voltage 
is continuously measured so that the measurements can be made independent 
of voltage fluctuations or voltage level bias. The readings of the potentiometers 
are taken with the 12 bit analogue to digital (A/D) converter of the dSPACE 
DS1104. This gives a radial resolution of 0.09°. The recording frequency is 
100 Hz. A circuit diagram of this cable is presented in Appendix E. 
The two potentiometers of the aircraft gimbal are connected to the Hawk's 
microprocessor via its A/D port and powered by the on-board battery. Unlike 
the potentiometers of the 3-DOF gimbal, no physical filtering is applied to these 
signals. The resolution of the A/D port is 10 bits, which equates to a resolution 
of 0.35°. The recording frequency is 80 Hz. 
3.2.6 Encoders 
The angular deflection of the compensator's flaps is measured using RLS RMB20 
magnetic encoder modules at 13 bit resolution [59). They are connected to the 
microprocessor using a synchronous serial interface. The deflections are recorded 
at a frequency of 80 Hz. The module has a quoted worst case accuracy of ±0.5° 
at a maximum rotation speed of 2500 rpm. 
3.2.7 Data Capturing Tools 
At the heart of the system is the dSPACE DS1104 data acquisition board. It 
provides the real time recording of all but the wind speed measurement signal. It 
is connected to a standard desktop PC which, through its Control Desk software, 
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Table 3.3: dSPACE DS1104 selected properties [60]. 
Property Value 
Processor MPC8240 with PPC603e core with TI 
TNIS32OF240 DSP as slave CPU clock frequency 250 MHz 
PCI bus frequency 33 MHz 
Memory 32 MB SDRAM +8 MB flash memory 
A/D converter 4 multiplexed 16 bit chancels 
Serial ports 1 UART interface +1 SPI on slave 
allows real-time monitoring, recording and control. It also provides an interface 
between the XBEE wireless chips, using its on-board serial port and its serial 
peripheral interface (SPI) bus. A selection of its relevant properties is shown in 
Table 3.3. As previously mentioned, it is also directly responsible for recording 
the signals from the 3-DOF gimbal via its A/D converter. It is loaded with 
custom software written in C. A picture of the board in operation is shown in 
Figure 3.6 and a view of the interface used to control the rig from the PC is shown 
in Figure 3.7. The interface contains windows showing the current positions of the 
gimbals and the servo positions. Inputs to the system can be applied by clicking 
the buttons on the left or dragging the sliders for each set of surfaces. The all 
important stop buttons are coloured orange and reset all the surface positions 
immediately to zero. 
As all the serial ports of the dSPACE board are in use, a laptop was used to 
record the data from the digital manometer. A custom program written in the 
Python programming language [61] manages this data transfer. 
3.2.8 Manometer 
The wind speed is measured using the Furness Controls FCO510 Low Pressure 
Digital Manometer. The point of measurement is 1.35 m upstream of the cen- 
tre line of the rig support, or 0.55 m (0.92 wing spans) upstream of the Hawk 
e. g.. The accuracy of the manometer is quoted as 0.25 % of the reading, which 
at 20 m/s corresponds to 0.05 m/s. The maximum reading frequency is 1 Hz. The 
manometer is connected via a serial cable to a laptop computer for recording. 
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Figure 3.6: The d SPAC'P DS1104 board (oil right) with all equipment attached. 
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Table 3.4: Oregon Scientific BA-116 Digital Barom- 
eter Specification [62]. 
Property Value 
Temperature Range 0 °C to 55 °C 
Temperature Resolution 1 °C 
Pressure Range 795 mbar to 1050 mbar 
Pressure Resolution 1 mbar 
Humidity Range 25 % to 95 % 
Humidity Resolution 1% 
To compute the wind speed, the manometer needs the temperature and the at- 
mospheric pressure. These ambient conditions are entered into the manometer 
before every run and are fixed for each run. This is not ideal as the temperature 
does vary during a run, but because a run lasts only a maximum of 10 minutes, 
this variation is not significant in the final results. 
3.2.9 Ambient Conditions 
The ambient atmospheric conditions are measured using a digital barometer from 
Oregon Scientific. This device measures the atmospheric pressure, relative humid- 
ity and the temperature outside the wind tunnel. It's specification is presented 
in Table 3.4. The accuracy of the barometer is unknown. The temperature inside 
the tunnel is measured using a thermocouple mounted at the end of a probe. 
This should give the static air temperature and not be affected by the wind tun- 
nel flow. The specification of this thermocouple is unknown but it is most likely 
to be of type K, with an absolute accuracy without calibration, of about ±1.5 °C. 
The resolution of the thermocouple reader is 0.1 °C. The atmospheric conditions 
and wind tunnel temperature cannot be recorded on the fly and are therefore 
measured at the beginning of a run and written down. 
3.2.10 Wireless Devices 
On this rig wireless communication is used to provide the link between the Hawk 
and compensator, and the base station. Wireless was selected for three reasons: 
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first, it avoids spurious damping caused by cables running across joints. This 
was a significant problem in previous iterations of the pendulum rig [45]. Second, 
wireless allows complete freedom of movement of the rig and aircraft in yaw and 
roll. Third, it is less mechanically complicated than the other alternative, namely 
slip rings. 
Once it has been decided that a wireless setup will be used one must choose 
the protocol. There are three significant options here: The first is IEEE standard 
802.11 [63] also known as Wi-Fi, This is typically what is used in homes and offices 
to provide wireless Internet to laptops and computers. It is designed for large 
packet sizes, high bandwidth and long range (80 m), and its power requirements 
are high. An example of a project that uses this technology is the autonomous 
helicopter developed in Jones and Richardson [64]. This protocol was not used 
primarily because of its high power requirements but also because of potential 
interference from the wireless network provided in the Engineering building. 
The second protocol considered is IEEE standard 802.15.1 [65], otherwise 
known as Bluetooth. It is designed for small devices with high bandwidth and 
low power requirements. It has a much shorter range than Wi-Fi being on the 
order of 10 m or less. This protocol is used in the dynamic wind tunnel project 
of Carnduff et al. [38]. It is a good candidate for the application described here. 
The final protocol considered is 802.15.4 [66] also known as Zigbee. It is de- 
signed for ultra low power sensor networks. Its bandwidth is lower than Bluetooth 
but it is optimised for smaller packet sizes. 
It was anticipated that very small packet sizes would be used because data 
would be transmitted as soon as it was recorded, and real-time feedback control 
was to be attempted wirelessly. The modules that were used were conveniently 
packaged and cheaper than the equivalent Bluetooth module at the time. This 
meant that Zigbee was selected over Bluetooth. 
The particular wireless chip used is the XBEE module from Digi International 
Inc. The chip implements the IEEE 802.15.4 wireless protocol and provides a se- 
rial link with transmission acknowledgements and automatic retries. It is capable 
of a maximum wireless baud rate of 250,000 bps and operate in the 2.4 GHz fre- 
quency band. In the Hawk and compensator the XBEE modules are connected 
to the on-board microprocessor via their serial ports. On the dSPACE side, 
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Figure 3.8: The serial to SPI circuit which connects the serial port of the XBEE 
wireless chip to the dSPACE board via its SPI port. Using this means that the 
Hawk and compensator have their own dedicated wireless channels. 
one module is connected to the serial port of the (ISPACE box via an XBEE 
development board, and the other is connected via the SPI bus. The XBEE 
module does not have a SPI bus so a serial to SPI circuit was built around a 
PIC18F4620 microprocessor. This circuit is shown in Figure 3.8 and the circuit 
diagrams can be found in Appendix E. The baud rate for the wired connections 
is 115,200 bps. A detailed analysis of their performance and the delays can he 
found in Section 3.3.5. 
3.2.11 Hawk and Compensator Electronics 
The electronics oil the Hawk and compensator are alittost identical and the soft- 
ware is also shared. The only cliffereuc"es c"ottte from the number of servos that are 
used and whether one is reading encoders in the compensator or potcetºtiuttteters 
in the Hawk. The system is based around it PIC18F4620 micro-cotrtroller unit 
(MCU) running at 40 MHz. The architecture of the chip ttteans that four cYcles 
are required for each instruction, so the drip rues at 10 million instruction cycles 
per second. The PIC was chosen largely based oil the availability of compilers and 
development boards rather than on any other criteria. As the author Was respctn- 
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Figure 3.9: The Hawk's electronics. The niicrocontroller circuit is in front and 
the power supply in the top. The unplugged cable is the power supply cable 
connecting the two circuits. 
sible for manufacturing the circuit, larger chips were preferred as the soldering 
would not be too difficult. The chip and associated circuitry is built on proto- 
typing board (also known as Veroboard or stripboard) so that mistakes in the 
circuit could be readily and cheaply rectified. Because of this, the circuit is much 
larger and heavier than it needs to be and many issues can be resolved by making 
a proper printed circuit hoard. The circuit diagram is presented in Appendix E 
and photographs of the electronics mounted in the Hawk and compensator can 
be seen in Figure 3.9 and Figure 3.10 respectively. 
The microprocessor is programmed in C using an infinite loop with interrupts. 
These signal if packets are received, or if it is time to perform some action. A 
flow chart of the program is shown in Figure 3.11. The main loop is on the 
left of the diagram with the conditional steps flowing off this. On the right the 
interrupts are listed together with their logic. This means that the exact time 
that some job is performed cannot be guaranteed and will vary with processor 
load. Ideally, resource-intensive jobs such as serial port communications and servo 
updates should be farmed off to other chips, however the chip has been found to 
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Figure 3.11: Hawk and compensator microprocessor algorithm. 
be adequately powerful to manage all jobs. To decipher errors, four light emitting 
diodes are mounted on the board and error codes can be flashed out. 
The circuitry and peripherals are powered by a lithium-ion rechargeable bat- 
tery. This is a two cell battery with a capacity of 1500 mA h and a nominal 
output voltage of 7.4 V. Because this type of battery will he damaged if fully 
discharged, the battery levels of each cell are monitored by the microprocessor 
and periodically transmitted to the base station for display. No brown out (low 
voltage automatic shutoff) circuitry was enabled, so it is up to the operator to 
act on low battery voltages. 
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3.3 Data Processing 
3.3.1 Density Calculation 
Using the measurements of temperature, relative humidity and atmospheric pres- 
sure, the density of the air can be calculated. This is done in accordance with 
Davis [67]. For convenience the equations are reproduced in Appendix A. 
3.3.2 Measurement Synchronisation 
Due to the variability of the wireless transfer mechanism, drift in the system 
clocks and to some extent, the way that the software for the dSPACE and micro- 
processors was written, the temporal position of the various signals when they 
are received is not uniform. As will be shown in Section 3.3.5, the delay between 
when a measurement is taken and when it is stored can be large and will be 
significant in later analysis. Also, it cannot be guaranteed that all signals will 
be received, indeed a portion of all signals are lost. To mitigate against this, 
a time-stamping procedure is implemented. Also, all signals are marked with 
an indexing number for identification. To synchronise the signals properly, two 
quantities are required, the clock drift relative to the standard clock and, because 
the clocks are started at different times, the clock offset. 
3.3.2.1 MCU Clock Drift 
All measurements must be converted to use the same time standard. The dSPACE 
clock is used as the standard and all timestamps made by the MCU's must be 
synchronised with this. Due to the imperfect nature of the crystal clock source 
and its susceptibility to temperature variation, some clock drift is inevitable. To 
estimate the clock drift, the MCU timestamps are plotted against the dSPACE 
time. A straight line is then fitted through these measurements. The gradient 
of this line is an estimate of the clock drift. Note that this is a global estimate 
for the whole run and does not take into account local variations. Figure 3.12 
is a histogram charting the microprocessor clock drift coefficient for 28 runs. It 
is plotted so that a drift coefficient of zero indicates the clock maintains time, 
less than zero means the clock runs slower than the dSPACE clock, and greater 
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Figure 3.12: Microprocessor Clock drift. 
than zero means that the clock runs fast. From the graph it can be seen that 
the magnitude of the drift coefficient is always less than 0.11 ms/s away from the 
ideal. Once an estimate of the clock drift is obtained, the time signal can be 
corrected. An example of this process can be seen in Figure 3.13. 
3.3.2.2 MCU Clock Offset 
The microprocessor clocks and the dSPACE clocks have different unknown start- 
ing times and are therefore offset from one another. Before any computations 
can be performed on the data, all the separate times must be converted to the 
base time. One way of rectifying this problem, is to apply the algorithms of the 
network time protocol [68] in real time. In this work, because the run times are 
measured in minutes, and no real time parameter estimation is being attempted, 
this is unnecessary and the offsets can be calculated after the fact. To do this, a 
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Figure 3.13: An example of the microprocessor clock drift correction. The time 
offset on the y-axis is calculated by subtracting the time a reading was taken from 
the time that the data arrived on the (ISPACE side. This is plotted against the 
run time. The left plot shows these offsets gradually getting larger in magnitude 
as the MCU clock drifts. On the right is the corrected plot. The scatter is due 
to the variability of the send mechanism. 
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rule based synchronisation method based on time-stamps is employed, using the 
dSPACE time as the base. The rules used are as follows: 
Rule 1. There is only one offset value per microprocessor. 
Rule 2. The time that a servo command is sent is earlier than when it moves. 
Rule 3. The time that a reading is received on the dSPACE side is later than the 
time when the reading was taken. 
The above rules are not sufficient to calculate the offset and so two further ap- 
proximate rules are used: 
Approx. Rule 1. The minimum time between a servo command being sent and the 
servo moving must be greater than the minimum transmit time. 
Approx. Rule 2. The minimum time between a reading being taken and it being 
received over the wireless link must be greater than the minimum transmit 
time. 
These two rules are approximate in that the delay is not only a function of the 
wireless delay, but also processing delay. This is neglected because it should be 
at least an order of magnitude smaller than the wireless delay. The minimum 
transmit time can be calculated from the difference between servo command 
sending time time-stamps and the servo command acknowledgement time-stamps. 
This round trip delay is divided by two to get the minimum transmit time. A final 
check is that the minimum transmit time must be greater than the theoretical 
minimum transmit time of 0.61 ms [69]. More detail about the minimum transmit 
time can be found in Section 3.3.5. 
3.3.3 Noise Filtering and Re-sampling 
After the measurements have been restored to their proper order in time, they 
are re-sampled at a fixed rate equivalent to the maximum frequency that was 
used in the collection of the data, namely 80 Hz. The re-sampling uses a linear 
interpolation where applicable. In the case of servo command signals, this re- 
processing was done using a `previous neighbour' interpolation. The re-sampling 
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Figure 3.14: An example of a smoothed signal versus the raw experimental data 
using the Integrated Savitzky-Golay filter. 
is not strictly necessary but simplifies further processing and does not introduce 
significant error. 
The signals, especially those from the potentiometers, are particularly noisy 
and the high frequency components of the signal need to be suppressed. Further, 
some of the signals need to be differentiated. For the smoothing, a 15 point dig- 
ital smoother is recommended in Jategaonkar [70] together with an eighth order 
smoother-differentiator for the differentiation. During the characterisation of the 
friction in the gimbals, this combination was tried, however the use of separate 
filters for the undifferentiated signal and the differentiated signal introduces spuri- 
ous friction characteristics. Instead, the Integrated-Savitzky-Golay filter of Wayt 
and Khan [71] was used. It is simple to implement and automatically provides 
estimates of a specifiable number of higher order derivatives, while simultaneously 
smoothing the base signal. It is based on the Taylor series and therefore preserves 
the continuity of derivatives. It requires the specification of the order of the es- 
timation and the span of the filter. A filter order of 7 and a span of 20 provides 
a balance between smoothing and accuracy in all the cases presented here. This 
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results in a filter window of 0.5 s and a cut-off frequency of approximately 5 Hz. 
Note that the anticipated maximum system frequencies are in the region of 3 Hz. 
An example of a smoothed result is presented in Figure 3.14. The full definition 
of the ISG filter is given in Appendix B. 
3.3.4 Detection of Potentiometer Roll Over 
The potentiometers in Table 3.2 are capable of unlimited rotation. Their output 
signal, in the case of relatively rapid continuous rotation, is close to a sawtooth 
profile. It has a steadily increasing or decreasing linear section followed by a 
steep transition section. To track the position of, for example, the arm during 
sustained rotation, each steeply transitioning section or step must be detected. 
In the ideal case the step would be vertical. In reality there must be a gap 
between the maximum and minimum resistance points in the potentiometer which 
means that the transition has a steep gradient. In the case of a rapid continuous 
rotation the transition is easily detected, however when the rotation is slower or 
when movement takes place in the region surrounding the step, the detection of 
a roll-over is more complicated. The proper way to eliminate this problem is 
to incorporate two or more potentiometers in series with out-of-phase transition 
regions. However, during the design phase, this was not done and instead an 
algorithm to robustly detect the roll-overs was developed. 
The algorithm is applied to the signal from two potentiometers, the roll poten- 
tiometer and the aircraft yaw potentiometer. In the case of the yaw potentiometer 
360° of yaw equals 360° rotation of the potentiometer. In the case of the roll po- 
tentiometer there is a 3: 1 gearing, and therefore three roll-overs per 360° rotation 
of the arm. This means that should any control algorithm operate on roll an- 
gle, missing a roll-over could be a serious problem. Two forms of the algorithm 
are needed, the first is a real-time algorithm and relies only on past information 
whereas, the second is used for post-processing, where a second sweep can be 
applied. 
The algorithm proceeds as follows. A five point central difference formula is 
used to calculate the gradient of the signal two time steps previous to the current 
point. This result is stored and a further five point central difference formula 
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is used to compute the second order gradient. If the magnitude of the second 
order gradient is above a certain threshold, the absolute position is stored and a 
flag indicating that a roll-over is suspected is raised. The second order gradient 
is continually monitored until its magnitude decreases again; then the current 
absolute position is stored and the flag lowered. The difference between the first 
and second absolute position readings indicates what has happened. A significant 
gap indicates that a roll-over has occurred, and the sign of the difference is used 
to work out the direction of the rotation. A small gap means that the arm is 
hovering near the transition region and not moving through it. 
This process is shown in the top three traces of Figure 3.15. The top trace is 
a plot of the second order gradient with the values above the threshold marked 
with triangles. The second trace shows the original signal with the detected 
roll-over regions. The third trace shows the corrected signal. This algorithm 
reliably detects roll-overs on all the data collected but may be too slow for control 
purposes. This is because, due to the central difference equation, a roll-over is 
detected nine time steps after it has occurred. For the roll potentiometer this 
equates to approximately 90 ms. 
The second phase of the algorithm is used for post-processing of the data. It 
is needed because as can be seen on the third trace in Figure 3.15, the algorithm 
leaves steps in the transition regions. The post-processing algorithm is a second 
sweep of the data using the roll-over detection algorithm. Here however, the 
algorithm detects the jumps caused by the change region. Once these regions 
have been identified, they are smoothed out by a cubic spline interpolation, from 
the start of the non-smooth region to the end of it, with the additional constraint 
that the gradient at the end points is not altered. The final result is shown in 
the bottom trace of Figure 3.15. 
3.3.5 Wireless Data Transfer Performance 
Using a wireless system in this rig gives freedom of movement without the damp- 
ing effects that wired links have and the cost and complexity of a slip ring system. 
However a wireless link is not perfect and the data sent on it is subject to signifi- 
cant delay and is sometimes lost altogether. Further in this application, real-time 
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Figure 3.15: Roll-over detection and processing algorithm. 
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Figure 3.16: Wireless data transfer logic. 
data acquisition and control, there is a constraint on the amount of time that it 
takes for data to be transmitted. In this section, the performance of the wireless 
link on this rig is quantified. It is important to stress that this is more a case 
study of this implementation than an evaluation of the 802.15.4 standard. De- 
tailed performance analysis of the 802.15.4 standard can be found in [72,73.74]. 
3.3.5.1 Wireless Transfer Algorithm 
For proper interpretation of the results, a description of the algorithms used must 
be provided. Two different algorithms, the first for the transfer of data from the 
potentiometers on the Hawk and the encoders on the compensator (Figure 3.16) 
and the second for the transmission of control signals to the servos on the Hawk 
and compensator (Figure 3.17). The two diagrams show the logic of each al- 
gorithm and also show the position of the time-stamps which is crucial to the 
understanding of the performance analYsis. 
3.3.5.2 Packet Loss Rate 
Using the data collected from each run the packet loss rate for command packets 
and data packets can be calculated. Global data from 28 separate runs is collected 
and the results are tabulated in Table 3.5 and Table 3.6. The first timing to 
notice is that the packet loss rates for command transfer are high. This is a 
serious problem for reliable real-time control. In an attempt to mitigate this, the 
resend mechanism was implemented, but did not significantly improve the transfer 
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Figure 3.17: Wireless command transfer logic. 
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Table 3.5: Data packet loss statistics. 
Hawk Compensator 
Total data packets 494167 494312 
Lost data packets 15412 8885 
Packet loss rate 3.1% 1.8% 
Table 3.6: Command packet loss statistics. 
Hawk Compensator 
Total command packets 129084 44812 
Lost command packets 28936 7698 
Packet loss rate 22% 17% 
(see Section 3.3.5.3). The statistics also appear to show that the more regular 
data transmission is more reliable than the less regular command transmission. 
This disparity is due to there being a higher load on the wireless system during 
command packets as the data packets still need to be sent. It is likely that in 
this case the maximum throughput on the channel has been reached. It would 
seem that the current set up is not suitable for real-time control but some areas 
where this performance may be improved have been identified. Some promising 
avenues are noted in the remarks section (Section 3.3.5.4). 
3.3.5.3 Packet Delay 
Using the time-stamp data, two different system delay characteristics can be cal- 
culated, the wireless transmission delay and the delay between when a signal is 
sent and, when the servo it commands, actually moves. Due to the implementa- 
tion of the system, the wireless transmission delay can not be obtained directly 
and is assumed to be half of the total round trip delay (time that it takes for a 
signal to be sent and an acknowledgement signal to be received). 
Figures 3.18 and 3.19 show the measurements of round trip delay with the 
servo move delay results shown in Figures 3.20 and 3.21. The two sub-figures in 
each figure, are labelled "Packet not resent" and "Packet resent". These corre- 
spond to two separate eventualities that are a result of the transmission algorithm 
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(Figure 3.17). The first occurs after a successful transmission when an acknowl- 
edgement is received in less than 10 ms from the send time. In this case the packet 
is not resent. When no acknowledgement is received within the 10 ms window, 
the command is resent. In this second case it can be difficult to tell whether 
an acknowledgement received is from the original transmission or from the later 
resend. Therefore the "Packet resent" results should be treated with caution. 
The round trip delay graphs are characterised by a clustering effect. The over- 
whelming majority of packets are received and acknowledged-in approximately 
6 ms but instead of a normal distribution around this point, further peaks are 
found at 9 ms and around 15 ms to 16 ms. This characteristic is due to the retry 
/ back-off algorithm in the 802.15.4 standard. To improve the probability of 
a successful transmission the standard specifies that the `carrier sense multiple 
access with collision avoidance' (CSMA-CA) algorithm be used [75]. The full 
details of this algorithm can be found in the standard. In summary what occurs 
is the following. When a wireless module has data to transmit it checks to see 
if any other module on its channel is transmitting. Should the channel be busy, 
the device waits for a random time between 0 and (2BE - 1) x 0.320ms then 
checks if the channel is clear again. If it is not, then the back-off exponent BE 
is incremented and it waits before checking again. Once the channel is clear, the 
module transmits and waits for an acknowledgement. If it does not get an ac- 
knowledgement it tries again, following the back-off procedure again having reset 
BE to its starting value. This whole process occurs up to 3 more times. Should 
no attempt succeed the packet is lost. For this work the starting value of BE 
is zero which disables collision avoidance on the first transmission. The send - 
wait for acknowledgement - resend loop takes time and results in the clustered 
histogram where each cluster is roughly equivalent to a resend attempt. 
The servo move delay graphs, Figures 3.20 and 3.21 are characterised by 
a more Gaussian-like distribution. This is because of the fixed servo update 
frequency of 20 ms. Any signal that arrives just after a servo position update has 
to wait until the next update before the servo will actually move. Ideally this 
distribution should fall off rapidly beyond the 26 ms mark. This is the average 
transmit time plus the servo update frequency and corresponds to the case when 
a signal is sent and arrives just after or as an update happens. This is clearly 
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Figure 3.18: Compensator packet round trip delay. 
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Figure 3.19: Hawk packet round trip delay. 
84 
12 
Packet not resent 










Figure 3.20: Delay between the time a servo move command is sent and when 
the servo actually moves for the compensator. 
not the case. This is thought to be due to significant but variable processing 
delays such as the case when a servo command arrives on the MCU while it is 
performing a long transmission. 
3.3.5.4 Wireless Performance Remarks 
In conclusion, the wireless system based on the XBEE modules has worked sat- 
isfactorily but improvements must be made before any real-time control is at- 
tempted. The resend mechanism implemented in the send algorithm does not 
seem to improve the reliability of the transmissions significantly, and could be 
making things worse although a comparative study with this turned off needs to 
be done before this is certain. 
In the previous section it was stated that the BE used was 0. This may not 
have been the best choice. In Petrova et al. [74], it is suggested that using a low 
back-off exponent results in many collisions and a poor usage of the channel, and 
a relatively modest increase in this exponent will improve the performance of the 
system. This is promising and simple to change, however this will increase the 
Packet not resent Packet resent 
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Figure 3.21: Delay between the time a servo move command is sent and when 
the servo actually moves for the Hawk. 
transmission delay. Of course, given the 20 ms update rate of the servo, this may 
not be too much of a concern. Should this not work, another option is to increase 
the number of XBEE devices. This will involve much work, but if the amount of 
data transmitted is more than the maximum throughput, it is the only solution. 
3.4 Summary 
This chapter covers the experimental setup in detail including specifications of the 
hardware and details of the software on the data acquisition and control devices. 
The post-processing of the data generated from wind tunnel runs is discussed 
together with the relevant algorithms. The wireless transmission algorithm is 
covered including details on the temporal reconstruction of the data and a detailed 
analysis of the performance of the wireless link. The statistics show that the 
wireless link is suitable but has long delays and high packet loss rates during high 
demand. Steps to rectify this are proposed. In the next chapter the mathematical 
models describing the rig dynamics and model aerodynamics are covered. 






The preceding chapters have documented the design and implementation of the 
manoeuvre rig in detail. The simulation work that was required in the design 
phase was mentioned. In this chapter that work is further elaborated on in the 
context of the equations of motion. 
A generic 5-DOF model is derived first. This model was used for the design 
of the rig. A set of manoeuvres was prescribed and the generated forces used as 
inputs to the sizing of the components. 
The rig is capable of operating in any number of degrees of freedom up to 
five, creating the need for other models with certain degrees of motion restricted. 
It will be shown how these models can be derived from the base model. 
The full set of equations is derived using a Lagrange formulation for multi- 
body systems as described by Shabana [76]. In this work two different rotation 
representations are used, quaternions and Euler angles. Quaternions were used 
so that the model is continuous rather than containing discontinuities. In the 
case when the rig is operating in a restricted manner, such that no discontinuities 
can occur, Euler angles are used to simplify the analysis. 
A flow diagram for the full mathematical model of the rig can be seen in 
Figure 4.1. In this diagram the inputs are coloured blue, the outputs green and 
the various model components red. The integrator is in orange. The path for the 
equation error method, in which no integration is performed, is also shown. In 
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Figure 4.1: Mathematical model diagram. 
this case the dashed paths are removed and replaced by the dotted paths. In the 
following sections each of the models is described. 
4.2 Rig Equations of Motion 
4.2.1 Full 5-DOF Model 
For a system of bodies i=1,2, ..., lrb the 
following set of differential-algebraic 
equations can be written [76]: 
Mi. gi + Cq , \= Qi + Qt" 
C(q', t) 
The system generalised coordinates q' are given by 
R 
q` _ o; 
(4.2) 
where R' is the position vector and 0' is the attitude representation of body i. 
In this derivation both quaternions and Euler angles can he used to represent 
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orientations. More details on the two rotation representations can be found in 
Appendix C. The derivative of the generalised coordinates with respect to time t is 
denoted q. To account for the fact that, in general, the generalised coordinates q 
are not independent, constraints C are introduced using the method of Lagrange 
multipliers. These multipliers are denoted A. Cq is the constraint Jacobian 
matrix with respect to the system generalised coordinates. Assuming the case in 
which the body reference is attached to the centre of gravity (e. g. ) of the system; 








mRR =0 mi 0 (4.4) 10 0 m' 
and 
mae0 = 
&T IBBG (4.5) 
where the inertia tensor of a rigid body defined about its centre of gravity is 
denoted 1. G is a transformation matrix that depends on the attitude repre- 
sentation used. Forces external to the system are expressed via the external force 
vector Q. This vector is defined as the sum of the external conservative and 
non-conservative force vectors denoted by subscripts c and nc respectively, 
Qe = Qnc + Qc (4.6) 
Q, is a term that results from differentiating the system kinetic energy with 
respect to time and is defined as 
Qa = 
(UT 
- cýJiT iol GJ vL 
(4.7) 
where w' are the angular velocities about the local coordinate axes. This can be 
calculated by 
wý =G 91 (4.8) 
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Figure 4.2: Rig equation coordinate systems. 
For this derivation the rig is divided into three components, the Hawk, com- 
pensator and the arm denoted a, c and r respectively. The arm consists of all 
the moving parts of the rig: the arm itself, the 2-DOF gimbal and the parts of 
the 3-DOF gimbal that move when the arm moves. The mass of each device is 
considered as a lump mass at its e. g. and all the external forces are translated 
into forces that act through these c. g's. The coordinate systems chosen for each 
body are represented in Figure 4.2. The generalised coordinates chosen are: 
Ra 
B" 
q= R' (4.9) 
or 
R` 
The mass matrix then becomes 
a mRH 
a mo o 
M= mRH (4.10) 
moo 
mRk 
Note that in this case the inertia of the compensator must be included in the mäe 
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term. The quadratic velocity vector Q,, is simply 
0 
[-2w2T IBOG ]T 
Q= 0 (4.11) 
[-2wrT IIOGT ]T 
0 
Given the external forces FR, Fe, FR, FB, mag, mg and mrg, the external force 
vector becomes 
AaFR + [0 O mag]T 
G Fa 
Qe = [0 0 mrg]T (4.12) 
G Fe 
ArFR + [0 0 mcg]T 
where A is a coordinate transformation matrix; the definition of which can be 
found in Appendix C. The constraint matrix C contains ten or twelve equa- 
tions depending on the rotation representation used - if quaternions are used, a 
constraint must be placed on the value of their norm: 
oa"oa=1 (4.13) 
oc. or =1 (4.14) 
There are nine constraint equations specifying the fact that the arm is connected 
to the pivot point, the aircraft and the compensator and that the aircraft c. g. is 
not located at the pivot: 
RQ = Ae[l j0 0] T+ Aa[l 9x 0l 9i]T (4.15) 
Rr = A' l'' 0 jr T C9M c9. z] 
(4.16) 
R° =X [-lc 0 0)T (4.17) 
There is one further constraint that represents the yaw and pitch gimbal of the 
aircraft: 
ArT Aa(3,2) 0 (4.18) 
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Equation (4.18) sets the roll angle of the aircraft about the x-axis of the strut to 
zero. 
4.2.2 2-DOF Pitch and Heave Model 
The equation system represented by Equation (4.1) is solved using the techniques 
described in Section 4.4. It represents the full set of equations needed for any 
possible rig motion. The main thrust of this work however deals with a subset 
of these equations based on the results of testing in 2-DOF (pitch and heave) 
and 1-DOF (pitch only). In these cases Euler angles are used as there will be no 
discontinuities. To obtain the 2-DOF equations the following substitutions are 
made in the above system: 
a=0 Q=0 a=0 oa=0 a=0 a=0 (4.19) 
ý''=0 ýr=0 ýr=0 pr=0 zr=0 ýr=0 (4.20) 
and then substituting the resulting equations into one another to remove all con- 
straints. The equations that result are long and are not presented here. However 





M -f- M' - lcgxFz -f- lcyzFr - l' cgx Fz - l1Fz cos(-Br + 6a) 
+lfFa sin(Oa - B'') - cos(Br)l fmag - cos(or)lrgymrg 
- sin(or)lro, mrg - cos(6r)lg0 mcg 
(lcga)2mr + (jr )2mr -I- (lcyy)2mß + l2ma -I- Iyy + Ivy 
4.2.3 1-DOF Pitch Model 
(4.21) 
(4.22) 
The pitch only equations are derived from the full 5-DOF set of equations in the 
same way that the 2-DOF equations are developed. This is not necessary as it is 
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Figure 4.3: Wind angles calculation. Position vectors and coordinate systems. 
simple enough to derive these equations using Newton's laws directly. However 
the comparison between the equations derived using Newton's laws and those 
derived by simplifying the 5-DOF equations (Lagrange method) was used as a 
verification of the 5-DOF equations. 
a 
Ba _ 
Ally - sin(O') 
cgzmag - lcgxFQ - cos(Ba)l 9xm`ýg 
IcgZFa 
- ja + (ja )2ma + (ja )2ma 
(4.23) 
yy cgx cgz 
4.2.4 Wind Angles Calculation 
As per convention, the aerodynamic models of the Hawk and compensator are 
computed as a function of the wind angles a and ; 3. These wind angles can be 
found from the wind velocity components of each device. These components are 
obtained by differentiating each device's position vector with respect to time. A 
simplified diagram of the rig setup is presented in Figure 4.3. It shows the two 
of the three coordinate frames used, x, y, z, the global coordinate system aligned 
with the tunnel floor and . a, ya, za which is the aircraft coordinate frame. The 
rig and compensator coordinate frame, which is aligned with the arm, . r', yr, zr 
is not shown. The reference point for the global coordinate system, which is 
located at the intersection of the yaw and roll axes of the 3-DOF gimbal is also 
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the components of the global position vectors Ra and Rc, are also shown. These 
vectors are defined as 
Ra = Arra + Aar 9 (4.24) 
Rc = Arrc cg (4.25) 






]T and rc = [-lgyy 0 0] 
T. 
Here If is the distance from the centre of the 3-DOF gimbal to the centre of the 
2-DOF gimbal, l9 the distance between the 2-DOF gimbal centre and the Hawk's 
c. g. and l9 is the distance from the 3-DOF gimbal to the compensator c. g. Ar 
and Aa are rotation matrices to rotate between different coordinate frames. They 
are defined in Appendix C. Differentiating these equations yields 
Va = Aria + 
Aar g (4.26) 
V' = Ar' (4.27) 
These are the velocities of the model and compensator caused by the rig rotations. 
To get wind angles the wind tunnel velocity (Vt) must be added: 
Va = Va + [V 0 01 
T (4.28) 
Vt = VC + [Vt 0 0]T (4.29) 
If wind angle rates, ix and / are required, the model accelerations must be com- 
puted: 
a" = Ärra + Äar 9+ Vt (4.30) 
ac = Ä''rcy + Vt (4.31) 
To compute the wind angles, the above velocities and accelerations must be refor- 
mulated into the aircraft or compensator's local coordinate system for velocities; 
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this is only a rotation: 
v' = Aa(Vt ) 
V° AC(V ) t 
For the accelerations the following transformation must be performed: 
äa = Aa(aa) + Aa(Va) 
5° = Ac(ac) + Ac(V°) 












where vx, vy and vz refer to the velocity components of each vector in the local 
coordinate frame. Wind angle rates can be computed by differentiating the above 
equations which results in: 
= 
a, v., -- vza., 
v+ vz 
(4.38) 
(-vyvxax + a&vv + ayvz - vyvzaz) (4.39) 
(vom + vy + vz) (v2 + vz ) 
where ax, ay and a,, refer to the acceleration components of each vector. These 
equations are valid for all the different rig configurations (1- to 5-DOF). 
4.2.5 Dynamic Angle-of-attack Calculation 
The damping forces in the Hawk and compensator models are small with respect 
to the overall forces and are thus difficult to estimate with any accuracy. Al- 
ternatively the damping force can be calculated by computing the local angle of 
attack variation that is caused by pitch rate and multiplying the result by CLa. 
This overall angle of attack can be written as a= are f -- adyn. The computation 
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Figure 4.4: Dynamic angle of attack calculation. 
of this incremental angle of attack is represented by the diagram in Figure 4.4. 
Using the sine rule: 
sin(adyn, ) 
_ 
sin(-adyn + ir/2 + aref) (4.40) 
ql V 
1 glCOS(aref) (4.41) adyn = tan- Vt - ql sin(a . 
41 
ref) 
where 1 is the distance from the rotation centre of the object to the aerodynamic 
centre of the lifting surface. 
4.2.6 Moment Calculation 
The parameter estimation approach used in this work uses two different parameter 
estimation methods. These methods, which will be detailed in Chapter 5, are 
the output error method and the equation error method. The equation error 
method is a form of least squares curve fitting. In this case, the method tunes 
the parameters of the model so that it matches a curve generated from data. The 
model used is not a differential equation and no integration is required. For the 
longitudinal case presented here the curves are matched on the moments about 
the gimbals. These can be obtained by solving the two dynamic equations for 
the applied moment. All the terms in these equations are measured or can be 
computed from the measurements and prior measurements or estimations. In 
this section only the longitudinal equations are derived so the aim is to obtain 
the moment M'' about the pitch axis of the 3-DOF gimbal and the moment Ma 
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about the pitch axis of the 2-DOF gimbal at the Hawk. To obtain these moments 
the distances from the e. g. positions to these moment axes must be known. They 
are: l g, the distance from the Hawk gimbal to the 
Hawk e. g.; l19, the distance 
from the compensator e. g. to the 3-DOF gimbal; and lý9 the distance from the 
3-DOF gimbal to the arm e. g. Note that in this longitudinal case lCyy, FY and 
Fy are assumed to be zero. Further, these equations are referenced to the global 
coordinate system: 
M'= l 9yma'l f(BT')2 sin(Oa - 9') + 
lcgzm'l fÖ7 sin(Oa - B'') 
+ ja 9ymal fÖr cos(Ba - 9r) - lýgZmal f(Or)2 cos(Ba - 
Br) 
+ IyyaÜa + (l g. 
)2maoa + (lcgz)2maÖa + cos(6a)lcgymag 
ý- sin(BQ)lc ma 9x9 - Mafrtct 
(4.42) 
Mr = Iyy, Or - Mfrict + I1IVor + (lcgx )2mrÜr +l fm9r + 1ý9z 
)2mrgr 
+ (le ' 2m°6r + cos(Br)l fmag + cos(Br)lrgymrg + sin(Br)lr9zmrg 
+ cos(9r)lcgxmcg + if rna alýyy cos(Ba - Br) +l fma(8a)2l 9z cos(O a- 6r) 
-l fma(Oa)2l 9y sin(Ba - 
Br) +l fma92l 9s sin(Ba - 
Br) (4.43) 
To match the moments computed from the measurements, the moments caused 
by the aerodynamic models must also be computed. Assuming that the model 
returns its forces in body coordinates the moments, can be computed as: 
Ma = Ma -t cgx Fa + lcga z FX (4.44) 
MT = -lcyxFz + My + l1Fa sin(Ba - 
Br) 
- If Fz cos (9a - BT) (4.45) 
4.3 Aerodynamic Models 
4.3.1 Hypothetical High Incidence Research Model 
At the start of this work only two models of the Hawk existed -a linear model 
for longitudinal modes and some lateral modes, and a nonlinear 1-DOF model 
that covered the limit cycle regions. For rig design purposes a more complete 
model was required. The model chosen was the Hypothetical High Incidence 
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Research Model (HHIRM) model of Goman et al. [46]. It was designed to capture 
high incidence aerodynamic phenomena such as dynamic stall, and the loss of 
directional stability at high angles of attack caused by the blanking of the vertical 
tail. It is written in terms of angle of attack in the conventional manner. As the 
manoeuvre rig is intended to capture these phenomena, this model is inherently 
suitable. The details of this model are not described here; instead the reader 
is pointed to Littleboy and Smith [47] and Richardson et al. [48,77] for more 
information and detailed explorations of the model. 
4.3.2 Hawk and Compensator 
The development of the Hawk and compensator models is tied directly to the 
parameter estimation results and is covered in Chapters 7 and 8. 
4.4 Model Solution 
The equation system represented by Equation (4.1) is an index 3 differential- 
algebraic equation (DAE). It is an initial value problem that can be solved 
numerically. There are various methods by which this problem can be solved, 
implementations of which are freely available on the Internet. Comparisons of 
these methods and implementations are presented in an overview by Cash [78]. 
Also, Mazzia et al. [79] present a large standardised test-set with examples of 
these codes and their performance on various problems. After consideration of 
these results and implementation issues, a multi-step backward difference formula 
(BDF) algorithm was chosen, in particular the Modified-Extended-Backward- 
Differentiation-Formula-Implicit (MEBDFI) code of T. J. Abdulla and J. Cash. 
The code uses the modified-extended multi-step BDF methods of Cash as de- 
tailed in Cash and Considine [80] and Hairer and Wanner [81]. It is formulated 
to handle implicit DAE problems of the form 
G(t, y, y) =0 (4.46) 
The 2-DOF and 1-DOF models Equations (4.21) to (4.23) are ordinary differential 
equations and as such can be solved using a conventional numerical solver. The 
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equations of motion are stiff (due to the friction terms) and therefore a stiff 
integrator is needed. The odel5s code in Matlab [82] was used. 
4.5 Summary 
In this chapter the rig equations of motion are presented. A full set of equations 
which apply to the rig in any of its configurations has been derived. The various 
components that make up these equations are also covered while a detailed de- 
scription of the various aerodynamic models of the Hawk and compensator will 
be covered in Chapters 7 and 8. Further, the equations for the cases in which 
the rig is restricted to lower degrees of freedom are also presented. The solution 
process by which these equations is solved is covered in the last section. In the 
next chapter the parameter estimation techniques, which are used to identify the 
aerodynamic models, will be discussed. 
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The aim of this rig is to allow specialised manoeuvres to be performed in a wind 
tunnel. From these manoeuvres nonlinear time dependant data is collected which, 
must then be analysed. In a conventional static or forced motion wind tunnel 
test, the quantities of interest - typically aerodynamic forces - are measured 
directly. In the current implementation of the manoeuvre rig, this is not done and 
a method of determining this aerodynamic data from the available measurements 
must be employed. This involves building a mathematical representation of the 
system relating the measurements to the quantities of interest. This process is 
called system identification. A system identification problem can be approached 
in three ways, either one can start from the bottom-up, relating known physical 
models of separate processes to one another and connecting them up to build 
a representative model of the system. Alternatively one can use a top-down 
approach which mathematically relates the system inputs to outputs without 
any recourse to the physics. A third approach is to build a parametrised model 
utilising some the underlying physics but including unknown parameters which 
are estimated using a suitable parameter estimation technique. 
Two established top-down methods are the neural network and the step-wise 
regression methods. They are covered in detail in [70] and [83]. The bottom-up 
approach using CFD or potential flow models will not be covered here. In this 
work, a physics based, parametrised modelling approach was followed. This is 
101 
5. PARAMETER ESTIMATION 
more time consuming than the top-down methods, but allows correlation between 
the physical processes and the extracted model which is beneficial in an aircraft 
design/development context. 
There are many different parameter estimation methods available. They vary 
in the types of model that they can handle, the level of physical representation 
that the parameters have, and the optimisation methods that are used. In the 
context of aircraft parameter estimation one must choose between time domain 
and frequency domain methods. In the fixed wing aircraft community, with the 
exception of UAV's, the tradition is for time-domain methods, while rotorcraft 
engineers tend to prefer frequency based methods. Both classes of methods are 
suitable for use on this rig. Detailed treatment of frequency based methods 
as applied to aircraft and rotorcraft can be found in Tischler and Remple [84] 
whereas time domain methods are covered in Jategaonkar [70]. A useful text 
which discusses both methods is Klein and Morelli [83]. As time-domain models 
are arguably closer to reality than a transformed transfer function model [70] the 
time, domain methods are used here. 
The choice between the different time domain methods depends on the ap- 
plication and the models that are being fitted. In this work it is necessary to 
accommodate highly nonlinear, and sometimes unsteady aerodynamic phenom- 
ena. The manoeuvre rig is relatively stable and parameter estimation is done as 
a post-processing step. This rules out real time parameter estimation techniques 
as well as the filtered parameter estimation techniques which are used to identify 
unstable systems. This still leaves many different techniques available, however 
three related mainstream methods can be considered. These are the general filter 
error method (FEM), and its two derivatives the equation error methods (EEM) 
and the output error method (OEM). All of these methods can handle highly 
nonlinear models that may or may not be unsteady. They differ primarily in 
the types of noise that they can reject. The more general filter error method 
is capable of rejecting both process error noise and measurement noise. Process 
noise is noise that occurs in the state equations: turbulence is a good example. 
Measurement noise is noise in the output equations; an example of this is elec- 
tromagnetic noise which affects the rig's sensors. The equation error methods 
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Figure 5.1: The relationship between the general filter error method (FEM) and 
its two derivatives the output error method (OEM) and the equation error method 
(EEM). 
is due to process noise. Conversely, the output error method assumes that the 
process noise is zero, i. e. that the model captures the states exactly and that the 
measurements contain errors. The relationship is represented graphically in Fig- 
ure 5.1. Further criteria for choosing between the three candidate time-domain 
parameter estimation methods are listed in Table 5.1. 
From the table one can see that the filter error method has a high computa- 
tional cost; and it cannot handle multiple experiments, that is one cannot, as yet, 
concatenate multiple experimental runs and estimate one parameter set. This is 
a problem when building comprehensive models, as either one long run must be 
performed with all the required manoeuvres in it, or some kind of parameter 
combination strategy must be used to aggregate the parameters from separate 
estimations. It also requires the estimation of extra parameters - those of the 
process noise distribution matrix. In general, as more parameters are added to 
a model, the confidence in the estimates of these parameters will reduce. This 
is because it is difficult to ensure sufficient excitation of the system to separate 
the contributions of each parameter from each other. For these reasons it is not 
adopted in this work. 
Instead of choosing between the other two methods, a two step estimation pro- 
cess is used. The simpler and faster equation error method (EEM1) for nonlinear 
systems is applied to get initial estimates of the parameters and the more com- 
putationally intensive output error method (OEM) is then used to refine these 
estimates. The details of these two methods and their implementation in this 
work is now discussed. 
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Table 5.1: Comparison of time-domain parameter estimation methods. 
Property Weighted Least Output Error Filter Error 
Squares (EEM) Method (OEM) Method (FEM) 
Process noise Yes No Yes 
rejection 
Measurement No Yes Yes 
noise rejection 
Computational Low High Very High 
Cost 
Multiple Yes Yes No 
Experiments 
Extra Parameters No No nx extra 
5.2 Generic Model Structure 
The parameter estimation algorithms in the following description are designed to 
work with a model that can be defined as [70] 
Sc (t) =f [x (t), u(t), Ö] + Fn(An)wn(t), x(to) = xo (5.1) 
y(t) = g[x(t), u(t), O] (5.2) 
Z(tk) = Y(tk) + Gnvn(tk), k=1,2, ... ,N (5.3) 
where x and y are the states and outputs respectively. f and g are any real valued 
nonlinear functions in the state variables and/or control inputs u and system 
parameters Ö. The initial conditions xo are defined at time zero to. wn(t) is the 
state or process noise which is usually assumed to be Gaussian with zero mean. 
The distribution of this noise is fixed by F,,, which is a matrix with elements X, 
The experimental data z(tk) sampled at times tk is equal to the system outputs 
y(tk) plus measurement noise vn(tk) multiplied by the noise distribution matrix 
Gn. The unknowns in the system are Ö, An and xo. Two extensions to the model 
are, first, to allow the concatenation of multiple time segments and, second, to 
allow the estimation of zero-shifts or bias terms. The former modification results 
in an accumulation of extra unknowns in the form of the initial conditions for 
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each time segment. In addition, more An terms may be required to account for 
differing noise characteristics in each of the time segments. It is assumed that 
the system parameters are constant for each time segment. Bias terms are not 
considered in this work as they are typically only estimated in the validation 
phase [70]. 
5.3 Output Error Method 
The output error method is based on the maximum likelihood estimator which 
was popularised by Fisher [85,86]. The historical development of the method 
can be found in Aldrich [87]. 
To use it, it must be assumed that the error Vn is zero mean white Gaus- 
sian and that the series of measurements z(tk) are statistically independent of 
one another. It is also assumed that the inputs are generated independently of 
the system outputs i. e. the system is not being actively controlled. There are 
modifications to the method to allow identification of a controlled system [70]. A 
more subtle assumption that is required for parameter estimation to work, is that 
there must be sufficient excitation of the system. This is difficult to guarantee 
and depends on the system and the model that is being fitted. As previously 
mentioned, it is also assumed that the process noise is negligible. 
The likelihood function which is the basis of the output error method can be 
written as: 
p(z1, z2, z3 ... ZN 
JO) = P(ZIJO) X P(z21O) x ... x p(zNIO) (5.4) 
N 
p(zfG) = IT p(zkIO) (5.5) 
k=1 
where p(zIO) is the probability of z given an estimate of the system parame- 
ters, O. The maximum likelihood involves selection of O such that p(zf(9) is 
maximised. Normally the negative logarithm of likelihood function is used as 
density functions tend to be exponential and because minimisation is preferred 
105 
5. PARAMETER ESTIMATION 
over maximisation. Thus the maximum likelihood estimate is 
ÜML = arg 
(rrgn[_ lnp(zJO)J) (5.6) 
This does not affect the final solution as the maximum of the log-likelihood occurs 
at the same point as the maximum of the likelihood function. To apply this to 
the model format of Equations (5.1), (5.1) and (5.3), p(zlO) must be defined. 
We introduce the noise covariance matrix R where 
E[vf(tk)vn(tz)T] = RSkl (5.7) 
where 5k1 is the Kronecker delta symbol. It can then be shown [70] that 
N 




Defining the cost function 
J(O) _ -1n(p(z1O, R)) 
N 
=2L [z(tk) - Y(tk)JT R-l [z(tk) - Y(tk)J +i ln(det R) + 
NZ y ln(2ir) 
k=l 
(5.9) 
The last term of this equation can be discarded because it is constant and thus 
does not affect the minimum. R, which in the general case is unknown, can be 
estimated by 
R=1NE [Z(tk) - Y(tk)]T 2 
[z(tk) - Y(tk)] (5.10) 
k=1 
Substituting this into Equation (5.9) results in 
J(O) = det R (5.11) 
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A further approximation 
J(O) = diag(det R) (5.12) 
is often used. This is valid if the measurement noise sequences for each output 
are uncorrelated with each other [83]. Model outputs y are computed by first 
integrating the state equations (Equation (5.1)) to obtain the states and by then 
applying the output equation (Equation (5.2)). 
In this work the Levenberg-Marquardt (LM) nonlinear minimisation method 
[88] was used to find ÖML. It combines the speed of convergence of the Gauss- 
Newton method with the stability of the steepest descent method. This expands 
the convergence region of the Gauss-Newton method making it more robust to 
starting parameters that are far from the optimum. Like most optimisation tech- 
niques, it is not a global optimiser, in that it is only guaranteed to find local 
minima. 
The algorithm is a series of updates to the parameters: 
ýi+l = ei + AG (5.13) 
where DO is computed from 
(F+ ALMI)LU = -g (5.14) 
where \LM is the Levenberg-Marquardt parameter that is varied to choose either 
the Gauss-Newton update or the steepest decent update. F, which is also known 
as the Fischer information matrix, and the gradient matrix 9 are given by 
Z' (OY(tk) T1 DY(tk) 








The gradient [3Y t] is calculated numerically by the finite difference method. 
In this work a simple forward difference approximation was used, in which each 
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parameter is perturbed one by one: 
OY(tk) 9i [Xp(tk), u(tk), O+ S¬1jei} - 9i 





Here ej is a vector with one in the jth row and zeros elsewhere. The approximation 
is poor in that it is only first order accurate. This has little effect on the final 
solution but does affect the rate of convergence. Because of the one by one 
nature of the parameter perturbations, this gradient computation is only accurate 
if the parameters are not correlated. Inaccurate gradients caused by correlated 
parameters can cause the optimisation to perform poorly. A solution may be 
to apply the gradient computation from the simultaneous pertubation stochastic 
approximation (SPSA) algorithms of Spall [89]. This has not been attempted. On 
the whole however the LM method, as implemented here, performs satisfactorily 
on most of the test cases that are presented later in this work. 
The variation of the Levenberg-Marquardt algorithm used in this work is now 
presented: 
1. Compute the cost function for the current parameters Oö which we shall 
call J(Oö) where i is the iteration count. 
2. Set \LM =\ LM = 0.001 as suggested by Jategaonkar [70]. 





i=1, ... , no, j=1, ... , np 
(5.18) 
(5.19) 
which ensures that the scaling of f does not affect the optimisation algo- 
rithm. 
4. Solve (. F* +) LMI) ®i _ _g* for Ltt3 using Cholesky factorisation [90]. 
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5. Unscale AUii using 
AO' = (5.20) fZi 
and compute new parameters Oi. 
6. Compute cost function J(EMI) 
7. Solve (, F +V I)AE)*' = -G* for 0021 using Cholesky factorisation. In 
this work the reduction factor vLM was chosen to be 10. 
8. Unscale 002 
9. Compute cost function J(02) 
10. Compare J(Ob), J(O1) and J(¬4) 
(a) If J(02) < J(E)'), take new parameters 02 and move to next itera- 
tion. 
(b) If J(02) > J(Oö) and J(°1) < J(e ), take new parameters e' and 
move to next iteration. 
(c) If J(02) > J(®) and J(01) > J(®) then set ALM = ALMVLM and 
move back to step 4. 
This algorithm is the same as that presented in Jategaonkar [70] with the dif- 
ference that ALM is set to AL" ý1 at the beginning of each iteration, instead of 
preserving its value through iterations. In other words, this implementation al- 
ways computes the cost function in the Gauss-Newton direction first before sliding 
via an increasing lambda to the steepest decent direction. This was found to work 
better than the original implementation, in that it prevents premature stalling 
of the algorithm far from the optimum point. Closer to the optimum however 
this method wastes computational time as unnecessary Gauss-Newton direction 
searches are performed when the steepest decent method should rather be used. 
That this improvement is found, is probably a reflection on the poor quality of 
the gradient approximation and correllated models, rather than on the method 
itself. 
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5.4 Equation Error Methods 
The equation error methods constitute a class of methods based on the least 
squares error criterion. There are three popular variations that can be used, 
the simple least squares method, the weighted least squares method and total 
least squares. All these methods can be applied to the parameter estimation 
of nonlinear models, which can even be time dependant, provided that "exact" 
measurements of all the states are available. They are based on minimising the 




where the residuals can be calculated from 
6_ [Z(tk) - Y(tk)1 (5.22) 
Using the general form of the equations (Equations (5.1), (5.1) and (5.3)), with 







- Y(tk)] (5.23) 
k=l 
If the equations are linear in their parameters this can be solved directly in 
one step. Otherwise an optimisation algorithm such as the one described in the 
previous section can be used to find the minimum J. The extension of the above 
cost function to the weighted least squares method is 
N 
J(e) =2E [z(tk) - Y(tk)}T W [z(tk) - Y(tk)} (5.24) 
k=l 
where W is the weighting matrix. This can be used to account for the relative 
size of the terms in the matrix so that small terms are not dominated by the 
effects of large terms. The problem with this method is how to determine the 
weighting matrix. A suitable choice is W= R-1 in which case the cost function 
Equation (5.24) becomes Equation (5.12). This means that the implementation 
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of the output error method can be used without modification for the equation 
error method. 
Because it is assumed that all the states and their derivatives are measured, no 
integration of the state equations is required. Indeed, the only difference between 
the weighted least squares method in this form and the output error method, is 
the method used to obtain the output values. Because no integration is required 
the weighted least squares procedure is very quick to run but it does require the 
values of all the state variables. The availability of this införmation is largely 
dependant on the model that is being fitted. In general, all states and their 
derivatives are not measured, but they may be calculated or approximated from 
the available data. In particular, derivatives are estimated using the algorithm 
described in Section 3.3.3. As this is a numerical approximation, errors which 
are classed as measurement errors are introduced. Because this method does not 
account for measurement error, the resulting parameters are biased. 
Another problem with this method is that there is no way of differentiating 
modelling errors from process noise. Therefore the fits that are achieved may 
look better than they in fact are. This results in models that have low predictive 
capability. 
5.5 Results Validation 
The preceeding sections cover the methods used to determine the parameters in 
a model. When deciding what the form of that model should be, it is important 
to consider what makes a good mathematical model. There are a myriad of 
ways to evaluate this but, in the context of this work, the following conditions 
should apply: first, the fit to the experimental data should be good, second, 
the model must be parsimonious, third, the relative standard deviationsl of the 
parameter estimates should be low and finally, as the parameters convey physical 
significance, their values must be realistic. 
'The relative standard deviation of a parameter is equal to the standard deviation divided 
by the parameter value and converted to a percentage. This scaling prevents one from wrongly 
interpreting a low standard deviation value of a small parameter as having a high confidence 
and vice versa for large parameter value. 
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The fit of the model output to the experimental data is evaluated in two ways, 
first by comparing the cost function values and second by computing Theil's 
inequality coefficient. Using the cost function as a measure of fit is difficult as it 
is dependant on the experimental data [70], however it does give insight into the 
relative performance of the two models. A better measure of the fit across models 
is Theil's inequality coefficient. It is computed separately for each time series so 
can help in model development by indicating which trace is worst predicted. A 
good fit is indicated by a coefficient U of less than 0.6. Further it can be split up 
into components which give the statistical reasons for fit error. These coefficients: 
bias, variance and covariance are labelled UM, Us and Uc respectively. UM and 
US should be close to zero for a good fit and Uc should be close to one. The 
sum of the three coefficients is one. The definition of the coefficients and more 
details are presented in Appendix D. 
The second criterion is that the model must be parsimonious (have as few 
parameters as possible). This criterion is somewhat satisfied by specifying that 
the correlations between parameters be less than 0.9. The correlation coefficient, 
pp, p, is calculated from the parameter covariance matrix which is in turn calcu- 
lated from the Fisher information matrix: 




The third criterion is that the relative standard deviations of the parameters, QE),, 
should be low. These are also calculated from the parameter covariance matrix: 
ooi = Pii (5.27 
and are tabulated with the parameter results but their values are found in practice 
to be optimistic. This is due to the implicit assumptions made in their calculation 
and the OEM and EEM methods themselves. It is assumed that the parameters 
are fully converged and that the errors between the experimental and predicted 
values are random, and in particular can be described by white Gaussian noise. 
In practice this is seldom true: the process noise and measurement noise are 
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often not white and the fit errors can be deterministic. A deterministic fit error 
occurs when, for example, there is a bias or uncaptured phenomenon. There are 
enhancements to the OEM to compensate for so-called coloured residuals, but 
a more pragmatic approach is to multiply the standard deviations by a `fudge 
factor' of between 5 and 10 to obtain a fairer error bound [70]. This approach, 
while somewhat ad hoc, is based on experience and has been found to work. 
The final criterion, that the parameters must be realistic, is checked by com- 
paring the parameters obtained with published or theoretical data from other 
similar aircraft models. 
5.6 Implementation 
The above algorithms were implemented in Matlab. A heavily modified version of 
the software supplied with Jategaonkar [70] was used. The algorithms are imple- 
mented as above, however two other details must be noted: the stopping criterion, 
that is when convergence of the Levenberg-Marquardt method is said to occur, 
and the parameter step used in the calculation of the gradients (Equation (5.17)). 
The methods are sensitive to the parameter step due to noise in the cost 
function. However, parameter step values of 1x 10-4 for the EEM and 1x 
10-3 for the OEM were found to work well for all the cases presented here. 
The stopping criteria for both the optimisation methods is based on the relative 
movement between iterations. If the cost function differs by less than 1x 10-6 
then convergence is achieved. 
5.7 Summary 
This chapter covers the parameter estimation techniques used to fit the math- 
ematical models of Chapter 4 to the data gathered by the methods outlined in 
Chapter 3. Two different parameter estimation methods were used. The quicker 
equation error method in the form of weighted least squares was used first to get 
initial estimates of the parameters and assist in model building. The parameters 
and models are then refined further using the output error method. 
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A brief description of the theory for both the methods is presented together 
with their implementation. Both methods employ the Levenberg-Marquardt non- 
linear optimisation technique and this is also covered. Further the criteria for the 
evaluation of the results are presented. 
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Chapter 6 
Estimation of Mass Properties 
and Friction 
6.1 Introduction 
Accurate characterisation of the aerodynamics of the model that is mounted on 
the front of the rig is only possible if the mechanical properties of the rig are well 
known. To do this, a series of wind-off tests were done on each part of the rig in 
turn. Using these results and estimates of the inertia provided by mass calibrated 
three dimensional computer drawn models an estimate of the friction parameters 
was obtained. This chapter explains the theory behind and procedures used for 
this task. 
6.2 Rig Inertia and Centre of Gravity Estima- 
tion 
As a result of the rig design process a series of detailed three-dimensional CAD 
models, were available. As the dimensions of the rig components and the material 
properties are well known, it is possible to use these models to compute the centre 
of gravity (c. g. ) and the inertia of the system. In principle these estimates can be 
very accurate. As an example, a CAD estimated inertia for a system of similar 
complexity, was found to be within 3% of the measured value in Jordan et al. 
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Table 6.1: Rig inertia estimates. 
Roll Rig pitch Rig Yaw 
0.104 kg m2 0.758 kg m2 0.815 kg m2 
[18). The proviso here is that every single component must be modelled - in the 
example cited, even the coat of primer on the outside of the model was modelled. 
The mass of the CAD model is computed using a specified density and the volume 
of the component. To ensure that the correct value of the density was used, the 
finished components were weighed and this density value was selected so that the 
final masses were correct. It was hoped that this mass calibration would lead to 
a better estimate of the inertias. 
Another aspect is the fact that the inertia of the system changes depending 
on which axis of rotation is being used. When using the calculated inertias in the 
friction estimation below, this is taken into account. Table 6.1 presents estimates 
of rig inertia taken from CAD measurements for the rig-roll, rig-pitch and rig- 
yaw degrees of freedom. For these estimates, the rig is configured in its resting 
position with all angles zero and no masses are added to the back for balance. Full 
estimates of the inertia tensor for the rig configured in the 2-DOF configuration, 
as used in the experiments later in this work, can be found in Appendix E. 
Once estimates of the inertias of the rig rotational components have been 
obtained the friction in each of the gimbals can be estimated. First however a 
mathematical model of friction must be selected. 
6.3 Friction Modelling 
Friction modelling and estimation is an important part of the characterisation 
and control of any mechanical system. It is a challenging topic as friction forces 
are nonlinear and generated by a variety of phenomena. Traditionally friction is 
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modelled using either the Coulomb model: 
Ff = -sgn(±)µ3FN (6.1) 
or 
Ff = -sgn(±)FF (6.2) 
where the Coulomb force FF = µ3FN and x is the relative velocity between 
the surfaces. Here it is assumed that the friction force Ff is proportional to 
the normal force FN or as a viscous damping term Ff = -c ft. These static 
models are simple but do not capture all of the phenomena that govern friction. 
Combinations of the two models are frequently used but are also not very accurate 
and, as with the Coulomb model, are ill-defined when the velocity is zero. 
A better model of friction is obtained if the dynamic effects of friction such 
as lag and hysteresis are captured. A thorough consideration of these dynamic 
models can be found in Olsson et al. [91]. For this work, the widely used LuGre 
model of Canudas de Wit et al. [92] was used. This model is simple to implement 
and captures most experimentally observed friction phenomena [91]. 
6.3.1 LuGre Friction Model 
The LuGre model of friction is a combination of several dynamic friction models. 
For a joint j the model takes the following form: 
dZj 
_ qj 
co I4i 1Z 
dt S(4i) 
(6.3) 
Sf (4j) = FF + (F8 - F. ) e-f14i1 (6.4) 
Ff, =ale-ý 
ä)2 dý +QOZ+v2g4i (6.5) 
where qj is the angular displacement of joint j. The pre-sliding displacement 
friction phenomenon is captured by using the bristle deflection theory of friction. 
Bristle theory models the contact between two surfaces as the contact between a 
brush and a smooth surface. The physical rationale for this model is the micro- 
scopic irregularities on both of the contacting surfaces. When a small tangential 
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force is applied these microscopic `bristles' will deflect. If at this point the force 
is released the surfaces will return to their original position. If the force is large 
the bristles will deflect until they start to slip. The positions of the microscopic 
peaks and valleys will be random as will the contacts between the peaks and 
valleys of both surfaces. In this model these effects are aggregated and an aver- 
age bristle deflection Z is used. The average bristle stiffness is denoted Qo and 
bristle damping vl. The breakaway force, more properly known as the stiction 
force, is represented by F8. This force is combined with the Coulomb force FF, 
together with af into a scalar function, Sf, which models the Stribeck effect. 
When the relative velocity of the two surfaces builds up the hydrodynamic forces 
in the lubrication between the surfaces will start to force the two surfaces apart. 
As this starts to occur the bristles will start to straighten and the friction force 
caused by bristle deflection will drop. The coefficient af controls the shape of 
the transition region between pre-sliding and sliding. Between lubricated surfaces 
at high interface velocities friction is largely determined by viscous forces in the 
lubricant. This component of friction is denoted 0'2. The final parameter, vd, 
permits the reduction of the influence of bristle deflection for higher rotational 
velocities and ensures that the necessary conditions for passivity of the model 
are satisfied [93]. The total friction force, which is simply the sum of all these 
components, is denoted Ty. For each of the five joints in the system a separate 
equation tracking the average bristle deflection is required. The friction model is 
introduced into Equation (4.1) as 
Migf + CQ{Jý =Q+Q,, nb (6.6) 




dt - q3-S1(qý)Z' 
? =1,2,..., nß 
and by including Fef = F93 - Ff3 in the external force vector Qe. In this case nj 
is the number of joints in the system. 
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Velocity 
Hysteresis loop direction 
Figure 6.1: The identification of the friction model parameters from the friction 
vs velocity plot (redrawn with modifications from Kermani et al. [94]. ) 
6.4 Friction Model Estimation 
The parameters of the friction model are estimated in a wind-off condition fol- 
lowing the techniques proposed in Kermani et al. [94]. The technique involves 
applying a low frequency sinusoidal torque to each joint separately, to obtain the 
relationship between the friction force and the joint velocity. The model's seven 
parameters can then be obtained by examining a graphical representation of this 
relationship (Figure 6.1). In the figure the slope i1 is used to find af by the 
following [94]: 
ý, pc1- 0'2 af,., F. - F, c 
(6.7) 
In this work, the low frequency torque was achieved using a system of springs 
and masses and the installed potentiometers were used to obtain the necessary 
data. The setup is shown schematically in Figure 6.2. It was possible to vary 
the spring stiffnesses and the mass (inertia) to obtain different conditions for 
each joint. The joint velocity is obtained from the potentiometer signal by the 
numerical differentiation procedure described in Appendix B. 
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1ý 
Figure 6.2: Friction characterisation setup. 
An example of the friction velocity plot from the pitch gimbal is shown in 
Figure 6.3. Clearly, obtaining the friction parameters from this graph is impossi- 
ble. This is largely due to the crude method used to generate the input, and the 
numerical derivative calculation. 
Instead a two-step procedure was followed: basic order-of-magnitude esti- 
mates were first obtained from the experimental friction-velocity graph and then 
an optimisation technique was used to refine the parameters further to obtain the 
correct angular position graph. 
As the formalised techniques described in Chapter 5 were not yet known to 
the author a different parameter estimation technique was used. Similar to the 
output-error method, the equations of motion describing the setup are integrated 
numerically and the simulated and measured outputs are compared. A cost func- 
tion - the square of the residuals - can then be calculated. To minimise this cost 
function and provide parameter updates, the `fminsearch' algorithm provided 
by Matlab was used. It is a gradient-free method, which uses the Nelder-Mead 
simplex algorithm [95]. This algorithm does not give any indication of the confi- 
dence in the parameter estimates nor does it compute any correlations between 
variables. 
For each joint, several different experiments were run with different spring and 
mass combinations. These experiments were all separately analysed resulting in 
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Figure 6.3: An example of a friction versus velocity plot measured for the model- 
pitch joint. The fitted model is also plotted. 








[N m s/rad] 
a2 
[N ui s/rad] 
of 
[N m s/rad] 
vd 
[s/rad] 
Model pitch 2.74x 10-4 1.68X 10-3 7.21 4.72 x 10-5 3.94 x 10-4 187 0.41 
Model yaw 2.19 x 10-2 3.29 x 10-2 15.20 6.34 x 10-4 5.83 x 10-3 110 0.12 
Roll 1.95X 10-2 1.11 x 10-2 59.06 8.93 x 10-5 8.23 x 10-3 138 1.16 
Rig pitch 2.79 x 10-2 3.39 x 10-2 52.13 4.99x 10-4 4.10 x 10-'; 101 0.10 
Rig yaw 1.67x 10-2 1.92 x 10-3 53.30 5.10 x 10-4 4.38 x 10-3 112 0.10 
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Figure 6.4: Friction characterisation test on the model-pitch gimbal. The fitted 
model is also plotted. 
a set of parameters for each experiment. The parameters from each experiment 
for one particular joint are then averaged to give the final set of parameters for 
that joint. 
The identified parameters for the all the joints in the system are presented 
in Table 6.2. This resulting model displays acceptable behaviour and, as seen in 
Figure 6.4, the dissipative effects of friction have been captured. Similar results 
were achieved for each of the joints oil the rig. 
6.5 Hawk Inertia and Centre of Gravity Esti- 
mation 
The inertia of the Hawk is not as simple to compute as that of the rig. This 
is because there are no accurate drawings of the Hawk model. Therefore the 
inertia of the Hawk needs to be obtained ('X pcriinentallV. In previous work this 
was measured using a trifilar rig [2,41]. With the addition of the electronics ahl(I 
battery the Hawk's inertia has changed. 
In this work aerodynamic modlel identification was only performed oil I- mid 
2-DOF longitudinal cases. The mass properties thus required for the Hawk are the 
longitudinal bitch inertia, I, ýy, and the 1position of the c. g, l°, 1r and 
l`: 
ý . 
/, 'I (an 
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Figure 6.5: Wind-off pitch test and model simulation for the Hawk model. 
be directly measured from the wind off resting angle of the Hawk and therefore 
only Iyy, and I" need to be estimated. This can be done from a wind off pitch C9z 
only test. The results from this test are shown in Figure 6.5 and Table 6.3. As 
expected, the two parameters are correlated and the results should be treated with 
caution. As a check on these values it is possible to estimate the added inertia 
of the Hawk caused by the battery, in conjuctioti with the previously estimated 
inertias [2]. This was done and the newly estimated inertia is sufficiently close to 
that approximation that no further checks were needed. 
As a final note, from Figure 6.5 one can see that the damping forces are over 
predicted at low amplitudes. In the small amplitude results of Chapter 7 this may 
lead to the underestimation of aerodynamic damping. However, as the overall 
force levels in a wind-off case are lower than for the wind on case, this error will 
have less effect than shown here. This is discussed further in Section 7.6.3. 
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Table 6.3: Hawk inertia estimation results. 
Parameter Std. dev. Rel. std. dev. (%) 
ja cgz 
[m] 0.014 5.23x 10-6 0.0371 
Iyy [kg m2] 0.044 2.54 x 10-5 0.0584 
Correlated variables Correlation Coefficient 
Iyay l 9z 
0.921 
6.6 Comments 
The effects of friction on this rig have been shown to be non-negligible in that the 
wind off damping forces are of significant magnitude. In Section 7.6.3, the contri- 
bution of friction to the model-pitch equation is shown to be approximately 3% 
of the total moment sum. This is of the same order as the estimated aerodynamic 
damping and therefore some kind of friction model is needed. There are many 
friction models available and this section will attempt to answer the question of 
whether the one selected is the best for this application. 
The LuGre model is not a simple model by any means and for the application 
here it may have been too complicated. The seven parameters it uses may be 
too many. Without correlation coefficients and parameter standard deviations 
this is difficult to quantify. However, the friction phenomenon is complicated and 
because the joints persistently operate around zero velocity any simplifications 
may reduce the accuracy to an unacceptable level. 
The introduction of an extra differential equation into the system has made 
the model stiff. The model, while not ill-defined, is not smooth, which is also a 
significant source of problems. A smooth approximation of the model is proposed 
in Koopman et al. [96] but this introduces problems of its own, namely finding 
the points at which the velocity is zero or changes direction. 
The technique used to generate the inputs is a significant source of error. 
While the spring forces can be accurately characterised in a static sense, the 
dynamic properties of the spring are less certain. In most cases it was found that 
better results were found using no spring and setting up a pendulum oscillation. 
Given the available experimental data, a complex model is not justified. In 
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retrospect, a simple model, sufficient to allow the match between the measured 
joint angles and the simulation, is all that is required. More accurate methods of 
data collection are required before any complex model should be considered. 
An important consideration in estimating the model is to ensure that the 
expected velocity range in operation is covered. With the procedure used here 
this is not always possible. 
The friction model used here has no dependency on normal force. Instead the 
effect of changes in normal force are assumed to be negligible: As the joints are 
supported by ball bearings that are operating well below their allowable load this 
may be a fair assumption. Using this model in other cases, such as to represent 
friction in the aileron housing in the Hawk, may not be advisable unless this is 
taken into account. In Canudas de Wit and Lischinsky [97] modifications to the 
model are shown so that this can be accounted for. 
There are also limitations with the LuGre model particularly in the pre-sliding 
regime. These limitations and a promising new model that corrects this behaviour 
can be found in Swevers et al. [98], Al-Bender et al. [99]. 
6.7 Summary 
Before proceeding with the identification of an aerodynamic model of the rig and 
model, it is important to estimate the mass properties and characterise the fric- 
tion in the rig. This chapter has shown how this was achieved: CAD models are 
used to obtain inertia estimates, wind off oscillation experiments are performed 
to characterise the friction in the gimbals and finally the c. g. position and lon- 
gitudinal inertia of the Hawk are computed from another wind-off experiment. 
The LuGre model of friction used here has been discussed and the procedures 
used to estimate the parameters of the model have been presented. Limitations 
of the approach and future avenues of investigation are also provided. The next 
chapter covers the aerodynamic models and the parameter estimation for small 
amplitude wind tunnel experiments. 
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Chapter 7 
Small Amplitude Parameter 
Estimation Results 
7.1 Introduction 
The preceding chapters have covered all the necessary details that lead up to 
the extraction of aerodynamic data from a manoeuvring aircraft. This chapter 
covers the initial stage of this model extraction: the extraction of models from 
small amplitude manoeuvres using only simple linear models. This was done for 
two reasons: first, it enables some comparisons to be made to the parameters 
obtained for the Hawk model on the pendulum rig [2] as well as comparisons to 
be made to empirical data. The second reason is that it is a lower risk strategy: 
low amplitude experiments are prudent for an untried piece of hardware. Two 
models were chosen, a simple model that could be considered a standard, con- 
ventional aerodynamic model and a second model developed from the two-point 
approach presented in Jategaonkar [70]. This latter model treats the aerodynam- 
ics of the main wing and the horizontal tail plane as separate entities and should 
enable the separation of the two derivatives CAI,, and CAA.. Both models and all 
the manoeuvres presented in this chapter cover only longitudinal aerodynamics, 
that is concerning the two degrees of freedom model-pitch and rig-pitch (heave). 
Lateral dynamic models were not derived in this work due to time constraints. 
The mathematical form of these models is covered in the first section of this 
chapter. The second part deals with the design of the manoeuvres. The results 
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of the parameter estimation phase are presented in the final part, together with 
comparisons to past and empirically computed results. 
7.2 Small Amplitude Models 
The two mathematical models used in this work are now discussed, but first a 
few general points that apply to both models must be covered. Both models are 
presented in non-dimensional form, with aerodynamic coefficients derived in their 
usual manner [100]. For convenience: 
CL =2 
PVt2S 




where L, D, M refer to the lift, drag and moment forces respectively. C is the 
non-dimensional coefficient which is labelled by a subscript indicating to which 
force it applies. S is the reference area, taken as the area of the main wing as 
defined in ESDU [101]. c is the reference chord taken as the mean geometric 
chord of the main wing. The reference point of all the models is the centre of 
gravity (c. g. ) of the object to which they apply. 
The models are given in their two dimensional form. During 1-DOF tests it 
is not possible to estimate the same number of parameters as in the 2-DOF case 
because these parameters will be correlated or will simply not apply. In these 
cases these unused parameters are set to zero. 
Both models have undergone significant iterations before reaching their final 
form described below. As covered in Section 5.5, the challenge is to develop a par- 
simonious model and only estimate parameters that have correlation coefficients 
that are less than 0.9. Further, as the parameters convey physical significance, 
the resultant estimates must be realistic. 
For ease of reading, the models below are not marked by device, i. e. the term 
CLa, which both models share, is not marked by the device to which it applies. 
The terms relating to the Hawk and compensator are not mixed in any of the 
models and the device to which they apply will be made clear from the context. 
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7.2.1 Simple Model 
The Hawk simple model is as follows: 




ic- CL = CL. 16 a `I- 







CM = Cm. Aa + CMae 5e + CMq 
V (7.6) 
where &e refers to elevator deflection, a to angle of attack and q to pitch rate. The 
reader is referred to Figure 7.1 for the definition of the dimension xh, numerical 
values of which can be found in Appendix E. The body axis for measuring angle 
of attack is the flat section of the wing box under the main wing. 
The simple model is linear in all terms apart from drag, which is assumed to 
be solely a function of lift coefficient. It has seven parameters in its 2-DOF mode 
and is stripped down to four parameters in the 1-DOF mode. This model can 
be extended to 6-DOF with the addition of the lateral equations of side-slip and 
yaw, and the roll equation [83]. Model bias/trim is estimated through the use of 
an ao term as this was found to lead to the least number of correlated variables. 
The rig is fixed to the tunnel floor and the holding forces are not measured. 
Without this information it is difficult to get an estimation of the drag forces on 
the model. Drag will form a component of the moment on the two pitch gimbals 
but will be indistinguishable from the much larger lift forces. Indeed it was found 
that drag could not be separated from the lift forces during the estimation process. 
This is a common problem, even in flight test [70]. Two options are available to 
deal with this: drag can be neglected entirely or an estimated CDo and Oswald's 
efficiency factor can be used. If drag is completely neglected, the physical drag 
forces will appear as a bias on lift and moment. If estimated parameters are used 
they too will introduce some bias to the remaining parameters. In this work a 
good estimate of the drag parameters for the Hawk and compensator was not 
available. Typical values from similar aircraft can be computed as 
for example 
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xy Wing aerodynamic centre 
Figure 7.1: Hawk dimensions. The c. g. position is not accurately represented in 
this figure. 
using Samoylovitch and Strelets [1021 but these are all estimates for real aircraft 
and may not scale. As a compromise an Oswald's efficiency factor of one, and 
CDo of zero were used. This will result in a predicted drag force that should be 
considerably lower than its real value, but crucially won't be worse than neglecting 
drag entirely. In other words, by using this strategy we know that the drag will 
be under-predicted but some of its effect will be included. If however, one was 
to use large values of CDo and small values of e, drag could be over-predicted or 
under-predicted but one would not know which way. 
For the compensator a simple three parameter model is used: 






Figure 7.2 is a view the compensator model. It is impossible to identify the 
moment and lift of the compensator separately because, as the compensator has 
no freedom in what would be called compensator-pitch, it is only possible to 
compute the moment about the central gimbal. The compensator aerofoils are 
symmetric so there is no ao term, i. e. ao = 0. As per the reasoning for the Hawk 
model, the drag of the compensator is computed from the lift with an assumed 
Oswald's efficiency factor of one. 
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Figure 7.2: Compensator model definitions. The c. g. position is not accurately 
represented in this figure. 
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7.2.2 Two-point Model 
In the two point model, the lift generated by the wing and horizontal tail are 
considered separately. This is shown in Figure 7.3. The aerodynamic forces of 
each wing are assumed to act through their respective aerodynamic centres, which 
are in turn, assumed to lie at the quarter chord point of each wing. The damping 
contribution of each wing due to pitch rate, q, is computed as a dynamic angle 
of attack as per Equation (4.41). The model also includes the down-wash effect 
caused by the main wing on the tail (ecL). This is a function of the lift of the 
main wing, subject to the delay for the time it takes for air to travel from the main 
wing to the tail (Ti). r is calculated from measurements as per Equation (7.10) 
and ECL is a parameter to be estimated. As a simplification, the lift and drag 
from each wing is assumed to be oriented to the body by the reference angle of 
attack a, instead of by their local angles of attack, az and ah. The drag is once 
again assumed to be a function of lift coefficient only. The Hawk model is: 
cap, =a-tan-1(! t)-aow (7.9) 
, re _ iiwV (7.10) 
ah=a-ECLCL, (t-re)-tan-1( 
)+Se 
- aph (7.11) 
CL = CLawaw + CLahahSw (7.12) 
CL CL S CD = mew + 7rARheh (7.13) 
CM =1 [-zw cos(a)CD,,, + zw sin(a)CLw + xw sin(a)CDw 
+xw cos(a)CL ]+ [-zh cos(a)CDh + zh sin(a)CLh 
w6w 
+Xh sin(ca)CDh + Xh cos(a)CLhI + CM q- 
(7.14) 
where w refers to the wing and h to the horizontal tail. r, is the transit delay 
from the main wing to the tail. 
The same compensator model is used for both aircraft models. For the 1-DOF 
case, because there is no lift measurement, CLah and CLaw are closely correlated 
which makes their separation difficult. Instead, CLcw is calculated from CLah by 
the following: 











(b) Two Point Model 
Figure 7.3: The two Hawk models. The simple model (a) lumps all aerodynamic 
forces at the c. g. whereas the two point model (b) considers the aerodynamic 
forces of the wing and tail separately. 
where AR is the aspect ratio of the relevant surface. This equation is derived 
from finite wing lifting line theory [103). 
The drag and lift in this model are assumed to be oriented to the global flow 
angle, a, and not to their local flow angles. The local flow angles, ah and au,, 
are only computed to generate the magnitude of the lift force through the CL4 
terms. The local angle of attack of the tail is given as: 
ah =a- ECLCLW, 
(t 
- T£) + adynh + 
6e - aOh 
(7.16) 
where a is the body-axis or reference angle of attack, aOh is the zero-lift angle of 
attack, adyn is the dynamic angle of attack and be is the local incidence setting 
of the wing. Also ecLCLW (t - T£) is the contribution caused by down wash from 
the main wing. With the exception of the down wash these contributions are 
shown in Figure 7.4. The resulting lift and drag forces are also shown. The 
development for the main wing is the same with no contributions due to down 
wash or deflection. 
It was previously stated that the drag and lift are assumed to be oriented to 
the freestream flow direction thus modelling La and Da as shown in Figure 7.4. 
For comparison to existing 2-D aerofoil and wing data the lift and drag forces must 
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be oriented to the local flow direction. The resulting forces are then Lai, and Dcxh. 
It is possible to construct the model so that these forces can be estimated directly 
and direct comparisons can be made. However this results in the appearance of 
"negative drag" in the linearisation of the model. This is because the aerodynamic 
forces 
, L,, h and Dah must be rotated to the global wind axis coordinate frame to 
become La and Da. This is illustrated in Figure 7.4, where all angles are positive, 
and the local lift Lah has a component in the drag (Da) direction. Because the 
drag is underestimated, the lift contribution to the wind-axes drag will dominate, 
resulting in the appearance of negative drag terms. 
The down-wash is computed from the delayed lift CL. (t - -ri). The backward 
difference methods (discussed in Section 4.4), used to solve the equations of mo- 
tion with this model included, are not valid in the presence of a delay. This is 
therefore computed by the addition of a first order lag differential equation: 





S' (7.18) Lv' 
e 
This equation implies a linear variation of CLti, with time and is a valid approxi- 
mation for small values of rrr. At a freestream flow speed of 20 m/s, T, = 0.014 s, 
which is an order of magnitude shorter than the fastest motions expected and the 
approximation is thus valid. 
7.2.3 Model Linearisations 
Linearisation offers a convenient way to enable comparisons of different models 
on the same data. It also enables comparison with empirical data. These lineari- 
sations are performed numerically and are not used in the parameter estimation 
phase. The aerodynamic models in this work are a function of a, q, ä and 9e and 
as such the reference linear model is the following: 
CL = CLp + CLaa + CLq 
ýt 
+ CLA V+ CL 5e (7.19) 
C21 = CMp + CM, a+ CM + CMS 
v+ CMaeöe (7.20) 
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x-z Aircraft body axis 
x, - za Wind axes 
xh - zh -- Local wind axes 
-- ýe 




Figure 7.4: Local angle of attack calculation for the horizontal tail plane. The 
down-wash contribution from the main wing is not shown. 
As drag is not properly estimated it is not included in this model. 
To enable linearisation of the two-point model ä must be introduced. In 
line with the approximation used for the lag in lift variation with downwash 
(Equation (7.18)), we assume 
a(t - T, ) ~ a(t) - äTE (7.21) 
which is only valid if TE is small. Substituting Equation (7.21) into Equations (7.9) 
and (7.12) 
CL. 
`t - TE) _ 
CLaw (a (t - TE) - tan 
( ) 
- a0w) (7.22) 
. zt; 
C1« (c(t) - Q'TE - tail-' 
r. cVwt 
l /)- Ck0w/l 
(7.23) 
The linear term that results is now a function of 6. This approximation is only 
valid if the delay rr is small. 
A large part of the motivation for this work is to enable the separation of the 
Cztta, and CAJq derivatives. At first it was thought that if sufficient heave could 
he generated this would allow and term in the simple model to be uniquely 
identified. Unfortunately this is not the case, but the definition of the two point 
model allows us to sidestep this issue. For the case of a conventional aircraft 
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with a main wing and tail operating at small angles of attack and low rotation 
rates, the CA16, term is a result of the down-wash lag from the main wing to the 
tail. By explicitly modelling this effect, which gives rise to the it dependence 
in the first place, the correlation of CAT, and CMq is no longer evident. For 
comparison to traditional modelling techniques it is useful to generate equivalent 
linear derivatives. Analytical solutions to this linearisation for the full model do 
exist, but the equations that result would take up several pages. If one neglects 
drag and assumes that the angle of attack and dynamic angles of attack are small, 
and that zh and z,  are small in comparison to xh, a rough estimate can be made: 
+ 
CLaw Xw Gr1L1 - CLah M=- 
C2ý 9w h swCw 
C (xh - CLa"'ECtxw) (7.24) 
ShxhVt 
(7.25) CAI" = -CLah C'LaW ECLTC SwC2 
w 
7.2.4 Hawk Servo Model 
The Hawk servo deflections are not measured and thus a model of their response 
to inputs must provided. Servo modelling for parameter estimation of the Hawk 
was covered in previous work by Davison [41] and Kyle [2]. The models they 
derived are rather complex so a simpler model was used instead [104]: 
Se = -500008e - 1250Se + 50000brd (rad/82) (7.26) 
I4eI < 9.52 (rad/e) (7.27) 
where the rate limit is set as the manufacturer quoted 0.11 s per 60° rotation. The 
superscript cord refers to the commanded deflection. Actuation delay is estimated 
as part of the input synchronisation step. This model is independent of all but 
measured servo position and this is therefore applied as a preprocessing step. 
7.3 Input Design 
Whether a specific parameter is identifiable or not, depends on whether the spe- 
cific phenomena that it affects has been sufficiently excited. Ensuring that the 
phenomena that are being modelled are adequately excited, is the aim of input 
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design. Three different input types are covered in this section: multi-step inputs, 
frequency sweeps and optimal inputs. The best choice of input depends on the 
application, the parameter estimation technique and the manner in which the 
inputs are to be implemented. In this work, the inputs are computer driven but 
subject to delay from the wireless system and actuator limitations (discussed in 
Chapter 3). 
Optimal inputs for parameter estimation can be computed by maximising the 
determinant of the Fisher information matrix (Equation (5.15)) [70,105]. Flight 
tests have revealed that although optimal inputs have been shown to result in 
better parameter estimates it has also showed that a well designed 3-2-1-1 input 
(discussed below) will suffice [1061. For this reason the optimal input approach 
was not considered worth the extra effort at this early stage. 
On the other end of the spectrum of inputs is the single step and pulse. 
These are the simplest possible inputs but have non-zero energy at zero frequency. 
This means that after the application of these inputs the model and rig will not 
necessarily return to their starting points. This is not always a problem as long as 
one remains in the linear regime and that the aerodynamic parameters in which 
one is interested do not depend on the reference condition. The Hawk model 
however has a limit cycle in the region of five degrees angle of attack which 
implies a dependence on reference condition. Ideally, therefore a symmetric, or 
close to symmetric, input is desired. The doublet, which can be seen in Figure 7.5, 
is such an input. It results from a single step in one direction, followed by a step, 
two times as large as the first, but in the opposite direction and finally by a third 
step that returns the controls to the starting position. The doublet spreads its 
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energy over a wider frequency band than the plain pulse input and is thus better 
for exciting a mode, particularly if its exact frequency is unknown or changes 
with conditions. Continuing this reasoning leads to the 3-2-1-1 input. This is a 
multi-step input for which the first pulse lasts three time steps, the second in the 
opposite direction lasts two time steps, the third and last both have a duration 
of one time step. The 3-2-1-1 input has very little energy at zero frequency and 
meets the recommended bandwidth for multi-step inputs of 1: 10. This is the ratio 
of the maximum to minimum normalised frequency at which the power is at least 
half its maximum value [70]. 
Finally, frequency sweep inputs can be a very effective method to excite vari- 
ous model modes, particularly when the exact frequencies of those modes are un- 
known. Also by reaching resonance, sufficient excitation of weaker model modes, 
such as ä dependencies can be achieved. 
In this thesis, doublet inputs, 3-2-1-1 inputs and frequency inputs were ap- 
plied. The detailed design of each is now covered. 
7.3.1 Doublet 
The design of the doublet involves selecting the time step At and the amplitude. 
The time step can be found from a simple rule of thumb based on the frequency 




where, r,, f is the period corresponding to the frequency of interest. The amplitude 
is found from experimentation; it is chosen so that the model oscillates approx- 
imately ±4° about the trimmed value. The doublet inputs used on the Hawk 
and the compensator, together with their power spectral densities, can be seen in 
Figure 7.6. Note that the power density calculated here applies only to the ideal 
input and not as it was actually applied. 
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Time (sec) Frequency (Hz) 
Figure 7.6: Multi-step inputs as applied to the Hawk and compensator. The 
power spectrum of these signals is also supplied. 
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7.3.2 3-2-1-1 Multi-step Input 
The time-step of the 3-2-1-1 can also be computed from a simple rule of thumb. 
This is either 
(At)3211 
41 Tn f or(At)3211 31 Tnf 
(7.29) 
depending on whether the natural frequency is placed at the mid-point or upper 
third of the spectrum respectively. For the Hawk, with a resonance at approxi- 
mately 1.2 Hz, it was found that the only the upper third position was feasible. 
This is due to the delays in the wireless system. A solution to this would be to im- 
plement the step input directly on the microprocessor mounted on the Hawk, but 
this has not yet been done. The ideal power spectral density of the implemented 
Hawk and compensator inputs can be found in Figure 7.6. 
7.3.3 Frequency Sweep 
A frequency sweep is generated from the following equation [84]: 
asweep =A sin OBweep(t) (7.30) 




where w(t) is the desired frequency curve as a function of time. In this work, a 
linear and an exponential frequency curve were used. The linear curve is defined 
by 
W (tý = Wmin +t (wmax - Wmin) (7.32) tend 
where wmjn and Wmax are the starting and ending frequencies of the curve, and tend 
is the duration of the sweep. Within the context of frequency-domain parameter 
estimation, it has been found that exponential frequency sweep inputs give better 
results than linear sweeps because more time is spent at lower frequencies which 
gives the system more time to respond [107]. The exponential curve has the 
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7.3 Input Design 
Frequenc"v Hz 
20 -10 60 h(1 U 20 40 60 Ro 
Time (sec) Time (sec) 
Figure 7.7: Linear and exponential frequency sweep inputs. For clarity, the 
frequency range in this figure is from zero to one hertz over the entire range. 
following mathematical form: 
Ca t 
K= Cz (etend - 1) (7.33) 
cv = Whnin +K 
(w71aar 
- Wmin) (7.34) 
The constants Ci and C2 have recommended values of 4.0 and 0.0187 respectively 
and the recommended duration for the sweep is 90 s [84]. From experimentation 
the half amplitude A for the Hawk sweep was chosen as 1.3° for 1-DOF pitch 
only tests and between 0.43° and 0.21° for 2-DOF pitch and heave experiments. 
The low values in the 2-DOF cases are necessary to stop the rig from hitting its 
stops. The frequency range, also found by trial and error, is 0 Hz to 3 Hz. A plot 
of these frequency sweep inputs is shown in Figure 7.7. 
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Table 7.1: 1-DOF, simple model EEM results. 
Parameter Value Std. dev. Rel. std. dev. (%) 
CMa -0.516 0.00604 1.170 
CMq -2.52 0.15200 6.040 
C1 -1.26 0.03230 2.580 6e 
ao 0.0755 0.00145 1.920 
7.4 1-DOF Pitch 
The first experimental case to which the above models are applied is a 1-DOF 
case in model-pitch only. Both the simple- and two-point-models have been used 
on multiple data cases with a nominal angle of attack of zero degrees, where 
aerodynamic reactions are expected to be linear in nature. The inputs to the 
Hawk elevator are as described above, and an example of the response to each 
type of input is given together with the fit from both models. 
As covered in Chapter 5, parameter estimation is performed in two steps: first, 
the equation error method (EEM) is used to quickly generate initial parameter 
estimates. These are then refined using the output error method (OEM). The 
response of the Hawk to a 3-2-1-1 input, with a period of 0.28 s, will be used as 
an example to illustrate the method. Figure 7.8 shows the fit using the equation 
error method. Here the measured pitching moment about the aircraft gimbal is 
matched with the simulated moment generated by the Hawk and compensator 
mathematical models. The measured pitching moment can be computed directly 
from the equations of motion as per Equation (4.42). The parameters computed 
by the EEM to match the moments for both the simple and two point model 
that result are shown in Tables 7.1 and 7.2, together with the standard and 
relative standard deviations of each parameter. Correlation coefficients are also 
available from the computation, but will not be mentioned if the correlations 
between parameters in the final results was less than 0.9. The availability of the 
relative standard deviations and correlation coefficients, together with the speed 
of convergence of the EEM, make this method a good way of quickly evaluating 
different models. The estimated parameters are refined using the output 
error method and the resulting fit is plotted in Figure 7.9. The fits from both the 
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Figure 7.8: Response of simple and two point models, identified by the EEM, to 
a 3-2-1-1 input in 1-DOF. 
Table 7.2: 1-DOF, two point model EEM results. 
Parameter Value Std. dev. Rel. std. dew. (%) 
CIýoh 2.44 0.06020 2.470 
aOh 0.0304 0.00027 0.872 
0.168 0.00181 1.080 
Cý19ý, 1.13 0.14800 13.100 
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Figure 7.9: Response of simple and two point models, identified by the OEM, to 
a 3-2-1-1 input in 1-DOF. 
simple and two point models are plotted. although the differences between fits are 
so small that it is difficult to separate them from this plot. Here the measured 
angles are matched with those computed through numerical integration. The 
parameters are given in Tables 7.3 and 7.4. Once again the parameter relative 
standard deviations are indicated. It is clear from the tabiilated parameters of 
this example, that the parameters estimated using the equation error method are 
fairly close to the final OEM-generated parameters. This is typical, confirming 
the suitability of the EENJ for generating parameter starting values. This two 
step procedure was followed for each of the results that are now covered. For 





7.4 1-DOF Pitch 
Table 7.3: 1-DOF, simple model OEM results on the 3-2- 
1-1 test case. 
Parameter Value Std. dev. Rel. std. dev. (%) 
CM.. -0.52 0.00096 0.185 









Table 7.4: 1-DOF, two point model OEM results on the 
3-2-1-1 test case. 
Parameter Value Std. dev. Rel. std. dev. (%) 
CLah 2.74 0.01550 0.564 
co -0.0468 0.00025 0.536 
ECL 0.162 0.00039 0.241 
CMgw 1.49 0.01590 1.060 
The responses of the Hawk when subject to a doublet, and linear and expo- 
nential frequency-sweep inputs are shown in Figures 7.10 to 7.12. A close up 
view of the high frequency part of the latter plot can be found in Figure 7.13. 
The estimated parameters that result from these tests are tabulated in Tables 7.5 
and 7.6. In all cases the quality of the fit is good. This can easily been seen 
from the plots and is indeed confirmed by the Theil's inequality coefficient values 
for each case which are tabulated in Table 7.7. It is also evident that the two 
point and simple models perform similarly and in all cases the differences between 
the models are minor. Although the results are not shown no correlations with 
correlation coefficients greater that 0.9 were found in any of the test cases. 
The parameter relative standard deviations as estimated by the OEM are 
known to be optimistic (discussed in Section 5.5). As an estimate of the true 
variability of the parameter values, a fit to each test case is performed separately 
and from the resulting parameters the mean and actual relative standard devia- 
tions are computed. In addition, a test case, which is a concatenation of all the 
suitable experimental data, is run. This effectively uses the output error method 
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Figure 7.10: 1-DOF, simple and two point model response to doublet input. 
Table 7.5: 1-DOF simple model parameter comparisons (OEM). 
Experimental Runs Mean Rel. std. 
3-2-1-1 Doublet FS lin FS exp All dev. (Wo) 
CM,, -0.520 -0.495 -0.523 -0.520 -0.521 -0.516 2.274 
CMq -2.878 -2.162 -3.144 -3.225 -3.136 -2.909 15.029 
CA16e -1.510 -1.299 -1.413 -1.445 -1.434 -1.420 5.419 
no 0.086 0.075 0.076 0.079 0.078 0.079 5.526 
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Figure 7.11: 1-DOF, simple and two point model response to a linear frequency 
sweep input. 
Table 7.6: 1-DOF, two point model parameter comparisons (OEM) 
3-2-1-1 
Experimental Runs 
Doublet FS lin FS exp All 




2.741 2.529 2.654 2.718 2.647 2.658 3.099 
aow -0.047 -0.045 -0.045 -0.044 -0.046 -0.045 2.013 
6CL 0.162 0.172 0.161 0.161 0.162 0.163 2.913 
CMIq,,, 1.492 1.641 0.988 1.025 1.005 1.230 25.340 
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Figure 7.12: 1-DOF, simple and two point model response to an exponential 
frequency sweep input. 
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Figure 7.13: A closer view of Figure 7.12 showing the high frequency response. 
The results of the linear frequency sweep response are equally good. 
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Table 7.7: Theil's inequality coefficients for the 1-DOF test cases. For a good fit, 
U should be less than 0.6; UM, Us should be close to zero and UC close to one. 
U UM Us UC 
Simple mdl. 3-2-1-1 Ba 0.136 0.00221 0.000737 0.997 
Oa 0.158 0.000115 0.00921 0.991 
Two pt. mdl. 3-2-1-1 Oa 0.178 0.0498 0.0172 0.933 
Oa 0.2 8.78e-6 0.0127 0.987 
Simple mdl. doublet Oa 0.203 0.0013 0.0172 0.981 
Oa 0.261 4.25e-5 0.0319 0.968 
Two pt. mdl. doublet Oa 0.224 0.0705 0.022 0.908 
Oa 0.275 1.05e-5 0.0183 0.982 
Simple mdl. lin. freq. sweep. Oa 0.194 0.000685 0.0231 0.976 
Oa 0.193 1.5e-8 0.0105 0.989 
2pt. mdl. lin. freq. sweep. Oa 0.2 0.0242 0.0329 0.943 
Oa 0.213 2.19e-7 0.00144 0.999 
Simple mdl. exp. freq. sweep. 0a 0.186 0.000334 0.0268 0.973 
&a 0.225 5.54e-7 0.00421 0.996 
2pt. mdl. exp. freq. sweep. Oa 0.197 0.0371 0.0649 0.898 
Oa 0.243 5.23e-8 0.00295 0.997 
Simple mdl. concatenated ea 0.196 6.7e-5 0.0184 0.982 
Oa 0.214 2.68e-7 0.00414 0.996 
2pt. mdl. concatenated Oa 0.208 0.0305 0.0616 0.908 
Oa 0.232 2.62e-7 0.00745 0.993 
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Figure 7.14: 1-DOF, simple and two point model concatenated test case. The 
vertical lines on the plot separate each individual test case. 
to aggregate all the data into one set of parameters. The concatenated test case 
is shown in Figure 7.14. The resulting standard deviations are tabulated in Ta- 
bles 7.5 and 7.6. These results show that estimating the damping in the system 
is problematic. This is probably due to the Hawk being lightly damped which 
affects the identifiability of the damping terms. The damping terms could be left 
out all together but this negatively affects the fit of the models. Further analysis 
of these issues is deferred to Section 7.6. 
Overall, the 1-DOF results are encouraging, the models adequately capture 
the dynamics of the system and the parameters are estimated with a good degree 
of confidence. 
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Table 7.8: 2-DOF, simple model OEM results on the 3-2- 
1-1 test case. 
Parameter Value Std. dev. Rel. std. dev. (%) 
Hawk 
CLa 2.63 0.00741 0.282 
CL 1.1 0.00447 0.406 6 
CM0 0.0545 0.00011 0.200 
CM. -0.471 0.00102 0.217 
C-N1q -1.8 0.00477 0.265 
CM6 -1 0.00246 0.247 
ao -0.0406 0.00015 0.379 
Compens ator 
CL. 2.38 0.00220 0.093 
CLq 2.83 0.00971 0.343 
CL 0.634 0.00164 0.258 ae 
7.5 2-DOF Pitch and Heave 
The second rig configuration used for the detailed parameter analysis is the lon- 
gitudinal 2-DOF pitch and heave configuration. Once again both the simple and 
two point models have been fitted to the experimental data using the same pa- 
rameter estimation routines. Here estimates of the compensator model and the 
Hawk model have to be computed simultaneously. As with the 1-DOF cases a 
series of inputs were applied to the rig in turn. However it is not possible to 
estimate the parameters of the Hawk and compensator unless both are excited. 
The first test case is an example of a minimal run. In this case the input to 
the Hawk elevator is the same 3-2-1-1 step input that was applied in the 1-DOF 
case. To excite the rig dynamics, a 3-2-1-1 input with a period of 0.7s, was 
applied to the compensator horizontal surfaces approximately 55 seconds after 
the Hawk elevator input. The experimental data and the resulting fit using the 
simple and two point models is shown in Figure 7.15. The resulting parameters 
are tabulated in Tables 7.8 and 7.9. 
A more thorough test is presented in Figure 7.16. It consists of a linear 
152 























.......... Simple -------- Two 1)t. 
1 
................. ....................... ...................... .............................................. ............. .... .................... 
.............. . ........ ...... 
,., 
................................................................................................ 
...................... .................... . .......... .................. ............. .................................. .................... 
....... ... ...................... .............................................. .............. .................. ............... ................. -- 
............... 
.... ........... . 
. .................... ...................... .:........... ............ .......... ......... .............. ...........:....... ....... ... .. ........... ....................... ......... 
1O 20 30 40 50 60 70 80 
Time (seconds) 
Figure 7.15: 2-DOF, OEM identified, simple and two point model response to a 3- 
2-1-1 input to the Hawk elevator, followed by a 3-2-1-1 input to the compensator 
elevator surfaces. 
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Table 7.9: 2-DOF, two point model OEM results on the 
3-2-1-1 test case. 
Parameter Value Std. dev. Rel. std. dev. (%) 
Hawk 
CLaw 2.12 0.00404 0.191 
CLah 1.7 0.00354 0.208 
apw -0.0695 0.00011 0.153 
aOh 0.00227 3.52000x 10-6 0.155 
ECL 0.152 0.00042 0.273 
CMgw 1.05 0.00275 0.262 
Compensator 
CLa 2.34 0.00131 0.056 
CLq 2.62 0.00841 0.321 
CLae 0.673 0.00138 0.204 
frequency sweep applied to the Hawk elevator followed by multiple doublet and 
3-2-1-1 inputs to the Hawk and compensator elevators. The resulting parameters 
are tabulated in Tables 7.10 and 7.11. Theil's inequality coefficients for both 
cases are tabulated in Table 7.12. The two models are equivalent and once again 
it is difficult to separate them in the plots. 
The fit to the 2-DOF cases is not as good as that of the 1-DOF cases but 
is reasonable. The Theil's inequality coefficients indicate that the fits to 6a and 
Or are most troublesome. Here both the models fail to properly capture the 
behaviour of the system. Further analysis of these difficulties is presented in the 
next section. 
7.6 Results Discussion 
7.6.1 Comparisons of Models 
From the results presented in the preceding sections it is evident that the two 
point model and the simple model are equivalent in terms of their fit to the data. 




























7.6 Results Discussion 
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Figure 7.16: 2-DOF, OEM identified, simple and two point model responses to 
a concatenated series of inputs to the Hawk elevator and compensator elevator 
surfaces. 
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Table 7.10: 2-DOF, simple model OEM results on the com- 
prehensive test case. 
Parameter Value Std. dev. Rel. std. dev. (%) 
Hawk 
CL. 2.4 0.00332 0.138 
CLa 0.929 0.00130 0.139 
e Cjja 0.0529 4.92000 x 10-5 0.093 
C11a -0.454 0.00054 0.118 
Cmq -2.31 0.00358 0.155 
CC15 -1.09 0.00140 0.129 
ao -0.04 6.35000x 10-5 0.159 
Compensator 
CLa 2.41 0.00106 0.044 
CLq 2.63 0.00399 0.152 
CLae 0.565 0.00072 0.127 
Table 7.11: 2-DOF, two point model OEM results on the 
comprehensive test case. 
Parameter Value Std. dev. Rel. std. dev. (%) 
Hawk 
CLaw 2.29 0.00256 0.112 
CLQh 1.99 0.00247 0.124 
aow -0.0545 6.54000x 10-5 0.120 
aOh 0.00232 2.90000 x 10-6 0.125 
ecL 0.173 0.00023 0.132 
CÄrgw 0.814 0.00152 0.187 
Compensator 
CLa 2.36 0.00101 0.043 
CLq 3.35 0.00486 0.145 
CLa 0.614 0.00078 0.126 
e 
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Table 7.12: Theil's inequality coefficient for the 2-DOF cases. For a good fit, U 
should be less than 0.6; Of, US should be close to zero and-U' close to one. 
U UM Us UC 
Simple mdl. 3-2-1-1 Ba 0.325 9.92e-5 0.0627 0.937 
Or 0.514 0.00458 0.321 0.675 
Ba 0.691 6.26e-7 0.0769 0.923 
9r 0.557 3.45e-5 0.333 0.667 
Two pt. mdl. 3-2-1-1 Ba 0.324 0.00197 0.041 0.957 
Or 0.495 0.00289 0.269 0.728 
Oa 0.689 5.28e-7 0.0593 0.941 
Or 0.54 3.62e-5 0.285 0.715 
Simple mdl. concatenated Bd 0.402 0.00103 0.0287 0.97 
Or 0.6 0.000869 0.246 0.754 
ýa 0.675 4.29e-6 0.0462 0.954 
ýT 0.609 3.32e-7 0.255 0.745 
Two pt. mdl. concatenated Ba, 0.404 0.00128 0.0312 0.968 
Or 0.59 0.00199 0.203 0.795 
Oa 0.679 4.09e-6 0.0428 0.957 
Or 0.598 1.06e-7 0.218 0.782 
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down wash is explicitly modelled in the two point model which means that the 
linear pitch damping contributions of CAI, and CMj can be separated. Figure 7.17 
shows why the separation of Cm. and Cmj is difficult in a standard linear model. 
In the figure, q and & plotted on top of one another, showing that they are clearly 
correlated. The difference between the two rates is also shown. The maximum 
instantaneous difference, generated in response to a 3-2-1-1 input to the Hawk 
elevator, is approximately 11°/s which represents a 25 % difference based on the 
magnitude of the signals at that time. As the damping forces make up around 
15 % of the overall force at that instant, and assuming a roughly equal split 
between the two damping forces, the contribution from ä would make only 4% 
of the overall force. As a rule of thumb, a force must make up about 10 % of 
the overall effect before it is identifiable. It is possible to design a better input, 
or change the rig configuration to accentuate this difference, but this has not 
yet been done. Suggested manoeuvres are a heave only test or a bank to bank 
manoeuvre [70]. 
However, using the two point model side-steps this issue by directly modelling 
the physical phenomenon which leads to the ä dependence in the first place. The 
linearised model can then be used to recover the CM,, derivative if this is required. 
This linearisation is discussed in Section 7.2.3. Comparisons between the two 
models for the 1-DOF and 2-DOF cases are seen in Table 7.13. In the table the 
separation of the damping components is shown. Note that in the 1-DOF case 
the sum of CMq and C2 from the two point model adds up (approximately) to 
the CA1q value of the simple model. This is because in the 1-DOF case q=d. In 
the 2-DOF case this relationship does not hold and the sums are not the same. 
The summed value should however be close to the 1-DOF case. Further 
investigation is needed, but this may be due to the calculated value of the time 
constant re. This calculation is based on two assumptions: that the aerodynamic 
centres of the wing and tail lie at their quarter chord points and that the delay is 
directly related to the wind tunnel speed. Both are fair assumptions but should 
be investigated. 
158 











Figure 7.17: A plot of q versus d for the Hawk model clearly illustrating the 
correlation between these quantities. This is a 2-DOF case with a 3-2-1-1 input 
to the Hawk elevator and a 3-2-1-1 input to the compensator elevator. 
159 
7. SMALL AMPLITUDE PARAMETER ESTIMATION 
Table 7.13: Linearised parameter values of the Hawk model from the 1- and 2-DOF 
cases. Only the moment equation is shown. 
1-DOF Simple 2-DOF Simple 1-DOF Two-point 2-DOF Two-point 
Hawk 
CJ fG 0.0083 0.0128 0.0071 0.0127 
Casa -0.5210 -0.4710 -0.5580 -0.4630 
CMQ -3.1400 -1.8000 -1.8000 -0.7480 
CA14 0.0000 0.0000 -1.3100 -0.5910 
Cgs -1.4300 -1.0000 -1.4200 -0.9140 . 
7.6.2 Comparisons to Previous and Empirical Estimates 
To validate the parameters estimated above, it is necessary to compare them to 
parameters obtained by another method. Ideally, one would like to compare to 
the full scale Hawk parameters obtained during flight test. Unfortunately this 
data was not available to the author; in addition, because the model used is not 
a true scale model of the Hawk, this comparison would not be completely valid. 
However, as the Hawk is of conventional design, empirical methods for the calcu- 
lation of aerodynamic parameters are available and should be relatively accurate. 
Using data sheets from the Engineering and Sciences Data Unit (ESDU), such 
as [101], these have been generated. All the information required for these com- 
putations can be found in Appendix E together with the full results. Also, data 
from obtained by Kyle [2], with the same Hawk model on the pendulum rig, is 
available and is used for comparison in the 1-DOF case. 
Table 7.14 compares the parameters available from the 1-DOF tests. These 
parameters have been linearised as in Section 7.6.1. As is appropriate for the 
1-DOF models only, the parameters affecting pitching moment are tabulated. 
All the parameters listed here are of the same order as the empirical predictions. 
The biggest difference in these results is the damping. The empirical prediction is 
approximately double that obtained from experiment on the manoeuvre rig and 
the pendulum rig. As this is a 1-DOF test, no rig dynamics are applicable, so 
this low value must reflect that the configuration is lightly damped on its own, 
or that the model is continuously excited by turbulence. The turbulence levels in 
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Table 7.14: Comparison of estimated parameters to em- 
pirically calculated estimates and previous data - 1- 
DOF linearised models. 
Simple Two pt. Empirical Previous 
Hawk 
CMo 0.0083 0.0071 0.0078 0.0500 
CMa -0.5210 -0.5580 -0.5980 -0.7-100 
CMq -3.1400 -1.8000 -6.8200 -3.4600 
CM,, 0.0000 -1.3100 -1.0500 0.0000 
CMae -1.4300 -1.4200 -1.1900 -0.6900 
the tunnel are not known so this cannot be accurately assessed. 
When compared to previous tests the pitch stiffness and Cj1ae are also dif- 
ferent. This may be a reflection on the different servo models used or different 
calibration, but as the drop in pitch stiffness is accompanied by a rise in elevator 
effectiveness, it appears that the underlying response is the same. 
Table 7.15 shows comparisons of the estimated 2-DOF linearised models to 
empirical predictions. Previous results are limited for this case and are not shown. 
As in the 1-DOF case the damping of the Hawk model is much lower than pre- 
dicted. This is evident in the two-point model which shows a positive CLq value 
when the prediction is negative. In addition, the stiffness terms, CL and CZ f, 
are lower than predicted. Both lower damping and lower stiffness point to wings 
that are less effective than predicted and is probably due to the over-sized intakes. 
The compensator parameters follow the same trends. The stiffness terms CLa 
and CLae are both lower than the empirical estimates. This trend is probably 
due to the compensator fuselage and the aerodynamic effect of the upstream 
components of the rig. The damping term CLq is of similar magnitude but of 
opposite sign to the empirical estimate. This is of concern as it implies that the 
compensator provides much less damping force than it should. This may be a 
result of the natural frequency of the rig being close to that of the Hawk. This is 
discussed in Section 7.6.3. 
Table 7.16 compares the two-point model parameters to empirical predictions. 
These follow the same trends as before, lower damping and lower stiffness than 
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Table 7.15: Comparison of estimated parameters to em- 
pirically calculated estimates - 2-DOF linearised models 
Simple Two pt. Empirical 
Hawk 
CLo 0.1170 0.1240 0.1050 
CLa 2.4000 2.6200 3.9900 
CLq 0.0000 0.9170 -5.2800 









CiLf -0.4540 -0.4780 -0.5980 
CMq -2.3100 -1.2900 -6.8200 
CM,, 0.0000 -0.8480 -1.0500 
CAl5 -1.0900 -1.0700 -1.1900 
Compensator 
CLo 0.0000 0.0000 0.0000 
CLa 2.4100 2.3600 3.6500 
CLq 2.6300 3.3500 -2.3000 
CL 0.5650 0.6140 1.3100 6 
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Table 7.16: Comparison of estimated parameters of the 
two point model to empirically calculated estimates 
Two pt. Empirical 
CLa 
,,, 
2.2860 2 3.8200 
C'Lah 1.9920 2.3530 
ckpw -0.0550 -0.0270 
aOh 0.0020 0.0000 
Ca 0.1730 0.1930 
Cm,,,, 0.8140 -3.6900 
Cfgh -2.4020 -2.4390 
the prediction. 
The positive wing-fuselage damping term CA1gw needs explanation. From 
the linearised models, it can be seen that the overall pitching moment damping 
is negative (for example in Table 7.14). CMq for the two point model can be 
computed from Equation (7.24). This equation can be separated into two parts: 
the damping due to the wing and fuselage: 
7.35) 
CLCkW X2+ CM9w, Ck19w/ 
cw 
the damping due to the tail: 
Shxh / CA1gh = -CLah Swew 
ýxh - CLawECLxw) 
(7.36) 
It is possible to compare the damping effect of the tail to empirical estimates. 
The empirical prediction and the estimated tail damping obtained using Equa- 
tion (7.36) can be found in Table 7.16. These estimates are similar which would 
seem to indicate that the fuselage and wing counter the damping of the tail: 
as the damping on the tail is calculated from the geometrical dynamic angle of 
attack relationship it may be over estimated. 
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7.6.3 Sources of Error 
The match of the model outputs to the data in the 2-DOF cases is somewhat 
poor. The analysis provided by computing Theil's inequality coefficient suggests 
that the problem lies with the computation of P. A direct function of this is 
the pitch damping. The comparison of the estimated parameters to empirical 
predictions reveals that the Hawk is less damped than expected. Being lightly 
damped, the damping forces will be small in comparison to the forces resulting 
from stiffness terms like CLa. An example of this is shown in Figure 7.18 in which 
the percentage contribution of each term in the pitching moment is plotted. The 
simple model is shown using a portion of 2-DOF test case shown in Figure 7.15. 
The damping contribution has a peak contribution of 15 % for a short time but 
has a tiny contribution for the rest of the time. This affects the identifiability of 
the damping terms, which is confirmed their relative standard deviations. Also, 
because the model is lightly damped turbulence in tunnel will have a bigger effect 
on the pitch angle than would otherwise be the case. 
Another potential source of error is the friction model. It contributes around 
3% to the total forces at all times. There is significant uncertainty surrounding 
the friction model estimation and if its effect is over predicted then this will result 
in lower aerodynamic damping forces being estimated. The spikes in Figure 7.18 
occur when the hawk changes pitch direction. 
The damping is also affected by the limit cycle that occurs in the region of five 
degrees angle of attack. The cause of this region of reduced damping is not known 
though it is suspected to be from bluff body flow around the Hawk's over-sized 
intakes. Further analysis of the limit cycle will be presented in Chapter 8. 
Figure 7.19 shows the frequency-magnitude response of the 3-2-1-1 case of 
Figure 7.15. Both the frequency content of the measured data and the simulated 
model are plotted. Also the spectrum of the two inputs is given. In the plot, 
the peaks corresponding to the Hawk and rig natural pitching frequencies are 
clearly visible. In the gap between the two major peaks several minor peaks 
appear. This behaviour would seem to indicate significant coupling between the 
two modes which may be causing them to excite one another. The model captures 
the two peaks and some of the coupling behaviour but not particularly well. This 
coupling between the natural frequencies of the rig and Hawk can be reduced by 
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Figure 7.18: Percent contribution of forces to Hawk pitching moment equation 
during a 3-2-1-1 elevator manoeuvre. See Figure 7.15 for the input command and 
response. 
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Figure 7.19: Frequency-magnitude plot of the 2-DO F 3-2-1-1 test case. 
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separating them from one another. This could be achieved by adding masses to 
the rig or changing the length of the arm. 
The final potential source of error is due to the fact that the Hawk control 
surface deflections are not measured. This has been found to be a significant 
problem in the past [2,41]. The effect could potentially be evaluated by improving 
the servo model and checking if this improves the result. Ideally one would like 
to include the parameters of the servo model in the estimation but this does not 
work. This is because one is effectively attempting to estimate the inputs which 
is an ill conditioned problem with no solution. 
7.7 Summary 
In this chapter parameter estimation for small amplitude models was covered. 
Two different aerodynamic models were used: a simple model and a two-point 
model which treats the lift from the main wing and the tailplane separately. The 
mathematical definition of these models was covered along with detail of the 
elevator model. The inputs used to excite the rig and Hawk modes were also 
covered. 
As detailed in Chapter 5, a two-step parameter estimation approach is used. 
First, the equation error method is used to get quick estimates of the parameters 
and second, a refining step in which the more computationally intensive output 
error method is used. 
Experimental results are presented for two rig configurations: 1-DOF model- 
pitch only and 2-DOF pitch and heave. The test cases show the responses of the 
Hawk and model to three input types: doublets, 3-2-1-1 and frequency sweeps. 
The results of the parameter estimation for both models are analysed by comput- 
ing standard deviations and the Theil's inequality coefficient. The fits are good 
for the 1-DOF case, and reasonable in the 2-DOF case. The results from the 
two-point model and the simple model do not differ significantly and neither is 
favoured, however the two-point model does give estimates of the CMf derivative, 
whereas this is not available from the simple model. The estimated parameters 
are compared to past estimates and empirically generated predictions. This anal- 
ysis reveals that the Hawk is lightly damped and as a result the estimates may 
be unduly influenced by turbulence. Also in the 2-DOF cases, evidence of un- 
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modelled coupling between the rig dynamics and the Hawk is presented. A large 
source of uncertainty is caused by the Hawk elevator deflections not being mea- 
sured. In summary, the fitted models are acceptable, although there remains 
some difficulty in estimating the Hawk responses. 
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Chapter 8 
Unsteady Parameter Estimation 
Results 
8.1 Introduction 
As briefly covered in Chapter 1, previous studies of the Hawk model have un- 
covered unsteady behaviour [2,411. These studies were conducted in primarily 
1-DOF pitch only and uncovered the presence of two separate steady limit cycle 
oscillations. The first of these limit cycles occurs at an angle of attack of around 
5° and the second between 18° and 22°. These limit cycles are typically found 
when a slow ramp input command is sent to the Hawk's elevator. An example of 
such a run in 1-DOF is shown in Figure 8.1. The limit cycles are clearly visible. 
Also visible is a third region of oscillatory behaviour between 13° and 16°. This 
region has only been seen on the manoeuvre rig. The lower limit cycle has an 
oscillation frequency of approximately 1 Hz and the upper two limit cycles have 
a frequency of approximately 1.3 Hz. 
The limit cycle behaviour has been the subject of investigation at the Univer- 
sity of Bristol ever since its discovery. The two researchers, Kyle and Davison, 
who built the Hawk model were first to investigate the behaviour. In Kyle [21, 
a model based on the non-linear spring mass damper equations was developed. 
This model is only capable of modelling the limit cycle oscillations once they are 
fully developed and does not consider the onset of the oscillations. Kyle [2] sug- 
gested that the cause of the upper limit cycle may be related to the dynamic stall 
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behaviour of an aerofoil [108]. Davison [41) developed a model of the limit cycle 
throughout the pitch range, taking into account the direction of the ramp. He 
then performed a continuation and bifurcation analysis on the model, identifying 
the lower-a onset as a super-critical Hopf bifurcation point and the collapse of 
the limit cycle, at higher average a, as a sub-critical Hopf bifurcation. Continua- 
tion and bifurcation analysis are formalised methods for investigating a system's 
dynamical behaviour. The nature of the Hopf bifurcation illustrates how changes 
in the system's dynamics occur. This bifurcation and continuation and bifurca- 
tion methods are covered in Section 8.3.1. Davison's model was not based on 
physical principles and thus, while this could be used for control purposes, does 
not give any insight into the physical processes that cause the limit cycle. A 
detailed experimental investigation of the limit cycle, using surface visualisation 
techniques such as oil films and tufts, and flow visualisation by smoke, was un- 
dertaken by Fearon and Young [44]. The aim was to see if the causes of the limit 
cycle could be ascertained. The results were inconclusive: the authors suggested 
that the sweep of the wing could result in pitch up and reiterated the dynamic 
stall theory of Kyle [2]. 
Outside of the Bristol University investigations, stall related pitch oscillations 
have not been extensively covered in the literature. The phenomenon is also 
known as stall porpoising, bucking or described as a `rocking chair' motion. A 
model of pitch oscillations caused by the wing stalling and un-stalling was de- 
veloped by Schoenstadt [109]. It assumes an instantaneous loss of lift at the 
stall angle and that the oscillations are small. With this model, it was proven 
that, given a sufficiently negative lift curve slope, a limit-cycle will occur. More 
recently limit-cycles and evidence of chaotic behaviour was shown through numer- 
ical experimentation with an F-18 aircraft model [110). In this model, standard 
flight dynamics equations were used together with tabulated aircraft data and no 
attempt was made to develop a more detailed stall model. 
The existence of the pitch limit cycle behaviour on the full scale 
Hawk aircraft 
could not be confirmed. However, bucking during accelerated stalls is said to 
occur on the T-45 Goshawk, a navalised variant of the 
Hawk in service with the 
US Navy [111]. This is said to be caused by stall of the horizontal tailplane and 
is accompanied by wing-rock. Additionally the T-45 has stabilator vanes 
(vortex 
generating strakes) placed in front of the horizontal tailplane to energise 
the flow 
around the elevator surface. This keeps it effective at 
high angles of attack and 
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in when the speed brakes are extended. The presence of these vanes may suggest 
that the configuration is susceptible to bucking caused by tail plane stall or they 
may only be related to the speed brakes. Unfortunately, as this information was 
discovered late, further investigations were not undertaken. 
If it is assumed that the upper limit cycle is dynamic stall-related, it should 
be possible to fit a dynamic stall model to the data. A stall model coupled with 
the two point model of Chapter 7 is a promising approach which has precedent 
[112,113]. This chapter covers the model that was used and the attempts to fit 
this to the experimental data. 
8.2 Two-point Dynamic Stall Longitudinal Model 
The phenomenon of dynamic stall has long been the subject of particular interest, 
as it plays a significant role in the aerodynamics of wind turbines [114], rotorcraft 
[115] and flapping wing flight [116]. There are many different models of dynamic 
stall; six of the more prominent ones are reviewed in [117]. In general most 
dynamic stall modelling effort has been focused on the modelling of the dynamic 
stall of a 2-D aerofoil. The modelling of stall in particular, and unsteady modelling 
in general, for whole aircraft configurations, is covered in [11] and many different 
aerodynamic models and modelling methods are reviewed. 
For this work, which uses a time domain formulation, the Leishman-Beddoes 
stall model is used, with the re-parametrisation of the lift curve given in Fis- 
chenberg and Jategaonkar [112]. The model is essentially the same as that given 
in [112] with a few minor modifications. The stall model was initially derived 
for two dimensional aerofoils but has been successfully applied to model stall of 
several aircraft both statically and dynamically [112]. 
The model uses the relationship of the flow separation point on a flat plate to 
the normal force it generates [118]. 
CL = CL i+yfx 
2a 
ts. i) ý2 
where X is the separation point on the wing (see Figure 8.2) and is calculated by 
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X=Oat. 
acting Edge 
Separation Point X 
0 
X=1 at Trailing Edge 
Figure 8.2: Stall Model Diagram. Redrawn from Jategaonkar [70]. 
solving 
dX1 
7-1 = dt 2 
(1 - tanh (al (a - r2ä - a*))) -X (8.2) 
In this equation, al controls the shape of the stall curve. A high value results in a 
sharp fall off of lift after stall and a low value results in a more gradual transition. 
a* is the break point, the point at which X=0.5. These effects are depicted in 
Figure 8.3, which shows the static model curve, i. e. the dependence of the lift 
coefficient and separation point on angle of attack, for different parameter values. 
The values chosen are representative of those used in this work. 
The parameters, Ti and T2 control the dynamic characteristics of the model. 
A non-zero value of 72 gives the model lift overshoot. Tl represents the tendency 
of the model to track the static curve, a low value results in a fast return to the 
static curve and a high value encourages more dynamic motions. This is shown 
in Figure 8.4, in which the stall model is subject to a prescribed, large-amplitude, 
sinusoidal, angle of attack variation and the results plotted for various parameter 
values. The frequency of this oscillation corresponds to that of the upper limit 
cycles. 
This stall model is integrated into the two point model of Section 7.2.2 by 
applying it to the main wing only. It has been observed by simulation that the 
horizontal tail-plane does not stall. This is demonstrated in Figure 8.15 and 
is discussed further in Section 8.4.1. The angle of attack of the main wing is 
calculated by 
ýlw =0- adyn,,, - "Ow (8.3) 
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Figure 8.3: The effect of al, a* and CL. ITy, t on the static lift coefficient and 
separation point for the stall model. 
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Figure 8.4: The effect of Ti and -r2 on the dynamic lift coefficient and separation 
point for the stall model. 
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Here the dynamic angle of attack adv,, is computed by Equation (4.41) which is 
valid for large angles. The lift is expressed as 





aw + CLoffet(l - Xw) (8.4) 
where CLofset is introduced to control the lift generated after stall. This addition 
is not present in the model of Fischenberg and Jategaonkar [112]. The angle of 
attack on the horizontal tail is 
adw = ECLCL, w 
(t 
- Te) (8.5) 
ah =a- adw + 8e - CYdynh - aOh (8.6) 
As before the down-wash is dependant on the delayed lift coefficient of the main 
wing. This differs from the model of Fischenberg and Jategaonkar [112], which 
uses the following: 
adw=ca[x(t-Te)+aatw(1-X, w(t-Te)) (8.7) 
The two models are approximately equivalent but Equation (8.7) introduces an 
extra parameter. The lift, drag and moment of the model are computed as before: 
CL = CL + CLQh ah (8.8) 
ci CL S 
ýRý rAheh SW 
(8.9) CD =+ 
Coq =- [--zw cos(a)CD,. + zw sin(a)CL. + x,,,, sin(a)CDW 
-I-xw cos(a)CLw] + 
[-zh cos(a) CDh + zh sin(a)CLh 
vdv 
+xh sin(a)CDh + Xh cos(a)CLh] + CMgw Vt (8.10) 
This model has twelve parameters. 
In this model the location of the aerodynamic centre of each lifting surface is 
held constant. Extensions to the Leishman-Beddoes to account for movements in 
the aerodynamic centres of each surface are available but add more parameters 
to the model. In the interest of keeping the model parsimonious, these were not 
included. 
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The compensator model, which is used in the 2-DOF cases, is also modified 
for stall: 
ac=a -- cdyn, (8.11) 
22 
CL = CLa 
2a+ 
CLde 1 +2 5e + CL9 y ( (8.12) 2 
CD = 
irARe 
Note that the flat plate stall relation, Equation (8.1), is also applied to the lift 
generated by the flap. 
As before, this model is coupled with the rig equations of motion and the 
friction model. Unfortunately, it was determined that continuation of the system 
with the friction model of Equations (6.3) to (6.5) is not possible. This is because 
the Jacobian of the system is singular. The stiction property of the model means 
that there are an infinite number of possible values of the bristle deflection state. 
This is correct, as the bristle deflection at any time can only be found if the time 
history of the system is known. However, at equilibrium the joint velocity is zero, 
which means that the friction force is also zero. This means that the friction 
model does not affect the equilibrium curve of the system. It does however affect 
the eigenvalues of the system and should ideally be included in some form. To 
do this, the static friction curve is used. This can be obtained by setting =0 ýitl 
in Equation (6.3). This results in the following: 
S(4j) = F, + (F8 - F, ) e-'f 
ll, l (8.14) 
Ff; = S(gj)sign(qj) + o2Qj (8.15) 
This model has a discontinuity at qj =0 due to use of the sign and absolute value 
functions. Continuation in the presence of discontinuities can be problematic and 
therefore the model is smoothed by the following approximations (96]: 
sign(4j) N tanh (kcont4'j) (8.16) 
%I qj tanh (koont4j) (8.17) 
where kc,,,,, t is a coefficient that defines the accuracy of the approximation. As 
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Figure 8.5: The effect of k 0,, t on the accuracy of the hyperbolic tangent approx- 
imation of sign(4j) and I. 
kcont - oc the accuracy of the approximation improves, which is clearly visible 
in Figure 8.5. For this work, a value of 100 was found to be sufficient. 
8.3 Parameter Estimation 
The parameter estimation methods of Chapter 5 are suitable for the highly non- 
linear models above. The approach of Chapter 7 was followed, except that it is 
not possible to use the equation error method, as it is always necessary to inte- 
grate to find the stall separation points Xw and Xr. This makes the parameter 
estimation process time consuming for these models. Also, when trying to fit 
oscillatory test cases, it is necessary to start the estimation with a good initial es- 
timate of the parameters. To illustrate this problem, it is instructive to consider 
the cost function value for an oscillation, where the estimated solution, while 
matching the oscillation frequency, is out of phase. The cost function value for a 
flat line solution is less than the cost function value for the out of phase solution, 
and the optimiser will very often adjust the parameters to suit this solution. This 
is particularly a problem at the onset of limit cycles. 
An alternative to this direct matching of the data test cases, is to use the 
techniques of dynamical systems analysis: continuation or path following and 
bifurcation analysis. 
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8.3.1 Continuation and Bifurcation Analysis 
In the field of non-linear dynamics, continuation and bifurcation analysis is a 
general framework for solving nonlinear, parametrised systems in which the states 
in the system evolve over time. That is, given an arbitrary initial condition and 
parameter vector, find the steady state behaviour of the system. In this thesis, 
continuation is used as a tool and as such, only a brief introduction to the topic 
will be given. More detailed information can be found in a text such as Kuznetsov 
[1191. 
There are two ways to compute the steady state behaviour of a system. The 
indirect method is simply to solve many thousands of initial value problems with 
many different initial conditions and parameter values. This should give a map of 
the system's behaviour but will clearly be time consuming, particularly given the 
system in Section 8.2. The second, direct method, is to compute invariant sets 
or attractors by solving the algebraic equations that determine if the invariant 
set exists. This is achieved by a path-following, or continuation method. As an 
example of how this works, consider the equilibria of a system. At equilibrium 
points, the derivatives of the system are all zero. To find all the equilibrium 
points in the system then one must solve the following equation: 
x(x(t), u(t), Ü) =0 (8.18) 
where, as before, x are the system states, u are the inputs and 
Ö are the sys- 
tem parameters (see Equation (5.1) for more detail). In a complex, non-linear 
dynamical system, it is not always possible to find an analytical solution to this 
problem, but it is possible to numerically follow the path that this equation de- 
scribes in parameter space. The first step is to choose a parameter that is of 
interest and find one equilibrium point by direct simulation. The problem is then 
to find the equilibria as the parameter of interest varies. Given the first point, the 
continuation algorithm varies the parameter value by a small amount and, using 
gradient information from the system of equations, predicts the equilibrium at 
this new parameter value. A root finding algorithm, such as Newton's method, 
is then used to adjust this predicted equilibrium point, until Equation (8.18) is 
satisfied. From this new equilibrium point, a new parameter step is taken and 
the process repeated, until the desired parameter range is covered. 
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The continuation algorithm includes techniques for continuing past singular 
points, such as folds and solution branch intersections, and gives all the equilibria 
of a system for a varying parameter (other parameters fixed for each run). There 
are other invariant sets, such as limit cycles, for which equations can be written 
and the paths followed. 
The continuation algorithm is also able to detect bifurcations. Bifurcations 
occur when the behaviour of a system changes from one state to another. The ex- 
ample in this work is the Hopf bifurcation. This occurs when a pair of eigenvalues 
of the linearised system move into the right half plane. This indicates a change in 
stability of the system and typically results in small amplitude limit cycles (if the 
bifurcation is super-critical) and potentially a jump to a large amplitude cycle (if 
sub-critical). 
Using continuation techniques and bifurcation analysis, the behaviour of a 
model can be quickly derived. It is also possible to generate a bifurcation dia- 
gram experimentally. In this work, the parameter that is varied is the elevator 
input. The slowly varied input of the run in Figure 8.1, can be used to give an ex- 
perimental bifurcation diagram of the system. This bifurcation diagram is shown 
in Figure 8.6 and is made by taking the minimum and maximum values from the 
data, for the last two seconds of each step, and plotting these against elevator 
angle. This indicates minimum and maximum amplitudes of stable limit cycles 
and equilibria. Unstable solution branches are more difficult to infer (although 
techniques for this are being developed [120]). 
To perform the continuation of the model, the MATCONT [121] package was 
used. This package was chosen simply because it was written in Matlab and the 
code, developed earlier in the work, could be used with little modification. The 
computationally derived bifurcation diagram of the model is then superimposed 
on the experimental diagram. By manually adjusting the model parameters, one 
can fairly quickly get the equilibrium curves to match and also match the onset 
of the limit cycle by the position of the Hopf bifurcation. It should be possible to 
enhance this relatively crude form of "bifurcation tailoring" by simply adjusting 
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Figure 8.6: 1-DOF experimental bifurcation diagram. 
8.4 Results 
8.4.1 1-DOF Pitch Only 
The computed bifurcation diagram of the 1-DOF test case presented in Figure 8.6 
is shown in Figure 8.7, along with the experimental data. The equilibria and 
maximum amplitude of the limit cycles are shown together with the identified 
bifurcation points. In the figure, H denotes a Hopf bifurcation and LPC marks 
a limit-point or fold bifurcation of the limit cycle. These bifurcations mark the 
positions at which the equilibria or limit cycle, transition from stable to unstable. 
The parameter values used to compute this result can be found in Table 8.1. 
This result has a number of interesting characteristics. First, it is necessary 
to take a closer view of the regions surrounding the first Hopf bifurcation point, 
as one moves from right to left. This is shown in Figure 8.8. As the elevator angle 
is decreased, the steady-state solution goes unstable at the Hopf bifurcation and 
a stable limit cycle branch is formed. The amplitude of this limit cycle is very 
small and is due entirely to the friction model. Surrounding this stable limit 
cycle, is a larger unstable limit cycle that is not connected to the equilibrium 
branch. The unstable limit cycle transitions to a stable limit cycle at the two limit 
points (LPC). Clearly, these unstable branches are not evident in the experimental 
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Figure 8.7: 1-DOF bifurcation diagram. Hopf bifurcations (H) occur at the 
equilibria marked with a+ symbol. Limit points of cycles (LPC) are similarly 
marked. 
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Figure 8.8: A closer view of the friction dominated limit cycle. Also shown is the 
proximity of unstable limit cycle. A disturbance that results in a 0.5° pitch angle 
perturbation is sufficient for the larger limit cycle to be predominant. 
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Figure 8.9: 1-DOF bifurcation diagram with friction turned off in the numerical 
model. 
results, where only stable equilibria and limit cycles can ever be seen. Given the 
tiny amplitude of the stable friction-related limit cycle in the numerical model, 
one would expect the experimental data to appear to track the equilibrium curve. 
However, the presence of the unstable limit cycle branch nearby, means that, 
given a sufficient disturbance, the system will be attracted to the stable larger- 
amplitude limit cycle and in practice, the small stable limit cycle is never seem. 
The disturbance levels for the rig operating in the tunnel are evidently sufficient 
for this to be the case. 
The influence of friction in the model can be seen if one compares the Int- 
merical bifurcation diagram in Figure 8.7 and Figure 8.8, with the numerical 
bifurcation diagram of the model with no friction (Figure 8.9). Here the small 
amplitude limit cycle is absent and only the larger one remains as a set of sta- 
ble orbits, connected to the equilibrium branch at Hopf bifurcation points. Time 
transition between no friction and friction fully on is shown in Figure 8.10. This 
figure was obtained by multiplying the friction moment (Equation (8.15)) by a 
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coefficient, kf so that friction is off when kf0, and fully on when kf=1. 
The figure illustrates how the single stable limit cycle, that occurs when kf=0, 
splits into the small amplitude limit cycle and the larger one. A close up view of 
how the split occurs is shown in Figure 8.11. Also visible in Figure 8.10, are the 
effects of the extra damping that friction introduces: the two Hopf bifurcation 
points on the equilibrium curve move closer to one another and the amplitude of 
the limit cycle decreases. 
One can also see the influence of friction through direct simulation. The re- 
sults of a numerical simulation, corresponding to the same experimental scenario 
shown Figure 8.1, are depicted in Figure 8.12 along with the experimental data. 
The results of this simulation show the equilibrium curve tracked well, but the 
larger limit cycle is not visible. This is a result of insufficient disturbances in the 
prescribed inputs to overcome the small amplitude limit cycle. The problem is 
that the disturbances in the experimental system are not recorded: there is no 
feedback from the elevator signal and the 1 Hz recording rate of the wind speed 
is insufficient to capture the turbulence in the tunnel. However, it is possible to 
artificially add disturbances to the numerical inputs to reveal the large ampli- 
tude limit cycle. This was done by adding white Gaussian noise to the elevator 
signal. The elevator signal was chosen because it was easy to calculate the level 
of disturbance needed to overcome friction. The result of a simulation with this 
input can be seen in Figure 8.13. The large amplitude limit cycle is now visible 
and fairly well captured, though this is difficult to see. It is better to compare by 
bifurcation diagram (Figure 8.7). 
The collapse of the limit cycle at higher angle of is also of interest. In previous 
work [2,41], this was declared to be a subcritical Hopf bifurcation, i. e. that the 
near vertical part of the limit cycle curve, around -15° elevator deflection in 
Figure 8.9, is unstable. When friction is modelled, a similar effect to that found 
by Kyle and Davison is visible. However, this particular aspect has not been 
explored in the current work. 
The fit in Figure 8.13 and Figure 8.9, illustrates two problems with the model. 
The first is that the model does not explain the limit cycle that occurs at around 
5° angle of attack. This limit cycle is thought to be a result of a vortex or 
disturbance caused by the oversize intakes on the model. This may cause a 
blanking of the tail and loss of effectiveness in a narrow angle of attack range; 
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Figure 8.13: 1-DOF slow ramp with simulation. Noise is artificially added to the 
elevator input so that the limit cycles are visible. 
though this could not be verified. The second problem with the model fit is that 
it is assumed that the two high angle of attack limit cycles are joined. The cause 
of the dip in the limit cycle is thought to be related to the yaw departure that was 
found in the 3-DOF roll, pitch and yaw experiments and could be the result of 
the model being slightly misaligned. This is however unconfirmed and the 3-DOF 
experiments are discussed in the next chapter. 
More insight into the model structure is given by the lift vs. angle of attack 
plot of the main wing (Figure 8.14). The filled region is a result of the limit cycle 
and shows the range of lift coefficient involved in the limit cycle region. 
Figure 8.15 shows the variation of wing and horizontal tailplane angles of 
attack as a function of time for the 1-DOF case. One can see from these sirmilation 
traces that the angle of attack on the horizontal tailplane is never greater than 
12°. The empirically predicted, angle of attack for inaximuni lift of the horizontal 
tailplane is approximately 14° (see Figure E. 12). As this is greater than 12°, one 
can safely assume that the tail does not in fact stall, providing justification for 
the omission of a tail stall model. 
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Figure 8.15: Wing and tail angle of attack from the numerical model. 
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8.4.2 2-DOF Pitch and Heave 
The 2-DOF longitudinal pitch and heave configuration offers further views of 
the Hawk's unsteady behaviour. While experimentation with the Hawk in a 2- 
DOF pitch and heave configuration has been previously carried out, modelling 
of the unsteady behaviour in this configuration was not attempted. This work 
is therefore novel in that context. Further, the extra degree of freedom over the 
1-DOF case allows the Hawk's lift forces to be more accurately characterised. In 
addition, the introduction of the compensator, and it's control surfaces, allows 
two parameter continuation to be performed, to see how the dynamics of the 
manoeuvre rig change at different rig angles. 
For this analysis, a series of five slow elevator ramps were performed, at five 
different fixed compensator elevator positions. The rig is configured in an un- 
balanced configuration, i. e. the arm will rest on the tunnel floor if there is no 
lift generated by the Hawk or compensator. This was done to counter the lift 
that the Hawk model develops at high angle of attack and allows a large angle of 
attack to be achieved without any compensator input. The details of this con- 
figuration can be found in Appendix E. The raw data, with smoothing applied, 
is shown as a function of time in Figure 8.16. The experimental bifurcation di- 
agram, extracted from this data in the same manner as for the 1-DOF case, is 
shown in Figure 8.17. The two states of interest, model-pitch and rig-pitch, are 
plotted on separate bifurcation diagrams. To make the graph easier to interpret, 
the area between the maximum and minimum points is filled with a transparent, 
light-blue surface. This allows one to clearly differentiate between the runs. 
The results of equilibrium continuation in the two parameters, Hawk elevator 
and compensator elevator, can be seen in Figure 8.18 and the identified parame- 
ters in Table 8.2. The equilibrium surface is coloured according to the stability of 
the system as before: stable equilibria are coloured green and unstable equilibria 
are plotted in magenta (red-pink). MATCONT is not able to generate this kind 
of surface directlyl, instead a series of single parameter equilibria continuations 
were performed at different fixed compensator elevator deflections and the results 
stitched together to form the final surface. The match between the equilibrium 
surface and the experimental data, can be qualitatively accessed by considering 






























Figure 8.16: 2-DOF test case data in a time series form. 
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Table 8.2: 2-DOF unsteady model parameters. 
Hawk Compensator 
CLaw 4.349 CLa 2.920 
CL h 
2.117 CLae 1.207 
a 
aow 0.038 CL9 0.000 
aOh 0.106 al 0.500 
6CL 0.055 Ti 0.010 
CM9w -0.840 72 6.000 





the intersection between the equilibrium data and the continuation surface. The 
experimental equilibrium position is assumed to lie at the centre of the maximum 
and minimum amplitudes that are plotted on the graph. It is possible that this 
is not the case, particularly when the system is unstable. Given this uncertainty, 
it is difficult to accurately characterise the error between the model predictions 
and the experimental data. Qualitatively, given the assumption above, the fit is 
very good. 
The next phase is to identify the limit cycles in the model. The results are 
shown in Figure 8.19 for the left-most test case in Figure 8.17. This case is 
based on a fixed compensator elevator angle of -3.25°. Two limit cycle regions 
were identified. The limit cycle that occurs for elevator angles below -7.3°, 
corresponds to the dynamic stall region of the Hawk model as identified in the 1- 
DOF case. It is similar in nature to the 1-DOF case, with a very-small-amplitude 
limit cycle surrounding the unstable equilibrium curve. Around that, is a large 
amplitude limit cycle. The response in rig-pitch for this limit cycle is unusual, 
in that the large amplitude stable limit cycle is not evenly distributed around 
the unstable branch and instead lies below. This behaviour has been verified by 
simulation but not confirmed by experiment. 
The second limit cycle occurs at nominal angles of attack less than 17° for the 
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Figure 8.19: 2-DOF bifurcation diagram for a fixed compensator elevator angle 
of -3.25°. 
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Hawk and at nominal angles of attack less than 10° for the compensator. Large 
rig pitch oscillations are experimentally observed in this region though the match 
between the limit cycle amplitudes is poor, as there are large variations observed 
in the experimental data. This discrepancy could be because the system may not 
have had time to settle to a steady oscillation before the next elevator step or, 
as the rig is very lightly damped in this region, it may be that the disturbances 
in the wind tunnel prevent the rig from settling. More investigation is needed. 
Similar to the first limit cycle, the second limit cycle has a low amplitude unstable 
branch surrounded by stable large amplitude branch. However, it differs in that 
the equilibrium curve around which the rig oscillates, is always stable. 
The experimental data recorded for the 2-DOF case covers elevator angles of 
between -2° and -8°. It is possible to compute the bifurcation diagram beyond 
these limits. The results are shown in Figure 8.20. The first and second limit 
cycles are clearly visible and a new feature in the diagram is uncovered at elevator 
angles greater than 3°. Here, a fold bifurcation exists in the equilibria. This is 
the region between the two limit points, labelled LP. For this bifurcation the 
system may switch between the stable branches (one a limit-cycle, the other an 
equilibrium) with a jump in states similar to a hysteresis effect. In model pitch, 
the stable branches of the fold bifurcation lie on top of one another. In rig-pitch 
the fold is clearly visible. At this point it should be mentioned that the minimum 
possible rig pitch angle is -20° so this feature may not be visible in the physical 
system. Also, as this is extrapolating beyond the range of available experimental 
data, this may not be found in the full system. 
The effects of friction on the 2-DOF case can be seen by comparing Figure 8.20 
with Figure 8.21, in which the bifurcation diagram of the 2-DOF case with friction 
turned off, is plotted. The behaviour of the upper limit cycle with friction removed 
is the same as in the 1-DOF model but the lower limit cycle has disappeared. 
This is unusual, in that the addition of friction causes a limit cycle to appear. 
This behaviour has been confirmed by simulation and it would appear from the 
experimental results, that large oscillations in this region are expected. It is 
possible that the addition of friction stabilises some undetected, far-off, unstable 
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Figure 8.20: 2-DOF bifurcation diagram for a fixed compensator elevator angle 
of -3.25° for a larger range of elevator angles. 
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The results presented in Section 8.4 are sufficiently encouraging that the physical 
causes of the limit cycle, as modelled, may be discussed. However, significant 
sources of error are present in the experimental results. In this section, the 
physical insights gained from the modelling, and the experimental errors that 
may invalidate those arguments are now discussed. 
8.5.1 Limit Cycle Mechanism 
Figure 8.22 illustrates the mechanism of the limit cycle: its onset, how it is 
sustained and how it ends, as it is thought to occur. The figure is based on the 
output of the model and not on experimental analysis which would require flow 
visualisation and pressure sensors to verify. It is also hand drawn and the angles 
of attack and elevator angles are not necessarily correct. The figure series starts 
from the top left and progresses with increasing elevator deflection though the 
limit cycle to the post limit cycle phase on the bottom left. The process is now 
described: 
a. This figure illustrates the state of the Hawk model before the onset of stall. 
The angle of attack in this case is less than 8°. 
b. With an increase in elevator angle, stall begins, which is illustrated by the 
separated flow (red) on the diagram. This stage begins before the limit cycle 
at about 10°. Stalled flow from the main wing results in lower downwash at 
the tail. The aircraft continues to pitch up with increasing elevator deflection 
until an angle of 12°, but at a lower rate than before. 
c. This illustrates the onset of the limit cycle. At some point, a disturbance in 
the flow will cause a slight pitch down. The main wing is still stalled at this 
point, resulting in a deeper pitch down than in the stalled but stable section. 
d. After a slight delay the flow reattaches. The elevator angle of attack is at a 
maximum. 
e. This results in a fast pitch up. 
f. The fast pitch up delays the stall of the wing beyond the static stall angle in 
a phenomenon known as lift overshoot. 
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g. A combination between the elevator angle of attack at a minimum and the 
abrupt stall that occurs on the main wing, results in a fast pitch down. 
h. Once again the reattachment of the flow is delayed which deepens the pitch 
down. This then reattaches at point d. when the cycle restarts. 
i. The limit cycle is stable until the elevator deflection reaches about 14°, at 
which point the slope of the lift from the main wing is again positive, which 
stabilises the pitch angle. 
j. The model is now stable up to the maximum angle of attack and elevator 
deflection possible on the manoeuvre rig. 
8.5.2 Sources of Error 
In Section 7.6.3 the sources of error for the small amplitude experiments were 
discussed. The same factors are present in the results in this chapter and will not 
be reiterated. 
In this section, the major impediment to working parameter estimation, with 
this model with friction, is the lack of knowledge about disturbances in the tun- 
nel. The lack of elevator deflection measurement is a problem as is the lack of 
wind tunnel turbulence measurements. This problem is neatly illustrated in Fig- 
ure 8.12: deficiencies with the inputs to the model mean that only the equilibria 
are traced. 
The extraction of the equilibria and limit cycle oscillations from the long slow 
ramp experiment can be a problem, particularly in the case where the system is 
lightly damped and in the presence of turbulence. One must be certain that a 
steady state is reached before changing the inputs. The ramp inputs used here 
are actually small step inputs with a duration of 10s each. This is sufficient for 
6 cycles at the minimum natural frequency of the rig. This may not necessarily 
have been long enough but it proved impossible to lengthen the run to more than 
600 s due to the amount of memory on the dSPACE board. The choice is thus a 
compromise. 
The dynamic stall model covered in Section 8.2 is a model of trailing edge 
stall. It does not model the effect of possible leading edge vortices. It has been 










Figure 8.22: The dynamic stall mechanism for the onset of-, sustaining of- and 
end of the limit cycle. 
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The maximum value of v6 encountered in this work is 0.011 which would indicate 
that the model should be adequate. However, this may not be the case in the 
three dimensional flow field around the Hawk and should be verified in future. 
No attempt to reconcile the parameters found in Chapter 7 with the ones 
found here has been made, nor has any attempt been made to correlate between 
the one and two DOF cases. Also, the level of repeatability of the unstable 
experiments, has not been verified. Therefore this study can only be regarded 
as preliminary. Further testing is required and it is desirable that the parameter 
estimation techniques of Chapter 5 be applied to match experimental continuation 
curves. 
8.6 Summary 
In this chapter the unsteady behaviour of the Hawk and rig in longitudinal modes 
was presented. Previous investigations, using the Hawk model on other rigs, have 
uncovered a stable large amplitude limit cycle that occurs in 1-DOF pitch at high 
angles of attack. It was suggested that the limit cycle may be the result of the 
phenomenon of dynamic stall. When the Hawk was mounted on the manoeuvre 
rig in 1-DOF and 2-DOF longitudinal configurations, it was found that the limit 
cycle was still present. Experiments were performed on the new rig and data 
collected that covered the angle-of-attack range where this is known to occur. 
An unsteady aerodynamic model based on the two point model of Chapter 7 
and coupled with a suitable dynamic stall model, was fitted to the experimental 
data. The application of the parameter estimation routines of Chapter 5, was 
not successful due to the behaviour of the model with friction and the lack of 
measurements of all the disturbances to the system. Instead, a continuation based 
approach and manual tuning of the parameters was used. The continuation and 
bifurcation analysis of the system uncovered interesting dynamics and highlighted 
the crucial role that friction in the bearings plays. To end the chapter, the physical 
interpretation of the the model is presented, together with the experimental errors 
that must be considered when interpreting the results. 
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Chapter 9 
Rig Capability Demonstration 
9.1 Introduction 
The manoeuvre rig's capabilities have not been exploited to their full extent in 
previous chapters. To show some of the rig's potential, a series of experiments 
utilising additional degrees of freedom were performed. No attempt at analysing 
these manoeuvres, in the manner of the last two chapters, has been made. In 
all, experiments with seven of the 32 different possible rig configurations, were 
attempted. The interesting results from these configurations are covered in this 
chapter. 
This starts with the 3-DOF tests, involving all but the pendulum modes of 
operation. These have revealed interesting coupling effects at higher angles of 
attack. The next rig configuration to be covered is the free to roll test setup in 
which the compensator is used to attempt to remove the influence of the arm. 
The final rig configuration covered is the 4-DOF-roll, pitch, yaw and sway. This 
configuration allows snake like motions to be traced in the tunnel in the manner 
of a level turn. 
9.2 3-DOF Roll, Pitch and Yaw 
The 3-DOF configuration, using the roll, model-pitch and model-yaw degrees of 
freedom, is a popular dynamic rig configuration. Its popularity stems from the 
fact that, because it does not involve pendulum modes, it is safer to run. It 
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Figure 9.1: 3-DOF responses of the Hawk inodel, at a wind speed of 20 O1/s, when 
subject to a slow ramp input to its elevator. 
204 
9.3 2-DOF Roll and Pitch 
can be used for stability derivative estimation [33] and for departure prediction 
[32]. The manoeuvre rig is easily configured into this 3-DOF configuration and 
offers the advantage that it has no limitation on the roll axis. Stops limit the 
motion of the craft and may prevent data from being extracted when the model 
is easily excited. The previously developed pendulum rig, when configured in 
3-DOF, suffered from this limitation [2]. A disadvantage of the manoeuvre rig 
with respect to the other rigs mentioned is the lack of force measurement. It is 
possible to mount a force balance between the rig and the tunnel floor and should 
be done in future. 
Figure 9.1 shows an example of a 3-DOF test run on the manoeuvre rig. The 
input to the model is a slow ramp on the Hawk's elevator while the aileron and 
rudder are in their neutral positions. The compensator was not mounted during 
this test. The roll, pitch and yaw responses of the model are shown. Previously 
documented limit cycles in the region of 5° and above 12° angle of attack are 
clearly visible. What is also noted is the large yaw departure at the onset of 
the upper limit cycle. Previous tests have identified a 
loss of yaw control at 
this position most likely due to the fuselage wake 
blanking the vertical tail [2]. 
Roll is also excited, and a wing rock-like response is observed as the elevator is 
slowly ramped back to its starting position. 
The limit cycles and yaw departure 
are examples of the type of interesting phenomena which the rig is designed to 
capture. Unfortunately time constraints prevented a 
full investigation into this 
behaviour. 
9.3 2-DOF Roll and Pitch 
As mentioned above, a significant advantage of this rig with respect to previous 
rigs is provision of unlimited roll. This allows the rig 
to perform continuous 
steady roll manoeuvres which can be used to measure maximum roll rates 
for 
example. When the roll DOF is coupled with the model-pitch 
DOF it is possible 
to perform velocity vector rolls. With the manoeuvre rig, 
this can be achieved if 
the rig pitch axis is neutral. The model-pitch angle can 
be fixed, in which case 
the rig can be used to detect wing rock which 
is known to be a precursor to stall 
in some aircraft. 
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Figure 9.2: 2-DOF roll and pitch experiment. 
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Figure 9.2 is an example of a 2-DOF roll and pitch experiment. The mass 
of the arm and its c. g. location is such that the Hawk model is incapable of 
rolling the rig by aileron deflection alone. Instead the compensator drives roll. In 
the example the compensator aileron is deflected to its maximum position until 
the rig roll angle exceeds -90° at which point it will start to rotate, and gather 
momentum. The compensator aileron deflection is then reduced to keep a steady 
state rolling motion. The roll rates in this case oscillate between 4000/s to 600°/s 
(1000/s to 150°/s full scale roll rate). This variation in angular rate is caused 
by the rig c. g. being offset from the roll axis: when the arm is working against 
gravity (between 0° and -180°) the roll rate reduces and increases again after 
passing through the inverted position. It was hoped that this oscillation could be 
reduced or eliminated by active control of the compensator surfaces. This proved 
difficult due to the time-delays in the wireless system. In future it is desirable 
that the rig be mass-balanced so that it is neutrally stable in roll. 
Also evident in Figure 9.2 is the fact that the model pitches forward due to 
the rolling motion. This occurs because the model e. g is offset from the pivot. 
An attempt was made to counter this using the Hawk elevator and a PID control 
loop. This was unsuccessful, once again due to delay in the wireless system. This 
pitching motion is not desirable, and in future an effort should be made to balance 
the model about the pivot point exactly. Another view of the roll test is shown 
in Figure 9.3. This series of snapshots from a movie at the beginning of the roll 
clearly shows the nose of the model pitching forward as the roll rate increases. 
9.4 4-DOF No Rig Pitch 
To achieve a bank-to-bank snake-like motion the rig is configured in a 4-DOF 
mode containing roll, sway, model-pitch and -yaw. This should allow the estima- 
tion of some of the lateral-directional derivatives and an investigation of the dutch 
roll mode. A characteristic of these tests is a large amplitude, multiple-DOF limit 
cycle. With all surfaces set to zero deflection the rig and model are stable at non- 
zero roll, sway, pitch and yaw angles. With the exception of model-pitch, the fact 
that these angles are non-zero is most likely due to model and rig misalignment. 
From this steady position, shown in the first 5 seconds of Figure 9.4, with all 
other surfaces unchanged, a 3-2-1-1 input is applied to the Hawk's rudder. This 
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leads to oscillations that grow into a larger limit cycle oscillation. The onset of 
this limit-cycle can also be triggered by an input to the compensator yaw surfaces 
(not shown). This limit cycle is thought to be due to a rig-model coupling with 
the offset Hawk model e. g. and not due to any particular aerodynamic instability 
with the Hawk model. More investigation is, however, needed. 
Another sustainable, snake-like oscillation is shown in the snapshots from a 
film in Figure 9.5. Here compensator aileron input is used to roll the model 
so that the motion is more like the desired level-turn manoeuvre. No attempt 
at data extraction from this test has been made as the misalignment previously 
mentioned should be fixed (or properly quantified) first. 
9.5 Summary 
The manoeuvre rig is capable of many different degree-of-freedom combinations 
and corresponding manoeuvres. This chapter covered some of the more inter- 
esting of these combinations. These tests have uncovered previously unseen dy- 
namics from the Hawk model and from model/rig coupling. Unfortunately time 
constraints precluded the further investigation of such phenomena but this should 
be of interest to future researchers. 
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Chapter 10 
Conclusions and Future Work 
This thesis has covered a wide range of topics concerning the design, development 
and operation of the manoeuvre rig. In this chapter the major achievements of 
this work are summarised and recommendations for research are given. 
10.1 Conclusions 
The aim of this study was to enable extraction of aerodynamic data from a ma- 
noeuvring aircraft in a wind tunnel. Aircraft in large amplitude manoeuvres can 
behave in a different manner to that expected from more conventional manoeu- 
vres. To prevent accidents the behaviour of the aircraft in these conditions must 
be properly characterised. This is done by developing aerodynamic models from 
data retrieved from suitable experiments. Suitable experiments currently include 
flight test of the full scale aircraft, sub-scale model flight test and dynamic wind 
tunnel tests. In this thesis the last of these options was considered. 
10.1.1 Other Rigs 
In the background given to this work, many different rig types were described. 
The manoeuvre rig design fits between lower amplitude or low degree of freedom 
rigs and free flight tests. This class of dynamic wind tunnel rigs has not become 
an industry standard and research remains to develop rigs such as the manoeuvre 
rig to the fidelity and standard required. Also the design space for such a rig is 
large and the optimal configuration, if it exists, is as yet unknown. One of the 
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major advantages of the manoeuvre rig design is that it is re-configurable and 
is able to replicate the functions of a number of similar rigs. This is a desirable 
characteristic as it would enable many different experiments to be done with the 
same model and rig. 
The manoeuvre rig concept was a development of the pendulum rig. It has the 
same five degrees of freedom but the pendulum arm is oriented horizontally, that 
is in-line with the nominal flow direction. This allows more heave motion to be 
achieved which allows the separation of the pitch damping and pitch acceleration 
derivatives, CMq and Cm e,. 
10.1.2 Manoeuvre Rig Design 
In Chapter 2 the design of the prototype of the manoeuvre rig was discussed. 
The rig was designed so that it can be operated in both of the University of 
Bristol's larger wind tunnels. This constraint limited the maximum length (in 
the flow direction) of the rig which limits the moment arm of the compensator. 
The movement limits of the model were calculated for both tunnels and were used 
in the design process. 
The physical design of the two gimbals, the arm, the supporting structure and 
the compensator was discussed. The design of the arm proved to be the most 
challenging aspect of the rig's design as it has conflicting design criteria: the arm 
should have as little mass as possible while simultaneously stiff enough to carry 
the aerodynamic loads generated by the Hawk aircraft model and compensator. 
To prevent the model from hitting the tunnel walls and to remove the influence 
that the arm will have on the model, aerodynamically generated compensation 
was provided. For this, a cruciform device was designed, constructed and mounted 
on the downstream end of the arm. The compensator can provide static compen- 
sation, i. e. to counter the gravitational loads imposed by the arm on the model, 
or dynamic compensation, to counter inertial loads. Compensation for the iner- 
tial loads is difficult as it requires accurate prediction of the model motions which 
one is trying to measure and as such was not attempted. Static compensation in 
roll is the limiting case for the design of the compensator. This compensation is 
necessary to drive motions such as the velocity vector roll discussed in Chapter 9. 
To provide this compensation, PID control, using the current position of the arm, 
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was attempted but proved difficult due to length of the time delay in the wireless 
system. 
The aim of the pilot rig was not to provide high-fidelity measurements for 
aircraft design. The development time and the budget preclude such a rig. Nev- 
ertheless it is important to consider the rig for such use. As such the similitude 
requirements were assessed against a hypothetical full scale test case. Two major 
deficiencies were found: the Hawk model is not an exact scale model and the 
relative density in longitudinal motions in the 2-DOF pitch ýa, nd heave configu- 
ration is significantly higher than that calculated for the full-scale aircraft. This 
means that heaving motions of the model will be slower than those of the full 
scale aircraft. 
10.1.3 Experimental Setup 
Chapter 3 covered the experimental setup used to obtain the results in Chapters 7 
to 9. The wind tunnel, Hawk model, sensors, actuators and the wireless system 
were covered in detail and the algorithms for the smoothing of the raw data 
and for the detection of roll-overs were given. An important part of the rig's 
design is the wireless system. It allows limitless motion of the rig in roll and yaw 
and removes the damping effects that wires had on the pendulum rig. It does 
however introduce significant delay in the transmission and receiving of data. 
Further, some wireless data packets are lost - sent but never received - and it 
is necessary to reorder the packets to reconstruct the data in the correct temporal 
order. The necessary clock drift corrections are given as well as the algorithm 
used to restore the order of the packets. The delay and packet loss issues are 
analysed in detail in the chapter. It was found that the average round trip delay 
between sending a packet and receiving an acknowledgement packet is of the order 
of 6 ms for data packets with a loss rate of between 2- and 3 %. For command 
packets, which include servo movement commands, the average delay between a 
signal being sent and the servo command being executed is approximately 20 ms 
but the loss rate is around 20 %. For the data packets the delay is minimal and 
the packet loss rate acceptable. For command packets, the delay is acceptable, 
though one would hope for an average delay closer to 10 ms, but the packet 
loss rate is high. The reason for this is that the network is overloaded during 
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command packets. A small error was noted in the wireless setup which, when 
corrected, may improve the situation. Otherwise, the only solution is to increase 
the bandwidth by putting an additional wireless chip in the Hawk and another 
in the compensator, with corresponding chips at the base station. 
10.1.4 Equations of Motion 
In Chapter 4 the equations of motion of the rig were derived. A generic Lagrange 
approach was followed, which is used to derive the rig equations of motion for any 
of its configurations. For the full 5-DOF equations quaternions were used so that 
the model has no discontinuities, but the approach works equally well with the 
Euler angle attitude representation. The 5-DOF equation set that results from 
the derivation, is an index 3 differential-algebraic system which can be solved 
with the MEBDFI solver of Cash and Considine [80]. This solution process is 
discussed in the chapter and examples of the use of this set of equations can be 
found in Chapter 2. 
The detailed experiments carried out in the wind tunnel used the 1-DOF pitch 
and 2-DOF pitch and heave rig configurations. The equations of motion in these 
cases are much simplified, ordinary differential equations for which quaternions 
are unnecessary and the solution can be calculated using standard Matlab solvers. 
The development of these equations by the simplification of the 5-DOF system 
was described. Other topics in the chapter include the wind angles calculation, 
which is necessary for conventional aerodynamic models, and moment calculations 
for the equation error parameter estimation method. 
10.1.5 Parameter Estimation 
Two parameter estimation methods were used in this work, the equation error 
method (EEM) and the output error method (OEM). These methods and how 
they were applied is the subject of Chapter 5. The objective of the parameter 
estimation process is to estimate the parameters in a model so that the exper- 
imental data and the model prediction match. In this work these parameters 
have physical meaning and the results can be interpreted in terms of the model's 
behaviour and compared with estimates from other sources. The equation error 
method used in this work is a weighted least squares method which takes into ac- 
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count measurement noise but assumes negligible process noise. It is quick to run, 
as integration of the equations of motion is not required, but the fits achieved 
may look better than they in fact are. This is because it is impossible to dif- 
ferentiate noise in the measurements from the modelling errors (process noise). 
To refine the estimates from the EEM, the output error method is used. This 
method accounts for process noise but assumes zero measurement noise. With 
this method, modelling errors are more visible, but it is important that the mea- 
surements used are accurate. When using the OEM, the equations of motion are 
integrated, which makes this method considerably slower than the EEM. Both 
methods provide information regarding the fit of the model and the confidence 
with which the parameters are estimated. It is also possible to detect which pa- 
rameters are correlated. This information is used to develop parsimonious models 
which match the experiments well. 
To evaluate the fit errors, Theil's inequality coefficient was employed. It is 
a statistical measure of the fit that is superior to the maximum likelihood cost 
function value in that it is comparable across test cases and as such is an absolute 
measure of fit. 
10.1.6 Friction and Mass Properties 
In Chapter 6 the methods used to obtain mass and inertia estimates of the Hawk 
and rig are given. Three dimensional CAD models were the primary source of this 
information, though wind-off 1-DOF pitch and 2-DOF pitch and heave tests were 
used to make further estimates. In previous work involving the pendulum rig, the 
friction in the gimbals was assumed to be negligible. In this work, that assumption 
was removed with the addition of the LuGre friction model. Using wind-off 
experiments and a gradient free optimiser for the parameter estimation, a model 
was fitted for each bearing in the rig. The model is complicated but captures most 
friction phenomena. The experimental setup was crude and the correlation and 
parameter confidence intervals were not available from the parameter estimation 
technique employed, so the estimated parameters must be treated with caution. 
However, the predicted model outputs match the experiments well and as such it 
is probably good enough for the purposes of this work. 
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10.1.7 Small Amplitude Results 
The first set of experiments on the rig are measurements of the response of the 
Hawk to a set of standard inputs designed to excite the longitudinal modes of the 
Hawk in pitch and heave. The experiments were designed such that the response 
was of small amplitude so that linear aerodynamic models could be fitted. Two 
aerodynamic models were used: a standard linear model and a two point model 
in which the two lifting surfaces are treated separately. These models, the design 
of the inputs and the results are described in Chapter 7. The standard model 
forms a baseline against which the performance of the two point model can be 
compared. The advantage of the two point model is that the derivatives Cm. and 
Cß, 1,,, can be identified; as the downwash, which is the major contributor to the 
CAI., term, is explicitly modelled. 
Two longitudinal rig configurations were used: 1-DOF pitch and 2-DOF pitch 
and heave. The 1-DOF case is comparable to the tests run by previous experi- 
menters with the Hawk model and as such the previous results can be compared 
to the new ones. The 1-DOF configuration is not expected to give an accurate 
portrayal of the downwash as the lift generated by the main wing cannot be com- 
pletely identified. Thus the advantages of the two point model over the standard 
model are not evident for this case and it was necessary to couple the CLa terms 
of the main wing and horizontal tail together, via a theoretical relationship. 
The results for the 1-DOF pitch configuration were excellent. The model 
responses matched the experimental results well and the parameters in each model 
are estimated with confidence. As expected, the standard and two-point models 
give similar results. Responses to doublet, 3-2-1-1 and sine-sweep inputs were 
analysed, separately and together in a combined case. The individual results 
are compared to the combined results to give an estimate of the true standard 
deviations of the parameter estimates. The results of this analysis illustrate the 
difficulty in estimating damping from these experimental results. This is thought 
to be due to the fact that the damping related forces are small compared to the 
stiffness related forces, as well as the fact that the Hawk appears to be only lightly 
damped in pitch. As the friction forces are of the same order of the damping 
forces uncertainties in the model will also play a role in their identifiability. The 
parameters obtained using these tests compare favourably with previous results 
218 
10.1 Conclusions 
and with empirically computed estimates with the exception of those for damping 
terms. The latter are twice that estimated either in the past, or in this work, 
confirming the suspicion that the Hawk model is lightly damped. 
In 2-DOF pitch and heave the advantages of the two point model are expected 
to be evident. The additional degree of freedom allows more parameters to be 
estimated, but the addition of the compensator can create more uncertainty. To 
separate the effects of the Hawk from those of the compensator, each must be 
individually excited, and estimation took place on test cases which included both 
excitations. The fits using the simple model and the two point model are equiv- 
alent and neither is favoured over the other. The fits are not as good as those 
on the 1-DOF configuration. The reason for this is attributed to low levels of 
damping, unrecorded elevator deflection, turbulence and the fact that the reso- 
nance frequencies of the Hawk and the rig are similar. The estimated parameters 
from the 2-DOF tests were compared to empirical estimates. For both models, 
the damping terms were low compared to the empirical estimates as expected 
from the 1-DOF results, but the stiffness terms were also found to be lower than 
estimated. 
The two point model allows the separation of the two pitch damping deriva- 
tives and pitch acceleration derivatives, CA1q and CAI., whereas the simple model 
does not. Also a number of parameters in the model can be directly compared 
to empirical estimates. This comparison follows the same trends as before: lower 
and stiffness and damping than the empirical computations. 
In this work the 1-DOF pitch and 2-DOF pitch and heave models were consid- 
ered in isolation. Terms which could not be estimated in the 1-DOF case were set 
to zero. However in future these models should be reconciled. Ideally a parameter 
update scheme should be employed in which those parameters which cannot be 
estimated are held constant and the other parameters updated. 
At present the comparison between the 1- and 2-DOF cases is not good. 
Much reduced damping and smaller stiffness terms are found in 2-DOF case. 
The root causes of these discrepancies are probably the same as those listed above 
concerning the model's identifiability: lack of Hawk elevator feedback, turbulence 
and friction. A 2-DOF wind tunnel test with the compensator removed and 
another with the compensator on but the model removed may help to resolve 
these issues. 
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The results generated for this thesis are preliminary in nature. That is, their 
repeatability has not been thoroughly assessed and a uncertainty analysis has 
not been performed. The rig is a prototype and it was never the intention of 
this project to provide high fidelity measurements. To do so would entail more 
extensive and time-consuming procedures that, while valuable, were considered 
to offer too little return and are of little academic merit in themselves. Finally, 
in line with the above, no wind tunnel blockage or interference corrections have 
been applied. 
The two step parameter estimation process, using the equation error method 
(EEM) to obtain initial estimates, which are then refined by the output error 
method (OEM), was found to be a suitable approach. The fact that these methods 
can be employed across multiple test cases was particularly valuable. 
10.1.8 Unsteady Results 
The Hawk model has long been known to exhibit non-linear unsteady behaviour. 
This takes the form of pitch oscillations in two distinct incidence regions: one 
small amplitude limit cycle at approximately 5° angle of attack and another, 
larger amplitude oscillation between 18° and 22° angle of attack. The cause of 
these oscillations is unknown, though previous researchers pointed to the phe- 
nomenon of dynamic stall as a potential cause of the higher angle of attack in- 
stability. To investigate this phenomenon a dynamic stall model was coupled to 
the two point model in Chapter 7 to generate a physically representative system 
which was fitted to experimental data obtained from the manoeuvre rig. Once 
again this model is longitudinal only and tests were run in the 1-DOF pitch and 
2-DOF pitch and heave configurations. The input for these tests, was a long 
slow ramp in the Hawk's elevator. In 2-DOF this was done for different fixed 
compensator elevator deflections to help to quantify its effect. 
Initially the parameter estimation routines of Chapter 5 were employed in 
the same manner as for the small amplitude experiments. This did not work for 
two main reasons. It was found that the friction model creates a small region 
of 'stability around the equilibrium (a limit cycle of extremely low amplitude, 
not identifiable in the real experiment which includes both friction and continual 
turbulence in the flow). The observed limit cycles must be triggered by some dis- 
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turbance that pushes the Hawk away from this region. This type of disturbance, 
which occurs all the time in the tunnel, is not properly recorded and as such is 
not captured in simulation. The second problem with the estimation routines is 
that they perform poorly for oscillating systems if the initial guess at a solution 
is far away from the final one. The problem is due to the fact that the cost 
function value for a solution that has the correct frequency and amplitude but 
is out of phase with the experimental result is larger than the flat line solution. 
The optimiser thus tends to select parameters that produce this solution rather 
than the oscillatory one, and much effort is required to set up a solution that is 
close enough for these techniques to work. 
The alternative to this was to use the dynamical system analysis tools of con- 
tinuation and bifurcation analysis. These methods allow one to quickly generate 
a picture of the steady state response of the model when subject to the variation 
of some parameter. In this work the variation of pitch and rig pitch angles when 
subject to the elevator angle were generated. The steady state limit cycles can 
also be traced. From the experimental data, experimental bifurcation diagrams 
were created and compared to those computed from the mathematical model. To 
get the experimental data and the prediction to match, the parameters in the 
model were manually adjusted. It should be possible to apply the parameter esti- 
mation techniques from Chapter 5 to generate the bifurcation diagram match but 
this has not yet been attempted. The results show good qualitative agreement 
with the experimental data in both the 1- and 2-DOF cases. 
Interesting dynamics concerning the influence of friction on the system were 
uncovered; friction generates local regions of stability and small amplitude stable 
limit-cycle regions. In the 2-DOF configuration a stable limit cycle is found at 
positive elevator angles, as well as a fold bifurcation. The fold bifurcation occurs 
on the edge of the lower rig-pitch movement limit and has not been experimentally 
observed. The stable limit cycle at lower elevator angles does appear to exist but 
the match between the experiment and prediction is poor. 
The major contribution of this unsteady analysis is that the limit cycle be- 
haviour is generated from a model that has physical relevance. From this model 
a potential physical cause of the behaviour can be identified. This is not the last 
word on this behaviour, as to confirm this model a series of detailed experiments 
would need to be performed. In addition this modelling is subject to the same 
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uncertainties and error sources that were outlined in the discussion of the small 
amplitude results. 
10.1.9 Rig Capability Demonstration 
The major analysis work of this thesis focused on 1-DOF and 2-DOF longitudinal 
rig configurations. In Chapter 9 manoeuvres using other rig configurations were 
demonstrated. The aim of this part of the work was to demonstrate some of the 
more unconventional manoeuvres that can be carried out on the rig and used in 
analyses like that of Chapter 8. Three configurations were demonstrated: 3-DOF 
roll, pitch, yaw; 2-DOF roll and pitch and 4-DOF, roll, pitch yaw and sway. In the 
3-DOF test interesting lateral dynamics of the Hawk model were uncovered. In 
response to the long slow ramp input to the Hawk elevator, lateral yaw-dominated 
limit cycles were discovered before the model transitioned into a stable pitch limit 
cycle. These are thought to be due to the Hawk model exhibiting a loss of lateral 
stiffness at high angles of attack due to the vertical fin being immersed in the 
wake of the fuselage. 
The 2-DOF roll and pitch test mimics the capabilities of the free-to-roll dy- 
namic rig. It is possible to simulate velocity vector rolls in this configuration, 
a capability which has proved useful in experimental programmes in the past. 
The arm has too much mass to be lifted by the Hawk's ailerons alone so the 
compensator's surfaces are used to drive the motions. The lift required from the 
compensator for this test was the major factor in its design and it was important 
to demonstrate that it could be achieved. 
The final configuration, 4-DOF roll, pitch, yaw and sway, demonstrated the 
high degree of freedom type testing required for some manoeuvres. A manoeuvre 
similar to the level turn was demonstrated in the tunnel. Also, coupled dynamics 
and steady limit cycles were uncovered which can be investigated further. 
10.1.10 Evaluation of Thesis Objectives 
In Chapter 1a series of objectives for this thesis were stated. Here, the extent to 
which these were met is discussed. 
The manoeuvre rig concept was successfully demonstrated through the de- 
velopment and operation of a pilot rig. The rig has proved effective for the 
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identification of longitudinal models in the linear regime as well as for the devel- 
opment of unsteady models. The major shortcoming of the concept will always be 
the inertia of the arm; this is evident in the tests done to date with the pilot rig. 
The rig concept is however a compromise between static testing and free flight 
testing. It can safely be asserted that the manoeuvre rig and its implementation 
is an improvement on its precursor, the pendulum rig. 
A mathematical model of the rig, that encompasses all possible rig configu- 
rations, has successfully been developed. The formulation is generic and can be 
simplified to match a particular configuration. 
Friction in the rig has successfully been incorporated into the rig model and 
it has been shown to play an important role in the rig dynamics. The particular 
model chosen is possibly too complicated for the purposes of this rig and a simpler 
model is desired. 
The rig's suitability for the extraction of linear and small amplitude aerody- 
namics has been demonstrated. This has only been done for longitudinal con- 
figurations and its suitability for lateral aerodynamics extraction has yet to be 
demonstrated. Some issues regarding the coupling of the model and rig dynam- 
ics have been uncovered, and the extraction of damping related aerodynamic 
coefficients, though it is believed that these can be resolved. 
The rig is intended to be used for large amplitude unsteady experiments where 
the aerodynamics are expected to be nonlinear in nature. This capability has 
been demonstrated through the development and fitting of a dynamic stall aero- 
dynamic model. The parameters in the model were manually selected, but the 
parameter estimation techniques combined with continuation methods could be 
used to fit the model more closely. 
Finally the rig's capability to perform manoeuvres was demonstrated. More 
configurations need to be attempted but the major capabilities of the rig have 
been demonstrated. A list of standard flight test manoeuvres possible on the rig 
has been generated. The majority of these have been demonstrated in some form 
and the next step would be to use such manoeuvres to develop a comprehensive 
aerodynamic model of the Hawk. 
The natural question given these objectives is how far is this rig concept from 
contributing to unconventional UAV/MAV design or airliner upset studies? The 
prototype rig is clearly some way off being useful for these studies. Issues like 
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the lack of elevator position feedback, the addition of sensors and low fidelity 
measurements need to be addressed. Section 10.2 covers these issues in detail 
however these are mostly a matter of time and effort. Less predictable issues, 
that will need to be addressed before the concept could be considered viable in 
an industrial setting, are the arm strength-weight trade-off at higher wind speeds, 
the level of rig interference and the applicability of the results to the full scale 
case. It is the author's opinion that the concept is sound and should it be possible 
to build a rig strong enough for realistic Reynolds number tests this rig should 
provide more accurate results than the competing technology of sub-scale flight 
testing. 
10.2 Future Work 
During the development of the rig several interesting avenues for future investiga- 
tions were uncovered. These have been divided into three sections: rig upgrades, 
covering improvements to the current prototype; methods and models, covering 
improvements to the mathematical models and parameter estimation techniques 
and new investigations, covering new experiments and investigations to follow on 
from this work. 
10.2.1 Rig Upgrades 
It is inevitable that whenever a prototype of any kind is developed and operated 
that improvements to the design are found. Some suggestions to improve the rig 
are listed: 
0 Provide position feedback on elevator and other Hawk surfaces. This in- 
formation is vital if the parameter estimation results of this thesis are to 
be improved. The author was aware of the problem from the start of the 
work and in hindsight it is unfortunate that its solution was not prioritised. 
It would not have been easy; the challenge is that the space in the Hawk 
for measurement devices is limited and ideally these should be included in 
the servo itself. Electronics from the Openservo project [123] could be a 
promising low cost method as they allow direct access to the servo control 
information. 
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Figure 10.1: Potential method for balancing the roll degree of freedom. 
" Upgrade potentiometers to encoders. This step would remove the need for 
a roll over detection algorithm. It was found from experience with these 
sensors on the compensator that they provide higher accuracy data with 
less noise. 
" Paint the Hawk a different colour. The Hawk model is painted black as 
are the tunnel walls. The contrast in photographs and films of the rig in 
operation has been found to be insufficient. Specific markings to make 
motions more clear should also be investigated. 
" Counter-balance roll. It is desirable that the arm of the rig be balanced in 
roll to reduce the cyclic forces during velocity vector rolls and improve the 
roll response of the rig. This could be achieved without limiting the motion 
of the rig by the scheme illustrated in Figure 10.1. 
" Separate the natural frequencies of the rig and Hawk. The natural fre- 
quencies of the rig and Hawk model are fairly close to one another. The 
easiest mariner to separate them is to add masses to each side of the arm, 
i. e. fore and aft of the 3-DOF gimbal. This will however increase the rig 
pitch inertia and other means should be investigated. 
" Increase wireless bandwidth. During command signals the wireless system 
is overloaded resulting in a high number of lost packets. Adding one extra 
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wireless chip in the Hawk and compensator each, and two corresponding 
wireless chips at the base station, should be sufficient. 
" Pre-program input control sequences on the Hawk and compensator MCUs 
thus sidestepping the delay issue. 
" Investigate the addition of a force measurement device at the junction be- 
tween the Hawk and the 2-DOF gimbal and another mounted beneath the 
rig support. 
" Investigate the addition of accelerometers to the Hawk model. This should 
allow flight path reconstruction and the computation of forces. 
" Redesign the arm to be lighter (potentially using a composite material) and 
'investigate the possibility of lengthening the compensator side of the arm. 
The rig will no longer fit in the open-jet tunnel but as this tunnel was never 
used for this work, the loss of flexibility may be acceptable. 
" Redesign arm-3-DOF gimbal attachment. It is difficult to replace the arm 
with the current 3-DOF gimbal. Ideally this attachment should be re- 
designed so that different arm designs could be tried out. 
10.2.2 Methods and Models 
" The simultaneous perturbation stochastic approximation optimisation algo- 
rithm [89] is a promising approach for improving the convergence and speed 
of convergence of the OEM parameter estimation technique. It requires only 
two cost function evaluations per iteration and applies a random perturba- 
tion to multiple parameters simultaneously. This could help to prevent the 
optimiser stalling when two or more parameters need to be adjusted simul- 
taneously for a lower cost, but will come at the cost of more iterations. Its 
implementation in the current code should be straight forward. 
" Redo the friction model parameter estimation using the EEM and OEM. 
"A simpler friction model is desired. Friction is a complex phenomenon and 
this may not be possible but the model of Swevers et al. [98], Al-Bender 
et al. [99] looks promising. 
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" Implement parameter estimation based on experimental and numerical bi- 
furcation diagram matching. 
" Consider implementing a model update parameter combination scheme. Pa- 
rameters must be held fixed for the test cases in which the do not apply 
or have little effect. This is done manually in the current setup. With a 
model update scheme this process is formalised and an aerodynamic model 
is slowly built up by successive parameter updates [70]. 
10.2.3 New and Further Investigations 
" Consolidate 1-DOF and 2-DOF results, which was not attempted here. 
Parameters which apply to both models should have the same values across 
the rig configurations. The parameter update scheme mentioned above will 
help with this. 
" Quantify experiment repeatability. In addition, an uncertainty analysis of 
rig measurements should be undertaken. This will only be of value if the 
Hawk control surface deflections can be measured. 
" Experiments with different rig configurations. In particular, for the longi- 
tudinal model, a test with no compensator and a 1-DOF heave only test 
should be performed. 
" Quantify tunnel turbulence and other flow properties in the wind tunnel 
working section. 
" Develop and demonstrate the standard flight test manoeuvres in the wind 
tunnel and use the results to build a comprehensive multi-DOF aerodynamic 
model of the Hawk. 
" Investigate lateral aerodynamics of the Hawk and rig, including the high 
angle of attack lateral departure uncovered in this work. 
" Investigate rig dimensions and performance at higher Reynold's numbers. 
From the work on this rig, it is predicted that the arm design will once 
again be most challenging. 
" Investigate active control of the rig in the presence of delay from the wireless 
system. This would involve feed-forward, predictor based control. 
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" Incorporate arm flexibility into the equations of motion. This would have 
to be quantified outside of the tunnel. 
" Characterise rig aerodynamic interference. This could be done by replacing 
the Hawk with an elliptical model of known drag. A force balance mounted 
under the rig would be of benefit here. 
9 Investigate the effect that stabilator vanes, similar to those on the T-45 
Goshawk, have on the limit-cycle. 
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The calculation of density from a given temperature tin °C, atmospheric pressure 
p in Pa and relative humidity hr as a percentage proceeds as follows [67]: 
1. Convert the temperature to K by T= 273.16 + t. 
2. Calculate the saturation vapour pressure at T 
P8v = e(A(T2)+BT+C+D/T) [Pal (A. 1) 
The constants A to D can be found in Table A. 1. 
3. Calculate the enhancement factor at ambient temperature and pressure 
fit = 1.00062 + 3.14 x 10-8p + 5.6 x 10-7t2 (A. 2) 
4. Calculate the mole fraction of water vapour 
xv = hr. fptP8v 
(1p)10-2 
(A. 3) 
5. Calculate the compressibility factor of air 
Z= 1- (T (ao -}-alt + a2t2 + (bo + blt)xv + (Co + clt)(XV2» 
2 
-I- 
T2 (d -F e(xv)) (A. 4) 
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Table A. 1: Constants for the density calculation. 
Property Description 
R 8.314510 Molar ideal gas constant [J/mol K] 
M 18.015 x 10-3 Molar mass of water vapour [kg/mot] 
Ma, 28.9635 x 10-3 Molar mass of dry air [kg/moll 
A 1.2378847 X10-5 [1/K2] 
B -1.9121316 X10-2 [1/K] 
C 33.93711047 
D -6.3431645 x 103 [K] 
ao 1.58123 X10-6 [K/Pal 
al -2.9331 X10-8 [1/Pa] 
a2 1.1043 X10-10 [1/K Pa] 
bo 5.707 X10-6 [K/Pa] 
bi -2.051 X10-8 [1/Pa] 
CO 1.9898 X 10-4 [K/Pa] 
Cl -2.376 x 10-6 [1/Pa] 
d 1.83 x 10'11 [K2/Pa2] 
e -0.765 X 10-8 [KZ/Paz] 
where the constants ao ... a2, b0, 
b1, co, cl, d and e can be found in Table A. 1. 
6. Finally compute the density of air 
I'm Mv 
ZRT \1- xv 
(1- 
Mal / 
[kg/m3] (A. 5) 
Once again the constants, R, M, , Al. can 
be found inTable A. 1. 
This equation has recently been revised [124] but differs by only 72 x 10-6 kg/m3 




Integrated Savitzky-Golay Filter 
The Integrated Savitzky-Golay filter [711 is a low pass filter for noise that simul- 
taneously estimates the signal and its derivatives. A slightly altered form of the 
equations is used and the derivation thereof is presented here. 
The Integrated Savitzky-Golay approach is summarised in the following steps: 
1. Given a signal x(t) and span n, take a window of 2n +1 samples x^ (t) with 
sampling period h. 
2. Fit a Taylor series polynomial of order k to the windowed data using the 
least squares method. Note that this entails directly estimating the deriva- 
tives up to order k for the signal. 
3. Advance the window forward one sample and repeat. 
This results in a smoothed estimate of the signal and its derivatives. The equation 
for the second step is constructed as follows. The Taylor series approximation of 
a signal in the region of a point at time to is: 




+ ... + x(k) (to) Atk 
(B. 1) 
245 
B. INTEGRATED SAVITZKY-GOLAY FILTER 
Now for a window of 2n+1 samples xj = x(ih) where i= -n, -n+1,... , -1,0,1, 
.... n, the Taylor series approximation becomes 
i(t) x(to) +x'(to)(hi) +1 x" (to) (hi) 2+1x... (to) (hi)3 +... + ! x(k)(to)(hi)k 
(B. 2) 
Note that for this approximation to be valid the time span of the filter [-nh, nh] 
must be small. We now use the inverse Taylor series approach in which the 
Taylor series is treated as a polynomial in At and the derivatives x(to), x'(to), 
x"(tp), ... , x(k) 
(to) are treated as coefficients and estimated using the least- 
squares method in the same manner as the Savitzky-Golay method. Given the 










Using the least-squares method: 
HDa 
100"""0 x(to) 
010". " 0 x'(to) 
002 """ 0 x"(to) 
000""" x(k) (to) 
(HTH)-'H Tx Da 
and therefore 
1 h(-n) """ (h(-n))' 
1 h(-n + 1) """ (h(-n + 1))' 
1 -h ... (-h)c 
1 0 """ 0 
1 h ... (h)k 
1 h(n - 1) """ (h (n - 1)) 
k 
1 hn ... 
(h(n))k 






100 """ 0 
010.. " 0 
D'1 =002". "0 (B. 6) 
000 """ k! 
Note that H is Vandermonde and its terms are distinct. Therefore it can be 
shown that (HT H)-1 exists. A more convenient form of H for programing is 
H(i, j) = (h(i - n))j, i=0,1, ... , n; j=0,1, ... ,k (B. 7) 
The frequency response of the filter can be numerically estimated by con- 
sidering its performance on a white noise random signal. This can be seen in 
Figure B. 1. A filter of order 7 and span 20, as was typically used in this work 
is used. Figure B. 2 is a Bode plot of this result, showing the resultant cut-off 
frequency. 
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Figure B. 1: A numerical evaluation of the integrated Savitzky-Golay filter. The 
top trace is unfiltered white gausian noise with a sample frequency of 80 Hz. The 
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Figure B. 2: A frequency magnitude plot of the integrated Savitzkv-Golan filter. 
The same signal as in Figure B. 1 is used. The cut-off frequency is labeled. 
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Quaternions and transformation 
matrices 
Quaternions or in this case Euler parameters' can be thought of as representing 
a rotation about an axis in space. 
They are defined as [125]: 
60 = cos 91 = vi sin 2 (C. 1) 
02 = v2 sin 2 63 = v3 sin 2 
and must satisfy the identity 
0 0=1 (C. 2) 
where 0=[ Oo 01 92 03 
]T. This construction can be thought of as a rotation 
e about the axis defined by 
[ vi V2 V3 ]T 
The transformation from one coordinate system to another using quaternions 
is 
[o+0? _0_03 
2(010 2- 0003) 2(0103 + 0002 
A= 2(0102 + 0003) 02 - 6i + 92 - 63 2(0203 - 0001) (C. 3) 
2(0103 - 0002) 2(0203 + 0001) 02 -0- 02 + 02 0123 
1Quaternions to which the unit norm condition, Equation (C. 2), has been applied are called 
Euler parameters. 
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The transformation between rotation coordinates is 
-el e0 e3 -02 
G=Z -02 -03 0 el (C. 4) 
- 03 02 -el 00 
As a result of this definition the following can be shown: 
w=GO (C. 5) 
where w is the angular velocity vector about the local Cartesian coordinate axes. 
The form of the Euler rotation matrix used in this work is [76] 
cos B cos - cos B sin O sin B 
A= sin0sin0cos''+cos0sinV) -sinOsinOsinV)+cosOcosO -sinocosO 
- cos sin 0 cos t' + sin sin ;' cos 0 sin 0 sin 0+ sin 0 cosO cos q5 cos 0 
(C. 6) 
It is derived from the successive rotation sequence 0,0, Xi, where 0 is about the 
x-axis, 0 about the y'-axis and 0 about the z"-axis. Here x'y'z' is the new axis 
system after the rotation about x and x"y"z" is the rotated x'y'z' axis system. 
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Theil's inequality coefficient 
Given the vector of measured data z(t) and the vector of model outputs y(t), 
Theil's inequality coefficient is defined as [126] 
(tk) 
- Yi(tk)]2 U2 
l Ek l[Zi(tk)]2 
ýD. 1ý 
where N is the number of data points and UU is the vector of inequality coefficients 
corresponding to each matched time series. It is bounded at 0 which corresponds 
to a perfect match. A value of 1 corresponds to a no-change extrapolation and 
greater than I anything worse than this. A value of 0.6 or less is considered a 
good fit. 
The numerator of this coefficient can be further broken down into bias, vari- 










- c)2 U1 
R ýk l[zi(tk) - Yi(tkýl2 
(D. 3) 
C 2(l - P)azay 
1 ýk 1[zi(tk)-yi(tk)J2 
(D. 4) 
where 2 and 9 are the mean values of the time series z and y. Q and p refer to 
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the standard deviations of the two time series and are calculated by 
N 
2 1 Uzi =N> [zi(tk) - zi] (D. 5) 
k=1 
1N 




ýN > [zi(tk) 
- zi] 
[yu(tk) 
- yi] (D. 7) 
k=l 
For a good fit, UM and Us should be close to zero and Uc should be one. As 
UM + Us + Uc =1 this gives more information about the relative proportions 
of the error. 
As a final note, two different forms of Theil's inequality coefficient exist, both 
denoted U. Theil's original form, sometimes denoted U1, was criticised by a 
number of authors as not providing an effective comparison of goodness of fit 
across models and methods. Theil recognised this (before the criticism! ) and 
devised the second version U2 which is used here. A good description of these 
issues can be found in Leuthold [127]. 
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Rig Technical Data 4 
E. 1 Introduction 
This chapter contains all the pertinent technical quantities of the Hawk and rig 
system in one place. It is divided into sections concerning the Hawk, compensator, 
rig, estimated aerodynamic properties and electronics. 
E. 2 Hawk properties 
In Table E. 1 the mass properties of the Hawk are presented. Further geometric 
properties of the Hawk's wings and fuselage can be found in Table E. 5 and in a 
3-view drawing of the Hawk (Figure E. 1). This was generated from photographs 
of the Hawk. Figure E. 2 depicts the aerodynamic geometry of the Hawk also 
showing the pivot point. All quantities are should be considered estimates. 
E. 3 Rig properties 
This section covers the properties of the 2 gimbals and the arm. The arm is de- 
picted in Figure E. 3 and the mass properties can be found in Table E. 2. All mass 
property estimates were made from CAD. These estimates have not been cali- 
brated as the mass of the gimbals has not been verified. However the dimensions 
and materials are known so the CAD estimates are likely to be accurate. There is 
a difficulty in generating inertia estimates for the rig as different masses rotate in 
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Figure E. 1: Hawk 3-view. 
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Figure E. 2: Hawk aerodynamic geometry. 
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Table E. 1: Hawk mass and inertia properties. 
Property Symbol Value 
Mass m 1.645 kg 
IIx 0.00959 kg m2 
Iy, 0.044 kg m2 
Ixx 0.0507 kg m2' Inertia 
Icy Unknown 
IIz Unknown (Assumed zero) 
IV, Unknown 
X-cg position l9 -0.0001 m 
Y-cg position l9 0.0 m 
Z-cg position l9 0.0224 m 
These estimates are based on old data [2] and will most likely 
have changed 
each axis. Thus it cannot be considered a rigid body. However a estimate for the 
parts that rotate during longitudinal motions is made here. When considering 
other motions it may be necessary to build a multi-body mathematical model of 
the 3-DOF gimbal containing inertia estimates for all the parts separately. 
C'7'1 cnn 
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Figure E. 3: Arm drawing. 
E. 3 Rig properties 
Table E. 2: Rig properties. 
Property Symbol Value 
Rig geometric properties 
Rear length lr 0.672 m 
Length to aircraft gimbal If 0.8 m 
Length to compensator c. g. l9 0.488 mt 
Rig mass and inertia properties - base configuration 
Mass m 3.6468 kg* 
Ixx 0.09145 kg m2 * 
Iyy 0.7581 kg m2' 
Izz 0.6688 kg m2 * Inertia Ixy -6.265x 10`4 kgm2" 
Ixz 0.1635 kg m2 * 
Iyz -2.288 x 10-4 kg m2' 
X-cg position l9 0.2615m. 
Y-cg position Z9 0.0 m 
Z-cg position 1C9 0.109 in 
Rig mass and inertia properties - with added masses at the back 
Mass ` m 4.838 kg 
Ixx 0.1025kgm2* 
IYY 1.3933 kg met 
Izz 1.359kgm2 Inertia Ixy 1.032 x 10-3 kg m2 * 
Ixz 0.2556 kg m2 * 
I yx -1.008 x 10-4 kg m2 
X-cg position l9 0.0406 m 
Y-cg position L9 0.0 m 
Z-cg position ley 0.0819 m 
* These estimates are generated from CAD drawings. The masses and inertias include all 
parts that move during longitudinal motion, the arm, the 2-DOF gimbal and parts of the 
3-DOF gimbal 
t Generated from mass properties estimation 
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E. 4 Compensator properties 
This section details the compensator properties. In general the mass properties 
of the compensator were estimated using a full 3D-CAD representation. This 
representation was calibrated by measuring the mass of the various components 
and tuning the CAD part densities so that they match. In principle this can 
give a very good estimate. The geometry of the compensator is illustrated in 
Figure E. 4. Its mass and inertia properties can be found in Table E. 3. The wing 
geometrical parameters can be found in Table E. 5. 
Table E. 3: Compensator mass and inertia properties. 
Property Symbol Value 
Mass m 3.111 kg 
Ixx 0.06524 kg m2 * 
Ivy 0.04421 kg m2' 
Izz 0.04423 kg m2 Inertia 
Ixy 9.607x 10-7 kg m2 * 
Ixz -1.514 x 10-4 kg m2 
Iyz 1.612x 10-7 kg m2" 
X-cg position x 0.158 m *f 
These estimates are generated from mass calibrated CAD 
drawings 
t Measured from compensator nose 
E. 5 Wind tunnel properties 
The properties of the university of Bristol's 7' x 5' and Open-jet wind tunnels 
are collated in Table E. 4. Drawings of the working sections can be found in 
Figure E. 5 and Figure E. 6. 
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Table E. 4: Wind tunnel properties. 
Property Value 
Maximum Wind Speed (7' x 5') 62 m/s (223.2 km/h) 
Maximum Wind Speed (open-jet) 33 m/s (118.8 km/h) 
Mach Number* (30 m/s) 0.087 
Mach Number*(20m/s) 0.058 
I Based on an ambient temperature of 20 °C 
E. 6 Empirically estimated aerodynamic proper- 
ties 
For comparison to experimental results a series of empirical estimates of the 
aerodynamic properties of the Hawk and compensator were required. These were 
generated using ESDU reports for the wing and fuselage properties and Javafoil 
[128] for the aerofoil properties. The profiles of the Hawk wing and tail are un- 
known but are estimated from measurement. The required geometrical properties 
of the lifting surfaces of the rig are tabulated in Table E. 5. The definition of these 
parameters is as given in the listed sources. The calculated aerodynamic param- 
eters of the aerofoil profiles are given in Table E. G. The lift, drag and moment 
curves obtained from Javafoil are plotted in Figures E. 7 to E. 9. In these calcula- 
tions, the Eppler stall model and the Eppler standard transition model were used. 
In the lower half of Table E. G the aerodynamic properties of the lifting surfaces 
of the rig are tabulated with the exception of the rudder. This is because the 
rigs lateral motions have not yet been analysed. The lift curves that result from 
these calculations can be found in Figures E. 10 to E. 12. The Hawk's geometrical 
parameters are tabulated in Table E. 7 together with estimates of the lift curve 
slope of the tail, the down-wash at the tail due to the main wing and the damping 
properties of the aircraft. The geometrical properties of the compensator flap and 
fuselage are tabulated in Table E. 8 together with estimates of the flap lift deriva- 
tive and the compensator damping. The tail lift for different flap deflections is 
shown in Figure E. 10. 
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E. 6 Empirically estimated aerodynamic properties 
Table E. 7: Aerodynamic properties of Hawk. 
Property Symbol Hawk Source 
Geometric properties 
Reynolds number (span) Re 803568 
Distance between wing and tail lh 0.287 m 
mean quarter chord locations 
Distance between c. g. and tail Ih -0.276 m 
quarter chord ESDU 80020[134] 
Distance between c. g. and wing xw 0.011 m 
quarter chord 
Height of tail above wing Zh 0.029 m 
Height of tail above wing 0.038 m 
compensated for wing zero lift angle 
Height of rear fuselage at tail 0.014 m 
Height of rear fuselage at tail 0.0227m 
compensated for wing zero lift angle 
Aerodynamic properties 
Lift slope of tail CL. 2.353 ESDU 89029[135] 
Down-wash at tail ea 0.738 ESDU 80020[134] 
Down-wash at tail at zero angle of eao 0.57 ESDU 80020[134] 
attack 
Pitch damping of fuselage Cq -0.694 ESDU 90010[136] 
Pitch damping of wing-body Cý1q -3.690 ESDU 90010[136] 
Lift damping of wing-body CZ -4.021 ESDU 90010[136] 
Pitch damping of tail 
a CMq -2.439 ESDU 90010[136] 
Lift damping of tail CZq -1.263 ESDU 90010[136] 
Pitch damping total C, yrq -6.822 ESDU 90010[136] 
Lift damping total CZq -5.284 ESDU 90010[136] 
Pitch damping due to heave CM, h -1.053 ESDU 90010[136] 
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Table E. 8: Aerodynamic properties of Compensator. 
Property Symbol Compensator Source 
Geometric properties 
Reynolds number (span) Re 946966 
Flap chord C 25 % 
Flap leading edge radius 0.009 ESDU 99031 [130] 
Flap hinge sweep angle Af2.36° 
Aerodynamic properties 
Pitch damping of fuselage Cnl 9 -0.0815 ESDU 90010[136] 
Pitch damping of CAI -1.238 ESDU 90010[136] 
wing-body 
q 
Lift damping of Cz -2.303 ESDU 90010[136] 
wing-body 
g 
Pitch damping total CMq -1.320 ESDU 90010[136] 
Lift damping total CZq -2.302 ESDU 90010[136] 
Lift contribution from flap CL6 1.306 ESDU 99031 [130] 
deflection 
J 
Lift coefficient I-nn 
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Figure E. 7: Compensator aerofoil properties calculated from Javafoil[128]. 
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Lift coefficient 
Drag coefficient i\1oiiºeiit coefficient 
1,5 0.25 -0.01 
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Figure E. 8: Hawk wing aerofoil properties calculated from Javafoil[128]. 
Lift coefficient 
Drag coefficient Mollient coefficient 
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J-0.01 
005 
...... _....... _ 0.4 ................... 
O. 005i ..... _-0.5 
................ 0.2 ..... . _... -0.01 
-1 10 0 10 20 
O 
10 0 10 200.01) 10 0 10 
e of attack Angle of attack Angle of attack Angl 
Figure E. 9: Hawk tail aerofoil properties calculated from Javafoil[128]. 
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Figure E. 10: Compensator wing lift calculated from ESDU 99031[130]. 
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Figure E. 12: Hawk tail lift calculated from ESDU 99031[130]. 
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E. 7 Electronics 
The manoeuvre rig's instrumentation needs a fair amount of supporting electron- 
ics. The circuit diagrams of all the various circuits used are now presented. The 
circuit diagram of the micro-controller on board the Hawk and compensator can 
be found in Figure E. 13. In the Hawk, this circuit is situated in the rear compart- 
ment. The power circuit (Figure E. 14) that provides power for the servos is in 
the top compartment. The battery is placed in the forward compartment where 
the cockpit would be in the real aircraft. It is secured in this compartment using 
a sheet of aluminium which divides the compartment into two. In the compen- 
sator, these two circuits are divided across three boards with the battery located 
underneath this. 
The shielded cable the carries the signals from the 3-DOF gimbal potentiome- 
ters is shown in Figure E. 15. This cable carries a noise filter near the dSPACE 
side and also allows the measurement of the supplied voltage for calibration of the 
signal. The final circuit (Figure E. 16) powers the second dSPACE side XBEE. 
The first is connected via its own development board and a serial cable. As the 
dSPACE DS1104 board only has one serial input, a circuit was required to use the 
slave SPI interface. The PIC18F4620 chip used here is overkill but was available 
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Figure E. 14: Power supply circuit diagram for Hawk and compensator. 
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MULTICORE CABLE SHIELD 






Figure E. 15: 3-DOF gimbal potentiometer cable. 
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