Abstract. The data access needs of computational science applications continue to grow, both in terms of the rates of I/O necessary to match compute capabilities, and in terms of the features required of I/O systems. Particularly, wide-area access to data, and moving data between systems, has become a priority.
Introduction
Computational science applications rely increasingly on I/O subsystems. Some applications have I/O-intensive initialization phases where large input datasets are read prior to execution. These input datasets vary widely in size and format. Applications often save their state (checkpoint) during execution so that some progress is saved in the event that a system failure occurs during the run. This state could be Gbytes to Tbytes in size, and often it is never accessed again. For visualization purposes, applications often save key values at regular periods during execution. The amount of data stored for each period is often smaller than a checkpoint, but this data is often recorded more frequently. This data is often read many more times than it is written as scientists observe the results of their work. Application scientists often perform post-processing or visualization on a different system than the one on which simulations were performed. This might allow the scientists to save allocated time on the machine for future simulations, or it might facilitate interactive visualization that is not possible using remote resources. Increasingly wide-area access to data is becoming a necessary aspect of computational science workflows.
While the capacity of I/O systems has been increasing at a rate commensurate with increases in processing power and network bandwidths, the same cannot be said for the bandwidth of I/O systems. Because of this phenomenon, the most obvious area for improvement in I/O systems has been in the area of performance. Parallel I/O systems have been developed to address the problem of performance. Parallel I/O systems combine many individual components (e.g. disks, servers, network links) together into a coherent whole used to provide high aggregate I/O performance to parallel applications.
While it is easy for us to concentrate on the performance of I/O systems for high-performance computing (HPC) as the key issue in I/O system development, there are other issues that are equally important. Another key issue is usability: how easy it is for computational science applications to leverage I/O resources. This determines how likely applications are to be able to take advantage of the resources. Finally, increasing the reliability and maintainability of these systems is critical. Without systems that are very reliable and easy to maintain, we run the risk of creating I/O systems that cannot be widely deployed. Fundamentally the mandate for I/O system developers is to provide reliable, easy-to-use, high-performance, and scalable I/O solutions for computational science.
There have been a number of recent, significant advances in I/O for computational science, but many challenges still remain. In this work we will outline both the achievements and challenges for I/O developers designing solutions for computational science. In Section 2 we will outline key accomplishments in the development of these I/O solutions. In Section 3 we will discuss issues that are critical to the future success of I/O systems in computational science. In Section 4 we will outline steps towards better, more usable I/O systems and point towards encouraging long-term possibilities.
I/O Achievements
Many improvements have been made in I/O systems both by the HPC community and by outside groups. One key category of improvements has been in the organization of I/O software and in defining standard interfaces to various layers, both software and hardware. Another important improvement has been the development and deployment of multiple parallel file system (PFS) implementations. Finally, many options for wide-area data movement have been developed.
Organizing I/O Software
I/O software has moved from monolithic serial I/O libraries to software stacks with at least three layers: parallel file system, I/O middleware, and high-level I/O interface. These three layers are shown in Figure 1 . Each of these layers provides a subset of functionality; and in order to understand the role of the parallel file system in this layered system, we must first discuss the I/O stack as a whole.
The high-level I/O library library is responsible for applying structure to files in order to maintain a self-describing, portable data container and present a data abstraction to the application programmer that is close to the model used in the application. One example of such a library is Parallel netCDF [14] . Parallel netCDF (PnetCDF) is an extension to the serial netCDF library originally developed at Unidata [18] . It provides for the storage of multidimensional, typed datasets in a portable format, as well as storing attributes on this data. PnetCDF is built on the MPI-IO interface, part of the MPI-2 standard. The HDF5 [10] high-level I/O library is also widely used in computational science and also layers on top of MPI-IO.
The second key component of an I/O stack is I/O middleware. This component is responsible for providing the base on which high-level I/O libraries may be built. Typically this layer provides a mapping from the relatively simple interfaces of parallel file systems into an interface that leverages concepts from the programming model, such as communicators and datatype in the MPI programming model. The best example of I/O middleware is the MPI-IO interface [15] , which is an achievement in itself discussed in Section 2.2.
The last component of this I/O stack is the parallel file system. Achievements in the area of parallel file systems are addressed in Section 2.4.
MPI-IO Interface
Parallel I/O performance has long been hampered by the lack of an appropriate, standard, portable interface for parallel I/O. In the absence of such an interface, users used the POSIX API, which is not well-suited for the I/O needs of parallel scientific applications. To meet this need, the MPI Forum defined an interface for parallel I/O as part of the MPI-2 Standard [15] . This interface is commonly referred to as MPI-IO. MPI-IO has many features specifically needed for parallel applications, such as, weaker consistency and atomicity semantics by default (although the user can optionally select strong semantics) and support for noncontiguous accesses and collective I/O. MPI-IO is widely available as all MPI implementations, both vendor-supported and freely available implementations, support it. It has become the default API for implementing high-level I/O libraries, such as HDF-5 and PnetCDF. Many applications also use MPI-IO directly.
Evolving Hardware Interfaces
We are beginning to see smarter I/O devices as well. Object-based storage devices are becoming standardized [2] . These devices aren't really "object-based storage" in the object-oriented sense; they do not provide strongly-typed data or allow for functions to be stored alongside data. However, they do allow named entities to be stored, so that data for a given "object" is understood to be associated with the object by the storage device. This interface leads to better organization at the device layer, and it simplifies the organization of tasks required of the parallel file system, allowing PFS developers to focus on higher-level functionality.
Parallel File Systems
The parallel file system (PFS) is responsible for managing all the storage hardware components. It presents a single logical view of this hardware that can be leveraged by other software layers. It also enforces a consistency model so that the results of concurrent access are welldefined. The PFS must scale to very large numbers of clients, handling many concurrent and seemingly independent operations. The PFS must present a rich interface on which efficient implementations of higher-level I/O components may be built. We expect these components to be the most frequent, and most important, users of any PFS interface.
Parallel file systems have existed for many years. However, only recently have parallel file systems emerged that will run on a variety of hardware platforms and operating systems. This change has resulted in active competition in the area of parallel file systems.
Three parallel file systems are currently being actively deployed and developed for HPC. The General Parallel File System (GPFS) from IBM grew out of the Tiger Shark multimedia file system [20] and has been widely used on the AIX platform. It is now also available on Linux clusters. The Lustre file system [5] is being developed by Cluster File Systems. It is in production use at a collection of Department of Energy laboratories and has been chosen for use on upcoming Cray systems. The PVFS2 parallel file system [19] is a second file system developed by the authors of the Parallel Virtual File System [6] . This system differs from the previous two in that it is an open, community-driven effort to build a parallel file system specifically for HPC and serves not only as a production PFS option but also as a vehicle for research in parallel I/O concepts. It is also available for Linux clusters.
Groups are also beginning to make direct comparisons of these systems [9] . As a result of the availability of multiple PFS options and the active comparison of these systems under identical conditions, it is now possible to quantitatively compare design and implementation options for parallel file systems.
Wide-Area Data Access
Computational science workflows often involve multiple sites. One issue in such workflows is data accessibility. Many tools have been created for moving data from one site to another.
GridFTP and the XIO interface are commonly deployed as part of the Globus Toolkit [1] . Storage Resource Managers allow access to remote data, particularly data existing on HPSS tape systems [21] . Logistical Networking software manages storage and retrieval of data from "depots" located on the internet [17] . The Storage Resource Broker also allows for remote access, but adds capabilities for organizing data into "collections" [4] .
These systems are primarily designed for providing access to whole files, or sets of files, in the wide area. For this purpose they excel, attaining substantial fractions of available network bandwidth between sites. These tools have become integral parts of many application workflows.
I/O Challenges
While the aforementioned improvements have had a significant impact on the performance and usability of I/O systems for computational science, many challenges still remain that must be addressed. We describe some of these issues and discuss ongoing efforts that address these challenges.
Enhancing POSIX I/O
The POSIX I/O API [11] is the most widely used API for access to file systems, both by applications as well as by I/O libraries. The main reason for its widespread use is its widespread availability: It is available on all flavors of Unix as well as on Windows. Because it was the only option for many years, many parallel applications and libraries such as MPI-IO have been written to use the POSIX interface. The POSIX API, however, was originally designed for the needs of sequential applications and has many features that limit the performance of parallel applications.
For example, POSIX has a strong consistency and atomicity model, which states that a write from any process is visible to all other processes as soon as the write function returns. Furthermore, if concurrent writes from two processes overlap in the file, the result is the data written by either one process or the other, and nothing in between. These requirements constrain the implementation considerably: A process must acquire exclusive access to the range of bytes it accesses even if no other process may be concurrently accessing the same region (because it doesn't know that). Most parallel scientific applications do not write concurrently to overlapping regions of the file. If an optional weak consistency mode were available, such applications could select it for higher performance.
Many parallel applications need to access noncontiguous data regions in the file because of the difference between the data ordering in the file and data distribution among the processes of a parallel program. An example is distributed array access where the array is stored in the file in row-major order of the global array, and it is distributed among processes in a (block,block) manner. The POSIX read and write functions allow users to read and write only a single contiguous piece of data at a time. Writing noncontiguous data requires calling these functions multiple times, which is very expensive because of the high I/O latency. Instead, if POSIX had a read list or write list function that allowed the user to specify a noncontiguous access pattern with a single function, it would allow the implementation to optimize the noncontiguous request by using techniques such as data sieving [24] . We note that POSIX does have a function lio listio that allows the user to specify a list of reads and writes, but each read or write is treated as a separate request, which prevents optimizations.
Many problems with using POSIX for parallel access have been identified by the community [7, 13] , and proposals have been made for better building-block interfaces for I/O middleware [23] . An effort is underway by members of the I/O community from laboratories, universities, and industry to define extensions to the POSIX interface specifically for HPC. These extensions would provide more efficient mechanisms for accessing parallel file systems and would be a more effective interface for I/O middleware. Many of the concepts embodied in these extensions are being prototyped in the PVFS2 parallel file system [19, 13] .
Application I/O Interfaces
The creation of high-level I/O interfaces was an important step in increasing usability for applications. Advances in algorithms and data models have resulted in significant performance gains for applications; however, I/O interfaces have not yet evolved to provide interfaces that match well with these new data models. As a result, application programmers must manually map their data structures into the ones that are supported by I/O interfaces (e.g. multidimensional datasets).
The next step is to create more domain-specific I/O interfaces (e.g. a climate modelling interface) or more data model-specific I/O interfaces (e.g. an adaptive mesh interface). These interfaces would further enhance the usability of I/O system software. These more specific interfaces would be built on top of the existing I/O stack, building on HDF5, PnetCDF, or some similar library. This allows for the fastest implementation and greatest possible reuse of existing infrastructure.
The real challenge in application I/O interfaces is in their tight coupling to applications or groups of applications. Neither application developers nor I/O system software developers have the knowledge and expertise to create these new interfaces alone. Active collaboration will be required to bridge this final interface gap between applications and I/O systems.
High-Level I/O Library Performance
A remaining issue with high-level I/O interfaces is that of performance. Second-generation high-level I/O interfaces, such as PnetCDF, have shown significant performance improvements over the first-generation interfaces (e.g. HDF5) by learning from experiences with these earlier systems [14] . Nevertheless, performance of even these newer libraries trails far behind the peak performance possible from the underlying storage system. As a result, applications must make tough decisions between usability and performance when choosing what interface to use to access storage.
A number of avenues exist through which the performance of high-level I/O libraries might be improved. One option is the inclusion of advanced caching systems into the high-level I/O library itself [8] . The high-level I/O library is an ideal layer at which to place such caching because a great deal of information about data layout is known at this layer and lost below. For example, only the high-level I/O library knows the relationship between the variables and structures stored in the file and the byte locations in the file. Thus, better decisions can be made about what to cache and what not to cache, leading to better overall performance [25] .
Another option is the use of alternative file layouts. A major source of inefficiency in highlevel I/O data formats is the perturbation of data layout due to metadata in the file itself. By better matching the distribution of metadata stored in the file to the layout of the file on the file system, we might achieve better overall performance. Further opportunities exist for removing metadata from the file byte stream entirely as extended attribute support in file systems becomes more common.
Data Discovery
There is a split in the community at this time related to I/O requirements: some applications choose to use databases for storage, while others use the I/O stacks and file systems discussed in this work. It appears to be the case that many applications could benefit from some databaselike functionality in I/O systems, but it is not clear that full relational databases are necessary for most applications.
Query operations are becoming more common as data sizes grow. At this time, none of the I/O stack components we have described provide any query capabilities over user data. Different indexing techniques, such as bitmap indexing, are being investigated as methods for finding data items in files [26] , but these cannot be implemented in a portable way without some mechanism for describing the semantics of file data.
High-level I/O libraries are the obvious place to implement query operations and optimizations, because they have knowledge of the semantics of the data in the file and when and how that data is being changed. With some work, even existing high-level I/O libraries could be augmented to provide both interfaces for query operations and capabilities for storing indices within the file itself, speeding up these operations. Data mining operations have similar requirements, and would likewise best be implemented at the high-level I/O layer.
At the same time, performing scanning operations at the storage device is very compelling because it could result in a significant reduction in the amount of data moved over the storage network. More research is necessary to better understand how we might implement such functionality, or support such functionality, in the parallel file system or in I/O hardware.
Wide-Area Data Access
As mentioned in Section 2.5, a number of systems for wide-area data movement have been created. However, in general no common programmatic interface is available for accessing these. What is needed is a way to access these data resources through our existing I/O stack. Three projects are in progress and working towards this goal.
The most obvious method for hooking wide-area data tools into the I/O stack is through new implementations of MPI-IO. The MPI-IO/SRM project is working to provide an MPI-IO interface to SRM storage resources, and the MPI-IO/LN project is working to create logistical network access through MPI-IO. Both of these efforts fall under the Scientific Data Management SciDAC. Implementations have also been prototyped for access to SRB resources through MPI-IO and GridFTP [3] through MPI-IO.
Because these implementations provide MPI-IO access, we can layer PnetCDF and HDF5 on top of them to provide wide-area access to these file formats. Performance will be an issue with these access methods. The majority of the wide-area access tools were designed for moving whole files, not the many small pieces we often see accessed during application I/O. More research is necessary to determine the appropriate optimizations for this combination of high-latency data access and application I/O patterns.
I/O System Management and Reliability
The sheer number of I/O devices used in today's I/O subsystems leads to many opportunities for failures to occur. I/O systems are now being used as resources for multiple clusters as well and thus are required to operate over multiple networks and in heterogeneous environments, complicating the implementation and configuration of such systems. Installation, configuration, and tuning of these systems verges on requiring an expert. To address these issues, more intelligence is needed in the I/O system, particularly in the parallel file system. One way to integrate increased "intelligence" in a parallel file system is to augment servers so that they can communicate with one another. Once this is possible, servers can exchange information about their health and their resource utilization. Using this information the collection of servers could work towards specific goals, such as balancing data load or maximizing access performance for frequently accessed files. This concept of self-managing, self-tuning storage is what is known as autonomic storage, which is just one example of autonomic computing [12] . A system integrating these concepts is easier to manage because many tasks are performed by the system itself.
In parallel file systems, integrating autonomic concepts is made more complicated by the need for predictable performance. The additional communication and data movement inherent in autonomic storage could cause performance to vary widely even for identical access patterns. This type of behavior is unacceptable in the tightly scheduled HPC systems of today.
Finally, more work is necessary to address failure tolerance in HPC I/O systems. Techniques such as RAID [16] can be used to hide disk failures, and high-availability cluster can be used to provide fail-over in the event of server failures. However, client failures are still a significant issue, particularly so when clients cache data and metadata that is important to the I/O system (which they do for systems such as GPFS and Lustre). When clients fail, many systems must drop into a recovery mode to determine what was lost before continuing, perturbing performance for the system as a whole.
The NFS [22] protocol, used for network access to single I/O servers, uses a stateless client system. With this approach client failures do not cause the loss of important file system data and may be ignored. The PVFS2 system takes a similar approach. Adoption of this approach, or further research into client caching, is necessary to reduce the impact of this last type of failure on the system as a whole.
Conclusions
Many significant improvements have been made in the area of HPC I/O in recent years that directly address the needs of computational science and position us to tackle remaining and future issues. In particular increased competition in the area of I/O is good for applications. We see competition now in two areas: parallel file systems and high-level I/O libraries, and performance and usability are increasing as a result of this competition.
Standards mean that applications can be more easily ported to new I/O systems, and they facilitate this competition. The extensions to POSIX I/O, the ANSI T-10 OSD proposal, and also the pNFS proposed extensions to the NFSv4 standard are all important steps in the direction of high-performance, standards-based I/O systems. The next step in increasing the usability of I/O systems for computational science is going to be through the development of domain or data model specific interfaces. Development of these interfaces must be a team effort: neither application scientists nor I/O system software developers have the comprehensive knowledge necessary to build effective solutions in this space.
Management and reliability of these systems, while not a critical issue at this time, will grow as an issue as the scale of these systems increases. Investigation of concepts like autonomics for the purpose of improving the production quality of our I/O systems.
In summary, it should be obvious that I/O systems and I/O system software are still evolving to meet the challenges of existing and future HPC systems. By scaling to new system sizes, integrating new interfaces to increase usability, spanning wider areas, and managing themselves, I/O systems can become more useful and less expensive components than ever before.
