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Abstract 
Feedback circuits are crucial dynamic motifs which occur in many intra-cellular and inter-cellular regulatory 
networks. In this paper, an effective nonparametric identification method, Non-causal Impulse Response Component 
Method (NIRCM) is developed to identify feedback loops embedded in biological neural networks, which uses only 
time-series experimental data. The NIRCM, based on correlation identification and spectral factor analysis, provides 
a non-causal component criterion for the identification of feedback loops. Significant non-causal components of the 
impulse response sequences observed in the negative time axis imply an existence of feedback loop. The proposed 
identification method was applied to several 2-node SRM (Spike Response Model) networks. For these synthetic 
models, NIRCM correctly implies the existence of feedback loops and shows their effectiveness of feedback loop 
identifications. 
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1.Introduction 
Feedback loops play a crucial role in various functioning of intracellular networks. A large number of 
experiments indicated that positive feedback loops dominate diverse cellular processes including 
development, cell proliferation, apoptosis, and the response to stress [1, 2], whereas negative feedback 
loops contribute to maintaining homeostasis of a biological system under some internal and external 
changes [3-6]. Therefore, the identification of feedback loops and the understanding of feedback 
regulation mechanism are central themes in systems biology research. For instance, the likelihood ratio 
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test method (LRTM) proposed by Caines and Chan was suitable to identify the existence of feedback 
loops, but it was confined only to the stationary stochastic processes and required detailed a priori 
knowledge on the system order and structure [7]. The acquisition of such a priori knowledge is very 
difficult in practice, particularly for large regulatory networks. Schnider et al. developed a direct 
coherence method  to detect feedbacks in the central nervous system in the frequency domain [8]. 
Subsequent studies developed and extended this method to other physiological applications: for example, 
the detection of bi-directional hippocampal interactions between the CA3 and CA1 region [9] and the 
quantification of the linear causal strength in closed interacting cardiovascular variability signals [10]. 
However, the direct coherence approach requires the determination of a multi-dimensional parametric 
structure for the system before the computation of the frequency coherence. Thus, it usually has a high 
computational complexity. Although some methods for identification of biological feedback loops have 
been reported in the literature, they have fundamental limitations in application to complex biological 
networks.  
In this paper, we propose a novel nonparametric identification method called Non-causal Impulse 
Response Component Method (NIRCM) to solve the problems of biological feedback loop identifications. 
The main idea is to identify any underlying feedback loops by investigating non-causal components of the 
system’s impulse response sequences caused by output noises. From correlation identification, the 
impulse response of the system can be identified using the input and output time-series data. In the case of 
no feedback loop between the input and output, the identified impulse response sequences are causal. On 
the contrary, if a feedback loop exists between the input and output, some non-causal components will 
appear in the identified impulse response sequences. This prominent characteristic provides a 
straightforward criterion with which to identify the existence of a feedback loop. The proposed method 
does not require any explicit knowledge about the network order or structure, and it has a relative low 
complexity of computation. NIRCM was applied to several 2-node SRM (Spike Response Model) 
network [11, 12]. For these synthetic models, NIRCM can correctly identify the existence of feedback 
loops and show their effectiveness of feedback loop identifications. 
2.Method 
2.1.The impulse response and correlation identification method 
The data used in feedback loop identifications are based on the sequences of spike times, spike-trains 
(recorded from different neurons), which can be visualized as realizations of stochastic point processes 
[13]. The required time series data for feedback loop identification can be obtained through counting the 
spike numbers falling into identical time intervals dt (also called time bin) [14, 15]. 
Once the time series data are obtained, a linear model is fitted between a pair of network nodes. In a 
framework of this linear system, the impulse response between two spike time-series is defined as follows: 
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where k  and V  denote the discrete time indices,  y k  is the output variate,  u k  is the input variate, and 
 v k  is the output noise, which is assumed uncorrelated with  u k . The identification of  h k  with a 
finite length M  can be carried out by computing the cross-covariance function between  u k  and  y k  
as follows: 
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Equation (2) is known as a discrete Wiener-Hopf equation [16], and it suggests a feasible way of 
computing the causal impulse response sequences  h k  from the covariance functions, since the 
covariance functions  uuR W  and  uyR W  can be estimated as asymptotically unbiased by using a large data 
length L : 
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As we are to focus on the identification of non-causal impulse responses under the circumstance of 
feedback, Eq. (2) is often extended as: 
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where  g k  includes the negative time scale, representing a non-causal impulse response sequence. In 
particular, a multivariable linear regression algorithm [17-20] is employed to solve  g k . Here we used 
the method [17] to identify the two-side linear filter  g k . According to this algorithm, the Least-square 
estimate of  g k  denoted by  gˆ k , can be calculated from the following vector representation: 
ˆuy uu LSC = C g ˈ  (6) 
where, 
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Since ( ) ( )uu uuR RW W  , uuC is a symmetric square matrix. Note uuC  is a Toeplitz matrix in that 
( , ) ( 1, 1)i j i j  uu uuC C , hence the Levinson’s algorithm can be applied to the symmetric Toeplitz 
systems to calculate ˆ LSg  recursively [21-23]. Usually, when the dimension of uuC ( 1 2M M 1  ) is small, 
we can directly compute ˆ LSg  by finding the inverse of uuC [17]: 
ˆ -1LS uu uyg = C C .                                                                                                                                        (7) 
Through the investigation of the statistical properties of ˆ LSg [24], we then have 
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where  0g k  is the supposed true value of  g k , ^ `1 1 2, 1, ,k M M M    " , and  kkLP  is the kth diagonal 
element of LP  defined as the covariance matrix of ˆ LSg . A derivation of the matrix LP  can be shown in (8) 
under the assumption that all observations are normally distributed [24]. 
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At the same time, a confidence interval of the estimated impulse response sequences is determined 
according to (8). For example, under a significant level 1 D ,  1 / 2Z D  represents the  1 / 2D  quantile of 
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the normal distribution, which is commonly available in a standard statistical table. The hypothesis 
0 0: ( ) 0H g k   is rejceted, when the estimate  gˆ k  falls in the confidence interval      1 / 2ˆ
kkg k Z Dt LP .  
2.2.The identification of non-causal impulse response components 
To investigate the presence of feedback loops and their distributions in SRM neural networks, we have 
developed a non-parametric graphical identification method. Let us represent the multiple regulatory 
effects (via synaptic connections) as a feedforward transfer function ( )H z  and a feedback transfer 
function ( )F z , where a transfer function is an approximated linear system description that reflects the 
dynamical correlation between two signals of two neurons. Equations (9) and (10) illustrates such a linear 
system representation in discrete-time.  
In Fig. 1, the dynamical coupling between input  u k  and output  y k  are as follows:  
 ( ) ( ) ( ) ( )oy k H z u k L z v k  ,                                            (9) 
 ( ) ( ) ( ) ( )ou k F z z k N z w k  ,   (10) 
where ( )H z , ( )L z , ( )F z , and ( )N z  are transfer functions with a shift operator z . For instance, 
    k
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 ¦  where  h k  is an impulse response and  H z  is the discrete-time Fourier transform 
[25] of  h k  with jz e Z . Without loss of generality, we can make the following assumptions [26]:  
 
i. Both  0v k  and  0w k  are uncorrelated white noises,  0,1WN .  
ii. The feedforward transfer function  H z , the feedback transfer function  F z , the feed forward 
noise model  L z , and the feedback noise model  N z  are causal, i.e.  H f ,  F f ,  L f , 
and  N f  should be finite. 
iii.  L z  and  N z  are analytic on and outside of the unit circle; thus, they are asymptotically stable. 
iv.  H z  is asymptotically stable. 
v. The closed-loop transfer function    
1
1 H z F z
 is asymptotically stable.  
 
Fig. 1 A mathematical framework for identification of a feedback loop. The ‘cutting point’ denoted by cross illustrates a possible 
structure that can be formed depending on the presence of a feedback loop. 
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Based on these assumptions, we can deduce the relationship between the presence of a feedback loop 
and the causality of a transfer function as follows: Let  uyR W  is a cross-covariance function between 
( )u k and ( )y k  (  uuR W  is an auto-covariance function of ( )u k ). Suppose that  uuS z  and  uyS z  are the 
discrete spectral density functions of  uuR W  and  uyR W , respectively. Given the closed-loop system 
description in (9) and (10) with the assumptions i-v, the non-casual Wiener filter      1uy uuG z S z S z  is 
causal if and only if there is no feedback loop, i.e.   0F z  . A detailed proof of the above conclusion can 
be found from [27, 28]. We can apply the above criterion to identify a feedback loop. Since the direction 
of feedforward or feedback interactions is not important, in practice for identification of a feedback loop, 
both ( )uyg k  and ( )yug k  are required to contain some of non-causal components. In the remaining part of 
this paper, we call this method as Non-causal Impulse Response Component Method (NIRCM).   
3.Result 
The pulsed neural networks, also called as third generation of artificial neural network, are based on 
Spike Response Models, or “integrate and fire” neurons [11, 12]. These neurons utilize recent insights 
from neurophysiology, specifically the use of temporal coding to pass information between neurons [29-
31], which closely mimic realistic communications between neurons. Therefore, pulsed neural networks 
are commonly applied to study the properties of neural networks.  
First, we applied the NIRCM to two-node pulsed neural networks [11, 12] in the scenarios of: 
i. A positive feedback loop, one excitatory connection from neuron 1X  to neuron 2X  and a 
reverse excitatory connection of identical strength from 2X  to neuron 1X , (i.e. 21 12 0.4w w  , 
shown in Fig. 2 (i) ); 
ii. A negative feedback loop, one excitatory connection from neuron 1X  to neuron 2X  and a 
reverse inhibitory connection of identical strength from  2X  to neuron 1X , ( 21 12 0.4w w   , 
shown in Fig. 2 (ii)); 
iii. A unidirectional connection from neuron 1X  to neuron 2X  ( 21 120.4, 0w w   , shown in Fig. 2 
(iii)); 
For the above three scenarios, an identical parameter set ^ `4 ,8 ,30 ,40 ,ms ms ms ms mV0.2  is assigned to 
each neuron for ^ `, , , ,s m axW W W G' [32]. The mathematical formulation reflecting network dynamics follows 
(11), where each neuron is driven by a stochastic noise current   ( 1,2)noiseiI t i  , .  
 
0
( ) ( ) ( ) ( )
k k
ii i j j
k k noise
i i i ij ij j i i
jt t
x t t t w t t e s I t s dsH
<) )
<
f
 
     ¦ ¦ ¦ ³ ,                                 (11) 
where the first item denotes weighted post-synaptic potentials induced by pre-synaptic neurons; the 
second item represents refractoriness caused by post-synaptic spikes; the last item is post-synaptic 
potentials caused by local noise current. It is customary to assume that such noises are independent with 
each other and the couplings between network nodes are solely ascribed to synaptic connections. As the 
noise currents propagate along the synaptic connections of the networks, the membrane voltages of two 
neurons built up iteratively and are excited, until spike signals are fired immediately after reaching a 
threshold G . A 20s  segment of spike time stamps (i.e. raster plots) for each network is obtained by 
simulations. We bin the two spike recordings in a small time interval 0.01dt s  and then count the 
numbers of spikes in each interval. After that, the two sampled time-series data of the three networks are 
acquired for feedback loop identifications.  
Based on the obtained time-series data, NIRCM confirms the existence of a positive feedback loop in 
scenario i, a negative feedback loop in scenario ii, and also verifies no feedback loop in scenario iii. The 
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non-causal impulse response sequences ( )mng k  and ( )nmg k ( , 1,2m n  in these cases) are estimated 
according to (7) under a significant level 1 D  ( 0.05D  ). Fig. 2 (i) shows that both 12 ( )g k  and 21( )g k  
have two significant non-causal components, which are above the credential intervals (red lines) in 
negative time part. Therefore, there is a feedback loop between neuron 1X  and neuron 2X .  
   



V
UDKPOU
   



V
UDKPOU
   



V
UDKPOU
   



V
UDKPOU
   



V
UDKPOU
   



V
UDKPOU
   



V
UDKPOU
   




V
UDKPOU
   




V
UDKPOU
   



V
UDKPOU
   



V
UDKPOU
   




V
UDKPOU
11( )J N 12
( )J N
21( )J N
22 ( )J N
11( )J N 12 ( )J N
21( )J N 22 ( )J N
11( )J N 12
( )J N
21( )J N 22 ( )J N
 
Fig. 2 Identifications of feedback loops for 2-node pulsed neural networks. (i) positive feedback loop. (ii) negative feedback loop. 
(iii) no feedback loop. The right inlets (from top to bottom) are the identified non-causal impulse responses for scenarios i-iii, 
respectively. For each scenario, four non-causal impulse responses 11( )g k , 12 ( )g k , 21( )g k , and 22 ( )g k  are identified as denoted 
by stem lines. The row index denotes inputs, and the column index represents outputs. The red dash lines indicate credential 
intervals under a significant level 0.95. The significant components of impulse responses can be considered as the values outside of 
this interval. The black dash lines at 0 t  separate the impulse responses into the causal and non-causal parts. The non-causal 
components are the values that lie on the negative part of time axis, while the causal components are the values that lie on the 
positive part of time axis. The concurrences of the significant non-causal components in 12 ( )g k and 21( )g k  reflect the existence of 
a feedback loop. The signs of significant causal components indicate the identified feedback loop is a positive feedback loop, or a 
negative feedback loop. 
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We can further judge the identified feedback as positive feedback loops in view that the significant 
causal components of 12 ( )g k  and 21( )g k  have the identical positive signs, which infer the bidirectional 
connections are both excitatory. Our analysis also correctly indicates the existence of the a feedback loop 
in scenario 2 (see Fig. 2 (ii)), since three significant non-causal components are observed in 12 ( )g k , while 
two significant non-causal components are observed in 21( )g k . By further investigating the significant 
components in 12 ( )g k  and 21( )g k , we find that they are always in opposite signs. Thus, the identified 
feedback loop should be a negative feedback loop. For the feedback free case in scenario 3 (control case), 
NIRCM also exhibits a capability to recognize the nonexistence of a feedback loop. In this case, non-
causal components solely appear in 21( )g k  but not in 12 ( )g k (see Fig. 2 (iii)), indicating that there is only 
one (positive) unidirectional connection from 1X  to 2X  in the network. Therefore, using three 2-node 
synthetic networks, we demonstrate NIRCM can identify not only the existence of a feedback loop but 
also the property (positive or negative) of the feedback loop according to the significant values of impulse 
responses.  
4.Conclusion 
We have addressed the problem of investigating the presence or absence of embedded feedback loops 
from time-series measurements of intra-cellular or inter-cellular biological networks. An effective 
nonparametric method, NIRCM is proposed for finding some feedback loops in artificial neural networks. 
It provides a theoretical basis for the identification of feedback loops in these networks. 
The NIRCM, being based on correlation identification and spectral factor analysis, introduces a non-
causal component criterion for the identification of feedback loops from a view point of 2-variates system. 
Significant non-causal components of the impulse response sequences observed in the negative time axis 
imply an existence of feedback loop. Such non-causal components are no longer observed when the 
feedback loops are removed from the models. The proposed identification method was applied to 2-node 
pulsed neural networks, which are all constructed by SRM (Spike Response Model). For these synthetic 
models, NIRCM correctly implies the existence of feedback loops and show their effectiveness of 
feedback loop identification.  
We employed a noise-driven linear system as the mathematical framework for our approaches. Thus, 
the measurement noises, usually considered as external noises which are uncorrelated with the intrinsic 
regulations, can be significantly attenuated by the correlation computations. Hence, our methods are very 
suitable for application to feedback loop identification in noisy biological networks. In addition, the 
methods only require the measurement of dynamic expression profiles of the network nodes. Various 
experimental methods including real-time PCR, immune fluorescence, microarray (for intra-cellular 
networks), and MEA technologies (for in vitro neural network) can now provide such time-series data in a 
cost efficient manner. 
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