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Abstract. The safety assessment of dams is a complex task that is made possible thanks to 
a constant monitoring of pertinent parameters. Once collected, the data is processed by 
statistical analysis models in order to describe the behaviour of the structure. The aim of 
those models is to detect early signs of abnormal behaviour so as to take corrective 
actions when required. Because of the uniqueness of each structure, the behavioural 
models need to adapt to each of these structures, thus flexibility is required. 
Simultaneously, generalisation capacities are sought, so a trade-off has to be found. This 
flexibility is even more important when the analysed phenomenon is characterised by 
non-linear features, as it is the case for the piezometric levels (PL) monitored at the rock-
concrete interface of the arch dam that this study focuses on. In that case, the linear 
models that are classically used by engineers show insufficient performances. 
Consequently, interest naturally grows for the advanced learning algorithms known as 
machine learning techniques. In this work, the aim is to compare the predictive 
performances and generalization capacities of three different Data Mining algorithms 
that are likely to be used for monitoring purposes: Artificial Neural Networks (ANN), 
Support Vector Machines (SVM) and Multiple Regression (MR). The achieved results 
show that SVM and ANN stand out as the most efficient algorithms, when it comes to 
analysing non-linear monitored phenomenon. Through a global sensitivity analysis, the 
influence of the models’ attributes was measured, evidencing a high impact of Z (relative 
trough) in PL prediction. 
1 INTRODUCTION 
Assessing the safety of dams is a priority for the owners of those large civil engineering 
structures. They are required to have a clear vision of the state of health of their dams, and to 
be able to potentially detect any abnormal evolution. In case such an event occurs, identifying 
the causes and taking the necessary steps to bring the structure back to a safe state is made 
possible thanks to a good knowledge and understanding of the behaviour of the structure. 
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Considering the specificity of each structure, being able to assess at any moment the state 
of a given dam is a complex task that relies on a systematic surveillance of the structure. This 
surveillance is based on the one hand on visual inspection, and on the other hand on 
monitoring. While visual inspections are rather qualitative techniques, the monitoring of 
dams is based on the continuous gathering of pertinent measurements that are processed by 
behavioural analysis models. The type of data that is collected is varied, including 
mechanical (displacements) and hydraulic quantities (piezometric levels, leakage flows), and 
constitute representative factors that traduce the global behaviour of the dam. In engineering 
practices, this behaviour is assumed to be simultaneously influenced by three external loads, 
namely the hydrostatic load, the thermal load, and the temporal load. Eventually, behavioural 
models are built, based on the measurements of both loads and their effects1,2,3,4. The first aim 
of those models is to provide a prediction of the behaviour of the structure under normal 
operating conditions, which is compared to the actual measurements and make it possible to 
check the appropriateness between the expected and actual evolutions. Second, in a long-term 
perspective, sensitivity analyses are carried out to identify the contribution of each load to the 
considered effect. 
Today, as most dams have been monitored since their first filling and with the 
generalisation of telemetry, a great amount of data is already available, which makes it 
possible to use statistical models. Among the community of dam owners, the classically used 
models belong to the category of the multi linear regression, and the reference model is the 
HST (Hydrostatic, Season, Time) model5. Initially designed to describe mechanical 
phenomena, this type of model assumes that the explanatory factors have independent and 
thus additive effects on the modelled quantity. Thus, its application to the analysis of 
hydraulic phenomenon is not always pertinent, for non-linearity comes into play and the 
additivity assumption is not confirmed. In order to deal with such non-linear phenomenon, 
more advanced models issued from the Data Mining (DM) techniques turn out to be 
particularly interesting, by  providing valuable processing of the database. 
The state of compression of the rock-mass foundation situated right under the contact 
between rock and concrete is in constant evolution, due to the variations of the abutment 
forces that the foundations support. The appearance of tensile stress is regularly observed at 
the heel of the dam which causes the permeability of the rock-mass to increase and the 
hydrostatic load is thus transferred to the foundation. The tensile stress can also induce an 
unsticking of the rock-concrete contact, and/or a cracking of the upstream face concrete6. 
This phenomenon is referred to as the opening of the rock-concrete interface. The aperture of 
the contact induces the rise of the piezometry in that zone, also known as the development of 
uplift pressure. Subsequently, it is possible to assess the state of aperture by interpreting the 
piezometric levels (PL) measured at the interface. Its temporal evolution is multi-scale. 
Indeed, the size of the aperture varies at the infra-annual scale, evolving with the mechanical 
stress that the dam is subject to, but its magnitude can also evolve at the scale of several 
years, with the opening and thus the full charge propagating further toward the toe of the 
dam, or on the contrary, declining subsequently to specific operational conditions. 
Unlike most mechanical phenomenon, the aperture of the interface follows non-linear 
evolution rules. Indeed, because of the thermal sensitivity of concrete, the influence of a 
given filling, and thus a given hydrostatic load, will differ according to the thermal state of 
the structure: low temperatures would cause concrete to contract, inducing a global 
downstream movement of the arch, which exacerbates the tensile stress and finally increases 
the aperture. Because of those non-linear features, it is not possible to obtain a satisfying 
modelling of the PL at the interface by using mere additive models. This has led engineers to 
be interested in more advanced models in order to serve monitoring purposes. Accordingly, 
the following work aims at comparing the numerical performances of three different DM 
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techniques. Eventually, the interpretability of those complex algorithms is declined thanks to 
a global sensitivity analysis procedure. 
2 CASE STUDY 
The data that was proposed for that study comes from a French double curvature arch 
dam, which is 130-meter-high from the foundation to the crest, with a 425-meter-long crest. 
Its thickness varies from 25m to 6m, it is thus considered a thin arch. The ratio between the 
width of the valley (L) and the height of the dam (H) is higher than 3 (L/H=3.3), which 
indicates that the valley is relatively large. Those characteristics are elements that are known 
to favour the appearance of an aperture at the interface. Coupled to the phenomena of 
shrinkage and creep of concrete and the creep of the foundation, the arch shifted to the 
downstream direction right from the first filling of the reservoir, and the rock-concrete 
interface opened (5 to 7 mm). Subsequently, uplift pressures propagated under the heel of the 
dam, and further toward downstream. In order to follow the evolution of this phenomenon, 
the network of piezometers has been gradually complemented. It now comprises 52 
piezometers, distributed under the dam and under the downstream plunge basin. Among those 
sensors, four are particularly interesting (named C1, C2, C3 and C4), since they are situated 
(Figure 1) in the central cantilever of the dam, at the rock-concrete interface (298 m). 
Therefore they are directly influenced by the aperture of this interface. The data provided for 
this study corresponds to the C4 sensor, situated close to the downstream end of the toe. 
C4 is the piezometer that is situated at the smallest distance from the downstream end. 
Therefore, assuming that the aperture extents until the toe when the dam is submitted to 
extremely high stresses, C4 is situated in a zone where the interface is sometimes closed (for 
low fillings and/or high temperatures) and sometimes open (for high water levels and/or low 
temperatures). Thus, C4 is the most sensitive to the loads variations, and can be used to get an 
idea of the evolution of the aperture.  
 
Figure 1: Piezometers location (central cantilever) 
The time series that are provided stretch from September 2011 to June 2016 and comprise 
623 observations for each measured quantity. The measured quantities are the following, with i ∈	{1,623}	(all	measurements	are	synchronised): 
 the piezometric levels ܲܮ௜ expressed in meters of a water column 
 the water level in the reservoir ℎ௜ expressed in meters 
 time  ݐ௜ expressed in number of days elapsed since 1 January 2011 (the chosen 
origin ) 
The following variables are subsequently defined from those measurements: 
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 the season ௜ܵ which is an angle equal to 0° on the 1st of January and 360° on the 
31st of December, defined by ௜ܵ=2π.(	ݐ௜/365.25-floor(ݐ௜/365.25)) 
 the relative trough ܼ௜	which is a scaling of the water level ℎ௜ 	 defined by ܼ௜	= 
(h୬୭୰୫-h୧	)/(	h୬୭୰୫-hୣ୫୮), where h୬୭୰୫ is the normal operating water level and hୣ୫୮ the water level when empty 
In order to have a temporal distribution that would be as balanced as possible, a time 
sampling was processed so as to keep maximum one measurement per day. Indeed, in 
standard operating conditions, the sensors are automatically polled once a week during the 
hot season and/or for low water level, and once or twice a day during cold season and for 
high water levels. However, during some singular operational events, the data acquisition 
frequency increases in order to conduct the operation as safely as possible and follow its 
evolution closely. For the considered sensor, the interval between two measurements is often 
inferior to two days, and up to ten measurements per day are regularly observed (twice a year, 
the drainage system is locally closed and opened for efficiency reasons). Consequently, those 
very close measurements are correlated between each other, and the convergence of the 
models might be overly influenced by those identical observations. What’s more, the fact that 
those dense observations correspond to singular operational conditions might result in a 
deterioration of the representativeness (keeping in mind that the models aim at describing the 
behaviour of the dam under normal operating conditions). Consequently, it was decided to 
keep only one measurement per day which resulted in 623 remaining observations (starting 
from an initial 1041-large dataset). No more advanced sampling was carried out, in order to 
keep a sufficient amount of observations. 
3 MODELLING 
3.1 The predictors 
The modelling techniques that are compared for regression purposes are based on complex 
mathematical algorithms and do not take into account any physical law. Thus the choice of 
the input variables is a way to involve some physical understanding of the phenomenon at 
stake. In the present case, the algorithms are the tools that are used to model the link between 
the PL and the three main external loads. Each of these loads has an effect on the PL, and it is 
those effects that the models are expected to build adequately from the appropriate predictors, 
detecting non-linear interactions between the inputs. The first load is the hydrostatic load, and 
the corresponding predictor is the relative through Z. The second load is the thermal load, 
which includes the different annual thermal waves that induce cyclical temperature variation 
in the concrete of the structure. This global concrete temperature variation is the sum of 
different thermal variations (air temperature as the most influent but also water temperature, 
solar radiations, presence or absence of wind, temperature of the foundations etc, with 
potentially different phases), that can thus be modelled thanks to periodic functions of the 
season, with a one-year-long period. The corresponding predictors are thus ܿ݋ݏ(ܵ) and 
ݏ݅݊(ܵ). The last influence quantity is time, which is introduced into the regression through 
the variable t (days). What is ideally expected from a model is to offer the necessary 
flexibility to be able to provide good predictions without having to impose physical laws a 
priori. Indeed, when modelling a complex phenomenon, the user is likely to identify a new 
potentially influencing variable, which he might want to add as a predictor, but without 
necessarily having a precise idea of how it affects the modelled quantity. Thus, the model is 
expected to build the interactions between this predictor and the modelled quantity 
automatically. That is the reason why it was chosen in this study to keep the inputs as basic as 
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possible: Z, t, ܿ݋ݏ(ܵ) and ݏ݅݊(ܵ), in order to identify the algorithm that has the highest 
flexibility and adaptability. 
3.2 DM algorithms 
Considering the insufficient performance of the linear models that are classically used, this 
work intends to explore the capabilities of advanced statistical analysis, also known as DM 
techniques. For that, three different DM algorithms were applied to analyze piezometric data 
monitored on a French large arch dam: Artificial Neural Networks (ANN), Support Vector 
Machines (SVM) and Multiple Regression (MR).  
ANNs is a computational model based on the structure and functions of biological neural 
networks7. The information is processed using iterations among several neurons. ANNs are 
considered nonlinear statistical data modelling tools where the complex relationships between 
inputs and outputs are modelled or patterns are found. This technique is capable of modelling 
complex non-linear mappings and is robust to explore data with noise. In this study the 
multilayer perceptron that contains only feedforward connections, with one hidden layer 
containing H processing units called neurons, was adopted. Because the network’s 
performance is sensitive to H (a trade-off between fitting accuracy and generalisation 
capability), a grid search of {0; 	2; 	4; 	6; 	8} was adopted during the learning phase to find the 
best H value. Such grid search only considered training data, dividing it randomly into fitting 
(70%) and validation data (30%), where the validation error was used to select the best H. 
After selecting the best H value, the ANN is retrained with the whole training data. The 
neural function of the hidden nodes was set to the popular logistic function 1/(1	 + 	 ݁ି௫). 
SVMs are based on the concept of decision planes that define decision boundaries. A 
decision plane is one that separates between a set of objects having different class 
memberships. They were initially proposed for classification tasks8. Then it became possible 
to apply SVM to regression tasks after the introduction of the ε-insensitive loss function9. The 
main purpose of the SVM is to transform input data into a high dimensional feature space 
using non-linear mapping. The SVM then finds the best linear separating hyperplane, related 
to a set of support vector points, in the feature space. This transformation depends on a kernel 
function. In this work the popular Gaussian kernel was adopted. In this context, its 
performance is affected by three parameters: γ, the parameter of the kernel; C, a penalty 
parameter; and ε, the width of a ε-insensitive zone10. The heuristics proposed by Cherkassky 
and Ma11 were used to define the first two parameter values, C=3 and ߝ = ߪො √ܰ⁄ , where 
ߪො = 1.5 ܰ⁄ ∙ ∑ (ݕ௜ − ݕො௜)ଶே௜ୀଵ  , ݕ௜ is the measured value, ݕො௜ is the value predicted by a 3-
nearest neighbor algorithm and N is the number of examples. A grid search (similar to the 
one used for ANN) of 2{ିଵ;ିଷ;ି଻;ିଽ} was adopted to optimize the kernel parameter γ. 
In MR, several independent variables are linearly combined to predict the dependent 
(output) variable13. Due to its additive nature, this model is easy to interpret and is widely 
used in regression tasks. However, one of its main limitations relies on modelling problems 
of a non-linear nature. MR was essentially used in this study as a baseline comparison. 
All experiments were conducted using the R statistical environment15 and supported 
through the rminer package16, which facilitates the implementation of several DM algorithms, 
as well as different validation approaches such as cross-validation. 
3.3 Models assessment 
For models evaluation and comparison three metrics commonly used in regression 
problems were used: mean squared error (MSE), root mean square error (RMSE) and the 
squared correlation coefficient (R2). Typically, the lower the error, the better the predictive 
model, with zero corresponding to the highest model performance. However, while low 
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values of MSE and RMSE should be interpreted as indicating high model predictive capacity, 
R2 should be as close as possible to one. When compared to MSE, RMSE penalizes more 
heavily a model that produces high errors in a few cases. Additionally, for a quick 
comparison of the different regression models, the regression error characteristic (REC) curve 
proposed by Bi and Bennett17 was built, which plots the error tolerance on the x-axis versus 
the percentage of points predicted within the tolerance on the x-axis. 
The models generalization performance was accessed by 5 runs under a cross-validation 
(k-fold = 3) approach, where the data (P) are randomly sampled into k mutually exclusive 
subsets( ଵܲ, ଶܲ,⋯ , ௞ܲ), with the same length13. Under this scheme, all of the data are used for 
training and testing. Yet, this method requires approximately k (the number of subsets) times 
more computation, because k models must be fitted. In addition, the three prediction metrics 
are always computed on test unseen data (as provided by the 3-fold validation procedure). 
For models interpretability, a novel visualization approach based on sensitivity analysis 
(SA) proposed by Cortez and Embrechts18 was applied in this work. SA is a simple method 
that is applied after the training phase and measures the model responses when a given input 
is changed, allowing the quantification of the relative importance of each attribute as well as 
its average effect on the target variable. In particular, the Global Sensitivity Analysis (GSA) 
method18 was applied, which is able to detect interactions among input variables. This is 
achieved by performing a simultaneous variation of F inputs. Each input is varied through its 
range with L levels and the remaining inputs fixed to a given baseline value. In this work was 
adopted the average input variable value as a baseline and set L=12. With the sensitivity 
response of the GSA, two important visualization techniques were computed. First the input 
importance barplot was built, which shows the relative influence (Ra) of each input variable 
in the model. To measure this effect, the gradient metric (ga) for all inputs was calculated. 
After that, the relative influence was computed. 
 
ܴ௔ = ݃௔ ∑ ݃௜ூ௜ୀଵൗ ∙ 100	(%)				ݓℎ݁ݎ݁,				݃௔ = ෍หݕො௔,௝ − ݕො௔,௝ିଵห (ܮ − 1)⁄௅
௝ୀଶ
 (1) 
 
where ܽ denotes the input variable under analysis, I is the number of input variables and 
ݕො௔,௝ is the sensitivity response for ݔ௔,௝. Second, in order to analyze the average impact of a 
given input in the fitted model, the Variable Effect Characteristic (VEC) curve was used. For 
a given input variable, the VEC curve plots the attribute L level values (x-axis) versus the SA 
responses (y-axis). Between two consecutive xୟ,୨ values, the VEC plot performs a linear 
interpolation. To enhance the visualization analysis, several VEC curves can be plotted in the 
same graph. In such case, the x-axis is scaled (e.g. within [0,1]) for all xୟ values. 
4 RESULTS ANALYSIS AND DISCUSSION 
Table 1 compares the performance of the three DM algorithms in PL prediction based on 
MSE, RMSE and R2 metrics (mean value and respective 95% level confidence intervals 
according to a t-student distribution). Apart from MR all algorithms present a very good 
response in PL prediction, with a R2 very close to one. The highest performance in PL 
prediction was achieved by the ANN model, with an ܴଶ 	= 	0.9912, very closely followed by 
the SVM (ܴଶ 	= 	0.9859). 
Figure 2a compares REC curves of all models confirming the poor performances of MR 
and highlighting the high accuracy of the ANN and the SVM. In fact, both models are able to 
predict around 96% of all records with an absolute deviation lower than 5 m. Even for a 
tighter tolerance (e.g. 2.5 m), ANN presents an accuracy higher than 85%. Figure 2b depicts 
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the relation between observed and predicted PL values (scatterplot) according to ANN model, 
showing once again a very interesting fit (all points are very close to the diagonal line). 
 
Model MSE RMSE R2 
ANN 3.91±0.53 1.97±0.13 0.9912±0.0012 
SVM 6.57±0.92 2.56±0.18 0.9859±0.0019 
MR 125.38±6.99 11.20±0.31 0.7174±0.0143 
HST 56.42 7.51 0.8726 
Table 1: Models performance comparison based on MSE, RMSE and R2 metrics. 
a)   b)  
Figure 2: Models performance: a) REC curves of all models; b) Scatterplot of ANN model 
On Figure 3a is plotted the relative importance of each input according to the three DM 
models. Note that since those inputs were determined in order to represent the three particular 
external loads (hydrostatic, thermal and temporal) that affect the behaviour of the dam, which 
is why cosS and sinS have to be interpreted jointly. From its analysis, there is no doubt that Z 
is the most relevant variable in PL prediction, which is confirmed by the three algorithms. 
Taking ANN model as reference, Z has a relative influence around 50%, followed by sinS 
and cosS with around 36%. Time is the least influencing variable. This plot (Figure 3a) 
permits to classify the inputs relatively compared to each other, however it has to be 
considered with caution because it does not in any case assess to what absolute extent they 
explain the PL. The purpose is not to select or leave inputs out of the analysis. The main 
interest of this analysis is that it shows that the studied PL are very sensitive to the water level 
variations. Since those PL are an image of the aperture of the rock-concrete interface, it 
means that the size of the aperture is very much correlated with the annual variations of the 
water level. This is in accordance with engineering knowledge and gives even more credit to 
the model. From an engineer point of view, this also shows that a way to control the aperture 
and limit its expansion is to adapt the water level. 
In terms of physical behaviour, this relative importance analysis shows that the hydrostatic 
load plays a dominating role in determining the state of stress of the dam. The thermal load 
comes next, and although time is the least significant influence quantity, it does not mean that 
it should be removed from a diagnostic analysis.  
Although the effects of the thermal and the hydrostatic loads are quantitatively the most 
significant effects, they correspond to elastic evolutions, which imply that it does not induce 
permanent deformation of the structure. For instance, if a high water level implies a 
significant movement downstream, simply lowering the water level will permit to have the 
0.00
0.25
0.50
0.75
1.00
0 5 10 15
Absolute Deviation (m)
A
cc
ur
ac
y
Model: ANN SVM MR
320
340
360
380
320 340 360 380
PL Experimental (m)
PL
 P
re
di
ct
ed
 (m
)
J. Tinoco, M. de Granrut, D. Dias, T. Miranda, and A. Simon 
  8  
dam come back to a safe position. Consequently, the effects of the hydrostatic and the 
seasonal loads in usual ranges are not issue of too great concern. This is not the case for the 
irreversible evolutions that appear as time passes. In the context of dam safety, those 
temporal evolutions have to be identified and explained as early as possible, in order to 
conduct maintenance operations if needed. 
Since ANN model achieved one of the highest performances, the analysis was pushed 
further for that algorithm. In order to get a better understanding of the PL and of the global 
behaviour of the structure, the effect of each load on the PL prediction was measured based 
on a SA18. In order to draw some physical conclusions on each model, the SA was performed 
reasoning in terms of load and not in terms of input. This means that to study the effect of the 
hydrostatic load, respectively the temporal load, two respective 1-D SA were performed, 
having only Z, respectively t, vary through its range. In order to study the impact of the 
thermal load, a 2-D SA was used, having both cosS and senS vary simultaneously. 
Accordingly, Figure 3b overlaps the VEC curves of the temporal load (t-variable), the 
hydrostatic load (Z-variable) and S the thermal load (S-variables). xx axis is scaled to 
accommodate all loads. Focusing first on the influence of the Z-variable, what is noticeable 
on the ANN predictions is that its effect is nearly non-existent when it varies between 0.5 and 
1. However, when decreasing Z below 0.5, PL start to rise, and Z stands out as the most 
influencing quantity. Going back to the definition of the relative trough Z, one notices that Z 
is maximal when the water level h is minimal and vice versa. Thus, Figure 3b shows that 
when the water level in the reservoir increases, the PL at the interface increase as well, which 
is perfectly consistent with the state of the art. What is particularly interesting here is that the 
rise of the PL occurs only after a threshold is reached (0. 5), which can be linked to the state 
of aperture of the rock-concrete interface. The interpretation of this non linearity is that this 
threshold water level corresponds to the moment at which the interface starts to open, leading 
to the hydrostatic load being transmitted to the foundations, and subsequently the rise of the 
PL. Once the aperture is open, the higher the water level the higher the PL. This non-linear 
feature that characterizes the evolution of the aperture of the rock-concrete interface is what 
made indispensable the use of models that are more advanced than additive models, such as 
HST.  
Second, the curve corresponding to the influence of the thermal load traduces the 
sensitivity of the PL to the variations of the temperature of the body of the dam over the year, 
which follows a seasonal variation. For the ANN model, the corresponding curve has a quasi-
sinusoidal shape, with the maximum being reached approximately at the first quarter of the 
year, which is April, and the minimum being reached in summer. The minimum is not 
perfectly clear though, because one point seems to distort the curve and draw a second 
maximum, though a smooth sinusoidal shape is expected. Observing the maximum predicted 
PL during the cold season is consistent with the engineering knowledge of how the thermal 
load influences the structure. Indeed, the thermal sensitivity of concrete induces a contraction 
of concrete which leads to a global downstream movement of the dam. This movement is 
conducive to the expansion of the rock-concrete aperture, which eventually results in the rise 
of the PL. However, because of the thermal inertia of concrete, there is a delay between the 
air temperature minimum, reached in average between January and February in the region 
where the dam is situated, and the maximum temperature of the body of the dam (including 
the foundations). Conversely, the minimum predicted PLs are observed during the hot season, 
which coincides with the moment of the year when the thermal state lets concrete expand and 
causes the upstream movement of the arch, minimizing the strain on the rock-concrete 
interface. Consequently, the aperture of the contact tends to close and eventually the PL 
decrease. Thus this sensitivity analysis confirms the validity of the ANN which describes 
accurately the response of the dam to the thermal load. 
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Finally, the curve corresponding to the time variable is also of great interest, because it 
shows that the PL decrease as t increases. In terms of structural behaviour, it means that PL 
decrease when time passes, and since the analyzed PL are directly linked to the aperture of 
the interface, this curve shows that the aperture is gradually closing on the period of analysis. 
From an engineer point of view, the closing of the interface is synonymous with an 
improvement of the behaviour of the whole structure, and thus an enhancement of its safety.  
a)   b)  
Figure 3: Models interpretation: a) Relative importance of each input variable; b) VEC curves of the 
temporal, hydrostatic and thermal loads according to the ANN model in PL prediction, based on a SA  
5 FINAL REMARKS 
This work proposed to challenge three Data Mining (DM) techniques in order to determine 
which of them was the most suitable to serve dam monitoring purposes. More particularly, 
the comparison was based on the analysis of piezometric measurements that were recorded at 
the rock-concrete interface of an arch dam, in order to get a better understanding of the 
phenomenon of the aperture of the interface. The three DM algorithms were fed with the 
same four basic inputs: time, the sine and cosine of the season, and the scale water level. 
From their comparison, ANN stood out as the most performing algorithm in terms of 
prediction, closely followed by SVM.  
In order to draw conclusions on the behaviour of the structure, a sensitivity analysis (SA) 
was performed for ANN model, based on relative importance plots and Variable Effect 
Characteristic (VEC) curves. This SA was carried out in order to show the influence of the 
three external physical loads that affect the behaviour of a dam, namely the hydrostatic load, 
the thermal load and the influence of time. ANN was able to detect the coupled influence of 
the loads on the piezometric levels, and the observed effects were in accordance with the 
engineering knowledge. This work thus shows that ANN can describe more adequately the 
effect of the influencing loads. This leads to a better understanding of how the aperture of the 
rock-concrete interface evolves, which is a significant issue for dam safety. 
Noticeably, DM techniques are flexible enough to build thresholds and combine the inputs 
so as to compute correct effects. Thus, suppose that one variable is approached for having an 
influence on a given phenomenon, DM algorithms can be used to add “blindly” this new 
input. The work of the engineer will then be to interpret the outputs of those algorithms to 
define how this input impacts the studied phenomenon. DM techniques can indubitably 
provide great improvement to the dam monitoring profession, but interpreting them falls 
within the competence of experienced engineers.  
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