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Signal processing techniques lie at the foundation of infor-
mation theory and describe the coding of neural signals from 
a more holistic standpoint (Roberts, 1979; Bialek et al., 1991). 
For a continuously ﬁ  ring cell such as the PC, there are distinct 
advantages to interpreting the signal output using tools from sig-
nal processing. Variations on the Fourier transform (Fast-Fourier 
Transform, FFT) can detect hidden recurrent frequencies in a sig-
nal, allowing the decomposition of a signal into its fundamental 
modes, and can track these modes over time (Oppenheim and 
Willsky, 1983). The PC output is particularly amenable to analysis 
using techniques such as FFTs since its ﬁ  ring patterns are long, 
continuous, and replete with recurring patterns (Shin et al., 2007; 
Steuber et al., 2007).
By describing the PC output in terms of its frequencies, we 
devise a model description of the PC output as a combination of 
three frequencies that are inherent to the PC. The three frequen-
cies consist of Na+ spikes (hereby referred to as the “Sodium” 
or Carrier frequency), Ca2+ spikes (hereby the “Calcium” or 
Envelope frequency), and a here-deﬁ  ned “Switching” frequency 
(named such that it “switches” the ﬁ  ring rate from quiescence 
to ﬁ  ring). A detailed analysis of the Calcium and Switching fre-
quencies is given, with a distribution of the Ca2+ spikes in the 
PC being in the range of ∼1–15 Hz, and Switching frequencies 
occurring below 1 Hz. Combining these frequencies using sim-
ple signal processing equations effectively recreates many of the 
known waveforms seen in PC recordings. This form of signal 
decomposition leads to an interpretation of the PC signal out-
put that can describe the seemingly “random” distribution of 
pauses in the neural code (Keating and Thach, 1997; Kitazawa 
and Wolpert, 2005). Finally, using a unique photo-switchable 
kainate receptor agonist (Volgraf et al., 2007), we demonstrate 
the ability to modulate the frequency of the Ca2+ spikes in a PC 
using an optical stimulation input.
INTRODUCTION
The Purkinje Cell (PC) in the cerebellum is a perpetually ﬁ  ring 
cell, with a high degree of basal activity shaping its output to the 
deep cerebellar nuclei. The output of the PC is modulated by both 
excitatory and inhibitory connections via its pronounced dendritic 
arborization (Ito, 2001, 2006). Various computational functions 
have been attributed to the PC due to its conspicuous network 
geometry, including interpretations based on the classical percep-
tron model (Marr, 1969; Albus, 1971), feedback circuit models 
(Doya et al., 2001; Sklavos et al., 2005; Ito, 2006) and those involving 
temporal oscillations (Cheron et al., 2008; De Zeeuw et al., 2008; 
Jacobson et al., 2008). Evidence of long term depression in the 
Purkinje-parallel ﬁ  ber synapses (Ekerot and Kano, 1985; Kano and 
Kato, 1987) and of temporal patterns in the output signal (Jaeger 
and Bower, 1994; Lang et al., 1999; Shin et al., 2007; Steuber et al., 
2007) have reinforced these interpretations, and functional com-
puter models of the PC have been created using experimental data 
to recreate many of the known characteristics of PCs (De Schutter 
and Bower, 1994; Achard and De Schutter, 2008).
Prevalent interpretations of PC signal output have focused on 
either the pauses in the output signal (Jaeger and Bower, 1994; 
Steuber et al., 2007), or on the bistable nature of the cell, where the 
PC exists either in a depolarized state of ﬁ  ring, or quiescence (Chang 
et al., 1993; Womack and Khodakhah, 2002; Loewenstein et al., 2005; 
McKay et al., 2007). The existence of bistability in in vitro, and anes-
thetized in vivo preparations has been recently assumed to be an 
artifact of the anesthetic used in in vivo studies (Schonewille et al., 
2005). While there is evidence implicating external input control 
of bistable transitions, speciﬁ  cally the climbing ﬁ  ber (Loewenstein 
et al., 2005; McKay et al., 2007; Davie et al., 2008), there is a general 
disagreement over whether such recurrences are stochastic (Keating 
and Thach, 1997; Kitazawa and Wolpert, 2005; Hakimian et al., 2008) 
or periodic (Llinás and Sugimori, 1980; Chang et al., 1993).
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MATERIALS AND METHODS
ANIMALS
Animal handling and care was done according to guidelines set 
by the Ofﬁ  ce of Laboratory Animal Care (OLAC) at UC Berkeley. 
Sprague-Dawley rats (aged 21–30) were initially euthanized using 
isoﬂ  urane and then decapitated. Their cerebella were isolated and 
250-µM thick parasagittal slices were obtained using a vibratome 
(Leica, VT1000s) while submerged in a sucrose-based slicing media 
(see Solutions). Brain slices were transferred to an incubation cham-
ber containing ACSF bubbled with carboxygen (95%O2/5%CO2) 
held at 37°C for 1–4 h.
SOLUTIONS
Artiﬁ  cial Cerebro-Spinal Fluid (ACSF) containing 125 mM NaCl, 
2.5  mM KCl, 1.25  mM NaH2PO4, 2  mM CaCl2, 1  mM MgCl2, 
25 mM glucose and 26 mM NaHCO3 (pH ∼7.3, 306 osm) was used 
for all experiments. A sucrose-based slicing media was prepared as a 
modiﬁ  ed ACSF by substituting the NaCl with iso-osmolar sucrose. 
Internal solutions were composed of 68 mM K-gluconate, 68 mM 
KCl, 0.2 mM EGTA, 2 mM MgSO4, 20 mM HEPES, 2 mM Na2ATP 
and 0.5 mM Na2GTP, along with 30 µM of Alexa 488 dye.
MEASUREMENTS
All experiments were done in a closed-loop, heated perfusion chamber 
(34 ± 1°C). The closed-loop system allowed the recycling of solutions, 
when desired, using a pair of peristaltic pumps. Solutions were con-
stantly bubbled with carboxygen and ﬂ  owed at 2–3 ml/min. Patch-
clamp experiments were implemented using an Axiopatch 200B-2 with 
a Digitizer 1440A, and analyzed using pClamp and Clampﬁ  t v.10 soft-
ware (Molecular Devices Inc.). Borosilicate patch pipettes had a resist-
ance of 3–9 MΩ and experiments were only done in PCs that typically 
showed series (access) resistance values <25 MΩ. PCs were identiﬁ  ed 
based on their spatial location, size and resting membrane potential 
(−45 to −50 mV) and maintained at −63 mV in the whole-cell current 
clamp mode. Alexa 488 dye ﬁ  lling was used to check the presence of 
an intact dendritic tree at the end of each experiment, which typically 
lasted for 20–40 min after whole-cell conﬁ  guration. Only those cells 
having a full dendritic tree were used for further analysis.
PHARMACOLOGY
All drugs were purchased through Sigma-Aldrich or Tocris 
Bioscience. Drugs were applied to the ACSF reservoir and 
allowed to perfuse onto the slice using the closed-loop sys-
tem, as described in the text. Based on the steady ﬂ  ow rate, we 
reasoned that 3  min were sufﬁ   cient to equilibrate the record-
ing chamber with drugs at their appropriate concentrations. 
(RS)-2-Amino-3-(3-hydroxy-5-tert-butylisoxazol-4-yl)propanoic 
acid (ATPA, 1–15 µM), a selective GluK1 (GluR5) agonist, was 
used to activate kainate receptors in PCs. Monosodium Glutamate 
(MSG, 100 µM) in conjunction with GYKI-52466 [10–20 µM, an 
α-amino-3-hydroxyl-5-methyl-4-isoxazole-propionate (AMPA 
receptor) blocker] was also used to activate kainate receptors. 
Additionally, the effects of blockers at other receptors was deter-
mined by application of GABAzine (10  µM) and picrotoxin 
(100 µM), both ionotropic GABAA/C receptor blockers, and strych-
nine (1 µM), a glycine receptor blocker. Tetrodotoxin (TTX, 1 µM) 
was used to eliminate Na+ spikes by blocking Na+ channels, and 
6,7-Dinitroquinoxaline-2,3(1H,4H)-dione (DNQX, 10  µM) was 
used to completely block all non-NMDA ionotropic glutamate recep-
tors in the PC. (S)-(-)-5-Fluorowillardiine (5-FWD, 0.1–10 µM) was 
used for selective activation of AMPA receptors.
Reversible photo-switchable kainate receptor agonist compound 
was provided by Prof. Dirk Trauner (Volgraf et al., 2007), and used 
at 50–100 µM to activate cells using a combination of ultravio-
let (UV) and cyan light (380 and 500 nm excitation wavelengths, 
respectively). Photo activation of the compound was achieved by 
shining a broadband projector lamp through the appropriate band-
pass ﬁ  lters, placed in a computer-controlled, motorized ﬁ  lter wheel 
(Thor Labs, FW103H), and projected onto the cell through a 40× 
water- immersion lens. At this magniﬁ  cation level, the entire span of 
the dendritic arborization (∼200 µM) was illuminated. This photo-
active molecule switches conformational states upon light activation, 
thereby mimicking the response of excitatory activation on the cell, 
with the distinct capability of being able to turn the action of the mol-
ecule on and off with the external light application. The compound 
acts similar to the GluK1 receptor agonist, LY-334934 (Pedregal et al., 
2000) when activated by UV. GluK1 receptors (previously named 
GluR5) are nearly exclusively in PCs in the cerebellum (Wisden and 
Seeburg, 1993). This agonist compound was added to the reservoir in 
the dark, and the excitation wavelengths were switched with the ﬁ  lter 
wheel at 3–10 s@ 380 nm/3–10 s@500 nm. The light source used was 
a 270W metal-halide projector lamp and was ﬁ  ltered through optical 
ﬁ  lters (Chroma Technologies). A 490–510 nm ﬁ  lter was used for the 
cyan light, and a 300–400 nm ﬁ  lter for the UV. Optical absorption of 
the UV from 300–360 via the glass lenses ensured that no dangerous 
UV component was hitting our slice.
HARMONIC OSCILLATOR STATISTICS
The harmonic oscillator model follows any second-order time deriv-
ative function of the form:   xb x x ++ = ω0
2 0, with b being the damp-
ing factor, and ωo the resonant frequency of the system, such that the 
frequency spectrum (FFT) will have a single peak at ωo = 2πfo. The 
quality factor, Q, of a harmonic oscillator is related to these two fac-
tors (Q = ωo/b) and provides information regarding the ability of a 
system to oscillate over time without dissipation (Tipler and Mosca, 
2008). In general, having high Q (any Q > 1/2) means that the system 
is under-damped, and will therefore oscillate with little dissipation. 
The measure of error of the resonance frequency is the Full-Width at 
Half Maximum (FWHM) of the peak in the spectrum, as measured 
by the width of the peak at half of its peak amplitude; this width is 
related to the standard deviation (σ) by: 2.3548·σ = FWHM. The 
quality factor is directly related to the FWHM of a resonator in the 
frequency domain by Q = fo/Δf where Δf is the FWHM, and is also 
known as the Signal-to-Noise Ratio (SNR), or the reciprocal of the 
coefﬁ  cient of variation (in statistics). Measuring the quality factor 
of an oscillating system via the FWHM in the frequency domain is 
thus an inherently statistical measurement.
DATA ANALYSIS AND SIMULATIONS
Data analysis was done using a combination of pClamp and 
Clampﬁ  t v.10 (Molecular Devices Inc.), Microsoft Excel and Matlab 
(Mathworks Inc.) software. FFTs and spectrograms were produced 
using Matlab and statistical analysis was done in Excel and SPSS 
(for the Kolmogorov-Smirnov test).Frontiers in Neural Circuits  www.frontiersin.org  May 2010  | Volume 4  |  Article 13  |  3
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Signal processing tools are most applicable when the signal being 
analyzed is harmonic, consisting of recurring, cyclical, patterns, and 
are only suitable if the time segment being inspected is longer than 
the inverse of the frequency analyzed (generally, 10 full cycles of a 
pattern are required for an unambiguous peak in a frequency spec-
trum). Furthermore, since the PC signal output is ever-changing, as 
a function of its synaptic inputs as well as internal systems regulating 
plastic changes, variations and modulations of its frequencies over 
time have physiological signiﬁ  cance. FFTs were implemented using 
basic Matlab codes (using the fft, freqz and fftshift commands), and 
were done on unﬁ  ltered segments of recordings ≥ 1 min, depending 
on the frequency range(s) under analysis.
For the frequency identiﬁ  cation experiments in Figure 2, seg-
ments of recording 7-min long were taken, with the starting point 
being 1–3 min after whole-cell patch conﬁ  guration. This was done 
to ensure that the cell equilibrated with the internal solution of 
the pipette, as well as verify that the patch was robust enough to 
last more than 10 min in total. The 7-min duration was arbitrar-
ily chosen to ensure that some low-frequency Switching patterns 
would appear in the FFT, however it also limited the resolution 
of the Switching peaks, since the FFT’s range of data points in 
this range is fewer than in the higher frequencies (proportion-
ately). Furthermore, FFTs of realistic data typically have a large 
zero-  frequency (“DC”) component, hiding the existence of low 
frequency peaks in the background. For this reason, it is preferable 
to take as long a recording cycle as possible to resolve the Switching 
frequency, as well as not to ﬁ  lter (using a high-pass ﬁ  lter) the data, 
to keep low frequency information intact. Each power spectrum 
in Matlab was calculated with an additional zero-padding to the 
original (unﬁ  ltered) signal, such that the number of points in the 
spectrum was increased by a factor of 3.
Detecting the peaks in the FFTs was done both by eye (manually, 
in Matlab calculated spectra), using the Matlab curve ﬁ  tting tool 
(Gaussian ﬁ  ts) and using the peak-ﬁ  tting function in Clampﬁ  t (on 
Clampﬁ  t calculated spectra). The peaks were searched for in the 
ranges described in Section “Purkinje Cell Output can be Deﬁ  ned by 
Three Independent Frequencies” (Sodium, Calcium and Switching). 
Power spectra in Matlab were smoothed using a moving-average 
of 13 points, whereas power spectra in Clampﬁ  t remained non-
smoothed, leading to an increase in noise. For the Clampﬁ  t ﬁ  t-
ting, we used a Gaussian ﬁ  t with 1–2 terms on frequency regions 
deﬁ  ned in Section “Purkinje Cell Output can be Deﬁ  ned by Three 
Independent Frequencies”. The Gaussian ﬁ  t used the Levenberg-
Marquardt algorithm, locating the amplitude, mean and standard 
deviation of each peak. Since the power spectra in Clampﬁ  t were 
unsmoothed, the Levenberg-Marquardt algorithm could not locate 
peaks in the Switching regime for most of the data (n = 7/16) as 
well as in the Sodium regime for extremely noisy recordings. For 
the manual, visual, detection, only those peaks where the FWHM 
was measureable above the surrounding noise were taken, where the 
half-maximum was compared with the average FFT (background, 
as taken by a smoothing of the FFT by >100 points) in that region. 
The amplitude of each peak was not taken into account here; the 
amplitude signiﬁ  es both the type of waveform, and the degree to 
which the speciﬁ  c frequency exists in the signal (for example, a 
sudden burst of 100 Hz Na+ spikes for 1 out of 7 min of recording 
will result in a shorter 100 Hz peak than a similar 2-min burst). Due 
to the appearance of multiple harmonics in the Fourier spectrum 
for complex waveforms, only the ﬁ  rst (leftmost) peak in a series of 
equally-spaced peaks was chosen. This limited the number of peaks 
per cell in Figure 2E and did not include the double-frequency 
shifting as described in Section “Analysis of Calcium Frequency 
via Pharmacological Activation”, and can therefore be described 
as under-estimating the true frequencies in the system.
Spectrograms were implemented by using windows of 2–3 s 
length, with a 10% overlap between windows, on recording seg-
ments of 1–4 min length. The spectrograms were chosen to begin 
(zero time) 3 min after the introduction of the drugs to the reser-
voir, so as to capture the initial effect of the drug interaction with 
the cell, and were typically done at least 3–7 min after whole-cell 
patch conﬁ  guration. Each frequency band for the spectrograms 
was veriﬁ  ed on a cell-by-cell basis, to ensure that no segment of 
the calcium frequency was missed.
Simulations were implemented entirely in Matlab using the basic 
signal processing toolbox. Switching waves were modeled as digital 
square waves; Ca2+ spikes were modeled as half-sawtooth waveforms, 
with the negative fraction of the waveform deleted; Na+ spikes were 
modeled similar to action potentials (as doublets, the differential of 
delta functions), with an added modulation of the frequency, being 
FM to the Ca2+ spikes such that f(Na+) = f(Na+
initial) + t·f(Ca2+). The 
overall signal was combined using the concepts in Figure 2C, with 
logical AND and OR operators combining the signals. Frequencies 
used in the model were based on the experimental data. Random 
temporal drifts and Gaussian noise were added to all waveforms to 
simulate a biological system, and the temporal drift in the frequen-
cies seen in our recordings.
Frequency tracking of the Calcium spikes in Figure 6 was imple-
mented using a custom-code in Matlab where the average period in 
a 2–5 s window was measured in intervals of 1–5 s. In each window, 
the period was counted from the beginning of a burst of Na+/Ca2+ 
spikes until the next such burst, effectively counting the on/off 
ratios. Due to the overlap in windowing, there is an overlap in the 
data near the regions between transitions of the two light inputs, 
which was taken into account in the quantitative analysis.
RESULTS
PURKINJE CELL OUTPUT SHOWS CELL-DEPENDENT VARIATIONS
Recordings obtained from current-clamped PCs indicate a variety 
of cell-dependent ﬁ  ring patterns, consistent with previous reports 
(Womack and Khodakhah, 2004; McKay et al., 2007). Four repre-
sentative PC ﬁ  ring patterns are shown in Figures 1A–D. A typical 
output displays high frequency (30–300 Hz) Na+ spikes, low fre-
quency Ca2+ spikes (∼1–15 Hz) and sub-Hz patterned oscillations 
(Llinás and Sugimori, 1980; Chang et al., 1993). Typically, these 
spikes can be grouped into Simple Spikes (SS) consisting entirely 
of Na+ spikes, or into Calcium Spike bursts (CaS), which consist 
of a combination of Na+ and Ca2+ spikes. This is not to be confused 
with the single Calcium spike event known as the “complex spike”, 
which is a single burst of Na+ spikes on a single Ca2+ spike; (Llinás 
and Sugimori, 1980). PCs can ﬁ  re incessant trains of SS, with little 
variation in spike frequency (Figure 1A), over long periods of time. 
Shorter segments of SS can also be divided into bursts of SS, with 
“random” pauses between bursts (Figure 1B). Additionally, a subset 
of PCs display a unique ﬁ  ring pattern known as the “trimodal” state Frontiers in Neural Circuits  www.frontiersin.org  May 2010  | Volume 4  |  Article 13  |  4
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FIGURE 1 | Examples of Purkinje cell ouput. (A) A simple spiking cell, 
consisting entirely of high frequency Na+ spikes. (B) Mostly Na+ spike bursts, 
separated by near-random pauses. (C) A trimodal state, consisting of a tonic 
segment of simple spikes (the upswing of each pattern), followed by a period of 
Ca2+ spike bursts (both Na+ and Ca2+ spikes), and ending in a quiescent period, in 
a highly cyclic pattern. (D) Bursts of Na+/Ca2+ spike bursts, separated by pauses. 
(E,F) Application of the Na+ channel blocker, TTX, removes the Na+ spikes, 
leaving either a quiescent recording (E), or bursts of Ca2+ spikes (F).
(Womack and Khodakhah, 2004; Loewenstein et al., 2005; McKay 
et al., 2007), where an initial tonic SS section is immediately fol-
lowed by a volley of CaS, and subsequently followed by a quiescent 
period (Figure 1C), or a bimodal state without the initial tonic SS 
period and consisting entirely of bursts of CaS followed by periods 
of quiescence (Figure 1D). The two latter patterns are typically 
cyclic, with long (>10 s) periods (Chang et al., 1993). Cells also 
switch between ﬁ  ring patterns over time, even without any external 
stimulation, so that combinations of these four ﬁ  ring patterns can 
be seen in a single cell recording. While a PC will ﬁ  re spontaneously 
without synaptic activation, application of tetrodotoxin, (TTX, 
1 µM) abolishes the Sodium frequency by blocking Na+ channels, 
leaving either a quiescent signal (Figure 1E) or a signal consisting 
entirely of Ca2+ spikes and pausing combinations (Figure 1F).
DEFINITION OF THE SWITCHING FREQUENCY
The recurrence of large, periodic pauses in the PC signal is appar-
ent in many signals. Long, recurrent pauses have been described 
in synaptically driven switching of the PC between states of qui-
escence and activity (“off” and “on” states, respectively) (Chang 
et al., 1993; Loewenstein et al., 2005; Rokni and Yarom, 2009). 
The frequency at which such switching occurs is hereby deﬁ  ned 
as a “Switching” frequency that can be analyzed separately from 
the Sodium and Calcium frequencies. When viewing a recording 
at large time-scales, the Switching frequency appears as a square-
wave, with the “on” cycle appearing as a burst of ﬁ  ring (the “dark” 
regions in Figures 1B–D,F). The Switching frequency’s period can 
be measured from the beginning/end of an “on” state to the next (or, 
conversely, between consecutive “off” states). Since the Switching 
frequency is not known to be associated with a particular ion chan-
nel, it is only seen in conjunction with the Na+ and Ca2+ spikes, 
and can only be deﬁ  ned in a ﬁ  ring cell. It also remains outside the 
general range of oscillation frequencies analyzed in the cerebellum 
(Maex and De Schutter, 2005; De Zeeuw et al., 2008).
PURKINJE CELL OUTPUT CAN BE DEFINED BY THREE INDEPENDENT 
FREQUENCIES
The interplay between the three frequencies is more than simply an 
additive combination, and can be described in terms of Amplitude 
and Frequency Modulations (AM and FM). Figure 2A displays a 
generic, artiﬁ  cial, decomposition of a nested signal that is made up 
of a combined AM + FM signal, and illustrates the different under-
lying frequencies, with each panel being a close-up of the one above 
it. The overlying Switching frequency (red, top panel) represents a 
form of AM, where the pulses of the underlying Envelope frequency 
(blue) are modulated to the amplitude (i.e., on/off) of the Switching 
frequency, and lie within each “on” state of the square-wave. Each 
Envelope (blue, middle panel) frequency cycle modulates the carrier 
frequency (green, bottom panel), whereby the rising amplitude of 
the Envelope corresponds to a transient rise in the frequency of the 
Carrier signal (FM). The ﬁ  nal output of the system is manifested 
in the form of the Carrier signal, with the information transmitted 
being a function of all the frequencies involved in its modulation. 
Figure 2B describes a nearly identical version of this simpliﬁ  ed 
frequency decomposition using a representative PC output record-
ing containing these three frequencies. Here, the Na+ spikes (green, 
analogous to the Carrier signal) are frequency modulated to each 
Ca2+ spike (blue, analogous to the Envelope frequency), which fur-
ther lie within larger AM Switching pulses (red).
The three frequencies described above can be combined in a 
logical circuit block diagram as illustrated in Figure 2C. In this 
simpliﬁ  ed circuit, Sodium and Calcium frequencies can   function Frontiers in Neural Circuits  www.frontiersin.org  May 2010  | Volume 4  |  Article 13  |  5
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individually (“OR”) or be combined as an FM signal, and are nested 
within the Switching frequency (“AND”) such that the Switching 
frequency modulates segments of quiescence and ﬁ  ring. While 
this circuit diagram serves as a useful way for describing the three 
frequencies and their combinatory aspect, the experimental sub-
stantiation for the existence of these three frequencies is seen in 
the FFT of a PC output signal (Figure 2D. The power spectrum 
is the absolute value of the Fourier transform). Long segments of 
signal are required to obtain a visible peak in the Switching fre-
quency regime, which can be as long as 45 s (i.e., requiring at least 
450 s of recording for an unambiguous FFT representation of the 
signal). The three frequencies exist in non-overlapping regions of 
the frequency spectrum, with the Sodium frequency typically in the 
order of 30–300 Hz; Calcium frequency at 1–15 Hz, and Switching 
frequencies at less than 1 Hz. Peaks in the spectra signify an inherent 
frequency in the system; however, artifacts due to higher-harmonics 
of the frequencies may lead to additional peaks as well.
The three frequencies appear in various combinations in PC 
recordings, with the sole exception that the Switching frequency 
does not appear by itself (six combinations in total). These com-
binations can be seen in the frequency spectra of different cells: 
Peaks in the spectra (such as Figure 2D) reveal the existence of 
each frequency in the recording, and broadening of the peaks sig-
niﬁ  es a temporal drift in frequency values. By selecting peaks in 
the FFTs (see Materials and Methods, Section Harmonic Oscillator 
Statistics) of n = 33 cells, the three described frequency bands can 
be seen in the scatter plot of Figure 2E, and the corresponding 
histogram in Figure 2F. The Sodium frequency consists of high 
frequency (>30 Hz) spikes; the Calcium frequency exists in a range 
between 1 and 15 Hz, as has been described before (Womack and 
Khodakhah, 2004; McKay et al., 2005); the Switching frequency is 
in the sub-1 Hz region (Llinás and Sugimori, 1980; Chang et al., 
1993) with spectra typically displaying more than one peak in this 
region as a result of artifacts due to the non-symmetrical aspect of 
the on/off cycles (i.e., square-wave-like waveform).
In this population of cells (n = 33, in Figures 2E,F), the Sodium 
frequency band could always be seen (green) at high frequencies, 
in every FFT, but with a wide distribution (i.e., large FWHM, see 
below). The Calcium frequency (blue) was apparent in n = 16/33 
cells, and a Switching frequency peak (red) was seen in n = 16/33 
cells. Most of these cells had small peaks in the FFTs for the Calcium 
and Switching peaks (2 > Q > 0.5), signifying local variations in 
time (local drift) and fraction of the 7 min recording in which they 
occurred. There was no overall drift due to the whole-cell patch, 
with the results presented here quite similar to those presented by 
others using extracellular recording methods (see also: Womack 
and Khodakhah, 2002, 2004, reporting trimodal states for up to 
2 h). The Switching and Sodium frequencies are distinct from the 
Calcium frequency in that their frequency bands encompass more 
than one order-of-magnitude. While there is no overlap between the 
FIGURE 2 | Frequency decomposition of the Purkinje output. (A) A generic 
signal displaying three nested frequencies; The Switching frequency (red) 
Amplitude Modulates (AM) an Envelope frequency (blue), which further 
Frequency Modulates (FM) the Carrier frequency (green). Each panel is a close-
up of the segment above it. (B) A recording from a Purkinje cell, showing a 
similar modulation pattern as in (A), with the Switching, Calcium and Sodium 
frequencies. (C) A simpliﬁ  ed block diagram describing the combinatory aspect 
of the Purkinje cell output using a logical circuit synthesis. (D) Fourier transform 
(power spectrum) of the signal in (B), clearly displaying the three fundamental 
frequencies as isolated peaks in the spectrum. (E) Location of the major peaks 
detected in the Fourier transforms of n = 33 cells (7 min recordings for each, 
with no pharmacological agents applied). The three frequency bands are split 
into the Switching (red, circles), Calcium (blue, triangles) and Sodium (green, 
squares) ranges. Note the possible overlap in the Switching and Calcium 
frequencies, and that the y-axis is logarithmic. (F) Histogram of the data in (E) 
displaying the 3 frequency bands.Frontiers in Neural Circuits  www.frontiersin.org  May 2010  | Volume 4  |  Article 13  |  6
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Calcium and Sodium frequency bands, the Switching and Calcium 
bands overlap at ∼1 Hz, leading to ambiguity in distinguishing 
the two in the range of 0.5–1 Hz. In these cell recordings the fre-
quency bands from the data were: Sodium: 85 ± 50 Hz; Calcium: 
1.6 ± 0.9 Hz;  Switching:  0.18 ± 0.13 Hz  (±standard deviation), 
with respective quality factors of: QNa = 3.1 ± 2.2; QCa = 7.2 ± 9.6; 
QSw = 7.4 ± 6. The range for the Switching frequency is limited here 
by the resolution of the FFT at frequencies below 0.1 Hz. The large 
standard deviation for each frequency and respective quality factor 
signiﬁ  es the wide variation between cells. In addition, the quality 
factor is dependent upon the amount of time the frequency existed 
within the 7 min recording; thus, certain segments of the record-
ing can show extremely high Q for short times when measured 
independently (for example, the latter half of a trimodal state can 
result in QCa > 40 for over a minute of recording).
SIMULATION OF PURKINJE CELL OUTPUT USING A SIGNAL 
PROCESSING MODEL
The three frequency AM/FM signal description is easily emulated 
in a computer simulation of the signal, which uses only basic sig-
nal processing tools. By combining the three frequencies, a signal 
similar to than shown in Figure 2B is obtainable, as is presented 
in Figure 3A. Random Gaussian noise and random temporal fre-
quency ﬂ  uctuations were added to the three fundamental frequen-
cies to broaden the peaks in the signal’s FFT (Figure 3B), to more 
realistically emulate a physiological signal. The temporal drift was 
low (<10%, per frequency), with the values taken from our experi-
mental results, and which match previously reported values for 
these frequencies (Womack and Khodakhah, 2004; Achard and 
De Schutter, 2008) (frequencies displayed in the ﬁ  gure: 0.02, 7 and 
110 Hz for the Switching, Calcium/Envelope and Sodium/Carrier 
frequencies, respectively). The Sodium peak in the spectrum is 
broadened by the frequency modulation as well, such that the 
Sodium frequency peak consists of the initial Sodium frequency, 
as well as side-lobes at the Calcium frequency (i.e. for fCalcium = 7 Hz 
and fSodium = 100 Hz, the Sodium peak will consist of peaks at 93, 
100 and 107 Hz, as in Figure 3C, left).
MODULATION OF THE SODIUM FREQUENCY BY THE 
CALCIUM FREQUENCY
The modulation of the Sodium frequency to the Calcium  frequency 
is visible in the FFT of a recorded signal, appearing as Upper and 
Lower Side Bands (USB/LSB), offset from the Sodium/Carrier 
  frequency peak. In a pure FM system (Figure 3C, Left, simulated), 
the USB/LSB appear in multiple harmonics away from the central 
peak such that the peak consists of: fSodium + n·fCalcium − n·fCalcium (with 
n = 1,2,3,…) (Oppenheim and Willsky, 1983). These harmonics 
typically have lower amplitudes in the frequency spectrum than 
the central peak at fSodium. The higher harmonics of the modulation 
(viz. all n ≥ 2) are visible as a function of the degree of modulation 
FIGURE 3 | Simulated output signal and frequency modulation, using the 
three frequency model. (A) Reproduction of the signal displayed in Figure 2B. 
Inset: Close up of the simpliﬁ  ed Ca2+ spikes (simulated as sawtooth waveforms) 
with FM Na+ spikes, at the end of a Switching cycle. (B) FFT of the signal in (A). 
The three frequencies used were physiologically relevant, as described in the 
text. Broadening of the peaks is due to Gaussian noise and temporal ﬂ  uctuations 
(<10%) modeled into the signal. (C) FM spectra of the Sodium signal in (A) with 
and without the noise added (Left and Right, respectively). Modulated Sodium 
frequencies include both Upper and Lower Side-Bands (USB/LSB). Noisy signals 
produce multiple peaks, convoluting the appearance of the side-bands, and 
widening the frequency bandwidth of the Sodium frequency. (D) 20 s signal 
from a Ca2+ spiking cell; Inset: Close up of Ca2+ bursts with FM Na+ spikes. (E) 
Spectra of signal in (D), displaying a clear Calcium frequency peak at 5.9 Hz. The 
Full-Width at Half Maximum provides the error of ± 0.4 Hz. (F) Close up of the 
Sodium frequency range in (E). Each set of peaks is color coded to display the 
central Carrier frequency, along with its USB and LSB, demonstrating the 
expected modulation frequency offsets of ∼5.9 Hz. The leftmost black peak can 
be seen as a second order harmonic of the red peaks, at a distance of 11.8 Hz 
from the central red peak. Overlapping peaks distort the amplitude of each peak, 
preventing quantitative analysis of the modulation.Frontiers in Neural Circuits  www.frontiersin.org  May 2010  | Volume 4  |  Article 13  |  7
Abrams et al.  Purkinje cells exhibit characteristic frequencies
such that at low levels of modulation only the ﬁ  rst set of USB/LSBs 
are visible. In a noisy system, or one with varying envelope and 
carrier frequencies, it may be difﬁ  cult to distinguish between the 
harmonics and central peaks of the Carrier (Figure 3C, Right). In 
addition, a system with combined AM and FM will result in a shift in 
the amplitudes of the USB and LSB in the Fourier spectrum, which 
would otherwise be of equal height in a pure FM system. Sampling 
of the signal must be above the Nyquist frequency (2·bandwidth) 
in order to prevent additional peak artifacts to appear in the spec-
trum as well.
The Frequency modulation of the Sodium frequency to the 
Calcium frequency can be seen in segments of recorded signal out-
put. Figure 3D displays a 20 s recording of a PC ﬁ  ring clear CaS, 
activated via kainate application (as described in Section Low Level 
Activation of the Purkinje Cell Reveals Calcium Frequencies below). 
When viewing the full FFT (Figure 3E), a clear Calcium peak can be 
seen (here at 5.9 Hz) along with the associated harmonic artifacts, 
and the Sodium frequency appears as a broad band (centered at 
∼150 Hz). The width of the Calcium peak displays the variation 
of the frequency over time (FWHM of 0.4 Hz, which is related to 
the standard deviation). The modulation of the Sodium frequency 
is apparent only when closely examining the Sodium frequency 
band in detail. Figure 3F displays the Sodium frequencies color 
coded to emphasize the probable USB/LSB of each peak. Overlap, 
or superposition, of the peaks causes the distortion of the true 
amplitudes of each peak. Due to the varying nature of the Sodium 
and Calcium frequencies, it is non-trivial to ascertain the degree 
of modulation in the system, with only ﬁ  rst order USB/LSBs being 
distinctly visible as near-constant offset side bands (of 5.9 Hz). 
Higher harmonics of the FM signal consist of additional peaks 
in the spectrum, further complicating the distinguishing of the 
individual peaks. The small degree of additional AM of the Sodium 
frequency (apparent in the small upswing of the Na+ spikes in the 
inset of Figure 3D) adds asymmetry to the USB/LSB as well. This 
is demonstrated in the red set of peaks in Figure 3F (centered at 
143.7 Hz), which display both an asymmetry of the USB/LSB, and 
a possible 2nd order peak on the left-hand side of the spectrum (at 
143.7–2·5.9 ≈ 132 Hz, in black).
ANALYSIS OF CALCIUM FREQUENCY VIA 
PHARMACOLOGICAL ACTIVATION
The Calcium frequency range described in Section “Purkinje Cell 
Output can be Deﬁ  ned by Three Independent Frequencies” for non-
pharmacologically affected PCs (1.6 ± 0.9 Hz, see also De Zeeuw 
et al., 2008) is lower than that described for CaS in other reports 
(Womack and Khodakhah, 2002; McKay et al., 2005). Attributing the 
CaS to the delta or theta oscillation bands, known from other regions 
of the brain (Buzsáki and Draguhn, 2004; De Zeeuw et al., 2008), is 
therefore ambiguous. To address this issue, we selectively activated 
the CaS in PCs in vitro using various pharmacological agents, and 
analyzed the inherent CaS ﬁ  ring capabilities of the PCs.
LOW LEVEL ACTIVATION OF THE PURKINJE CELL REVEALS 
CALCIUM FREQUENCIES
Since the threshold of the Ca2+ spikes is a few mV higher than the 
Na+ spikes (5–15 mV), a low level depolarization of the PC will arti-
ﬁ  cially induce the activation of the Calcium frequency, in addition 
to the lower-threshold Sodium frequency (Häusser and Roth, 1997). 
Therefore, a low level activation of the PC can be used to investigate 
the behavior of the Calcium frequency. In PCs, excitatory ionotropic 
synaptic transmission occurs primarily via the AMPA receptors, with 
kainate receptors being the minority (≤5%) of ionotropic Glutamate 
Receptors (iGluRs) (Häusser and Roth, 1997; Huang et al., 2004). 
The current induced by kainate receptor activation is ∼5% of the 
overall current typically obtained upon full glutamatergic activation, 
and therefore, by selectively stimulating only the kainate receptors, 
one can activate the CaS without overwhelming the cell. Moreover, 
it is known that Calcium permeates kainate receptors (Brorson 
et al., 1992). The activation of kainate receptors is possible either 
through a selective kainate receptor agonist (ATPA, 1–15 µM), or a 
combination of glutamate and AMPA antagonist (MSG and GYKI 
at 100, 10 µM, respectively). Low dosages of AMPA agonist (5-FWD, 
0.1 µM, n = 6 cells) or MSG (100 µM) alone induces a fast acting 
depolarization block that renders the cell incapable of ﬁ  ring, with 
the membrane potential pegged at ≈−45−40 mV, and is therefore 
not useful for measuring the CaS over time.
Application of the kainate receptor agonist ATPA (1–15 µM) 
induces the ﬁ  ring of CaS in all cells measured (100% activation of 
CaS in n = 38/38 cells), regardless of the ﬁ  ring pattern exhibited 
before the application of the agonist (as illustrated in the transition 
between Figures 4A,B). The Sodium frequency could be removed 
by the additional (or prior) application of TTX (1 µM), in which 
case only the underlying CaS remain (Figure 4C). The addition of 
ATPA to a cell causes it to ﬁ  re CaS for 1–3 min before undergoing 
a depolarization block (at ∼−40 mV), at which point the cell no 
longer ﬁ  res. This depolarization block could be removed by adding 
the ionotropic glutamate receptor blocker, DNQX (10 µM), which 
reverts to a combined SS/CaS ﬁ  ring mode (Figure 4D), suggesting 
that the cell was not irreversibly affected by the induction of CaS, 
and could still ﬁ  re in the frequency ranges seen prior to the kainate 
receptor activation. Application of the GABAA and GABAC receptor 
blockers, GABAzine (10 µM) and picrotoxin (PTX, 100 µM), and 
the glycine receptor blocker, strychnine (1 µM), did not signiﬁ  -
cantly affect ATPA induced CaS (n = 15 cells, p > 0.5 two sample, 
unequal variance t-test), suggesting that this effect is not mediated 
by inhibitory interneurons.
THE CALCIUM FREQUENCY IS CENTERED AT 6 HZ AND SHOW 
TIME-DEPENDENT TRANSITIONS
The distribution of frequencies of CaS was reliably obtained by 
stimulating kainate receptors using a variety of drug combinations 
(See Materials and methods). We report that this distribution of fre-
quencies is centered at 6 Hz (6.3 ± 3.5 Hz, Figure 3E, n > 30 cells, with 
data points taken from the FFTs). The Calcium frequency appears to 
be cell dependent, and lies near a similar band to the theta frequency 
(4–10 Hz) seen in other cortical systems (Buzsáki and Draguhn, 2004; 
De Zeeuw et al., 2008). The distribution of frequencies is not affected 
by the co-application of inhibitory receptor blockers (such as PTX). 
However, there does appear to be a rightward shift of frequencies 
when applying TTX (n = 4 cells, p < 0.031 two-tailed KS test), as has 
been previously reported (Womack and Khodakhah, 2004).
The precise frequency of the CaS is not constant, and changes 
over time, within the Calcium frequency band range. This can be 
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the Calcium frequency region, beginning at the time the ATPA took 
effect, displayed in a representative spectrogram in Figure 4F. The 
spectrogram displays the peaks in the FFT as a function of time for a 
given frequency range, and shows variations in peak frequency over 
time. Each row (in time) of the spectrogram represents a segment of 
the FFT within the time slot, with the width of each row required to be 
at least ∼10 cycles of the period under analysis (i.e, for a 7 Hz signal, 
each time window must be at least 10·1/7 s ≈ 1.4 s). Discontinuities 
and shifts in the frequency over time were seen in all cells measured 
with the Calcium frequency activation experiments.
FREQUENCY DOUBLING AND STEADY-STATE DECAY OF THE CALCIUM 
FREQUENCY
The shifts in the Calcium frequency over time seen in the spec-
trograms display two distinct phenomena: discontinuities in the 
spiking frequency, and the gradual decay to a steady-state (constant) 
spiking frequency value.
Figures 5A,B present spectrograms displaying abrupt disconti-
nuities in the frequency. In cells showing these discontinuities, the 
frequency usually jumped to a frequency exactly double the initial 
frequency (n = 8/19 cells, with ATPA). This frequency doubling is 
not an artifact of the STFT technique, which can also display mul-
tiple harmonics of a signal, but is seen in the time domain as well. 
This is demonstrated in Figure 5C, which displays the doubling of 
the Calcium frequency as a splitting of the CaS (which include AM 
Na+ spikes) into two, within a short (<2 s) transition time, during 
which both frequencies exist in the cell.
Figures 5D,E present spectrograms displaying a decay from an 
initial spiking frequency to a steady-state. This frequency transi-
tion involves a single-exponential decay from a higher Calcium 
frequency to a lower one, and remaining at that constant level. In 
these cells (n = 9/19, with ATPA), the average time constant was 
found to be τ = 8.2 ± 2.6 s, with an average change in frequency of 
Δf = 4.6 ± 2.8 Hz, as measured assuming an exponential decay [i.e. 
assuming a function proportional to: fCa – Δf·exp(–t/τ)]. Some cells 
(n = 6/19) exhibited both the frequency doubling and an exponen-
tial decay phenomena simultaneously (Figure 5F).
The dynamic transitions described here show the deviations 
the Calcium frequency can have away from its central range (fCa 
centered around 6 Hz, from Figure 4E), with some cells displaying 
FIGURE 4 | Calcium frequency analysis via low-level depolarization 
using kainate receptor agonists. (A) Control cell displaying simple spikes 
only. Top: current-clamped recording; Bottom: Fourier spectrum. (B,C) Adding 
a kainate receptor agonist, ATPA (15 µM) induces Ca2+ spikes in all cells, 
showing Ca2+ spike bursts in most cells (B), or only Ca2+ spikes in cells 
pretreated with 1 µM TTX (C). (D) The blocker DNQX (10 µM) reverts cells 
back to a state of combined Na+ and Ca2+ spikes (n = 14/21 cells). (E) Histogram 
displaying the range of Ca2+ spikes induced via low-level depolarization of 
kainate receptors, giving a frequency distribution centered at ∼6 Hz (n = 38 
cells). Both ATPA and ATPA + PTX give the same distribution, thereby excluding 
the effects of inhibitory interneurons. ATPA + TTX appear to shift the Calcium 
frequency to the right. (F) A 3D spectrogram displaying the dynamic changes in 
the Calcium frequency over time, after the application of ATPA. Each row (in 
time) represents a 3 s FFT, centered on the Calcium frequency. Green 
signiﬁ  es a local peak in the Calcium frequency spectrum, as a function 
of time.Frontiers in Neural Circuits  www.frontiersin.org  May 2010  | Volume 4  |  Article 13  |  9
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more than one fundamental frequency occurring in the same time 
window (n = 4/19 cells). These phenomena are some of the reasons 
the Calcium frequency peak in the FFT will appear broader and 
asymmetric, with the asymmetry caused by the tail of the expo-
nential decay broadening the frequency peaks.
THE SWITCHING FREQUENCY AND PAUSES IN PURKINJE CELL 
RECORDINGS
The cyclical patterns seen in PC recordings leads to the deﬁ  ning of 
the Switching frequency as an inherent, fundamental frequency of 
the PC. This frequency has not been well characterized in the past 
(Chang et al., 1993; Maex and De Schutter, 2005; De Zeeuw et al., 
2008), and signiﬁ  es the possibility of a pace-making function of the 
PC in cerebellar circuitry (Jacobson et al., 2008; Rokni et al., 2009). 
The Switching frequency would adequately describe the existence 
of cyclical bimodal and trimodal states, as well as other repetitive 
pausing seen in PCs (as in Figure 1), since the repetition of pausing 
would merely be the “off” state of a Switching cycle. This assumes 
a cyclical pattern to the Switching frequency, which we have shown 
to be the case in many cells in vitro. The ability of synaptic inputs 
to modulate these pauses (Loewenstein et al., 2005; Hong and De 
Schutter, 2008) adds a possible asynchronous method of changing 
the modulatory pattern of the Switching frequency, adding to the 
apparent “randomness” of measured PC signals in vivo (Keating 
and Thach, 1997; Kitazawa and Wolpert, 2005; Schonewille et al., 
2005; Hakimian et al., 2008). Describing the pauses in the PC signal 
as stochastic in origin would elucidate both the broadening of the 
peaks in the FFTs of the Switching frequencies, and would explain 
why it is not always seen: only 16 of the 33 cells in Figure 1E had a 
measureable peak. However, of these 16, 84% had a quality factor 
(Q ≡ fpeak/FWHM) of over 2 (n = 14/16 cells) and 25% (n = 4/16 
cells) had a Q of over 5. In the harmonic oscillator description of 
the PC, having a high Q (Q > 1/2) signify the ability to oscillate 
without dissipation.
PHOTO-SWITCHING THE CALCIUM AND SWITCHING FREQUENCIES
Using a newly developed, highly speciﬁ  c, reversibly photo-switch-
ing kainate receptor agonist (see Materials and methods, Volgraf 
et al., 2007), we were able to modulate the Calcium and Switching 
frequencies by modulating the light input onto the cell (n = 3 cells 
with 50 µM of agonist alone; n = 9 with 100 µM agonist, 1 µM TTX 
and 10 µM GYKI). As described above, there is a link between acti-
vating the kainate receptors on a PC (using pharmacological agents 
such as ATPA) and the Calcium frequency. This is possibly due to 
the permeability of Ca2+ via kainate receptors (Brorson et al., 1992), 
and the large number of kainate receptors on a PC (Wisden and 
Seeburg, 1993). Using this photo-switchable agonist, the Calcium 
and Switching frequencies were externally modulated.
Using the photo-switchable agonist alone (n = 3) and switching 
the wavelength of light illuminating the cell through the microscope 
from cyan (500 nm) to UV (380 nm), the PC exhibits a change in 
frequency of the CaS (Figures 6A,B). In 10-s illumination of UV, the 
Calcium frequency is increased, resulting in more CaS (Figure 6B, 
right), followed by a decrease in 10 s of cyan light. For the cell record-
ing displayed in Figure 6B, the cell was ﬁ  ring CaS before the photo-
switching (in the presence of 50 µM of the photo-switchable agonist) 
at a rate of 1.18 ± 0.23 Hz, and during the UV illumination period, 
at a rate of 1.88 ± 0.37 Hz (p < 0.01, two tailed t-test). Comparing 
the cyan and UV showed a distinct difference, with a 2 Hz change in 
CaS frequency between the two regions (p < 0.01, two-tailed t-test, 
ignoring the overlap between windows), displaying the range of 
modulation of the Calcium frequency in this cell.
FIGURE 5 | Calcium frequency transitions. (A,B) Spectrograms displaying 
discontinuities in the frequency, with a frequency doubling of the Ca2+ spikes. 
Arrow represents the frequency doubling. (A) Shift from 4.5 to 9 Hz; (B), shift from 
7 to 14 Hz. (C) Time-domain recording of the transition point between the two 
frequencies occurring in (A). (D,E) Spectrograms displaying a transient decay to a 
steady state frequency. (C) τ = 7 .2 s; (D) τ = 8.1 s. The second harmonic artifact of 
the Ca2+ spikes is distinctly visible in (A,B and D). (F) A spectrogram displaying both 
a frequency doubling, followed by a steady-state recovery transient.Frontiers in Neural Circuits  www.frontiersin.org  May 2010  | Volume 4  |  Article 13  |  10
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Using the photo-switchable agonist while simultaneously 
blocking Na+ channels with TTX (1 µM) and AMPA receptors 
via GYKI (10 µM) blocked the Sodium frequency completely, and 
resulted in the CaS completely following the photo-induced mod-
ulation (Figure 6C,D, n = 9). As demonstrated in Figures 6C–F, 
before illuminating the cell with 5 s cyan/5 s UV, the cell ﬁ  res 
CaS at a wide range of frequencies between 1–3 Hz (Figure 6E, 
dotted black line). During cyan illumination, there is a cessa-
tion of ﬁ  ring, and during UV illumination, the cell ﬁ  res CaS at 
a higher frequency (3.36 ± 0.33 Hz during UV as opposed to 
1.5 ± 0.62 Hz before illumination). The spectrogram in Figure 6C 
plots the shifts in frequency over time, along with the peak fre-
quency (black triangles). A FFT of the region before and during 
illumination (Figure 6E, 60 s each) displays the shift in Calcium 
frequency, however it does not clearly display the additional 
photo-modulation. The external Switching modulation applied 
here was 10 s (5 s cyan = off/5 s UV = on), and the cells always 
followed the external modulation almost perfectly (in the cell in 
Figures 6C–F, the Switching frequency during the illumination 
period is 10.6 ± 1.36 s).
Modulation of the Calcium frequency is possible since the 
compound is reversible, allowing us to inspect the effects of kai-
nate receptor activation in a way that pharmacological appli-
cation of traditional kainate agonists cannot. For any cell, we 
were able to alternate between rapid ﬁ  ring in UV and slower/no 
 ﬁ ring in cyan by switching the illumination wavelength. The cells 
would revert to the slower Calcium frequency after the light was 
turned off, with the Calcium frequency always being less in the 
dark than the UV, and more than the Cyan (p < 0.01 for both, as 
described above).
DISCUSSION
Our work here describes the Purkinje cell in terms of its funda-
mental frequencies. This approach is based on signal process-
ing analysis, assuming an oscillatory behavior of the PC output. 
Using tools such as FFTs, we are able to distinguish three intrin-
sic frequencies in the PC output – the Sodium, Calcium and 
Switching frequencies, show some of the modulatory effects of 
these frequencies upon one another, and demonstrate modula-
tion of the frequencies upon external input. These frequencies are 
quite apparent in in vitro preparations, and point to the natural 
harmonic oscillator capabilities of the PC irrespective of its syn-
aptic inputs, which may make the detection of such frequencies 
difﬁ  cult in synaptically active in vivo preparations (Keating and 
Thach, 1997).
The important aspect of the FFT studies is in the frequency 
range involved: Typical studies of the cerebellum have focused 
on frequency ranges that have been similar to those seen in corti-
cal networks (Keating and Thach, 1997; Maex and De Schutter, 
2005; De Zeeuw et al., 2008), and for the most part, the sub-Hz 
FIGURE 6 | Reversible photo-switching of the calcium frequency. (A) 
Frequency tracking the Calcium frequency range of a cell in 50 µM of the 
reversibly photo-switchable kainate receptor agonist, with 10 s cyan, 10 s UV 
illumination (500 and 380 nm, respectively; shaded region). The Calcium frequency 
rises under UV illumination, and generally decreases in cyan illumination. (B) 
Recording of the cell during the 10/10 illumination pattern is delineated in the 
dotted box in (A), displaying the frequency change. (C) Spectrogram of the 
Calcium frequency before (0–60 s) and during (60–120 s) illumination with 5 s 
cyan/5 s UV, in the presence of 100 µM photo-switchable agonist, 1 µM TTX and 
10 µM GYKI. Black triangles mark the peak position of the Calcium frequency. (D) 
Recording of the cell, displaying the illumination pattern. The time scale matches 
that of (C). (E) Fourier spectrum of the Calcium frequency before (dotted black 
line) and during (solid blue line) illumination, displaying the rightward shift in Ca2+ 
spikes during (UV) illumination. This spectrum does not provide information on the 
Switching frequency (out of range). (F) A single burst of Ca2+ spikes during one of 
the UV illumination cycles in (D).Frontiers in Neural Circuits  www.frontiersin.org  May 2010  | Volume 4  |  Article 13  |  11
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range has been ignored in nearly all studies of the PC, which 
requires long segments of recording to analyze. However, even in 
studies with long recordings (Keating and Thach, 1997; Womack 
and Khodakhah, 2002, 2004; McKay et  al., 2007; Hakimian 
et al., 2008) the range of frequencies studied has typically been 
focused upon higher frequencies, typically in order to associate 
the rhythms seen in the cerebellum with those in the cortex (De 
Zeeuw et al., 2008).
CALCIUM FREQUENCY
The Calcium frequency is here described as being in the range 
of ∼1–15 Hz, with lower frequencies seen in control studies with 
no pharmacological agents and higher ones in the presence of a 
kainate receptor agonist. This range of CaS has been previously 
been reported in in vitro preparations (Womack and Khodakhah, 
2004; McKay et al., 2005; Achard and De Schutter, 2008), however 
this is the ﬁ  rst time it has been shown how easily the CaS can 
be activated by kainate receptors (100% activation of CaS). Our 
studies show that this frequency is time dependent, with double-
frequency shifting and the steady-state decay in the ATPA studies, 
and up-shifting of frequency in the photo-switchable agonist stud-
ies. The frequency doubling described here appears to be the ﬁ  rst 
of its kind in any neuronal system, and its signiﬁ  cance is therefore 
unknown. This doubling occurred only in the continual presence 
of ATPA, suggesting that it may not be seen in in vivo recordings, 
where such high dosages of kainate activation may not occur, but 
has yet to be studied.
The varying of the kainate activation on the cell, as demonstrated 
in the reversibly photo-switchable compound, can explain the vari-
ation in frequencies between the control studies (Figures 2E,F) 
and the ATPA studies (Figure 4E). It can be inferred from these 
experiments that the inﬂ  ux of Ca2+ through the kainate receptors 
(Brorson et al., 1992; Huang et al., 2004), causes a direct increase 
in the Calcium frequency, as demonstrated in the increase in CaS 
during the UV illumination in Figure 6. The effect of modulating 
the Calcium frequency is also shown to have a direct effect on the 
Sodium and Switching frequency, via AM and FM processes, result-
ing in an analog modulation of the ﬁ  nal series of action potentials 
emanating from the PC. Similar forms of AM have recently been 
shown in other systems (Atallah and Scanziani, 2009; Hartwich 
et al., 2009; Mathy et al., 2009), as well as recently in the PC itself 
(Kramer et al., 2008).
SWITCHING FREQUENCY AND BISTABILITY
One of the principal controversies in the study of the cerebel-
lum and the PC is in the existence of bistability of the PC (Rokni 
et al., 2009). The bistability of the PC has been reported as both 
a recurring phenomenon in a small subset of cells (Llinás and 
Sugimori, 1980; Chang et al., 1993; Womack and Khodakhah, 
2004) and also as a function of the climbing ﬁ  ber input onto the 
cell (Loewenstein et al., 2005; McKay et al., 2007; Davie et al., 
2008). However, it was also shown that the bistability is per-
haps a byproduct of the anesthetic used in in vivo preparations 
(Schonewille et al., 2005). Despite this discrepancy, one of the 
predominant claims in cerebellar functional theory is that the PC 
acts within a closed loop circuit with the olivary nuclei (inferior 
olive) acting as a temporal signal generator, and the climbing ﬁ  ber 
acting as a controller signal (Lang et al., 1999; Davie et al., 2008; 
Jacobson et al., 2008; Hong and De Schutter, 2008; Mathy et al., 
2009). A parallel interpretation of PC encoding of information 
focuses primarily on the pauses in the ﬁ  ring rate (Jaeger and 
Bower, 1994; Shin et al., 2007; Steuber et al., 2007). These pauses, 
seen in in vivo recordings as well, are typically not considered to 
be oscillatory in nature.
The results presented here regarding the internal capabil-
ity of the PC to ﬁ  re oscillatory patterns of three fundamental 
frequencies is in contrast to the stochastic ﬁ  ring assumptions 
made by some of these interpretations. Since most of the experi-
mental FFTs displayed in Figure 2E display a high quality fac-
tor (Q > 1/2), assigning a resonance frequency to each cell is 
non-negligible. Pauses in the PC code can therefore be described 
as a function of the modulation of the Calcium and Switching 
frequencies, and not merely stochastic variations of the Sodium 
frequency. Apparent randomness in the pauses can be due to the 
climbing ﬁ  ber input to the PC, which can act as an asynchronous 
reset input for the Switching frequency. This interpretation ﬁ  ts 
well with recent results that directly correlate the climbing ﬁ  ber 
input, bistability and Ca2+ input to the cell (Rokni and Yarom, 
2009), as well as our results here that show that modulation of 
the kainate receptors modulates the PC’s frequencies. The cor-
relation between climbing ﬁ  ber input and the activation of kain-
ate receptors in the PC can perhaps be attributed to the surplus 
of the neurotransmitter release of glutamate from the climbing 
ﬁ  ber, activating both AMPA and kainate receptors (Huang et al., 
2004). This surplus of glutamate will then induce a complex 
spike, which is deﬁ  ned as a high frequency Ca2+ spike envelop-
ing Na+ spikes, using the terminology described in this paper. It 
can therefore be the (asynchronous) synaptic modulation of the 
Switching and Calcium frequencies that imparts the apparent 
randomness of pausing in the PC output. It should also be noted 
that the long time scales of kainate activation here match those 
used in long-term depression activation in the PC-climbing ﬁ  ber 
synapse (30 s) and the frequency of LTD stimulation protocols 
(5 Hz) matches those of the Calcium frequency (Hansel and 
Linden, 2000; Ito, 2001).
An additional question regarding the Switching frequency is 
the biological relevance of its slow cycle period. Slow frequencies 
are known to exist in other regions of the brain (Sanchez-Vives 
and McCormick, 2000; Buzsáki and Draguhn, 2004), but have no 
corollary in the cerebellum. Long bursting cycles are known to exist 
in many different types of neurons with similar time scales, and are 
an intrinsic property of the Hodgkin-Huxley equations (Izhikevich, 
2006). Furthermore, recent in vivo studies of awake, moving rats 
have shown that the Bergmann glial cells, which are involved in 
re-uptake of spillover glutamate (Bellamy, 2006), have slow Ca2+-
driven bursts in the mHz regime (Nimmerjahn et al., 2009), com-
parable to the Switching frequency seen in the PC here.
The results described here have implications towards the deci-
phering of the information ﬂ  ow from the PC in the cerebellar net-
work. Information theory posits that any correlation existing in a 
system reduces the information ﬂ  ow (Johnson, 1980). Therefore, 
the combination of three intrinsic frequencies and their modula-
tion using AM and/or FM limits the total amount of information 
the PC can transmit in terms of individual spikes, if assuming Frontiers in Neural Circuits  www.frontiersin.org  May 2010  | Volume 4  |  Article 13  |  12
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doubling), while also attempting to describe the vast complexity 
of the PC output as being a dynamically modulatable generator 
of harmonic signals.
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a uniform distribution of action potentials (Strong et al., 1998; 
Brunel et al., 2004). Instead, the variation of these frequencies over 
time (Shin et al., 2007) and bursts of ﬁ  ring (Lisman, 1997) can 
provide additional information.
In conclusion, this description of the PC can be described as a 
re-assessment of the PC output in a different space: the frequency 
domain. As demonstrated in this paper, viewing the PC in terms of 
its frequencies sheds light on new phenomena (such as frequency 
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