We consider the problem of estimating a function g in nonparametric regression model when only some of covariates are measured with errors with the assistance of validation data. Without specifying any error model structure between the surrogate and true covariables, we propose an estimator which integrates orthogonal series estimation and truncated series approximation method. Under general regularity conditions, we get the convergence rate of this estimator. Simulations demonstrate the finite-sample properties of the new estimator.
Introduction
Consider the following nonparametric regression model of a scaler response Y on multi-covariates ( ) 
which is always satisfied if, for example, W is a function of X and some X W Z , 1 N j N n + ≤ ≤ + , of so-call validation data independent of the primary (surrogate) sample. We aim at estimating the unknown function ( ) Recently, statistical inference based on surrogate data and a validation sample has attracted considerable attention (see [2] - [13] ), and the above referenced authors developed suitable methods for different models. However, all these works mostly are concerned with the parametric or semi-parametric relationships between covariates and responses, and these approaches are difficult to generalize to nonparametric regression model. [14] and [15] proposed two nonparametric estimators for nonparametric regression model with measurement error using validation data, but their methods are not applicable to our problem since [14] assumes the response rather than the covariable is measured with error, and the method proposed by [15] applies for one-dimensional explanatory variable only.
This article is organized as follows. In Section 2 we propose a regularizationbased method. Under general regularity conditions, we give the convergence rate of our estimator in Section 3. Section 4 provides some numerical results from simulation studies, whereas proofs of the theorems are presented in Appendix. :
Description of the Estimator
which may be trigonometric, polynomial, spline, wavelet, and so on. A discussion of different bases and their properties can be found in the literature (see e.g. [17] , [18] 
The integer K is a truncation point which is the main smoothing parameter in 
, and , .
The operators z T and z T * can then be estimated by
Then estimator (8) has the following form
where { } , 1, ,
Theoretical Properties
In this section, we introduce the assumptions that will be used below to study the statistical properties of the estimator. We shall consider the following assumptions: Assumption (A1) is sufficient condition for z T to be a Hilbert-Schmidt operator and therefore to be compact (see [19] , Theorem 2.34). As a result of 
O N
The proofs of all the results are reported in the Appendix.
Simulation Studies
In this section, we briefly illustrate the finite-sample performance of the estimator discussed above. We compare our estimator to the standard Nadaraya-Watson estimator (denoted as , respectively. We generate 500 datasets for each sample size of ( )
, we used the normalized Legendre polynomials as basis and the standard normal kernel (denote 
where the subscript i − denotes the estimator being constructed without using the ith observation ( ) Moreover, there is a drastic improvement in accuracy by using our estimator over the Nadaraya-Watson estimator; this improvement increases with ρ .
