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Abstract 
This paper presents a numerical method for solving the controlled Duffing oscillator. The method can be extended to 
nonlinear calculus of variations and optimal control problems. The method is based upon constructing the Mth degree 
interpolation polynomials to approximate the state and the control vector using LegendreeGauss-Lobatto collocation 
points. The differential and integral expressions which arise in the system dynamics, the performance index and the 
boundary conditions are converted into some algebraic equations which can be solved for the unknown coefficients. 
Keywords: Pseudospectral; Numerical solution; Duffing oscillator 
1. Introduction 
The controlled Duffing oscillator, which is known to describe many important oscillating 
phenomena in nonlinear engineering systems [2,4], has received considerable attention in the past 
decade. 
In this paper we introduce a new direct computational method for solving the controlled Duffing 
oscillator. Our approach is based on a pseudospectral method in which we construct the Mth 
degree polynomials using the Legendre-Gauss-Lobatto collocation points to approximate the 
state and control functions. Using this method, the system dynamics, initial conditions and the 
integral expression are converted to a system of algebraic equations. 
A method of constrained extremum is applied which consists of adjoining the constraint 
equations which are derived from the given dynamical system and the boundary conditions to the 
performance index by a set of undetermined Lagrange multipliers. 
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The paper is organized as follows: in Section 4 the proposed method is applied to approximate 
the solution of the controlled linear oscillator whose exact solution can be obtained by using 
Pontryagin’s maximum principle [S]. Section 5 is devoted to the study of the controlled Duffing 
oscillator problem which is converted to a system of nonlinear algebraic equations that can be 
solved for the unknown coefficients by the iterative Newton’s method using some of the previous 
results for the controlled linear oscillator as starting values needed to initiate the iterative 
procedure. In Section 6, we report our numerical findings and a comparison is made with an 
existing method in the literature to demonstrate the efficiency and the accuracy of the proposed 
numerical scheme. 
2. The controlled linear oscillator 
Consider the optimal control problem of a linear oscillator as in [6] 
J=; ” 
s 
a2 (7) dr , 
T 
subject to 
j;(z) + w2x(z) = U(Z), 
with 
x(- T)=x(), x(0) = 0. 
In (2.2) (.) means differentiation with respect to r, where - T d z d 0 and T is known. 
Eq. (2.2) is equivalent to the following first-order system of differential equations 
G(r) = x2(7), i2(2) = - w2x&) + u(z). 
Therefore, (2.3) is equivalent to 
x1(- T) = xi, x2(- T) = x2, 
R(O) = 0, x2(0) = 0. 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
The problem is to find the control vector u(z) which minimizes (2.1) subject to (2.4) and (2.5). 
The exact solution of the controlled linear oscillator can be obtained by applying Pontryagin’s 
maximum principle [S] 
x1(z) = & [Awz sin wz + B(sin wz - wz cos wz)], 
x2(z) = & [A(sin wz + wz cos wz) + Bwz sin wz], 
u(z) = Acoswz + Bsinwr, (2.6) 
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J =&[2wT(A' +B2)+(A2 - B2) sin 2wT-44AB sin2 wT], (2.7) 
where 
A=2w[x,w2TsinwT-x2(wTcoswT-sinwT)] 
(w2T2 - sin2 wT) 
3 
c-w 
B=2~2[x2Tsin wT + xr(sin wT + wTcoswT)] 
(w2T2 - sin2 wT) 
3. The pseudospectral Legendre method 
Let LM(t), - 1 d t d 1, denote the Legendre polynomial of degree M, then the Leg- 
endre-Gauss-Lobatto nodes are defined by [l] 
to = - 1, tM = 1, t,, 1 < m < M - 1, are the zeros of i,(t), (3.1) 
where i,(t) is the first derivative of LM(t) with respect to t. 
Define the polynomial approximation of the state and the control vector, respectively, by 
x”(t) = 5 wh(t), (3.2) 
I=0 
M 
U”(Q = c him), 
I=0 
where 
d)k(t) = 
1 (t2 - 1)&t) 
M(M + l)LM(tk) (t - tk) 
, k=O,l,..., M, 
are the Lagrange polynomials of order k, with the property 
(3.3) 
(3.4) 
(3.5) 
The relationship between the derivative i”(t) and x”(t) at the collocation points tk, 
k =O,l, . . . , M, can be obtained by differentiating (3.2). The result is a matrix multiplication given 
in [l] 
(3.6) 
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where D = (Dkl) is an (A4 + 1) x (A4 + 1) matrix given by 
i 
h4(tk) 1 
L&l) (tk - 6) 
if k # 1, 
D = (Dkl) = I M(M + 1) if k = 1 = 0, 4 
M(M + ‘) 
* 
if k = l= M 
> 
\ 
0 
Thus at the collocation 
A A 
%“(tk) = C&o &i 
4 
otherwise. 
points tk, the relationship between j?(t) and x”(t) is given by 
. . . &M][&, al ... %flT, 
where B = (&r) = D2. Note that g”(tk) is the kth component of the vector B[ao al . . . 
4. The approximation of the system dynamics and the performance index 
(3.7) 
(3.8) 
%I’. 
In order to use LegendreeGauss-Lobatto nodes we introduce the transformation r = f T (t - 1). 
The optimal control problem can be restated as follows: 
Minimize 
subject to 
j?(t) = 7 [ - w2x(t) + u(t)], -l<t<l, 
with 
x( - 1) = x0, i( - 1) = &, 
(4.1) 
(4.2) 
(4.3) 
x(1) = 0, i(l) = 0. 
Substituting (3.2), (3.3) and (3.8) in (4.2), the approximated system dynamics, and the boundary 
conditions, at the collocation points tk, reduce to 
Fk = bk -$[&, b’kl . . . ~k.hf]bO al ... uMIT + w2& = 0, k = 0, 1, . . . , M, 
F,w+ 1 = i”( - 1) - [Do0 Do1 . . . DoM][uo a, . . . aMIT = 0, 
FM+2 = g”(l) - [Do0 Do1 . . . DoM][uo al . . . aMIT = 0, 
with x”( - 1) = a0 = x0, ~~(1) = uM = 0, i”( - 1) = i. and i”(l) = 0. 
(4.4) 
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Next we approximate the performance index J as 
J”J(bO.bl, . . ..bM) = f s 1 rUM( dt z $ ,t Wj[U”(tj)12 J-0 
= f .i Wjbj”, 
J-0 
where Wj are the corresponding weights, given in [3] 
2 1 
wj=N(N+ 1)‘CLN(tj)12’ j=U s..,N. 
(4.5) 
(4.6) 
The idea behind the above approximation is the exactness of the Gauss-Lobatto quadrature 
formula for polynomials of degree not exceeding (2M - l), see [l]. 
Thus, the optimal control problem is reduced to a parameter optimization problem which can be 
stated as follows. Find a = (ao, a,, . . . , uM) and fl = (b,, bl, . . . , b,) which minimizes (4.5) subject to 
(4.3). 
To find a and /I we define 
M+2 
Ua, P, 4 = J(P) + 1 hJ,t, (4.7) 
k=O 
where & are Lagrange multipliers. 
The necessary conditions for a minimum are 
(4.8) 
(4.9) 
dL 
-==k=O, k=0,1,..., M+2. 
5i.k 
(4.10) 
Eqs. (4.8)-(4.10) are linear equations which can be solved for the unknowns cc,/3 and &. 
Regarding the accuracy of the pseudospectral Legendre method and the error at the collocation 
points, refer to [3]. 
5. The controlled Duffing oscillator 
The optimal control of the Duffing oscillator is described by the nonlinear differential equation, 
see PI, 
i(z) + w%c(z) + &X3(T) = u(z), -T<~zd, (5.1) 
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subject to the same boundary conditions as in the linear case with the same performance index. 
Indeed the exact solution in this case is not known. 
Applying the pseudospectral Legendre method in Section 3, we obtain the following approxima- 
tions of the system dynamics (5.1) and the performance index (4.1) respectively 
. . . &A4lC~o a1 .** aJT + W2Uk +&a,” = 0, k = O,l, . . . ,M, (5.2) 
JM = f ,f (bj)‘Wj. 
J-0 
(5.3) 
Eqs. (5.2) and (5.3) are nonlinear equations, and hence the determining equations (4.8) and (4.9) for 
the unknowns Uj, bj and lj are also nonlinear equations which can be solved by Newton’s iterative 
method. 
The starting values ci,, n = 1,2, . . . , M - 1, and 6j, j = 0, 1, . . . , M, required to start Newton’s 
iterative method can be chosen from the controlled linear oscillator, i.e. E = 0, see [6]. Once these 
initial values are given, starting values for &, k = 0, 1, . . . , M + 2, can be obtained by selecting any 
(M + 3) equations from (4.8) and (4.9) and solving the resulting linear system for &. 
6. Results and conclusions 
The pseudospectral Legendre coefficients for the exact state function x(t) and the exact control 
function u(t) have been calculated from Eq. (2.6). 
In Tables 1 and 2, we report the pseudospectral approximated values x”(tj), U”(tj) of order 
M = 4,6 and 8, the error estimates eM(t Ix”(tj) - x(tj)l, and CM(tj):= IU“‘(tj) - U(tj)I, 
j = 0,2, . ..) M, with the following choice of the numerical values of the parameters in the standard 
case 
w = 1, T = 2, X”( - 1) = 0.5, P( - 1) = - 0.5. 
Table 1 
The pseudospectral approximations of x(t) for the controlled linear oscillator 
0.500000 0 0.50000000 0 0.50000000000 
0.331463 < 10-s 0.41565442 < 10-s 0.4499476671 
0.432000 < 10-4 0.24879411 < 10-s 0.3419826059 
0.004136 < 10-5 0.09172302 < 10-7 0.2075818913 
0.000000 0 0.01605652 < 10-s 0.0928582920 
0.00072799 < 10-s 0.02728 17745 
0.00000000 0 0.0042878521 
0.0002137779 
0.0000000000 
0 
< lo-‘3 
< 10-13 
< lo-‘3 
< 10-12 
< lo-‘* 
< 10-13 
< 10-13 
0 
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Table 2 
The pseudospectral approximations of u(t) for the controlled linear oscillator 
- 0.013918 < 1o-4 - 0.02169739 < 1om6 - 0.0110421702 
0.212301 < 10-4 0.10305757 < 10-h 0.0616332289 
0.381956 < 10-3 0.30308443 < 10-6 0.2011827446 
0.212294 < 10-4 0.386 13980 < 10-s 0.3344769859 
- 0.013915 < 10-4 0.28202542 < 10-S 0.3820926234 
0.1118035 < 10-6 0.3186230113 
0.01957594 < 10-h 0.1928420302 
0.0788549595 
0.0242746535 
< lo-‘0 
< lo-‘0 
< lo-‘0 
< lo-‘0 
< 10-9 
< 10-9 
< lo-‘0 
< lo-‘0 
< lo-‘0 
Table 3 
Maximum error versus parameter variations 
Method Parameter Max. error on aj Max. error on hj Error on J 
Method of [6] 
Pseudospectral 
Standard case 5.3 x lo-” 1.2 x 10-a 2.7 x lo-r5 
w=2 7.3 x 10-8 1.6 x 1O-5 9.7 x lo-” 
T=3 3.5 x 1o-9 3.4 x 10-7 6.6 x 10-14 
XM( - 1) = l,F( - 1) = - 1 1.1 x lo-lo 2.4 x 10-s 1.1 x 10-14 
Standard case < lo-‘2 < 1o-9 < lo-‘h 
w=2 < lo-‘0 < 10-s < lo-‘4 
T=3 < 10-9 < 10-8 < lo-” 
XM( - 1) = l,J?( - 1) = - 1 < lo-‘* < 1o-9 < lo-‘6 
A comparison between the fourth-order pseudospectral Legendre approximation and the exact 
solution shows that the errors eb(tj), j = 0, 1,2,3,4, are d 10P4, Cb(tj) < 10M3 and the error at the 
boundary conditions is zero. As M increases from 4 to 8 the errors es(tj) and es(tj) decrease 
significantly to d lo- l2 and d 10-9, respectively. 
One of the important advantages of the use of the pseudospectral method is that the rate of 
convergence of zP(t) to u(t) and x”(t) to x(t) is faster than any power of l/M; see [3]. Therefore, by 
proceeding to a higher-order approximations, the results obtained by the proposed method will 
rapidly tend to the results for the exact solution. The pseudospectral approximation of order eight 
is a very accurate approximation of the exact solution. The pseudospectral approximations and all 
error estimates have been computed with very high precision on a Sun-Spare Station11 computer. 
Table 3 presents, for various values of the parameters w, T, x”( - 1) and z?( - l), the maximum 
error on the pseudospectral coefficients of order M = 8 and on the performance index in compari- 
son with the results obtained from the exact solution, together with the results obtained by the 
method of [6] of order M = 10. By increasing the value of some of the above parameters, and 
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Table 4 
A comparison between the pseudospectral and the Chebyshev 
approximations [6] for the controlled linear oscillator 
Method PREC JM 
Chebyshev (M = 4) 
Chebyshev (M = 7) 
Chebyshev (M = 10) 
Pseudospectral (M = 4) 
Pseudospectral (M = 6) 
Pseudospectral (M = 8) 
10-6 0.184917 
10-E 0.18485854 
10-10 0.1848585424 
10-6 0.184871 
10-s 0.18485854 
10-10 0.1848585424 
Table 5 
A comparison between the pseudospectral and the Chebyshev approximations [6] for the controlled 
Duffing oscillator 
Method Exec. time PREC SFK MEBC JM 
(s) 
Chebyshev (M = 4) 0.79 10-6 0.187531 
Chebyshev (M = 7) 1.9 10-s 0.18744484 
Chebyshev (M = 10) 4.7 10-10 0.1874448561 
Pseudospectral (M = 4) 0.64 10-6 < 10-4 0 0.187493 
Pseudospectral (M = 6) 1.2 10-s <lo-6 0 0.18744487 
Pseudospectral (M = 8) 2.65 lo-‘0 < 10-9 0 0.1874448561 
holding the other parameters fixed, we found that the accuracy is relatively lower than the accuracy 
obtained using the standard case. 
In Table 4, a comparison is made between the Chebyshev solutions [6] of order M = 4,7, and 10 
and the solutions obtained by the proposed method of order M = 4,6, and 8. 
Table 5 presents the pseudospectral approximations for the controlled Duffing oscillator using 
the proposed method of order M = 4,6, and 8, SFK = Crz’02 (Fkl, the maximum error at the 
boundary conditions (MEBC), the precision on a and 1, imposed in order to stop Newton’s iterative 
method (PREC) and the solutions obtained by the Chebyshev approximation of order M = 4,7, 
and 10 for the same numerical values of the parameters w, T, x”( - 1) and i”( - 1) as given in the 
standard case and where, in addition, the coefficient E of the nonlinearity has been taken as 
E = 0.15. For M = 4, Newton’s iterative method converged after two iterations, while for M = 6 
and 8 the method converged after four and five iterations, respectively, and the execution times 
were found to be less than those obtained in [6]. The effect of the parameter E characterizing the 
nonlinearity has been investigated, and the numerical findings are reported in Table 6. As 
E increases, a larger value of the order M of the pseudospectral Legendre approximations is needed 
in order to obtain the same precision. 
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Table 6 
The pseudospectral precision versus E variations 
Pseudospectral & Exec. time 
(s) 
PREC SFK MEBC JM 
M=S 0.64 10-6 < 10-4 0 0.193561 
M=l E = 0.5 1.21 10-s < 10-6 0 0.19353034 
M=9 2.1 10-10 < 10-9 0 0.1935303316 
M=6 0.64 10-6 < 10-4 0 0.197940 
M=8 E = 0.75 1.21 10-S < 10-6 0 0.19791864 
M = 10 2.7 lo-‘0 < 10-9 0 0.1979186274 
The exact value of the performance index for the controlled linear oscillator is J = 0.1848585424. 
The advantages of using the pseudospectral Legendre method are: 
(1) The Kronecker property (3.5) which plays a great role in simplifying the performance index 
and the system dynamics for the controlled linear and controlled Duffing oscillator. 
(2) The rapid rate of convergence; see [3]. 
(3) The Chebyshev method [6] requires the solution of a rather large system of nonlinear 
equations to obtain accuracy of comparable order, which indeed will increase the computational 
time and efforts. 
(4) The weight function for the orthogonality of Legendre polynomials is one (whereas the 
weight function for Chebyshev polynomials is l/(1 - x2)“‘). 
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