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Was zu tun ist, damit Maschinen den 
Menschen dienen 
Julia Krüger & Konrad Lischka 
freie Sozialwissenschaftlerin & Bertelsmann Stiftung, Gütersloh 
Prozesse algorithmischer Entscheidungsfindung berühren in vielen 
Bereichen gesellschaftliche Teilhabe. Daraus ergeben sich Herausfor-
derungen auf vier Feldern:  
1. Gesellschaftliche Angemessenheit (Haben algorithmische Sys-
teme sinnvolle Optimierungsziele?)  
2. Überprüfen und erklären der Umsetzung (Verwirklichen algorith-
mische Systeme die sinnvollen Ziele?)  
3. Schaffen von Diversität (Ist die Vielfalt der Systeme und Betrei-
bermodelle groß genug, um gesellschaftlich angemessen zu 
sein?)  
4. Übergreifende Rahmenbedingungen für teilhabeförderliche al-
gorithmische Systeme (Genügen staatliche und individuelle Ge-
staltungskompetenzen dem gesellschaftlichen Anspruch?)  
Der Beitrag stellt eine Auswahl von Lösungsideen in allen vier skiz-
zierten Handlungsfeldern vor. Die Auswahl ist nicht umfassend und 
abschließend. Sie veranschaulicht aber auch in dieser Form, dass Ak-
teure aus allen drei Sektoren Möglichkeiten haben, algorithmische 
Entscheidungsfindung für mehr gesellschaftliche Teilhabe zu gestal-
ten. Es gibt viele Ideen für Maßnahmen und Methoden bzgl. der ge-
sellschaftlichen Gestaltung, Intervention und Kontrolle algorithmi-
scher Entscheidungsfindung. Keineswegs scheint der Mensch der 
Maschine ausgeliefert.  
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1. Worum es geht: Gesellschaftliche 
Anforderungen an algorithmische 
Entscheidungssysteme 
Wie sehr algorithmische Entscheidungssysteme den Alltag durch-
dringen können, sieht man in New York. Dort bestimmen algorith-
mische Systeme, auf welche weiterführende Schule Kinder kom-
men,1 wo die Polizei wie häufig Streife fährt und kontrolliert,2 wel-
che Lehrer Karriere machen,3 welche Gebäude vorrangig auf Brand-
schutz inspiziert werden4 und wer des Sozialleistungsbetrugs ver-
dächtigt wird5. 
Befürworter solcher Systeme führen eine Reihe von Vorteilen an, die 
sich grob in diese drei Bereiche gliedern lassen6: 
– Fairness und Konsistenz: Algorithmenbasierte Prognosen arbei-
ten zuverlässig die vorgegebene Entscheidungslogik in jedem 
Einzelfall ab. Im Gegensatz zu Menschen ist Software nicht ta-
gesformabhängig und wendet nicht in Einzelfällen willkürlich 
neue, unter Umständen ungeeignete Kriterien an. Gesellschaft-
lich nicht angemessene Kriterien lassen sich von vornherein 
ausschließen. 
– Umgang mit Komplexität: Software kann größere Datenmengen 
analysieren als Menschen. So lassen sich Muster finden, anhand 
derer einige Probleme schneller, präziser oder günstiger gelöst 
werden können. Algorithmische Systeme können ihren Output 
 
1  Tullis, 2014 
2  Brennan Center for Justice, 2017 
3  O’Neil, 2017 
4  Heaton, 2015 
5  Singer, 2015 
6  vgl. Lischka & Klingel, 2017, S. 37f 
 442 
 
günstig personalisieren und sie lassen sich neuen Umständen 
leichter anpassen als analoge Strukturen. Das in New York ein-
gesetzte algorithmische System zur Schülerverteilung senkte 
zum Beispiel im ersten Jahr nach Einführung die Anzahl keiner 
weiterführenden Schule zugeteilter Schüler von 31.000 auf 
3000.7 
– Effizienz: Maschinen werten große Datenmengen in der Regel 
günstiger und schneller aus als Menschen das vergleichbare 
Pensum verarbeiten würden. Eine einmal entwickelte Entschei-
dungslogik eines Systems lässt sich günstig auf viele Fälle an-
wenden. In New York lobt die Feuerwehr zum Beispiel die Effi-
zienz der zentralisierten, algorithmischen Auswertung von Ge-
bäudedaten im Vergleich zum alten papierbasierten und auf 26 
Standorte verteilten Verfahren.8 
Der Einsatz algorithmischer Entscheidungssysteme garantiert nicht, 
dass diese Chancen tatsächlich verwirklicht werden. Auch das zeigt 
der Einsatz in New York. Die Herausforderungen für Teilhabechan-
cen durch den Einsatz algorithmischer Systeme lassen sich grob in 
vier Felder unterteilen.  
1.1. Gesellschaftliche Angemessenheit – haben 
algorithmische Systeme sinnvolle Optimierungs-
ziele? 
Der Rechnungshof in New York lobt das algorithmische System zur 
Schülerverteilung, weil es viel mehr Schüler den von ihnen präfe-
rierten Schulen zuordnet als das alte Verfahren. Zugleich zweifeln 
 
7  New York City Independent Budget Office, 2016 
8  Heaton, 2015 
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die Autoren des Berichts an, dass die Erfüllung individueller Wün-
sche wirklich das gesellschaftlich sinnvollste Optimierungsziel ist. 
Ihr Gegenargument: Das System teilt unterdurchschnittlich beno-
tete Schüler meist unterdurchschnittlich bewerteten Schulen zu. 
Denn das entspricht den Präferenzen. Und doch benachteiligt diese 
Art der Verteilung systematisch Schüler aus ärmeren Vierteln, wo 
sich in der Stadt unterdurchschnittlich bewertete Schulen und un-
terdurchschnittlich benotete Schüler ballen.9  
Hier geht es nicht um die Effizienz und Konsistenz des Systems, son-
dern um das Optimierungsziel: Soll die Verteilung individuelle 
Schulpräferenzen in möglichst vielen Fällen befriedigen? Oder sol-
len das System die Bildungschancen vom soziodemografischen Hin-
tergrund entkoppeln? Beide Ziele sind vertretbar. Dass ein Prozess 
algorithmischer Entscheidungsfindung (im Folgenden als ADM ab-
gekürzt nach dem im Englischen üblichen Begriff algorithmic deci-
sion-making.)10 zuverlässig und nachvollziehbar arbeitet, sagt wenig 
über seinen gesellschaftlichen Sinn aus. Welches Ziel die Stadt und 
damit das von ihr beauftragte System verfolgen sollen, sollten in ei-
nem politischen Willensbildungsprozess möglichst viele Bürger und 
vor allem potenziell Betroffene mitbestimmen können. Hier geht es 
um die der technischen Umsetzung vorgelagerten Fragen, die nicht 
anhand technischer Kriterien zu beantworten sind. Die Gestaltung 
algorithmischer Systeme, die Teilhabechancen berühren, setzt so 
gut wie immer solche werteorientierten Zieldefinitionen voraus. 
Was einen guten Arbeitnehmer ausmacht, was eine relevante jour-
nalistische Nachricht auszeichnet, woran eine wichtige Freund-
schaft zu erkennen ist – auf solche Fragen gibt es keine eindeutig 
richtigen Antworten. Solche sozialen Konzepte müssen die Gestalter 
 
9  New York City Independent Budget Office, 2016 
10  Verwendet zum Beispiel in: USACM 2017; Ananny und Crawford 2016; 
Goodman und Flaxman 2016, Mittelstadt 2016a: Zarsky 2016. 
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von algorithmischen Systemen operationalisieren und messbar ma-
chen. Zur Entwicklung muss dabei auch gehören, die Ziele gesell-
schaftlich angemessen breit zu diskutieren. Das ist notwendig, um 
gesellschaftlicher Dynamik Raum zu geben. Sonst würde man im 
schlimmsten Fall durch algorithmische Systeme z. B. lediglich im 
Trainingsdatensatz geronnene gesellschaftliche Zustände der Ver-
gangenheit fortschreiben. 
Bei dem algorithmischen System zur Schülerverteilung in New York 
wirkt vermutlich ein ähnlicher Effekt der Status-quo-Reproduktion: 
Die Standorte überdurchschnittlich erfolgreicher Schulen und Schü-
ler hängen mit der Verteilung von Reichtum und Bildung im Stadt-
gebiet zusammen. Diese Variable beeinflusst die Präferenzen der 
Schüler und das Verteilungsergebnis, unabhängig vom algorithmi-
schen System zur Auswahl. 
1.2. Umsetzung prüfen, erklären, falsifizieren: 
Verwirklichen algorithmische Systeme die sinn-
vollen Ziele? 
Gut gemeint ist nicht gut gemacht: Algorithmische Systeme mit ge-
sellschaftlich angemessenen Optimierungszielen können Teilhabe 
mindern, wenn es an der Umsetzung hapert. Um die Qualität eines 
algorithmischen Systems zu beurteilen, muss auch die Umsetzung 
im Einsatz untersucht werden.  
Ein bekanntes Beispiel für solche Analysen ist die 2016 veröffent-
lichte Recherche der US-Rechercheorganisation Propublica zur 
Qualität algorithmischer Rückfallprognosen, die in vielen US-Bun-
desstaaten vor Gericht genutzt werden. Die Software war zu diesem 
Zeitpunkt seit Jahren im Einsatz, doch zuvor hatte niemand syste-
matisch überprüft, welche Fehler bei den Prognosen auftreten. 
Kernergebnis der Propublica-Recherche: Die Art der Fehlprognosen 
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unterscheidet sich zwischen schwarzen und weißen Personen. Der 
Anteil Schwarzer mit hoher Rückfallprognose aber ohne Rückfall 
binnen zwei Jahren ist doppelt so hoch wie der Weißer.11 Erst diese 
Rechercheergebnisse brachten die Diskussion über Fairnesskriterien 
der seit Jahren eingesetzten Systeme in Gang.  
In New York hat die fehlende Nachvollziehbarkeit eines algorithmi-
schen Systems zur Bewertung von Lehrern dazu geführt, dass ein 
Gericht den Einsatz dieser Software untersagte. Das System habe 
»willkürliche« und »unbeständige« (»arbitrary and capricious«) Er-
gebnisse geliefert, hieß es in der Urteilsbegründung.12 Fehlende 
Überprüfbarkeit und Nachvollziehbarkeit sind auch die Hauptkritik-
punkte an einem algorithmischen System zur Streifenplanung der 
New Yorker Polizei. Der Stadtrat James Vacca formuliert seine Be-
denken so: Die Polizei habe ihm als Volksvertreter die Kriterien und 
Entscheidungslogik für die Einsatzplanung in der Bronx nie hinrei-
chend erklären können.13  
1.3. Diversität schaffen: Vielfältige Systeme und 
Betreibermodelle dienen der gesellschaftlichen 
Angemessenheit 
Die gesellschaftliche Angemessenheit der Optimierungsziele und 
die Qualität der Umsetzung sind immer an einzelnen algorithmi-
schen Systemen zu bewerten. Doch es gibt auch auf der darüber lie-
genden Ebene Handlungsbedarf: Eine große Vielfalt ist ein anzu-
strebender Zustand. Vielfalt in zweierlei Sinn: 
– Vielfalt der Systeme: Unterschiedliche Optimierungsziele und 
Operationalisierungen in einem Einsatzgebiet. 
 
11  Angwin, Kirchner, Larson, & Mattu, 2016, S. 2 
12  Harris, 2016 
13  Powles, 2017 
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– Vielfalt der Sektoren: Auftraggeber und Betreiber von ADM-
Systemen aus dem öffentlichen, dem privatwirtschaftlich und 
dem zivilgesellschaftlichen Sektor 
Vielfalt ist hier ein Wert an sich. Dafür sprechen vor allem diese drei 
Gründe: 
– Skalierbarkeit: Die einmal entwickelte Entscheidungslogik ei-
nes ADM-Prozesses ist auf sehr viele Fälle anwendbar, ohne 
dass die Kosten für den Einsatz substanziell steigen. Das führt 
dazu, dass in einigen Lebensbereichen wenige algorithmische 
Systeme Verfahren dominieren können. Je größer die Reich-
weite eines algorithmischen Systems ist, desto schwieriger ist es 
für den Einzelnen, sich den Verfahren und ihren Folgen zu ent-
ziehen. Je geringer die Vielfalt algorithmischer Systeme in ei-
nem Einsatzbereich ist, desto härter treffen Fehler in der Um-
setzung die Betroffenen. 
– Gesellschaftliche Dynamik: Für soziale Phänomene oder Kon-
zepte, wie zum Beispiel Nachrichtenrelevanz oder Eignung von 
Bewerbern, existieren viele richtige Operationalisierungen. Sol-
che Konzepte unterliegen dem gesellschaftlichen Wandel. Je ge-
ringer die Vielfalt algorithmischer Systeme in einem Einsatzbe-
reich ist, desto kleiner wird der Raum für gesellschaftliche Ent-
wicklung und Vielfalt. 
– Innovation: Wenn in einem Einsatzfeld unterschiedliche algo-
rithmische Systeme im Einsatz sind, kann der Vergleich zwi-
schen ihnen Erkenntnisse über Wirkung, Fehlerquellen und Al-
ternativen befördern.  
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1.4. Übergreifende Rahmenbedingungen für 
teilhabeförderliche algorithmische Systeme 
Handlungsbedarf auf den drei oben aufgeführten Feldern führt zu 
einem vierten: Es braucht kompetente Akteure, um den Rahmen für 
eine positive Entwicklung zu gestalten. Gesellschaftlicher Nutzen 
stellt sich nicht von alleine ein.  
Gemeinwohlfördernde Gestaltung umfasst dabei einerseits Regulie-
rung zur Abwehr und Nachsorge. Anderseits ist der Staat aber auch 
als Gestalter und Ermöglicher gefragt. Das Beispiel New York zeigt 
erste positive und negative Beispiele. Handlungsbedarf besteht hier 
offenkundig bei der staatlichen Gestaltungskompetenz. 
2. Was man tun kann: Lösungsansätze  
Es folgt eine Auswahl von Lösungsideen in allen vier skizzierten 
Handlungsfeldern. Die Auswahl ist nicht umfassend und abschlie-
ßend. Sie veranschaulicht aber auch in dieser Form, dass Akteure 
aus allen drei Sektoren Möglichkeiten haben, algorithmische Ent-
scheidungsfindung für mehr gesellschaftliche Teilhabe zu gestalten.  
2.1. Zielsetzung algorithmischer Systemen auf 
gesellschaftliche Angemessenheit prüfen 
Welche Optimierungsziele gesellschaftlich sinnvoll sind, lässt sich 
nicht präskriptiv für alle algorithmischen Systeme festlegen. Defi-
nieren und Priorisieren sind dynamische Prozesse. Und jedes neue 
algorithmische System mit Wirkung auf gesellschaftliche Teilhabe 
muss Anlass sein, diesen Prozess weiterzutreiben. Dafür ist eine 
breite gesellschaftliche Diskussion der Ziele und Operationalisie-
rungen nötig. Wie können Einsatz und Entwicklung von ADM-Sys-
temen gestaltet sein, um diese Diskussionen zu fördern, damit die 
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gesellschaftliche Angemessenheit im gesellschaftlichen Diskurs er-
örtert wird?  
2.1.1. Transparenz von Zielen, Methoden, Ergebnissen: 
Transparenz gegenüber Betroffenen 
Von einem algorithmischen System bewertete Menschen müssen 
wissen, dass sie bewertet wurden. Und sie müssen genug über 
Grundlage, Tenor und Folgen der Bewertung wissen, um mit diesen 
Informationen eine Evaluation und Korrektur anstrengen zu kön-
nen.  
Die europäische Datenschutz-Grundverordnung sieht im Kap. 3, Art. 
13–15 in Verbindung mit Art. 22 Informationspflichten im Falle der 
Erhebung und Verarbeitung von Daten zum Zwecke der automati-
sierten Entscheidungsfindung vor. Diese umfassen aussagekräftige 
Informationen über die a) involvierte Logik, b) die Tragweite sowie 
c) die angestrebten Auswirkungen – zumindest, wenn die Entschei-
dung gegenüber der betroffenen Person rechtliche Wirkung entfal-
tet oder sie in ähnlicher Weise erheblich beeinträchtigt. Eine Reihe 
von Ausnahmen und Einschränkungen lässt an der Wirksamkeit der 
EU-DSGVO in diesem Punkt zumindest Zweifel zu, für eine ausführ-
liche Diskussion ist hier nicht der Platz. 
Als Merkmale einer wirksamen Transparenz beschreibt eine Studie 
zu den Menschenrechtsdimensionen automatisierter Entschei-
dungsverfahren im Auftrag des Europarats14 diese: 
– Ziele der algorithmischen Entscheidungsfindung 
– Variablen im Sinne der Modellierung  
 
14  Council of Europe - Committee of experts on internet intermediaries, 2017 
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– Informationen über Methoden (Trainingsdaten, statistische 
Kennzahlen sowie die Menge und Art der automatisierten Ent-
scheidungen zugrundeliegenden Daten) 
Citron hebt darüber hinaus hervor, dass solche Auskunftspflichten 
grundlegend dafür sind, dass rechtsstaatliche Verfahren (»due pro-
cess«) in prozeduraler und inhaltlicher Hinsicht gewahrt werden 
können.15 
Die Forderungen bleiben allerdings oft recht allgemein: Gelten sie 
nur für Entscheidungssysteme, welche den individuellen Hand-
lungsspielraum beeinflussen? Oder gelten sie auch für solche, wel-
che die Wahrnehmung beeinflussen, wie zum Beispiel soziale Netz-
werke (Google, Facebook, Twitter) oder Plattformen, die dem On-
line-Versandhandel (Amazon) oder der Verteilung anderer Güter o-
der Dienstleistungen dienen?16  
Wissenschaftler des Oxford Internet Institute haben hier einen in-
struktiven Vorschlag gemacht, der als Counterfactual Explanations 
– eine Art Anwendungs- oder Nutzungserläuterung für das algorith-
mische Entscheidungssystem - debattiert wird. Sie soll Betroffenen 
eine Möglichkeit geben, algorithmische Entscheidungen zu verste-
hen und anzufechten, sowie eine Orientierung über Möglichkeiten, 
die algorithmische Entscheidung in der Zukunft zu verändern. Im 
Kern beschreibt eine Counterfactual Explanation die kleinsten nö-
tige Änderungen im Input für das ADM-System, um einen anderen 
Output zu erzielen: 
 
15  Citron, 2008, S. 1281ff 
16  Otto, 2017, S. 18ff 
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»These counterfactual explanations describe the smallest 
change to the world that would obtain a desirable outcome, or 
to arrive at a ‘close possible world’.«17  
Im einfachsten Fall, etwa bei der Kreditbewilligung, könnte so eine 
Anwendungserläuterung eine Auskunft dazu geben, wie hoch das 
Jahreseinkommen eines Antragstellenden sein müsste, damit ein 
nicht bewilligter Kreditantrag doch bewilligt worden wäre. Interes-
sant ist die Methode, wenn viele Variablen oder Variablensets zu-
sammenkommen, wenn das gesamte Variablenset - eine Entschei-
dungsmatrix - vorliegt. Diese würde durch Analyse der einer konkre-
ten Entscheidung zugrundeliegenden Variablen generell verschie-
dene Erklärungen für eine konkrete Entscheidung bieten können. 
Für das betroffene Individuum wäre voraussichtlich die Erklärung 
am hilfreichsten, welche die individuell nächstmögliche Verände-
rung fokussiert, so die Autoren.18 Es geht damit um eine algorith-
misch generierte Erklärung algorithmischer Entscheidungsverfah-
ren. 
Neben der allgemeinen Auskunft zur Anwendung und Funktions-
weise algorithmischer Entscheidungssysteme stellt die Kenntnis 
über erhobene und zum Zwecke einer maschinellen Entscheidung 
verarbeitete Daten eine der Forderungen dar. Diese soll einerseits 
Individuen die Kontrolle über die sie betreffenden Entscheidungen 
geben und andererseits der Allgemeinheit eine adäquate Funktions-
weise algorithmischer Entscheidungssysteme sichern. Citron und 
Pasquale19 führen am Beispiel von Kredit-Scoring aus: 
 
17  Wachter, Mittelstadt & Russell, 2017, S. 1 
18  ebd. 
19  Citron & Pascale, 2014 
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»An important question is the extent to which the public should 
have access to the data sets and logic of predictive credit-scor-
ing systems. We believe that each data subject should have ac-
cess to all data pertaining to the data subject. Ideally, the logics 
of predictive scoring systems should be open to public inspec-
tion as well. There is little evidence that the inability to keep 
such systems secret would diminish innovation.«20 
Die Autoren der »Future of Life«-Konferenz, die der Entwicklung ge-
meinwohlorientierter Künstlicher Intelligenz gewidmet ist, formu-
lieren kurz und knapp: 
»People should have the right to access, manage and control 
the data they generate, given AI systems’ power to analyze and 
utilize that data.«21 
Sie gehen damit noch einen Schritt weiter und fordern ebenfalls die 
Möglichkeit, persönliche Daten zu korrigieren.  
2.1.2. Verpflichtende Folgenabschätzung: Transparenz 
gegenüber der Öffentlichkeit 
Transparenz- und Auskunftspflichten sollen betroffenen Individuen 
einen Überblick über die Grundlagen einer sie betreffenden Ent-
scheidung geben und darauf aufbauend die Möglichkeit einer An-
fechtung und Veränderung einer konkreten Entscheidung. Wie aber 
sieht es aus mit dem Überblick für die Gesellschaft?  
Folgenabschätzungen bzw. Verträglichkeitsprüfungen für algorith-
mische Entscheidungssysteme können eine Grundlage darstellen, 
auf der die Öffentlichkeit einen Überblick über eingesetzte Systeme 
 
20  Citron & Pasquale, 2014, S. 26 
21  Future of Life Institute, 2017 
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erhalten kann. Auf dieser Grundlage könne dem Einsatz fehlerhaf-
ter, diskriminierender oder schädlicher Systeme Einhalt geboten 
werden, so der Informationswissenschaftler Ben Shneiderman: Eine 
konkrete Möglichkeit besteht etwa darin, Systembetreiber dazu zu 
verpflichten, eine Folgenabschätzung bereitzustellen, die Grund-
lage bietet für ein unabhängiges Zulassungsverfahren (»independent 
oversight review«).22  
Diese Vorschläge orientieren sich an den in der EU und den USA be-
kannten Umweltverträglichkeitsprüfungen bzw. -erklärungen, die 
bei Bauvorhaben Informationen zu betroffenen Stakeholdergruppen 
und potenziellen Folgen geben. Eine Algorithmenverträglichkeits-
prüfung bzw. – erklärung (»algorithm impact statement«) könnte der 
allgemeinen Öffentlichkeit Überblick geben über 
– Ziele eines algorithmischen Entscheidungssystems, 
– Qualität des Daten-Inputs, sowie  
– erwartete Ergebnisse.23  
Daran orientiert wären beispielsweise Abweichungen von einer in-
tendierten Funktionsweise identifizierbar. In der deutschen Diskus-
sion wird eine ähnliche Idee unter dem Schlagwort »Beipackzettel« 
diskutiert – ein Dokument, das »Einsatzgebiet, Modellannahmen 
und gesellschaftliche Nebenwirkungen« eines algorithmischen Sys-
tems benennt.24 
In eine ähnliche Richtung geht eine sogenannte Diskriminierungs-
prüfung bzw. –erklärung (»dicrimination impact assessment«), wie sie 
der Rechtswissenschaftler Andrew Selbst für den Bereich vorhersa-
 
22  Shneiderman, 2016, S. 13539 
23  ebd. 
24  Zweig, 2016 
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gebasierter Polizeiarbeit (»predictive policing«) vorschlägt: Hier ste-
hen Effektivität und potenzielle Diskriminierungseffekte algorith-
mischer Entscheidungssysteme im Mittelpunkt der Betrachtung. Der 
Vorschlag beinhaltet den Vergleich unterschiedlicher Algorithmen 
und Modelle im gleichen Anwendungsbereich. Er würde der Öffent-
lichkeit eine Möglichkeit für die Auswahl, Mitgestaltung oder Ent-
wicklung algorithmischer Entscheidungssysteme eröffnen. Chancen 
und Risiken der Technologien könnten langfristig informiert debat-
tiert werden. Zudem würde das Vertrauen in die Arbeit von Polizei- 
und Sicherheitsdiensten gestärkt.25 
2.1.3. Partizipation von Stakeholdern bei der Entwicklung 
und Anwendung automatisierter Systeme  
Die Entwicklung und der Einsatz algorithmischer Entscheidungssys-
teme beinhalten von Beginn an Wertentscheidungen, die in das Sys-
tem-Design einfließen. Vorbilder für adäquate Verfahren der Stake-
holder-Partizipation finden sich im Bereich der Bio- und Medizi-
nethik. Im Kontext von Genforschung wurden Lösungen für ethische 
Probleme auf verschiedenen gesellschaftlichen Ebenen gefunden. 
Die Einbindung von Patientenvertretungen in Organisationen, die 
mit der Entwicklung und Anwendung algorithmischer Entschei-
dungsfindung in der Medizin betraut sind, stellt eine Lösungsmög-
lichkeit dar, so Cohen et al..26 Positive Erfahrungen liegen für Nut-
zung und Verwertung von Gendatenbanken vor, die ein Treuhänder 
(Individuum oder eine Gruppe von Betroffenen) betreibt. 
 
25  Selbst, 2016 
26  Cohen et al., 2014 
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2.1.4. Professionsethische Kodizes und Institutionen 
etablieren 
Eine Reihe von Professionen haben professionsethische Prinzipien 
für Urteile über das Wohl von Menschen erarbeitet und Institutio-
nen etabliert, die konkrete Fälle an diesen Prinzipien messen und 
beurteilen. In der Diskussion über die Bewertung gesellschaftlicher 
Angemessenheit algorithmischer Systeme empfehlen viele Experten 
Äquivalente zu Standards und Institutionen wie sie etwa bei medi-
zinischer Forschung existieren. 
Ob die Optimierungsziele gesellschaftlich angemessen sind, lässt 
sich nicht allein auf Grundlage der Gestaltung des Systems und der 
Datenauswahl diskutieren. Welche Folgen hat der Einsatz für den 
einzelnen Bewerteten? Welche Folgen hat der Einsatz absehbar auf 
kollektive Güter? Welche Alternativen bestehen? Diese Fragen kön-
nen bei gesellschaftlich relevanten Systemen nicht allein die Data 
Scientists, Produktmanager, Implementierer und anderen an der 
Entwicklung Beteiligten beantworten. Hier braucht es viele Anknüp-
fungspunkte und Instrumente, um einen Diskurs in Gang zu bringen 
und zu ermöglichen. Dies ist ein Ansatz für eine Professionsethik: 
Wo algorithmische Systeme gesellschaftliche Teilhabe beeinflussen, 
müssen ihre Ziele, ihr Design und ihre Wirkung der gesellschaftli-
chen Kontrolle und Willensbildung unterliegen. Dies zu ermögli-
chen, ist die ethische Verantwortung der an der Entwicklung der 
Systeme Beteiligten im Sinne einer prozessbezogenen Professions-
ethik. 
In diese Richtung gehen Vorschläge wie die »Principles for Accoun-
table Algorithms« der Initiative FAT/ML.27 Die Autoren postulieren 
fünf Prinzipien für die Gestaltung algorithmischer Systeme unter 
 
27  Fairness, Accountability, and Transparency in Machine Learning, 2016 
 455 
 
dieser Maxime (im Folgenden aus dem englischen Original para-
phrasiert):  
– Verantwortlichkeit: Instanzen für Beschwerden und Berufung 
schaffen und öffentlich sichtbar machen. 
– Erklärbarkeit: Sicherstellen, dass Entscheidungen Endanwen-
dern und anderen Stakeholdern in nicht-technischer Sprache 
erklärt werden können. 
– Sorgfalt: Quellen von Fehlern und Unsicherheit im System und 
den Datenquellen identifizieren, dokumentieren und protokol-
lieren, sodass die Folgen verstanden und Linderungsmaßnah-
men entwickelt werden können. 
– Überprüfbarkeit: Interessierten Dritten das Testen, Verstehen 
und Evaluieren des Systems ermöglichen, z. B. durch geeignete 
APIs (Schnittstellen), Information, permissive Nutzungsbedin-
gungen.  
– Fairness: Sicherstellen, dass algorithmische Entscheidungen bei 
unterschiedlichen demographischen Faktoren (Geschlecht, 
Herkunft etc.) nicht systematisch ungerecht verschiedenen 
Output liefern. 
2.2. Umsetzung von Zielen in Systemen prüfen, 
erklären, falsifizieren 
Die Kenntnis der Ziele und erwarteten Resultate, der Methoden und 
der Anwendungsbereiche algorithmischer Entscheidungssysteme 
stellen die Grundvoraussetzung dar, um deren Angemessenheit zu 
gewährleisten. Doch damit ist natürlich weder gesichert, dass die in-
tendierten Wirkungen erzielt werden, noch, dass nicht-intendierte 
Wirkungen ausgeschlossen werden können. Gerade im Bereich von 
selbst-lernenden Systemen gilt: Es können nicht nur Fehler oder 
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Bugs auftreten, sondern auch unerwartete Interaktionen von Sys-
tembestandteilen komplexer Systeme sowie den Einzelnen betref-
fende Fehler infolge zugrundeliegender Wahrscheinlichkeitsrech-
nung.  
2.2.1. Etablierung zivilgesellschaftlicher Wächter: 
adäquate Ausstattung und Rechtssicherheit  
Die Debatte über das COMPASS-System zur Risikoeinschätzung von 
Straftätern in den USA begann erst, nachdem das gemeinnützige US-
Recherchebüro Propublica mit großem Aufwand Daten recherchiert, 
aufbereitet und ausgewertet hatte.28 Es braucht nicht nur Ressour-
cen für die technische Analyse von Systemen, sondern auch für die 
Recherche potenzieller Fälle, das Sammeln und Einklagen von Daten 
und die Recherche tatsächlicher Einsatzpraktiken. Hierfür sind zi-
vilgesellschaftliche Watchdogs nötig, wie das Beispiel Propublica in 
den Vereinigten Staaten zeigt. Inspiration könnten hier auch Nicht-
regierungsorganisationen aus der Umweltbewegung sein, die zum 
Teil als Beschwerdeinstanzen mit niedrigen Zugangshürden fungie-
ren, Fälle aggregieren und Narrative entwickeln, die erst eine gesell-
schaftliche Debatte anstoßen. Forderungen nach Verantwortlichkeit 
gegenüber der Öffentlichkeit sind nicht zu verwirklichen, wenn 
nicht Mindestbedinungen für das Entstehen von Öffentlichkeit er-
füllt sind. Nach allen Erfahrungen mit Fällen wie Compass, Centre-
link und anderen Systemen gehören zu den Entstehensbedingungen 
zivilgesellschaftliche Wächteroganisationen.  
 
28  Angwin, Kirchner, Larson & Mattu, 2016 
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2.2.2. Externe Analysen ermöglichen, Gesetzgebung 
anpassen 
2015 erschien in Science eine einzigartige Studie zum Nutzungsver-
halten von Facebook-Nutzern.29 Die drei Autoren waren Facebook-
Angestellte, die Datenbasis ihrer Forschung ist für niemanden au-
ßerhalb Facebook's zugänglich. Wissenschaftlicher wie Lazer war-
nen vor der Gefahr, dass »die einzigen, die Facebook erforschen kön-
nen, Forscher bei Facebook sind«30.  
Die private Verfügungsgewalt über Algorithmen und Daten, die al-
gorithmischen Entscheidungssystemen zugrunde liegen, können 
unter Umständen gesamtgesellschaftliche Schäden hervorrufen. Da-
her sind Wissenschaftsschranken für den Schutz solcher Systeme als 
Geschäftsgeheimnisse31 zu prüfen ebenso wie Transparenzvorschrif-
ten32.  
2.2.3. Sicherung der Datenbasis: Datenauskunft und -
korrektur, Herkunftsnachweise  
Die Forderungen nach Datenauskunft und -korrektur schützen na-
türlich zunächst Individuen. Wie die Autoren des Future of Privacy 
Forum formulieren, kommt ein solches Recht auf Datenauskunft 
und -korrektur auch der Allgemeinheit zugute: Um negativen Effek-
ten algorithmischer Entscheidungssysteme zu begegnen, brauche 
man sogenannte Data Methods Solutions - Methoden der Datener-
hebung und Auswertung, welche die Aktualität, Korrektheit und 
Vollständigkeit von Daten absichern. Um ein Set adäquater Daten zu 
 
29  Bakshy, Messing und Adamic, 2015 
30  Lazer ,2015 
31  Calo, 2017 
32  Tutt, 2016 
 458 
 
gewährleisten, das maschinellen Analyse- und Entscheidungsver-
fahren zugrunde liegt, bietet die Kontrolle von Individuen über sie 
betreffende Daten eine zuverlässige Option. Informationsrechte 
und Zustimmung von Individuen erhöhen aus dieser Perspektive die 
Zuverlässigkeit maschineller Entscheidungen 33 
In der Literatur wird insbesondere über die Dokumentation der 
Herkunft von Daten etwa durch einen Lieferkettennachweis 
debattiert.34 
2.2.4. Widerspruchsverfahren institutionalisieren 
Die Datenschutz-Grundverordnung sieht im Kontext algorithmi-
scher Entscheidungsverfahren in Kap. 3, Art. 21-22 sowohl Wider-
spruchsrechte vor wie auch das Recht auf Erwirken des Eingreifens 
einer Person seitens des Verantwortlichen, auf Darlegung des eige-
nen Standpunktes und auf Anfechtung der Entscheidung.35 Diese 
Rechte gelten auch unter Wissenschaftlern als zentral.36 Ihre Umset-
zung birgt Herausforderungen. 
Generell gilt es, Widerspruchsrechte nicht nur für Individuen zu in-
stitutionalisieren. Auch die Möglichkeit der Einrichtung von Ver-
bandsklagerechten sollte erörtert werden. Denn Wohlfahrtsver-
bände sind gesellschaftliche Institutionen, die einen direkten Über-
blick über eingesetzte Systeme maschineller Entscheidungen und 
ihre Implikationen haben, insbesondere in teilhaberelevanten Be-
 
33  Future of Privacy Forum, 2017 
34  Association for Computing Machinery, 2017; Fairness, Accountability, and 
Transparency in Machine Learning, 2016 
35  Europäisches Parlament & Rat der Europäischen Union, 2016 
36  Citron, 2008 
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reichen. So werden sie auch von der Stadt New York zu Rate gezo-
gen, um die von der Stadt in der Verwaltung eingesetzten Systeme 
zu klassifizieren und zu prüfen.37  
Als der Institutionalisierung von Widerspruchsverfahren dienlich 
gelten technische Designs, die Nachvollziehbarkeit ermöglichen 
38sowie Dokumentationspflichten für Betreiber algorithmischer Sys-
teme, insbesondere zugrundeliegender Modelle, Algorithmen und 
Daten39. Solche Dokumentationspflichten werden aktuell auch 
durch die Stadt New York geprüft, um die Angemessenheit maschi-
nellen Verwaltungshandeln zu sichern.40  
2.3. Diversität schaffen 
2.3.1. Frei zugängliche Trainingsdatensätze für 
Entwicklung und Training von Algorithmen  
Für die enormen Fortschritte bei der Gesichts- und Bilderkennung 
durch algorithmische Systeme in den vergangenen Jahren ist neben 
neuer Hardware auch die breite Verfügbarkeit von Trainingsdaten 
verantwortlich. Im Jahr 2009 veröffentlichte ein Team um die Infor-
matikerin Fei-Fei Li den Imagenet-Datensatz – eine Datenbank von 
damals 3,2 Millionen verschlagworteten Fotos. Inzwischen umfasst 
der Datensatz 13 Millionen Fotos, die Erkennungsrate der besten 
Software im jährlichen Imagenet-Wettbewerb ist von 71,8 Prozent 
im 2010 auf 97,3 Prozent 2017 gestiegen.41 Wertvolle Trainingsdaten 
sind heute bei weitem nicht per se frei zugänglich. Ein Beispiel sind 
 
37  Powles, 2017 
38  Kroll u. a., 2017 
39  Association for Computing Machinery, 2017; Shneiderman, 2016 
40  Powles, 2017 
41  Gershgorn, 2017 
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Suchmaschinen und soziale Netzwerke – eine Anwendung algorith-
mischer Entscheidungsprozesse, mit denen die Mehrheit der deut-
schen Internetnutzer täglich konfrontiert ist. Die Strukturierung, 
Personalisierung und Bewertung von Inhalten erledigen bei sozialen 
Netzwerken und Suchmaschinen algorithmische Systeme, die als 
wesentliche Signale die Reaktionen der Nutzer auswerten.42 Diese 
Reaktionen kann kein anderer Anbieter auswerten, um eigene Emp-
fehlungssysteme zu entwickeln. Die Konzentration der Nutzer bei 
wenigen Anbietern verbessert deren Datenlage und verschafft ihnen 
Vorteile gegenüber neuer Konkurrenz 
Ein Vorschlag, um diesen Konzentrationstendenzen entgegenzuwir-
ken: Öffentlich geförderte Forschung sollte produzierte Datensets 
der Allgemeinheit frei zugänglich machen. So ein Vorschlag des Na-
tional Science and Techonolgy Council in einem Bericht für den US-
Präsidenten: 
»Encouraging the sharing of AI datasets—especially for gov-
ernment-funded research—would likely stimulate innovative 
AI approaches and solutions. However, technologies are 
needed to ensure safe sharing of data, since data owners take 
on risk when sharing their data with the research community. 
Dataset development and sharing must also follow applicable 
laws and regulations, and be carried out in an ethical man-
ner.«43 
2.3.2. Vielfältige Betreiber der Trainingsdatenallmende 
Ein Geschäftsmodel für den Betrieb einer Trainingsdatenallemende 
zu entwickeln, ist eine Herausforderung. Gemeinwohl rechnet sich 
 
42  Lischka & Stöcker, 2017, S. 15 
43  National Science and Technology Council, 2016, S. 31 
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nicht unbedingt nach unternehmerischer Buchführung. Deshalb 
braucht es auch andere Organisationsformen, eine Vielfalt von Be-
treibermodellen. Neben kommerziellen Akteuren kommen viele an-
dere, gemeinwohlorientierte Organisationen in Betracht, zum Bei-
spiel Hochschulen wie beim Imagenet-Datensatz. Cohen und andere 
schlagen als Inspiration Biobanken vor, die biologisches Material 
und zugordnete Daten etwa zur Krankengeschichte verwalten und 
der Forschung zugänglich machen. Solche Einrichtungen werden 
von Treuhändern im öffentlichen Auftrag betrieben wie die von Co-
hen beschriebene Michigan Department of Community Health Dried 
Blood Spot Specimen Bank.44 
2.3.3. Staat als aktiver Gestalter einer positiven Ordnung 
Experten empfahlen der Obama-Regierung, dass die Exekutive ihre 
Macht bei der Beschaffung, Entwicklung und dem Einsatz von algo-
rithmischen Systemen zum Gestalten einer positiven Ordnung 
nutzt. Drei Vorschläge: 
– Offene Software fördern: »To help support a continued high level 
of innovation in this area, the U.S. government can boost efforts in 
the development, support, and use of open AI technologies. Partic-
ularly beneficial would be open resources that use standardized or 
open formats and open standards for representing semantic infor-
mation, including domain ontologies when available. Government 
may also encourage greater adoption of open AI resources by ac-
celerating the use of open AI technologies within the government 
itself, and thus help to maintain a low barrier to entry for innova-
tors. Whenever possible, government should contribute algorithms 
and software to open source projects.«45 
 
44  Cohen u. a., 2014, S. 1143 
45  National Science and Technology Council, 2016, S. 32 
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– Standards und Prozesse für den staatlichen Einsatz entwickeln: 
»Agencies should work together to develop and share standards and 
best practices around the use of AI in government operations. 
Agencies should ensure that Federal employee training programs 
include relevant AI opportunities.«46 
– Kompetenz zur Entwicklung, Implementierung und Bewertung 
algorithmischer Systeme in neuen Agenturen konzentrieren: 
»The Federal Government should explore ways to improve the ca-
pacity of key agencies to apply AI to their missions. For example, 
Federal agencies should explore the potential to create DARPA-like 
organizations to support high-risk, high-reward AI research and its 
application ...«47 
2.3.4. Standards durch staatliche Nachfrage setzen 
Bei der staatlichen Beschaffung gehören Sozial- und Umweltstan-
dards zum Teil zu den Vergabekriterien. Die Entwicklung und Ein-
haltung solcher Standards wird zum Teil staatlich gefördert. Zum 
Beispiel vom bundesweiten Netzwerk zur Fairen Beschaffung (mit 
Fokus auf Kommunen). Das Netzwerk wird vom Bundesentwick-
lungsministerium gefördert. 
Die Idee, staatliche Nachfragemacht zur gemeinwohlorientierten 
Gestaltung zu nutzen, und die auf anderen Gebieten dabei etablier-
ten Verfahren sollten Inspiration für Beschaffungsstandards für al-
gorithmische Systeme sein.48 Anforderungen an Erklärbarkeit, An-
gemessenheit und Diversität von Systemen könnten die Entwick-
lung entsprechender Praktiken und Werkzeuge fördern – zum Bei-
spiel die Nutzung und Förderung offener Standards und Software, 
 
46  Felten u. a., 2016, S. 16 
47  Felten u. a., 2016, S. 16)(Felten u. a., 2016, S. 16 
48  Calo, 2017, S. 24 
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die Verfügbarkeit von Trainingsdaten, Monitoring, Erklärbarkeit, 
Entscheidungsforensik, Auszeichnung der Trainingsdaten und das 
Durchlaufen von Impact Assessments.  
2.3.5. Förderung gemeinwohlorientierter Entwicklung  
Forschungsförderung ist ein anderes Instrument, um durch staatli-
che Investitionen Technikentwicklung gemeinwohlförderlich zu ge-
stalten. Calo sieht Handlungsbedarf bei Grundlagenforschung und 
Untersuchungen zur gesellschaftlichen Einbettung algorithmischer 
Systeme. Instrumente wie standardisierte Folgenabschätzungen o-
der professionsethische Kodizes müssen entwickelt und erprobt 
werden – das wären konkrete Ansatzpunkte für angewandte For-
schung zur Einbettung von algorithmischen Systemen in gesell-
schaftliche Kontexte. 
Die Förderung gemeinwohlorientierter algorithmischer Systeme 
sollte sich nicht allein auf etablierte institutionalisierte Forschung 
konzentrieren. Gemeinwohlorientierte Projekte unabhängiger Frei-
williger im Open-Source-Bereich oder aus zivilgesellschaftlichen 
Organisationen sollten gefördert werden. Als Inspiration kann der 
Prototype Fund dienen. Dieses von der Open Knowledge Foundation 
verantwortete und vom Bundesministerium für Bildung und For-
schung finanzierte öffentliche Förderprogramm finanziert »gemein-
nützige Software-Projekte in den Bereichen Civic Tech, Data Lite-
racy und Datensicherheit«. Die geförderten Projekte sollen bis zur 
ersten Demoentwicklung gebracht werden – mit finanzieller Unter-
stützung und Coachingangeboten.49  
 
49  Open Knowledge Foundation Deutschland, o. J. 
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2.4. Übergreifend: Kompetenzaufbau 
2.4.1. Staatliche Gestaltungskompetenz stärken 
Um der Komplexität algorithmischer Entscheidungen in der Gesell-
schaft gerecht zu werden, schlagen verschiedene Autoren vor, dezi-
diert staatliche Kompetenzen aufzubauen bzw. entsprechende Kom-
petenzen bei existierenden staatlichen Institutionen zu stärken, und 
zwar in Abhängigkeit von unterschiedlichen Zielen. 
Ein kontinuierliches Monitoring der technischen Entwicklung und 
Anwendung von ADM-Systemen sowie darauf aufbauende Empfeh-
lungen stellen beispielsweise den Hintergrund für die Forderung 
nach der Einrichtung einer zentralen KI-Regulierungs- und/oder Be-
ratungsinstitution dar.50 
Die meisten Autoren verorten eine solche zentrale Institution im 
Regelfall als Beratungsinstanz für Legislative, Exekutive und Judika-
tive.51 Tutts Vorschläge gehen darüber hinaus: Er befürwortet die 
Einrichtung einer zentralen Behörde, die sowohl weiche Regulie-
rung, wie etwa Transparenzvorschriften und Standardsetzung zum 
Gegenstand hat, als auch harte Regulierung: Zertifizierung und Zu-
lassung von Systemen.  
Auf der anderen Seite bedarf es insbesondere im Bereich hoheitli-
cher und öffentlicher Aufgaben auch des Ausbau von KI-Kompeten-
zen bei existierenden Institutionen, so Stone et al.52. Ziel ist das Ver-
ständnis für die Wechselwirkungen zwischen algorithmischer Ent-
scheidungsfindung, Politikprogrammen und gesellschaftlichen Zie-
len.  
 
50  Tutt, 2016 
51  Calo, 2017; Cave, 2017; Felten u. a., 2016; Geoff Mulgan, 2016 
52  Stone et al., 2016 
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2.4.2. Individuelle Gestaltungskompetenz stärken 
Stakeholder-Partizipation, Widerspruchsverfahren, Auskunfts-
rechte, zivilgesellschaftliche Wächter – solche Lösungsvorschläge 
eint, dass sie in der Umsetzung auf das Mitwirken von Betroffenen 
angewiesen sind. Von algorithmischen Entscheidungen betroffene 
Menschen müssen Auskunft verlangen, Informationen an Wächter-
organisationen weiterleiten und Widerspruchsrechte in Anspruch 
nehmen. Das setzt ein Grundwissen darüber voraus, wo algorithmi-
sche Entscheidungen im Einsatz sind, welche Chancen und Risiken 
der Einsatz hat und wie man als (potenziell) Betroffener Einfluss auf 
Gestaltung und Einsatz nehmen kann. 
Neben staatlicher Gestaltungskompetenz und professionsethischen 
Standards braucht es also auch Kompetenz in der Bevölkerung im 
Umgang mit algorithmischen Systemen. Die Royal Society definiert 
diese Kompetenz als »a basic grounding in what machine learning is, 
and what it does, will be necessary in order to grasp, at a basic level, 
how our data is being used, and what this means for the information 
presented to us by machine learning systems.«53 
Ein erster Schritt wäre es, den Kenntnisstand zu erfassen und dafür 
eine Methode zu entwickeln. Wie es um das Wissen über den Einsatz 
von algorithmischen Systemen und das Verständnis ihrer Funkti-
onsweise in der Bevölkerung in Deutschland bestellt ist, wurde bis-
lang nicht ermittelt. Zunächst wäre zu konkretisieren, wie sich in 
diesem Bereich Kompetenz äußert und wie sie zu erfassen wäre. In 
den Vereinigten Staaten wird diese Idee unter anderem unter der 
Bezeichnung »algorithmic literacy« diskutiert, allerdings fehlt bis-
lang die Operationalisierung.54 
 
53  Royal Society, 2017, S. 63 
54  Caplan, Reed, & Mateescu, 2016, S. 8 
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3. Fazit 
Schon dieser unvollständige, knappe Überblick zeigt: Es gibt viele 
Ideen für Maßnahmen und Methoden zur gesellschaftlichen Gestal-
tung, Intervention bei und Kontrolle algorithmischer Entschei-
dungsfindung. Keineswegs scheint der Mensch der Maschine ausge-
liefert. Allerdings gilt es nun, Chancen und Risiken im Einzelfall, d. 
h. unter Berücksichtigung des Anwendungsbereichs, der Komplexi-
tät und der Autonomie eines Systems, zu überprüfen und gegebe-
nenfalls spezifische Handlungsoptionen zu entwickeln und zu er-
proben. Die Ideen existieren, es kommt nun auf Konkretisierung, 
Evaluation und Umsetzung an. 
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