The construction of a library containing prior cross sections and related covariance matrices for nine frequently measured reaction channels of 276 structural materials from 1 to 150 MeV is presented. This library provides a starting point for future evaluations and reduces them to the analysis of experimental data. The prior cross sections were calculated using the nuclear reaction programs of TALYS1.0 and TALYS1.2 with the implemented global and local neutron and proton optical potential parameter sets. The prior covariance matrices contain contributions stemming from parameter uncertainties and model deficiencies. The associated procedures are discussed and an example evaluation with these prior cross sections and covariance matrices is shown for one specific isotope. These developments are of great importance with regard to the reliability of evaluations strongly based on model calculations. This is particularly true for the extension of the energy range as requested by the development of novel nuclear technologies.
Introduction
Current efforts in nuclear data evaluation are triggered by the development of novel nuclear technologies and safety requirements. There are two major demands, i.e. (1) the supply of reliable uncertainty estimates in the form of covariance matrices and (2) the extension of the energy range of the data files up to 150-200 MeV. Because of the scarcity of experimental data beyond 20 MeV in most reaction channels such extended evaluated data sets rely heavily on nuclear models. Consequently, the determination of associated covariance matrices must account not only for the experimental uncertainties, but also for the limitations of the models employed.
A reliable uncertainty estimate of nuclear calculations must account at least for the limited knowledge of model parameters as well as for the deficiencies of the model. The former depends strongly on the admissible bounds of model parameters, which should be chosen reasonably, best on the basis of physics and mathematics constraints. Apart from this choice the calculation of corresponding covariance matrices is straightforward, albeit tedious. The estimate of model deficiencies is much more difficult and there exist only few procedures [1] [2] [3] for their determination.
A nuclear data evaluation aims at the best knowledge of cross sections combining the experimental information with the predictions of nuclear models in the Bayesian paradigm. The cross sections and associated covariance matrices generated by nuclear models represent the prior knowledge for the evaluation procedure.
In this contribution, we present a library with prior sets for 276 isotopes relevant for structural materials. The prior cross sections were calculated with programs of TALYS1.0 and TALYS1.2 [4] using implemented local or global optical potential model parameter sets [5] . The prior covariance matrices contain contributions from parameter uncera e-mail: dn@kph.tuwien.ac.at b e-mail: leeb@kph.tuwien.ac.at tainties and model defects. Section 2 briefly summarizes the procedures. In order to show the feasibility of this library, an example evaluation with 55 Mn prior data is compared to an evaluation with a prior specifically made for this isotope, see Section 3. A summary and outlook is provided in Section 4.
Generation of Prior Knowledge
Prior cross sections and covariance matrices were calculated for nine frequently measured channels of 276 isotopes of structural materials. The library was constructed for angle-integrated cross sections of incoming neutrons. The nine channels are given in Table 1 and the isotopesprovided over a great part of the periodic table -are shown in Fig. 1 . Isotopes from 24 Mg to 209 Bi were considered in the library. These isotopes are within the validity range of the global and local optical potential by [5] . In addition, the employed models implemented in TALYS are not adequate for the other mass-values. Furthermore, only those isotopes were calculated for which at least three experimental data sets are available in EXFOR [6] for five channels of Table 1.
The prior cross sections and covariance matrices are valid for evaluations in an energy range from 1 to 150 MeV. Also an energy bin from 1.0e-05 eV to 1 MeV is supplied in order to conform to the ENDF-6 standard. However, the methods [1] employed to calculate this library have been developed for evaluations above the resonance region. The prior covariance matrices contain contributions of parameter uncertainties as well as model defects. Covariances are supplied for all pairs of energy bins of the same channel as well as between different channels. Covariances between different isotopes are not supplied in the current version.
The prior cross sections and covariance matrices are given in ENDF-6 format in order to comply with the standard format of nuclear data evaluation. The cross sections are given in MF=3 files and the covariance matrices in MF=33 files. A general description of the generation procedure and details for the specific isotope are given in MF=1 files.
Theoretical Cross Sections σ th
The quality of the evaluated data will be high in general, if the prior gives a fair description of the experiments. Therefore, we used the well-established and tested local and global parameter sets for the neutron and proton optical model potential by Koning and Delaroche [5] . The local neutron optical potential parameters were obtained by a method based on χ 2 optimization and simulated annealing and using neutron elastic scattering cross sections, total cross section and proton elastic scattering data [5] . From the local parameters of single isotopes, a global parameterization for the neutron and proton optical model parameters was constructed. Only for the isotopes 27 Bi, experimental total cross sections were considered in the optimization procedure. In order to avoid double counting of experimental data during a future evaluation with a local prior of one of these isotopes, only experimental total cross section data should be used which are not listed in Table 2 of [5] . If global prior cross sections and covariance matrices are used in a future evaluation, no special care needs to be taken regarding possible double counting of experimental data.
If a local parameterization of the optical potential was not available, the global one was used. For the level density and the charged particle potential parameters the default values of TALYS [4] were taken. For each isotope, the prior cross sections and associated uncertainties were calculated using TALYS1.0 and TALYS1.2 for local and global parameter sets, resulting in total in four priors for each isotope.
Parameter Uncertainty Covariance Matrices
The covariance matrices A PU 0 account for the limited knowledge of the initial model parameters a 0 described in Section 2.1. They are estimated by
following the methods in [7] . The theoretical cross sections σ th = σ(a 0 ) are calculated according to Section 2.1. The cross sections σ j and σ k are calculated by TALYS [4] using parameter vectors a i . These are randomly selected following a uniform distribution within defined parameter boundaries a < and a > . The parameters are assumed to be independent from each other. For each isotope 3000 parameter vectors are selected each for global and local TALYS1.2 priors and 1500 parameter vectors are selected for global and local TALYS1.0 priors. Each parameter vector corresponds to a call of TALYS, resulting in a total of about 300 000CPU hours on the Vienna Scientific Cluster to compute A PU 0 for all isotopes in Fig. 1 . However, the main problem were not the time-intensive calculations, but to establish reasonable parameter boundaries for each parameter of all isotopes. In [8] , an example showed that unphysically small parameter boundaries can result in deficient output even if sufficient experimental data are included. Otherwise if the parameter boundaries are chosen much too large, the evaluated uncertainties might also be too large and therefore of little use. Hence, special care was taken to establish the parameter boundaries on a physical basis if possible, and to limit the boundaries to a reasonable size. In the following, it is shown by means of two parameters, i.e. R V and d 2 , how the associated parameter boundaries were established on a physical and 'phenomenological' basis.
00010-p.2
Parameter Boundaries for R V The parameter R V is the radius of the real volume-central contribution V V to the phenomenological neutron optical potential. This parameter appears in the radial Woods-Saxon form of
with the diffuseness parameter a V . The optical potential V V consists of a product of f (r, R V , a V ) and an energydependent part which is of no further interest for this consideration. In order to estimate physical parameter boundaries, we calculate a mean square radius r
This radius of the interaction should be larger than, or at least equal to, the mean square charge radius of the nucleus r 2 n . The margin of r 2 op is related to the range of the strong interaction, i.e. r f = 1.4 fm. Thus, we obtain the following condition to establish boundaries for R V
For r 2 n the nuclear mean square charge radii of [9] were used. In order to obtain upper and lower boundaries for R V , Eq. (2) was solved for different values of R V employing the associated initial parameter value for a V . In Fig. 2 , global values of r V = R V /A 1/3 and the associated parameter boundaries are displayed over the mass number A. Upper parameter boundaries of r V exceeding 1.4 fm were considered to be unreasonably large and therefore set to 1.4 fm.
Parameter Boundaries for d 2 The parameter d 2 occurs in the energy-dependent part of the imaginary surface-central contribution W D (E) to the neutron optical potential of [4] ,
with the Fermi energy E f . For this parameter, no physical argument was found to obtain reasonable parameter boundaries. Fortunately, for some isotopes d 2 -values are available for local and global parameter sets. These give a first indication of a physically reasonable parameter space for this specific isotope. Furthermore, following [5] we assumed that neighboring isotopes may show similar properties and thus parameters valid for one isotope might be reasonable for a neighboring nucleus as well.
In order to obtain parameter boundaries for a local parameter value d 2 (A) of a specific isotope with mass number A, we compared it with the local parameters for d 2 of isotopes within C = [A − 10, A + 10] and determined
The upper and lower boundaries of d 2 (A) are obtained by The obtained parameter boundaries for d 2 are shown in Fig. 3 . The unusual small value of d 2 for 184 W was ignored during the analysis and treated separately. Above A = 162, p d2 (A = 162) was assumed for all p d2 . The values p d2 obtained for the local d 2 were also used for the global d 2 . All the local d 2 are also within the error bars of the global ones.
Model Defect Covariance Matrices
The model defect covariance matrices A MD 0 should provide a measure for model deficiencies. In order to estimate A MD 0 , we used the 'scaling procedure' first proposed in [1] and refined in [2] . This phenomenological algorithm relies on the comparison of experimental cross sections σ e with model cross sections σ th and implicitly assumes that the model reproduces experimental data of different isotopes in similar quality. Experimental data of different isotopes n are 00010-p.3 employed. However, experimental data of the isotope to be calculated are not considered to avoid double counting. To put it in a nutshell, we define an energy-dependent scaling factor D c n (E m ) for each isotope n and reaction channel c
, and an energy-independent scaling factor D c ,
which is weighted with the number of experimental data points K n for isotope n. N(c) gives the total number of isotopes per reaction channel c for which experimental data are available. The weights w are defined such that the largest σ th either in energy bin m or of the whole reaction channel c respectively has the largest weight.
The model defect covariance matrix is estimated by
with
and a term
where the latter simulates the systematic fluctuations of σ e . The function
models the width of these systematic fluctuations. With ω = 1.5 MeV, a small width was chosen. The normalization factor τ cc ′ is given by the root of the number of isotopes for which experimental data were used for the reaction channel c and c ′ and energy bin m and m ′ . The 'scaling procedure' supplies A MD 0 only for energy regions where experimental data are available. For other energy regions, the extrapolation algorithm of [2] is employed.
All experimental cross sections from 1 to 150 MeV for the channels given in Table 1 were extracted from the EXFOR database [6] . They were carefully preselected to exclude erroneous data and obvious outliers. In order to reduce the weight of missed erroneous data and isotopes behaving very differently from all other isotopes, all experimental data were employed to calculate A MD 0 for one specific isotope except the experimental data of the isotope itself. This was done in order to avoid double-counting in later evaluations. However, it makes no difference for the A MD 0 whether the data of the considered isotope is used or not. This is not surprising due to the huge amount of experimental data involved.
The Complete Prior
The prior cross sections σ 
The prior covariance matrices A 0 are obtained according to [2] by
Before combining A PU 0 and A MD 0 , the covariance matrices are regularized by the algorithms described in [10] in order to restore positive semi-definiteness. Positive semi-definiteness of prior covariance matrices is violated due to numerical instabilities in the parameter uncertainties and due to fluctuating experimental data used for estimating model deficiencies. If A PU 0 and A MD 0 are positive semi-definite, the prior covariance matrix A 0 is also positive semi-definite.
Example Evaluation with 55 Mn Prior
In order to show the feasibility of the prior structural material library, we performed a test evaluation with local and global TALYS1.0 prior data sets for 55 Mn. The experimental data were inserted 'quasi blind' into the prior knowledge and no special measures were taken to improve the evaluated data.
This isotope was already evaluated with essentially the same theoretical procedures. In the previous evaluation [10] great care was taken to define a best-fitting initial parameter set specifically for this isotope, and the parameter boundaries for A PU 0 were carefully established and revisited to give a consistent evaluation output.
As TALYS1.0 [4] was used for [10] , we employ in this example evaluation also only the prior data for TALYS1.0. In the evaluation of [10] , also the (n, 4n), (n, t) and (n, pα) reaction channels were evaluated using available experimental data of EXFOR [6] . These three reaction channels are not considered in the library and hence a new evaluation was undertaken starting from the prior of [10] . In this evaluation, the same experimental data were included as in the TALYS1.0 priors by means of the Full Bayesian Evaluation Technique, namely: Total, elastic, inelastic, (n, 2n), (n, p) and (n, α) cross sections. The thus evaluated cross sections starting from the prior of [10] , which are studied in this proceeding, do not differ visibly from the corresponding evaluated data of [10] .
The cross sections of the global TALYS1.0 prior data set correspond well to the experimental cross sections up to 25 MeV, above they show systematic deviations, see Fig. 4 . The corresponding prior uncertainties provide error bands which include all experimental data, although these uncertainties were established on global considerations and not specifically for this isotope. The different parameter space of the global TALYS1.0 prior and the prior of [10] can be clearly seen in the larger prior uncertainties of the global TALYS1.0 prior.
Using this prior in an evaluation provides evaluated cross sections which are in fair agreement with experimental data even for energies above 25 MeV. However, the obtained error bands are larger than those obtained using the 00010-p.4 prior of [10] . This reflects the difference in the parameter space which was restricted specifically for 55 Mn in [10] , while the current prior was generated from a global consideration. In the energy range with accurately known experimental data the relative errors of the two evaluations are of the same size. Above 50 MeV, the evaluated relative errors of the global TALYS1.0 prior are 10% higher than those evaluated with the prior of [10] . However in this energy range the cross sections are already quite small and no major impact on derived quantities is expected. The covariance matrix evaluated with the global TALYS1.0 prior is similar to that using the prior of [10] , see Figs. 7 and 8. The evaluated covariance matrix of the global TALYS1.0 prior differs visibly from the corresponding prior covariance matrix in the energy range of the experiments and shows similar properties above (see Fig. 6 ).
The evaluated (n, 2n) cross sections corresponding to the local TALYS1.0 data set also agree well with those calculated with the prior of [10] and the included experimental data, see Fig. 9 . The evaluated cross sections of the local and the global data set show slightly different behavior between 17 and 27 MeV. This is caused by the different initial parameterization of the cross sections. This differences amounts to maximally 13.42% (mean deviation of 3.24% in this energy region) and both evaluated cross sections lie within the errorbars of the experimental data included in the evaluation. Especially, the agreement for the evaluated (n, 2n) cross sections beyond 25 MeV with the experiment should be remarked because they have been all obtained from priors deviating systematically from the experiment at these energies. This 'healing of data' via evaluation is only possible if a proper A MD 0 is included in the prior covariance matrix [11] . The evaluated covariance matrix of the local TALYS1.0 prior is very similar to the global TALYS1.0 one.
The 'least beautiful' evaluated cross sections were those obtained for the (n, α) reaction channel. The evaluated cross sections show kinks at 12 and 20 MeV. At 12 MeV, a transition between two different experimental data sets takes 00010-p.5 place while at 20 MeV the experimental information ends. These kinks occur both in the global TALYS1.0 prior and in the evaluation starting from the prior of [10] , although the kink at 12 MeV is less pronounced with the prior of [10] . Both evaluations describe the experimental data well within the uncertainties. The kinks are caused by the weak prior correlations of the associated energy range and reflect at 12 MeV the slightly diverging experimental data, Fig. 11 . In order to obtain a smooth curve as expected from model data, smoothing algorithms can be applied. The evaluation starting from a prior specifically made for 55 Mn [10] and the 'blind evaluation' using global and local TALYS1.0 priors produced similar cross sections as well as covariance matrices when the same experimental data are entered into the evaluation process. In general, the evaluated errors of the evaluation with the global and local priors were larger than those evaluated with the prior of [10] , which can be easily explained by the global construction of the former. This is a first indication that the prior structural material library might be feasible for future evaluations. 
Summary and Outlook
A systematic generation of prior cross sections and covariance matrices for 276 isotopes relevant for structural materials has been performed. This prior knowledge can be employed as a fair starting point for future evaluations and reduces them effectively to the analysis of experimental data. The priors contain nine frequently measured channels and cover the energy range from 1 to 150 MeV. The priors are supplied in ENDF-6 format, providing MF=3 and MF=33 files. Additionally a MF=1 file is supplied with general information regarding the specific isotope. The local and global optical potential parameters of [5] and the default parameters implemented in TALYS1.0 and TALYS1.2 [4] were employed to calculate the prior cross sections. The prior covariance matrices contain contributions from parameter uncertainties and model deficiencies. In order to estimate the former, parameter boundaries for all important parameters were carefully determined for each isotope in global studies. As examples we described the determination of boundaries for two parameters, one on the basis of physics arguments and one by empirical considerations. For the estimation of the model deficiencies, the scaling procedure of [1, 2] was employed and a wealth of experimental data throughout the periodic table was selected. In order to show the feasibility of the library, a first 'blind' evaluation with a 55 Mn local and global TALYS1.0 prior of this library was performed. It corresponds well to an evaluation undertaken with the prior of [10] which was specifically established for this isotope. For all evaluations, the same experimental data were included and the same statistical method was employed. This indicates that the generated priors might provide a reasonable starting point for evaluations. However, further tests are still required.
At the moment, all necessary data are calculated and the assembly of the library is in progress. Investigations are undertaken to include further ENDF-6 files necessary for evaluators, e.g. MF=2 and MF=4 files. By end of June 2012, the testing and correcting phase will be finished and afterwards, the library will be available on the webpage www.geneus.eu. 2nd Workshop on Neutron Cross Section Covariances results presented have been achieved in part using the Vienna Scientific Cluster (VSC).
