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Kurzreferat
In der vorliegenden Arbeit werden Grundstrukturen frequenzselektiver kapazitiver Vibra-
tionssensoren entwickelt und analysiert, deren spektrale Selektionswirkung durch Aus-
nutzung ihrer mechanischen Resonanzu¨berho¨hung entsteht. Wesentliches Merkmal der
Strukturen ist ihre spannungsgesteuerte Abstimmbarkeit, die auf elektrostatischen Prin-
zipien beruht. Es werden die direkte elektrostatische Frequenzabstimmung, basierend auf
positionsabha¨ngigen Feldkra¨ften, sowie das Prinzip des Stress-Stiffening, basierend auf
einer konstanten elektrostatischen Kraft, diskutiert.
Die Entwicklung konzentriert sich auf Sensorstrukturen, die in klassischen Oberfla¨chen-
technologien gefertigt werden ko¨nnen. Experimentelle Tests der beiden o. g. Abstimmprin-
zipien werden anhand von Strukturen in oberfla¨chennaher Silizium-bulk-Mikromechanik
(SCREAM) durchgefu¨hrt.
Schwerpunkt der Arbeit sind nichtlineare Schwingungen der mechanischen Resonator-
komponente bei großen Amplituden, die durch die Resonanzu¨berho¨hung entstehen. Fu¨r
den Sonderfall des Duffing-Schwingers werden Dimensionierungsregeln zur Minimierung
der Nichtlinearita¨ten entwickelt. Kapazitive Prinzipien zur Detektion bzw. elektrosta-
tischen Abstimmung werden hinsichtlich ihrer Linearita¨t gepru¨ft. Es werden neuartige
Elektrodensysteme fu¨r die SCREAM-Technologie, sogenannte Kurvenkammsysteme ent-
wickelt, die bei Schwingamplituden bis zu 10 µm linear arbeiten.
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Kapitel 1
Einfu¨hrung
1.1 Mikrosysteme in der Verschleißdiagnostik
Das Gebiet der Bewegungssensorik geho¨rt mit Beschleunigungs-, Neigungs- und Dreh-
ratesensoren nach wie vor zu den Hauptaktivita¨ten der Mikrosystemtechnik. Als appli-
kative Schwerpunkte findet man in zahlreichen Publikationen Sicherheitssysteme (Air-
bag), Fahrdynamikregelungen und Navigationssysteme fu¨r den Automobilbau, in denen
ein Massenmarkt mit hohen Umsatzchancen gesehen wird.
Wesentlich geringere Anstrengungen werden unternommen, um mit mikromechani-
scher Bewegungssensorik in die industrielle Meßtechnik vorzudringen. Ein bedeutendes
Applikationsfeld stellt hier die Verschleiß- und Defekterkennung durch Vibrationsanalyse
an Werkzeugmaschinen, energie- und verfahrenstechnischen Anlagen sowie Logistik- und
Transportsystemen dar. Produktionsausfa¨lle durch unerwarteten Maschinendefekt ko¨nnen
z. B. je nach Branche und Produktionscharakteristik Einbußen bis in Millionenho¨he verur-
sachen. Die Brisanz dieser Problematik fu¨hrt dazu, daß hochbeanspruchte Verschleißbau-
teile lange vor dem Ende ihrer typischen Standzeit ausgetauscht und dadurch die vorhan-
denen Ressourcen nicht ausgenutzt werden. Sind die Kosten des vorzeitigen Austausches
zu hoch, wird mit hochwertiger, meist mobiler Vibrationsmeßtechnik eine Baugruppen-
diagnose durch geschultes Personal durchgefu¨hrt. Auf ihrer Basis werden der aktuelle
Verschleißzustand charakterisiert und gegebenenfalls Wartungsaktivita¨ten gezielt geplant.
Der allgemeine Trend, technische Produkte bis hin zu Konsumgu¨tern mit intelligenten
Sensorsystemen fu¨r permanente U¨berwachungs- bzw. Steuerungsfunktionen auszustatten,
verspricht auch in der Maschinendiagnostik einen bedeutenden Qualita¨tssprung mit er-
heblichen Kosteneinsparungen. Mobile Schwingungsaufnehmer ko¨nnen in vielen Fa¨llen nur
an a¨ußeren Geha¨usepositionen der Baugruppe angebracht werden, die vom angepeilten
Verschleißbauteil eine nachteilige Entfernung besitzen. Ein permanent installierter Auf-
nehmer la¨ßt sich dagegen unmittelbar in der Na¨he, gegebenenfalls sogar am Verschleiß-
bauteil selbst anbringen – Positionen, die nach der Baugruppenmontage und im laufenden
Betrieb oft unzuga¨nglich sind. Die montierten Meßstellen ko¨nnen wiederum in periodi-
schen Intervallen mit externer mobiler Ausru¨stung angesprochen und ausgewertet wer-
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den, oder mit einem ebenfalls permanent installierten Monitorsystem verbunden werden.
In Produktionsprozessen ist es das Ziel, die Prozeßbedingungen mo¨glichst umfassend zu
beobachten und aufzuzeichnen, um daraus Ru¨ckschlu¨sse auf die Bearbeitungsqualita¨t der
Werkstu¨cke zu ziehen. Zur Zustandscharakterisierung werden dabei weit mehr Gro¨ßen als
nur das Vibrationssignal herangezogen. Motorstrom, Leistungsaufnahme, Drehmoment,
Temperatur, Schneidenkraft und Schneidengeometrie seien hier als Beispiele genannt [1],
[2].
Die serienma¨ßige Ausstattung von Maschinenbaugruppen mit Sensoren setzt den Lie-
feranten letzterer unter enormen Preisdruck, zumal eine einzelne Meßstelle oftmals fu¨r
eine aussagekra¨ftige Verschleißdiagnose nicht ausreichend ist. R. S. Payne stellt in [3]
die These auf, ein Produkt der Mikrosystemtechnik ko¨nne sich nur dann gegenu¨ber eta-
blierten Lo¨sungen am Markt durchsetzen, wenn es einen mindestens 10fachen Vorteil
entweder im Preis oder in einem technischen Parameter anbietet. Mikromechanische Be-
schleunigungssensoren erreichen bis heute nicht die Parameter der jahrzehntelang ent-
wickelten piezoelektrischen Sensoren. Das Argument fu¨r ihren Einsatz liegt also eindeutig
im Anschaffungspreis begru¨ndet. Es reicht jedoch nicht aus, allein die Meßstellenkosten zu
senken, sondern es muß das gesamte Diagnosesystem im Blickfeld bleiben. Das bedeutet,
Funktionen in ein Mikrosystem zu integrieren, die teure Gera¨te wie z. B. Spektrumanalysa-
toren u¨berflu¨ssig machen. Im Idealfall handelt es sich um ein
”
intelligentes“ Mikrosystem,
welches von der Schwingungsaufnahme bis zur Fehlerdiagnose sa¨mtliche Teilschritte ei-
gensta¨ndig durchfu¨hren kann. Die dazu noch notwendige Entwicklungsarbeit betrifft nicht
nur die Hardwarekomponenten, sondern auch die Klassifizierungsmethoden, nach denen
Verschleißzusta¨nde erkannt und bewertet werden und die in der eingebetteten Software
umzusetzen sind.
1.2 Ziele der vorliegenden Arbeit
Die Arbeit analysiert die Leistungsfa¨higkeit des resonant–frequenzselektiven Meßprin-
zips in kapazitiven mikromechanischen Aufnehmern. Bei diesem Prinzip wird die Reso-
nanzu¨berho¨hung eines Feder-Masse-Schwingers ausgenutzt, um schadensrelevante spek-
trale Komponenten aus dem Vibrationssignal bereits im Aufnehmer, also nicht durch
nachgeschaltete Filter oder schnelle Fouriertransformation (FFT), zu selektieren. Damit
ko¨nnten kostspielige Systemkomponenten entbehrlich werden. Es ist wichtig, das Prinzip
von den weitverbreiteten
”
frequenzanalogen“ resonanten Sensoren abzugrenzen, bei de-
nen eine interne Resonatorfrequenz durch eine quasistatische Meßgro¨ße verstimmt wird.
Da die Entwicklung frequenzselektiver Vibrationssensoren im Gegensatz zu Breitbandsen-
soren bisher in ausgesprochen wenig Literaturstellen zu finden ist, konzentriert sich die
Arbeit auf die technischen Grundlagen und die technologische Machbarkeit.
Den Schwerpunkt der Neuentwicklungen bildet die spannungsgesteuerte Abstimmung
der Sensorresonanz auf die interessierende Spektrallinie oder den Spektralbereich. Dazu
werden zwei Prinzipien verfolgt:
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1. die direkte elektrostatische Abstimmung, bei der der Steifigkeitseffekt eines elektro-
statischen Feldes zur Modulation der Gesamt-Federsteifigkeit ausgenutzt wird,
2. das Stress-Stiffening-Prinzip, bei dem die Steifigkeit der Resonatorfedern durch eine
variable mechanische Vorspannung beeinflußt wird. Die mechanische Vorspannung
wird aus einer steuerbaren elektrostatischen Kraft gewonnen.
Die Untersuchungen sind auf die Grundstrukturen und Layouts der Oberfla¨chenmikrome-
chanik abgestimmt. Testmuster zur Demonstration der beiden o. g. Abstimmprinzipien
wurden in der oberfla¨chennahen Silizium-bulk-Mikromechanik (SCREAM) realisiert und
experimentell ausgewertet.
Kapitel 2 geht auf den aktuellen Stand in der Vibrationsanalyse ein. Es werden Aussa-
gen zu interessanten Frequenz- und Amplitudenbereichen der Vibrationssignale getroffen,
die verfu¨gbaren Aufnehmer mit den wesentlichen Eigenschaften vorgestellt und die fre-
quenzselektive Arbeitsweise beschrieben.
Kapitel 3 analysiert den Signalpfad vom mikromechanischen Resonator bis zum ana-
logen elektrischen Ausgangssignal, welches schließlich zur analogen oder digitalen Weiter-
verarbeitung bereitsteht. Dabei wird insbesondere darauf eingegangen, in welchem Maße
sich Sto¨rgera¨usche neben dem schadensrelevanten Nutzsignal unterdru¨cken lassen. In die-
sem Kapitel wird nur das lineare Kleinsignalverhalten behandelt.
Kapitel 4 widmet sich dem nichtlinearen Schwingverhalten des Resonators. Nichtlinea-
re Schwingungen erweisen sich als der wichtigste begrenzende Faktor fu¨r die erreichbare
Selektivita¨t der Sensoren.
Kapitel 5 stellt drei dominierende Technologien der Oberfla¨chenmikromechanik vor,
die fu¨r die Realisierung der Sensoren in Frage kommen. Dazu geho¨ren die SOI-, die
Polysilizium- und die SCREAM-Technologie.
Kapitel 6 vergleicht die Daten kapazitiver Elementarfunktionen und Funktionsele-
mente, die in den typischen Balken-Graben-Strukturen der Oberfla¨chenmikromechanik
zur Signaldetektion, Krafterzeugung und Frequenzabstimmung genutzt werden ko¨nnen.
Fragen der Linearita¨t spielen eine zentrale Rolle. Es werden zwei neuartige Funktions-
elemente – sogenannte Kurvenkammsysteme – zur Signaldetektion und direkten elektro-
statischen Frequenzabstimmung entwickelt. Sie liefern linearisierte Kennlinien u¨ber einen
Amplitudenbereich von 10 µm unter den Bedingungen der opferschichtfreien SCREAM-
Technologie.
Kapitel 7 behandelt die Frequenzabstimmung durch gesteuertes Stress-Stiffening. An-
hand von Teststrukturen wird die Erzeugung der mechanischen Vorspannung ohne und
mit Hebelu¨bersetzung demonstriert.
Kapitel 8 faßt schließlich die Ergebnisse der Arbeit zusammen und zieht Schlußfolge-
rungen bezu¨glich weiterer notwendiger Entwicklungen.
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Kapitel 2
Breitbandige und frequenzselektive
Vibrationsmessung
Vibrationen, die beim Betrieb mechanischer Baugruppen entstehen, tragen Informationen
u¨ber den Abnutzungsgrad und Defekte der internen Bauteile oder Werkzeuge mit sich. Die
Messung und Entschlu¨sselung des Vibrationsspektrums ist seit vielen Jahren eine Stan-
dardaufgabe in der Zustandsu¨berwachung von Maschinen. Das Kapitel gibt eine kurze
U¨bersicht u¨ber die Frequenz- und Amplitudenbereiche, in denen technische Vibrationssi-
gnale zu erwarten sind, sowie die Sensortechnik, die sich gegenwa¨rtig zur Vibrationsana-
lyse im Einsatz bzw. in Entwicklung befindet. Das Arbeitsprinzip des frequenzselektiven
Sensors wird als Alternative zum breitbandigen Meßprinzip erla¨utert. Die Schwerpunkte
der nachfolgenden Untersuchungen werden daraus abgeleitet.
2.1 Entstehung von Maschinenschwingungen
Schwingungen entstehen an jeder Maschine mit einem fu¨r sie typischen Charakter. Die
Entstehungsursachen lassen sich in Imperfektionen an den beteiligten Bauteilen und kon-
struktiv bedingte Schwingungsquellen gruppieren. Zu den Imperfektionen za¨hlen z. B.
Rauheiten und Formabweichungen aufeinander gleitender oder abrollender Oberfla¨chen
in Lagerungen und Bremssystemen oder auch Restunwuchten rotierender Teile. Zu den
konstruktiv bedingten Quellen geho¨ren u. a. oszillierende Massen bei Kurbelgetrieben,
der Zahneingriff in rotierenden Getrieben, Eigenmoden und Geha¨useresonanzen, die beim
Hochfahren der Drehzahl durchlaufen und angeregt werden, elektromagnetische Wechsel-
felder und Polfrequenzen, sowie natu¨rlich die Schwingungen, die an Werkzeug–Werkstu¨ck-
Paarungen entstehen. In fluidischen Systemen wie Rohrleitungen, Verdichtern und Pum-
pen werden Stro¨mungsgera¨usche erzeugt. Hier ist die Kavitation von hoher technischer
Bedeutung, eine Dampfblasenbildung durch Unterdruck und nachfolgende Implosion der
Blasen. Die dabei entstehenden Drucksto¨ße fu¨hren zur Zersto¨rung angrenzender Ober-
fla¨chen.
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Abbildung 2.1: Beispiel zur verschleißabha¨ngigen A¨nderung eines Vibrationsspektrum aus [4]
A¨nderungen des Zustandes der beteiligen Bauteile a¨ußern sich in einer A¨nderung des
Vibrationsspektrums (s. Beispiel in Abbildung 2.1). Die Analyse der Spektren nach Hin-
weisen auf den Verschleißzustand ist eine sehr komplexe Aufgabe, da am Meßort in der
Regel die Signale von verschiedensten Quellen eintreffen und die eigentliche schadensrele-
vante Information sorgfa¨ltig extrahiert werden muß. U¨blich sind Trendanalysen, bei denen
die Entwicklung des Spektrums u¨berwacht wird und rapide Vera¨nderungen im Spektrum
kurz vor dem Ausfall von Bauteilen festgestellt werden.
2.2 Frequenz- und Amplitudenbereiche mechanischer
Vibrationen
Aus verschiedenen Literaturstellen la¨ßt sich eine unverbindliche U¨bersicht u¨ber Vibra-
tionsquellen mit Frequenzbereichen und Signalcharakter zusammenstellen (Tabelle 2.1).
Die emittierten Signale beschra¨nken sich nicht auf die darin angegebenen Frequenzba¨nder,
jedoch widerspiegeln sich in diesen Bereichen die meisten Verschleißerscheinungen. Ein
sehr großer Anteil aller Vibrationsmessungen konzentriert sich auf den Bereich zwischen
wenigen Hertz und 10 kHz. Schwingungen, die durch rotierende Teile erzeugt werden, sind
in ihrer Frequenz durch die Drehzahl sowie konstruktiv bedingte periodische Ereignisse
(Kugelumlauf, Zahneingriff, . . . ) sehr scharf definiert. Sie sind vorwiegend bei wenigen
10. . . 100 Hz zu finden. Gelegentlich werden auch deren Oberschwingungen bis zu weni-
gen Kilohertz zur Auswertung herangezogen. Andere Schwingungsquellen sind mehr oder
weniger breitbandiger Natur und fallen mit ho¨heren Frequenzen bis zu einigen Mega-
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Tabelle 2.1: Hauptsa¨chliche Quellen mechanischer Vibrationen und Schallemission, zusammen-
gestellt aus [5]–[14]
physikalische
Ursache
Diagnoseobjekte Frequenz-
bereich
Signalcharakter Signaldauer
Rotationen Antriebe,
Wa¨lzlager,
Turbinen,
Generatoren
1.5. . . 500 Hz scharfe Spektral-
linien, durch
Drehzahlen defi-
nierte Frequenzen
dauerhaft
Stoßvorga¨nge zw.
metallischen Bau-
teilen
Linearantriebe,
Schmieden,
Lager,
Getriebe
1. . . 10 kHz
0.1. . . 5 kHz*
breitbandig bzw.
scharfe Spektralli-
nien*
Burst (µs. . .
ms) bzw.
abklingend
(ms. . . s)*
Materialverfor-
mung/-trennung
(Mikrodeformatio-
nen/-rißbildungen)
Kaltverformung,
Drehen, Fra¨sen,
Bohren,
Schleifen
2 kHz. . .
5 MHz
breitbandig,
stochastisch
dauerhaft
(hohe Ereig-
nisdichte)
Kavitation Pumpen,
Verdichter,
Rohrsysteme
3. . . 8 kHz breitbandig,
stochastisch
Burst bis
dauerhaft
* durch Stoß angeregte abklingende Geha¨use- und Tragwerkschwingungen
hertz in den Bereich der Schallemission (AE – Acoustic Emission). Dazu za¨hlen vor allem
Materialbearbeitungsprozesse und Kavitation.
Wesentlich schwieriger ist es, Aussagen u¨ber die auftretenden Amplituden des Schwing-
weges, der Schwinggeschwindigkeit oder der Schwingbeschleunigung zu finden. Anhalts-
punkte ko¨nnen aus der VDI-Richtlinie 2056 zur Beurteilung von Maschinenschwingun-
gen entnommen werden [15]. Diese Richtlinie teilt Schwingungen nach ihrer Amplitude
fu¨r verschiedene Maschinengruppen in die Klassen
”
GUT“,
”
BRAUCHBAR“,
”
NOCH
ZULA¨SSIG“ und
”
UNZULA¨SSIG“ ein. Die Bewertung steht allerdings in keinem Zu-
sammenhang mit der Feststellung von Verschleiß, sondern zielt auf die Belastung der
Maschinenbaugruppe, Fundamente, Umgebung und Menschen durch die Schwingungen.
Der erfaßte Bereich der
”
Schwingsta¨rke“ (= Effektivwert) entspricht jedoch etwa den in
der Praxis zu messenden Schwingungen und ebenso dem Bereich, in dem moderne piezo-
elektrische Aufnehmer arbeiten.
Die Richtlinie bezieht sich auf den Frequenzbereich bis 1 kHz und legt Schwingsta¨rke-
stufen nach der effektiven Schwinggeschwindigkeit (
”
effektive Schnelle“) fest, die von
vRMS = 0.071 mm/s bis vRMS = 71 mm/s reichen. Aus A¨hnlichkeitsbetrachtungen der
Mechanik und Erfahrungswerten wird hierbei angenommen, daß Schwingungen gleicher
Schnelle in verschiedenen Frequenzbereichen in erster Na¨herung gleichwertig sind. Die
mittlere Spu¨rbarkeitsschwelle des Menschen liegt bei 0.112 mm/s. Andere Beurteilungs-
maßsta¨be wechseln frequenzabha¨ngig zwischen Schwingweg, Schwinggeschwindigkeit und
Schwingbeschleunigung zur Festlegung der Grenzen. Ein Beispiel dazu zeigt das Nomo-
gramm in Abbildung 2.2.
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Abbildung 2.2: Nomogramm zur Beurteilung von Maschinenschwingungen aus [16]
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Abbildung 2.3: Amplitudenbereiche der meisten auftretenden Schwingungen, abgeleitet aus
VDI-Richtlinie 2056 zur Beurteilung von Maschinenschwingungen [15]
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Nimmt man an, daß der gro¨ßte Teil technisch relevanter Schwingungen tatsa¨chlich fre-
quenzunabha¨ngig im konstanten Geschwindigkeitsbereich nach VDI-Richtlinie 2056 auf-
tritt und daß diese Regel auch fu¨r Frequenzen von 1. . . 10 kHz gilt, so lassen sich daraus fu¨r
jede Frequenz die zugeho¨rigen Bereiche des Schwingweges und der Schwingbeschleunigung
ableiten (Abbildung 2.3). Die Wegamplituden reichen danach von etwa 1 nm bis 1 mm,
die Beschleunigungsamplituden von 0.006 m/s2 ≈ 600 µg bis 6000 m/s2 ≈ 600 g. Ho¨here
Amplituden stehen, sofern sie auftreten, fu¨r die Vibrationsanalyse kaum zur Diskussion,
da sie ohnehin weit im unzula¨ssigen Bereich liegen. Die Tra¨gersignale schadensrelevanter
Informationen befinden sich eher im unteren Amplitudenbereich und ko¨nnen die Grenze
von vRMS = 0.071 m/s durchaus noch unterschreiten.
2.3 Sensoren fu¨r die Schwingungsmessung
Zu den traditionellen feinwerktechnisch gefertigten Sensoren za¨hlen entsprechend der
Proportionalita¨t ihres Ausgangssignales Wegaufnehmer nach dem Wirbelstromprinzip,
elektrodynamische Geschwindigkeitsaufnehmer und piezoelektrische Beschleunigungsauf-
nehmer. Von diesen haben heute die Beschleunigungsaufnehmer die weiteste Verbrei-
tung gefunden, ausgenommen bei der Messung von Wellenschwingungen, wo wegen ihrer
beru¨hrungslosen Methode die Wirbelstrom-Wegaufnehmer dominieren.
Beschleunigungsaufnehmer sind heute so weit entwickelt, daß ein einzelner Typ als
Breitbandsensor den gesamten Frequenzbereich von unter 0.3 Hz bis 10 kHz (Minia-
turaufnehmer 1 Hz. . . 25 kHz) und mit einem Dynamikbereich von mehr als 120 dB
den gesamten zugeho¨rigen Amplitudenbereich abdeckt. Dabei werden bei ausreichender
Rauschreduktion durch Bandpaßfilterung bzw. Mittelung der FFT-Spektren Auflo¨sungen
von 0.001 m/s2 und geringer realisiert [4]. Die Aufnehmer finden auch fu¨r AE-Messungen
im hochfrequenten Bereich Verwendung. Sogenannte ICP-Sensoren (Integrated Circuit
Piezoelectric) haben bereits einen eingebauten Ladungsversta¨rker mit Spannungsaus-
gang und beno¨tigen zum Betrieb lediglich eine Spannungsversorgung. Durch die interne
Signalvorversta¨rkung ko¨nnen teure Verbindungskabel eingespart werden, deren Kosten
in der elektromagnetisch belasteten Produktionsumgebung nicht unerheblich sind. Der
neueste Trend geht zu Aufnehmern mit internen Datenspeichern – sogenannten TEDS
(Transducer Electronic Data Sheet [17]) – die u¨ber eine Mixed-Mode-Schnittstelle sowohl
das analoge Meßsignal als auch sensorspezifische digitale Daten (Identifikation, Typ, Kali-
brierdaten, Anwendungsparameter) an das Meß- und Regelsystem liefern. Perspektivisch
werden diese Funktionen auf interne A/D-Wandlung, Signalauswertung und vollsta¨ndig
digitalisierte Datenu¨bertragung erweitert.
Die Mikrosystemtechnik hat das Feld der Beschleunigungsmessung durch preisgu¨nsti-
ge kapazitive und piezoresistive Sensoren in Silizium-bulk-Mikromechanik erga¨nzt [18].
Mit ihnen wird der Frequenzbereich bis 1 kHz und ein Dynamikbereich von 80 dB ab-
gedeckt. Ein markanter Meilenstein war Mitte der 90er Jahre die Einfu¨hrung des ersten
kapazitiven Beschleunigungssensors in Polysilizium-Oberfla¨chentechnologie, des ADXL50
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von Analog Devices, Inc. [19]. Inzwischen sind Nachfolgetypen mit unterschiedlichen Spe-
zifikationen erha¨ltlich, auch als biaxiale Ausfu¨hrungen (z. B. ADXL150/ADXL250 [20]).
Die Typenreihe erreicht mit Rauschpegeln zwischen 200 µg/
√
Hz und 1 mg/
√
Hz einen
Dynamikbereich von 60. . . 70 dB. Eine neuere Entwicklung eines kapazitiven Sensors in
SOI-Technologie zielt auf einen Rauschpegel von 1 µg/
√
Hz und einen Dynamikbereich
von 120 dB [21].
Kommerziell erha¨ltliche kapazitive und piezoresistive Sensoren haben sich bisher in
der Vibrationsanalyse nicht durchsetzen ko¨nnen, obwohl die hochwertigen Eigenschaften
der Piezoaufnehmer bei weitem nicht fu¨r alle Diagnoseaufgaben erforderlich sind. Da
die Zusatztechnik im Meßsystem nach wie vor noch wesentlich teurer ist, wird an den
Aufnehmern in der Regel nicht gespart. Bemerkenswerte Ergebnisse zur Integration vieler
Systemfunktionen sind mit einem Mikrosystem zur U¨berwachung des Schneidvorganges
an Drehmeißeln entstanden [22].
Entwicklungsarbeiten zu frequenzselektiven Vibrationssensoren auf Basis der Reso-
nanzu¨berho¨hung findet man in außerordentlich geringer Zahl. In [23] und [24] wurden
resonante Sensorarrays nach dem Prinzip des Zungenfrequenzmessers mit piezoresistiver
Signalwandlung vorgestellt. Am bekanntesten und bis zur Produktreife fortgeschritten
ist ein piezoresistiver Sensor zur U¨berwachung von Pendelrollenlagern in Papiermaschi-
nen [25]. Der Sensor besitzt eine feste, auf die U¨berrollfrequenz des Lagers abgestimmte
Resonanzfrequenz von etwa 25 Hz mit Gu¨tefaktoren von etwa 30. . . 50. Das gleiche Sen-
sorkonzept wurde ebenfalls erfolgreich zur Schadensfeststellung an ICE-Radsatzlagern
angewendet [26]. Dort wurde auch demonstriert, wie trotz der unvera¨nderlichen Sensor-
resonanz eine Lagerdiagnose bei variabler Drehzahl erstellt werden kann. Die Meßwerte
werden – gesteuert durch eine gleichzeitige Drehzahlmessung – bei jeder kurzzeitigen Ko-
inzidenz von U¨berrollfrequenz und Sensorresonanz wa¨hrend der Beschleunigungs- und
Bremsphasen des Zuges gespeichert und statistisch ausgewertet.
2.4 Resonant-frequenzselektive Messung
Abbildung 2.4 verdeutlicht den Unterschied in der Arbeitsweise eines Breitband- und
eines resonant-frequenzselektiven Sensors. Der Breitbandsensor wird fu¨r niederfrequen-
te Vibrationsmessungen als hochabgestimmtes System betrieben, d. h. die Meßfrequenz
liegt bei f < 1
3
. . . 1
2
fres. Seine interne Relativamplitude xr reicht nicht u¨ber die externe
Wegamplitude xS hinaus. Bei sehr niedrigen Frequenzen gilt aufgrund der geringen Be-
schleunigungswerte sogar xr  xS. An kapazitive Detektionsprinzipien werden daher sehr
hohe Anforderungen gestellt. Im ADXL50 wird das Feder-Masse-System bei a = 1 g nur
um 0.43 nm ausgelenkt und bewirkt eine Kapazita¨tsa¨nderung von gerade 33 aF in je-
der der beiden Teilkapazita¨ten [19]. Eine ausgepra¨gte Resonanz ist bei Breitbandsensoren
nicht erwu¨nscht.
Der resonant betriebene Sensor ist dagegen nur fu¨r die U¨berwachung eines schma-
len Frequenzbandes oder einer Spektrallinie vorgesehen. Er versta¨rkt die Signalanteile
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Abbildung 2.4: Zur Arbeitsweise von Breitband- und frequenzselektiven Sensoren
innerhalb seiner Resonanzbandbreite gegenu¨ber den Anteilen außerhalb des Resonanzbe-
reiches und verbessert so ohne nachtra¨gliche Filterung den Sto¨rabstand (SNR – Signal-to-
Noise Ratio), wenn man alle Anteile außerhalb der Resonanz als nicht schadensrelevante
Sto¨rsignale betrachtet. Außerdem verspricht das Prinzip eine anspruchslosere Detektion
der kapazitiven Signale, da durch die Resonanzgu¨te auch die Kapazita¨tsamplituden ent-
sprechend ho¨her liegen als beim Breitbandsensor. Im Rahmen der vorliegenden Arbeit
wird eine einfache I/U -Wandlung des kapazitiven Stromes vorgesehen, der in den Detek-
tionselektroden bei konstanter DC-Polarisationsspannung durch die Resonatorschwingung
generiert wird.
Aus dem Konzept ko¨nnen unmittelbar erho¨hte Anforderungen an die mikromechani-
sche Komponente des Sensors – den Resonator – abgeleitet werden:
1. Die Resonanzgu¨te wird zum entscheidenden Faktor fu¨r die Empfindlichkeit und
Bandbreite. Sie wird bei atmospha¨rischem Druck durch die fluidische Da¨mpfung
zwischen den gegeneinander bewegten Fla¨chen, beim Betrieb im Vakuum durch
die Materialda¨mpfung der Werkstoffe bestimmt. Nichtlineare Da¨mpfungsfunktionen
ko¨nnen zudem eine nichtlineare Sensorcharakteristik verursachen.
2. Die Relativauslenkung des Feder-Masse-Systems erreicht ein Vielfaches der Erre-
geramplitude (Wegamplitude). Implementierte Federanordnungen mu¨ssen fu¨r diese
Auslenkungen einen weitgehend linearen Verlauf der Ru¨ckstellkraft gewa¨hrleisten.
Dasselbe gilt fu¨r Kraftwirkungen elektrostatischer Felder im Sensor, die sowohl zur
kapazitiven Auswertung als auch zur elektrostatischen Resonanzabstimmung ge-
genwa¨rtig sind. Fu¨r Erregeramplituden oberhalb 1 µm ist das resonante Prinzip of-
fensichtlich nicht geeignet, da die dann entstehenden Resonanzamplituden im Maß-
stab der Oberfla¨chenmikromechanik nicht mehr vertretbar sind.
3. Die Resonanzfrequenz muß entweder wa¨hrend der Herstellung oder wa¨hrend des
Betriebes exakt auf die zu messende Spektrallinie abgestimmt werden. Bereits ge-
ringe Abweichungen fu¨hren hier zu umso gravierenderen Meßfehlern, je ho¨her die
Resonanzgu¨te ist. Als Alternative kann neben der Ausnutzung von Signalfrequenz-
schwankungen nach [26] auch ein Durchstimmbetrieb des Sensors eingefu¨hrt werden.
Wie weit diese Anforderungen unter Nutzung von Oberfla¨chentechnologien erfu¨llt werden
ko¨nnen, ist Gegenstand dieser Arbeit.
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Es ist leicht einzusehen, daß der Anwenderkreis fu¨r Festfrequenzsensoren oder in eng
begrenztem Bereich abstimmbare Sensoren relativ klein sein wird. Interessant sind sie fu¨r
U¨berwachungsaufgaben in Massenprodukten. Die Miniaturisierung mechanischer Struk-
turen durch die Oberfla¨chentechnologie im Vergleich zur Silizium-bulk-Mikromechanik
erlaubt es jedoch, Arraystrukturen zu integrieren. In einem frequenzselektiven Vibrations-
sensorarray ist jede spannungsgesteuert abstimmbare Einzelzelle fu¨r Messungen in einem
bestimmten Frequenzintervall zusta¨ndig. Wie in Kapitel 7 an einem Demonstrator gezeigt
wird, kann mit solchen Konzepten ein beachtlicher Frequenzbereich lu¨ckenlos u¨berwacht
werden.
2.5 Mikrosystem
Ein anwenderfreundliches U¨berwachungssystem besteht im einfachsten Fall aus einer Zen-
traleinheit, die eine Reihe von Aufnehmern anspricht, Meßwerte speichert und auswer-
tet, noch verbleibende Betriebszeiten fu¨r die diagnostizierten Baugruppen anzeigt, im
Fehlerfall Alarm auslo¨st und gegebenenfalls die Maschine stoppt (Abbildung 2.5a). Fu¨r
die Kommunikation zwischen der Zentraleinheit und den Sensoren u¨ber standardisierte
Schnittstellen muß jeder Sensor bereits eine Datenreduktion vor Ort u¨bernehmen. Im
Idealfall empfa¨ngt er lediglich die Frequenzvorgabe und sendet die aufgenommene Signal-
leistung in Form eines digitalen Protokolls zuru¨ck. Das dafu¨r im Sensor zu integrierende
Mikrosystem hat folgende Funktionen zu erfu¨llen (Abbildung 2.5b):
• Aktivierung der Arrayzellen nach der gewu¨nschten Frequenz,
• Einstellung der Abstimmspannung Utune fu¨r die gewu¨nschte Frequenz (nichtlineare
Abstimmkennlinie fres(Utune)!),
• kapazitive Signalwandlung, Aufbereitung und Demodulation,
• Temperaturgangkorrektur der Empfindlichkeiten und Abstimmkennlinien,
• Selbsttest,
• erweiterte Funktionen: automatische Intervalldurchstimmung und Meßtabellenspei-
cherung, Integration der Signalleistung im Intervall, . . . ,
• Temperatursensor,
• Spannungsstabilisierung,
• verdrahtungsarme Nutzerschnittstelle.
Die internen Spezifika des Sensors mu¨ssen fu¨r den Nutzer verdeckt bleiben. Insbesondere
sollte er durch ein automatisiertes Array-Management von der Aktivierung und Auslesung
der einzelnen Arrayzellen entbunden werden. Zur Gewa¨hrleistung dieser Funktionalita¨t
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sind analoge und digitale Teilkomponenten in Form eines Multi-Chip-Moduls zu inte-
grieren. Da Vibrationssensoren nur eine geringe Eigenmasse in das Meßobjekt einbringen
du¨rfen, ist eine hohe Integrationsdichte notwendig. Die Entwicklung des Mikrosystems
erfolgt in Fortsetzungsarbeiten und ist nicht Teil der vorliegenden Arbeit.
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Abbildung 2.5: Zustandsu¨berwachung einer Werkzeugmaschine mit frequenzselektiven Vibra-
tionssensoren: a) U¨berwachungssystem, b) Blockdiagramm eines Sensors als
integriertes Mikrosystem
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Kapitel 3
Dynamik des linearen resonanten
Sensors
In diesem Kapitel werden die U¨bertragungseigenschaften des Sensors von der zu mes-
senden mechanischen Schwingung bis zum elektrischen Ausgangssignal dargestellt. Das
elektromechanische System wird dazu linearisiert betrachtet. Dabei wird noch kein kon-
kreter Entwurf zugrundegelegt, so daß die gezeigten Zusammenha¨nge als allgemeingu¨ltige
Gesetzma¨ßigkeiten fu¨r frequenzselektive elektromechanische U¨bertragungsglieder mit re-
sonantem Prinzip verstanden werden ko¨nnen. Sie dienen dazu, die erreichbare Qualita¨t
eines frequenzselektiven Sensors hinsichtlich einer bestimmten Meßaufgabe abzuscha¨tzen
und Richtlinien fu¨r dessen Entwurf vorzugeben. Zuna¨chst werden verschiedene technisch
relevante Eingangssignale in einer U¨bersicht zusammengefaßt. Anschließend werden die
Funktionsblo¨cke des Analogsignalpfades und die Entstehung der Sensor-Ausgangsspannung
betrachtet. Schwerpunkte bilden der erreichbare Sto¨rabstand sowie das Einschwingverhal-
ten des Sensors bei Amplitudena¨nderungen und Abstimmvorga¨ngen in Abha¨ngigkeit von
der Resonanzgu¨te.
3.1 Eingangssignale
An realen Meßobjekten setzt sich das Vibrationssignal aus verschiedenen Schwingungs-
komponenten zusammen. Selbst wenn die u¨berwachte Baugruppe nur eine einzige Vi-
brationsquelle enthielte und von Fremdschwingungseinkopplungen vo¨llig isoliert stu¨nde,
ko¨nnte man am Meßort keine harmonische Schwingung erwarten. Bereits die Erregung ge-
schieht unter Mitwirkung nichtlinearer Vorga¨nge (Oberfla¨chenkollisionen, Reibung, . . . ),
die zur Grundschwingung Oberwellen hinzufu¨gen. Auf seinem U¨bertragungsweg bis zum
Sensor unterliegt das Signal weiterhin Da¨mpfungen, Reflexionen und nichtlinearen Kopp-
lungen und wird von Baugruppenresonanzen unterschiedlicher Frequenzen u¨berlagert, die
von der Quelle ebenfalls angeregt werden.
Haben die Glieder dieser Kette determinierten Charakter, d. h. folgt aus der An-
regung einer Quelle oder eines Kopplungsgliedes eine eindeutige Antwort, so entstehen
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Tabelle 3.1: Klassifizierung von Vibrationssignalen
Signalform Darstellung und Beispiele Entstehung
Determiniert periodisch
harmonisch x(t) = xˆ sin(ωt+ ϕ)
x
t
Testsignal
nichtharmonisch
x(t) =
∞∑
k=1
xˆk sin(kωt+ ϕk)
x
t
oberwellenreiche Quellen,
abha¨ngige Quellen,
nichtlineare Schwingun-
gen oder U¨bertragungs-
strecken
Determiniert nichtperiodisch
U¨berlagerte
Schwingungen
mit irrationalem
Frequenzver-
ha¨ltnis
x(t) = xˆ1 sin(ω1t+ ϕ1)
+ xˆ2 sin(ω2t+ ϕ2) + . . .x
t
unabha¨ngige Quellen,
U¨berlagerung verschiede-
ner Resonanzen
sinusverwandt x(t) = xˆ(t) sin[ω(t)t+ ϕ(t)]
x
t
x
t
abklingende Resonanzen,
Drehzahla¨nderungen
Testfunktionen s(t) δ(t) r(t) = t · s(t)
x
t
x
t
x
t
Testsignale,
sensorinterne Selbsttests
Stochastisch
stochastischer
Ko¨rperschall
Leistungsdichtespektrum S(f)
x
t
S
f
breitbandige Quellen
weißes oder
bandbegrenztes
Rauschen
Rauschleistungsdichte Snoise = const.,
effektive Rauschamplitude
xRMS,noise =
√
Snoise ·BW
x
t
S
f
band-
begrenzt
weiß es R.
Testsignal
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auch determinierte Meßsignale. Sie ko¨nnen mathematisch durch die Summe harmonischer
Komponenten – teils mit zeitvera¨nderlichen Parametern – beschrieben werden.
Viele Quellen im Bereich mehrerer Kilohertz (Materialtrennung, Reibung, Kavitation)
besitzen stochastischen Charakter. Hinzu kommen Nebengera¨usche aus anderen Quellen.
Man quantifiziert die daraus entstehenden Signale durch Amplituden- oder Leistungsdich-
tespektren.
Tabelle 3.1 gibt eine U¨bersicht u¨ber die Signalformen. Idealisierte Signale sind im
Anwendungsumfeld kaum zu finden, haben aber umso mehr Bedeutung in der Entwick-
lungsphase eines Sensorsystems sowohl bei der Berechnung als auch der experimentel-
len Analyse und werden außerdem zur Kalibrierung benutzt. Dazu geho¨ren harmonische
Schwingungen, Sprung-, Stoß und Rampenfunktionen sowie weißes bzw. bandbegrenztes
Rauschen. Abgesehen von der U¨berlagerung weiterer determinierter und stochastischer
Signale unterscheiden sich reale Vibrationen von den Testsignalen durch zeitliche Para-
metera¨nderungen bis hin zum periodischen oder zufa¨lligen Auftreten und Verschwinden.
Typisch sind auf- und abschwellende Amplituden, Frequenza¨nderungen durch Drehzahlva-
riation und stoßerregte Burstsignale. Sensorcharakterisierungen mit Hilfe von stationa¨ren
Testsignalen beziehen sich auf das eingeschwungene System und machen keine Aussage
u¨ber den Informationsverlust, der gegenu¨ber realen Signalen durch Einschwingvorga¨nge
des Wandlers entsteht.
3.2 Analoge Meßsignalgewinnung im Sensor
Als Sensor werden die mikromechanischen und elektronischen Funktionsblo¨cke bis zur
Demodulation betrachtet. In diesem Kapitel ist nur der analoge Signalweg interessant.
Digitale Steuerungsfunktionen des Mikrosystems werden nicht behandelt. Die abstrahier-
te Systemstruktur in den Abbildungen 3.1 und 3.3 ist nicht zwingend identisch mit der
physischen Aufteilung der Schaltung und ebensowenig an konkrete Entwu¨rfe des mikrome-
chanischen Bauteils gebunden. Sie ist geeignet, Gesetzma¨ßigkeiten am resonanten Sensor
anhand seiner funktionellen Struktur entweder mit analytischen Methoden oder durch nu-
merische Systemsimulation zu studieren (s. Abschnitt 3.2.4). Detaillierte Untersuchungen
an konkreten Entwu¨rfen des Meßwandlers erfolgen in nachfolgenden Kapiteln.
Eingangssignal ist die Schwingbeschleunigung aS(t). Alternativ ko¨nnen auch die
Schwinggeschwindigkeit vS(t) oder der Schwingweg xS(t) als Eingangsgro¨ßen betrach-
tet werden. Am Ausgang des Demodulators steht der Effektivwert (RMS – Root Mean
Square) des frequenzselektiv bewerteten Vibrationssignales bereit, der einer Grenzwert-
u¨berwachung oder auch einer digitalen Meßdatenerfassung unmittelbar zugefu¨hrt wird.
Zur Darstellung der elementaren Zusammenha¨nge zwischen Eingangs- und Ausgangs-
signal wird von eindimensionaler Erregung aS(t) bzw. aS(s) ausgegangen. Die in Ab-
bildung 3.2 gezeigte Folge von Signalspektren an den Meßpunkten
”
a“. . .
”
g“ dient im
folgenden zur Erla¨uterung der U¨bertragungskette. Als Testsignal wird eine Vibration mit
sinusfo¨rmiger Hu¨llkurve gewa¨hlt:
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Abbildung 3.1: Signalflußgraph des Analogpfades im frequenzselektiven Sensor. Die Signalbe-
zeichungen a. . . g beziehen sich auf Abbildung 3.2.
aS(t) = (aˆ+ aˆM sinωMt) sin(ωTt+ ϕ) (3.1)
= aˆ sin(ωTt+ ϕ) +
aˆM
2
cos[(ωT − ωM)t+ ϕ] − aˆM
2
cos[(ωT + ωM)t+ ϕ] .
In der Begriffswelt der Signaltheorie besteht diese Vibration aus einer Tra¨gerschwingung
mit der Frequenz ωT, der die eigentliche Information der Frequenz ωM aufmoduliert ist.
Ein derartiges Signal entha¨lt im Frequenzbereich Spektrallinien bei ωT, ωT − ωM und
ωT + ωM.
Dem Nutzsignal sind externe akustische Sto¨rungen (AI – Acoustic Interference) so-
wie das sensorinterne thermomechanische Rauschen (TMN – Thermal-Mechanical Noise)
u¨berlagert. Thermomechanisches weißes Rauschen spielt bei den extrem geringen seis-
mischen Massen mikrostrukturierter Inertialsensoren eine nicht zu unterscha¨tzende Rolle
und kann als auflo¨sungsbegrenzender Effekt durchaus u¨ber das elektronische Rauschen
(CN – Circuit Noise) und elektromagnetische Einstreuungen (EMI – Electromagnetic
Interference) dominieren [27]. Die frequenzabha¨ngige Bewertung akustischer und thermo-
mechanischer Sto¨ranteile durch den resonanten Sensor ist identisch. Bei der nachfolgenden
Analyse des Signalpfades werden sie deshalb nicht unterschieden und als zusammengefaßte
stochastische Sto¨rung eingefu¨gt (Meßpunkt
”
a“ in Abbildung 3.1).
Der Sensor soll an seinem Ausgang die Modulationsschwingung mo¨glichst unvera¨ndert
als Meßsignal abbilden und Tra¨ger und Sto¨rungen weitgehend unterdru¨cken. Seine Funk-
tion a¨hnelt der eines Empfangsgera¨tes, das den gewu¨nschten Sender aus einem ankom-
menden Signalgemisch schmalbandig selektiert, durch Demodulation den hochfrequenten
Tra¨ger entfernt und am Ausgang beispielsweise das niederfrequente Audiosignal bereit-
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Abbildung 3.2: Beeinflussung eines Vibrationssignales mit sinusfo¨rmiger Hu¨llkurve im Sensor;
Meßpunkte ”a“. . . ”g“ siehe Abbildung 3.1
stellt. Zur U¨bertragung eines Audiosignales der Bandbreite ωM muß die Selektionsband-
breite mindestens 2ωM um die Tra¨gerfrequenz ωT betragen. Die Bandbreite des Audio-
signals beim Empfangsgera¨t ist analog zum Frequenzgehalt der Amplitudena¨nderungen,
der vom selektiven Vibrationssensor noch erfaßt werden soll. Die Abbildung von Burstsi-
gnalen setzt der Selektionsbandbreite eine Untergrenze, weil in ihren Hu¨llkurven bereits
relativ hohe Frequenzanteile enthalten sind. Sind dagegen nur sehr langsame Amplitu-
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dena¨nderungen fu¨r die Auswertung von Interesse, kann der Sensor sehr schmalbandig
dimensioniert werden. Der erreichte Sto¨rabstand am Ausgang verbessert sich mit abneh-
mender Selektionsbandbreite.
3.2.1 Meßwandler
Der Meßwandler u¨bernimmt durch seine Resonanzcharakteristik die eigentliche spektrale
Selektion. Er ist gema¨ß Abbildung 3.3 in den Resonator mit der mechanischen U¨ber-
tragungsfunktion Hm(s), die Meßkapazita¨t C(xr) mit der kapazitiven Empfindlichkeit SC
und die Signaldetektion unterteilt. An seinem Ausgang erscheint das im Resonanzbereich
betonte Signalspektrum
”
b“. Bezu¨glich der Signaldetektion werden zwei Verfahren unter-
schieden:
1. Meßsignal als Funktion der Kapazita¨t. Die Meßkapazita¨t wird in einer Os-
zillatorschaltung, im Tra¨gerfrequenzverfahren oder in Switched-Capacitor-Technik
in eine Spannung u(t) = u[C(t)] umgeformt. Solche Techniken sind geeignet, nie-
derfrequente Kapazita¨tsa¨nderungen bis in den quasistatischen Bereich zu messen
und daher in kapazitiven Beschleunigungssensoren mit Bandbreiten von wenigen
Kilohertz u¨blich.
2. Meßsignal als Funktion der zeitlichen Ableitung der Kapazita¨tsa¨nde-
rung (A¨nderungsgeschwindigkeit). Dazu arbeitet man mit einer konstanten
DC-Polarisationsspannung Upol an der Meßkapazita¨t und fu¨hrt den erregten Ver-
schiebungsstrom i(t) = Upol ·dC/dt einem I/U -Wandler mit der Versta¨rkung VIU zu.
Es werden ausschließlich dynamische Kapazita¨tsa¨nderungen erkannt. Vibrationssen-
soren ko¨nnen mit dieser Technik bei geringem Schaltungsaufwand Frequenzbereiche
bis einige 100 kHz erreichen.
a)
a ( t ) x r ( t ) C ( t ) C
U
H m ( s )
u ( t )
C
x r
S C V C U
b)
C ( t ) dd t
IC ( t ).
U
u ( t )
C
U p o l
i ( t )
V I U
a ( t ) x r ( t )
S C
x r
H m ( s )
Abbildung 3.3: Signalflußgraph des kapazitiven Wandlerelementes einschließlich der Signalde-
tektion: a) C/U -Wandler: Detektion der Meßkapazita¨t, b) C˙/I/U -Wandler:
Detektion der A¨nderungsgeschwindigkeit der Meßkapazita¨t
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Abbildung 3.4: Resonator in Stu¨tzenerregung (a) und Krafterregung (b)
Tabelle 3.2: Gleichungen fu¨r den linearen Resonator
Bewegungsgleichung (Zeitbereich):
x¨r + 2ϑω0x˙r + ω
2
0xr = −a(t) ϑ =
δ
ω0
=
c
2
√
km
ω20 =
k
m
(3.2)
bei Stu¨tzenerregung: xr(t) = x(t)− xS(t) , a(t) = aS(t) = x¨S(t) ,
bei Krafterregung: xr(t) = x(t) , a(t) = −F (t)/m
Komplexe U¨bertragungsfunktion (s = σ + jω):
Hm,a(s) =
xr(s)
a(s)
=
−T2
s2T2 + sT1 + 1
T1 =
2ϑ
ω0
T2 =
1
ω20
(3.3)
Amplituden- und Phasengang (η = ω/ω0):
|Hm,a(η)| = 1/ω
2
0√
(1− η2)2 + 4ϑ2η2
ϕ = pi − arctan 2ϑη
1− η2 (3.4)
Kennwerte (Na¨herungen gu¨ltig fu¨r ϑ < 0.1):
Resonanzkreisfrequenz: ωres =
√
ω20 − 2δ2 = ω0
√
1− 2ϑ2 (3.5)
Resonanzgu¨te: Q =
ω20
2δ
√
ω20 − δ2
=
1
2ϑ
√
1− ϑ2 ≈
ω0
2δ
=
1
2ϑ
(3.6)
3-dB-Bandbreite: BW ≈ ω0
2piQ
≈ δ
pi
=
ϑω0
pi
(3.7)
5-%-Einschwingzeit: Tsettle =
3
ϑω0
=
3
δ
≈ 1
BW
(3.8)
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Tabelle 3.3: U¨bertragungsfunktionen des Meßwandlers
Ha(s) =
U(s)
aS(s)
Hv(s) =
U(s)
vS(s)
= sHa(s) Hx(s) =
U(s)
xS(s)
= s2Ha(s)
C/U -Wandler Ha(s) = SC · VCU ·Hm,a(s) (3.9)
0  d B / D e k .4 0  d B / D e k .
lg
 
|H x
|
lg ω
2 0  d B / D e k . - 2 0  d B / D e k .
lg
 
|H v
|
lg ω
0  d B / D e k . - 4 0  d B / D e k .
lg
 
|H a
|
lg ω
C˙/I/U -Wandler Ha(s) = s · SC · Upol · VIU ·Hm,a(s) (3.10)
6 0  d B / D e k .
2 0  d B / D e k .
lg ω
lg
 
|H x
|0  d B / D e k .4 0  d B / D e k .
lg
 
|H v
|
lg ω
2 0  d B / D e k . - 2 0  d B / D e k .
lg
 
|H a
|
lg ω
Die U¨bertragungsfunktion des Resonators leitet sich aus seiner Bewegungsdifferential-
gleichung ab. Es ist zwischen Stu¨tzenerregung und Krafterregung zu unterscheiden (Abbil-
dung 3.4). Jeder Inertialsensor unterliegt im Meßbetrieb der Stu¨tzenerregung. Mikrome-
chanische Sensoren mit integrierten Mikrocontrollern ermo¨glichen jedoch auch Selbsttests
durch interne elektrostatische Anregung des Resonators. Sie entspricht der Krafterregung
bei ruhendem Sensorgeha¨use. Auch Laborexperimente an Teststrukturen vereinfachen sich
durch interne Anregung.
In Tabelle 3.2 sind die Grundgleichungen des Resonators zusammengefaßt. Die Be-
trachtung der Beschleunigung als Erregergro¨ße und der Relativauslenkung als Ausgangs-
gro¨ße gestattet, eine einheitliche lineare Bewegungsgleichung fu¨r Stu¨tzen- und Krafterre-
gung anzugeben. Wird die Stu¨tzenbeschleunigung aS in gleicher Richtung angesetzt wie
die Kraft F an der seismischen Masse, so ist die Antwort des Resonators in beiden Fa¨llen
bis auf eine Phasendrehung von 180◦ identisch.
Die Multiplikation von Hm,a(s) mit weiteren Koeffizienten im Signalflußbild fu¨hrt auf
die U¨bertragungsfunktion Ha(s) des Meßwandlers bezu¨glich aS bzw. F (Gleichungen (3.9)
und (3.10) in Tabelle 3.3). Weiterhin ergeben sich aus Ha(s) die U¨bertragungsfunktionen
Hv(s) und Hx(s) bezu¨glich der Schwinggeschwindigkeit vS = x˙S bzw. des Schwingweges
xS. Gegebenenfalls sind diese Gro¨ßen in einer vorliegenden Meßaufgabe eher von Interesse.
Das kann z. B. bei Leistungsvergleichen mit anderen Meßsystemen der Fall sein, deren
Spezifikationen sich nicht auf die Beschleunigung beziehen.
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3.2.2 Frequenzbandbegrenzung
Der Frequenzbereich nicht vollsta¨ndig unterdru¨ckter Sto¨rgera¨usche, des thermomechani-
schen Rauschens, elektromagnetischer Einstreuungen sowie des elektronischen Rauschens
der C/U - bzw. C˙/I/U -Wandler erstreckt sich am Meßpunkt
”
c“ im Analogsignalpfad u¨ber
die Bandbreite der Operationsversta¨rkerstufen. Der Bandpaß zwischen Vorversta¨rkung
und Demodulation reduziert diese Anteile nachtra¨glich (Meßpunkt
”
d“). Weißes elektro-
nisches Rauschen wird auf eine effektive Rauschspannung URMS,CN ∼
√
BWBandpaß verrin-
gert. Fu¨r BWBandpaß ist eine effektive Bandbreite einzusetzen, die die Art und Ordnung
des Bandpasses beru¨cksichtigt. In den meisten Fa¨llen reicht die Benutzung der 3-dB-
Bandbreite aus.
Eine Zehntelung der Bandbreite durch den Bandpaß fu¨hrt zu einer Rauschreduktion
auf etwa ein Drittel. Der Durchlaßbereich muß jedoch mindestens dem Abstimmbereich
des Resonators entsprechen und kann daher nicht beliebig reduziert werden. Schaltungs-
konzepte, bei denen der Bandpaß der Mittenfrequenz des Wandlers nachgefu¨hrt wird,
wu¨rden eine noch schmalbandigere Charakteristik erlauben. Sie mu¨ssen jedoch aus Sicht
des Schaltungsaufwandes gerechtfertigt sein.
3.2.3 RMS-Ausgangssignal
Der RMS-Wert ist ein zur Wurzel der Signalleistung proportionales Maß. Er besitzt ge-
genu¨ber der Amplitude den Vorteil, unabha¨ngig von der Phasenlage der harmonischen
Komponenten zueinander zu sein. Damit haben frequenzabha¨ngige Phasendrehungen auf
dem Signalweg zwischen Vibrationsquelle und Sensorausgang keinen Einfluß auf die Si-
gnalbewertung. Das RMS-Ausgangssignal setzt sich aus den Signalkomponenten in fol-
gender Weise zusammen:
URMS,out =
√
U2RMS,nutz + U
2
RMS,AI + U
2
RMS,TMN + U
2
RMS,CN + U
2
RMS,EMI (3.11)
mit
U2RMS,nutz ∼
∫
(BWnutz)
|H(jω)|2 Snutz(f) df (kontin. Nutzsignalspektrum) (3.12)
bzw.
U2RMS,nutz ∼
∑
(i)
|H(jωi)|2Pi,nutz (diskretes Nutzsignalspektrum), (3.13)
U2RMS,AI ∼
∫
(BWBandpaß)
|H(jω)|2 SAI(f) df +
∑
(j)
|H(jωj)|2Pj,AI , (3.14)
U2RMS,TMN ∼
∫
(BWBandpaß)
|H(jω)|2 STMN(f) df , (3.15)
U2RMS,CN ∼ SCNBWBandpaß , (3.16)
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U2RMS,EMI ∼
∫
(BWBandpaß)
SEMI(f) df +
∑
(k)
|H(jωk)|2Pk,EMI . (3.17)
BWnutz ist die Bandbreite des Nutzsignales bei kontinuierlichem Nutzsignalspektrum,
das in Gleichung (3.12) als vollsta¨ndig innerhalb des Bandpaßfensters liegend vorausge-
setzt wird. Die Leistung des Testsignales nach Gleichung (3.1) errechnet sich nach Glei-
chung (3.13), da es nur Spektralanteile auf drei diskreten Frequenzen entha¨lt. Pj und Pk
sind die Signalleistungen diskreter determinierter Sto¨ranteile innerhalb des Bandpaßfen-
sters, die nicht durch die Leistungsdichte S charakterisiert werden.
Der RMS-Wert entsteht im Zeitbereich durch Mittelung der Signalleistung am Meß-
punkt
”
e“ u¨ber die Zeit. Definitionsgema¨ß ist fu¨r beliebige nichtperiodische Signale eine
Mittelung u¨ber eine unendliche Zeitspanne notwendig:
URMS = lim
T→∞
√
1
2T
∫ T
−T
[u(t)]2 dt (3.18)
Praktisch erfolgt die Mittelung jedoch u¨ber eine begrenzte Zeit mit Hilfe eines Tiefpasses
(Meßpunkt
”
f“). Dessen obere Grenzfrequenz bestimmt in gleicher Weise wie die Band-
breite des Meßwandlers das am Ausgang noch sichtbare Frequenzspektrum der Hu¨llkurve.
Sie muß deshalb ebenso gezielt dimensioniert werden. Durch die Quadrierung der Signal-
spannung im Zeitbereich werden zuna¨chst die Spektralanteile in andere Frequenzbereiche
transformiert. Anhand des Testsignales, das am Meßpunkt
”
d“ durch die Amplituden uˆ ∼
aˆ und uˆM ∼ aˆM repra¨sentiert wird, la¨ßt sich dies mit folgender Beziehung verdeutlichen:
[ (uˆ+ uˆM sinωMt) sin(ωTt+ ϕ) ]
2 (3.19)
= (uˆ2 + 2uˆuˆM sinωMt + uˆ
2
M sin
2 ωMt) sin
2(ωTt+ ϕ)
=
[
uˆ2
2
+ uˆuˆM sinωMt +
uˆ2M
4
(1− cos 2ωMt)
]
[ 1− cos 2(ωTt+ ϕ) ]
=
uˆ2
2
+
uˆ2M
4
+ uˆuˆM sinωMt − uˆ
2
M
4
cos 2ωMt −
(
uˆ2
2
+
uˆ2M
4
)
cos 2(ωTt+ ϕ)
− uˆuˆM
2
{ sin[(2ωT + ωM)t+ 2ϕ]− sin[(2ωT − ωM)t+ 2ϕ] }
+
uˆ2M
8
{ cos[2(ωT + ωM)t+ 2ϕ] + cos[2(ωT − ωM)t+ 2ϕ] } .
Das quadrierte Signal entha¨lt also einen Gleichanteil (
”
DC“ in Abbildung 3.2) sowie An-
teile mit den Frequenzen ωM, 2ωM, 2ωT, 2ωT ± ωM und 2(ωT ± ωM). Sto¨ranteile werden
ebenfalls sowohl frequenzverdoppelt als auch in den niederfrequenten Bereich transfor-
miert. Zur Ru¨ckgewinnung der Hu¨llkurve am Sensorausgang
”
f“ durch Radizieren werden
der DC-Anteil sowie diejenigen Anteile bei ωM und 2ωM beno¨tigt. Die Grenzfrequenz
des Tiefpasses muß daher zwischen die niederfrequenten und die ho¨herfrequenten Anteile
gelegt werden.
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3.2.4 Numerische Systemsimulation
Die Berechnung von Systemreaktionen auf beliebige Eingangssignalformen wird heute
durch leistungsfa¨hige Simulationssoftware fu¨r Systeme und Netzwerke (SABER, ELDO,
PSPICE, MATLAB/SIMULINK, . . . ) sowie entsprechende Hardware mit sta¨ndig zuneh-
mender Verarbeitungsgeschwindigkeit unterstu¨tzt. Auf aktueller Hardware1 sind transi-
ente Simulationen u¨ber mehrere tausend Schwingungsperioden in Sekunden- oder Minu-
tenschnelle durchzufu¨hren. Die Systeme und Schaltungen ko¨nnen beliebig nichtlineares
Verhalten und zeitlich vera¨nderliche Parameter aufweisen. Sie sind durch graphische Ar-
beitsweise und umfangreiche vordefinierte Bibliotheken mit Funktionsblo¨cken oder Schal-
tungselementen meist ebenso schnell am Bildschirm zusammengesetzt.
Fu¨r die Analysen dieses Kapitels wurden Systemmodelle in MATLAB/SIMULINK
erstellt. Eine Umsetzung der Sensorstruktur nach Abbildung 3.1 ist in Abbildung 3.5 ge-
zeigt. Das Modell entha¨lt abgesehen von der RMS-Wert-Bildung mit Signalquadrierung
und -radizierung nur Funktionsblo¨cke mit linearem, zeitkonstantem Verhalten. Frequenz-
abha¨ngige U¨bertragungsfunktionen linearer Blo¨cke ko¨nnen unmittelbar in ihrer komple-
xen Darstellung eingegeben werden (fu¨r den Resonator also z. B. Gleichung (3.3)). Die
Spektrenfolge in Abbildung 3.2 wurde mit diesem Systemmodell sowie den in MATLAB
verfu¨gbaren Funktionen zur Signalanalyse und -visualisierung generiert. Beim U¨bergang
auf zeitvera¨nderliche Parameter oder eine nichtlineare Bewegungsgleichung des Resona-
tors wird sein Funktionsblock entsprechend modifiziert. Das betrifft zum einen die zeit-
vera¨nderliche Resonanzfrequenz bei Durchstimmvorga¨ngen (Abschnitt 3.3.2) und zum
anderen nichtlineares Resonatorverhalten (Kapitel 4).
3.3 Eigenschaften des linearen Meßwandlers
3.3.1 Verbesserung der Amplitudenauflo¨sung
Es ist der Zusammenhang zwischen der Resonanzgu¨te Q und dem minimal auflo¨sba-
ren Nutzsignal ∆ARMS,nutz,min zu finden. Dabei wird zwischen der Auflo¨sung des Sensors
selbst gegenu¨ber sto¨rungsfrei eintreffenden Nutzsignalen und der Selektionswirkung des
resonanten Systems gegenu¨ber sto¨rungsbeladenen Nutzsignalen unterschieden.
Die Sensorauflo¨sung wird vom thermomechanischen Rauschen, elektronischen Rau-
schen und elektromagnetischen Einstreuungen begrenzt. Das Verha¨ltnis zwischen dem
Nutzsignalpegel am Ausgang des Meßwandlers und dem elektronischen Rauschen sowie
elektromagnetischen Einstreuungen ist proportional zu Q (Voraussetzung: schmalbandi-
ges Nutzsignal und abgestimmter Meßwandler). Die Behandlung des thermomechanischen
Rauscheinflusses sowie externer akustischer Sto¨rungen gestaltet sich wesentlich kompli-
zierter, da beide im Signalpfad vor dem Resonator eintreffen und durch seinen Amplitu-
dengang bewertet werden. Die Selektionswirkung ha¨ngt stark davon ab, wie die Sto¨ranteile
1z. B. Pentium III, 1 GHz, 256 MB RAM o. a¨.
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Abbildung 3.5: SIMULINK-Modell des Systems nach Abbildung 3.1
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bezu¨glich der Sensor-U¨bertragungsfunktion im Spektrum verteilt sind. Wa¨hrend Anteile
innerhalb des Resonanzbereiches in gleichem Maß wie das Nutzsignal versta¨rkt werden,
unterliegen entfernte Anteile einer frequenzabha¨ngigen Da¨mpfung, Versta¨rkung oder wer-
den nicht beeinflußt. Eine Berechnung der Nutzsignalauflo¨sung fu¨r Vergleichszwecke ist
nur sinnvoll, wenn man Standard-Testsignale als Sto¨rungen wa¨hlt. Deshalb wird an die-
ser Stelle ein bandbegrenztes akustisches Rauschen mit konstanter Leistungsdichte SAI
bezu¨glich aS, vS oder xS im Frequenzintervall f1 . . . f2 betrachtet. SAI = const. bezu¨glich
xS tritt in der Praxis selten auf, da die Wegamplituden von Nutz- und Sto¨ranteilen mit
zunehmender Frequenz erfahrungsgema¨ß stark abfallen. Die beiden anderen Varianten lie-
gen dagegen zumindest in grober Na¨herung ha¨ufig vor. Thermomechanisches Rauschen
besitzt eine konstante Leistungsdichte bezu¨glich aS.
Aus dem Amplitudengang |H(jω)| la¨ßt sich fu¨r das gegebene Signalgemisch ein Faktor
berechnen, um den sich die Auflo¨sung abha¨ngig von der Gu¨te erho¨ht (Abbildung 3.6). Die-
ser Faktor ist identisch mit der Verbesserung des Sto¨rabstandes SNR und erha¨lt deshalb
die Bezeichung KSNR:
KSNR,dB = SNRout,dB − SNRin,dB . (3.20)
Erscheinen diese Gro¨ßen im folgenden mit dem Zusatz
”
dB“ im Index, also SNRdB bzw.
KSNR,dB, so sind die logarithmierten, ansonsten die nichtlogarithmierten Verha¨ltniszahlen
gemeint. Der Sto¨rabstand des Signalgemisches ist als Verha¨ltnis der Signalleistungen bzw.
Effektivwerte von Nutz- und Sto¨ranteilen definiert:
SNRdB = 10 lg
Pnutz
PAI
dB = 20 lg
ARMS,nutz
ARMS,AI
dB . (3.21)
Unter der Voraussetzung, daß die Sensorresonanz auf das Nutzsignal abgestimmt ist und
letzteres vollsta¨ndig innerhalb der Resonatorbandbreite liegt, betra¨gt die Nutzsignalspan-
nung am Ausgang des Meßwandlers na¨herungsweise
URMS,nutz,out = H0QARMS,nutz,in . (3.22)
ARMS ist entsprechend der oben genannten Bezugsgro¨ße fu¨r SAI = const. durch aS,RMS,
vS,RMS oder aS,RMS zu ersetzen. H0 ist die Linearversta¨rkung des Meßwandlers, d. h. der
frequenzunabha¨ngige Koeffizient seiner U¨bertragungsfunktion. Je nach eingesetzter Gro¨ße
fu¨r ARMS steht H0 fu¨r H0,a, H0,v bzw. H0,x. Fu¨r den Sensor mit C/U -Wandler sind H0,a
= SCVCU/ω
2
0, H0,v = SCVCU/ω0 und H0,x = SCVCU . Beim C˙/I/U -Wandler gelten H0,a
= SCVCU/ω0, H0,v = SCVCU und H0,x = ω0SCVCU . Aus (3.20), (3.21) und (3.22) erha¨lt
man schließlich
KSNR,dB = 20
(
lg
URMS,nutz,out
URMS,AI,out
− lg ARMS,nutz,in
ARMS,AI,in
)
dB (3.23)
= 20 lg
(
H0Q
ARMS,AI,in
URMS,AI,out
)
dB .
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Der eintreffende Sto¨rsignalpegel ergibt sich wegen der Annahme SAI = const. vereinfacht
aus
ARMS,AI,in =
√
PAI,in =
√
SAIBWAI =
√
SAI(f2 − f1) (3.24)
=
√
f0SAI(η2 − η1) .
Fu¨r den Sto¨rsignalpegel am Ausgang des Meßwandlers muß der Ausdruck
URMS,AI,out =
√
PAI,out =
√
SAI
∫ f2
f1
|H(jω)|2 df =
√
f0SAI
∫ η2
η1
|H(η)|2 dη (3.25)
gelo¨st werden. Die Integration wird hier numerisch durchgefu¨hrt. H(η) ist durch die
entsprechende U¨bertragungsfunktion Ha(η), Hv(η) bzw. Hx(η) zu ersetzen, die sich aus
Ha(jω) usw. nach Tabelle 3.3 ergibt. Die Gleichungen (3.24) und (3.25) eingesetzt in (3.23)
resultieren in den Nomogrammen nach Abbildung 3.6. Die verschiedenen Mo¨glichkeiten
fu¨r H0 und H(η) fu¨hren auf insgesamt vier verschiedene Nomogrammtypen.
Das akustische Rauschen trifft entweder bereits bandbegrenzt am Sensor ein oder wird
nachtra¨glich durch den Bandpaß beschnitten. Fu¨r f1 und f2 sind die engsten auftreten-
den Grenzfrequenzen einzusetzen. Damit wird als Bezugs-Sto¨rpegel auch nur der Anteil
innerhalb dieses Frequenzbandes beru¨cksichtigt. Um die Anzahl an Parametern gering zu
halten, wurde fu¨r die Werte in Abbildung 3.6 f1 = 0 gesetzt und f2 bzw. die Bandbreite
BWAI als Vielfaches von f0 variiert. Das entspricht einem Tiefpaß anstelle des Bandpasses.
Aus den Nomogrammen lassen sich empirisch folgende Schlußfolgerungen fu¨r die Se-
lektionswirkung am gegebenen Testsignal ableiten:
1. Bei einer Gu¨te von Q = 1 ist bereits eine Anhebung des Sto¨rabstandes zu verzeich-
nen, die aus der noch bestehenden Tiefpaß- (a) oder Bandpaßcharakteristik (b)
resultiert. KSNR,dB erho¨ht sich abha¨ngig von der Gu¨te Q mit 10 dB/Dekade (Pro-
portionalita¨t zu
√
Q) . . . 20 dB/Dekade (Proportionalita¨t zu Q), wobei die Bereiche
mit 10 dB/Dekade dominieren. Fu¨r eine Verbesserung der Nutzsignalauflo¨sung um
den Faktor 10 ist daher im ungu¨stigsten Fall mit einer erforderlichen Gu¨te von
Q ≈ 100 zu rechnen.
2. Je gro¨ßer die Sto¨rbandbreite BWAI ist, desto ho¨her liegt auch KSNR,dB (nicht in
Nomogramm d). In den Nomogrammen a und b ist auch hier wieder ein Zusammen-
hang von 10 dB/Dekade zu erkennen. Allerdings darf dieser Anstieg nicht daru¨ber
hinwegta¨uschen, daß sich das SNRdB des Eingangssignals mit zunehmender Band-
breite des Rauschens um 10 dB/Dekade reduziert und die Absolutauflo¨sung daher
na¨herungsweise konstant bleibt oder sich sogar verschlechtert.
3. U¨bertragungsfunktionen vom Typ d versta¨rken die Sto¨ranteile oberhalb der Reso-
nanz. Dementsprechend verringert sich KSNR,dB mit zunehmender Sto¨rbandbreite.
Unterhalb einer Gu¨te von Q = 60 kann das SNRdB sogar betra¨chtlich verschlechtert
werden. Die U¨bertragungsfunktion ist jedoch nur bei konstanter Leistungsdichte im
Schwingweg xS anzuwenden. Nachtra¨gliche Bandbegrenzung ist zwingend.
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Abbildung 3.6: Verbesserungsfaktor des Sto¨rabstandesKSNR,dB in Abha¨ngigkeit von der Gu¨te
Q bzw. dem Da¨mpfungsmaß ϑ und der Bandbreite der akustischen Sto¨rungen
BWAI (Annahme: konstante Sto¨rsignalleistungsdichte in BWAI)
Die berechneten Daten ko¨nnen als grobe Richtwerte fu¨r eine große Anzahl von Anwen-
dungen verstanden werden, sofern die spektrale Verteilung des akustischen Rauschens
im praktischen Fall nicht betra¨chtlich inhomogen ist. Vo¨llig andere Werte fu¨r KSNR,dB
ergeben sich, wenn im Sto¨rspektrum diskrete Frequenzen dominieren.
Aus der Summe aller vorliegenden Rauschleistungen am Wandlerausgang kann nun
die Nutzsignalauflo¨sung am Wandlereingang definiert werden:
∆ARMS,nutz,min =
ξ
H0Q
√
U2RMS,AI + U
2
RMS,intern (ξ ≈ 1 . . . 5) (3.26)
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mit
URMS,AI =
H0Q
KSNR,AI
ARMS,AI,in , (3.27)
URMS,intern =
√√√√( H0,aQ
KSNR,TMN
aRMS,TMN
)2
+ U2RMS,CN + U
2
RMS,EMI . (3.28)
KSNR,AI und KSNR,TMN werden aus den Nomogrammen abgelesen und als nichtlogarith-
mierte Verha¨ltniszahlen eingesetzt. Fu¨rKSNR,TMN kommen nur die Nomogramme 3.6a bei
Einsatz eines C/U -Wandlers und 3.6b bei Einsatz eines C˙/I/U -Wandlers in Frage. Hin-
sichtlich des thermomechanisch generierten Rauschpegels aRMS,TMN in der Beschleunigung
am Wandlereingang sei auf [27] verwiesen.
3.3.2 Frequenzdurchstimmung (
”
Sweep“)
Neben der stationa¨ren Einstellung der Resonanzfrequenz auf die Nutzsignalfrequenz gibt
es die Mo¨glichkeit, den Sensor wie einen Spektrumanalysator im Durchstimmverfahren
zu betreiben (auch
”
Wobbelverfahren“, engl.: frequency sweep). Dabei wird ein Abbild
A(jω) des Vibrationsspektrums u¨ber einen Frequenzbereich f1 . . . f2 erstellt. Die Methode
ist z. B. dann erforderlich, wenn die Frequenz des relevanten Signals nicht exakt bekannt ist
oder gegebenenfalls ein kontinuierlicher Spektralbereich fu¨r die Auswertung herangezogen
werden soll.
Die zeitlichen Parameter eines Durchstimmvorgangs bestimmen sich aus den gleichen
Gesetzma¨ßigkeiten, die auch fu¨r den Spektrumanalysator mit Wobbelfilter gelten [28].
Die Geschwindigkeit, mit der der Sensor durch einen Frequenzbereich durchgestimmt
werden kann, ist wiederum durch die Einschwingzeit und folglich durch die Bandbreite
des Resonators begrenzt. Das Durchstimmen kann kontinuierlich oder in kleinen diskre-
ten Frequenzschritten erfolgen. Zwei Spektrallinien sind getrennt voneinander erkennbar,
wenn ihr Frequenzunterschied gro¨ßer als die Bandbreite ist2. Wird in diskreten Schrit-
ten durchgestimmt, so ist demzufolge eine Schrittweite optimal, die der Bandbreite ent-
spricht. Engere Schritte bringen keine zusa¨tzliche Information. Weitere Schritte fu¨hren
zum U¨berspringen zwischenliegender Spektrallinien, also zum Informationsverlust. Nach
jedem Frequenzwechsel muß die Einschwingzeit abgewartet werden. Aus der Kenntnis der
Bandbreite sowie der Einschwingzeit (3.7) und (3.8) kann damit die minimale Ablaufzeit
fu¨r den kompletten Frequenzbereich angegeben werden:
Tsweep =
f2 − f1
BW
Twait = ξ
f2 − f1
BW 2
mit Twait = ξ Tsettle . (3.29)
Twait ist die Verzo¨gerungszeit zwischen jedem Umschaltzeitpunkt und dem nachfolgenden
Lesevorgang. ξ ha¨ngt von den jeweiligen Genauigkeitsanforderungen sowie der Art des zu
messenden Signals ab.
2bei resonantem Filter 2. Ordnung die 3-dB-Bandbreite
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Abbildung 3.7: Modifikation des Resonators im SIMULINK-Modell zur Simulation von Durch-
stimmvorga¨ngen
Die Folgen zu hoher Durchstimmgeschwindigkeit werden nachfolgend mit Hilfe einer
numerischen Simulation demonstriert. Dazu wird der Resonator im SIMULINK-Modell
entsprechend Abbildung 3.7 modifiziert. Gleichung (3.2) wird beim Durchstimmen zu
einer inhomogenen linearen Differentialgleichung mit dem zeitabha¨ngigen Koeffizienten
[ω0(t)]
2:
x¨r + 2δx˙r + [ω0(t)]
2xr = −a(t) . (3.30)
ω0(t) beschreibt in der Simulation eine Rampenfunktion. Anstelle des Produkts ϑω0(t)
wird besser die von ω0(t) unabha¨ngige Abklingkonstante δ = c/(2m) ≈ pi ·BW eingesetzt.
Da hier nur sto¨rungsfreie harmonische Signale betrachtet werden, werden weiterhin die
Bandpaßfilterung aus dem System entfernt und die linearen Faktoren SC , Upol und VIU
auf den Wert 1 gesetzt. Der RMS-Wert repra¨sentiert damit unmittelbar die effektive
Relativgeschwindigkeit vr,RMS = x˙r,RMS.
Das Modell wird durch eine reine Sinusschwingung erregt. Die Grenzfrequenz des Tief-
passes in der RMS-Wert-Bildung ist mit fg,RMS = 0.3fexc so dimensioniert, daß die Erre-
gerschwingung am Ausgang gerade nicht mehr sichtbar ist. Abbildung 3.8 zeigt Simula-
tionsergebnisse bei einer Signalfrequenz von fexc = 1 kHz und einer Resonatorbandbreite
BW = 10 Hz (entspricht Q = 100 bei f0 = fexc). Mit ξ = 2 erreicht man fu¨r ein harmoni-
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Abbildung 3.8: Simulationsergebnisse fu¨r einen Durchstimmvorgang mit verschiedener Ab-
laufgeschwindigkeit
sches, sto¨rungsfreies Signal eine Amplitudengenauigkeit besser als 1 %. Sinkt ξ wesentlich
unter 1, entstehen betra¨chtliche Meßfehler. Die Simulation zeigt nicht nur Amplituden-
meßfehler, sondern auch eine Verschiebung der Frequenz des gemessenen Amplitudenma-
ximums sowie hervortretende Nebenmaxima. Diese Maxima wu¨rden bei der Auswertung
als weitere Spektrallinien fehlinterpretiert werden.
Das Durchstimmen eines Frequenzintervalls von z. B. f2− f1 = 1 kHz Breite beno¨tigt
daher eine minimale Ablaufzeit von Tsweep = 10 s. Soll diese Zeit auf 1 s oder 0.1 s reduziert
werden, so mu¨ßte BW ≥ 31.6 Hz bzw. BW ≥ 100 Hz betragen. Die damit verbundenen
geringen Gu¨tefaktoren von Q = 31.6 bzw. Q = 10 bei f0 = 1 kHz bringen kaum noch Vor-
teile hinsichtlich des Sto¨rabstandes (s. Abschnitt 3.3.1). In ho¨heren Frequenzbereichen
erha¨lt man zwar bei BW = const. ho¨here Gu¨tefaktoren und damit auch einen besse-
ren Sto¨rabstand, jedoch sind die durchzustimmenden Frequenzintervalle dann gewo¨hnlich
ebenfalls gro¨ßer. Man erreicht also auch bei hohen Signalfrequenzen effektiv keine ku¨rze-
ren Ablaufzeiten. Daran wird deutlich, daß dieses Meßverfahren nur fu¨r relativ stationa¨re
Signale geeignet ist. Ku¨rzere Meßzyklen sind nur durch die Arrayanordnung mehrerer si-
multan durchgestimmter Resonatoren in einem Sensor mo¨glich, von denen jeder fu¨r ein
entsprechend kleineres Frequenzintervall zusta¨ndig ist (Kapitel 7).
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3.3.3 Mehrdirektionale Wandlerempfindlichkeit
In der Praxis ist die Eingangsbeschleunigung eine vektorielle Gro¨ße mit drei translatori-
schen Komponenten a(t) = [ax(t) ay(t) az(t)]
T. Ein realer Meßwandler besitzt neben der
erwu¨nschten Empfindlichkeit gegenu¨ber der Hauptkomponente auch Querempfindlichkei-
ten gegenu¨ber den anderen Komponenten. Als lineares System betrachtet la¨ßt er sich
durch einen Vektor komplexer U¨bertragungsfunktionen H(jω) = [Hx(jω) Hy(jω) Hz(jω)]
mit
Hx(jω) =
U(jω)
ax(jω)
, Hy(jω) =
U(jω)
ay(jω)
und Hz(jω) =
U(jω)
az(jω)
beschreiben. Die resonante Struktur des Sensors bewege sich relativ zum Sensorgeha¨use in
n Freiheitsgraden xri(t) bzw. Xri(jω), i = 1 . . . n, zu denen verallgemeinert alle Translatio-
nen und Rotationen geho¨ren. Eine einzelne starre Masse besitzt insgesamt 6 Freiheitsgra-
de, Mehr-Massen-Systeme oder flexible Massestrukturen eine entsprechend ho¨here Anzahl.
Sie werden durch die Beschleunigungskomponenten gema¨ß
Xr(jω) = Hm(jω) · a(jω) (3.31)
mit
Xr(jω) =

Xr1(jω)
...
Xrn(jω)
 , a(jω) =

ax(jω)
ay(jω)
az(jω)
 und
Hm(jω) =

H1x(jω) H1y(jω) H1z(jω)
...
...
...
Hnx(jω) Hny(jω) Hnz(jω)

angeregt. Hm(jω) ist die mechanische U¨bertragungsmatrix, Hix, Hiy und Hiz die U¨ber-
tragungsfunktionen zwischen den Beschleunigungskomponenten und dem Freiheitsgrad i.
Mit dem Vektor der kapazitiven Empfindlichkeiten
SC =
∂C
∂xr
=
[
∂C
∂xr1
. . .
∂C
∂xrn
]
ergibt sich die komplexe Kapazita¨t
C(jω) = SC ·Xr(jω) = SC ·Hm(jω) · a(jω) . (3.32)
Die U¨bertragungsfunktion des Meßwandlers ergibt sich fu¨r das Detektionsprinzip nach
Abbildung 3.3a aus
H(jω) = VCU · SC ·Hm(jω) (3.33)
bzw. fu¨r das Detektionsprinzip nach Abbildung 3.3b aus
H(jω) = jωUpolVIU · SC ·Hm(jω) . (3.34)
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Die Eintra¨ge der Matrix Hm(jω) und des Vektors SC ko¨nnen z. B. durch Finite-Elemente-
Simulationen ermittelt werden, wenn analytische Lo¨sungen nicht verfu¨gbar oder zu auf-
wendig sind.
Bei Mehr-Massen-Systemen und flexiblen Strukturen steigt die Anzahl der Freiheits-
grade oft derartig an, daß Hm(jω) und SC eine betra¨chtliche Gro¨ße annehmen ko¨nnen.
Zudem ist die Bestimmung der Eintra¨ge von SC am FEM-Modell einer flexiblen Struk-
tur schwierig. Das FEM-Programm ANSYS/Multiphysics bietet seit Version 5.6 einen
Elementtyp an, der die direkte Berechnung elektromechanischer U¨bertragungsfunktionen
am FEM-Modell ermo¨glicht und damit die explizite Berechnung obiger Matrixeintra¨ge
eru¨brigt [29], [30]. Dieser Elementtyp, das sogenannte Transducer-Element TRANS126,
ist fu¨r unidirektionale Analysen an flexiblen Strukturen geeignet (s. Vergleichsmodell in
Anhang B). Aufbauend auf diesem Elementkonzept wurde unter Nutzung der FORTRAN-
Nutzerschnittstelle von ANSYS ein erweiterter Elementtyp geschaffen, der die kapazitive
Wechselwirkung von Kammsystemen der Oberfla¨chenmikromechanik in allen drei Raum-
richtungen simuliert. Der Elementtyp wurde eingesetzt, um mehrdirektionale U¨bertra-
gungsfunktionen der abstimmbaren Resonatorstruktur aus Abschnitt 7.3 zu berechnen.
Detaillierte Ausfu¨hrungen dazu findet man in [31] und [32].
Ein neueres Verfahren zur Beschreibung mehrdirektionaler Empfindlichkeiten beruht
auf sogenannten modalen Basisfunktionen. Es nutzt die Tatsache aus, daß eine Struktur
praktisch nur in ihren Eigenmoden dynamisch erregt wird. Die Gesamtbewegung wird
als Summe der Bewegungen in den Moden berechnet – in FEM-Programmen als modale
Superposition bekannt. Jede Eigenmode setzt alle Freiheitsgrade des Modells in eine feste
Beziehung zueinander: den Eigenvektor, welcher hier als modale Basisfunktion bezeichnet
wird. Die hohe Anzahl der Freiheitsgrade reduziert sich dadurch auf einen Freiheitsgrad
je Mode, na¨mlich die modale Amplitude. In der Regel reichen weit weniger als 10 Moden
aus, um das Verhalten pra¨zise zu erfassen. Die Eintra¨ge von Hm(jω) und SC beziehen sich
dann nicht mehr auf jeden Modell-Freiheitsgrad, sondern auf jede einbezogene modale
Amplitude. Ihre Ermittlung ist am FEM-Modell vergleichsweise einfach.
Die im Anhang B gezeigte Berechnung der kapazitiven Empfindlichkeit eines einseitig
eingespannten Balkenschwingers demonstriert bereits in vereinfachter Weise die Anwen-
dung der modalen Basisfunktionen. Fu¨r eine detaillierte Beschreibung des Verfahrens sei
auf [32]–[36] verwiesen. Das Verfahren wird gegenwa¨rtig von Software-Herstellern zur Ge-
nerierung von Makromodellen aus FEM-Modellen qualifiziert und implementiert. Auch
die Beru¨cksichtigung nichtlinearer elektromechanischer und fluidischer Interaktionen mit
der Struktur wird mit den entstehenden Werkzeugen mo¨glich sein.
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Kapitel 4
Nichtlineares Resonanzverhalten
Die Resonanzu¨berho¨hung der mikromechanischen Komponente resultiert in Schwingungs-
amplituden, die nicht mehr als klein gegenu¨ber Layoutabmessungen wie Federbreite, Fe-
derla¨nge oder Luftspaltbreite betrachtet werden ko¨nnen. Bei großen Resonatoramplituden
bekommt die Bewegungsgleichung des Resonators einen nichtlinearen Charakter, der in
nichtlinearen Schwingungen resultiert. Eine Analyse des linearen Kleinsignalverhaltens
des Sensors ist zur Beurteilung seiner Leistungsfa¨higkeit daher nur begrenzt aussagefa¨hig.
Dieses Kapitel geht auf das Großsignalverhalten des Resonators ein. Anhand des Duffing-
Schwingers mit Ru¨ckstellkra¨ften 3. Ordnung, der eine Reihe praktischer Fa¨lle bereits
ausreichend repra¨sentiert, werden grundlegende Effekte dargestellt und Grenzwerte fu¨r
Designparameter abgeleitet. In weiteren Abschnitten werden dann auch Ru¨ckstellkra¨fte
ho¨herer Ordnung sowie Nichtlinearita¨ten in 2-Massen-Systemen und fluidischen Da¨mp-
fungsschichten behandelt.
4.1 Ursachen und Auswirkungen nichtlinearer
Schwingungen
Nichtlineares dynamisches Schwingverhalten des mikromechanischen Resonators beein-
flußt erheblich die Qualita¨t des Meßsignals. Die Ursachen ko¨nnen nach [37] in folgende
Gruppen eingeteilt werden:
• Werkstoff-Nichtlinearita¨ten verbergen sich in den Spannungs-Dehnungs-Bezie-
hungen der verwendeten Materialien. Dazu geho¨ren nichtlineare Elastizita¨t sowie
plastisches und viskoelastisches Verhalten, die allerdings in der Mikrosystemtechnik
nur eine sehr untergeordnete Rolle spielen. In elektrodynamischen Antrieben wer-
den zusa¨tzlich die Nichtlinearita¨ten der B-H-Kurven in das mechanische System
eingebracht.
• Geometrische Nichtlinearita¨ten bezeichnen auslenkungsabha¨ngige Steifigkeits-
a¨nderungen, ohne daß bei der Verformung der elastischen Elemente der Gu¨ltig-
keitsbereich des Hookschen Gesetzes verlassen wird. Typische Vertreter sind der
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Stress-Stiffening-Effekt sowie mechanische Anschla¨ge und Lagerspiel. Wegen ihrer
gleichartigen Wirkung lassen sich hier auch zeitkonstante, aber ortsabha¨ngige elek-
trostatische und magnetische Feldkra¨fte einordnen.
• Kinematische Nichtlinearita¨ten entstehen, wenn die Systemkonfiguration bei
großen Auslenkungen gea¨ndert wird. Damit ist gemeint, daß die Bewegungszusta¨nde
von Teilkomponenten des Gesamtsystems in festem nichtlinearem Zusammenhang
stehen. Beispiele hierfu¨r sind Kolben-Kurbel-Verbindungen sowie die Bewegung des
Zugsystems durch die Resonatorauslenkung bei den in Kapitel 7 behandelten Sen-
sorstrukturen.
• Nichtlineare Da¨mpfung wird vor allem durch Verdra¨ngung des umgebenden
Fluids verursacht. Hierbei sind nicht mehr nur der Ortszustand, sondern auch die
Geschwindigkeiten der mechanischen Struktur fu¨r die auftretenden Kra¨fte bestim-
mend. Die Da¨mpfung ist in [37] nicht gesondert angegeben, la¨ßt sich jedoch nicht
in die ersten drei Gruppen einordnen.
Nichtlineare Systeme genu¨gen weder dem U¨berlagerungs- noch dem Proportionalita¨ts-
prinzip. Setzt sich die Erregerfunktion aus mehreren Teilfunktionen zusammen, z. B. aus
verschiedenen Spektralanteilen, so kann die Systemantwort nicht aus den getrennt be-
rechneten Einzelantworten u¨berlagert werden. Ebensowenig folgt aus einer Skalierung der
Erregeramplitude eine gleichwertige Skalierung der Antwortamplitude.
Entsprechend den Auswirkungen nichtlinearer Glieder in der Bewegungsgleichung auf
das Schwingverhalten unterscheidet man schwach und stark nichtlineare Systeme [38].
Bei schwach nichtlinearen Systemen treten keine qualitativen Vera¨nderungen in der Sy-
stemantwort im Vergleich zum linearen System auf. Die Unterschiede sind lediglich quan-
titativ, z. B. die Amplitudenabha¨ngigkeit der Resonanzfrequenz. Eine solche Abha¨ngigkeit
kann aber ebenso gut als neue Qualita¨t betrachtet werden, die beim linearen System nicht
auftritt. Daher ist die Grenze zwischen den Begriffen
”
schwach“ und
”
stark“ eher unscharf
und die Zuordnung von Systemen eine Frage des Gesichtspunktes. Den stark nichtlinearen
Effekten ko¨nnen zweckma¨ßig folgende Erscheinungen zugeordnet werden:
• mehrere stationa¨re Lo¨sungen fu¨r eine Erregerfunktion; Hysterese und Amplituden-
spru¨nge in der U¨bertragungsfunktion (
”
U¨berkippen“ des Amplitudenganges),
• verschiedene Eigenfrequenzen mit ganzzahligem Verha¨ltnis sowie Resonanzen weit
entfernt von der Erregerfrequenz (sub- und superharmonische Resonanz),
• quasiperiodische, nichtperiodische und stochastische Vibrationen trotz periodischer
Erregung,
• stationa¨re selbsterregte Schwingungen und linear parametererregte Schwingungen
mit endlicher Amplitude.
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Es ist leicht einzusehen, daß diese Effekte fu¨r frequenzselektive und frequenzanaloge
Mikrosensoren unbedingt ausgeschlossen werden mu¨ssen. In den hier zu behandelnden
mikromechanischen Feder-Masse-Da¨mpfer-Systemen sind geometrische Nichtlinearita¨ten
in Form von Stress-Stiffening und elektrostatischen Feldern sowie nichtlineare Da¨mp-
fung die entscheidenden Quellen. Daneben spielen auch kinematische Nichtlinearita¨ten
eine Rolle. Die nachfolgenden Abschnitte werden sich sowohl mit der Frage bescha¨fti-
gen, wann die Grenzen des schwach nichtlinearen Falles u¨berschritten sind, als auch die
erreichbare Sensorcharakteristik im schwach nichtlinearen Fall quantifizieren. Dazu wer-
den die verschiedenen Effekte getrennt behandelt und ihre jeweils zugeho¨rige Bewegungs-
gleichung entweder analytisch im Fall des Duffing-Schwingers oder numerisch durch ein
MATLAB/SIMULINK-Modell in den anderen Fa¨llen gelo¨st. Die numerische Simulation
beweist gerade bei den hier zu lo¨senden Aufgaben ihren Nutzen. Dem Entwerfer bleibt die
Einarbeitung in aufwendige analytische Methoden zur Lo¨sung nichtlinearer gewo¨hnlicher
Differentialgleichungen erspart, die in vergangenen Jahrzehnten entwickelt wurden und
eine hohe Abstraktion und Komplexita¨t besitzen [38]–[40]. Die in Abschnitt 4.2.1 vorge-
stellte Methode zur Lo¨sung der sogenannten Duffing-Gleichung geho¨rt zu den einfachsten
dieser Verfahren.
4.2 Nichtlinearer elastischer Term
Nichtlineare Federkennlinien geho¨ren zur Gruppe der geometrischen Nichtlinearita¨ten. Als
Federkennlinie Fk(xr) wird hier stets die Summe aus elastischer Ru¨ckstellkraft der Federn
und elektrostatischen Feldkopplungen verstanden. Die Bewegungsgleichung mit beliebiger
Kennlinie lautet
mx¨r(t) + cx˙r(t) + Fk[xr(t)] = −ma(t) . (4.1)
Hinsichtlich der bei Kraft- und Stu¨tzenerregung fu¨r a(t) einzusetzenden Gro¨ßen sei auf
Tabelle 3.2 verwiesen. Sofern man nur den Arbeitsbereich zwischen den konstruktiv be-
dingten mechanischen Anschla¨gen betrachtet, la¨ßt sich Fk(xr) fu¨r siliziumstrukturierte
Resonatoren gut durch Polynome beschreiben:
Fk(xr) =
n∑
i=1
kix
i
r + Fk0 . (4.2)
Fk0 ist bei unsymmetrischen Elektrodenanordnungen nicht Null, bei denen der Arbeits-
punkt durch die elektrostatische Kraft außerhalb der mechanischen Ruhelage xr = 0 liegt.
Geht man von symmetrischen Anordnungen aus, so ist Fk0 = 0 und in der Kennlinie
treten ausschließlich ungerade Potenzen von xr auf. Der einfachste Fall ist die Nichtlinea-
rita¨t 3. Ordnung, d. h. n = 3, k1 > 0, k2 = 0 und k3 6= 0. Resonante Systeme mit diesem
Federtyp sind als Duffing-Schwinger bekannt [41], deren Resonanzverhalten im Hauptre-
sonanzbereich noch mit hoher Genauigkeit analytisch gena¨hert werden kann (s. Abschnitt
4.2.1).
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Abbildung 4.1 zeigt das Modell eines beidseitig eingespannten Schwingers, dessen Re-
sonanz mit Hilfe der elektrostatischen Kraft Fel u¨ber den Stress-Stiffening-Effekt abstimm-
bar ist. Auf die Abstimmung wird in Kapitel 7 na¨her eingegangen. Hier soll deutlich ge-
macht werden, wie Stress-Stiffening neben seiner Abstimmfunktion auch nichtlineare An-
teile in die Ru¨ckstellkraft der Federba¨nder einbringt und unmittelbar zu einem Schwinger
mit Duffing-Charakteristik fu¨hrt.
x r
k B/2 k A
m
F k
F el
l F
∆ s  ≈ 6x r2/5l F
k B/2
Abbildung 4.1: Modell eines Feder-Masse-Schwingers mit Abstimmung durch elektrostatisches
Stress-Stiffening
Der Schwinger ist auf einer Seite starr, auf der anderen Seite in y-Richtung elastisch
mit der Aufha¨ngungssteifigkeit kA eingespannt. Am elastischen Aufha¨ngungspunkt wirkt
die Normalkraft
Fn = Fel + FA0 +∆FA . (4.3)
Darin ist FA = FA0 +∆FA der Normalkraftanteil durch statische und dynamische Ver-
formung der Aufha¨ngung. In der Regel fu¨hrt die Verwendung von Werkstoffen mit ver-
schiedenen thermischen Ausdehnungskoeffizienten bereits nach der Fertigung zu statischen
Verformungen und demzufolge zu FA0 6= 0. Dazu addiert sich ein dynamischer Anteil ∆FA
durch die Resonatorschwingung selbst. Infolge der Auslenkung der seismischen Masse ver-
ringert sich der Abstand zwischen den Federendpunkten um
∆s =
6x2r
5lF
1
1 + kA
2lF
EA
(4.4)
(A . . . Federquerschnitt). Durch den Ausdruck kA ·2lF/(EA) wird die La¨ngendehnung der
Federba¨nder beru¨cksichtigt. Wegen der einseitig elastischen Aufha¨ngung des Resonators
ist er i. allg. sehr viel kleiner Eins und kann vernachla¨ssigt werden. Mit ∆s geht eine
Normalkraftvera¨nderung in den Federba¨ndern einher:
∆FA = kA∆s . (4.5)
Die Ru¨ckstellkraft der Federba¨nder in x-Richtung la¨ßt sich in guter Na¨herung mit
Fk =
(
kB +
12Fn
5lF
)
xr , (4.6)
kB =
24EIzz
l3F
(4.7)
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und unter Verwendung von (4.3), (4.4) und (4.5) mit
Fk = k1xr + k3x
3
r , (4.8)
k1 = kB +
12(Fel + FA0)
5lF
, (4.9)
k3 =
72kA
25l2F
(4.10)
beschreiben (kB . . . Biegesteifigkeit der Federba¨nder). Die Herleitung von Gleichung (4.6)
ist im Abschnitt 7.1 zu finden. Gleichung (4.8) entha¨lt einen Term 3. Ordnung von xr,
der umso sta¨rker ins Gewicht fa¨llt, je ho¨her kA ist. Der Koeffizient k3 wird als kubische
Steifigkeit bezeichnet. Es ist herauszufinden, wie hoch k3 und folglich kA werden du¨rfen,
ohne daß das Meßsignal des Vibrationssensors merklichen Fehlern unterliegt. Im folgenden
werden das Duffing-Verhalten berechnet und daraus die Meßabweichungen abgescha¨tzt.
4.2.1 Analytische Na¨herungslo¨sung der Duffing-Gleichung
Diese Lo¨sung fu¨r den stationa¨ren Schwingungszustand leitet sich aus dem Verfahren der
a¨quivalenten Linearisierung ab, welches eine harmonische Erregerfunktion voraussetzt und
ho¨here Harmonische in der Systemantwort vernachla¨ssigt [42]. Sub- und superharmonische
Resonanzerscheinungen bei ω = 1
3
ω0 bzw. ω = 3ω0 werden nicht erfaßt. Sie bietet jedoch
eine einfache Basis fu¨r die Dimensionierung und Bewertung resonanter Sensoren, die nach
dem Prinzip des Stress-Stiffening abgestimmt werden. Insbesondere la¨ßt sich damit leicht
der Zusammenhang zwischen Federnichtlinearita¨t, Resonanzgu¨te und dem
”
U¨berkippen“
des Amplitudenganges im Resonanzbereich herstellen.
Aus den Gleichungen (4.1) und (4.8) erha¨lt man mit c = const. die Duffing-Gleichung
x¨r(t) + 2ϑω0x˙r(t) + ω
2
0xr(t) + h[xr(t)]
3 = −a(t) (4.11)
mit ϑ =
c
2
√
k1m
, ω20 =
k1
m
, h =
k3
m
.
Fu¨r eine harmonische Erregerbeschleunigung a(t) = aˆ sinωt wird nun eine ebenfalls har-
monische stationa¨re Systemantwort xr(t) = xˆr sin(ωt + ϕ) angesetzt. Der Phasenwinkel
ϕ in xr(t) fu¨hrt bei der Bildung der 3. Potenz zu einer Komplizierung des Lo¨sungsweges.
Deshalb werden Erregung und Antwort um den Winkel −ϕ gedreht und auf diese Wei-
se die Phase der Systemantwort als Bezugsphase definiert. Weiterhin werden komplexe
Zeiger eingefu¨hrt:
a(t) = aˆ sin(ωt− ϕ) =⇒ a(t) = aˆe−jϕejωt , (4.12)
xr(t) = xˆr sinωt =⇒ xr(t) = xˆrejωt , (4.13)
[xr(t)]
3 =
xˆ3r
4
(3 sinωt− sin 3ωt) ≈ 3
4
xˆ3r sinωt =⇒ [xr(t)]3 =
3
4
xˆ3re
jωt . (4.14)
Die Differentialgleichung (4.11) lautet nun in komplexer Darstellung
(ω20 − ω2)xˆr +
3
4
hxˆ3r + j2ϑω0ωxˆr = aˆe
−j(ϕ−pi) (4.15)
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und kann durch Gleichsetzung der Betra¨ge und Phasenwinkel beider Seiten gelo¨st werden:
(ω20 − ω2)xˆr +
3
4
hxˆ3r ± aˆ
√√√√1− (2ϑω0ωxˆr
aˆ
)2
= 0 , (4.16)
tan(ϕ− pi) = −2ϑω0ω
ω20 − ω2 +
3
4
hxˆ2r
. (4.17)
Aus der Relativschwingung xr(t) und der Erregerfunktion a(t) = x¨S(t) bei Stu¨tzenerre-
gung sind weiterhin die Gleichungen fu¨r die Absolutschwingung x(t) = xˆ sin(ωt + ϕabs)
aufzustellen. Ihre Phase wird wiederum um−ϕ gedreht und die komplexe Form eingefu¨hrt:
x(t) = xˆ sin(ωt+ ϕabs − ϕ) , (4.18)
x(t) = xˆej(ϕabs−ϕ)ejωt = xr(t) + xS(t)
= (xˆr + xˆSe
−jϕ)ejωt
= [xˆr + xˆS(cosϕ− j sinϕ)] ejωt . (4.19)
Daraus ergeben sich die Gleichungen fu¨r Betrag und Phase
xˆ2 = (xˆr + xˆS cosϕ)
2 + xˆ2S sin
2 ϕ = xˆ2r + xˆ
2
S +
2xˆrxˆS√
1 + tan2 ϕ
, (4.20)
tan(ϕabs − ϕ) = −xˆS sinϕ
xˆr + xˆS cosϕ
=
−xˆS tanϕ
xˆr
√
1 + tan2 ϕ + xˆS
. (4.21)
Es ist sinnvoll, eine Normierung der Gleichungen (4.11), (4.16) und (4.17) auf die Refe-
renzgro¨ßen xref und ω0 vorzunehmen:
x¨∗r + 2ϑω0x˙
∗
r + ω
2
0(x
∗
r + h
∗x∗3r ) = aˆ
∗ sin(ωt− ϕ+ pi) , (4.22)
(1− η2)xˆ∗r +
3
4
h∗xˆ∗3r ±
aˆ∗
ω20
√√√√1− (2ϑω20ηxˆ∗r
aˆ∗
)2
= 0 , (4.23)
tan(ϕ− pi) = −2ϑη
1− η2 + 3
4
h∗xˆ∗2r
, (4.24)
mit x∗r =
xr
xref
, xˆ∗r =
xˆr
xref
, aˆ∗ =
aˆ
xref
, h∗ =
k3x
3
ref
k1xref
=
k3
k1
x2ref , η =
ω
ω0
.
Der kubische Koeffizient h∗ ist in Abbildung 4.2 graphisch anhand der Federkennlinie
erkla¨rt. Er ist als Verha¨ltnis von nichtlinearem zu linearem Anteil der Ru¨ckstellkraft bei
der Bezugsauslenkung xref zu verstehen. Fu¨r xref ko¨nnen verschiedene Gro¨ßen eingesetzt
werden. Bei Krafterregung und Stu¨tzenerregung mit frequenzunabha¨ngiger Beschleuni-
gungsamplitude ist die Normierung identisch. Es kann auf die niederfrequente Amplitude
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des zugeho¨rigen linearen Systems mit k3 = 0 bezogen werden, d. h. xref = Fˆ /k1 bzw.
xref = aˆSm/k1 bei ω  ω0:
aˆ∗ =
Fˆ
m
k1
Fˆ
= ω20 bzw. aˆ
∗ = aˆS
k1
aˆSm
= ω20 ,
(1− η2)xˆ∗r +
3
4
h∗xˆ∗3r ±
√
1− (2ϑηxˆ∗r )2 = 0 . (4.25)
Bei Stu¨tzenerregung mit frequenzunabha¨ngiger Wegamplitude bietet sich xref = xˆS an:
aˆ∗ =
aˆS
xˆS
= ω2 ,
(1− η2)xˆ∗r +
3
4
h∗xˆ∗3r ± η2
√√√√1− (2ϑ
η
xˆ∗r
)2
= 0 . (4.26)
Durch die gewa¨hlten Referenzamplituden stellt h∗ keinen konstanten Parameter des
Resonators, sondern eines Erregungszustandes dar. Es ist ebenso mo¨glich, erregungsun-
abha¨ngige Amplituden fu¨r xref zu wa¨hlen, z. B. die konstruktionsbedingte Maximalampli-
tude o. a¨. Die hierin festgelegten Normierungen sind bei der Betrachtung linearer Systeme
u¨blich und erfordern daher kein Umdenken.
Abbildung 4.2 zeigt das Resonanzverhalten fu¨r verschiedene Werte h∗ am Beispiel
ϑ = 0.05 (d. h. Resonanzgu¨te Q ≈ 10). Die numerische Lo¨sung der Gleichungen (4.25)
und (4.26) liefert ein sehr genaues Ergebnis im Vergleich mit direkten numerischen Lo¨sun-
gen der Differentialgleichung (4.11). Letztere zeigen zusa¨tzlich zur Grundwelle noch das
Auftreten der 3. Harmonischen in der Systemantwort, deren Amplitude jedoch geringer
als 1.3 % der Grundwellenamplitude bleibt.
4.2.2 Meßfehler durch das Duffing-Verhalten
Aus den Vera¨nderungen der Resonanzkurve lassen sich vier verschiedene Meßfehler des
resonanten Sensors ableiten. Sie sind in Abbildung 4.3 skizziert:
1. Die Resonanzkurve kippt bei
”
weicher“ Federkennlinie zu niedrigeren Frequenzen,
bei
”
harter“ Feder entsprechend zu ho¨heren. Es entsteht eine Verschiebung des Re-
sonanzmaximums um die Frequenz ∆ωres.
2. Die Ho¨he des Maximums bleibt dabei nicht proportional zur Erregeramplitude, son-
dern weicht je nach Vorzeichen von k3 progressiv oder degressiv um den Resonanz-
amplitudenfehler ∆xˆr,res von der linearen Kennlinie ab.
3. Infolge der Frequenzverschiebung verha¨lt sich die Amplitude xˆr0 des Sensors bei
seiner Eigenfrequenz ω0 ebenfalls nicht proportional, sondern degressiv mit der Ab-
weichung ∆xˆr0.
4. Hystereseerscheinungen bewirken instabiles Verhalten mit sprunghaften Meßwert-
a¨nderungen.
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Abbildung 4.2: Charakteristik eines Duffing-Schwingers (nichtlineare Federkennlinie 3. Ord-
nung Fk = k1xr + k3x3r ). Die Resonanzkurven gelten fu¨r Krafterregung bzw.
Stu¨tzenerregung mit aˆS = const.
Zwischen den beschriebenen Fehlern, dem kubischen Koeffizienten h∗ und dem Da¨mp-
fungsmaß ϑ bestehen nach (4.25) und (4.26) berechenbare quantitative Zusammenha¨nge.
Abbildung 4.4 gibt die Frequenzverschiebung und die Vera¨nderung der Resonanzamplitu-
de als Funktionen des Quotienten
h∗
(2ϑ)2
≈ h∗Q2 = k3x
3
refQ
3
k1xrefQ
=
k3
k1
x2refQ
2 (4.27)
wieder. Das Produkt xrefQ stellt darin die Resonanzamplitude des zugeho¨rigen linearen
Systems mit k3 = 0 dar, das mit xref = aˆ/ω
2 bzw. xref = xˆS erregt wird. Deshalb ent-
spricht h∗/(2ϑ)2 dem Verha¨ltnis des nichtlinearen und linearen elastischen Kraftanteils,
wenn das nichtlineare System auf diesen Amplitudenwert ausgelenkt wird. Zur Ermittlung
der Frequenz- und Amplitudenverschiebung des nichtlinearen Resonanzmaximums setzt
man in (4.27) die erwartete lineare Resonanzamplitude fu¨r das Produkt xrefQ ein. Die
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Abbildung 4.3: Meßfehler eines resonanten Sensors mit Duffing-Charakteristik am Beispiel
k3 > 0 (”harte“ Feder; Resonanzkurven fu¨r linear steigende Erregeramplitude)
Fehlerwerte liest man dann aus den Diagrammen in Abbildung 4.4 fu¨r den errechneten
Quotienten h∗/(2ϑ)2 ab.
Der relative Amplitudenfehler ∆xˆr0/xˆr0 bei Erregung mit ω = ω0 ist eine Funktion
des Quotienten
h∗
(2ϑ)3
≈ h∗Q3 = k3x
3
refQ
3
k1xrefQ
Q =
k3
k1
x2refQ
2 ω0
2piBW
(4.28)
(Abbildung 4.5). Gleichung (4.28) sagt aus, daß dieser Fehlertyp außer vom Verha¨ltnis
der nichtlinearen und linearen elastischen Kraftanteile zusa¨tzlich von der Bandbreite BW
abha¨ngt. Ha¨lt man die lineare Resonanzamplitude xrefQ = xrefω0/(2piBW ) bei Variation
der Bandbreite konstant, so bleiben zwar die Frequenzverschiebung und der Resonanzam-
plitudenfehler ebenfalls konstant, die Amplitude xˆr0 auf der Eigenfrequenz ω = ω0 sinkt
jedoch mit enger werdender Bandbreite stark ab.
Der vierte Fehlertyp ist in die Kategorie des stark nichtlinearen Verhaltens einzuord-
nen. Ausreichend hohe Betra¨ge der kubischen Steifigkeit bewirken, daß die Gleichungen
(4.25) und (4.26) in einem bestimmten Frequenzintervall drei reelle Lo¨sungen fu¨r xˆ∗r be-
sitzen. Sie a¨ußern sich im
”
U¨berkippen“ der Resonanzkurve. In der Praxis sind nur der
untere und obere Amplitudenwert stabil und ko¨nnen experimentell als konstante Schwin-
gungszusta¨nde realisiert werden. Eine Hysterese infolge des Wechsels zwischen beiden
Zusta¨nden tritt sowohl bei kontinuierlichen Vera¨nderungen der Erregerfrequenz (z. B.
durch sich a¨ndernde Drehzahlen), bei Amplitudenschwankungen als auch beim Durch-
stimmen der Sensoreigenfrequenz durch ein Frequenzintervall auf.
Man definiert den kritischen Koeffizienten h∗krit, bis zu dem der Sensor ein hysterese-
freies Resonanzverhalten zeigt und folglich ein stabiles Meßsignal liefert (Abbildung 4.6).
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Abbildung 4.4: Nomogramm zur Ermittlung der Abweichungen des Resonanzmaximums:
Frequenzverschiebung und Amplitudenfehler
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Abbildung 4.5: Nomogramm zur Ermittlung des Amplitudenfehlers bei ω = ω0
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Abbildung 4.6: Kritischer kubischer Koeffizient h∗krit als Grenzwert fu¨r den U¨bergang zum
hysteresebehafteten Verhalten (links: Zusammenhang zur Da¨mpfung, rechts:
ausgewa¨hlte Grenzresonanzkurven)
Er steht in unmittelbarer Beziehung zu ϑ, Q bzw. BW und la¨ßt sich na¨herungsweise durch
h∗krit = 27.867 · ϑ3.1 = 3.250 ·Q−3.1 fu¨r aˆS = const., 0.005 < ϑ ≤ 0.05, (4.29)
h∗krit = 16.417 · ϑ3 = 2.052 ·Q−3 fu¨r aˆS = const., ϑ ≤ 0.005, (4.30)
bzw. xˆS = const., ϑ ≤ 0.05
angeben. Der Fehler dieser Na¨herungen betra¨gt fu¨r Krafterregung bzw. Stu¨tzenerregung
mit aˆS = const. etwa 3 %. Fu¨r Stu¨tzenerregung mit xˆS = const. und ϑ ≤ 0.005 ist er
geringer als 1 %, mit ϑ = 0.05 maximal 9 %. Gleichung (4.30) kann fu¨r aˆS = const. auch
im Intervall 0.005 < ϑ ≤ 0.05 benutzt werden. Bei ϑ = 0.05 wird h∗krit dann allerdings
bereits um 23 % zu klein berechnet.
4.2.3 Praktische Konsequenzen
Aus Gleichung (4.30) folgt |h∗krit|/(2ϑ)3 ≈ const. = 2.052. Entsprechend Abbildung 4.5
besitzt der dafu¨r entstehende relative Amplitudenfehler ∆xˆr0/xˆr0 einen festen Wert von
−24 %. Es ist also bei weitem nicht ausreichend, bei der Dimensionierung des Resonators
auf die Einhaltung der kritischen Nichtlinearita¨t zu achten. Um den Fehler in die Region
von etwa 2 % abzusenken, darf die Nichtlinearita¨t ho¨chstens h∗ = 0.1h∗krit betragen. Kann
diese Bedingung nicht erfu¨llt werden, bleibt als Ausweg nur das Durchstimmen des Sensors
im Frequenzbereich der gesuchten Spektrallinie (s. Abschnitt 3.3.2). In dieser Betriebsart
kommen nur die Abweichungen ∆ωres und ∆xˆr,res zur Wirkung. Die Spektrallinie des
Vibrationssignals wird dann auf der um ∆ωres verfa¨lschten Frequenz mit vergleichsweise
geringem Amplitudenfehler ∆xˆr,res gefunden.
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Alternativ zu h∗krit la¨ßt sich mit Hilfe der Beziehungen (4.29) und (4.30) auch eine
kritische Gu¨te Qkrit fu¨r vorgegebenes h
∗ berechnen. Anschaulicher ist allerdings die Defi-
nition der kritischen Bandbreite BWkrit. Aus empirischer Ermittlung gilt als zuverla¨ssige
Orientierung
BWkrit =
ω0
2piQkrit
≈ 1.4 · ∆ωres
2pi
. (4.31)
Das heißt, daß die Bandbreite des Resonators mindestens 140 % der erwarteten Frequenz-
verschiebung betragen muß bzw. bei vorgegebener Bandbreite die Frequenzverschiebung
nicht mehr als 70 % davon betragen darf.
Fu¨r die praktische Dimensionierung eines Resonators nach Abbildung 4.1 ist die Stei-
figkeit der Aufha¨ngung kA von Interesse, die sich aus dem erlaubten Verha¨ltnis k3/k1 und
Gleichung (4.10) bei verschiedenen Federbandla¨ngen lF ergibt. Aus dem Nomogramm 4.7
lassen sich die Steifigkeitsparameter ermitteln, die zur Einhaltung vorgegebener Fehler-
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Abbildung 4.7: Nomogramm zur Ermittlung zula¨ssiger Steifigkeitsparameter aus vorgegebe-
nen Frequenz- oder Amplitudenfehlern bzw. umgekehrt fu¨r einen Resonator
mit Duffing-Charakteristik nach Abbildung 4.1
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grenzen notwendig sind. Es bildet eine Zusammenfassung der Kurven in Abbildung 4.4
sowie den Gleichungen (4.7), (4.10) und (4.29) bzw. (4.30). Man geht darin beispielsweise
von einer maximal zugelassenen Frequenzverschiebung des Resonanzmaximums ∆ωres/ωres
sowie der gro¨ßten zu erwartenden linearen Resonanzamplitude xrefQ aus. Fu¨r dieses Wer-
tepaar liest man das gro¨ßtzula¨ssige Verha¨ltnis k3/k1 auf der Ordinate ab. Im rechten
Teil des Nomogramms kann dann bei vorgegebener Federbandla¨nge lF das gro¨ßtzula¨ssige
Verha¨ltnis kA/k1 ermittelt werden. Um kA konstruktiv festzulegen, ist der Kleinstwert von
k1 entsprechend Gleichung (4.9) und den auftretenden Kra¨ften Fel und FA0 zu verwenden.
Auf den Abszissen des linken Teils lassen sich weiterhin der Resonanzamplitudenfehler so-
wie die kritische Gu¨te ablesen, die nicht u¨berschritten werden darf.
Die Aufha¨ngung mit der Steifigkeit kA wird im einfachsten Fall durch zwei T-fo¨rmig an
die Hauptfederba¨nder angesetzte Federba¨nder realisiert (s. Skizze im Nomogramm). Mit
einheitlichen Strukturgrundmaßen in einem Layout erhalten alle Federba¨nder identischen
Querschnitt. Fu¨r diesen Fall ist das resultierende La¨ngenverha¨ltnis lA/lF im rechten Teil
des Nomogramms abgetragen. Bei kA/k1 = 1 sind bereits gleiche La¨ngen fu¨r Resonator-
und Aufha¨ngungsfederba¨nder erforderlich. Solche Strukturen beanspruchen betra¨chtliche
Chipfla¨chen und lassen sich durch ihre breite T-fo¨rmige Gestalt schwer im Array anordnen.
Selbst wesentlich ho¨here Werte des Verha¨ltnisses kA/k1 a¨ndern diesen Sachverhalt nicht
grundsa¨tzlich. Eine Verachtfachung des Wertes erlaubt wegen der kubischen Abha¨ngigkeit
zwischen Federla¨nge und -steifigkeit lediglich eine Verku¨rzung der Aufha¨ngung auf die
Ha¨lfte. Resonatoren dieses Typs mit nichtlinearen Resonanzverschiebungen um weniger
als 0.3 % bei Auslenkungen von 10 µm und ho¨her sind deshalb nicht praktikabel. Die
maximal erlaubte Resonanzgu¨te betra¨gt fu¨r diese Werte Qkrit ≈ 250. Fu¨r ein besseres
Resonanzverhalten muß deshalb entweder das Konzept der Aufha¨ngung gea¨ndert oder
es mu¨ssen Maßnahmen zur Kompensation des kubischen Terms getroffen werden, z. B.
durch elektrostatische Hilfsfelder.
4.2.4 Nichtlineare Ru¨ckstellkra¨fte ho¨herer Ordnung
Elektrostatische Kra¨fte in mikromechanischen Schwingstrukturen fu¨hren in der Regel zu
Federkennlinien ho¨herer als der 3. Ordnung, so daß die Bewegungsgleichung (4.1) nicht
mehr der Duffing-Gleichung entspricht. Zu ihrer Lo¨sung wird hier auf die numerische
Simulation in MATLAB/SIMULINK zuru¨ckgegriffen. Dazu wird das Teilsystem des Re-
sonators durch ein Blockbild modelliert, in das die nichtlineare elastische Kraft als exakte
Funktion Fk(xr) oder als polynomiale Na¨herung (4.2) einzutragen ist (Abbildung 4.8).
Alternativ stehen auch Funktionsblo¨cke zur Verfu¨gung, die den Funktionswert aus einer
Wertetabelle interpolieren ko¨nnen. In der Mehrzahl der Fa¨lle wird die elektrostatische
Kraftkennlinie Fel(xr) ohnehin als Wertetabelle aus numerischen Feldberechnungen mit
FEM oder BEM ermittelt, da eine exakte analytische Formulierung nicht zu finden ist.
Eine Polynomregression dieser Tabellen ist nur dann no¨tig, wenn die Werte numerischen
Streuungen durch die FE-Diskretisierung des Feldraumes unterliegen.
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Abbildung 4.8: SIMULINK-Resonatormodell mit beliebig nichtlinearer Ru¨ckstellkraft
Das Resonatormodell nach Abbildung 4.8 wird nicht in das Systemmodell nach Abbil-
dung 3.5 eingebunden, da die Erregersignale einige Grundbedingungen einhalten mu¨ssen.
Die Berechnung des Hystereseverhaltens erfordert ein bidirektionales Durchstimmen der
Erregerfrequenz am Signaleingang a_in. Fu¨r die Ablaufzeit gelten die gleichen Vorschrif-
ten wie beim Durchstimmen der Sensorresonanz nach Abschnitt 3.3.2. Zusa¨tzlich ist zu
gewa¨hrleisten, daß die Erregerfunktionen beim U¨bergang zwischen zwei Frequenzschritten
nahtlos aneinander anschließen, d. h. daß jeder Schritt mit einer vollen Periode beendet
wird. Ebenso muß der Bewegungszustand des Resonators – d. h. Auslenkung und Ge-
schwindigkeit – am Ende des Frequenzschrittes i als Anfangszustand des Frequenzschrittes
i+1 u¨bernommen werden. Nur so ist gesichert, daß es in Frequenzbereichen mit mehreren
stationa¨ren Lo¨sungen nicht zum vorzeitigen
”
Abreißen“ der Resonatorschwingung kommt.
Als Ergebnisgro¨ße ist bei der Beurteilung des nichtlinearen Resonatorverhaltens die Re-
sonatoramplitude geeigneter als der RMS-Wert. Man beha¨lt eine bessere Kontrolle u¨ber
die Signalverla¨ufe, wenn man die Simulationssteuerung, Erregung und Signalauswertung
in einem MATLAB-Script realisiert und von diesem aus das SIMULINK-Modell aufruft.
Sa¨mtliche Ein- und Ausgangs-Ports des Modells sind im MATLAB-Workspace u¨ber das
SIM-Kommando frei verfu¨gbar. Ein Beispiel-Script zur Verwendung mit diesem und den
nachfolgenden SIMULINK-Modellen ist in Anhang A zu finden.
In vielen Fa¨llen ist die amplitudenabha¨ngige Resonanzfrequenzverschiebung – die so-
genannte Backbone-Kurve – zur Beurteilung der Nichtlinearita¨t vo¨llig ausreichend. Mit
dem folgenden Integral kann die freie Eigenschwingung und daraus die Resonanzfrequenz
eines konservativen, d. h. ungeda¨mpften Systems mx¨+ Fk(x) = 0 mit beliebiger Feder-
kennlinie Fk(x) exakt berechnet werden [42]:
t = t0 +
x∫
x0
dx¯
±
√
2
m
[W0 −Wpot(x¯)]
mit Wpot(x¯) =
x¯∫
0
Fk(x)dx . (4.32)
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Physikalisch handelt es sich hierbei um das Loslassen des Resonators aus einer ausgelenk-
ten Ausgangslage x0 zum Zeitpunkt t0. Man erha¨lt die Umkehrfunktion der Schwingung
x(t), also t(x). Da die Einspannung des Resonators fixiert ist, wird die Relativamplitude
xr durch die Absolutamplitude x ersetzt. In t0 besitzt das System die potentielle Energie
Wpot(x0) und die Gesamtenergie
W0 =
m
2
x˙20 +Wpot(x0) , (4.33)
die wa¨hrend der Schwingung konstant bleibt. Entla¨ßt man den Schwinger zum Zeitpunkt
t0 = 0 aus einer ausgelenkten Lage −xˆ oder xˆ mit x˙0 = 0 in die freie ungeda¨mpfte
Schwingung, so folgt aus (4.32) die Periodendauer
T = 2
xˆ∫
−xˆ
dx¯
±
√
2
m
[W0 −Wpot(x¯)]
. (4.34)
Voraussetzung zur Anwendung des Ergebnisses auf ein geda¨mpftes System ist eine Min-
destgu¨te Q > 5, um dem verlustfreien System nahezukommen.
Abbildung 4.9 zeigt die numerisch ermittelten Amplitudenga¨nge und die Backbone-
Kurve nach Gleichung (4.34) eines beliebig gewa¨hlten Beispieles. Schwankungen der dif-
ferentiellen Steifigkeit sind besonders dann zu beru¨cksichtigen, wenn sie im Amplituden-
bereich um die Ruhelage auftreten. Solche Federkennlinien sind vergleichsweise selten zu
F k
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Abbildung 4.9: Federkennlinie ho¨herer Ordnung mit besonderer Linearita¨tsabweichung im Be-
reich der Ruhelage und deren Auswirkungen im Resonanzverhalten
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finden, jedoch za¨hlen gerade die in der Oberfla¨chenmikromechanik u¨blichen elektrosta-
tischen Kammsysteme zu ihren Verusachern (s. Kapitel 6.7.5). In Abbildung 4.9 wird
deutlich, daß eine in der Kennlinie Fk(xr) visuell kaum auffa¨llige Unregelma¨ßigkeit in
dFk/dxr bereits mehrere 10 % betragen kann und Frequenzvera¨nderungen von ebenfalls
10 . . . 20 % hervorruft. Die Resonanzfrequenz driftet im gewa¨hlten Beispiel beim Verlas-
sen eines kleinen Amplitudenbereiches um die Ruhelage stark ab und unterliegt dann nur
noch geringen Vera¨nderungen. Dieses Verhalten verschlechtert die Amplitudenauflo¨sung
des Sensorelementes.
4.3 Nichtlineare Massenkopplung
Sind die Bewegungen zweier Teilmassen eines Systems nichtlinear miteinander gekoppelt,
so liegt eine kinematische Nichtlinearita¨t vor. Das Elektrodensystem zur Erzeugung der
elektrostatischen Kraft Fel am abstimmbaren Resonator nach Abbildung 4.1 kann je nach
Gro¨ße eine betra¨chtliche Masse me erreichen, so daß zusammen mit der seismischen Mas-
se m ein Zwei-Massen-System entsteht. In Abbildung 4.10 ist dieses System skizziert.
Um ausschließlich die Wirkung der kinematischen Nichtlinearita¨t zu untersuchen, ist die
elastische Aufha¨ngung kA hier nicht enthalten.
x r
k B/2 m
F k
F el
l F
∆ s  ≈ 6x r2/5l F
m ek B/2
Abbildung 4.10: Modell eines Zwei-Massen-Systems, bestehend aus seismischer Masse m des
Resonators und Endmasse me des elektrostatischen Zugsystems
Gleichung (4.4) dru¨ckt einen quadratischen Zusammenhang zwischen der Bewegung
der Masse me und der Resonatorauslenkung xr aus. Der Ausdruck kA · 2lF/(EA) in (4.4)
kann wiederum vernachla¨ssigt werden. Die Beschleunigungskraft mes¨ wirkt bei Fel = 0 als
Normalkraft Fn auf die Federba¨nder. Wa¨hrend einer Resonatorschwingung treten sowohl
Zug- als auch Druckkra¨fte auf. Mit der Ru¨ckstellkraft (4.6) ergibt sich die Bewegungsglei-
chung
mx¨r(t) + cx˙r(t) +
(
kB +
12mes¨
5lF
)
xr(t) = −ma(t) . (4.35)
Ersetzt man ∆s entsprechend (4.4) und normiert auf die Federbandla¨nge lF, so erha¨lt
man
x¨∗r + 2ϑω0x˙
∗
r +
[
ω20 +
144
25
me
m
(x˙∗2r + x
∗
r x¨
∗
r )
]
x∗r = −a∗ (4.36)
mit x∗r =
xr
lF
, a∗ =
a
lF
, ω20 =
kB
m
, ϑ =
c
2
√
kBm
.
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Abbildung 4.11: Numerische Simulation des Zwei-Massen-Systems: a) SIMULINK-Modell, b)
Resonanzkurven
Das Verhalten des Resonators kann nun in Bezug auf das Massenverha¨ltnis me/m be-
stimmt werden. Dazu wird Gleichung (4.36) mit Hilfe des entsprechenden SIMULINK-
Modells nach Abbildung 4.11a gelo¨st. Die Resonanzkurven in Abbildung 4.11b a¨hneln
denen des Duffing-Schwingers mit
”
weicher“ Feder (k3 < 0), d. h. die Resonanzspitze
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Abbildung 4.12: Diagramm zur Ermittlung der Resonanzverschiebung durch kinematische
Nichtlinearita¨t. Die Symbole entsprechen numerischen Ergebnissen, die
durchgezogenen Kurven der Na¨herung nach Gleichung (4.37).
kippt mit zunehmender Erregeramplitude zu niedrigeren Frequenzen. Auch die bekannten
Hystereseerscheinungen bzw. Instabilita¨ten treten auf. Eine A¨nderung der Resonanzam-
plitude ist hier jedoch nicht feststellbar.
Zwischen der bezogenen Resonanzamplitude xˆ∗r,res = xˆr,res/lF, dem Massenverha¨ltnis
me/m und der relativen Resonanzverschiebung ∆ωres/ωres gibt es einen festen Zusammen-
hang, der aus Abbildung 4.12 abzulesen ist. Fu¨r die numerische Ermittlung der Stu¨tzwerte
(Symbole im Diagramm) wurde mit dem SIMULINK-Modell jeweils eine freie, ungeda¨mpf-
te Eigenschwingung realisiert und die Periodendauer ausgewertet. Das Diagramm stellt
demzufolge die Backbone-Kurven fu¨r einen Resonator mit beliebiger Gu¨te Q > 5 dar. Als
sehr gute Na¨herung la¨ßt sich anstelle des Diagramms auch
∆ωres
ωres
= −me
m
xˆ∗2r,res · 140% (4.37)
benutzen (durchgezogene Kurven im Diagramm). Diese Gleichung stimmt fu¨r Resonanz-
verschiebungen bis etwa −5 % sehr gut mit den numerisch ermittelten Werten u¨berein
und kann bis −10 % noch zur groben Abscha¨tzung verwendet werden.
4.4 Nichtlinearer Da¨mpfungsterm
Fluidische Da¨mpfungskra¨fte in Mikrostrukturen verhalten sich bei großen Auslenkun-
gen nicht mehr proportional zur Momentangeschwindigkeit des Schwingers. Der Da¨mp-
fungsfaktor muß abha¨ngig von der Position mit c = c(xr) angesetzt werden. Diese Be-
schreibungsform ist zula¨ssig, solange laminare und inkompressible Stro¨mungsverha¨ltnisse
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Abbildung 4.13: SIMULINK-Modell mit beliebig nichtlinearem Da¨mpfungskoeffizient
vorherrschen. Bei den meisten niederfrequent resonanten Mikrostrukturen ko¨nnen diese
Bedingungen vorausgesetzt werden [43]. Die Bewegungsgleichung lautet damit
mx¨r(t) + c(xr)x˙r(t) + kxr(t) = −ma(t) . (4.38)
Im SIMULINK-Modell zur transienten Lo¨sung dieser Gleichung ist der Da¨mpfungsfak-
tor durch einen Funktionsblock mit dem Argument xr realisiert (Abbildung 4.13). Analog
zur Federkennlinie in Abschnitt 4.2.4 kann er als exakte analytische Funktion, als Polynom
c(xr) =
n∑
i=0
cix
i
r (4.39)
oder als Wertetabelle in das Modell eingegeben werden. Bei symmetrischen Strukturen
besitzt das Polynom nur geradzahlige Glieder.
Die Positionsabha¨ngigkeit des Da¨mpfungsfaktors fu¨hrt zu einer variablen Resonanz-
versta¨rkung bei steigender Erregeramplitude. Am Beispiel einer zwischen zwei Elektroden
schwingenden Platte soll die Wirkung demonstriert werden. In den Luftspalten beid-
seitig der Platte tritt Squeeze-Film-Da¨mpfung mit dem in Abbildung 4.14a skizzierten
Stro¨mungsprofil auf. Fu¨r diesen Da¨mpfungstyp ist der Da¨mpfungsfaktor umgekehrt pro-
portional zur 3. Potenz des Plattenabstandes, d. h.
c(xr) = c1(xr) + c2(xr) =
c0
2
[
1
(1− xr/d)3 +
1
(1 + xr/d)3
]
. (4.40)
Bei einer Auslenkung um den halben Ruheluftspalt (xr/d = 0.5) vervierfacht sich der
Da¨mpfungsfaktor bereits. Der positionsabha¨ngige Da¨mpfungsfaktor bewirkt einen Reso-
nanzamplitudenfehler nach Abbildung 4.14b und ruft eine deutlich nichtlineare Sensor-
kennlinie hervor. Frequenzverschiebungen treten zwar ebenfalls auf, bleiben jedoch im
Vergleich zum Amplitudenfehler gering.
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Abbildung 4.14: Squeeze-Film-Da¨mpfung in den Luftspalten einer schwingenden Platte: a)
Modellskizze, b) Entstehung des Linearita¨tsfehlers (numerische Simulation)
Die Konsequenzen fu¨r den Entwurf eines resonanten Sensors liegen auf der Hand.
Sa¨mtliche Funktionselemente, an denen fluidische Da¨mpfung entsteht, mu¨ssen konstruktiv
auf konstante Wirkungsfla¨che und -abstand ausgelegt werden. Strukturen wie in Abbil-
dung 4.14, bei denen Squeeze-Film-Effekte erzeugt werden, sind in dieser Hinsicht denkbar
ungeeignet. Viel bessere Erfolgschancen haben hier z. B. die Kammstrukturen der Ober-
fla¨chenmikromechanik, da die Squeeze-Film-Da¨mpfung in ihnen eine untergeordnete Rolle
spielt. Gelingt es nicht, den Da¨mpfungsfaktor ausreichend konstant zu halten, bleibt als
Ausweg nur der Einbau des Resonators in ein Vakuumgeha¨use. Fu¨r viele Anwendungen
wird dieses ohnehin beno¨tigt, da erst durch den Vakuumbetrieb eine ausreichende Selek-
tivita¨t erreicht wird.
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Kapitel 5
Sensorfertigung in
Oberfla¨chentechnologie
Die zur Herstellung der Teststrukturen benutzte oberfla¨chennahe Silizium-bulk-Mikrome-
chanik wird in der internationalen Literatur unter dem Begriff SCREAM (Single Crystal
Reactive Etching and Metallization) gefu¨hrt. Die entwickelten Funktionsprinzipe und Lay-
outs lassen sich gleichermaßen mit verwandten Oberfla¨chentechnologien realisieren. Es
wird deshalb nachfolgend nicht nur die benutzte Technologie erla¨utert, sondern ein U¨ber-
blick u¨ber die drei Hauptvertreter der Oberfla¨chenmikromechanik mit ihren wesentlichen
Eigenschaften gegeben. Anschließend werden Zusammenha¨nge zwischen dem Maskenlay-
out und dessen dreidimensionaler Abbildung durch den Tiefena¨tzprozeß im Detail erla¨utert
und wichtige Regeln fu¨r die Layoutgestaltung abgeleitet.
5.1 U¨berblick
Obwohl zur Oberfla¨chenmikromechanik eine ganze Palette von Funktionsstrukturen an
der Waferoberfla¨che geho¨rt, soll der Begriff hier auf Geometrien mit großen Aspektverha¨lt-
nissen beschra¨nkt werden. Derartige Strukturen werden durch anisotropes reaktives Io-
nena¨tzen (RIE – Reactive Ion Etch) mit nachfolgendem isotropem Freilegungsa¨tzschritt
gefertigt. Die Fertigungsprozesse lassen sich nach der Art des Ausgangsmaterials in die
Polysilizium-Technik, die SOI (Silicon on Insulator)-Technik und SCREAM einteilen (s.
Abbildung 5.1 und folgende Abschnitte).
Innerhalb jeder Gruppe gibt es wiederum eine Vielzahl von Prozeßvarianten, auf die
hier nicht im einzelnen eingegangen wird. Erst die Einfu¨hrung der sogenannten Foundry-
Services hat in den vergangenen Jahren bestimmte Varianten in gewisser Weise zu Stan-
dards erhoben, indem sie global als Dienstleistung angeboten werden. Im europa¨ischen
Projekt EUROPRACTICE sind als Oberfla¨chentechnologien der Polysilizium-Prozeß der
Robert Bosch GmbH sowie der EPI-SOI-Prozeß (Epitaxial SOI) des franzo¨sischen Her-
stellers TRONIC’S Microsystems verfu¨gbar [44]. Der SCREAM-Prozeß wird von KIONIX
Inc. in Cornell/Ithaca angeboten. Die Einfu¨hrung eines Fertigungsverfahrens im industri-
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ellen Maßstab ist ein Indikator dafu¨r, daß es nicht nur als wissenschaftliches Forschungs-
objekt, sondern auch als kommerziell tauglich akzeptiert wird. Dazu mu¨ssen neben der
Funktionsfa¨higkeit der entstehenden Produkte auch Fragen der Parameterstabilita¨t, der
Materialkosten, des Prozeßaufwandes, der Prozeßreproduzierbarkeit, der Elektronikinte-
gration, der Geha¨usung sowie des potentiellen Marktinteresses umfassend gekla¨rt sein.
Foundries finden weiterhin Beachtung bei Entwicklern von MEMS-Entwurfssoftware, so
daß auch Entwurfsdurchla¨ufe durch angepaßte Prozeßsimulation beschleunigt werden.
5.1.1 Polysilizium-Technologie
Der Polysilizium-Prozeß geho¨rt in die Gruppe der Opferschichtverfahren. Die Strukturen
werden im Anschluß an den RIE-Schritt freigelegt, indem eine darunterliegende SiO2-
Schicht durch isotropes A¨tzen entfernt wird. Dotierte Leitbahngebiete ko¨nnen noch vor
a)
Si-Kappe
Epitaxie-Polysilizium (10.5 µ m)
SiO2-Opferschicht
Poly-Si (vergrabene Leitbahnen)
SiO2-Passivierung
Si-Substrat
Metall
b)
Si-Kappe
Metall
implantierte Leitbahn
SiO2-Opferschicht
einkristallines Epitaxie-Silizium
SiO2-Passivierung
Si-Substrat
c)
Metall
SiO2-Passivierung
Si-Substrat
Seitenmetallisierung Schichtstapel-Sruktur
Abbildung 5.1: Beispiele fu¨r die drei Hauptgruppen der Oberfla¨chenmikromechanik mit ho-
hen Aspektverha¨ltnissen: a) Polysilizium-Struktur (Bosch Micromachining
Foundry [46]), b) SOI-Struktur (TRONIC’S Microsystems Foundry [44]), c)
SCREAM-Struktur mit zwei Metallisierungsvarianten (TU Chemnitz/ZfM)
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der Abscheidung des SiO2-Polysilizium-Stapels im Substratwafer eingebracht werden. Da-
mit sind kreuzende Signalfu¨hrungen sowie zusa¨tzliche kapazitive Meß- und Steuerelek-
troden unterhalb der mechanischen Struktur mo¨glich, was fu¨r den Sensorentwurf einen
erheblichen Vorteil darstellt. Kontaktierungen der Polysilizium-Schicht zu den dotierten
Gebieten erfolgen durch Lithografie der Oxidschicht vor der Polysilizium-Abscheidung.
Die Anwendungsbreite wurde 1996 durch das Erreichen einer Schichtdicke von 10 µm
stark vergro¨ßert [45]. Bis dahin war die Schichtdicke auf 2 µm begrenzt, wodurch die
gefertigten Stukturen vertikal relativ instabil waren. Trotz dieser Begrenzung wurde in
dieser Technologie von Analog Devices Inc. der erste kommerzielle Beschleunigungssensor
ADXL 50 gefertigt, u. a. wegen der guten On-Chip-Integrationsfa¨higkeit von mechanischen
Strukturen und CMOS-Schaltung.
Als repra¨sentatives Beispiel soll der Bosch-Foundry-Prozeß dienen (Abbildung 5.1a,
[44], [46]). Er arbeitet mit einem doppelten SiO2-Polysilizium-Stapel und einer Aluminium-
Kontaktierungschicht, die mit insgesamt 5 Masken strukturiert werden. Die untere hoch-
dotierte Polysilizium-Schicht wird als vergrabene Leitbahn genutzt. Die aktiven Struk-
turen sind 10.5 µm dick. Es lassen sich minimale Strukturbreiten von etwa 2.5 µm und
damit Aspektverha¨ltnisse von etwa 4:1 fu¨r Balken und Gra¨ben realisieren. In der aktuel-
len Version wird keine On-Chip-Elektronik angeboten. Auf die aktive Polysilizium-Schicht
wird unmittelbar eine hermetisch dichte Verkappung aufgebracht.
5.1.2 Silicon-on-Insulator-Technologie (SOI)
Die SOI-Technik liefert die hochwertigsten mechanischen Strukturen, da erstens die gro¨ßten
Strukturho¨hen und damit auch die ho¨chsten Aspektverha¨ltnisse fu¨r die Federba¨nder er-
reicht werden und zweitens einkristallines Silizium als mechanisch aktives Material wirkt.
Auch hierbei handelt es sich mit Ausnahmen um eine Opferschichttechnologie.
Zur Herstellung des SOI-Substrates dominiert das Bonden zweier Wafer durch Silicon
Fusion Bonding (SFB) und nachfolgendes Abdu¨nnen des Strukturwafers durch Chemical
Mechanical Polishing (CMP). Damit werden heute Inertialsensoren mit Strukturho¨hen bis
200 µm realisiert [21], [47]–[51]. In einer von der Opferschichttechnik abweichenden Vari-
ante wird der Tra¨gerwafer vor dem SFB in den mechanisch aktiven Gebieten mit Gruben
von einigen Mikrometern Tiefe versehen [47]. Die Strukturen sind dadurch automatisch
nach dem RIE-Schritt frei beweglich. Das Freilegungsa¨tzen entfa¨llt.
Im EPI-SOI-Verfahren werden dagegen einige 10 µm epitaktisches einkristallines Si-
lizium auf einem handelsu¨blichen SIMOX-Wafer aufgewachsen (SIMOX – Separation by
Ion IMplantation of OXygen [52], [53]). Der TRONIC’S-Prozeß realisiert auf diese Weise
eine Schichtdicke von 20 µm (Abbildung 5.1b).
Vergrabene Signalzufu¨hrungen zu den mechanischen Strukturen sind in dieser Techno-
logie nicht vorgesehen, obwohl in [51] Ansa¨tze dazu gezeigt wurden. Schaltungen ko¨nnen
auf der Oberfla¨che des SOI-Substrates vor der Grabenstrukturierung integriert werden1.
1Im TRONIC’S-Prozeß nicht enthalten.
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Analog Devices Inc. benutzt in ju¨ngster Zeit eine Technologie mit On-Chip-CMOS-Elek-
tronik (Bonded-Wafer-SOI, Strukturho¨he 50 µm), bei der die mechanisch aktiven Ge-
biete vollsta¨ndig von den CMOS-Gebieten isoliert sind und Signalzufu¨hrungen durch
Polysilizium-Leitbahnen u¨ber die Isolationsgebiete hinweg realisiert werden [48], [49].
5.1.3 Oberfla¨chennahe Si-bulk-Technologie (SCREAM)
SCREAM ist ein opferschichtfreies Ein-Masken-Verfahren, bei dem die Strukturierung
unmittelbar im Basissubstrat (
”
bulk“) erfolgt. Sowohl hinsichtlich des Ausgangsmaterials
als auch des Prozeßaufwandes ist es damit ein sehr wirtschaftliches Verfahren. Es wurde
an der National Nanofabrication Facility der Cornell University/Ithaca entwickelt und
1992 zum erstenmal publiziert [54]. Detaillierte Beschreibungen der Prozeßfolge sind [55]
oder [56] zu entnehmen. Am Zentrum fu¨r Mikrotechnologien der TU Chemnitz (ZfM)
werden die herko¨mmliche Variante (Seitenmetallisierung) sowie eine modifizierte Form
(Schichtstapel) realisiert (Abbildung 5.1c, [57], [58]).
In der herko¨mmlichen Prozeßfolge nach Abbildung 5.2 bildet die Metallabscheidung
den abschließenden Prozeßschritt nach dem isotropen Freilegungsa¨tzen, so daß Deck-
fla¨chen und Seitenflanken der Balken mit der leitenden Schicht bedeckt werden. Funktio-
nell entspricht diese Variante der Polysilizium- und SOI-Technik, d. h. die Seitenflanken
bilden als kapazitiv aktive Fla¨chen parallelplattena¨hnliche Kondensatoren. Eine Struktu-
rierung der Metallschicht ist hier allerdings ausgesprochen schwierig und wird nur durch
Sputtermasken erreicht. Sie liefern Konturscha¨rfen nicht besser als 20 µm und werden da-
Si-Substrat
Maskenoxid
Spaceroxid
Metall
1 2 3
4 5
Abbildung 5.2: Prozeßablauf der Oberfla¨chenmikromechanik (Beispiel SCREAM):
(1) – Grabenstrukturierung durch RIE, (2) – PECVD SiO2, (3) – anisotropes
Entfernen des SiO2 am Grabenboden, (4) – isotropes Freilegungsa¨tzen,
(5) – Metallsputtern
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her lediglich zur Abschattung vorintegrierter On-Chip-Elektronik sowie zum Nachsputtern
von Bondpads genutzt [59], [60]. Die elektrische Isolation verschiedener Elektrodengebiete
einschließlich der Bondpads und Signalzufu¨hrungen erfolgt durch die Trenngra¨ben.
Die Schichtstapel-Variante wurde entworfen, um inhomogene elektrostatische Feld-
verla¨ufe an der Balkenoberseite fu¨r vorrangig vertikale Wirkprinzipe (Levitation etc.) zu
erzeugen. Dazu wird die Metallisierung noch vor dem RIE-Schritt auf der Passivierung ab-
geschieden. Sowohl die Passivierung als auch die Metallisierung lassen sich gegebenenfalls
in dieser Prozeßphase mit weiteren Masken strukturieren.
Mo¨gliche Strukturho¨hen liegen bei mehreren 10 µm, so daß gegenu¨ber der Polysilizium-
Technik bessere Aspektverha¨ltnisse fu¨r Balken und aktive Kapazita¨ten erreicht werden.
Die thermischen Dehnungen der SiO2-Passivierung und Metallschicht rufen temperatur-
abha¨ngige Wo¨lbungen hervor, die durch gezielte Auswahl der Schichtmaterialien und
-sta¨rken zu minimieren sind. Eine umfassende Analyse und Optimierung des thermoelasti-
schen Verhaltens solcher Strukturen wurde in [61] und [62] durchgefu¨hrt. Aus elektrischer
Sicht sind die erheblichen Parasita¨rkapazita¨ten zwischen Metallisierung und Si-Substrat
zu beru¨cksichtigen, die bei Seitenmetallisierung durchaus zwei Gro¨ßenordnungen u¨ber den
aktiven Luftspalt-Kapazita¨ten liegen ko¨nnen.
5.2 Reaktives Ionena¨tzen (RIE)
Der RIE-Schritt bestimmt mit seinen Parametern – im besonderen den erreichbaren
Aspektverha¨ltnissen fu¨r Gra¨ben und Balken – wesentlich die elektromechanischen Eigen-
schaften der beweglichen Strukturen:
• Hohe Graben-Aspektverha¨ltnisse sind fu¨r eine hohe kapazitive Empfindlichkeit der
Elektrodensysteme erforderlich.
• Hohe Balken-Aspektverha¨ltnisse garantieren eine gute vertikale Stabilita¨t der Feder-
Masse-Schwinger bezu¨glich Levitation und vertikaler Schwingmoden. Ein Federband
mit einem Aspektverha¨ltnis Ho¨he:Breite = 10:1 besitzt z. B. eine 100fache vertikale
Steifigkeit gegenu¨ber der horizontalen (Nutz-)Steifigkeit.
RIE erfolgt in Plasmakammern mit verschiedenen Reaktionsgasen [63]. Fu¨r Anwendun-
gen in der Mikromechanik spielten Cl2-basierte Prozesse bis vor kurzem die Hauptrolle.
Die Selektivita¨t des Cl2-Plasmas gegenu¨ber dem Si-bulk-Material und der SiO2-Maske be-
tra¨gt nur etwa 10:1. Daher lassen sich A¨tztiefen von maximal 20 µm erreichen, wenn man
wirtschaftliche SiO2-Schichtdicken von nicht mehr als 2 µm voraussetzt. Das maximale
Aspektverha¨ltnis fu¨r Gra¨ben liegt bei etwa 10:1, die A¨tzrate bei ho¨chstens 1 µm/min.
1996 gelang mit der Patentanmeldung eines SF6/C4F8-basierten Multiplex-Prozesses
mit alternierenden A¨tz- und Passivierungsschritten durch die Robert Bosch GmbH ein
bedeutender Qualita¨tssprung [64], [65]. Das Verfahren ist seitdem wegen seiner deutlich
besseren Ergebnisse weltweit favorisiert. Es besitzt hohe Selektivita¨t bereits gegenu¨ber
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gewo¨hnlichen Lackmasken (bis 200:1), liefert Aspektverha¨ltnisse von 20:1. . . 30:1 bei A¨tz-
raten bis 6 µm/min und erlaubt die Durchdringung der gesamten Waferdicke (500 µm).
Mit speziellen Prozeßerweiterungen wurden inzwischen sogar Aspektverha¨ltnisse von 60:1
bei 1.05 µm Grabenbreite realisiert [66], [67].
5.3 Technologiegerechtes Layout
Das A¨tzverhalten des RIE ist mehr oder weniger stark von der Gro¨ße der Maskeno¨ffnungen
abha¨ngig (s. Abbildung 5.3). Die Kenntnis der nachfolgend genannten Effekte hilft, fu¨r
verschiedene Details im Layout die zu erwartenden Abweichungen der entstehenden Struk-
turen von der Idealform abzuscha¨tzen. Verschiedene Untersuchungen wurden in [68]–[71]
durchgefu¨hrt. Einheitliche Daten gibt es dazu allerdings nicht, da das A¨tzverhalten sehr
empfindlich auf geringe A¨nderungen der Prozeßparameter reagiert.
ARDE und RIE-Lag: Hinter ARDE (Aspect Ratio Dependent Etching) verbirgt sich
die Abnahme der A¨tzrate mit zunehmendem Aspektverha¨ltnis, d. h. mit zunehmender
Tiefe der Gra¨ben. RIE-Lag ist dagegen die A¨tzratenabha¨ngigkeit von der Grabenbreite,
d. h. schmalere Gra¨ben werden langsamer gea¨tzt als breitere. Beide Effekte bewirken
gemeinsam, daß unterschiedlich breite Maskeno¨ffnungen in einem Layout unterschiedliche
Endtiefe erreichen. Bei Polysilizium- und SOI-Technologien ist die Endtiefe stets durch
die Opferschicht definiert. Bei SCREAM ist dagegen ein solcher A¨tzstop nicht vorhanden,
so daß besondere Ru¨cksicht auf ARDE und RIE-Lag genommen werden muß.
Experimentelle Beispiele fu¨r die A¨tztiefenvariation zeigt Abbildung 5.4. Oberhalb ei-
ner kritischen Grabenbreite ist die Endtiefe na¨herungsweise konstant. Je tiefer die Gra¨ben
strukturiert werden, desto weiter verlagert sich diese Grenze zu breiteren Gra¨ben. Fu¨r Tie-
fen um 20 µm ist der empfindlichste Bereich bei geeigneten Prozeßeinstellungen unterhalb
etwa 6 µm Grabenbreite zu finden.
RIE
B o w i n g
T r e n c h i n g
A R D E ,
R I E - L a g F o o t i n gSi
Si
Si
Opferschicht
(SiO2)
Maske
Maske
RIE
Abbildung 5.3: Artefakte beim reaktiven Ionena¨tzen
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Abbildung 5.4: Meßwerte zu ARDE und RIE-Lag: a) ma¨ßige A¨tztiefe (TU Chemnitz/ZfM);
b) Bosch-Multiplexverfahren bei gro¨ßerer A¨tztiefe, entnommen aus [71]. Die
Stu¨tzstellen der Grabenbreite sind 1, 2, 4, 8, 16, 32, 64 und 128 µm.
Bowing: Die A¨tzflanken verlaufen weder ideal senkrecht noch geradlinig in die Tiefe.
Gra¨ben erhalten mit zunehmender Tiefe eine tonnen- oder trapezfo¨rmige Gestalt durch
Aufweitung und/oder Einengung. Die Tonnenform – gelegentlich auch als
”
Barreling“
bezeichnet – ist besonders ausgepra¨gt bei sehr schmalen Maskeno¨ffnungen im Bereich
1. . . 5 µm, kann aber bei Verringerung der A¨tzrate im Bosch-Verfahren beinahe eliminiert
werden.
Trenching: RIE liefert i. allg. keinen ebenen A¨tzgrund der Gra¨ben, sofern keine A¨tz-
stopschicht vorhanden ist. Trenching (anderer Begriff:
”
Notching“) sind Vertiefungen an
den Grabenra¨ndern, also eine konvexe Bodenform. Auch konkave Formen kommen vor.
Das Freilegungsa¨tzen entfernt diese Formen.
Footing: Dieser Effekt ist nur bei Opferschichttechnologien von Interesse. Gra¨ben, die
bis zur Opferschicht vorgedrungen sind, unterliegen bei weiter fortgesetztem A¨tzprozeß
einer lateralen Ausweitung an der Schicht. Wegen ARDE, RIE-Lag und inhomogener
A¨tzrate u¨ber der Waferfla¨che ist das gleichzeitige Erreichen der Opferschicht u¨ber das
gesamte Layout hinweg nicht gewa¨hrleistet, so daß Teile des Layouts stets vom Footing-
Effekt betroffen sind.
Inhomogenita¨t der A¨tzcharakteristik: Die A¨tzcharakteristik ist nicht homogen u¨ber
dem Wafer verteilt. Sie variiert einerseits von der Wafermitte zum Rand. In [65] wird
fu¨r einen 150-mm-Wafer eine 10. . . 15 % ho¨here A¨tzrate am Waferrand angegeben. Die
Schwankung konnte dort durch Modifikationen der Plasmakammer auf 3 % gesenkt wer-
den. Andererseits sinkt die lokale A¨tzrate auch mit zunehmender lokaler Plasmabelastung,
d. h. zunehmendem relativen Fla¨chenanteil der Maskeno¨ffnungen. Die Reichweite solcher
Belastungseffekte auf dem Layout betra¨gt abha¨ngig von den Prozeßparametern bis zu
einige Millimeter.
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Die Auswirkungen von ARDE, RIE-Lag und Bowing machen sich besonders an ineinander-
greifenden Kammsystemen bemerkbar, die in der Oberfla¨chenmikromechanik bevorzugt
als Detektions- oder Antriebskapazita¨ten Verwendung finden. Sie besitzen eine lineare
Kapazita¨ts-Weg-Charakteristik C(x), sofern der Fingerquerschnitt in La¨ngsrichtung der
Finger konstant ist. Abbildung 5.5 illustriert, wie diese Idealgestalt durch die variierende
A¨tzcharakteristik gesto¨rt wird. Zwischen u¨berlappendem und nichtu¨berlappendem Be-
reich der Finger waren im konkreten Fall Tiefenunterschiede von mehr als 4 µm fu¨r einen
Cl2-basierten Prozeß mit einer Zieltiefe von 20 µm zu verzeichnen. Diese Tiefenunterschie-
de bewirken nicht nur einen Verlust der Linearita¨t, sondern erschweren auch drastisch die
Freilegung der Struktur im SCREAM-Prozeß. Bei den Opferschichttechnologien tritt an-
stelle des Tiefenunterschiedes der Footing-Effekt im nichtu¨berlappenden Bereich auf.
Abgeleitet aus den dargestellten Zusammenha¨ngen sind fu¨r den SCREAM-Prozeß Lay-
outs mit Maskeno¨ffnungen identischer Gro¨ße anzustreben. Diese Bedingung ist in der
Regel mit zunehmender Komplexita¨t nicht konsequent einzuhalten. Ein gewisser Spiel-
raum besteht, wenn der kritische Bereich der Grabenbreite vermieden wird. Die aktiven
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Abbildung 5.5: Profilsto¨rungen durch ARDE, RIE-Lag und Bowing an einem ineinandergrei-
fenden Kammsystem (Cl2-Plasma, Tiefe ≈ 20 µm). Die hochstehenden Kamm-
teile links oben in der REM-Aufnahme geho¨ren zur herausgebrochenen seis-
mischen Masse.
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Kapazita¨ten von Elektrodensystemen sinken dann jedoch betra¨chtlich. Das Problem der
Kammsysteme wird deshalb in Kapitel 6 aufgegriffen. Dort werden Lo¨sungen fu¨r linea-
re und quadratische Charakteristiken C(x) beschrieben, die keine U¨berlappungsbereiche
erfordern.
Wichtig sind auch identische Grabenbreiten und na¨herungsweise symmetrische Plas-
mabelastungen beidseitig von Federba¨ndern, da sonst asymmetrische Federquerschnit-
te entstehen. Solche Federn besitzen Haupttra¨gheitsachsen, die nicht mehr parallel bzw.
senkrecht zur Waferebene liegen. Bei SCREAM-gefertigten Strukturen treten dann zusa¨tz-
lich asymmetrische Schichtspannungen auf, durch die die Federba¨nder in der Ebene ge-
kru¨mmt sind [72]. Gegebenenfalls sind zur Gewa¨hrleistung einer symmetrischen Plasma-
belastung Blindgra¨ben in ungenutzte Layoutbereiche einzufu¨gen.
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Kapitel 6
Kapazitive Funktionselemente
Elektrodensysteme mit variabler Kapazita¨t werden fu¨r drei Funktionen verwendet: (1) zur
Signaldetektion, (2) zur Generierung von Stell-, Erreger- oder Vorspannkra¨ften und (3)
zur Steifigkeitsbeeinflussung. Ein Vibrationssensor mit Resonanzabstimmung vereinigt in
einem Layout die Signaldetektion und je nach Abstimmverfahren (Stress-Stiffening oder
direkte elektrostatische Abstimmung) eine der zwei anderen Funktionen. Fu¨r Oberfla¨chen-
technologien sind eine große Anzahl verschiedener Prinzipien publiziert worden. Die wich-
tigsten werden in diesem Kapitel auf ihre Verwendbarkeit analysiert. Neben der Ho¨he der
elektromechanischen Koeffizienten spielt fu¨r niederfrequente Schwingungen großer Reso-
nanzamplitude die Linearita¨t eine entscheidende Rolle. In diesem Zusammenhang wird
ein neues Syntheseverfahren fu¨r Detektions- und Abstimmkapazita¨ten vorgestellt, die zur
Realisierung in der opferschichtfreien SCREAM-Technologie geeignet sind und Linearita¨t
in einem großen Amplitudenbereich gewa¨hrleisten.
6.1 Kennwerte beweglicher Elektrodensysteme
Fu¨hren die Elektroden in ihrer Aufha¨ngung Starrko¨rperbewegungen aus, lassen sich ihre
elektromechanischen Wirkungen unmittelbar auf die Kapazita¨tsfunktion C(xr) sowie de-
ren erste und zweite Ableitung nach der betrachteten Relativbewegung SC = Cx = ∂C/∂xr
bzw. Cxx = ∂
2C/∂x2r zuru¨ckfu¨hren (s. Tabelle 6.1). Anstelle xr ist gegebenenfalls yr oder
zr einzusetzen. Sowohl fu¨r die Signaldetektion als auch die Krafterzeugung strebt man eine
lineare Funktion C(xr), d. h. SC = const. u¨ber einen weiten Bereich der Auslenkung an.
Die Steifigkeitsbeeinflussung erfordert eine quadratische Funktion C(xr), d. h. Cxx = const.
Funktionen ho¨herer Ordnung fu¨hren zu nichtlinearem Schwingverhalten, das unbedingt
vermieden werden muß (s. Kapitel 4).
Tabelle 6.2 zeigt eine Klassifikation der kapazitiven Elemente nach ihren funktionellen
Eigenschaften. Die Eigenschaften bestimmen sich aus dem Zusammenwirken des eigent-
lichen kapazitiven Funktionselementes mit seiner Aufha¨ngung. In oberfla¨chenmikrome-
chanischen Lo¨sungen sind kapazitive Empfindlichkeiten bzw. Kraftwirkungen stets in al-
len drei Raumrichtungen gemeinsam gegenwa¨rtig. Die Arbeitsrichtung entspricht deshalb
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Tabelle 6.1: Elektromechanische Funktionen variabler Kapazita¨ten
einseitig symmetrisch/differential
Detektion
C/U -Wandler ∆Uout ∼ C(xr) (6.1) ∆Uout ∼ C1(xr)− C2(xr) (6.2)
C˙/I/U -Wandler ∆Uout ∼ ∂C
∂xr
x˙r (6.3) ∆Uout ∼
(
∂C1
∂xr
− ∂C2
∂xr
)
x˙r (6.4)
Krafterzeugung Fel =
U2
2
∂C
∂xr
(6.5) Fel =
U21
2
∂C1
∂xr
+
U22
2
∂C2
∂xr
(6.6)
Steifigkeitsbeein-
flussung
kel = −U
2
2
∂2C
∂x2r
(6.7) kel = −U
2
1
2
∂2C1
∂x2r
− U
2
2
2
∂2C2
∂x2r
(6.8)
bei einem zweckma¨ßigen Entwurf derjenigen Raumrichtung, in der die Federaufha¨ngung
gro¨ßte Nachgiebigkeit besitzt. In den anderen Richtungen ist ho¨chstmo¨gliche Steifigkeit
anzustreben, um die Querempfindlichkeit von Sensoren bzw. die Quererregung in Aktoren
gering zu halten.
In den anschließenden Abschnitten werden einige Varianten auf ihre Tauglichkeit fu¨r
die drei genannten Funktionen untersucht. Dazu werden sie nach folgenden Kriterien
bewertet:
• Absolutwerte fu¨r die Hauptkoeffizienten Cx und Cxx in Arbeitsrichtung. Daraus
leiten sich die erreichbare Empfindlichkeit von Detektionskapazita¨ten sowie Kra¨fte
und Abstimmeffekte ab. Absolutwerte werden im Ruhezustand xr = 0 der Struktur
angegeben.
• Linearita¨t. Es werden die Auslenkungsgrenzen xr,min und xr,max berechnet, inner-
halb derer die beiden Ableitungen um weniger als 1 %, 2 % bzw. 5 % von ihrem
Absolutwert in Ruhelage abweichen.
Tabelle 6.2: Klassifizierung kapazitiver Funktionselemente
Arbeitsrichtung Kapazita¨ts- Kraftwirkung* elektrostatische Symmetrie*
funktion* Steifigkeit*
horizontal la¨ngs linear attraktiv kel > 0 einseitig
horizontal quer (Fel = const.) repulsiv (erha¨rtend) symmetrisch
vertikal quadratisch zentrierend kel < 0 differential
(kel = const.) dezentrierend (erweichend)
ho¨herer Ordnung
* betrachtet in Arbeitsrichtung
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• Besonderheiten werden gegebenenfalls erwa¨hnt. Dazu geho¨ren hohe Querem-
findlichkeiten bzw. -kra¨fte, starke Schwankungen der Hauptkoeffizienten
bei Querverschiebungen und Linearita¨tseinbuße durch geometrische Fertigungs-
streuungen.
6.2 Kapazita¨tsfunktionen der Elementarzelle
Die typische Grundstruktur basierend auf den Technologien nach Kapitel 5 besteht aus
benachbarten festen und beweglichen Stegen und ist meist als Wiederholstruktur aus-
gefu¨hrt (ineinandergreifendes Kammsystem, Abbildung 6.1). Der zyklisch wiederkehrende
Abschnitt wird als Elementarzelle bezeichnet. Eine Ausnahme bildet das vertikal attrakti-
ve Prinzip nach Abbildung 6.5, das keinen feststehenden Kamm beno¨tigt und auch durch
eine bewegliche Gitterstruktur realisiert werden kann.
Eine Elementarzelle entha¨lt bis zu 4 getrennt elektrisch steuerbare Elektrodenfla¨chen.
Es wurden auch Herstellungsprozesse publiziert, bei denen Stege mit einer stapelfo¨rmi-
gen Anordnung isolierter Elektrodenschichten oder auch nebeneinanderliegende Stege in
verschiedener Ho¨he bezu¨glich der Waferoberfla¨che entstehen [73]–[78]. Durch solche Pro-
zeßmodifikationen kann sich die Vielfalt beliebig vergro¨ßern.
Je nach Maskengestaltung, elektrischer Ansteuerung und Typ der Federaufha¨ngung
lassen sich mit dem Elektrodensystem verschiedene Funktionen realisieren. Alle Vari-
anten gehen jedoch auf wenige Elementarfunktionen zuru¨ck, die nachfolgend aufgefu¨hrt
werden. In den Abschnitten 6.3 bis 6.5 werden daraus einige wichtige elektrostatische
Funktionselemente abgeleitet und deren Daten untereinander verglichen.
Die Elektrodenfla¨chen werden fu¨r die u¨berschla¨gigen Vergleiche jeweils so gruppiert
(d. h. als elektrisch verbunden betrachtet), daß letztlich nur zwei Elektroden mit einer ak-
tiven Kapazita¨t verbleiben. Soweit keine analytischen Na¨herungslo¨sungen verfu¨gbar sind,
werden Ci(xr,i) bzw. Ci(zr,i) an Stu¨tzstellen i mit Hilfe von Finite-Elemente-Modellen
berechnet und daraus durch Bildung des Differenzenquotienten die erste und zweite Ab-
leitung gebildet. Zweidimensionale Modelle sind dafu¨r in der Regel ausreichend. Das Feld
wird dabei als invariant in der dritten Dimension betrachtet. Es werden nur idealisiert
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Abbildung 6.1: Kapazitive Grundstruktur der Oberfla¨chenmikromechanik: a) mit Mo¨glichkeit
von Leitbahnkreuzungen bzw. -unterfu¨hrungen, b) ohne Kreuzungsmo¨glichkeit
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    Zellen-
lä nge
Kammlä nge
Modellierter
Querschnitt
a) b)
Abbildung 6.2: Selektion von Querschnitten fu¨r zweidimensionale FEM-Rechnungen und
Orientierungen der Bezugsmaße: a) Zellen mit langem, konstantem Eingriff
fu¨r vertikale und Querbewegungen, b) Zellen mit kurzem oder keinem Eingriff
fu¨r La¨ngsbewegungen
rechtwinklige Modelle ohne Beru¨cksichtigung technologischer Artefakte betrachtet. Die
Koeffizienten werden la¨ngenspezifisch angegeben und durch eine Tilde als solche gekenn-
zeichnet (s. Abbildung 6.2):
C˜x =
Kapazitatsa¨nderung
Verschiebung× Zellen- bzw. Kammla¨nge , Einheit
F
m2
,
C˜xx =
Kapazitatsa¨nderung
Verschiebung2 × Zellen- bzw. Kammla¨nge , Einheit
F
m3
.
Verschiedene nutzbare Elementarfunktionen sind in den Abbildungen 6.3, 6.4 und 6.5
illustriert. Angaben u¨ber die zugeho¨rigen Koeffizienten sowie wichtige Empfindlichkeiten
gegenu¨ber geometrischen Abmessungen sind in der Tabelle 6.3 zu finden. Zur Begrenzung
der Datenmenge wurden die technologisch relevanten Strukturmaße von bS = 2 µm (Steg-
breite), hS = 20 µm (Stegho¨he) und bG ≥ 2 µm (Grabenbreite) vorausgesetzt und nur
wirklich einflußreiche Parameter zur Darstellung von Abha¨ngigkeiten variiert.
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Abbildung 6.3: Kapazitive Koeffizienten bei horizontaler La¨ngsbewegung
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Abbildung 6.4: Kapazitive Koeffizienten bei horizontaler Querbewegung
Die Begriffe
”
attraktiv“ und
”
repulsiv“ beziehen sich zwar auf Kraftwirkungen, wer-
den aber der Einfachheit halber auch fu¨r Funktionselemente zur Signaldetektion verwen-
det. Repulsive Kra¨fte [79] entstehen dann, wenn sich die Kapazita¨t mit zunehmender
Entfernung der beweglichen Stege vom feststehenden Elektrodensystem erho¨ht. Die hier
aufgefu¨hrten repulsiven Prinzipien wirken außerdem wegen Cxx < 0 (d. h. kel > 0) ver-
steifend, sind also fu¨r Resonanzabstimmung zu ho¨heren Frequenzen hin geeignet. Fu¨r
den vertikalen
”
Schwebeffekt“ (Levitation [80], Abbildung 6.5) ist der Begriff
”
repulsiv“
nur innerhalb eines kleinen Amplitudenbereiches um die Ruhelage zr = 0 zutreffend. Die
Kraft wirkt zentrierend auf einen Punkt hin, der je nach Substratbodenabstand zwischen
0.5 µm und 1.5 µm oberhalb der Ruhelage liegt. Bei Abwesenheit des Substratbodens
erga¨be sich eine vertikalsymmetrische Plattenkondensator-Anordnung mit zentrierender
Wirkung bezu¨glich der Ruhelage.
Einige Vor- und Nachteile lassen sich bereits hier ohne Kenntnis der konkreten Reali-
sierung im Layout formulieren. Die Ziffern in runden Klammern verweisen auf die jeweilige
Elementarfunktion in Tabelle 6.3:
1. Die Proportionalita¨t der Koeffizienten zur Stegho¨he hS gewa¨hrleistet, daß ein ent-
worfenes Layout fu¨r Horizontalbewegungen mit beliebiger A¨tztiefe strukturiert wer-
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den kann ((1), (2)). Die dynamischen Grundparameter bleiben konstant, da mecha-
nische Federsteifigkeiten und Massen ebenfalls proportional zur Stegho¨he sind.
2. Ein Prinzip mit hoher Empfindlichkeit gegenu¨ber dem Substratbodenabstand hB ist
ungeeignet fu¨r opferschichtlose Technologien, da sowohl hB als auch die Ebenheit des
Bodens nicht ausreichend kontrollierbar sind ((3), (4)). Ebenso reagiert ein solches
Prinzip empfindlich auf Strukturwo¨lbung durch thermische Schichtspannungen.
3. Verha¨ltnisma¨ßig hohen vertikalen Koeffizienten muß bei horizontalen Prinzipien
durch entsprechende Vertikalsteifigkeit der Federelemente im Layout begegnet wer-
den (3). Die Herstellungstechnologie muß das geforderte Aspektverha¨ltnis fu¨r Stege
gestatten.
4. Basiert ein Prinzip auf dem Feld zum Substratboden, so sind fu¨r die meisten Appli-
kationen nur Technologien mit separat strukturier- und steuerbaren Bodenelektro-
den geeignet ((3), (4)).
Die Linearita¨tswerte lassen sich durch geeignete Layoutgestaltung – z. B. durch Anwen-
dung des Differentialprinzips bei Meßkapazita¨ten – noch verbessern. Die folgenden Ab-
C z z
z r
C z
-h B 0 z r
-h B 0
U
fe
st
be
w
.
z r
b G
U
fe
st
be
w
.
U
h B
be
w
.
be
w
.
z r
-h B z r0
0
C z
C z z
z r-h B
Attraktiv
Repulsiv
Abbildung 6.5: Kapazitive Koeffizienten bei vertikaler Bewegung
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Tabelle 6.3: Kapazitive Koeffizienten fu¨r Elementarfunktionen (bS = 2 µm, hS = 20 µm)
Parameter C˜x,lin [F/m2] C˜xx,max [F/m3] Eigenschaften, Bemerkungen
(1) Horizontal la¨ngsbewegt, attraktiv: C˜x,lin ≈ ε0hS/[bG(bG + bS)], (6.9)
C˜xx,lin = 0 (6.10)
bG = 2 µm 2.21·10−5 2.27 - etwa proportional zu hS
bG = 4 µm 0.74·10−5 0.43 - unempfindlich gegenu¨ber hB
bG = 6 µm 0.37·10−5 0.15 - weit dimensionierbarer linearer Bereich
bzgl. C˜x (u¨ber mehrere 10 µm)
C˜x0 bzw. C˜z0 C˜xx0 bzw. C˜zz0
[F/m2] [F/m3]
(2) Horizontal querbewegt, attraktiv: C˜x ≈ ε0hS/(bG − xr)2, (6.11)
C˜xx ≈ 2ε0hS/(bG − xr)3 (6.12)
bG = 2 µm 4.43·10−5 44.27 - etwa proportional zu hS
bG = 4 µm 1.11·10−5 5.53 - unempfindlich gegenu¨ber hB
bG = 6 µm 0.49·10−5 1.64 - stark nichtlinear bzgl. xr, pull-in
(3) Horizontal querbewegt, repulsiv (bG = 2 µm):
hB = 1 µm 0.33·10−5 −1.53 - sehr empfindlich gegenu¨ber hB
hB = 2 µm 0.21·10−5 −0.67 - unabha¨ngig von hS fu¨r hS > 5 µm
hB = 5 µm 0.07·10−5 −0.17 - starke vertikale Kraft (C˜z ≈ 1 . . . 5 C˜x)
(4) Vertikal, attraktiv (bG = 2 µm, Daten fu¨r Zellenbreite bG + bS):
hB = 1 µm −2.69·10−5 48.17 - Funktion a¨hnlich Plattenkondensator
hB = 2 µm −0.76·10−5 7.03 - stark nichtlinear bzgl. zr, pull-in
hB = 5 µm −0.13·10−5 0.51
(5) Vertikal, repulsiv (Levitation, hB = 2 µm):
bG = 2 µm 0.35·10−5 −3.77 - geringfu¨gig abha¨ngig von hB
bG = 4 µm 0.21·10−5 −0.91 - stark nichtlinear bzgl. zr
bG = 6 µm 0.14·10−5 −0.38
schnitte behandeln einige Layouts fu¨r Funktionselemente zur Signaldetektion und Reso-
nanzabstimmung. Deren Linearita¨tskennwerte sind in den Tabellen 6.4 und 6.5 gegen-
u¨bergestellt. Krafterzeugende Funktionselemente sind identisch mit den Meßkapazita¨ten.
Gegebenenfalls wird bei ihnen auf die symmetrische Bauform verzichtet, die fu¨r das Dif-
ferentialprinzip gebraucht wird.
Aus den in Tabelle 6.3 dargestellten Koeffizientenwerten wird als Gesetzma¨ßigkeit
der betra¨chtliche Wirkungsverlust mit steigender Grabenbreite bG offensichtlich. Bei kon-
stantem technologisch vorgegebenem Aspektverha¨ltnis hS/bG wird der Verlust durch die
gro¨ßere A¨tztiefe nicht kompensiert. Damit wird der Trend in der Technologieentwicklung
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gestu¨tzt, Aspektverha¨ltnisse weiter zu steigern bzw. die Strukturmaße des Layouts zu
verringern. In Tabelle 6.3 sind la¨ngenbezogene Koeffizienten angegeben. Der Wirkungs-
verlust pro Fla¨cheneinheit auf dem Chip ist noch gro¨ßer als der la¨ngenbezogene, da mit
steigender Grabenbreite gleichzeitig der Fla¨chenbedarf der Elementarzelle zunimmt.
6.3 Horizontale Meßkapazita¨ten
La¨ngsbewegte Kammsysteme nach Abbildung 6.3 besitzen im u¨berlappenden Bewegungs-
bereich eine ausgezeichnete Linearita¨t, so daß sie sich gleichermaßen fu¨r einseitige wie
auch Differential-Meßkapazita¨ten eignen. Die Breite des linearen Bereiches ist propor-
tional zur Fingerla¨nge und deshalb in weiten Grenzen einstellbar. Allerdings wird die
Linearita¨t durch Profil-Artefakte wie RIE-Lag und Bowing, die eine Variation des Steg-
profiles zwischen u¨berlappendem und nichtu¨berlappendem Bereich des Kammes bewir-
ken, verschlechtert (s. Abbildung 5.5). Besonders mit opferschichtlosen Technologien ist
ein solches Kammsystem deshalb nur begrenzt realisierbar.
Im Gegensatz dazu sind querbewegte Kapazita¨ten von Natur aus nichtlinear (Abbil-
dung 6.6). Sie werden deshalb hier nur als Differential-Meßkapazita¨ten in Erwa¨gung gezo-
gen, die eine Linearita¨tsverbesserung und Symmetrierung der Kennlinie mit sich bringen.
Fu¨r Differential-Meßkapazita¨ten ergibt sich die Empfindlichkeit aus
SC,differential(xr) = Cx1(xr)− Cx2(xr) . (6.13)
C1 ist darin diejenige Kapazita¨t, die sich bei positiver Verschiebung xr erho¨ht.
Werden Technologien ohne Mo¨glichkeit von Leitbahnkreuzungen bzw. -unterfu¨hrun-
gen benutzt, so wird die kapazitive Sensitivita¨t querbewegter Systeme erst durch un-
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Abbildung 6.6: Differential-Meßkapazita¨ten fu¨r horizontale Querbewegung
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terschiedliche Grabenbreiten beidseitig jedes beweglichen Steges gewa¨hrleistet. Fu¨r Meß-
kapazita¨ten nach dem attraktiven Prinzip sind Breitenverha¨ltnisse bG2:bG1 = 2:1. . . 3:1
sinnvoll. Das repulsive Prinzip erfordert ebenfalls Asymmetrie mit Breitenverha¨ltnissen
bG2:bG1 = 3:1. . . 5:1.
Trotz seiner ho¨chsten Empfindlichkeit ist das attraktive Prinzip wegen der außer-
ordentlich schlechten Linearita¨t nur fu¨r Anwendungen mit sehr kleinen mechanischen
Amplituden bis etwa 0.12 · bG1 geeignet. Aus dieser Sicht ist das repulsive Prinzip fu¨r
Technologien mit strukturierbaren Bodenelektroden sehr interessant, da es bei optimier-
tem Verha¨ltnis hB/bG1 einen wesentlich breiteren linearen Amplitudenbereich von etwa
0.7 · bG1 besitzt. In einer Meßkapazita¨t vergleichbarer Linearita¨t nach attraktivem Prin-
zip mu¨ßte bG1 derartig hoch sein, daß die Empfindlichkeit weit unter die des repulsiven
Prinzips absinkt.
6.4 Horizontale elektrostatische Federelemente
Auch hierzu werden nur symmetrische Layouts betrachtet, da die einseitigen Varianten
durch ihre Nichtlinearita¨t praktisch nur im Bereich von Nanometer-Amplituden brauchbar
sind. Der Steifigkeitskoeffizient errechnet sich aus
Cxx,symmetrisch(xr) = Cxx1(xr) + Cxx2(xr) . (6.14)
Die la¨ngsbewegte Elementarzelle nach Abbildung 6.3 kann im Bereich um das Maxi-
mum Cxx,max zur Abstimmung genutzt werden. Symmetrie und Linearita¨t in einem be-
grenzten Amplitudenbereich erreicht man durch ein Layout entsprechend Abbildung 6.7.
Die Finger befinden sich im zentrischen Ruhezustand im Abstand a vor dem Eingriff.
Dieser Abstand ist hinsichtlich der Linearita¨t zu optimieren. Die Linearita¨tswerte sind
bei einmal gefundenem Abstand a allerdings sehr empfindlich gegenu¨ber Profilstreuun-
gen. Zur Gewa¨hrleistung eines nutzbaren Amplitudenbereiches von na¨herungsweise 0.5·bG
du¨rfen die Streuungen nicht mehr als ±200 nm parallel zur Waferebene betragen.
Ein sehr vielversprechendes Layout fu¨r sehr große Amplitudenbereiche bis mehrere
10 µm wurde von Lee und Cho in [81] vorgestellt und in 2-µm-Polysilizium-Technologie
realisiert. Es arbeitet mit einem Kammsystem, dessen Fingerla¨ngen von Zelle zu Zel-
le um den Betrag ∆a anwachsen (Abbildung 6.8). Durch die U¨berlagerung der jeweils
um ∆a versetzten Einzelkennlinien wird die gewu¨nschte quadratische Kapazita¨tsfunk-
tion synthetisiert. Die zweite Ableitung dieser Funktion ergibt sich fu¨r die symmetrische
Gesamtstruktur aus
Cxx =
l C˜x,lin
amax
≈ ε0lhS
bG(bG + bS)amax
(6.15)
und ist in einem frei dimensionierbaren Intervall von der Auslenkung unabha¨ngig. Fu¨r
C˜x,lin ist der Wert gema¨ß (Abbildung 6.3) einzusetzen. amax muß mindestens um die
Reichweite des Streufeldes gro¨ßer sein als die gewu¨nschte Amplitude. Um eine Wellig-
keit in Cxx(xr) zu vermeiden, sollte weiterhin ∆a < 2 µm sein.
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Abbildung 6.7: Elektrostatisches Federelement fu¨r horizontale La¨ngsbewegung
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Abbildung 6.8: Elektrostatisches Federelement fu¨r sehr große Amplituden nach [81]
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Abbildung 6.9: Elektrostatische Federelemente fu¨r horizontale Querbewegung
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Das Prinzip scheint zuna¨chst die optimale Lo¨sung fu¨r die Abstimmung niederfrequen-
ter Resonatoren mit großen Amplituden zu sein. Der Amplitudenbereich ist theoretisch
beliebig anpaßbar. Die Linearita¨t ist absolut unempfindlich gegenu¨ber Profilvariationen,
sofern diese in gleicher Richtung und mit gleichem Betrag u¨ber das gesamte Layout wir-
ken. Betreffs der Profil-Artefakte gilt allerdings das bereits unter 6.3 zu la¨ngsbewegten
Kammsystemen Gesagte. Wegen des RIE-Lag sind opferschichtlose Technologien nach ge-
genwa¨rtigem Stand fu¨r dieses Prinzip nicht anwendbar. Bei Opferschichttechnologien sind
die Prozeßparameter auf minimales Bowing zu justieren.
Federstrukturen fu¨r horizontale Querbewegung sind in Abbildung 6.9 skizziert. Das
attraktive Prinzip ist hier in einem noch geringeren Amplitudenbereich anwendbar als bei
Meßkapazita¨ten. Bei bG = 2 µm sind nur noch etwa 100 nm Amplitude realistisch. Im
Gegensatz dazu la¨ßt sich das repulsive Prinzip so optimieren (hB = 0.8 · bG), daß sich
die Amplitude praktisch u¨ber die gesamte Grabenbreite bis zum mechanischen Anschlag
erstrecken kann. Da fu¨r die Resonanzabstimmung ho¨here Spannungen no¨tig sind als fu¨r die
Signaldetektion, steigen allerdings auch die vertikalen Kra¨fte stark an. Bei der Anwendung
des repulsiven Prinzips ist daher besonders auf hohe Aspektverha¨ltnisse der mechanischen
Federelemente zu achten. Die Vertikalverschiebung des Aktors infolge der vertikalen Kra¨fte
darf nur wenige 10 nm betragen, da Cxx empfindlich darauf reagiert.
6.5 Funktionselemente fu¨r Torsionsstrukturen
Die Koeffizienten einer Elementarzelle, die statt der vertikalen Parallelverschiebung einer
Drehbewegung unterliegt (s. Skizze in Abbildung 6.10), werden durch Integration u¨ber
den Radius r berechnet. Bezu¨glich des Drehwinkels ϕ ergeben sich
Cϕ =
∂C
∂ϕ
=
r2∫
r1
C˜z[zr(ϕ, r)]
∂zr
∂ϕ
dr =
r2∫
r1
C˜z(ϕr) r dr , (6.16)
Cϕϕ =
∂2C
∂ϕ2
=
r2∫
r1
C˜zz[zr(ϕ, r)]
(
∂zr
∂ϕ
)2
dr =
r2∫
r1
C˜zz(ϕr) r
2 dr . (6.17)
r 1
r 2
r
z r (r ) ϕ
fest
Abbildung 6.10: Geometrische Gro¨ßen an einer Elementarzelle bei Drehbewegung
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Es ist weiterhin sinnvoll, die Koeffizienten bezu¨glich der Auslenkung zR = zr(r = R) an
einem Punkt im Abstand R von der Drehachse anzugeben (ϕ ≈ zR/R):
CzR =
∂C
∂zR
=
Cϕ
R
, (6.18)
CzzR =
∂2C
∂z2R
=
Cϕϕ
R2
. (6.19)
Als Radius R wa¨hlt man zweckma¨ßig den gro¨ßten Außenradius der Torsionsstruktur. Der
Wert zR kann dann anschaulicher als ϕ zu den geometrischen Gro¨ßen des Zellenquer-
schnittes (z. B. bG, hB) in Beziehung gesetzt werden. Als Funktionen C˜z(zr) und C˜zz(zr)
werden wiederum FEM-berechnete Tabellen benutzt. Die Integration dieser Funktionen
u¨ber r wird numerisch durchgefu¨hrt.
Detektion und Abstimmung werden hier zusammengefaßt behandelt, da die notwen-
digen Layouts fu¨r beide Zwecke identisch sind (Abbildung 6.11). Die Koeffizienten der
symmetrischen Struktur ergeben sich a¨quivalent zu den horizontalen Prinzipien aus
SCR,differential = CzR1(zR)− CzR2(zR) , (6.20)
CzzR,symmetrisch = CzzR1(zR) + CzzR2(zR) . (6.21)
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Abbildung 6.11: Anwendung von vertikalen Prinzipien in Torsionsstrukturen als Differential-
Meßkapazita¨ten und als elektrostatische Federelemente. Bei Federelementen
ist −U durch +U zu ersetzen.
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Tabelle 6.4: Linearita¨tsvergleich fu¨r Meßkapazita¨ten (bS = 2 µm, hS = 20 µm)
Parameter Grenzen xr,min . . . xr,max bzw. zR,min . . . zR,max fu¨r
Linearita¨tsabweichung |∆SC/SC0| = bzw. |∆SCR/SCR0| =
1 % 2 % 5 %
Horizontal la¨ngsbewegt (einseitig, Abbildung 6.3, Bezugswert Cx,lin statt SC0)*:
bG = 2 µm 1.9 µm . . . lS − 6.2 µm 1.5 µm . . . lS − 5.5 µm 0.8 µm . . . lS − 4.7 µm
bG = 4 µm 4.3 µm . . . lS − 10.0 µm 3.3 µm . . . lS − 9.0 µm 2.0 µm . . . lS − 7.6 µm
bG = 6 µm 6.6 µm . . . lS − 11.8 µm 5.7 µm . . . lS − 11.2 µm 3.7 µm . . . lS − 9.9 µm
Horizontal querbewegt, attraktiv (differential, Abbildung 6.6):
— ±0.055 · bG ±0.075 · bG ±0.125 · bG
Horizontal querbewegt, repulsiv (differential, Abbildung 6.6, bG2:bG1 = 5:1):
hB = 0.5 · bG1 ±0.16 · bG1 ±0.22 · bG1 ±0.35 · bG1
hB = 1.0 · bG1 ±0.32 · bG1 ±0.46 · bG1 ±0.75 · bG1
hB = 2.5 · bG1 ±bG1 ±bG1 ±bG1
Torsionsstruktur, attraktiv (differential, Abbildung 6.11):
— ±0.09 · hB ±0.12 · hB ±0.19 · hB
Torsionsstruktur, repulsiv (differential, Abbildung 6.11):
— ±0.17 · bG ±0.24 · bG ±0.40 · bG
* Qualita¨t kann durch Profil-Artefakte beeintra¨chtigt werden.
Als Integrationsgrenzen fu¨r die linksseitige Kapazita¨t sind in (6.16) und (6.17) negative
Radien einzusetzen, d. h. r1,links = −r1,rechts, r2,links = −r2,rechts.
Die in den Tabellen 6.4 und 6.5 angegebenen Linearita¨tsgrenzen wurden fu¨r r1 = 0 und
r2 = R berechnet, gelten also fu¨r Elementarzellen, die im achsnahen Bereich beginnen.
Vertikale Prinzipien erlauben eine wesentlich geringere Flexibilita¨t in der Dimensionie-
rung ihrer Parameter als horizontale. Linearisierungen durch optimierte Superposition
nichtlinearer Kurven (s. Abbildungen 6.7 und 6.8) sind praktisch nicht mo¨glich. Die Am-
plitude wird durch den Substratbodenabstand bG in der Regel auf 1. . . 3 µm begrenzt.
Davon sind beim attraktiven Prinzip je nach Linearita¨tsanforderungen und Zweck nur
5. . . 20 % tatsa¨chlich nutzbar. Beim repulsiven Prinzip werden die Bereichsgrenzen relativ
zur Grabenbreite angegeben. Die Linearita¨t ist dort etwas besser.
Wird das repulsive Prinzip zur Signaldetektion genutzt, besteht weiterhin eine be-
tra¨chtliche Empfindlichkeit gegenu¨ber thermischen Strukturwo¨lbungen. Da Cz im Bereich
zr ≈ 0.5 . . . 1.5 µm einen Nulldurchgang besitzt, kann auch der Wert SC einer Differen-
tialanordnung vollsta¨ndig verschwinden, wenn die Struktur beidseitig der Achse um den
entsprechenden Betrag herausgewo¨lbt ist. Damit ist das Prinzip fu¨r temperaturabha¨ngi-
ge Strukturen mit verschiedenen Materialschichten ungeeignet. Abstimmkapazita¨ten nach
repulsivem Prinzip zeigen eine deutlich geringere Abha¨ngigkeit.
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Tabelle 6.5: Linearita¨tsvergleich fu¨r elektrostatische Federn (bS = 2 µm, hS = 20 µm)
Parameter Grenzen xr,min . . . xr,max bzw. zR,min . . . zR,max fu¨r
Linearita¨tsabweichung |∆Cxx/Cxx0| = bzw. |∆CzzR/CzzR0| =
1 % 2 % 5 %
Horizontal la¨ngsbewegt (Abbildung 6.7):
bG = 2 µm, a = 2.5 µm ±1.31 µm ±1.41 µm ±1.62 µm
bG = 4 µm, a = 4.3 µm ±2.26 µm ±2.45 µm ±2.84 µm
bG = 6 µm, a = 6.0 µm ±3.36 µm ±3.63 µm ±4.16 µm
Horizontal la¨ngsbewegt nach [81] (Abbildung 6.8)*:
bG = 2 µm ±(amax − 15.0 µm) ±(amax − 10.9 µm) ±(amax − 6.5 µm)
bG = 4 µm ±(amax − 21.1 µm) ±(amax − 16.5 µm) ±(amax − 10.6 µm)
bG = 6 µm ±(amax − 24.9 µm) ±(amax − 20.2 µm) ±(amax − 13.7 µm)
Horizontal querbewegt, attraktiv (Abbildung 6.9):
— ±0.03 · bG ±0.05 · bG ±0.09 · bG
Horizontal querbewegt, repulsiv (Abbildung 6.9):
hB = 0.6 · bG ±0.20 · bG ±0.28 · bG ±0.48 · bG
hB = 0.8 · bG ±bG ±bG ±bG
hB = 1.0 · bG ±0.51 · bG ±0.69 · bG ±bG
Torsionsstruktur, attraktiv (Abbildung 6.11):
— ±0.05 · hB ±0.07 · hB ±0.12 · hB
Torsionsstruktur, repulsiv (Abbildung 6.11):
— ±0.13 · bG ±0.19 · bG ±0.30 · bG
* Qualita¨t kann durch Profil-Artefakte beeintra¨chtigt werden.
Bisher wurde das attraktive Prinzip fu¨r Beschleunigungssensoren in Form asymme-
trischer Torsionsstrukturen sowie fu¨r Gyroskope angewendet [82], [83]. Sensor- oder Ak-
torstrukturen mit wesentlich gro¨ßeren Vertikalauslenkungen von mehreren Mikrometern
sind ebenfalls vorgestellt worden (Beschleunigungssensor in [84], Drehspiegel zur Lasera-
blenkung in [75] und [76]). Sie werden jedoch mit besonderen Herstellungstechnologien
gefertigt, die von den gewo¨hnlichen Oberfla¨chentechnologien stark abweichen.
6.6 Entwurfsbeispiele fu¨r Resonatoren
Bis hierher konzentrierten sich die Ausfu¨hrungen auf die Charakteristik der Elementarzel-
le als funktioneller Ausschnitt der elektromechanischen Komponente. Drei repra¨sentative
Resonatorlayouts sollen eine Vorstellung davon geben, welche Komponentenparameter bei
realistischen Layoutabmessungen durch einige der in den Abschnitten 6.2 bis 6.5 behan-
delten Prinzipien tatsa¨chlich erreicht werden. Folgende Gro¨ßen werden berechnet:
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1. der Meßwechselstrom iˆsense in Resonanz fu¨r eine bestimmte Resonanzamplitude und
angelegte Polarisationsspannung. Es wird iˆsense,1nm bei xˆr,res = 1 nm und Upol = 1 V
angegeben.
2. die Abstimmspannung Utune,10%, die notwendig ist, um die Resonanzfrequenz um
∆fres/fres = ±10 % zu verringern oder zu erho¨hen.
Der Meßwechselstrom in Resonanz wird nach
iˆsense = 2pifresxˆr,resSCUpol (6.22)
berechnet, wobei in den Beispielen die nichtabgestimmte Eigenfrequenz der Struktur,
fres = f0, zugrunde gelegt wird.
Auf Linearita¨tswerte wird hier nicht mehr eingegangen, da diese nur von der Ele-
mentarzellengeometrie abha¨ngen und deshalb unmittelbar aus den Tabellen 6.4 und 6.5
entnommen werden ko¨nnen.
6.6.1 Balkenschwinger zwischen Elektroden
Der einseitig eingespannte Balken (Abbildung 6.12) ist die einfachste realisierbare Form
eines mikromechanischen Resonators mit hoher Eigenfrequenz im Vergleich zu anderen
Formen. Durch seinen a¨ußerst geringen Chipfla¨chenbedarf sind Arrayanordnungen nahe-
liegend.
Der Balken bildet ein kontinuierliches mechanisches System und ist deshalb nicht mit
Hilfe eines Starrko¨rpermodells zu analysieren. Eine Methode, mit der die kapazitive Emp-
findlichkeit bezu¨glich seiner Eigenmoden sowie die elektrostatischen Frequenzverschiebun-
gen der Moden berechnet werden ko¨nnen, ist im Anhang B beschrieben. Diese Methode
liegt den hier berechneten Daten zugrunde, allerdings wird nur die erste Eigenmode be-
trachtet. Die mechanische Amplitude, auf die sich die kapazitive Empfindlichkeit sowie
der Meßstrom beziehen, wird am Balkenende gemessen.
Als kapazitive Prinzipien kommen horizontal querbewegte, attraktiv und repulsiv in
Frage. Das repulsive Prinzip erfordert fu¨r die Signaldetektion zwei Bodenelektroden, die
la¨ngs unter dem Balken mit geringem Abstand (< Stegbreite) voneinander isoliert sind.
Alternativ kann mit einer einzelnen Elektrode, aber asymmetrischen Gra¨ben gearbeitet
werden. Fu¨r die Frequenzabstimmung ist die Elektrodentrennung nicht notwendig. Die
einfachste Realisierung eines abstimmbaren Sensorelementes besteht darin, die Elektro-
den sowohl fu¨r die Detektion als auch fu¨r die Abstimmung zu nutzen, indem die Polari-
sationsspannung gleichzeitig als Abstimmspannung genutzt wird.
Aus den in Abbildung 6.12 angegebenen Parameterbeispielen und den Proportiona-
lita¨ten bzgl. der Balkenla¨nge lassen sich leicht andere Dimensionierungen ausrechnen. Die
zwei Beispiele unterscheiden sich in einer Gro¨ßenskalierung der gesamten Struktur um
den Faktor K = 0.5. Sie verdeutlichen, daß man mit zunehmender Miniaturisierung und
steigender Resonanzfrequenz bessere Signal- und Spannungspegel erha¨lt. In der Tat sind
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Parameter bei bS = 2 µm, hS = 20 µm, lS = 100 µm, bG = 2 µm, hB = 1 µm:
f0 = 275.2 kHz,
Attraktiv: SC0,diff. = 3.47·10−9 F/m, iˆsense,1nm = 6.00 pA, Utune,10% = 34.6 V
Repulsiv: SC0,diff. = 2.58·10−10 F/m, iˆsense,1nm = 0.446 pA, Utune,10% = 195.6 V
Parameter bei bS = 1 µm, hS = 10 µm, lS = 50 µm, bG = 1 µm, hB = 0.5 µm:
(entspricht einer Skalierung aller Abmessungen mit K = 0.5)
f0 = 550.4 kHz,
Attraktiv: SC0,diff. = 3.47·10−9 F/m, iˆsense,1nm = 12.00 pA, Utune,10% = 17.3 V
Repulsiv: SC0,diff. = 2.58·10−10 F/m, iˆsense,1nm = 0.892 pA, Utune,10% = 97.8 V
Proportionalita¨ten:
bzgl. Stegla¨nge lS: f0 ∼ 1/l2S, SC ∼ lS, iˆsense,1nm ∼ f0SC ∼ 1/lS, Utune,10% ∼ 1/l2S,
bzgl. Skalierung K: f0 ∼ 1/K, SC = const., iˆsense,1nm ∼ 1/K, Utune,10% ∼ K
Abbildung 6.12: Balkenschwinger als kapazitives Sensorelement
mit a¨hnlich einfachen Strukturen Hochfrequenzfilter fu¨r Frequenzen um 50 MHz realisiert
worden, die mit Spannungen von 15 V um mehrere Prozent verstimmt werden ko¨nnen
[85], [86]. Dort liegen jedoch Technologien zugrunde, die Elektrodenspalte von 50 nm und
weniger erlauben.
6.6.2 Feder-Masse-Schwinger mit la¨ngsbewegtem Kammsystem
Fu¨r Resonanzfrequenzen von etwa 1 kHz bis maximal einige 10 kHz dienen vergleichsweise
großfla¨chige Feder-Masse-Strukturen. Die untere Frequenzgrenze wird zum einen durch
die Gro¨ße des Resonators gegeben, die bei noch niedrigeren Frequenzen mehr als 1 mm2
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Dimensionierungsbeispiel:
Technologische und dynamische Grundparameter:
Stegquerschnitt bS × hS 2×20 µm2
Grabenbreite in Kammsystemen bG 2 µm
Abmessungen der Masse inkl. Ka¨mme 500×500 µm2
Gesamtmasse m 2.5·10−9 kg
La¨nge der Ma¨anderfedern lF 300 µm
Gesamt-Federsteifigkeit kB 2 N/m
Eigenfrequenz f0 4500 Hz
Kapazitives System (C˜x,lin = 2.21·10−5 F/m2, s. Tabelle 6.3):
Elementarzellenpaare 2×25
Gesamtla¨nge der Ka¨mme l 2×200 µm
maximaler Abstand amax 20 µm
Empfindlichkeit der Detektion SC0,differential 1.77·10−8 F/m
Meßwechselstrom bei f = f0 iˆsense,1nm 0.50 pA
Steifigkeitskoeffizient der Abstimmung Cxx0 = lC˜x,lin/amax 4.42·10−4 F/m2
Abstimmspannung Utune,10% 41.5 V
Abbildung 6.13: Feder-Masse-Struktur mit la¨ngsbewegtem Kammsystem (attraktiv)
betra¨gt. Zum anderen verursacht die auf die seismische Masse wirkende Gewichtskraft eine
statische Vorauslenkung, die sich umgekehrt proportional zum Quadrat der Eigenfrequenz
verha¨lt:
xr,stat =
mg
k
=
g
ω20
. (6.23)
Diese Vorauslenkung betra¨gt bei f0 = 1000 Hz immerhin 250 nm und bei f0 = 500 Hz
bereits 1 µm. Derartige Werte sind betra¨chtlich verglichen mit den realisierten Elektro-
denabsta¨nden und hinsichtlich der Linearita¨t nutzbaren Amplitudenbereichen. Anwen-
dungsfa¨lle, bei denen man auf eine horizontale Einbaulage des Sensors setzen kann (D. h.
die Schwingungsrichtung ist quer zum Schwerefeld.), sind eher die Ausnahme. Daher kann
im Bereich der o. g. Frequenzen eine generelle Untergrenze fu¨r resonante Komponenten
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der Oberfla¨chenmikromechanik gesehen werden. Auch mit Kammsystemen fu¨r besonders
große Amplitudenbereiche vera¨ndert sich diese Grenze wegen des quadratischen Zusam-
menhangs nicht wesentlich.
Als Dimensionierungsbeispiel ist ein Resonator mittlerer Gro¨ße mit einer Eigenfre-
quenz von 4500 Hz dargestellt (Abbildung 6.13). Es fa¨llt auf, daß die kapazitive Empfind-
lichkeit trotz des etwa 100fachen Fla¨chenbedarfs des Resonators nur das 5fache der Emp-
findlichkeit des Einzelbalkens betra¨gt. Der Wirkungsgrad der la¨ngsbewegten Kammsyste-
me bezogen auf ihre Fla¨che ist grundsa¨tzlich geringer als der der querbewegten attraktiven
Prinzipien. Ihr Nutzen liegt in der Linearita¨t bei Amplituden von mehreren Mikrometern.
6.6.3 Querbewegtes Kammsystem nach repulsivem Prinzip
Mit querbewegten Kammsystemen nach repulsivem Prinzip scheinen Resonanzamplituden
von durchaus 1. . . 1.5 µm mo¨glich. Die attraktiven Varianten sind wegen ihrer starken
Nichtlinearita¨t dafu¨r nicht geeignet, obwohl sie die ho¨chsten Empfindlichkeiten liefern.
Abbildung 6.14 zeigt, daß ein Resonator der gleichen Gro¨ße wie im vorangegangenen
Beispiel mit repulsiven Prinzipien bereits bessere Werte liefert. Insbesondere ist die not-
wendige Abstimmspannung um ein Mehrfaches geringer. Da die Unterseiten der Balken
gemeinsam mit den Bodenelektroden eine Plattenkapazita¨t bilden, baut sich eine ent-
sprechende vertikale Kraft an den Kammsystemen auf. Eine u¨berschla¨gige Pru¨fung der
Werte zeigt jedoch, daß die dadurch entstehende vertikale Auslenkung ∆z = 6.9 nm beim
vorausgesetzten Aspektverha¨ltnis von hS:bS = 10:1 und der zur moderaten Abstimmung
erforderlichen Spannung noch nicht ins Gewicht fa¨llt.
Repulsive Prinzipien finden in der Oberfla¨chenmikromechanik bisher kaum Beachtung.
Das Beispiel demonstriert, daß sie fu¨r Technologien mit strukturierbaren Bodenelektroden
eine bedenkenswerte Alternative zu la¨ngsbewegten Kammsystemen darstellen.
6.7 Synthese linearer Kennlinen durch Superposition
nichtlinearer Einzelkennlinien
Alle bisher vorgestellten Lo¨sungen zur Signaldetektion und Resonanzabstimmung sind
fu¨r niederfrequente Resonatoren hoher Gu¨te in einer opferschichtfreien Technologie nicht
anwendbar. Entweder besitzen die Verfahren prinzipbedingt einen zu stark begrenzten
linearen Amplitudenbereich oder die erforderliche Idealform der Stege kann wegen der
Artefakte des RIE nicht gewa¨hrleistet werden (s. Abschnitt 5.3).
Es wurde bereits mehrfach vorgeschlagen, Elektrodenformen derart anzupassen, daß
die Gesamtkapazita¨t eine vorgegebene Funktion C(x) trifft. Dazu geho¨rt das bereits be-
handelte Prinzip von Lee und Cho [81] (Abbildung 6.8). Fu¨r Druck- oder Beschleu-
nigungssensoren in KOH-basierter Si-Bulk-Mikromechanik kann durch kurvenfo¨rmig be-
randete Aluminiumelektroden auf dem Elektrodentra¨ger – meist ein Glassubstrat – die
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Dimensionierungsbeispiel:
Technologische und dynamische Grundparameter:
Grabenbreiten Detektion bG1/bG2 2 µm/ 6 µm
Grabenbreiten Abstimmung bG1/bG2 2 µm/ 2 µm
Substratbodenabstand hB 2 µm
weitere s. Abbildung 6.13
Kapazitives System (C˜x0 = 0.21·10−5 F/m2, C˜xx0 = −0.67·10−5 F/m3, s. Tabelle 6.3):
Elementarzellen 2×40
Gesamtla¨nge aller Elementarzellen l 16 mm
Empfindlichkeit der Detektion SC0,differential 3.36·10−8 F/m
Meßwechselstrom bei f = f0 iˆsense,1nm 0.92 pA
Steifigkeitskoeffizient der Abstimmung Cxx0 −2.14·10−2 F/m2
Abstimmspannung Utune,10% 6.26 V
Vertikale Verschiebung:
Vertikalkraft bei U = Utune,10% Fz 1.4 µN
vertikale Steifigkeit der Ma¨anderfedern kB,z 200 N/m
vertikale Verschiebung ∆z 6.9 nm
Abbildung 6.14: Feder-Masse-Struktur mit querbewegtem Kammsystem (repulsiv)
Linearita¨t der Meßkapazita¨t verbessert werden [87]. Adams et al. kombinierte fu¨r die
SCREAM-Technologie zwei verschiedene Elementarzellen als elektrostatisches Federele-
ment, deren nichtlineare Koeffizienten sich bei gezielter Dimensionierung in einem Am-
plitudenbereich von etwa 2 µm gegenseitig aufheben [88]. Ye et al. vera¨nderte die Form
der Elementarzelle selbst, um lineare, quadratische und kubische Kraft-Weg-Verla¨ufe zu
erhalten [89]. Die feststehenden Stege erhielten dazu gekru¨mmte Strukturkanten.
Das im folgenden beschriebene Syntheseprinzip liefert lineare Differential-Meßkapazi-
ta¨ten und Abstimmkapazita¨ten fu¨r einen Amplitudenbereich, der – realisiert in SCREAM-
Technologie – nach gegenwa¨rtigem Stand bis 10 µm reicht. Es beruht a¨hnlich wie das
Layout nach [81] auf der Superposition der nichtlinearen Eingriffskennlinien la¨ngsbewegter
Elementarzellen mit variierendem Basisabstand ai. Entsprechend den Ausfu¨hrungen in
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Abschnitt 5.3 wird bei der Konstruktion jedoch gefordert, daß sich keine Elementarzelle
des Kammsystems im Ruhezustand des Resonators (= Layoutzustand) mehr als etwa
1 µm im Eingriff befindet, d. h. alle ai ≥ −1 µm. Alle auftretenden O¨ffnungsmaße du¨rfen
den kritischen Wert von 6 µm nicht unterschreiten.
6.7.1 Syntheseprinzip
Charakteristisches a¨ußeres Merkmal der entstehenden Kammsysteme ist die kurvenfo¨rmi-
ge Einhu¨llende fu¨r die Stegla¨ngen bzw. die Basisabsta¨nde ai in y-Richtung, d. h. entlang
des Kammes (Abbildung 6.15). Das Kammsystem wird in Bewegungsrichtung x sym-
metrisch ausgefu¨hrt, so daß die ai der insgesamt 2n Elementarzellen paarweise identisch
sind.
Die Koeffizienten Cx1(xr) und Cx2(xr) bzw. Cxx1(xr) und Cxx2(xr) der beiden Teilka-
pazita¨ten sind selbst nicht konstant. Erst ihre Differenz bei Differentialkapazita¨ten nach
(6.13) bzw. ihre Summe bei Abstimmkapazita¨ten nach (6.14) resultiert in der Konstanz
u¨ber einen bestimmten Amplitudenbereich und bewirkt so die lineare Charakteristik. Aus
der U¨berlagerung der Einzelfunktionen aller 2n Elementarzellen nach Abbildung 6.3 er-
geben sich die Gesamtfunktionen
SC(xr) =
l
n
n∑
i=1
[
C˜x(−ai + xr) + C˜x(−ai − xr)
]
, (6.24)
Cxx(xr) =
l
n
n∑
i=1
[
C˜xx(−ai + xr) + C˜xx(−ai − xr)
]
. (6.25)
Darstellung der Hü llfunktion
0 1y 1* y 2* *y n... y *
a a 1 a 2
a n
...
a  = p 0 + p 1y * + ... + p m y * m
polynomial
0 1y 1* y 2* *y n... y *
a a 1 a 2
a n
...a 0- a 1-
a m-
...
y 0*- y 1*- y m*-...
stü ckweise
linear
a 1
y  = l
y 1 y 2 ...
a 2 ...
1 2 ... n
C 1( x r)
x r
C 2( x r)
0
y * = 1y * = y / l
i  = 
Abbildung 6.15: Aufbau eines symmetrischen Kurvenkammsystems
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Die Grundfunktionen der Elementarzelle C˜x(q) und C˜xx(q) werden als Wertetabelle C˜xν(qν)
und C˜xxν(qν) aus einer FEM-Rechnung vorgegeben und zwischen den Stu¨tzstellen ei-
ne Spline-Interpolation durchgefu¨hrt. q tritt in diesen Funktionen an die Stelle des xr
aus Abbildung 6.3 als lokale La¨ngskoordinate der Elementarzelle. Bei der Erstellung und
Berechnung des FEM-Modells der Einzelzelle wird Wiederholungssymmetrie vorausge-
setzt, d. h. benachbarte Elementarzellen sind identisch. Das ist im Kurvenkamm durch
den variierenden Basisabstand nicht gegeben, so daß bei der Addition nach (6.24) und
(6.25) ein Fehler auftritt. Der Fehler bleibt gering, wenn die A¨nderung des Basisabstan-
des zwischen zwei benachbarten Zellen klein im Vergleich zum Zellenschrittmaß ist, d. h.
|ai − ai+1|  2(bG + bS).
Der Verlauf der Basisabsta¨nde wird entweder durch ein Polynom der Ordnung m
ai(y
∗
i ) =
m∑
k=0
pky
∗k
i (6.26)
oder durch eine stu¨ckweise lineare Funktion mitm+1 Stu¨tzpunkten (y¯∗k, a¯k) mathematisch
beschrieben. Im zweiten Fall entstehen die ai(y
∗
i ) durch lineare Interpolation zwischen den
Stu¨tzpunkten.
Als Argument beider Darstellungen wird zweckma¨ßig die Relativkoordinate y∗ = y/l
verwendet, wobei l diejenige Kammla¨nge ist, u¨ber die die Hu¨llfunktion 1fach vollsta¨ndig
realisiert wird. Das hat den Vorteil, daß die Koeffizienten bzw. Stu¨tzpunkte unabha¨ngig
von der konkreten Zellenzahl und Kammla¨nge sind, stattdessen stets fu¨r das Intervall
0 ≤ y∗ ≤ 1 gelten. Die Hu¨llfunktion kann nun durch eine beliebige Anzahl von Elementar-
zellenpaaren n umgesetzt werden, welche lediglich innerhalb des Intervalls gleichverteilt
sein und die Funktion noch ausreichend genau wiedergeben mu¨ssen. Deren Basisabsta¨nde
werden an den Positionen
y∗i =
(
0.5
n
,
1.5
n
,
2.5
n
, · · · , n− 0.5
n
)
(6.27)
berechnet.
Das Auffinden einer geeigneten Hu¨llkurve erfolgt durch Suche nach dem Minimum der
Linearita¨tsabweichung unter Variation der Funktionsparameter, was einem mehrdimen-
sionalen nichtlinearen Optimierungsproblem entspricht. Solche Suchalgorithmen sind in
numerischer Berechnungssoftware standardma¨ßig implementiert. Die Optimierung wurde
hier in MATLAB mit Hilfe der FMINS-Funktion durchgefu¨hrt. Als Zielfunktion dient die
maximale Relativabweichung des jeweiligen kapazitiven Koeffizienten von dessen Wert
in der Ruhelage innerhalb des gewu¨nschten Amplitudenintervalls, also fu¨r die Polynom-
beschreibung
ZFSC (p0, p1, . . . , pm) = max
∣∣∣∣∣ SC(p0, p1, . . . , pm, xr = 0 . . . xr,max)SC(p0, p1, . . . , pm, xr = 0) − 1
∣∣∣∣∣ , (6.28)
ZFCxx(p0, p1, . . . , pm) = max
∣∣∣∣∣ Cxx(p0, p1, . . . , pm, xr = 0 . . . xr,max)Cxx(p0, p1, . . . , pm, xr = 0) − 1
∣∣∣∣∣ , (6.29)
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Tabelle 6.6: Vorgabewerte fu¨r die Optimierung
Param. Erla¨uterung Bedingungen, empfohlene Werte
n Zellenpaare na¨herungsweise geplante Zellenzahl einsetzen
m Polynomordnung bzw.
Anzahl d. Geradenstu¨cke
m = 3 . . . 5
N Anzahl der Stu¨tzpunkte xri N = 20 . . . 50
xr,max Maximalamplitude nach Erfordernissen
C˜xν(qν), Grundfunktionen der als Wertetabellen aus FEM-Rechnungen,
C˜xxν(qν) Elementarzelle qmin ≤ −max(ai)− xr,max (*),
qmax ≥ −min(ai) + xr,max (*)
y¯∗k Abszissen der Stu¨tzpunkte
fu¨r stu¨ckw. lineare Fkt.
Intervalle fu¨r Geradenstu¨cke in [0,1] gleichverteilen
p
(0)
k , Startparameter Einhaltung der Restriktion ai ≥ −1 µm durch die
a¯
(0)
k (Koeff. bzw. Stu¨tzstellen) Startfunktion
* wa¨hrend der Optimierungszyklen auftretende Kleinst-/Gro¨ßtwerte min(ai) und max(ai)
bzw. fu¨r die stu¨ckweise lineare Beschreibung
ZFSC (a¯0, a¯1, . . . , a¯m) = max
∣∣∣∣∣ SC(a¯0, a¯1, . . . , a¯m, xr = 0 . . . xr,max)SC(a¯0, a¯1, . . . , a¯m, xr = 0) − 1
∣∣∣∣∣ , (6.30)
ZFCxx(a¯0, a¯1, . . . , a¯m) = max
∣∣∣∣∣ Cxx(a¯0, a¯1, . . . , a¯m, xr = 0 . . . xr,max)Cxx(a¯0, a¯1, . . . , a¯m, xr = 0) − 1
∣∣∣∣∣ . (6.31)
Die zu optimierenden Funktionsparameter sind hierin die Polynomkoeffizienten p0 . . . pm
bzw. die Stu¨tzstellenwerte a¯0 . . . a¯m. Um das Maximum zu ermitteln, werden die Funk-
tionen SC(xr) bzw. Cxx(xr) an N + 1 Stu¨tzstellen xrj = (0, ∆xr, 2∆xr, . . . , xr,max) mit
∆xr = xr,max/N berechnet. Negative Auslenkungen mu¨ssen wegen der Symmetrie nicht
einbezogen werden.
Zum Start der Optimierung sind einige Werte nach Tabelle 6.6 vorzugeben, u. a.
ein Satz von Startparametern p
(0)
0 . . . p
(0)
m bzw. a¯
(0)
0 . . . a¯
(0)
m . Dieser Satz beschreibt eine
”
Wunschfunktion“, von der ausgehend ein optimierter Parametersatz gesucht werden soll.
Erfahrungsgema¨ß lassen sich schnell geeignete Startfunktionen finden, die die Restriktion
ai ≥ amin (d. h. keine Stegu¨berlappung, amin = −1 µm) einhalten, monoton sind und
deren Optimierungsergebnis die Restriktion ebenfalls einha¨lt. Daher ist die Restriktion
auch nicht direkt in den Zielfunktionen (6.28) bis (6.31) enthalten.
Der Erfolg der nichtlinearen Optimierung, d. h. die Auffindung des globalen Minimums
der Zielfunktion sowie die Konvergenz, ist stark abha¨ngig von der Beschaffenheit der Ziel-
funktion. Es hat sich gezeigt, daß die Verwendung der polynombasierten Zielfunktionen
(6.28) bzw. (6.29) sehr viel problematischer ist als die Verwendung der stu¨tzstellenbasier-
ten Funktionen (6.30) bzw. (6.31). Daher ist folgende Vorgehensweise zweckma¨ßig:
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1. Beginn mit einer stu¨tzstellenbasierten Optimierung,
2. Regression eines Polynoms durch die ai(y
∗
i ) des Optimierungsergebnisses,
3. Abschließende polynombasierte Optimierung mit den Koeffizienten des Regressions-
polynoms als Startparameter (=
”
Gla¨ttung“ der Hu¨llfunktion).
Mit den Koeffizienten des Regressionspolynoms (Schritt 2) befindet man sich nach der
Voroptimierung im Schritt 1 mit hoher Sicherheit bereits nahe am globalen Minimum.
Dadurch konvergiert die Endoptimierung im Schritt 3 wesentlich zu¨giger in dieses Mini-
mum hinein. Die Verwendung von m = 5 Geradenstu¨cken und gleicher Polynomordnung
hat sich als ausreichend erwiesen.
6.7.2 FEM-Berechnung der Elementarzellenfunktionen
Die Kennlinien der Einzelzelle werden mit Hilfe eines dreidimensionalen parametrisierba-
ren FEM-Modells berechnet. 2D-Schnittmodelle sind hierfu¨r nicht mehr ausreichend, da
Linearita¨tsabweichungen von weniger als 1 % erfaßt werden sollen. Technologische Arte-
fakte mu¨ssen ebenso beru¨cksichtigt werden wie Streufelder. Diese Bindung an konkrete
Stegabmessungen impliziert, daß der Herstellungsprozeß seine Einlaufphase bereits absol-
viert hat und konstante Strukturierungsergebnisse mit nur geringen Maßschwankungen
liefert. Bei A¨nderungen der Prozeßparameter mu¨ssen die Kapazita¨tsfunktionen mit den
entsprechend vera¨nderten Stegmaßen neu berechnet, die Optimierung wiederholt und das
Layout u¨berarbeitet werden. Die quantitativen Auswirkungen von Maßschwankungen auf
die Linearita¨t werden in Abschnitt 6.7.5 untersucht.
Abbildung 6.16a zeigt eine REM-Aufnahme von Stegen, die mit dem Bosch-Multiplex-
Verfahren am ZfM der TU Chemnitz gefertigt wurden. Das Masken-Nennmaß der Steg-
breite betrug hier bS = 2 µm. Nach der Fertigung ist die Außenkontur der Metallisierung in
Ho¨he der Waferoberfla¨che 2.6 µm, im tiefen Grabenbereich nur noch etwa 1 µm breit. Diese
keilfo¨rmige Gestalt einschließlich der Kantenrundungen wird vom FEM-Modell detailge-
treu wiedergeben (Abbildung 6.16b und c). Weitere Nennmaße der Zelle sind: lS = 20 µm,
hS = 20 µm und bG = 2 µm. Eine Halbzelle ist wegen der Symmetrie als Modell ausrei-
chend. Die Koordinate q bezieht sich auf die Maskenkontur, nicht auf die reale Außen-
kontur.
Mit dem FEM-Modell wurde die Kapazita¨t C˜ν(qν) fu¨r La¨ngsbewegung innerhalb des
Intervalls −30 µm ≤ qν ≤ 18 µm mit ∆q = 1 µm berechnet. Durch Bildung der Differen-
zenquotienten als zuverla¨ssige Na¨herungen entstehen daraus C˜xν(qν) und C˜xxν(qν). Diese
einfache Methode setzt streuungsfreie Kapazita¨tswerte voraus, da sich statistische Streu-
ungen besonders in der zweiten Ableitung C˜xxν drastisch versta¨rken und die Daten dann
fu¨r Optimierungen z. B. nach dem Gradientenverfahren vo¨llig unbrauchbar sind. Nume-
rische Streuungen entstehen in der FEM-Rechnung zwischen C˜ν und C˜ν+1 durch die sich
bei jedem Schritt a¨ndernde FEM-Diskretisierung des Feldraumes. Sie werden durch eine
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regelma¨ßige Raumvernetzung, abgestimmt auf die Schrittweite ∆q, weitgehend verhin-
dert. Ist die Streuung der FEM-Ergebnisse im Einzelfall nicht zu vermeiden, so ist eine
Gla¨ttung der Kapazita¨tsfunktion durch geeignete Regressionsfunktionen no¨tig.
1
a) b)
c)
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Abbildung 6.16: 3D-Modellierung einer Elementarzelle durch Finite Elemente: a) REM-
Aufnahme der Steggeometrie (Bosch-Multiplex-Verfahren), b) FEM-Modell
einer Halbzelle (nur Oberfla¨chenvernetzungen der Elektroden sichtbar), c)
Lo¨sung des elektrostatischen Feldes (A¨quipotentialfla¨chen)
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6.7.3 System fu¨r kapazitive Signaldetektion
Abbildung 6.17 zeigt eine ermittelte Hu¨llfunktion und den Verlauf der kapazitiven Koeffi-
zienten fu¨r eine Differential-Meßkapazita¨t, basierend auf der Elementarzellengeometrie aus
Abschnitt 6.7.2. Im Hinblick auf die Applikation in einer Teststruktur (s. Abschnitt 6.7.6)
sind auf dieser Hu¨llfunktion n = 13 Zellenpaare verteilt. Die Struktur erreicht eine la¨ngen-
bezogene Empfindlichkeit von S˜C0 = 2.13 · 10−5 F/m2. Daraus ergibt sich durch Multipli-
kation mit der Kammla¨nge l die Empfindlichkeit der symmetrischen Gesamtstruktur.
Innerhalb des Intervalls −10 µm ≤ xr ≤ 10 µm betra¨gt die Linearita¨tsabweichung
rechnerisch bis zu 1.32 %. Darin ist bereits der Fehler enthalten, der durch Rundung der
Basisabsta¨nde ai auf ein technologiebedingtes Raster von 0.2 µm entsteht.
Da jede der beiden Teilkapazita¨ten C1 und C2 einzeln eine stark nichtlineare Cha-
rakteristik besitzt, entsteht als Resultat ein betra¨chtlicher Steifigkeitskoeffizient C˜xx0 =
5.23 F/m3, der zudem im o. g. Amplitudenintervall stark variiert. Um Beeinflussungen
der Gesamtsteifigkeit eines Resonators und nichtlineare Schwingungen durch die Meß-
kapazita¨t zu vermeiden, gibt es fu¨r die anzulegende Spannung eine obere Grenze. Die
Auswirkungen werden in Abschnitt 6.7.7 experimentell gezeigt.
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Abbildung 6.17: Optimierungsergebnis fu¨r ein Differential-Kurvenkammsystem zur kapaziti-
ven Signaldetektion
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6.7.4 System fu¨r elektrostatische Resonanzabstimmung
Das ebenfalls errechnete Kurvenkammsystem zur Resonanzabstimmung erreicht einen
Steifigkeitskoeffizienten von C˜xx0 = 1.45 F/m
3 mit einer maximalen Linearita¨tsabwei-
chung von 1.34 % in −10 µm ≤ xr ≤ 10 µm (Abbildung 6.18). Es ist mit n = 17
Zellenpaaren besetzt. Der geringste Basisabstand betra¨gt a1 = 1.2 µm, so daß keinerlei
U¨berlappung besteht. Bezu¨glich des Funktionselementes nach [81], Abbildung 6.8, das
mit amax = 20 µm einen Koeffizienten von C˜xx = 1.11 F/m
3 erreicht, ist die Wirkung
vergleichbar (s. Gleichung (6.15), dort C˜xx = Cxx/l bilden).
6.7.5 Empfindlichkeit gegenu¨ber A¨tzprofilschwankungen
Die errechneten Linearita¨tswerte werden mit den Kurvenkammsystemen nur dann er-
reicht, wenn die Stegabmessungen nach der Fertigung exakt mit den in der FEM-Berech-
nung der Elementarzelle angenommenen Werten u¨bereinstimmen. In der Praxis treten
jedoch grundsa¨tzlich Schwankungen auf, die umso geringer werden, je la¨nger die tech-
nologische Ausru¨stung mit konstanten Parametern arbeitet und mit stets identischen
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Abbildung 6.18: Optimierungsergebnis fu¨r ein symmetrisches Kurvenkammsystem zur elek-
trostatischen Resonanzabstimmung
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Abbildung 6.19: Verlust der Linearita¨t durch horizontale Dehnung und Schrumpfung der rea-
len Kontur gegenu¨ber der Nennkontur: a) fu¨r Differential-Meßkapazita¨t nach
Abbildung 6.17, b) fu¨r elektrostatisches Federelement nach Abbildung 6.18,
c) Erla¨uterung
Materialien bestu¨ckt wird. Ferner sind trotz der detailgetreuen FEM-Modellierung der
Elementarzelle immer noch systematische Abweichungen von diesem Modell vorhanden,
denn auch oberhalb der kritischen Grabenbreite von 6 µm variiert das A¨tzverhalten ge-
ringfu¨gig. Insbesondere a¨ndert sich die A¨tzrate des isotropen Freilegungsschrittes und
damit der Substratbodenabstand zu den Stegen noch um einige Mikrometer.
Als Beispiel fu¨r die Auswirkungen von statistischen Maßschwankungen auf die Li-
nearita¨t dienen die Diagramme in Abbildung 6.19. Es wird ein horizontaler Versatz der
realen Strukturkanten gegenu¨ber der Nennkontur angenommen, der von Sensor zu Sensor
verschieden ist (z. B. Variation u¨ber den Wafer hinweg), u¨ber einer einzelnen Kurven-
kammstruktur jedoch in gleicher Richtung und mit konstantem Betrag wirkt. Mit Hilfe
des parametrisierbaren FEM-Modells wurden Kapazita¨tskennlinien der Elementarzelle
fu¨r einen Konturversatz von −200 nm (= Strukturschrumpfung), 0 nm (= Nennkontur,
Referenz) und +200 nm (= Strukturdehnung) berechnet. Die Referenzkennlinie diente
bereits als Basis fu¨r die Optimierung der Hu¨llfunktionen in 6.7.3 und 6.7.4. Werden die
erhaltenen Hu¨llfunktionen nun mit den Kapazita¨tskennlinien der abweichenden Struktur
kombiniert, so zeigen sich betra¨chtliche Linearita¨tseinbußen. Die Schwankungen der ka-
pazitiven Parameter erreichen bis zu 10 %. Mit einer Maßschwankung von nur 100 nm
sind Linearita¨tsabweichungen von etwa 5 % realistisch.
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6.7.6 Realisierte Teststruktur
Mit den Kurvenkammsystemen wurde ein Feder-Masse-Horizontalschwinger konstruiert,
der an 4 Ma¨anderfedern aufgeha¨ngt ist (s. Abbildungen 6.20 und 6.21). Seine Konstruk-
tionsdaten und rechnerisch ermittelten Kennwerte sind in Tabelle 6.7 zusammengefaßt.
Die Hu¨llkurven fu¨r die Signaldetektion und Resonanzabstimmung wurden in den Kamm-
systemen jeweils mehrfach aneinandergereiht. Die Ma¨anderfedern sorgen fu¨r eine weitge-
hend spannungsfreie Aufha¨ngung mit linearer Charakteristik, so daß Resonanzfrequenza¨n-
derungen bei steigender Amplitude (Duffing-Effekt) weitgehend auf die elektrostatischen
Wirkungen zuru¨ckfu¨hrbar sind.
Auf dem Chip sind 3 Varianten des Resonators nebeneinander realisiert. Sie unter-
scheiden sich darin, daß der vorangehend diskutierte Konturversatz von ±200 nm bewußt
in das Maskenlayout innerhalb der Kammbereiche eingearbeitet wurde. Dadurch wird
einerseits die Chipausbeute durch eine gewisse Toleranz gegenu¨ber Fertigungsschwankun-
gen erho¨ht, andererseits ko¨nnen die Auswirkungen der Schwankungen auf die Linearita¨t
experimentell untersucht werden. Im folgenden Abschnitt werden diese Strukturen mit
”
A“ (Konturversatz −200 nm),
”
B“ (Nennkontur) und
”
C“ (Konturversatz +200 nm)
bezeichnet.
Tabelle 6.7: Entwurfsdaten der Teststruktur in Abbildung 6.21
Technologische min. Grabenbreite bG 6 µm
Grundparameter Stegbreite bS 2 µm
Stegho¨he hS 20 µm
Gittero¨ffnungen 6× 6 . . . 6× 12 µm2
Gesamtabmessungen (Aktor + feste Elektrodenka¨mme) 806 (x) × 984 (y) µm2
Ma¨anderfedern La¨nge lF 400 µm
Federsteifigkeit
(gesamt) kB = 4×
Eb3ShS
2l3F
0.845 N/m
Masseko¨rper Gitterfla¨che inkl.
angesetzte Ka¨mme Am 0.351 mm2
Masse m 6.524·10−9 kg
Eigenfrequenz f0 =
1
2pi
√
kB
m
1811 Hz
Meßkapazita¨ten Anzahl der Kurven 2× 6
Gesamtla¨nge 624 µm
Empfindlichkeit SC0,differential 1.329·10−8 F/m
Steifigkeitskoeffizient Cxx0 3.264·10−3 F/m2
Abstimmkapazita¨ten Anzahl der Kurven 2× 8
Gesamtla¨nge 1088 µm
Steifigkeitskoeffizient Cxx0 1.578·10−3 F/m2
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Abbildung 6.20: Schematische Skizze des Resonators zum experimentellen Test der Kurven-
kammsysteme
Mä anderfeder
Kapazitä t zur elektrostatischen
Abstimmung (Kurvenkamm)
Meß kapazitä t (Kurvenkamm)
Massekö rper
Abbildung 6.21: Realisierte Struktur in SCREAM-Technologie
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6.7.7 Experimentelle Ergebnisse
Meßaufbau
Abbildung 6.22 gibt einen U¨berblick u¨ber die wichtigsten Komponenten, die zur Charak-
terisierung der Teststrukturen verwendet wurden. Die mechanische Testschwingung wird
durch einen elektrodynamischen Schwingerreger vom Typ B&K 4809 erzeugt, auf den
der Chiptra¨ger vertikal montiert ist. Durch einen piezoelektrischen Referenz-Beschleu-
nigungssensor erfolgt eine Kontrolle der Erregerschwingung. Das kapazitive Signal wird
u¨ber einen I/U -Wandler, der mit besonders rauscharmen Operationsversta¨rkern (OV)
aufgebaut ist, in eine proportionale Spannung gewandelt.
Die Spezifik der Teststruktur erfordert, daß die kapazitiven Meßstro¨me i1 und i2 bei-
der Detektionselektroden
”
Sense 1“ und
”
Sense 2“ getrennt abgegriffen werden und die
Differenz beider Werte elektronisch gebildet wird (s. Abbildung 6.23). Ein Abgriff des
Differenzstromes an der Resonatormasse ist nicht mo¨glich, da hier zusa¨tzlich der sehr viel
ho¨here Strom aus der Abstimmkapazita¨t abfließt. Die benutzte Variante erlaubt es wei-
terhin, auf eine gegensinnige Polarisationsgleichspannung Upol1 = −Upol2 zu verzichten.
Upol wird virtuell u¨ber die OV mit gleichem Vorzeichen an beide Detektionselektroden an-
gelegt. Die Schaltung wurde mit einer Transimpedanz von 2.2 MΩ in den I/U -Wandlern
und einer Versta¨rkung Vdiff = 100 in der Differenzstufe aufgebaut, so daß sich eine Ge-
samtversta¨rkung von VIU = 0.22 mV/pA ergibt.
Die Messung des Ausgangssignals Uout u¨bernimmt ein DSP-Lock-In-Versta¨rker vom
Typ EG&G 7265. Sein integrierter Sinusoszillator liefert gleichzeitig das Signal fu¨r den
Schwingerreger. Das Lock-In-Prinzip selektiert die mit dem Erregersignal korrellierte
Grundwelle (oder wa¨hlbar eine ho¨here Harmonische) extrem schmalbandig aus dem Meß-
signal heraus und eliminiert das Rauschen beinahe vollsta¨ndig. Damit sind imMeßergebnis
diejenigen Fehleranteile weitgehend unterdru¨ckt, die durch Oberwellenerregung, Resonan-
zen der Testchiphalterung sowie thermomechanisches und Schaltungsrauschen entstehen.
Alle RMS-Wert- und Amplitudenangaben in den nachfolgenden Meßergebnissen beziehen
sich ausschließlich auf die Grundschwingung der jeweiligen Gro¨ße (= 1. Harmonische).
Ein zweiter Eingangskanal des Lock-In-Versta¨rkers mißt das Signal des Referenz-
Beschleunigungssensors. Ebenfalls im Gera¨t integrierte D/A-Kana¨le werden genutzt, um
Upol und Utune bereitzustellen. Der Versta¨rker wird vom PC aus durch eine eigens fu¨r
diesen Zweck erstellte Software
”
SpecView“ [90] gesteuert, die die verschiedensten Funk-
tionen zur Aufnahme, Speicherung, Anzeige und Auswertung von Amplituden- und Pha-
senga¨ngen am nichtlinearen Resonator entha¨lt. Unter anderem regelt die Software die
Erregeramplitude bei einem Durchstimmvorgang vor jeder Meßwertaufnahme auf einen
stets konstanten Wert, wobei sie auf die Referenzmessung zugreift. Dadurch werden Re-
sonanzen im Frequenzgang des Systems Schwingerreger–Chiptra¨ger–Referenzsensor aus-
geglichen. Wa¨hrend man bei linearen Meßobjekten auf eine solche Amplitudenregelung
verzichten kann, ist sie zur Quantifizierung nichtlinearer Effekte Grundvoraussetzung.
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U tune
Q
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u out
A BLadungs-
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Leistungs-
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Elektrodynam.
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I/U -Wandlerschaltung:
OPA 2604 INA 103
i 1
i 2
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1 M
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Abbildung 6.22: Meßplatz zur experimentellen Charakterisierung kapazitiver Vibrationssen-
soren. Im Meßbetrieb verdeckt das hier zur Seite geschobene magnetische
Schirmblech mit aufgesetzter Analogplatine den Schwingerreger.
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+ U pol
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i 1
i 2
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U tune
R
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R
R
u out = ( i 1- i 2)⋅R ⋅V diff
V diff
u out = -( i 1- i 2+ i tune)⋅R
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geeignet:
Abbildung 6.23: Konfiguration von I/U -Wandlern an einem abstimmbaren Resonator
Eine direkte Messung der Wegamplitude des Resonators ist nicht mo¨glich. Resonanz-
amplituden werden daher – wenn erforderlich – durch Multiplikation der Erregeramplitude
mit der Resonanzgu¨te berechnet. Die Ermittlung der Resonanzgu¨te aus dem Amplituden-
gang eines nichtlinearen Resonators ist mit Fehlern verbunden. Versuche, die Resonanz-
amplitude mit einem Laser-In-Plane-Vibrometer zu messen, haben sich jedoch wegen der
offenbar ungeeigneten Reflexionseigenschaften der Gitterstrukturen als wesentlich unge-
nauer erwiesen.
Grundsa¨tzlich sind die kapazitiven Koeffizienten SC und Cxx, wie sie in den Abbil-
dungen 6.17 und 6.18 dargestellt sind, nicht als Funktionen der Resonatorelongation xr
meßbar. Es ist nur der integrale Effekt dieser Funktionen u¨ber den Elongationsbereich
−xˆr ≤ xr(t) ≤ xˆr einer vollsta¨ndigen Schwingung meßbar, der sich in der Amplituden-
linearita¨t des Meßsignals bzw. in der Konstanz der Resonanzfrequenz bei variierender
Amplitude widerspiegelt.
Linearita¨t der Signaldetektion
Fu¨r die U¨berpru¨fung der Linearita¨t der Kurvenkammsysteme zur Signaldetektion wer-
den Amplitudenga¨nge uˆout(f) mit verschiedenen Erregeramplituden xˆS aufgenommen und
die Spannungsamplituden in Resonanz ausgewertet. Da die Messungen bei Normaldruck
durchgefu¨hrt werden, ist wegen der variablen U¨berlappungsfla¨che der Kurvenkammsy-
steme eine Abha¨ngigkeit der Resonanzgu¨te von der Erregeramplitude durch nichtlineare
Da¨mpfung zu erwarten. Diese Abha¨ngigkeit ist in Abbildung 6.24a dargestellt und fu¨hrt
bei den verwendeten Meßobjekten zu Abweichungen bis −7 % von der Kleinsignalgu¨te.
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Abbildung 6.24: Linearita¨t der Signaldetektion: a) aus Resonanzkurven ermittelte Gu¨tefakto-
ren in Abha¨ngigkeit von der Erregeramplitude, b) Gemessene Ausgangsspan-
nungen in den Resonanzpunkten derselben Meßreihen, jedoch aufgetragen
u¨ber der mit Hilfe der Gu¨tefaktoren berechneten Resonanzamplitude
Aus dem Gu¨tefaktor bei jeder Erregeramplitude xˆS wird nun die zugeho¨rige Resonanz-
amplitude xˆr,res berechnet und die gemessene Amplitude der Ausgangsspannung u¨ber die-
ser dargestellt (Abbildung 6.24b). Die Kennlinien zeigen eine Abweichung von bis zu −5 %
von der linearen Vergleichskennlinie (= Tangente an Meßwerte vom Diagrammursprung
ausgehend), die sich erst im Bereich xˆr,res = 6 . . . 9 µm enwickelt. Der progressiv wirkende
Da¨mpfungsfaktor der Teststrukturen fu¨hrt dazu, daß die Gu¨tefaktoren und demzufolge
die Resonanzamplituden im ho¨heren Amplitudenbereich zu hoch berechnet werden. Mit
einer exakten Amplitudenermittlung wu¨rden sich die oberen Meßpunkte noch leicht entge-
gen der Abszisse verschieben, also der Vergleichskennlinie anna¨hern. Um den Fehler durch
Da¨mpfungseinfluß ga¨nzlich zu vermeiden, sind Messungen im Hochvakuum erforderlich.
Wesentliche Unterschiede zwischen den drei Strukturen A, B und C sind abgesehen
von den unterschiedlichen Gu¨tefaktoren nicht erkennbar. Die Struktur A mit einem Kon-
turversatz von −200 nm scheint die besten Linearita¨tswerte zu liefern. Eine Aufstellung
der kapazitiven Empfindlichkeiten SC0, die sich aus den Anstiegen der Vergleichskennli-
nien, den Resonanzfrequenzen, VIU = 0.22 mV/pA und Upol = 2 V ergeben, ist in Tabelle
Tabelle 6.8: Empfindlichkeit SC0,differential der gemessenen Strukturen
Struktur fres ∆uˆout/∆xˆr,res SC0,differential =
∆uˆout/∆xˆr,res
2pifresVIUUpol
[Hz] [mV/µm ] [F/m]
A 2024 62.8 1.12·10−8
B 1991 157.3 2.86·10−8
C 1967 211.1 3.88·10−8
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6.8 gegeben. Der Wert SC0 = 1.12·10−8 F/m der Struktur A korrespondiert auch hier am
besten mit dem in Tabelle 6.7 angegebenen Wert von 1.329·10−8 F/m.
Linearita¨t der elektrostatischen Abstimmung
Der Funktionsnachweis fu¨r die Kurvenkammsysteme zur Frequenzabstimmung ist bezu¨g-
lich nichtlinearer Da¨mpfungseffekte weniger kritisch, da die Resonanzfrequenz entspre-
chend Abschnitt 4.4 durch letztere kaum beeinflußt wird. Die Zuordnung der Frequenzen
zu den Resonanzamplituden ist wiederum fehlerbehaftet. Zu messen sind jedoch ledig-
lich die Schwankungen der Resonanzfrequenz u¨ber den gesamten Amplitudenbereich. Auf
eine Umrechnung der Diagrammabszissen auf die Resonanzamplitude wird deshalb hier
verzichtet.
Zuna¨chst zeigt Abbildung 6.25 eine typische Abstimmkurve fres(Utune) des Resonators.
Mit Utune = 27 V ist die Resonanzfrequenz immerhin bereits halbiert. Das entspricht einer
Viertelung der Gesamtsteifigkeit. Die elektrostatische Steifigkeit betra¨gt in diesem Fall
75 % der mechanischen Federsteifigkeit. In diesem Bereich ist das System sehr empfindlich
gegenu¨ber den noch bestehenden Nichtlinearita¨ten der Abstimmelektroden. Man muß
beachten, daß die relative Nichtlinearita¨t der Gesamtsteifigkeit entsprechend
∆kgesamt
kgesamt,0
=
∆(kB + kel)
kB + kel,0
=
∆kel
kB + kel,0
=
∆kel
kel,0
kel,0
kB + kel,0
(6.32)
wesentlich ho¨her sein kann als die des elektrostatischen Anteils. Setzt man in (6.32)
kel,0 = −0.75kB ein, so erha¨lt man ∆kgesamt/kgesamt,0 = −3∆kel/kel,0. In der Gesamtstei-
figkeit findet sich also hier bereits die 3fache Linearita¨tsabweichung der elektrostatischen
Steifigkeit wieder. In der Praxis sind daher Frequenzabsenkungen nur bis zu −30 % (d. h.
|kel,0| ≤ 0.5kB) realistisch, bei denen die elektrostatische Linearita¨tsabweichung nur 1fach
oder geringer eingeht.
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Abbildung 6.25: Abstimmkurve einer Struktur B. Der theoretischen Kennlinie liegen die Da-
ten aus Tabelle 6.7 zugrunde.
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Abbildung 6.26: Gemessene Resonanzfrequenzen u¨ber der Erregeramplitude bei variierter Po-
larisationsspannung sowie ohne und mit Abstimmspannung
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Abbildung 6.27: Amplitudenga¨nge bei Frequenzabstimmung und Amplitudenvariation
Die Abbildungen 6.26 und 6.27 geben Aufschluß u¨ber die Linearita¨t der Kurvenkamm-
systeme zur Frequenzabstimmung. Gleichzeitig zeigen die Diagramme in Abbildung 6.26,
welche Auswirkungen die Feldkra¨fte in den Detektionskapazita¨ten auf das Bewegungsver-
halten haben. Man stellt fest, daß eine Polarisationsspannung ab 3 V im Kleinsignalbereich
bereits Frequenzverschiebungen sta¨rker als −1 % bewirkt. Mit steigender Amplitude geht
diese Verschiebung zuru¨ck, was mit dem starken Abfall des Steifigkeitskoeffizienten gema¨ß
Abbildung 6.17 korrespondiert. Die bei Upol = 1 V und Utune = 0 V noch bestehende Fre-
quenza¨nderung von etwa 8. . . 10 Hz u¨ber dem Amplitudenbereich ist noch um den Faktor
4. . . 5 gro¨ßer, als sie durch die elektrostatische Nichtlinearita¨t hervorgerufen werden kann.
Diese Diskrepanz deutet auf ein geringfu¨gig progressives Verhalten der Ma¨anderfedern
hin.
In den rechtsseitigen Diagrammen sind die Abstimmspannungen der drei Strukturen
so gewa¨hlt, daß die Frequenzverschiebungen vergleichbare Werte von rund −800 Hz an-
nehmen. Die Erregeramplituden sind zur Kompensation der geringeren Resonanzgu¨te, die
sich bei verringerter Gesamtsteifigkeit ergibt, erho¨ht worden. Ein Vergleich der Kennlinien
fu¨r Upol = 1 V, bei denen der Einfluß der Meßkapazita¨ten am geringsten ist, fu¨hrt auf
Strukur C mit einem Kantenversatz von +200 nm als diejenige mit bester Linearita¨t der
Abstimmkapazita¨ten. Der Trend der drei Strukturen zeigt allerdings an, daß das Opti-
mum auch mit Struktur C noch nicht erreicht wurde. Weiterhin besteht ein Widerspruch
zu der Tatsache, daß die Detektionskapazita¨ten von Struktur A die besten Ergebnisse
liefern. Wirkt eine Profilabweichung u¨ber dem gesamten Layout in gleichem Maße, wu¨rde
man die gleiche Struktur als Optimum fu¨r beide Kurvenkammsysteme erwarten. Mo¨gli-
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Tabelle 6.9: Steifigkeitskoeffizient Cxx der gemessenen Strukturen
Struktur Utune fres Cxx =
−2
U2tune
[(2pifres)2m− kB]
[V] [Hz] [F/m2]
A 27 1190 1.32·10−3
B 23 1208 1.77·10−3
C 20 1150 2.52·10−3
cherweise sind die im FEM-Modell nach Abschnitt 6.7.2 nicht erfaßten Abha¨ngigkeiten
des Stirnseitenprofils und des Substratbodenabstandes vom Basisabstand a dafu¨r verant-
wortlich.
Eine Berechnung der Steifigkeitskoeffizienten aus den Meßdaten ist nur in grober Na¨he-
rung mo¨glich. Sie erfordert die Kenntnis der mechanischen Steifigkeit kB und Massem, die
nur theoretisch zu ermitteln sind (s. Tabelle 6.7) und nach Abbildung 6.25 offensichtlich
von den tatsa¨chlichen Werten abweichen. Die in Tabelle 6.9 angegebenen Steifigkeitskoeffi-
zienten ko¨nnen daher durchaus mit einem Fehler in der Gro¨ßenordnung von 20 % behaftet
sein.
Bewertung der Ergebnisse
Die Meßergebnisse besta¨tigen einerseits die Eignung des Syntheseprinzips fu¨r linearisierte
kapazitive Funktionselemente, andererseits auch die vorausgesagte Empfindlichkeit ge-
genu¨ber A¨tzprofilschwankungen zumindest fu¨r die Abstimmsysteme. Geht man davon
aus, daß die relativen Schwankungen der Koeffizienten SC und Cxx etwa das 2- bis 4fache
der relativen Nichtlinearita¨t der meßbaren Gro¨ßen Uout bzw. fres betragen, so bleiben noch
deutliche Abweichungen zwischen Theorie und Experiment bestehen. In einer weiteren De-
signiteration, in der das FEM-Modell der aktuellen dreidimensionalen Realgeometrie noch
pra¨ziser angepaßt und die Kurvenoptimierung wiederholt wird, wa¨re eine bessere U¨berein-
stimmung der Linearita¨tswerte zu erwarten. Dieser Aufwand der iterativen Verbesserung
ist allerdings dann auch fu¨r jede A¨nderung der technologischen Parameter erneut zu be-
treiben.
Relative Schwankungen der Resonanzfrequenz du¨rften auch bei weiteren Designitera-
tionen nicht wesentlich geringer als 0.5 % ausfallen. Nimmt man den Duffing-Schwinger
als grobes Na¨herungsmodell an, so la¨ßt sich fu¨r diesen Wert aus Gleichung (4.31) eine
maximal realisierbare Resonanzgu¨te Qkrit ≈ 280 abscha¨tzen.
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Kapitel 7
Resonanzabstimmung durch
Stress-Stiffening
Stress-Stiffening ist die Vera¨nderung der Steifigkeit einer Struktur infolge einer mechani-
schen Spannung. Das klassische Anwendungsbeispiel dieses Effektes ist die Gitarrensaite,
deren Quersteifigkeit und folglich deren Resonanzfrequenz durch ihre Vorspannung ein-
stellbar ist. Der Effekt la¨ßt sich in analoger Weise zur Abstimmung frequenzselektiver
Vibrationssensoren ausnutzen, wenn es gelingt, eine ausreichende elektrisch steuerbare
mechanische Vorspannung in den Federba¨ndern des Resonators zu generieren. In die-
sem Kapitel wird demonstriert, daß mit Hilfe elektrostatisch erzeugter Vorspannungen
im niederfrequenten Bereich betra¨chtliche Resonanzverschiebungen bis hin zu einer Fre-
quenzverdoppelung mo¨glich sind. Um solche Leistungsparameter zu erreichen, werden die
elektrostatischen Kra¨fte zusa¨tzlich durch eine Hebelu¨bersetzung vervielfacht. Das Prinzip
wird in einem Sensorarray realisiert, mit dem ein Frequenzbereich von rund 1. . . 10 kHz
durch Bereichsu¨berlappung zwischen den Einzelzellen durchstimmbar ist.
7.1 Grundlagen
Die Anwendung des Stress-Stiffening-Effektes ist in frequenzanalogen resonanten Mikro-
sensoren weit verbreitet. In ihnen wird die a¨ußere Meßgro¨ße (Kraft, Druck, Beschleuni-
gung, . . . ) in eine Zugkraft an einem du¨nnen Federband umgesetzt [91]–[94]. Das Feder-
band ist frequenzbestimmendes Bauelement einer Oszillatorschaltung, so daß die Reso-
nanzfrequenz ein Maß fu¨r die a¨ußere Gro¨ße darstellt. Im Gegensatz dazu muß ein frequenz-
selektiver Vibrationssensor mit steuerbarer Frequenzabstimmung die notwendige Zugkraft
intern, d. h. hier elektrostatisch, erzeugen. Zur Vermeidung begrifflicher Unstimmigkeiten
wird in den folgenden Ausfu¨hrungen die mechanische Spannung ausdru¨cklich als solche
bezeichnet. In allen anderen Fa¨llen ist mit der Spannung eine elektrische Spannung ge-
meint.
Bei den Entwu¨rfen in diesem Kapitel werden nur Feder-Masse-Systeme betrachtet, de-
ren Federba¨nder eine vernachla¨ssigbar kleine Eigenmasse im Vergleich zum Masseko¨rper
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Abbildung 7.1: Feder-Masse-System mit Normalkraft
besitzen. Die Tra¨gheitskra¨fte der Federba¨nder tragen im Resonanzfall nicht zu ihrer eige-
nen Deformation bei. Damit nehmen sie wa¨hrend der Schwingung nicht die Form ihrer 1.
Eigenmode an, sondern die der statischen Biegelinie fu¨r S-fo¨rmige Biegung
x(y) =
F
2EIzz
(
lFy
2
2
− y
3
3
)
=
6xr
l3F
(
lFy
2
2
− y
3
3
)
(7.1)
(s. Abbildung 7.1). Mit der vereinfachten Annahme, daß die Biegelinie bei moderater Aus-
lenkung xr und Normalkraft Fn ihre Form nicht a¨ndert, kann die Gesamtsteifigkeit unter
Normalkrafteinfluß aus den Energien berechnet werden. Die Arbeit, die von einer Kraft
Fk verrichtet und in potentielle Energie gewandelt wird, teilt sich in die Verformungsar-
beit beider Federstra¨nge sowie diejenige Arbeit auf, die am Federende gegen die Kraft Fn
verrichtet werden muß:
Wpot = WB + WFn =
1
2
kBx
2
r + Fn∆s (7.2)
mit
kB =
24EIzz
l3F
, (7.3)
∆s = 2
lF∫
0
ds =
lF∫
0
[x′(y)]2 dy =
6x2r
5lF
. (7.4)
Die Ableitung der Gesamtenergie fu¨hrt auf die Ru¨ckstellkraft
Fk =
dWpot
dxr
= (kB + kSS)xr (7.5)
mit
kSS =
12Fn
5lF
, (7.6)
sowie die resultierende Eigenfrequenz und relative Frequenzverschiebung
f0 =
1
2pi
√
kB + kSS
m
, (7.7)
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∆f0
f0
=
√
1 +
kSS
kB
− 1 =
√
1 +
12Fn
5lFkB
− 1 . (7.8)
Zur Biegesteifigkeit kB addiert sich also eine Steifigkeit kSS, die aus dem Stress-Stiffening-
Effekt herru¨hrt und sich proportional zu Fn verha¨lt. Die Gleichungen (7.5) bis (7.8) bleiben
auch dann bestehen, wenn statt der 2-Feder-Fu¨hrung eine 4-Feder-Parallelfu¨hrung voliegt
und sich Fn auf beide Federstra¨nge aufteilt. Fu¨r kB wird in diesem Fall anstelle (7.3) die
Gesamt-Biegesteifigkeit aller vier Federba¨nder eingesetzt.
Eine Vorstellung, in welchem Maß sich die Frequenzen mit realistischen Normal-
kra¨ften vera¨ndern lassen, gibt Abbildung 7.2. Der Bereich der Normalkraft wurde darin so
gewa¨hlt, wie er mit Elektrodensystemen der Oberfla¨chenmikromechanik und akzeptablen
Abstimmspannungen Utune < 50 V elektrostatisch realisierbar ist. Mit Kammsystemen in
SCREAM-Technologie wurden zwar bereits Kra¨fte von 1.5 mN demonstriert [95], jedoch
beanspruchte die betreffende Aktorstruktur eine Chipfla¨che von 4 × 5 mm2.
Das Stress-Stiffening-Prinzip ist am ehesten fu¨r Vibrationssensoren im niederfrequen-
ten Bereich f < 10 kHz relevant. Ho¨here Resonanzfrequenzen erfordern geringere seismi-
sche Massen m und ho¨here Steifigkeiten kB, d. h. geringere Federbandla¨ngen lF. Um bei
erho¨htem kB noch einen ausreichenden Abstimmbereich zu gewa¨hrleisten, mu¨ssen die Nor-
malkraft Fn und folglich die Ausdehnung des Zugsystems entsprechend erho¨ht werden. Die
Masse des Resonators und die Masse des Zugsystems sind also gegenla¨ufig. In Abschnitt
4.3 wurde bereits das Problem der kinematischen Nichtlinearita¨t angesprochen, das durch
eine u¨berho¨hte Zugsystem-Masse verursacht werden kann. Hinzu kommt die Tatsache, daß
das Zugsystem ebenfalls eine seismische Masse darstellt, auf die die a¨ußere Beschleunigung
wirkt. Die dadurch in La¨ngsrichtung der Federstra¨nge entstehende Tra¨gheitskraft tra¨gt
zur Normalkraft bei und kann das Resonanzverhalten beeintra¨chtigen. Außerdem ko¨nnen
Nebenresonanzen des Mehr-Freiheitsgrad-Systems in ungu¨nstige Na¨he zur Hauptresonanz
ru¨cken.
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Fu¨r mikromechanische Filterstrukturen, die bei kleinen Amplituden und ohne a¨ußere
Beschleunigung arbeiten, kann ein Design mit geringstmo¨glicher Resonatormasse dagegen
durchaus von Interesse sein. Entfernt man die konzentrierte Masse m aus dem System,
bilden die Federba¨nder einen beidseitig eingespannten Balken, der in seinen Eigenmoden
schwingt. Die nichtabgestimmte 1. Eigenfrequenz kann 400 kHz und mehr betragen und
noch um einige Prozent durch Stress-Stiffening abstimmbar sein. Nebenresonanzen, die
durch die um ein Vielfaches ho¨here Zugsystem-Masse verursacht werden, liegen dann
weit unterhalb der Hauptresonanz. In frequenzanalogen Beschleunigungssensoren ist eine
derartige Massenkonfiguration u¨blich [94]. Zur Berechnung des Stress-Stiffening-Effektes
am beidseitig eingespannten Balken sei auf [96] verwiesen.
Hinsichtlich einer Gro¨ßenskalierung um einen Faktor K gelten die gleichen Beziehun-
gen, die am Beispiel der Balkenstruktur in Abschnitt 6.6.1 aufgestellt wurden. Eine Hal-
bierung aller Strukturabmessungen fu¨hrt zur Verdoppelung der Resonanzfrequenz und ge-
stattet eine Halbierung der Abstimmspannung fu¨r gleichbleibende relative Frequenza¨nde-
rung. Die Miniaturisierung der Strukturmaße durch den technologischen Fortschritt tra¨gt
also auch hier dazu bei, einen gro¨ßeren Anwendungsbereich zu erschließen und die Kom-
patibilita¨t zur elektronischen Beschaltung zu verbessern.
7.2 Elektrostatische Zugsysteme ohne
Hebelunterstu¨tzung
Abbildung 7.3 zeigt Resonatoren und Zugsysteme in verschiedenen Ausfu¨hrungen. Zum
Nachweis des spannungsgesteuerten Stress-Stiffening wurden die Resonatoren in Abbil-
dung 7.3b und c gefertigt und in Betrieb genommen. Tabelle 7.1 gibt die zugeho¨rigen
Entwurfsdaten wieder [97]. Das 2-Feder-Layout beno¨tigt zwar zur Abstimmung eine ge-
ringere Normalkraft als das 4-Feder-Layout. Seine seismische Masse ist jedoch nicht gegen
Rotation um die y- und z-Achsen arretiert. Grundsa¨tzlich sollten daher parallelgefu¨hrte
4-Feder-Versionen bevorzugt werden.
Die experimentell erhaltenen Frequenzverschiebungen liegen mit 6.4 % bzw. 7.9 % bei
Utune = 50 V etwas ho¨her als die berechneten Werte. Dafu¨r ist die Abweichung der realen
Stegflanken von der Idealform verantwortlich, gegen die die Federsteifigkeit ebenso wie
die elektrostatische Kraft empfindlich reagieren. Mit erweiterten Zugsystemen entspre-
chend Abbildung 7.3a ko¨nnen die Normalkra¨fte und Frequenzverschiebungen durchaus
verzehnfacht bzw. die notwendigen Spannungen gesenkt werden. In Bezug auf kinemati-
sche Nichtlinearita¨ten bleibt man dabei von einem kritischen Massenverha¨ltnis zwischen
Zugsystem und seismischer Masse noch weit entfernt.
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Abbildung 7.3: Abstimmbare Resonatoren ohne Hebelunterstu¨tzung: a) Prinzipskizze und ver-
schiedene Varianten des Zugsystems, b) 2-Feder-Fu¨hrung mit gemessener Ab-
stimmkurve, c) 4-Feder-Parallelfu¨hrung mit gemessener Abstimmkurve, Nenn-
daten s. Tabelle 7.1
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Tabelle 7.1: Entwurfsdaten der Testmuster ohne Hebelunterstu¨tzung, Abbildung 7.3
2-Feder-Layout 4-Feder-Layout
Gesamtabmessungen B × L 800×1000 µm2 1000×1000 µm2
Federabmessungen bS × hS × lF 2×15×400 µm3 2×15×400 µm3
Federsteifigkeit kB,gesamt 0.634 N/m 1.267 N/m
Fla¨che der seismischen Masse 114×594 µm2 582×594 µm2
seismische Masse m 7.38·10−10 kg 6.69·10−9 kg
Eigenfrequenz f0 4665 Hz 2190 Hz
Elementarzellen fu¨r Detektion 2×75 2×75
kapazitive Empfindlichkeit SC,differential 20 fF/µm 20 fF/µm
Zugsystem Kammsystem Parallelplatten
Platten-/Kammla¨nge des Zugsystems 400 µm 600 µm
Elementarzellen im Zugsystem 51 —
Luftspalt im Zugsystem bG 2 µm 2 µm
Normalkraft Fn bei Utune = 50 V 8.47 µN 24.9 µN
Abstimmbereich ∆f0/f0 bei Utune = 0 . . . 50 V 3.9 % 5.7 %
7.3 Elektrostatische Zugsysteme mit
Hebelunterstu¨tzung
7.3.1 Funktionsweise und Layout
Durch den Einsatz von Hebelu¨bersetzungen im Zugsystem wird die elektrostatisch gene-
rierte Kraft um ein Mehrfaches versta¨rkt. Neben der mo¨glichen Verringerung der aktiven
Fla¨che des Zugsystems bzw. der Abstimmspannung hat man dabei insbesondere den Vor-
teil, Kraftwirkungsrichtungen umleiten zu ko¨nnen. Die breite T-fo¨rmige Gestalt der im
vorangegangenen Abschnitt behandelten Layouts kann damit gegebenenfalls schlanker
und platzeffizienter ausfallen, indem die Abstimmelektroden nicht quer, sondern la¨ngs
zu den Federstra¨ngen angeordnet werden. Derartige U¨berlegungen sind fu¨r Sensorarrays
bedeutsam, bei denen mehrere Sensorzellen mit minimierter Verlustfla¨che auf den Chip
”
gepackt“ werden mu¨ssen.
Die Abbildung 7.4 skizziert den realisierten und getesteten Entwurf mit der o. g.
La¨ngsanordnung der Abstimmelektroden. Abbildung 7.5 mit den zugeho¨rigen Entwurfs-
daten in Tabelle 7.2 zeigt eine ausgewa¨hlte Zelle aus einem Array, welches in Abschnitt
7.3.4 noch behandelt wird. Das Hebelsystem ist paarweise symmetrisch ausgefu¨hrt. Diese
Konfiguration bietet den weiteren Vorzug, Inertialkra¨fte zu kompensieren, die an beiden
Hebelarmen durch die Chipvibration entstehen (s. Abbildung 7.4c). Ein speziell entwor-
fenes Federgelenk, bestehend aus zwei parallelen Federba¨ndern im Abstand a = 42 µm,
realisiert einen virtuellen Drehpunkt des Hebelsystems bei optimierten Gelenkabmessun-
gen und Steifigkeitswerten. Die effektive Hebella¨nge betra¨gt b = 376 µm gemessen vom
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Abbildung 7.4: Abstimmbarer Resonator mit Hebelunterstu¨tzung: a) Layoutskizze, b) Funk-
tionsweise eines symmetrischen Hebelpaares, c) Kompensation von Inertial-
kra¨ften am Hebelpaar
virtuellen Bezugspunkt bis zum Angriffsschwerpunkt der elektrostatischen Kraft. Mit ei-
ner U¨bersetzung von b : a = 9 : 1 liefern beide Hebelpaare eine Gesamtkraft von immerhin
Fn = 256 µN bei Utune = 35 V.
Sowohl die La¨ngsbewegung ∆s, Gleichung (7.4), als auch thermisch bedingte Dehnun-
gen der Federba¨nder finden sich – multipliziert mit dem U¨bersetzungsverha¨ltnis – in einer
statischen und dynamischen Auslenkung der Hebelarme wieder. Erfahrungswerte zeigen,
daß der Si–SiO2–Al–Verbund wa¨hrend der Fertigung eine Dehnung von bis zu 300 nm
u¨ber einer Stegla¨nge von 1 mm verursacht. Erreicht der Resonator in Abbildung 7.5 die
Maximalamplitude von xˆr,res = 10 µm, so fu¨hrt das Ende jedes Federstranges eine La¨ngs-
schwingung mit der Amplitude ∆s/2 = 205 nm aus. Beide Effekte bewirken an den Enden
der Hebelarme eine statische Vorauslenkung von rund 3 µm (= Spreizung der Hebelpaare)
mit einer u¨berlagerten dynamischen Amplitude von mehr als 2.5 µm. Im Zugsystem kom-
men deshalb nur Kammelektroden in Frage, da Plattenelektroden fu¨r solche Amplituden
nicht geeignet sind. Als Detektionselektroden entha¨lt das Layout Kurvenkammsysteme
nach Abschnitt 6.7.3.
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Abbildung 7.5: REM-Aufnahmen eines Resonators, Nenndaten s. Tabelle 7.2
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Tabelle 7.2: Entwurfsdaten des Testmusters mit Hebelunterstu¨tzung, Abbildung 7.5
Gesamtabmessungen B × L (inkl. angrenzende Leitbahnen) 550×1480 µm2
Federabmessungen bS × hS × lF 2×20×292 µm3
Federsteifigkeit kB,gesamt 4.344 N/m
Fla¨che der seismischen Masse 300×424 µm2
seismische Masse m 2.215·10−9 kg
Eigenfrequenz f0 7048 Hz
Detektionskapazita¨ten Kurvenkamm
kapazitive Empfindlichkeit SC,differential 8.86 fF/µm
Zugsystem:
Gesamtla¨nge 730 µm
Hebelverha¨ltnis b : a 376 µm : 42 µm = 8.95 : 1
Elementarzellen je Hebel 66
elektrostatische Kraft je Hebel bei Utune = 35 V 7.15 µN
Normalkraft beider Hebelpaare Fn,gesamt bei Utune = 35 V 256 µN
Abstimmbereich ∆f0/f0 bei Utune = 0 . . . 35 V 21.8 %
7.3.2 Federgelenk
Bei der Konstruktion des Federgelenkes ist ein Kompromiß zwischen geringstmo¨glicher
Drehsteifigkeit und geringen Abmessungen zu finden. Die Drehsteifigkeit muß vor allem
deshalb gering sein, weil sie u¨ber den kurzen Hebelarm in die La¨ngssteifigkeit kA umgesetzt
wird, die gegen die Federba¨nder wirkt und zur nichtlinearen Duffing-Charakteristik fu¨hrt
(s. Abschnitt 4.2).
Das benutzte Gelenk verzichtet im Sinne einer
”
schlanken“ Bauweise auf eine Arre-
tierung in Querrichtung x durch ein weiteres, rechtwinklig angeordnetes Federband. Die
Herleitung des U¨bersetzungsverha¨ltnisses und der Seitenverschiebung aus den Gleichge-
wichtsbedingungen ist in Abbildung 7.6 dargestellt. Nach Gleichung (7.12) erha¨lt man
die Ha¨lfte des U¨berlappungsbereiches u als Bezugsposition der großen Hebella¨nge. Der
Federabstand a bildet den kurzen Hebelarm.
Die U¨berlappung u wird so optimiert, daß die La¨ngssteifigkeit kA minimal wird. Dazu
wird Gleichung (7.11) herangezogen. Indem Fel = 0 gesetzt und eine ku¨nstliche Verschie-
bung ∆y 6= 0 in das System eingebracht wird, ergibt sich mit γ = ∆y/a
kA(u) =
∣∣∣∣∣ Fn∆y
∣∣∣∣∣ =
∣∣∣∣∣−2EIzzlGFa2
(
4− 6 u
lGF
+ 3
u2
l2GF
)∣∣∣∣∣ . (7.9)
Das Minimum dieser Funktion findet man bei u = lGF, d. h. bei vollsta¨ndiger U¨berlappung
der beiden Gelenkfedern, so daß
kA,min =
2EIzz
lGFa2
(7.10)
betra¨gt.
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+
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M∆ xl
F =
6EIzz
l3
(2∆x− γl)
M =
EIzz
l2
(−6∆x+ 4γl)
Durch gegenseitiges Einsetzen der Gleichungen folgt
Fn =
1
a
[
Fel
(
lH +
u
2
)
− 2EIzz
lGF
(
4− 6 u
lGF
+ 3
u2
l2GF
)
γ
]
, (7.11)
∆xA,B =
1
2
(
Fell
3
GF
12EIzz
± γu
)
mit γ =
∆y
a
=
Fn
kRLa
.
Wegen hoher Zugsteifigkeit der Resonatorfedern kRL wird γ → 0 und somit
Fn
Fel
≈ lH + u/2
a
=
b
a
, (7.12)
∆xA ≈ ∆xB ≈ Fell
3
GF
24EIzz
. (7.13)
Abbildung 7.6: Herleitung der Hebelversta¨rkung und Seitenverschiebung am Federgelenk
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In der realisierten Struktur sind die Gelenkfedern mit lGF = 80 µm dimensioniert. Mit
a = 42 µm ergibt sich aus (7.10) kA,gesamt = 4 · 31.9 N/m = 127.7 N/m. Das dafu¨r zu
erwartende Duffing-Verhalten la¨ßt sich aus dem Nomogramm in Abbildung 4.7 ermitteln.
Das Verha¨ltnis kA,gesamt/k1 betra¨gt 29.4 (k1 = kB,gesamt nach Tabelle 7.2). Fu¨r diesen Wert
und die entsprechende Federla¨nge lF = 292 µm liest man die Resonanzfrequenzverschie-
bung, den Amplitudenfehler und die kritische Gu¨te ab:
bei xrefQ = 3 µm: ∆ωres/ωres ≈ 0.35 %, ∆xˆr,res/xˆr,res ≈ −0.3 %, Qkrit ≈ 210,
bei xrefQ = 10 µm: ∆ωres/ωres ≈ 4 %, ∆xˆr,res/xˆr,res ≈ −4 %, Qkrit ≈ 18.
Die Nichtlinearita¨t tritt danach bei Resonanzamplituden von 10 µm deutlich zutage. Das
Problem entscha¨rft sich, wenn das Hebelverha¨ltnis durch gro¨ßeren Abstand a verringert
wird. Bei der Dimensionierung solcher Hebelsysteme ist daher die erreichbare Normalkraft,
also die Hebelu¨bersetzung und Anzahl der Hebelpaare, auf die erwartete Resonanzampli-
tude abzustimmen. Eine Verla¨ngerung der Gelenkfedern erscheint nicht sinnvoll, da kA
nur proportional zu 1/lGF absinkt, die Seitenverschiebung ∆x nach (7.13) jedoch propor-
tional zu l3GF steigt. Mit Fel = 7.15 µN erreicht sie in der gegebenen Dimensionierung
∆x = 68 nm. Setzt man ∆x = 1 µm als kritischen Wert, so ließe sich lGF noch auf etwa
200 µm erho¨hen.
7.3.3 Kinematische Nichtlinearita¨t
Das Massentra¨gheitsmoment JH des Hebels wird in eine a¨quivalente Masse me transfor-
miert, die am Kopplungspunkt zwischen den Resonatorfedern und dem Zugsystem wirkt
(s. Abschnitt 4.3). Sie la¨ßt sich sehr einfach aus der Reaktionskraft berechnen, die am
Kopplungspunkt bei einer dort aufgezwungenen translatorischen Beschleunigung ay ent-
steht:
Fya = M
meaya = JHα = JH
ay
a
=
mHl
2
H1ay
3a
me =
mH
3
(
lH1
a
)2
(7.14)
m H, J H
l H1
a y ,F y
α,M
a
Der Hebelarm wird darin vereinfacht als schlanker Balken mit konstantem Querschnitt
angesetzt. Die La¨nge lH1 ist die Gesamtla¨nge des Hebelarmes. Da in grober Na¨herung
lH + u/2 ≈ lH1/2 gilt, folgt aus (7.14) Proportionalita¨t der a¨quivalenten Masse zum Qua-
drat des Hebelverha¨ltnisses. Mit lH1 = 640 µm und mH ≈ 2.83·10−10 kg erha¨lt man fu¨r
die vier Hebel der Beispielstruktur me,gesamt = 8.76·10−8 kg und ein ausgesprochen hohes
Verha¨ltnis me,gesamt/m = 39.6. Nach Gleichung (4.37) erreicht die Frequenzverschiebung
bei einer Resonanzamplitude von 3 µm etwa −0.6 %, bei einer Amplitude von 10 µm be-
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reits −6.5 %. Hier sind also ebenfalls wieder deutliche Grenzen fu¨r die Dimensionierung
der Hebelsysteme gesetzt. Zugsysteme ohne Hebelunterstu¨tzung sind hinsichtlich kinema-
tischer Nichtlinearita¨ten weniger kritisch, da die Masse me bei ihnen nur proportional zur
Kraftvervielfachung steigt. Die Vervielfachung ist in diesem Fall durch Mehrfachanord-
nungen zu realisieren (Abbildung 7.3a).
7.3.4 Sensorarray und experimentelle Ergebnisse
Die Analyse des dynamischen Verhaltens bis hierher hat gezeigt, daß qualita¨tsmindern-
de Effekte mit steigendem Abstimmbereich des Resonators zunehmen. Das heißt, je lei-
stungsfa¨higer die Zugsysteme dimensioniert werden, desto sta¨rker begrenzen Nichtlinea-
rita¨ten die mo¨gliche Resonanzgu¨te und -amplitude. Andererseits wird ein abstimmbarer
Vibrationssensor fu¨r den Anwender umso attraktiver, je weniger applikationsspezifisch
er dimensioniert sein muß. Die Einengung des Abstimmbereiches reduziert die Applika-
tionsbreite. Es ist also naheliegend, den Abstimmbereich einer Sensorzelle im Sinne einer
hohen Qualita¨t schmal zu halten, jedoch mehrere Sensorzellen mit aneinandergrenzenden
Bereichen zu einem Array auf einem Chip zusammenzufassen.
Ein solcher Demonstrator mit 10 Einzelzellen ist in Abbildung 7.7 gezeigt. Tabelle 7.3
entha¨lt die wesentlichen Entwurfsdaten und zum Vergleich einige experimentelle Ergeb-
nisse. Die 10 Zellen sind so dimensioniert, daß sie den Frequenzbereich von 1. . . 10 kHz
mit einer maximalen Abstimmspannung von 35 V lu¨ckenlos u¨berdecken. Zwei weitere
implementierte Zellen liegen in einem ho¨heren Frequenzbereich.
Zwischen den Zellen variieren die Federsteifigkeit kB, die seismische Masse m, die
Hebelu¨bersetzung b:a und die Anzahl der Hebelpaare. Die Hebelsysteme besitzen eine
identische effektive Hebella¨nge lH sowie La¨nge der Gelenkfedern lGF, wa¨hrend die U¨ber-
setzung mit Hilfe des kurzen Hebels a eingestellt wird. Der Kraftverlust bei geringerer
Tabelle 7.3: Hauptdaten der Zellen im Sensorarray nach Abbildung 7.7
Nr. kB m Hebel- Hebel- f0 ∆f0/f0 [%] Q
[N/m] [µg] u¨bers. paare [kHz] (Utune = 35 V)
b : a theor. exper. theor. exper. exper.
1 0.55 17.36 3.5 : 1 5 0.90 0.85 70.4 107.1 9.5
2 0.87 10.97 4.5 : 1 4 1.41 1.38 55.4 81.0 13.6
3 1.27 7.59 2.06 2.06 44.7 57.3 19.2
4 1.74 5.52 5.9 : 1 3 2.83 2.83 37.4 49.1 22.6
5 2.32 4.25 3.72 3.73 31.7 41.9 25.8
6 2.96 3.36 4.72 4.58 27.4 37.4 31.9
7 3.56 2.65 5.83 5.77 24.5 32.5 35.9
8 4.34 2.22 9.0 : 1 2 7.05 7.15 21.8 28.0 38.8
9 5.14 1.63 8.36 8.42 19.6 24.4 41.2
10 6.15 1.60 9.77 9.71 17.6 22.0 43.4
11 12.02 0.78 9.0 : 1 2 19.70 18.76 11.6 13.2 59.3
12 24.52 0.40 39.63 34.04 7.3 9.1 85.8
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Abbildung 7.7: Abstimmbares Array mit Hebelunterstu¨tzung (s. Tabelle 7.3): a) lichtmi-
kroskopische Aufnahme, b) Tra¨gerplatine mit Array, c) gemessene Amplitu-
denga¨nge der Beispielzelle bei verschiedenen Abstimmspannungen, d) gemes-
sene Abstimmkurven der Zellen 1. . . 10
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U¨bersetzung ist durch eine entsprechend gro¨ßere Anzahl an Hebelpaaren kompensiert.
Die Gesamt-Normalkraft ist bei allen Zellen gleich und betra¨gt bei Utune = 35 V etwa
260 µN.
Abbildung 7.7c zeigt Amplitudenga¨nge der Zelle 8, die bei verschiedenen Abstimm-
spannungen gemessen wurden. Die benutzten Meßmittel weichen hier von denen in Ab-
schnitt 6.7.7 ab. Die Struktur wurde nicht mechanisch durch den Schwingerreger, son-
dern elektrostatisch mit Hilfe einer Wechselspannung an den Detektionselektroden erregt.
Dieses Verfahren entspicht einer Krafterregung bzw. einer beschleunigungskonstanten
Stu¨tzenerregung. Zur Messung der Resonatorschwingung wurde ein POLYTEC OFV 3300
Laser-In-Plane-Vibrometer eingesetzt, das an seinem Ausgang die Schwinggeschwindigkeit
ausgibt. Das entstehende Diagramm mit konstantbleibender Bandbreite und Geschwin-
digkeitsamplitude in Resonanz fu¨r alle Spannungen ist charakteristisch fu¨r einen Ab-
stimmvorgang. Es resultiert aus der Abha¨ngigkeit Q ∼ √k ∼ f0, die bei Variation der
Federsteifigkeit gilt.
Mit der Zelle 1, f0 = 850 Hz, wird experimentell eine relative Frequenzverschie-
bung von immerhin 107 % bei Utune = 35 V erreicht (Tabelle 7.3 und Abbildung 7.7d).
Das absolute Abstimmintervall vergro¨ßert sich bei Zellen ho¨herer Frequenz, wa¨hrend sich
der relative Bereich verringert. Die U¨berlappung der einzelnen Abstimmintervalle ist bei
Utune = 25 . . . 30 V gegeben.
Abbildung 7.8 zeigt die nichtlineare Resonanzcharakteristik der Zelle 2, die in diesem
Fall mit Schwingerreger und kapazitiver Detektion nach Abschnitt 6.7.7 aufgenommen
wurde. Der Resonator besitzt vier Hebelpaare mit einem Federabstand a = 84 µm, die
eine Steifigkeit kA,gesamt = 63.9 N/m und eine a¨quivalente Masse me,gesamt = 4.38 ·10−8 kg
besitzen. Mit den weiteren Daten lF = 500 µm, kB = 0.87 N/m, m = 1.097·10−8 kg,
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Abbildung 7.8: Nichtlineare Charakteristik der Zelle 2
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kA,gesamt/kB = 73.4, me,gesamt/m = 4 und xˆr,res = 10 µm (entspricht Uout,RMS ≈ 0.8 V in
Abbildung 7.8) erha¨lt man aus den Abbildungen 4.7 und 4.12 Frequenzverschiebungen von
+3.5 % und −0.25 % durch den Duffing-Effekt bzw. die kinematische Nichtlinearita¨t. Der
Duffing-Effekt ist bei dieser Zelle dominierend. Die experimentell erhaltene Verschiebung
von +3.2 % besta¨tigt die rechnerische Vorhersage.
7.3.5 Bewertung der Ergebnisse
Die Hebelmechanismen u¨berzeugen von ihrer Fa¨higkeit zur Generierung hoher statischer
Kraftwirkungen. U¨bersetzungen von 10 : 1 sind realistisch und ermo¨glichen auch bei Re-
sonatoren oberhalb 10 kHz noch relative Frequenzverschiebungen von bis zu 20 %. Aus
der Erfassung nichtlinearer Effekte wird allerdings ebenfalls deutlich, daß sich Hebelme-
chanismen weniger fu¨r Resonatoren großer Amplitude eignen als die Krafterzeugung ohne
Hebelunterstu¨tzung. Sie entfalten ihren Nutzen bei den ho¨herfrequenten Anwendungen
mit Resonanzamplituden unter 1. . . 3 µm.
Das vorgestellte Array demonstriert einen betra¨chtlichen Bedarf an aktiver Chipfla¨che
von 2× 9 mm2 ohne die Bondpads, der offenbar fu¨r die U¨berdeckung des Frequenzbe-
reiches von 1. . . 10 kHz unumga¨nglich ist. Er steht einer preisgu¨nstigen großtechnischen
Fertigung ebenso wie einer massearmen Geha¨usegestaltung im Wege. Mit ho¨herer Ab-
stimmspannung kann allerdings die Zahl der Zellen im Array verringert werden.
Im Hinblick auf den Chipfla¨chenbedarf scheinen Arrayanordnungen interessant, die
alternativ als einfache Zungenarrays realisiert werden und direkt elektrostatisch abge-
stimmt werden (s. Abschnitt 6.6.1). Ihre Arbeitsfrequenzen liegen im Bereich der akusti-
schen Schallemission bei einigen 10. . . 100 kHz. Die Amplituden sind in diesem Bereich so
gering, daß Nichtlinearita¨ten fu¨r das Sensorverhalten nicht ins Gewicht fallen sollten.
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Kapitel 8
Zusammenfassung
Die Arbeit behandelt den Entwurf von Grundstrukturen fu¨r frequenzselektive Vibrations-
sensoren, deren Selektivita¨t durch ihre Resonanzu¨berho¨hung erreicht wird. Im Unterschied
zu bisherigen Arbeiten ist die Resonanzfrequenz durch eine Steuerspannung auf die zu
messende Spektrallinie oder den Spektralbereich abstimmbar. Die Strukturen wurden zur
Umsetzung mit Hilfe bekannter mikromechanischer Oberfla¨chentechnologien entworfen
und Testmuster in SCREAM-Technologie gefertigt.
Die frequenzselektive Arbeitsweise verfolgt den Zweck, das Nutzsignal, welches eine In-
formation u¨ber den Verschleißzustand eines Maschinenbauteils tra¨gt, aus der Menge der
u¨berlagerten Sto¨rsignale bereits im Sensor herauszufiltern. Dabei ist die Resonanzgu¨te des
sensorinternen Resonators der entscheidende Parameter. Bei ihrer Festlegung ist ein Kom-
promiß zwischen mo¨glichst guter Selektivita¨t einerseits und einer kurzen Einschwingzeit
andererseits zu finden. Fu¨r die Ermittlung der Selektionswirkung, d. h. die Verbesserung
des Sto¨rabstandes in Abha¨ngigkeit von der Resonanzgu¨te, wurden unter Voraussetzung
einer Sto¨rsignalverteilung mit dem Charakter des weißen Rauschens Nomogramme er-
stellt. Hauptmotiv fu¨r eine kurze Einschwingzeit ist beim frequenzselektiven Sensor nicht
die Abbildungstreue gegenu¨ber der Hu¨llkurve des Nutzsignals, sondern die mo¨gliche Ge-
schwindigkeit von Durchstimmvorga¨ngen (
”
scannende“ Betriebsart), die fu¨r einige Appli-
kationen notwendig sind.
Schwerpunkt der Arbeit ist die Analyse des Großsignalverhaltens des Sensors mit Blick
auf nichtlineare mechanische Schwingungen im Resonator. Im Gegensatz zu elektroni-
schen Filtersystemen, bei denen sich Eingangssignalamplituden praktisch beliebig skalie-
ren lassen, mu¨ssen die Vibrationssignale vom Sensor in ihrer Originalamplitude verarbeitet
werden. Nach der Resonanzversta¨rkung ergeben sich mitunter Resonanzamplituden, die
betra¨chtlich sind im Vergleich zu den typischen Strukturabmessungen der Oberfla¨chen-
mikromechanik. Daraus folgt, daß sich weder die Federelemente noch die Da¨mpfung des
Resonators linear verhalten. Meßfehler, die durch nichtlineare Resonatorschwingungen
entstehen, lassen sich durch nachtra¨gliche Kennlinienkorrekturen nicht eliminieren.
Insbesondere bringen die zwei diskutierten Verfahren der Resonanzabstimmung Nicht-
linearita¨ten in die Federelemente ein. Das Verfahren des spannungsgesteuerten Stress-
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Stiffening erfordert eine Aufha¨ngung des Resonators, deren unvermeidliche Steifigkeit in
einer Duffing-Charakteristik resultiert. Diese Charakteristik wird in ihren Auswirkungen
auf die Sensoreigenschaften umfassend behandelt und quantitative Zusammenha¨nge zwi-
schen Steifigkeitsparametern und Meßfehlern in Form von Nomogrammen abgeleitet. Fu¨r
das Einsetzen des instabilen Schwingverhaltens (
”
U¨berkippen“ der Resonanzkurve) la¨ßt
sich eine kritische Resonanzgu¨te oder Bandbreite berechnen, die nicht u¨ber- bzw. unter-
schritten werden darf. A¨hnliche Effekte wie das Duffing-Verhalten – sogenannte kinema-
tische Nichtlinearita¨ten – ruft die Eigenmasse von Zugsystemen hervor, die fu¨r Stress-
Stiffening notwendig sind. Nichtlinearita¨ten ho¨herer Ordnung, wie sie durch elektrosta-
tische Feldwirkungen oder nichtkonstante Da¨mpfungsfunktionen hervorgerufen werden,
lassen sich gut durch numerische Analyse des Ein-Freiheitsgrad-Schwingers charakterisie-
ren.
Nach einer U¨bersicht u¨ber die Hauptvertreter der Oberfla¨chentechnologien werden die
darin u¨blichen kapazitiven Prinzipien und Funktionselemente auf ihre Verwendbarkeit zur
Signaldetektion und Frequenzabstimmung untersucht. Die direkte elektrostatische Fre-
quenzabstimmung beruht auf einem linearen Kraft-Weg-Zusammenhang der elektrosta-
tischen Kraft mit spannungssteuerbarem Anstieg. Es stellt sich heraus, daß die meisten
Prinzipien zwar fu¨r Kleinsignalanwendungen geeignet sind, wegen ihrer drastisch nicht-
linearen Kennlinien jedoch bei Schwingamplituden im Mikrometerbereich versagen. In
opferschichtlosen Technologien sind wegen des RIE-lag auch keine naturgema¨ß linearen
Kammsysteme intgrierbar. Daher wurden sogenannte Kurvenkammsysteme als neuarti-
ges Funktionselement entwickelt, die gegen die Artefakte der Technologie weniger anfa¨llig
sind. Sie erfordern allerdings eine hohe Prozeßstabilita¨t mit Profilschwankungen unter
100 nm. Kurvenkammsysteme bilden lineare Kennlinen durch optimierte Superposition
nichtlinearer Einzelkennlinien und lassen sich sowohl fu¨r Detektionskapazita¨ten als auch
fu¨r Abstimmkapazita¨ten entwickeln. Erste durchgefu¨hrte Tests mit Resonanzamplituden
bis 10 µm zeigen Linearita¨tsabweichungen von wenigen Prozent, die die Funktionsfa¨hig-
keit des Linearisierungsverfahrens besta¨tigen, fu¨r Sensoren hoher Qualita¨t allerdings noch
nicht ausreichend sind. Weitere Entwurfsiterationen sollten nicht unter den natu¨rlicher-
weise wechselnden Laborbedingungen gefertigt werden, sondern einen Herstellungsprozeß
mit absolvierter Einlaufphase benutzen. Nur so kann abgescha¨tzt werden, ob Kurven-
kammsysteme fu¨r die Serienfertigung von Vibrationssensoren tauglich sind.
Das spannungsgesteuerte Stress-Stiffening basiert auf einer konstanten elektrostati-
schen Kraft, die auf die Federba¨nder des Resonators als Normalkraft u¨bertragen wird
und zu einer Verstimmung seiner Resonanzfrequenz fu¨hrt. Zur zusa¨tzlichen Vervielfa-
chung der Kraft eignen sich Hebelmechanismen mit U¨bersetzungen bis etwa 10 : 1. So-
wohl der Duffing-Effekt als auch die kinematische Nichtlinearita¨t treten bei Systemen mit
Hebelunterstu¨tzung sto¨rend hervor. Hebelmechanismen sind daher dort anzuwenden, wo
es auf besonders hohe Normalkraft ankommt und Resonanzamplituden von weniger als
etwa 3 µm auftreten. Diese Bedingungen sind im Frequenzbereich von einigen Kilohertz
gegeben. Die Funktionsfa¨higkeit von Varianten ohne und mit Hebelunterstu¨tzung wurde
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experimentell demonstriert.
Sowohl fu¨r die direkte elektrostatische Abstimmung als auch fu¨r Stress-Stiffening gilt,
daß nichtlineare Schwingungen umso deutlicher in Erscheinung treten, je wirkungsvoller
die Abstimmfunktion dimensioniert wird. Folglich sind die mo¨glichen Abstimmintervalle
begrenzt. Die Entwicklung zielt auf Arraystrukturen, in denen jede Zelle mit schmale-
rem Abstimmintervall einen begrenzten Frequenzbereich abdeckt, das Array in seiner
Gesamtheit jedoch einen attraktiv breiten Bereich anbietet. Eine solche Arraystruktur
wurde unter Anwendung des hebelunterstu¨tzten Stress-Stiffening fu¨r den Gesamtbereich
von 1. . . 10 kHz entworfen. Gleichzeitig werden durch solche Arraystrukturen die notwen-
digen Abstimmspannungen herabgesetzt. Stehen in einemMeßsystem Betriebsspannungen
bis etwa 30 V zur Verfu¨gung, so sind bereits beachtliche Frequenzbereiche lu¨ckenlos zu
erfassen.
Sehr vielversprechend fu¨r weitere Entwicklungsarbeiten zu abstimmbaren Sensorarrays
ist das Vordringen in ho¨here Frequenzbereiche bis zu 500 kHz. Ein Resonator besteht hier
nur noch aus einer Einzelzunge, die zwischen zwei Elektroden schwingt. Dadurch lassen
sich sehr viele Resonatoren auf geringer Chipfla¨che integrieren. Aufgrund der sehr kleinen
Amplituden in diesem Frequenzbereich sollten nichtlineare Effekte eine untergeordnete
Rolle spielen.
Der Betrieb der Sensoren, ob als Einzelzelle oder als Arraystruktur, erfordert die
Integration der mikromechanischen Komponente in ein Mikrosystem mit intelligentem
Sensormanagement. Neben den in dieser Arbeit untersuchten Nichtlinearita¨ten sind eine
Reihe weiterer Effekte zu erwarten, mit denen der Anwender nicht belastet werden sollte.
Dazu geho¨ren vor allem technologische Streuungen und Temperaturabha¨ngigkeiten der
Abstimmkennlinien, die noch zu charakterisieren und im Mikrosystem durch gespeicherte
Kalibrierdaten und entsprechende Algorithmen zu korrigieren sind.
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Anhang A
Numerische Berechnung
nichtlinearer Schwingungen in
MATLAB/SIMULINK
Das folgende MATLAB-Script steuert die numerische Berechnung des Amplitudenganges
eines nichtlinearen Schwingers. Der Schwinger einschließlich seiner Erregerfunktion muß
als ODE-Funktion (s. u.) oder als SIMULINK-Modell (s. Abschnitte 4.2.4, 4.3 und 4.4)
definiert sein. Vom MATLAB-Script werden folgende Funktionen ausgefu¨hrt:
• Belegung aller beno¨tigten Parameter,
• wiederholter Aufruf des Modells in einer inneren Schleife mit schrittweise erho¨hter
bzw. erniedrigter Erregerfrequenz und jeweils Berechnung eines vollsta¨ndigen Ein-
schwingvorganges,
• Berechnung von Spitzenwert, RMS-Wert sowie Amplitude und Phase der ersten
Harmonischen der nichtlinearen Resonatorschwingung; Speicherung in Vektoren,
• Aufnahme mehrerer Kurven mit einem variierenden Parameter – im Beispiel die
Erregeramplitude – durch eine a¨ußere Schleife,
• graphische Darstellung.
Es wird das Beispiel der nichtlinearen Ru¨ckstellkraft ho¨herer Ordnung aus Abschnitt 4.2.4
gezeigt. Werden andere Modelle eingebunden, so mu¨ssen der Parametersatz und der ODE-
bzw. SIMULINK-Funktionsaufruf entsprechend angepaßt werden.
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% =====================================================================
% Testerregung eines nichtlinearen Schwingers mit Frequenzdurchstimmung
% in MATLAB/SIMULINK V. 6
% ------------- Beispiel: Nichtlineare Rueckstellkraft ----------------
% =====================================================================
% --- Definition der Parameter, auf die im Modell zugegriffen wird
% ----------------------------------------------------------------
% --- Modellparameter
global theta k0 m xF Frest ap fexc i j % notwendig fuer ODE-Funktion
f0 = 1; % Eigenfrequenz (lin. System)
theta = 0.05; % Daempfungsmass
xmax = 5; % max. Resonatoramplitude
n = 100; % Anzahl der Stuetzstellen fuer
% nichtlin. Kraft-Weg-Funktion
dxF = 2*xmax/n; % Stuetzstellenabstand
xF = [ -xmax : dxF : xmax ]’; % Stuetzstellen (x-Werte)
k = (xF.^2-0.2)./(2*xF.^4+1) + 1.2; % differ. Federsteifigkeit k(x)
% (Funktion hier willkuerlich)
k0 = k(n/2+1); % k(x=0)
m = k0/(2*pi*f0)^2; % Resonatormasse
Frest = zeros(n+1,1); % Federkraftfunktion durch
for i=2:n+1 % Integration der differentiellen
Frest(i) = Frest(i-1) + k(i)*dxF; % Steifigkeit ueber x
end
Frest = Frest - Frest(n/2+1);
% --- Erregungsparameter
ap = [ xmax/10: xmax/10 : xmax ]*2*theta*(2*pi*f0)^2;
% Spitzenbeschleunigungen
% (=Kurvenparameter)
fexc = [ 0.5:0.025:0.975 1.0:0.01:1.2 1.225:0.025:1.5 ];
% Erregerfrequenzen
fexc = [ fexc fliplr(fexc) ]; % Erweiterung um Ruecklauf
fexc = fexc’;
% --- Erregungsfunktion als Stringvariable (notw. fuer SIM-Befehl)
aexc = ’ ap(j)*sin(2*pi*fexc(i)*t) ’;
% --- Schleifeninitialisierung
% ----------------------------
nstep = length(fexc) % Anzahl der Frequenzschritte
nparam = length(ap) % Anzahl der Kurven
cycles = 2*ceil(1/(2*theta)); % Perioden pro Frequenzschritt
% (mindestens Einschwingzeit!)
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xic = 0; % Anfangsbedingung Weg x0
vic = 0; % Anfangsbedingung Geschwind. v0
% Auf ’xic’ und ’vic’ wird von den Integratoren des SIMULINK-Modells
% zugegriffen.
ppp = 100; % Ausgabezeitpunkte pro Periode
xcol = 1; % x-Spalte des ’simout’-Arrays
vcol = 2; % v-Spalte des ’simout’-Arrays
% Im Vektor ’simout’ (s.u.) gibt das Modell die Resonatorschwingung des
% gesamten Einschwingvorganges zurueck (=Ausgangsports ’x_r’ und v_r’).
useode = 0; % 0 - verwende SIMULINK-Modell
% 1 - verwende ODE-Funktion
% --- Vektoren zur Speicherung des Amplituden- und Phasenganges
xp = zeros(nstep,nparam); % Spitzenwerte
xp1 = zeros(nstep,nparam); % Spitzenwerte 1. Harmonische
phi1 = zeros(nstep,nparam); % Phasen 1. Harmonische
xrms = zeros(nstep,nparam); % RMS-Werte
% --- Schleife mit Modellaufruf
% -----------------------------
for j=1:nparam % Parameter-Schleife
for i=1:nstep % Frequenz-Schleife
disp([ ap(j) fexc(i) ]) % Fortschrittsanzeige
Tsim = cycles/fexc(i); % Gesamtzeit pro Frequenzschritt
dtout = 1/(ppp*fexc(i)); % Abstand der Ausgabezeitpunkte
dtsolv = dtout; % Max. Solver-Zeitschritt
Tvec = [ 0 : dtout : Tsim ]; % Ausgabezeitpunkte
if useode==0
% --- SIMULINK-Modellaufruf
OPTIONS = simset(’Solver’,’ode45’, ...
’Reltol’,1e-3, ...
’MaxStep’,dtsolv, ...
’InitialStep’,dtsolv/10 );
[t,temp,simout] = sim(’nonlinear_restoring’,Tvec,OPTIONS,aexc);
% Ruft das SIMULINK-Modell ’nonlinear_restoring.mdl’ auf.
else
% --- Alternative: ODE-Funktion
OPTIONS = odeset(’Reltol’,1e-3, ...
’MaxStep’,dtsolv, ...
’InitialStep’,dtsolv/10 );
[t,simout] = ode45( ’nonlinear_restoring’, Tvec, [xic vic], ...
OPTIONS );
% Ruft die ODE-Funktion ’nonlinear_restoring.m’ auf.
end
% --- Auswertung und Speicherung
outlen = length(t); % Anzahl der Ausgabezeitpunkte
lastcyc = simout(outlen-ppp+1:outlen,xcol); % x(t) letzte Periode
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% --- Spitzenwert
xp(i,j) = ( max(lastcyc) - min(lastcyc) ) / 2;
% --- Amplitude und Phase der 1. Harmonischen durch FFT
fftvect = fft(lastcyc)*2/ppp;
xp1(i,j) = abs(fftvect(2));
phi1(i,j) = angle( fftvect(2) )*180/pi + 90;
% --- RMS-Wert
xrms(i,j) = sqrt( sum(lastcyc.^2)/ppp );
% --- Endwerte als Anfangsbedingungen fuer naechsten Frequenzschritt
% sichern
xic = simout(outlen,xcol);
vic = simout(outlen,vcol);
end
% --- Ergebnisse in Datei ’rescurves.mat’ speichern
save rescurves fexc xp xp1 phi1 xrms
end
% --- Diagramm
% ------------
figure(1)
clf
subplot(2,1,1)
hold on
plot(fexc, xp, ’.’)
plot(fexc, xp1, ’-’)
xlabel(’Frequenz’)
ylabel(’Amplitude’)
subplot(2,1,2)
plot(fexc, phi1, ’-’)
xlabel(’Frequenz’)
ylabel(’Phasenwinkel’)
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ODE-Funktion ’nonlinear_restoring.m’:
function dxdt = nonlinear_restoring(t,x);
% =====================================================================
% Differentialgleichung mit nichtlinearer Rueckstellkraft und
% Sinuserregung.
% Die Rueckstellkraft F_restoring(x) wird aus dem Look-up-Table ’Frest’
% durch lineare Interpolation an der Stelle x gewonnen.
% =====================================================================
global theta k0 m xF Frest ap fexc i j
w0 = sqrt(k0/m); % omega0
% --- Differentialgleichung 2. Ordnung umgeformt in System 1. Ordnung
dxdt = [ x(2)
-2*theta*w0*x(2) - interp1(xF,Frest,x(1))/m ...
- ap(j)*sin(2*pi*fexc(i)*t)
];
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Anhang B
Empfindlichkeit und Resonanzfre-
quenz des Balkenschwingers
Beschreibung der Balkenschwingung durch Eigenmoden:
Es ist die kapazitive Empfindlichkeit eines einseitig fest eingespannten Balkens mit la¨ngs-
seitigen Gegenelektroden (Abbildung B.1) gegenu¨ber seiner mechanischen Schwingampli-
tude zu bestimmen, sowie dessen Resonanzfrequenz, wenn an die Gegenelektroden Gleich-
spannungen U1 und U2 angelegt werden. Der Balken bildet ein elastisches Kontinuum, des-
sen dynamisches Kleinsignalverhalten sehr gut mit Hilfe seiner Eigenmoden beschrieben
werden kann. Inhomogen u¨ber dem Balken verteilte dynamische Lasten ko¨nnen zwar je
nach Verteilung die Moden unterschiedlich anregen, die Eigenformen bleiben jedoch trotz
der Inhomogenita¨t weitgehend unvera¨ndert. Die kapazitive Empfindlichkeit unterteilt sich
in je einen Koeffizienten SC,i je Mode i (i = 1 . . .∞). Ebenso wirkt das elektrostatische
Feld mit je einer modalen Steifigkeit kel,i auf die Resonanzfrequenz jeder Mode. Die un-
verstimmte Eigenfrequenz in der i-ten Mode errechnet sich nach [37] aus
ωi =
(ξilS)
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Abbildung B.1: Einseitig eingespannter Balken zwischen zwei Gegenelektroden
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die zugeho¨rige Eigenform aus
Xi(y) = Ai cosh ξiy + Bi sinh ξiy + Ci cos ξiy + Di sin ξiy . (B.2)
Die linear u¨berlagerten Schwingungen in den Moden fu¨hren zur Gesamtschwingung des
Balkens (→
”
Modale Superposition“):
x(y, t) = xstat(y) +
∞∑
i=1
Xi(y) sin(ωit+ ϕi) . (B.3)
xstat(y) ist die statische Deformation des Balkens, die gegebenenfalls durch eine statische
Last entsteht. Sie entspricht z. B. dem Arbeitspunkt, in den der Balken bei unsymme-
trischer Elektrodenansteuerung durch das elektrostatische Feld ausgelenkt wird. Die mo-
dalen Schwingungen werden hier als Kleinsignalschwingungen um diesen Arbeitspunkt
behandelt. Fu¨r die ersten drei Schwingmoden betragen nach [37]
ξ1 = 1.875/lS , ξ2 = 4.694/lS , ξ3 = 7.855/lS .
Mit den Randbedingungen der einseitigen Einspannung
Xi(0) = 0 , X
′
i(0) = 0 , X
′′
i (lS) = 0 , X
′′′
i (lS) = 0
und den Ableitungen von (B.2) nach y
X ′i(y) = ξi(Ai sinh ξiy +Bi cosh ξiy − Ci sin ξiy +Di cos ξiy) , (B.4)
X ′′i (y) = ξ
2
i (Ai cosh ξiy +Bi sinh ξiy − Ci cos ξiy −Di sin ξiy) , (B.5)
X ′′′i (y) = ξ
3
i (Ai sinh ξiy +Bi cosh ξiy + Ci sin ξiy −Di cos ξiy) , (B.6)
lassen sich die vier noch unbekannten Koeffizienten auf einen zuru¨ckfu¨hren:
Bi = −riAi , Ci = −Ai , Di = riAi mit ri = cosh ξilS + cos ξilS
sinh ξilS + sin ξilS
,
Xi(y) = Ai(cosh ξiy − ri sinh ξiy − cos ξiy + ri sin ξiy) . (B.7)
Der Koeffizient Ai ergibt sich aus der Amplitude der i-ten Mode an einem beliebig gewa¨hl-
ten Bezugspunkt y (Keinen Schwingungsknoten wa¨hlen!). Hier wird zweckma¨ßig die Am-
plitude Xi(y = lS) = Xl,i am Balkenende gewa¨hlt, womit
Ai = Xl,i / (cosh ξilS − ri sinh ξilS − cos ξilS + ri sin ξilS) (B.8)
wird. Durch Einsetzen von (B.7) und (B.8) in (B.3) ergibt sich schließlich
x(y, t) = xstat(y) +
∞∑
i=1
cosh ξiy − ri sinh ξiy − cos ξiy + ri sin ξiy
cosh ξilS − ri sinh ξilS − cos ξilS + ri sin ξilS xl,i(t) (B.9)
mit xl,i(t) = Xl,i sin(ωit+ ϕi) . (B.10)
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Kapazitive Empfindlichkeiten:
Aus der Deformation des Balkens (B.9) ko¨nnen nun unmittelbar die Kapazita¨t zur Gegen-
elektrode sowie deren Ableitungen nach xl,i berechnet werden. Unter der Voraussetzung,
daß der lokale Neigungswinkel des Balkens gegenu¨ber der Gegenelektrode klein bleibt,
also x′(y, t)  1, dienen die la¨ngenspezifischen Kapazita¨ten und Kapazita¨tsableitungen
C˜(x), C˜x(x) und C˜xx(x) als Berechnungsgrundlage:
C[xl,1(t), xl,2(t), . . . ] =
y2∫
y1
C˜{x[xstat(y), x1(xl,1, y), x2(xl,2, y), . . . ] } dy (B.11)
∂C
∂xl,i
=
y2∫
y1
∂C˜
∂xl,i
dy =
y2∫
y1
∂C˜
∂x
∂x
∂xl,i
dy =
y2∫
y1
C˜x[x(y, t)]
∂x
∂xl,i
dy (B.12)
∂2C
∂x2l,i
=
y2∫
y1
∂2C˜
∂x2l,i
dy =
y2∫
y1
∂2C˜
∂x2
(
∂x
∂xl,i
)2
dy =
y2∫
y1
C˜xx[x(y, t)]
(
∂x
∂xl,i
)2
dy (B.13)
mit
∂x
∂xl,i
=
cosh ξiy − ri sinh ξiy − cos ξiy + ri sin ξiy
cosh ξilS − ri sinh ξilS − cos ξilS + ri sin ξilS . (B.14)
Die Gro¨ßen C˜, C˜x und C˜xx werden entsprechend Kapitel 6.2, Abbildung 6.4 als Kennlini-
en der einseitigen Elektrodenpaarung eingesetzt und die bestimmten Integrale numerisch
gelo¨st. Wird nur eine Elektrode ausgewertet bzw. angesteuert, so ist die kapazitive Emp-
findlichkeit identisch mit (B.12), d. h. SC,i = ∂C/∂xl,i. Sie wird neben dem Luftspalt durch
die Elektrodenausdehnung la¨ngs des Balkens bestimmt und ist dann besonders hoch, wenn
sich die Elektrode auf den Bereich eines bzw. mehrerer gleichphasiger Schwingungsba¨uche
der Mode i begrenzt.
Der Wert SC,i stellt gleichzeitig ein Maß fu¨r die elektrostatische Kraftkopplung zur
jeweiligen Mode dar. Ist SC,i groß, so la¨ßt sich die Mode i durch ein Wechselsignal an der
Elektrode anregen. Umgekehrt bedeutet sehr kleines oder verschwindendes SC,i, daß die
elektrische Erregung dieser Mode unmo¨glich ist.
Fu¨r den Betrieb der symmetrischen Elektroden als Differential-Kapazita¨t ergeben sich
die kapazitiven Empfindlichkeiten gegenu¨ber den modalen Elongationen am Balkenende
aus
SC,i,differential(xl,1, xl,2, . . .) =
∂C1
∂xl,i
− ∂C2
∂xl,i
. (B.15)
Der Ru¨ckschluß auf die Kraftkopplung ist in diesem Fall nicht zula¨ssig, kann jedoch u¨ber
die Summe beider Terme anstelle der Differenz erfolgen.
Infolge der nichtlinearen Abha¨ngigkeit der Gro¨ßen C˜, C˜x und C˜xx von x sind die Ei-
genmoden in SC,i untereinander gekoppelt, d. h. die Empfindlichkeit gegenu¨ber der Elon-
gation einer Mode i ist abha¨ngig von der momentanen Elongation einer anderen Mode
j. Das gleiche gilt fu¨r die modalen elektrostatischen Steifigkeiten kel,i, die im folgenden
noch zu berechnen sind. Allerdings sind die Amplituden der Moden i ≥ 2 im Vergleich
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zum Luftspalt bG gewo¨hnlich so gering, daß ihr Einfluß untereinander und auf SC,1 ver-
nachla¨ssigt werden kann. Der Einfluß von Mode 1 auf SC,2, SC,3 usw. kann dagegen wegen
ihrer oftmals großen Amplitude betra¨chtlich sein.
Verstimmung der Eigenfrequenzen:
Zur Berechnung der Resonanzfrequenzen unter dem Einfluß der elektrostatischen Kra¨fte
werden die im deformierten Balken und im elektrischen System gespeicherten potentiellen
Energien herangezogen. Die modalen Steifigkeiten, wiederum bezogen auf das Balkenende
y = lS, ergeben sich aus der Summe der zweiten Ableitungen der Energien nach den
Koordinaten xl,i:
kl,i =
∂2Wpot
∂x2l,i
=
∂2WB
∂x2l,i
+
∂2Wel
∂x2l,i
= kB,i + kel,i . (B.16)
Die mechanische Verformungsenergie des Balkens wird wie folgt ermittelt:
WB =
1
2
∫
(VS)
σε dVS =
E
2
∫
(VS)
ε2 dVS =
E
2
∫
(lS)
∫
(AS)
(
q
%z
)2
dAS dy
=
EhS
2
lS∫
0
+
bS
2∫
− bS
2
q2 [x′′(y, t)]2 dq dy =
Eb3ShS
24
lS∫
0
[x′′(y, t)]2 dy . (B.17)
b S
qρz
x
y
ρz x ' ' ( y )
1E I z z
M= ≈
M
M +dM
dy
Abbildung B.2: Gro¨ßen am gebogenen Balkenelement
Fu¨r x′′(y, t) ist (B.9) zweimal nach y abzuleiten und in das Integral einzusetzen. Leitet
man den entstandenen Ausdruck wiederum zweimal nach xl,i ab, so erha¨lt man die modale
mechanische Steifigkeit der Mode i bezogen auf y = lS
kB,i =
∂2WB
∂x2l,i
=
Eb3ShS
12
lS∫
0
(
ξ2i
cosh ξiy − ri sinh ξiy + cos ξiy − ri sin ξiy
cosh ξilS − ri sinh ξilS − cos ξilS + ri sin ξilS
)2
dy . (B.18)
Um die elektrostatische Steifigkeit zu gewinnen, muß die Energie des elektrischen Ge-
samtsystems betrachtet werden, welches aus der Spannungsquelle und der Kapazita¨t des
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= U
dQ
C +dCW el,U W el,C
gespeicherte
Energie:
gespeicherte
Energie:
Abbildung B.3: Elektrisches Gesamtsystem
Elektrodensystems besteht (Abbildung B.3). Vergro¨ßert sich infolge einer Balkendeforma-
tion die Kapazita¨t, so wird fu¨r deren Nachladung der Spannungsquelle Energie entzogen.
Die Energiea¨nderung in der Kapazita¨t betra¨gt bei U = const.
dWel,C =
1
2
U2 dC , (B.19)
die Energiea¨nderung in der Spannungsquelle
dWel,U = −U dQ = −U2 dC , (B.20)
und dementsprechend die Energiea¨nderung im System
dWel = dWel,C + dWel,U = −1
2
U2 dC . (B.21)
Das negative Vorzeichen besagt, daß das elektrische System bei einer Kapazita¨tserho¨hung
(= Spaltverringerung) Arbeit am mechanischen System verrichtet. Werden nun beide
Teilkapazita¨ten C1 und C2 einbezogen und diese als Funktionen der modalen Elongationen
xl,i dargestellt, so ergibt sich die elektrostatische Steifigkeit fu¨r die Mode i bezogen auf
y = lS aus
kel,i =
∂2Wel
∂x2l,i
= −U
2
1
2
∂2C1
∂x2l,i
− U
2
2
2
∂2C2
∂x2l,i
, (B.22)
worin die Terme ∂2C1/∂x
2
l,i und ∂
2C2/∂x
2
l,i gema¨ß (B.13) einzusetzen sind.
Aus den Steifigkeiten und der unverstimmten Eigenfrequenz ωi nach (B.1) kann schließ-
lich die elektrostatisch verstimmte Resonanzfrequenz der Mode i berechnet werden:
ωi,verstimmt = ωi
√√√√1 + kel,i
kB,i
. (B.23)
Weiterhin la¨ßt sich eine Ersatzmasse
ml,i =
kB,i
ω2i
(B.24)
fu¨r jede Mode angeben, die so zu verstehen ist, als wa¨re die gesamte Masse in einer Punkt-
masse am Balkenende konzentriert. Durch ml,i, kB,i und kel,i wird jede Mode des Balkens
ersatzweise als Feder-Masse-Schwinger mit konzentrierten Parametern repra¨sentiert.
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Verifikation durch Vergleich mit einem FEM-Modell:
Die Gu¨ltigkeit der analytischen Rechnung wird anhand einer Finite-Elemente-Rechnung
gepru¨ft. Das FEM-Programm ANSYS/Multiphysics bietet zur Simulation kapazitiver
elektromechanischer Systeme einen speziellen Elementtyp an, das sogenannte Transducer-
Element TRANS126. Dieses Element berechnet die elektrostatische Wechselwirkung zwi-
schen zwei Elektrodenknoten aus einer vorzugebenden Kapazita¨ts-Abstands-Funktion.
Seine interne Formulierung erlaubt es, in einer pre-stressed Modal- oder harmonischen
Analyse die elektrostatische Steifigkeit zu beru¨cksichtigen und so die Frequenzverschie-
bungen festzustellen. Ebenso ko¨nnen bewegungsinduzierte kapazitive Umladestro¨me sehr
unkompliziert extrahiert und daraus die kapazitiven Empfindlichkeiten errechnet werden.
Na¨here Details u¨ber die Anwendung und Funktionsweise findet man in [29] und [30]. Das
FEM-Modell des Balkens ist in Abbildung B.4 zu sehen.
Als kapazitive Elementarfunktion wird das homogene Feld zwischen na¨herungswei-
se parallelen Elektrodenfla¨chen benutzt. Inhomogene Randfelder werden vernachla¨ssigt.
Damit sind
C˜1 =
ε0hS
bG − x(y) , C˜x1 =
ε0hS
[bG − x(y)]2 , C˜xx1 =
2ε0hS
[bG − x(y)]3 ,
C˜2 =
ε0hS
bG + x(y)
, C˜x2 =
−ε0hS
[bG + x(y)]2
, C˜xx2 =
2ε0hS
[bG + x(y)]3
.
Die Gleichungen (B.12) und (B.13) werden mit diesen Vorgaben fu¨r die ersten drei Mo-
den numerisch integriert und aus (B.15) sowie (B.22) die Empfindlichkeiten und elektro-
statischen Steifigkeiten berechnet. Dieselbe Funktionalita¨t des parallelplattena¨hnlichen
Elektrodenpaares wird in die Transducer-Elemente des FEM-Modells eingepra¨gt.
Abbildung B.4: Finite-Elemente-Modell des Balkens unter Verwendung von Transducer-
Elementen TRANS126. Fu¨r die Darstellung wurde das Modell zur besseren
Sichtbarkeit mit anderen Dimensionen und geringerer Vernetzungsdichte ver-
sehen als fu¨r die Vergleichsrechnung.
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Als Elektrodenbeschaltung wird der symmetrische Fall U = U1 = −U2 gewa¨hlt. Damit
tritt keine statische Vorauslenkung des Balkens auf, so daß der Arbeitspunkt in der gera-
den Mittellage liegt. Die Modelldaten und Ergebisse fu¨r diesen Fall zeigt Tabelle B.1. Aus
den Werten fu¨r SC,i und ∆fi erkennt man, daß die analytische Lo¨sung durch die FEM-
Lo¨sung sehr pra¨zise besta¨tigt wird. Weiterhin fa¨llt auf, daß die Werte kel,i und ml,i fu¨r alle
Moden identisch sind. Dies ist ein Sonderfall, der durch die Wahl des Bezugspunktes am
Balkenende entsteht. Wird der Bezugspunkt an eine andere Position entlang des Balkens
gesetzt, unterscheiden sich diese Werte zwischen den Moden.
Tabelle B.1: Vergleich der analytischen Lo¨sung mit der FEM-Lo¨sung
Modelldaten: Balken: lS × bS × hS = 100 µm × 2 µm × 20 µm,
E = 169 GPa, % = 2329 kg/m3
Elektroden: bG = 3 µm, y1 = 0, y2 = lS (u¨ber gesamte Balkenla¨nge)
Mode 1 Mode 2 Mode 3
Analytische Lo¨sung:
SC,i,differential [F/m] 1.541·10−9 −8.537·10−10 5.007·10−10
kB,i [N/m] 6.964 273.53 2144.49
kel,i bei U = 100 V [N/m] −3.279 −3.279 −3.279
ml,i [kg] 2.329·10−12 2.329·10−12 2.329·10−12
fi bei U = 0 V [kHz] 275.21 1724.74 4829.35
fi bei U = 100 V [kHz] 200.19 1714.37 4825.65
∆fi [kHz] −75.02 −10.37 −3.70
FEM-Lo¨sung:
SC,i [F/m] 1.541·10−9 −8.553·10−10 5.026·10−10
fi bei U = 0 V [kHz] 275.23 1722.08 4810.06
fi bei U = 100 V [kHz] 200.29 1711.75 4806.40
∆fi [kHz] −74.94 −10.33 −3.66
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Thesen
1. Die Resonanzfrequenz von Resonatoren in Oberfla¨chenmikromechnik la¨ßt sich
spannungsgesteuert sowohl durch direkte elektrostatische Abstimmung als auch
durch das Verfahren des Stress-Stiffening abstimmen. Liegt die nichtabgestimmte
Eigenfrequenz des Resonators im Bereich von 1. . . 10 kHz, werden mit Abstimm-
spannungen von 30 V technisch nutzbare relative Frequenza¨nderungen bis etwa
30 % erreicht. Spannungen bis zum genannten Wert stehen in der Prozeßmeßtech-
nik u¨blicherweise als Betriebsspannungen zur Verfu¨gung.
2. Durch Arrayanordnungen abstimmbarer Sensorzellen lassen sich frequenzselektive
Vibrationssensoren mit attraktivem, lu¨ckenlos erfaßtem Frequenzbereich realisie-
ren. Dabei sind unter dem Aspekt des wirtschaftlichen Chipfla¨chenbedarfs ho¨here
Frequenzbereiche ab einigen Kilohertz, mit sehr einfachen Zungenstrukturen sogar
bis einige 100 kHz interessant. Niederfrequente Resonatoren ko¨nnen wegen ihrer
großen seismischen Massen nur in geringer Anzahl im Array integriert werden,
wenn exzessive Chipabmessungen vermieden werden sollen.
3. Die behandelten Mechanismen zur Frequenzabstimmung bringen Nichtlinearita¨ten
in die Resonanzcharakteristik der Feder-Masse-Schwinger ein. Bei der direkten
elektrostatischen Abstimmung wird der elastische Term der Schwingungsgleichung
nichtlinear. Die zur Abstimmung durch Stress-Stiffening notwendigen Zugsyste-
me bewirken mit ihrer Eigenmasse zusa¨tzlich eine kinematische Nichtlinearita¨t. Je
wirkungsvoller die Frequenzabstimmung dimensioniert wird, desto mehr fallen die
nichtlinearen Effekte ins Gewicht.
4. Das layoutabha¨ngige A¨tzverhalten von Trockena¨tzprozessen verhindert, daß u¨bliche
linear arbeitende Elektrodengeometrien mit opferschichtfreien Oberfla¨chentechno-
logien gefertigt werden ko¨nnen. Mit neuartigen kurvenfo¨rmig berandeten Elektro-
dengeometrien lassen sich die Artefakte der A¨tzprozesse jedoch umgehen und linea-
re Kennlinien entweder zur kapazitiven Signalwandlung oder zur elektrostatischen
Frequenzabstimmung realisieren. Linearita¨tsabweichungen von weniger als 1 % sind
realistisch. Die durch Kombination von Finite-Elemente-Berechnungen und Opti-
mierungsalgorithmen synthetisierten Funktionselemente bedingen allerdings sehr
geringe Formschwankungen von weniger als 100 nm, damit die Linearita¨tswerte
gehalten werden ko¨nnen.
5. Resonatoren mit Kurvenkammsystemen erfordern den Einbau in ein Vakuum-
geha¨use. Der Grund liegt in der Abha¨ngigkeit der U¨berlappungsfla¨che von der
Auslenkung. Diese fu¨hrt zu einer auslenkungsabha¨ngigen fluidischen Da¨mpfung
mit dem Ergebnis einer nichtlinearen Sensorkennlinie, wenn der Resonator in nicht-
evakuierter Umgebung betrieben wird.
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6. Hebelsysteme ko¨nnen bei der Resonanzabstimmung durch Stress-Stiffening zur Ver-
vielfachung elektrostatischer Kra¨fte mit einem Faktor bis mindestens 10 : 1 ein-
gesetzt werden. Sie sind jedoch hinsichtlich nichtlinearen Schwingverhaltens pro-
blematischer als Zugsysteme ohne Hebelunterstu¨tzung und daher nur fu¨r solche
Anwendungen geeignet, bei denen die erwarteten Resonanzamplituden weniger als
3 µm betragen.
7. Nichtlineares elastisches Verhalten und kinematische Nichtlinearita¨t begrenzen die
mo¨gliche Resonanzgu¨te des Vibrationssensors. Die Nichtlinearita¨ten fu¨hren zu ei-
ner unerwu¨nschten Abha¨ngigkeit der Resonanzfrequenz von der Resonanzampli-
tude. Damit verbundene Meßfehler steigen mit zunehmender Gu¨te stark an. Ins-
besondere kommt es oberhalb einer kritischen Resonanzgu¨te zu Instabilita¨ten und
Hystereseerscheinungen im Sensorverhalten, dem sogenannten
”
U¨berkippen“ des
Amplitudenganges im Resonanzbereich. Bei abstimmbaren Sensoren fu¨r Resonanz-
amplituden bis 10 µm ist die amplitudenabha¨ngige relative Resonanzverschiebung
nur schwer unter 1 % zu reduzieren. Die kritische Resonanzgu¨te liegt dafu¨r zwischen
100 und 200.
8. Sollen mit dem Vibrationssensor scharf definierte Spektrallinien im Spektrum erfaßt
werden, so ist eine sensorinterne Resonanzfrequenzkorrektur durch einen Mikro-
controller mit Kalibrierdatenspeicher erforderlich. Diese Korrektur muß techno-
logische und temperaturabha¨ngige Schwankungen der Abstimmkennlinie ausglei-
chen, so daß die Abweichung zwischen Resonanzfrequenz und Spektrallinie stets
wesentlich kleiner als die halbe Bandbreite des Sensors ist. Die Korrektur ist ins-
besondere deshalb wichtig, weil Vibrationssensoren in ihrem Anwendungsumfeld
oft Temperaturen bis 100◦C und mehr ausgesetzt sind. Fu¨r die Erfassung von sto-
chastischen Signalen mit breitbandigerem Charakter sind Resonanzfrequenzfehler
weniger kritisch.
9. Resonanzfrequenzabweichungen kann alternativ auch durch einen Betrieb des Sen-
sors im Durchstimmverfahren (
”
frequency sweep“) begegnet werden. Der sehr große
relative Amplitudenmeßfehler bei abweichender Frequenz wird dabei durch den
sehr viel kleineren relativen Frequenzfehler im Meßergebnis ersetzt. Das Verfahren
ist besonders bei nichtlinearer Resonanzcharakteristik, d. h. amplitudenabha¨ngiger
Resonanzfrequenz, von Interesse.
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10. Frequenzselektive Vibrationssensoren lassen sich in Oberfla¨chenmikromechanik nur
fu¨r Resonanzfrequenzen oberhalb etwa 1 kHz erfolgreich realisieren. Dafu¨r gibt
es drei Gru¨nde: Erstens ist die statische Auslenkung des Resonators durch die
Erdbeschleunigung (
”
Durchha¨ngen“) unterhalb dieser Grenze im Vergleich zu den
u¨blichen Strukturabmessungen nicht mehr klein. Zweitens wu¨rden die in diesem
Frequenzbereich zu erfassenden Schwingwege nach ihrer Resonanzversta¨rkung be-
reits zu Resonanzamplituden von mehreren 10 µm fu¨hren. Drittens u¨bersteigt die
Fla¨che der seismischen Masse den Wert von etwa 1 mm2, welcher bei Strukturtiefen
von 10. . . 20 µm technologisch und hinsichtlich Out-of-Plane-Schwingungen schwer
beherrschbar wird.
11. Die Einsatzchancen abstimmbarer resonanter Komponenten erho¨hen sich, wenn die
technologischen Strukturgrundmaße weiter verringert werden. Als Grundregel gilt:
Werden die Steg- und Grabenbreiten von derzeit 2 µm auf 1 µm reduziert und
gleichzeitig die Layoutabmessungen halbiert, so verdoppelt sich die Resonanzfre-
quenz, die erforderliche Abstimmspannung fu¨r gleiche relative Frequenza¨nderung
halbiert sich jedoch. Der Fla¨chenbedarf betra¨gt nur noch ein Viertel des vorherigen
Wertes.
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