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DFT – Density Functional Theory 
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Eint – Internal energy of a molecular ion 
ESI – ElectroSpray Ionization 
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GTO(s) – Gaussian-Type Orbitals 
HF – Hartree-Fock 
IRC – Intrinsic Reaction Coordinate 
MIKES – Mass-analyzed Ion Kinetic Energy Spectrometry 
MS – Mass Spectrometry 
MS/MS – tandem Mass Spectrometry 
MSn – multistage Mass Spectrometric experiment 
PEG – Poly(ethylene glycol) 
PES – Potential Energy Surface 
PTHF – Poly(tetrahydrofuran) 
qIT – Quadrupole Ion Trap instrument 
QqQ – Triple Quadrupole instrument 
QtoF – Quadrupole Time of Flight instrument 
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eV – electron volt (unit of energy: ~1.6 10-19 joules) 
K – kelvin (absolute temperature) 
m/z – mass to charge ratio (~“Da/e”) 
Th – thomson (1 m/z unit) 
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1.  Introduction. 
Mass Spectrometry plays a very important role in the elucidation of the structure of 
polymers and biopolymers: it yields highly sensitive, selective, specific and reliable data within 
a relatively short time. Compared to other commonly used analytical methods (e.g. 
chromatographic or spectroscopic), it measures not the average properties of a mixture of 
polymers but provides information on individual molecules instead. 
Among mass spectrometric methods, multistage techniques are of particular interest. Its 
simplest form is called tandem MS and includes three steps: in the first, ions are mass selected, 
they are then fragmented via excitation with one of several techniques and finally all the ions 
coming out of this process are separated and detected. This way useful structural information 
can be obtained, related e.g., in the polymer field, to the end-group distributions or to the 
sequence of the molecule (e.g. homo– or copolymers). The most widespread form of this 
technique involves excitation in collisions with an inert gas, the so-called Collision Induced 
Dissociation (CID) technique. The amount of accessible information with the latter technique, 
however, depends on our ability to generate a fast and efficient way to obtain and interpret 
mass spectra. Therefore, a detailed understanding of the chemical and physical processes 
involved in such an experimental setup is required.
The CID technique is expected to be efficient and generate structural information on a 
wide molecular mass range. It is well known that the degree of fragmentation available with 
this technique decreases as the molecular ion size is increased. However, the energy imparted 
into the molecule can be increased, up to a limit, by increasing the collision energy and/or by 
increasing the number of collisions. It was, indeed, noted that for singly charged ions CID 
becomes inefficient (does not produce abundant fragments), when the molecular size increases 
over 2-3000 Da. The need to extend the range of molecules that can be studied by tandem mass 
spectrometry is so critical that it inspired further research in excitation techniques, and led to 
the development of various other techniques. However, there is still little knowledge about the 
efficiency of the fragmentation processes taking place in the collision cell; even if, it is 
empirically known to be strongly connected to the voltage used to “excite” the molecular ions 
in the cell.  
The ionization step is crucial to obtain data from mass spectrometric experiments. As 
polymer compounds can be difficult to ionize efficiently by other techniques, an alternative 
9
consists in attaching a metal ion to the molecules to allow for their MS analysis. The 
coordination propensity of a compound with respect to such an adduct ion relates directly to the 
binding energy of the newly formed molecular ion, which is important in two aspects. First, the 
strength of this attachment allows for the molecular ions to survive the ionization process and 
to be detected. Second, in the case this attachment is sufficiently strong, decomposition of the 
metal ion will be more difficult than breaking some bonds within the polymer, which would 
allow a sufficient degree of fragmentation to ensure that informative tandem mass spectra are 
generated. 
To interpret tandem mass spectra usually requires first a detailed description of the 
fragmentation mechanism. Modelling techniques and especially application of the methods of 
quantum chemistry, accompanied by appropriate experiments can help describe these 
mechanisms. Theoretical methods can generally provide information on relatively simple 
molecules. Details earned from theoretical methods provide us with the necessary background 
to interpret tandem mass spectra not only of smaller molecules but also those of more complex 
analytes: understanding the fragmentation processes of oligomers indeed help in interpreting 
the spectra of polymers, copolymers or even mixtures of polymers. 
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2.  Aims. 
The aim of this thesis is to investigate how the size –mass or polymerization degree– 
affects the structures and various energetic quantities related to cationized oligomers. To this 
end, a combined experimental (using the tandem mass spectrometric technique) and theoretical 
approach (using quantum chemistry modelling) was used to study ionization and 
decomposition of poly(ethylene glycols), HO-(C2H4-O)n-H (PEG). Beside their great interest in 
the chemical industry and for pharmaceutical applications, PEGs are commercially easily 
available and well-characterized compounds. More interesting for our study is that the 
monomeric unit is made up of 3 “heavy” atoms only, allowing for extensive use of high-level 
modelling techniques extending to a large polymerization degree. 
Synthetic polymers are, nowadays, studied less often than proteins and peptides by 
mass spectrometric techniques. It is, however, shown in this work that for systematic studies 
such polymers are excellent model compounds both for practical and theoretical purposes. This 
observation and the results presented below suggest that following this idea may help 
disentangle various molecular properties through systematic studies as a function of the 
polymerization degree. 
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3.  Literature review. 
3. 1. Mass Spectrometry and the Collision Induced Dissociation 
technique. 
  Mass spectrometry is an analytic technique which allows accurate mass determination 
and structural as well as elemental composition elucidation of compounds using the deflection 
of ions by electromagnetic fields. After the molecular compound is ionized, it is transferred in 
gas phase (various ionization techniques are available, each suiting better for specific classes of 
compound or type of instrument used[1-11]). Using various electric and magnetic fields, either 
constant or time-dependent and possibly simultaneously, the mass spectrometer separates 
molecular ions of interest with respect to their mass to charge ratio. This technique applies in a 
relatively high vacuum (it may vary from 10-3 mbar down to 10-10 mbar for most mass 
analyzers). It is a widespread technique and is applied in various scientific fields from physics 
and astrophysics[12] across chemical[13-15], biological[16-17] and medical horizons[18-20]. 
In the fields of chemistry, biology and medicine, an important aspect of this tool is the tandem 
MS technique[21-25], which is also extensively used in this dissertation. Therefore, at first the 
necessary instrumentations are introduced, followed by a discussion on tandem MS 
experiments. 
3. 1. 1. Overview of the instrumentation. 
3. 1. 1. 1. Quadrupolar analyzers. 
Quadrupolar analyzers[26] use the stability of ion trajectories in time-varying electric 
fields to select or separate ions of different mass to charge ratios[27]. They are made up of four 
parallel rods, with either circular or ideally hyperbolic sections. The opposite electrodes are 
linked together and have therefore the same electric potential. They are distant by 2r0 and have 
an exact opposite electric potential compare to their direct neighbors (also linked together). The 
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potential applied results from the sum of a direct voltage U and a high-frequency voltage with 
amplitude V, which can be expressed in the following way[28]: 
0 ( ) cos( )t U V tφ ω= −
Thus, ions traveling through the analyzer will experience a time and space-dependent electric 
potential and their trajectories will follow the well-known Mathieu’s equations (initially 
derived to describe wave propagation in membranes[29]): 
( )
2
2 cos(2 ) . 0u u




+ − =  Eq.1 
where u corresponds to either x or y coordinate and au, qu and  are constants which depend, in 
this case, on the mass to charge ratio the voltage amplitudes and the geometry of the 
instrument. Based on this equation, one can draw a stability diagram which accounts for the 
forbidden values of au and qu which would lead the ions to have unstable trajectories and 
discharge themselves by collision with the rods. This case occurs when either x or y gets larger 
than r0 (distance of the rods from the axis of symmetry). The value of the constants U and V, 
therefore, determine the limit of the stability diagram for a given mass to charge ratio (see 
Figure 1). Similar stabily diagram can be drawn in the case of quadrupole ion traps (see page 
15). 
Figure 1: Stability diagram for ions in a quadrupolar analyzer. The stability domain corresponds to the 
area between the curves and the qu axis. The coordinates correspond to the mass-dependent parameters 
determined using Eq.1. When selecting the ions, the procedure consists in scanning the values of U and V 
but keeping the U/V ratio constant. This procedure makes the undesired ions to follow unstable trajectories 
ejecting them from the path to the detector. 
The idea when measuring masses of various compounds with these instruments consists in 
destabilizing all ions except those with a specific mass to charge ratio using adequate values for 
the potentials U and V. Scanning along a line with constant U/V ratio allows then for 
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successive detection of the different masses, as long as the line goes through the stability 
regions (as indicated on the diagram). Increasing the value of this ratio will increase the 
resolution in mass achieved (the slope is increased scanning closer to the edge of the stability 
diagrams). These instruments are, however, not suited for elemental analysis and are usually 
considered as low-resolution analyzers. They have a limited dynamic mass range of several 
thousands of Thomson -mass to charge ratio measurable- with an approximate resolution of 
3000 (mass to FWHM –Full Width at Half Maximum– ratio). Nevertheless, they are relatively 
inexpensive and were a great improvement compare to magnetic instruments in terms of: 
• Voltages used: about 5 to 150 Volts to be compared with the kilovolts regime. 
• Scanning speed (less than a millisecond for QqQ and about 100 ms  - mass-dependent - 
for magnetic sectors). 
• Reduced size (less than a meter to be compared with several meters for the whole 
instrument). 
• Transmission coefficient (ratio between the number of ions produced in the source and 
reaching the detector). 
The latter make these instruments particularly suitable for tandem MS experiments (intense 
signal even after collisional activation) and chromatographic coupling (owing to their scanning 
speed).  
3. 1. 1. 2. Time-of-Flight analyzers. 
On contrary to Quadrupole-type instruments, Time-of-Flight instruments[30] are high-
resolution instruments. Instead of scanning a mass range using electric fields to destabilize 
unwanted ions, the ToF instrument separates the ions based on their flight times (velocities). 
The first Time-of-Flight analyzer (ToF) was developed in the late 40’s by Cameron[30], partly 
to avoid the use of magnetic fields in the mass detection process. This analyzer initially 
consisted in accelerating all ions with a constant electric voltage in the first region of the 
instrument (knowing their charge state the kinetic energy is therefore fixed: 
2
2
mv zeV= ), and 
in letting them to travel a well-defined distance until they reach the detector. The previous 
experimental setup allows to derive a simple proportion between the m/z and the arrival time 
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= × . Therefore, by measuring the necessary time for this journey, 
an accurate m/z can be determined. 
  However, the resolution achieved was clearly diminished due to the initial spatial and 
velocity distributions of the ions entering the analyzer. A great improvement consisted thus in 
using a reflectron. The ions are first accelerated as described in the previous setup, but after a 
field free flight they enter a region where an electric field pointing oppositely to the initial one 
is applied. The latter slows down the ions and refocuses the beams by compensating for the 
initial space and velocity distribution width. Moreover the increased flight time (without loss of 
space –the ions are just reflected which does not require a larger instrument-), also participates 
to the instrument’s resolution increase by 2 orders of magnitude (Figure 2). 
Figure 2: Schematic of Time-of-Flight instrument using the reflectron technique. Ions are first accelerated 
to enter a field-free region. They are then deflected using the reflectron to reach the detector. The mass 
measurement is based on the time for the ions to reach the detector: the more massive the ions are, the 
longer it takes. 
  The Quadrupolar and the Time-of-Flight analyzers measure the ion masses either based 
on their trajectory stability with respect to an external electric field perturbation (quadrupoles) 
or by separating them based on their velocities (ToF). However, ions can also be identified 
based on the periodicity of their trajectories when submitted to magnetic fields or 3D electric 
trapping fields. 
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3. 1. 1. 2. Trapping storage devices: Paul trap instrument. 
  The quadrupole ion trap (or Quistor for quadrupole ion storage or Paul trap) was first 
described by Wolfgang Paul in the early 60’s[31]. Although the first instruments were limited 
due to a rather short mass range (between 10 and 700 Th) and an ionization stage taking place 
at the centre of the trap, several technical modifications were done making the instrument more 
efficient and increasing its capabilities. Among the most important improvements are the uses 
of external ion source and the multiple MS feature (also called MSn). We must cite the works of 
Kaiser et al.[32-33] concerning the increase in the mass range –up to 50.000 Th–, by Louris et 
al.[34] for the development of external ion source ion injection and a massive increase in the 
resolution in excess of 106 [35].  
  The ion trap is made up of three electrodes: a central and circular electrode placed 
between two identical ellipsoid caps on the top and the bottom (Figure 3). This instrument can 
be imagined as a quadrupole bent on itself in order to form a closed loop. The inner rod 
becomes an ideal point at the centre of the trap, while the other two make up the caps. The ions 
are injected through one of the two caps to be trapped in the analyzer; they are later ejected to 
be detected through the opposite cap. An alternative potential is superimposed to a constant one 
making a 3D trapping potential in which all the ions have complex trajectories formed of an 
oscillation in the injection direction and a rotation around the same direction (Figure 3). 
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Figure 3: Schematic of an ion trap device. The ions enter the analyzer from the left. They are confined in 
the cell by the 3D electromagnetic field and focused to the center by experiencing a great number of 
collisions with a bath gas (typically Helium). The excitation, mass selection as well as mass detection occur 
using a time-dependent electric field in the horizontal direction on the figure. The ions are ejected on the 
right to reach the detector.  
In this instrument all ions, irrespective of their masses, are stored; a mass spectrum is then 
generated by ejecting targeted ions using a resonant excitation voltage performed through a 
systematic scan on the mass range of interest. For conventional quadrupoles the potentials are 
adjusted to allow ions with a selected mass to travel through the analyzer to be detected. On 
contrary, in the case of ion traps the ions are expelled according to their masses so as to obtain 
the mass spectrum (resonant ejection method). These instruments usually contain Helium as a 
buffer gas to help refocusing the ions to the center of the trap by collisional cooling. The buffer 
gas is also used in the tandem MS procedure which will be detailed in the next section. 
The equations governing the trajectories of trapped ions are again the Mathieu equations (see 
the section on quadrupoles) reduced to a cylindrical problem (due to the symmetry of the 
analyzer). The stability diagram is very similar to the one for quadrupoles but actually refer to 
different variables (here the coordinate system is cylindrical and not cartesian). The ions are 
well-trapped along the x and y directions, and are injected and expelled for detection in the z 
direction (see figure above). Their relatively low cost (certainly the cheapest mass 
spectrometers available on the market) makes them particularly suitable as an additional tool in 
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a general analytical laboratory, allowing the latter for the power of structural investigation of 
mass spectrometry.  
  Other instruments allowing trapping of ions to perform multistage MS measurements 
are the Fourier Transform Ion Cyclotron Resonance instrument (FT-ICR), linear trap and the 
Orbitrap. One may read the excellent review by Marshal and Comisarow[36] for more 
information. 
3. 1. 2. The Collision Induced Dissociation technique. 
  Fragmenting the molecules we are interested in is certainly the most important source 
of structural information one can obtain using mass spectrometry. This can be obtained by 
performing a so-called tandem MS experiment; a technique introduced in mass spectrometry in 
1970s by Cooks et al.[37-38]. To this end, the MIKES -Mass-analyzed Ion Kinetic Energy 
Spectrometry- technique was first developed. It consisted initially in exciting the ions during 
the ionization process, usually using electron impact method (an electron beam at a specific 
kinetic energy excites the molecular ions through a single collision) and letting the ion to 
fragment during their journey to reach the detector in field-free regions. The main issue with 
that technique was the low degree of fragmentation which could be achieved. To improve that 
point, the main idea was simply to increase the internal energy content of the low and 
intermediate energy ions to allow them to fragment within the experimental timeframe. For that 
purpose, Beynon, Cooks and MacLafferty developed the Collision Induced Dissociation (CID) 
excitation technique[23].  
Figure 4: Scheme of the different stages in a tandem MS experiment. 
After molecular ions have left the ionization region, they are transferred to a collision 
chamber where they experience a number of energetic collisions with an inert gas (Helium, 
Nitrogen, Argon or sometimes also Xenon). These collisions will increase the internal energy 
of the molecular ions and make them decompose before reaching the detector. The technique is 
called CID tandem MS because it is made up of three stages including two mass-analyzers: 
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• as a first step the ions of interest are mass selected,  
• they are then fragmented through collisions with an inert gas, 
• and finally all the ions coming out of this process are mass-selected and detected. 
Spectra obtained with this technique are more informative than those obtained using MIKES 
experiments. First because greater internal energy content for the molecular ions can be 
achieved with collisions (CID), allowing therefore a high excitation degree and fragmentation 
of larger molecules. Moreover, the energy regime allows for distinction between different 
fragmentations processes due to the fine control of the internal energy increase; that is 
particularly valuable when structural analysis is desired. 
  To do these CID tandem MS experiments, instruments are conceived in two different 
ways: they either consist in performing tandem MS in space or in time. 
3. 1. 2. 1. CID tandem MS in space. 
  When one performs tandem MS in space, the parent ion selection and the fragment 
detection take place in two different regions of the instrument. The experiment thus consists in: 
first selecting an ion of interest using a mass-analyzer located immediately after the ionization 
source and prior to any other analyzer: this can be called the parent ion selection stage. After 
the parent ions are mass selected, they are transferred to another region of the instrument to 
experience collisional activation with a neutral bath gas. All ions generated through this 
excitation process are transferred to another mass-analyzer to be mass-selected and detected. 
This is called tandem MS in space because it involves two separate mass-analyzers and requires 
the ions to be transferred in different regions of the experimental setup to be selected, 
fragmented and subsequently analyzed. A typical setup consists in coupling three quadrupoles 
(it is thus called a triple-quad instrument); the first one performing the parent ion selection, the 
second allows for collision activation with the bath gas and is mainly used as a transfer cell 
(only the high frequency electric field component of the voltage is used to keep the ions focus 
along the transfer line) and the third quadrupole is used to scan the relevant mass range to 
generate a so-called MS/MS spectrum. 
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Figure 5: The different stages in a Tandem MS experiment on quadrupolar-type instruments (Tandem MS 
in space). Each stage takes place in different region of the instrument. 
  More analyzers can be coupled together to allow multiple MS stages (MSn). These 
multistage MS experiments are very valuable in the sense that they allow consecutive 
fragmentations to be performed and thus increase the structural information available. 
However, this increases the complexity and the cost of the instrumentation. Certainly the main 
drawback of this multistage technique is the loss of signal at each excitation and selection 
stages. More efficient with that respect is to perform multistage MS in time trapping the ions in 
a unique cell using 3D mass storage facilities rather than transferring those in various cells like 
in quadrupoles. 
3. 1. 2. 2. CID tandem MS in time. 
  Rather than leading the ions, using electric fields, from the source to the detector 
through a neutral gas cloud to achieve fragmentation of the ions; one can also inject the ions 
into an electromagnetic trap, isolate the molecular ions of interest and perform the collisional 
activation therein. The latter is called tandem MS in time, because the ions remain in the same 
part of the instrument during the complete experiment and each stage can be delayed varying 
therefore the timeframe of the experiments (on contrary to quadrupole instruments for which 
the timeframe remains the same). Typically as soon as the ions are formed, they are transferred 
into a 3D electromagnetic trap. Once they are trapped, a time-varying excitation voltage is 
applied to accelerate the ions and make them collide with the neutral bath gas at higher 
collision energy. 
Different instruments allow this type of experiments to be performed: quadrupole ion traps (see 
p.15)[39], the Fourier Transform Ion Cyclotron Resonance (FT-ICR)[36] instrument and the 
Orbitrap[40]. They all use the same principles explained above, but they work at completely 
different pressures. In the case of Paul traps, the ions are trapped with the collision bath gas 
already therein at a pressure of approximately 0.1 mbar[41]. On a FT-ICR instrument, the 
collision gas is injected as the excitation stage starts and at a pressure of 10-6 mbar while a very 
high vacuum is applied otherwise[15, 42-43] (about 10-9 mbar) and in the Orbitrap 10-4 mbar is 
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used for the mass analysis. The experiments may also last longer in FT-ICR than in Paul trap 
(typically several seconds compare to several tens of ms for Paul traps). In both cases, the 
activation process takes advantage of a resonant excitation voltage (which may be slightly off-
resonance –SORI CID technique[44]- for FT-ICR): an excitation voltage is applied with a 
frequency close to or equal to the characteristic frequency of the molecular ion of interest 
(which depends on the experimental parameters and the mass of the ion of interest). Therefore 
all other ions trapped in the cell are not subject to resonant excitation which enables multistage 
MS experiments to be performed: the daughter ions are indeed safely maintained in the trap and 
can be later on resonantly excited during an additional MS/MS stage[24, 42, 45]. 
3. 1. 3. Theoretical aspects of Collision Induced Dissociation experiments. 
  As explained previously, the CID technique was developed to improve the 
fragmentation efficiency (and thus the structural information available) of MS experiments. 
Initially, molecular ions excited during the ionization process can be divided in three 
categories: the first one containing the ions which fragment inside the source, the second ions 
not fragmenting at all within the experimental time window and finally the metastable ions 
which decompose during their journey from the source to the detector. Those which do not 
fragment within the experimental window obviously are not structurally informative. Those 
which fragment in the source are difficult to link to their corresponding parent ion, 
complicating the interpretation of mass spectra. The last category of ions is particularly 
informative for structural studies because it allows for identification of the parent ion through 
mass selection before dissociation. 
  The CID technique was therefore a great step ahead towards collecting additional 
structural information. It is thus always of interest to deepen our understanding of the processes 
involved, especially if this can lead to practical or theoretical improvements. A critical issue 
with both these aspects certainly concerns the degree of fragmentation which can be achieved 
in such an experiment. This depends not only on the energy gained during the activation stage, 
but also on the time window of the experiment, on the activation energy of the fragmentation 
processes and on the molecular size. The convolution of these effects can be summarized in a 
single quantity if one considers the excess energy required to observe detectable dissociation 
within a certain experimental timeframe. This quantity has been called the “kinetic shift” [46-
50]. 
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3. 1. 3. 1. Energetics, time window and kinetics. 
 In CID experiments, not only does the internal energy matter to obtain fragments, but 
also the experimental time window[49-50]. An amount of internal energy may indeed lead to a 
wealth of daughter ions after tens of milliseconds, when the same amount would have no effect 
at all if the experiment is reduced to a microsecond. To get a qualitative feeling of the 
phenomena related to the time window in CID experiments, one may consider using the 
classical microcanonical rate for a unimolecular reaction. This framework theory is the RRK 
theory[51-54], which states that the rate of fragmentation of a compound through a path of 











−=  Eq.2 
where s stands for the number of Degrees of Freedom (DoF) and Eint for the internal energy 
content of the molecule. Although its estimation of the rate constants is incorrect, this 
expression contains all the main features required to understand and discuss the trends 
observed. For example, this expression clearly shows that: 
• The more important , the faster the reaction (direct bond cleavages are entropically 
favored compare to rearrangement processes). 
• The higher the excess of internal energy compare to the activation energy E0, the 
higher the rate constant. 
• The higher the internal energy, the faster the reaction. 
• The larger the compound (more degrees of freedom), the smaller the rate. 
Since there is a fixed time window determined by the experimental setup for the ions to 
fragment and to be detected, one needs to consider that the rate of fragmentation should be 
sufficiently large to allow this fragmentation to take place. Based on RRK formalism and Eq.2, 
there must be a sufficient amount of internal energy to detect the related daughter ions. 
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Figure 6: Two curves representing different fragmentation mechanisms (with different activation energies 
and entropic factor) are displayed at the bottom.  The logarithm of the rate constant is plotted versus the 
internal energy of the molecular ion (Warhaftig diagram). In mass spectrometric experiments, there is a 
distribution of internal energy for a population of molecular ions. The diagram at the bottom must be 
convoluted with the internal energy distribution of the molecular ion population (diagram at the top 
presented on the same energetic scale). 
Using the RRK expression above, a Warhaftig diagram[15] can be derived (logarithm 
of the rate constant plotted versus the internal energy of the ions). This type of diagram clearly 
puts into light the effect discussed above and called the “kinetic shift”. For an experimental 
time window of 10-6 s, the logarithm of the rate constant must, indeed, be greater than 6 which 
fix the minimum internal energy necessary to observe the fragments. This internal energy is 
therefore clearly larger than the thermochemical minimum.  
 Moreover, this diagram also shows how different fragmentation paths are competing 
with each other and how a fast and predominant channel at large timescale may become less 
important at shorter timescales (on the Warhaftig diagram the direct cleavage process is faster 
at higher energies). This feature explains the differences observed in the spectra obtained on 
different instruments: 
• on a quadrupole-type instrument, the time window will be shorter, of the 
order of micro to milliseconds, requiring large values for log(k). Higher 
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internal energies will be required to observe fragments, and the fragments 
from path B (see Figure 6) will thus be predominant on the spectra. 
• on contrary, in trapping-type instrument the experimental timescale is more 
important (typically from hundreds of milliseconds for qIT up to several 
seconds for FT-ICR) leading to lower values of log(k). Lower internal 
energy is then necessary to obtain fragment ions; A-type ions will then 
prevail in such a case. 
 It is, however, important to notice that fragmentations in mass spectrometric 
experiments are not taking place with a well-defined internal energy, but rather the ions have a 
distribution of internal energy. The bunch of ions already has a certain distribution of internal 
energy when entering the collision chamber, which may be thermal or non-thermal [55-58]. 
During the excitation stage, they are “continuously” experiencing collisions and some are 
fragmenting. Consequently, the previous picture must be convoluted with the fact that there is a 
distribution of internal energy rather than a population of ions with a unique and well-defined 
internal energy. Despite this complication, the latter discussion still holds true. Whereas it 
complicates theoretical description, it is a positive point for practical purpose. Thanks to this 
distribution, spectra are abundant containing various fragments and are thus more informative 
for structure elucidation. 
As an example, CID tandem MS experiments were carried out on lithium cationized 
poly(ethylene glycols) (H-(O-C2H4)10-OH) with 10 monomeric units. The resulting spectra are 
displayed in Figure 7; the one obtained on triple quadrupole are presented on the left ((a) and 
(b)), while those obtained on quadrupole ion trap are situated on the right ((c) and (d)). For 
energetic comparison spectra are displayed at low collision energy (at the top: (a) and (c)) and 
at high collision energy (at the bottom: (b) and (d)). On the triple quadrupole the spectra 
contain a great variety of peaks both at low and at high energy (spectra (a) and (b)), while on 
the Paul trap two peaks dominate the spectra at all energies (spectra (c) and (d)). Experimental 
timescale in ion traps is about 3 orders of magnitude longer than the one in quadrupoles. 
Therefore lower internal energy content is necessary to achieve fragmentation in ion trap 
leading to the prevalence of the low energy processes (path A is more favorable than path B 
according to the Warhaftig diagram Figure 6). 
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Figure 7: Tandem MS spectra of lithium cationized PEG10 obtained on QqQ (on the left: (a) and (b)) and 
on qIT (on the right: (c) and (d)) at low collision energy (at the top: (a) and (c)) and at high collision energy 
(at the bottom: (b) and (d)). 
 Up to this point, only the fragmentation parameters (critical energy, entropic factor) and 
experimental setup were accounted for. Certainly as critical is the size of the molecular ions. In 
similar conditions, larger ions are known to fragment very little compare to smaller ones; this is 
called the Degrees of Freedom effect. 
3. 1. 3. 2. Degrees of Freedom effect. 
Studying the influence of precursor ion mass on fragmentation goes back to the 
beginning of organic mass spectrometry. It was observed, for example, that the abundance of 
the molecular ion of long chain aliphatic hydrocarbons (in electron ionization) increases with 
the size of the molecule[59]. This effect was attributed to the distribution of internal energy 
over an increasing number of vibrational Degrees of Freedom (p.24) and explained 
(qualitatively) within the framework of the quasi-equilibrium theory[60]. With the advent of 
Collision Induced Dissociation (CID) and tandem mass spectrometry it became important to 
study collision energy related effects. For a molecule to fragment within the timeframe of the 
experiment, it needs more internal energy than the thermochemical minimum (the activation 
energy), to drive the reaction sufficiently fast. This excess energy has been called the “kinetic 
shift” (p.24); and this is known to increase with precursor ion mass. For this reason internal 
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energy needs to be increased significantly to fragment large molecules, and this has also been 
called the DoF effect. Using the common CID technique, the energy imparted into the molecule 
can be increased, up to a limit, by increasing the collision energy and/or by increasing the 
number of collisions. When fast atom bombardment[61] made it possible to study compounds 
well over 1 kDa molecular mass, it was noted that for singly charged ions CID becomes 
inefficient (does not produce abundant fragments), when the precursor ion mass increases over 
2-3 kDa[10]. This was attributed to size dependence. The need to extend the range of molecules 
which can be studied by tandem mass spectrometry inspired further research in excitation 
techniques, and led to the development of techniques such as Surface Induced Dissociation 
(SID)[62] and Electron Capture Dissociation (ECD)[63]. 
The significance of the dependence of fragmentation on precursor ion mass is generally 
recognized, both for practical purposes (e.g. how to tune the instrument), and for fundamental 
investigations (e.g. to describe unimolecular reaction kinetics). In spite of its importance, size 
dependence (the DoF effect) is mostly discussed in qualitative terms; there are only few 
systematic quantitative studies[16, 64-66]. An important early study on peptide sequencing 
showed that in order to observe informative fragmentation in CID, the collision energy needs to 
be adjusted according to the molecular mass[16, 67-68]. An approximately linear correlation 
was observed between the collision energy and the molecular mass for various doubly 
protonated peptides. In line with this study, most manufacturers provide automated adjustment 
of the collision energy as a function of m/z of the precursor ion. 
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3. 2. Poly(ethylene glycols). 
3. 2. 1. General interests. 
 Poly(ethylene glycols) (PEG) are widely used in chemistry. Their interests range from 
environmental and catalytic chemistry to physical properties of materials across pharmaceutical 
applications.  
 Its high solubility in water and its very weak immunogenic properties[69-72] makes it a 
very convenient compound for increasing drugs solubility. The „PEGylation” process[73], 
which consists in attaching a PEG chain to a chemical of interest, indeed makes e.g. a drug 
more soluble and thus increases its activity by reducing the transport delay to the relevant 
biological sites[71-72]. The same „PEGylation” process is used in material science to modify 
any polymer hardness. Attaching a PEG-chain indeed increases the flexibility of the new 
compound both at the molecular and the macroscopic scales[74]. Information on the chain 
length is thus of crucial importance to control the properties of the new molecular compound, 
especially considering the possible toxicity of the moiety.  
 Aqueous PEGs have also recently been shown of importance in environmental 
chemistry as a non-hazardous solvent alternative to Volatile Organic Compounds (VOCs). 
Their low-cost, inflammability, reduced toxicity and biodegradability[69-70, 75] make them 
good candidates with that respect. Another important aspect of aqueous PEG properties is their 
efficiency as media for chemical reactions[76]. Indeed, by making use of its solvent properties 
and phase transfer catalytic characteristics, aqueous solutions of PEGs were proven of 
importance for Aqueous Biphasic Reactive Extraction[77-78] (namely ABRE), separating 
efficiently reactants and/or catalysts from products. 
 The hydrophilic and complexation properties of PEGs make them particularly 
interesting for reactive extraction. The latter properties must be compared to the ones for the 
structurally similar crown-ethers. The PEGs obviously represent a considerable cost-saving 
over crown-ether complexation at an almost equivalent efficiency. Their flexibility, compare to 
the latter more constrained structures, allows them to coordinate efficiently a wide variety of 
compounds[79-82]. Various techniques were used to investigate these complexation properties 
on various adduct ions: briefly and focusing on topics developed in this work, NMR 
spectroscopy demonstrated a strong ion-dipole binding affinity with metals. Powder X-ray 
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diffraction studies showed that a double helical structure of 6 ethylene oxide units (EOs) 
completely surround the Li+ cations[83-84], which was supported by Raman and X-ray data 
analysis[85]. The preferred coordination numbers for Na+ and Ca2+ have emerged from the ion 
radius concept[81-82] to consist of 6 ethylene oxide units (EO), and 7 EOs for Sr2+. This 
diversity in the coordination number is a great advantage over crown-ethers which are limited 
by the fixed size of the cavity. This makes PEG an important alternative compound in Phase 
Transfer Catalytic processes, allowing for a greater variety of ions to be transferred from a 
phase to another. 
Moreover, since PEG is a polar polymer, it can form various complexes with alkali 
metal salts and becomes a conducting polymer[86-87]. PEGs are thus good candidates as 
electrolytes in batteries[88]. PEG polymer electrolytes attracted special interest as they form 
both amorphous and crystalline phases[83, 85, 88-90]. Both phases have been shown to be 
ionic conductors. The amorphous phase is known to play a predominant role in conduction, but 
the crystalline phase has also been shown to exhibit remarkably large ion conductivity[91]. The 
structures of both phases of polymer electrolytes consisting of PEG compounds of alkali-metal 
ions[92] and various counter-ions have been excessively studied by X-ray and neutron 
diffraction and spectroscopic techniques[84, 89-90]. According to these studies, both in the 
crystalline and the amorphous phase the Li+ and other alkali metal ions are coordinated by the 
O atoms of the PEG chain and there is no direct coordination by the counter-ion[84]. In the 
crystalline phase of some Li+-PEG electrolytes the number of coordinating O atoms is 5, 
arranged in a distorted square pyramidal arrangement[83]. Numerous studies using electronic 
structure theory have been performed in which the PEG environment of the alkali ion was 
simulated by ethylene glycol oligomers with a degree of polymerization up to about 5[93-94], 
mostly focusing on polymer electrolytes formed by Li+ salts. These studies support the 
experimental observations concerning the nearest neighborhood of the Li+ ion, its coordination 
by ether oxygens and attempt to reveal the energetics of hopping of Li+ from one stable 
position to another[94].  
  
3. 2. 2. Tandem mass spectrometry. 
 To characterize this compound and polymer compounds in general, it was observed by 
Lattimer[95] that using cation reagents, and especially the lithium ion, allows for extensive and 
informative fragmentation in CID tandem MS experiments. This finding has general interests to 
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characterize the structure of polymers. In that study, he reported a detailed discussion on the 
fragmentation mechanism of lithium cationized PEG. A typical tandem MS spectrum obtained 
on a qIT for lithium cationized PEG10 is presented in Figure 8. 
Figure 8: Tandem MS spectrum of lithium cationized PEG10 (~465 Da) obtained on a BRUKER Esquire 
3000+ qIT. Masses are indicated at the top of the peaks. One can observe a series of peaks with 44 Dalton 
mass difference (A series), which correspond to the monomeric unit mass. The main fragment ion peak is 
the loss of a 44 Da mass neutral, all others having similar and lower amplitudes. An additional series with a 
very low intensity can be observed between the A series peaks, namely the B series. One may notice the
complete loss of signal at low masses which is typical of the 3D trap instruments.  
Lattimer[96] associated the series of peaks as losses of monomeric units (44*N Daltons): the A 
series (see Figure 8). This series was, however, interpreted as the consequence of two different 
mechanisms (see Scheme 1 and Scheme 2), based on isotope-labeling experiments. In these, 
doubly deuterated, lithium cationized PEGs were fragmented through CID tandem MS 
experiments. The spectra obtained were similar to the one presented in Figure 8. However, the 
complete A series was shifted by 1 Dalton to higher masses (one deuterium label has been lost 
in the course of the experiment), except for the peak at 421 Da (loss of a monomer unit only) 
shifted up by 2 Daltons. The latter observation lead Lattimer to the conclusion that the A series 
proceeds through an internal McLafferty-type rearrangement[60] (Scheme 1), while the 44 Da 
loss (the most intense peak among the daughter ions, see Figure 7 spectra (c) and (d) for the 
qIT spectrum) occurs at the end of the chain: the deuterium is transferred during the 
fragmentation process (Scheme 2). These fragments are believed to be produced through a 









Fragments (ions and neutrals):
or
Scheme 1: Fragmentation mechanisms leading to the An and possibly C series. As initially proposed by 
Lattimer, this mechanism involves a hydrogen rearrangement through a 6-membered ring (McLafferty 
rearrangement[95]) leading to the loss of a n-unit oligomer and forming a shorter PEG molecular ion chain 
(series of low intensity peaks, 44 Da away from the closest daughter ion). The C series may occur through 
this mechanism, with ethylene elimination. 
Although these two processes are sufficient to explain the spectrum presented in Figure 
8, one can observe on QqQ additional fragments (Figure 7, spectra (a) and (b)). Due to the 
higher energetic regime of the CID experiments in quadrupole instruments, a non-negligible 
contribution of three additional series appears on the spectrum (Figure 7,(a) and (b)).  
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Mechanism: 
Fragments (ions and neutrals):
Scheme 2: Fragmentation mechanism leading to the A1 daughter ions as proposed by Lattimer[95]. It 
requires a hydrogen rearrangement taking place at the end of the chain by transfer of the alcohol hydrogen 
and breakage of the C-O bond (as demonstrated by the deuterium labeled experiment). A monomer unit 
constitutes the neutral loss in this process. 
Figure 9: Tandem MS spectrum of lithium cationized PEG10 (~465 Da) obtained on a Micromass Waters 
QqQ. Masses are indicated at the top of the peaks. One can observe a series of peaks with 44 Daltons mass 
difference (A series), which correspond to the monomeric unit mass. Additional peaks are observed with 
smaller intensities: namely the B series. At low masses, there are also several fragments which neither enter 
into the A nor into the B series.  
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Two of these new series were also identified: the B and C series. A proposal for these 
fragment series consist in H2-elimination mechanism, leading either to a B or a C daughter ion 
depending on where the adduct ion is sitting at the time of fragmentation. The adduct ion is, 
actually, believed not to have any effect on this fragmentation scheme: it is a so-called charge-
remote mechanism. 
Mechanism: 
Fragments (ions and neutrals):
or
Scheme 3: Fragmentation mechanism leading to the B and C series. As initially proposed by Lattimer, this 
mechanism involves hydrogen elimination. Depending on the location of the adduct ion on the molecule, a 
B-type or a C-type fragment will be observed. This mechanism is, indeed, assumed not to involve the 
influence of the charge (charge-remote mechanism). 
It is noteworthy that similar analysis was reported for doubly cationized PEGs[97], in 
which they confirm the structures of the fragments but suggest that the B and C series also 
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appear through 2 different mechanisms coupled with the A series. The previously reported 
mechanism for the A series (Scheme 1), indeed, produces the C series ions. The low intensity 
of this series is due to the nature of the mechanism involved, which produces the A series 
through charge catalysis. They also studied by means of detailed quantum chemical 
calculations, the high energy D series (not presented here) involving direct bond cleavages 
through radical formation[97]. Concerning the B series, it is assumed to be generated by 
hydrogen transfer from the monomeric carbon (Scheme 4). 
   
Mechanism: 
Fragments (ions and neutrals):
or
Scheme 4: Fragmentation mechanisms leading to the B series. As initially proposed by Lattimer, this 
mechanism involves hydrogen elimination. Depending on the location of the adduct ion on the molecule, a 
B-type or a C-type fragment will be observed. This mechanism is, indeed, assumed not to involve the 
influence of the charge (charge-remote mechanism). 
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Fragmentation of doubly lithium cationized PEGs was shown to follow the same mechanisms, 
but convoluted by the number of possible positions for the charges[97].  
3. 2. 3. Gas phase conformation. 
PEGs ionized by alkali metal cations are subject to great interest in the field of mass 
spectrometry. PEGs are ionized this way intentionally in order to facilitate their analysis. This 
procedure is common in the field of polymer mass spectrometry: a cation is attached to the 
polymer to enable its journey through the instrument. The cation may also help in giving 
structural information through CID tandem MS experiments, this is especially true with the 
lithium adduct ion[95]. In mass spectrometry ionized PEGs serve also as basic model 
compounds in establishing important ionization procedures like electrospray and separation 
techniques such as Ion Mobility Spectroscopy (IMS). In mass spectrometry the PEG-alkali 
cations are formed in the gas phase and as such have the peculiarity that 1) individual ions can 
be studied and 2) no counter-ions are present. The information gained about the structure of 
gas-phase PEG ions can also contribute to the elucidation of the structure of conducting 
polymers: it is often assumed that the isolated ions can serve as models of the liquid phase 
(amorphous in conducting polymers) rather than of the crystalline phase. Ion mobility 
experiments provide indirect information on the structure of PEGs ionized by metallation. 
Namely, the mobility of an ion is inversely proportional to its cross section (more precisely, the 
elastic collision cross section that characterizes the ion-collider pair), which is connected to its 
shape. Experimental determination of the mobility and the collision cross section allows one to 
choose between possible model structures: the structure of the ion will correspond to that model 
whose calculated cross section matches the measured value[98-99]. The change of cross 
sections in a polymer series helps in characterizing the properties of ionized polymers in the 
series: various overall geometrical shapes have a characteristic correlation with the degree of 
polymerization (also referred to as polymer number), more precisely the mass-to-charge ratio 
m/z.  The connection between cross section and ion structure is neither direct nor one-to-one 
and is complicated by the fact that the measurable cross sections depend on the temperature. 
The most important point in finding the structure that corresponds to the measured cross section 
is the calculation of the direction-averaged cross section via simpler (projection approximation 
of an ion consisting of hard spheres ) or more sophisticated (atom – rigid ion collision 
trajectories with realistic pair potentials) methods. The tentative ion structure can be derived, in 
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principle, in electronic structure calculations, but the practice of polymer ion mobility 
spectroscopy, due to the large size of the polymers, relies on molecular mechanics 
modeling[100]. 
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3. 3. Quantum chemical modeling techniques. 
 Due to the extreme complexity of the molecular systems usually studied there is no 
analytical form for their wavefunctions. Various numerical procedures have been developed to 
obtain theoretically electronic structures of atoms and molecules. Among these techniques, 
Density Functional Theory has become one of the most widely used in the last decade. It is a 
very appealing technique because it is less time-consuming, less time-demanding in terms of 
computational effort than wave-function based methods. In addition, this method takes into 
account electron correlation without loss of accuracy compared to other methods. In some cases 
–e.g. for transition metal complexes– it was even reported better performance than perturbation 
theory.  
The Density Functional Theory is implemented numerically using the Kohn-Sham 
procedure, which is described in the next section. It is very similar to the Hartree-Fock 
technique and is usually embedded, as well, in packages freely or commercially available. 
Among the most widespread codes are GAMESS[101], Turbomole[102], MOLPRO, Q-
Chem[103], Gaussian03[104]. My studies were performed using the Gaussian03 suite of 
programs. 
 To perform quantum chemical calculations, one needs to consider several important 
issues. The most important is to ensure that the quantities characterizing the system to be 
studied are computed using an adequate method and with a sufficiently accurate and system-
adapted level of theory. Before deriving chemically relevant quantities from computations, it is 
important to have reliable equilibrium geometries. To this end, it is important to understand 
how computations are performed and what the limits of the methods are.  
  I will first briefly discuss the computational process in a DFT calculation, and 
afterwards present in more details each important step involved in the modelling procedure 
without going into the numerical details of the algorithms which is not the purpose of this 
thesis. 
3. 3. 1. Density Functional Theory and computational procedure. 
 The numerical techniques used to solve the time-independent Schrödinger equation 
H =E  in the frame of DFT theory, are similar in structure to the Hartree-Fock method. From 
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an initial estimate of the molecular geometry, a set of basis functions called the Kohn-Sham 
orbitals is used to build up a determinant from which the electron density is calculated. The 
interpretation of Kohn-Sham orbitals is still debated and in a conceptual sense they cannot be 
compared with the usual HF or natural orbitals from correlated calculations. Orbital energies 
computed with the DFT technique, indeed, do not match experimental data from photoelectron 
spectroscopy but orbital energy differences are in relatively good agreement[105]. Kohn-Sham 
orbitals, however, in a qualitative sense do describe the behaviour of electrons in the molecule. 
This is why they are very appropriate for qualitative Molecular Orbital analysis. As an 
example, the energy of the Highest Occupied Molecular Orbital (HOMO) still gives the correct 
ionization energy based on the Janak theorem[106-107]. 
 As in the HF method, a density matrix is computed by evaluating the previously 
mentioned integrals. The density matrix coefficients specify the contribution of each basis 
function to each molecular orbital. Depending on the number of unpaired electrons in the 
molecule, the analogues of the Hartree-Fock restricted or unrestricted methods may be used; 
unrestricted methods being the adequate approach for open-shell structures (like radicals or 
radical-ions), while the restricted approach for a closed-shell system. 
 Using a variational principle, a “secular equation” similar to the one from HF theory 
can be derived and is solved using an iterative process that minimizes the overall energy:  using 
the electron density, an effective potential is calculated which determines a new electronic 
density. This process is repeated until the effective potential energy converged: this is the self-
consistent field method (SCF).  
3. 3. 2. On the choice of basis set. 
 A basis set is a set of mathematical functions from which the wavefunction is 
constructed to perform the quantum calculation. Based on a theorem from mathematics, all 
functions can be expanded as linear combinations of a complete (infinite) set of orthogonal 
functions (called basis functions). Handling an infinite set of functions is not feasible 
numerically. Instead, approximate basis sets are used, which are constructed so that they should 
provide a good description in regions of 3D space where the wavefunction has significant 
values and varies most. For such functions generally atom-centered functions are chosen that 
resemble the orbitals of the electronic states of the H atom. Accordingly, they are called atomic 
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orbitals (AO).  The one-electron wavefunctions called molecular (in DFT, Kohn-Sham) orbitals 
are then expanded as linear combinations of atomic orbitals. This method is the LCAO-MO 
method. Initially Slater Type Orbitals (STOs) were used because they resemble very much to 
the exact solution of hydrogen atomic orbital[108]; It turned out in the 1950-s that using this 
type of orbitals, due to their exponential form, in numerical computations it is hard to calculate 
the integrals over atomic orbitals. To overcome this problem, Boys[109] proposed to use 
Gaussian Type Orbitals (GTOs), with the form
2re− , for which analytical expressions for the 
integrals were easier to derive.  
 Generally a linear combination of gaussians is used for each atomic orbital instead of a 
unique gaussian. The atomic orbitals obtained this way are called contracted GTOs and the 
individual functions are called the primitive gaussians. The coefficients of the primitive 
gaussians are later kept constant. Recognizing that valence electrons are the ones that take part 
in chemical bonding while core electrons hardly change, the valence orbitals should be treated 
with a larger flexibility. To this end, the split-valence set or valence-multiple-zeta set of orbitals 
can be used[110]. In this case, the valence atomic orbitals are composed of several orbitals 
which in turn can be composed of multiple basis functions (like contracted orbitals).  
 Additionally, polarization orbitals can be used as well[110], which consists in 
increasing the flexibility of the description of molecular orbitals, using atomic orbitals with 
angular quantum numbers, for those that participate in the outermost occupied shell of the free 
atom. This procedure is particularly important to account for the different atomic affinities. To 
increase the flexibility of orbitals far from the atomic nuclei, the orbital description can also be 
augmented by the use of diffuse functions[110]. These functions are very flat gaussian basis 
functions which represent more accurately the distant part of the orbital. These are useful for 
ions and especially negative ions. 
A typical example of the procedure for the construction of atomic orbital basis sets as 
explained above is the series of the well-known Pople basis sets. In my work I typically used 
the 6-31G(d) basis set[111-113] for geometry optimization and 6-311++G(2d,2p) for single 
point energy calculations. The number 6 stands for the number of contracted GTOs describing 
the core orbitals. The following two or three numbers represent the number of orbitals used to 
describe a single type of valence orbital. The number of digits shows the number of contracted 
orbitals for a given AO, the value of the individual digits tells the number of primitives used to 
build the contracted GTO. In the case of the 6-31G(d) basis set there are two orbitals used to 
describe each s or p valence orbital, the first one being composed of 3 GTOs and the second of 
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a single GTO. The polarization functions are indicated in parenthesis, the first letter standing 
for the orbital type used for “heavy” atoms (heavier than Li), and the second letter for H atoms. 
The number before a letter shows the number of contracted polarization orbitals of the given 
type. The plus marks indicate the presence of diffuse functions. 
3. 3. 3. The Potential Energy Surface. 
 The equilibrium geometries of molecules correspond to stable or metastable isomers 
and conformations. The most stable structure of a molecule has the lowest energy, and as such, 
it corresponds to an energy minimum in terms of the atomic coordinates, more precisely, on the 
potential surface that is the subject of this subsection. Other isomers and conformers 
corresponding to higher energies are metastable in the sense that they are less stable than the 
most stable isomer, but still they correspond to local energy minima in terms of atomic 
coordinates. Finding the corresponding minima is essentially a process of optimization. 
Optimization of geometries is obviously the first step in a strategy for computing accurate 
molecular energies for chemical investigations. With the great improvements in the computer 
speed and even more in the numerical methods, increasingly larger systems can be studied by 
means of modelling techniques. Of course, the increase in the complexity makes the process 
more complicated not only in terms of computational need but also because there are 
increasingly more local minima on the potential surface which accompanies this quest toward 
understanding chemistry of larger molecules.  
To discuss this point more accurately, one must look at the properties of Potential 
Energy Surfaces (PES). The concept of PES has a key role in linking the molecular structure 
and the corresponding properties; more generally, it provides the foundations for the 
connection between the physics of systems of atomic nuclei and electrons and chemistry. By 
definition, the PES is a multidimensional (hyper)surface for which the coordinates of the atoms 
of the molecule are the independent variables and the energy is the dependent one (a scalar-
vector function). The potential energy surface does not depend on time or on the velocity of the 
atoms. It provides the potential energy of a molecular system consisting of moving atoms, 
while the shape of the PES determines the motion of atoms: the forces acting on atoms are the 
negative derivatives of the potential energy according to the atomic coordinates. The concept of 
PES is meaningful if the conditions for the applicability of the Born-Oppenheimer 
approximation are fulfilled. Namely, a time-independent potential energy for the motion of 
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atomic nuclei, which is also independent of velocities arises if the motion of electrons can be 
separated from the motion of nuclei. Then the potential surface can be obtained as a solution of 
the electronic Schrödinger equation at every molecular geometry plus the corresponding 
nuclear repulsion. 
 As a multidimensional hypersurface, the PES is hard to visualize. The topological 
features of multidimensional surfaces, however, can be recognized on the PES of small systems 
or by plotting sections of potential surfaces. Most interesting are potential surfaces of reacting 
systems. Reactive few-atomic systems allow visualization of their PES, for example, a small 
system consisting of three atoms (A, B and C) in which the reaction takes place from AB and C 
reactants to AC and B products. Here the atomic configuration is unequivocally described in 
terms of three coordinates, for example, by two relative distances (e.g. AB and AC) and one 
angle formed by the lines connecting the respective atoms (BAC angle). The visualization is 
not possible if the number of variables is three, but one can plot sections of PES corresponding 
to fixed values of various coordinates. For example, let us fix the angle BAC to the value 
radians. Then by varying the two distances, RAB and RAC, and calculating the energy at each 
point, a 3D diagram can thus be plotted (energy as a function of the two distances RAB and 
RAC). For the reactive AB + C system the PES looks like figure 10.   
Figure 10: Illustration of a Potential Energy Surface (PES) for the transfer reaction of atom A between 
atoms B and C. The electronic energy is plotted as a function of the distances between atoms A and B and 
atoms A and C: the higher the energy the “warmer” the color of the surface.  
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In this representation one can see three different regions of the surface representing minima 
(widened to flat-bottom valleys) on the potential energy of the system. Based on the regions of 
the PES, one can identify the minimum energy isomers (using the term in a very wide sense). 
One can also see that the minima are separated by saddle points. The geometries corresponding 
to saddle points are called transition state structures (transition structures and saddle points of 
the surface will be discussed in the next sections). It should be emphasized that the energy 
surface corresponds to the lowest energy for the electronic structure at the specified set of 
coordinates, and the configurations with high energies are not excited states, they are in the 
same, ground electronic state (of course, potential energy surfaces for excited electronic states 
can also be calculated, for example, for studying photochemical reactions; these PES are 
usually at higher energies than the ground-state one). 
 When studying more complex systems, it becomes very complicated and also 
computationally incredibly expensive to draw the complete PES (hypersurface of dimension 
~3*number of atoms). Instead, we locate only the stationary points of the PES, using specific 
numerical algorithms which I shortly review.  
3. 3. 4. Geometry optimization. 
 Due to the extreme complexity of the PES when the number of atoms becomes large 
(typically the actual accurate calculations deal with systems consisting of 5-10 atoms only) 
only the minima and saddle points (transition states) are tracked, because they contain the most 
important chemical information. Therefore, the techniques used will essentially consist in 
locating these stationary points of the PES. If one is interested in the structure and relative 
energies of various isomers, then only the geometries corresponding to minima are needed; 
saddle points are searched when reactive systems are studied.  
For guiding the minimum search, inspection of experimental data is very useful. As a 
first step, one must look at experimental data that may be informative of the tertiary structure of 
the system (like NMR techniques or drift tube experiments[114] in case of ions) to have the 
best initial guess. When using cheap semi-empirical methods or molecular methods to calculate 
the PES, or the Molecular Dynamics technique helps in finding low-energy regions of the PES: 
when modelling nuclear motion by integrating the equations of motion (Newton’s second law), 
the system can visit these regions of the PES. A version of this approach is the simulated 
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annealing algorithm, a Monte Carlo based method that consists in performing consecutively 
“heating” and “cooling” steps, allowing the molecule to fly over the mounts and valleys of the 
PES to map the landscape. However, these procedures fail dramatically when the parameters or 
the method used for the PES calculation are poor. 
When calculating the PES using real electronic structure theoretical methods, which are 
tractable for relatively small molecular systems, gradient techniques that use first derivatives of 
the PES perform usually very well. They converge after a larger number of calculation steps 
than methods which require second-derivative calculation (like the Newton-Raphson method), 
but are much less costly. The Berny algorithm[115] is the default gradient method used in 
Gaussian03. It consists in approximating the PES with a quadratic function and trying to 
minimize the gradient matrix g: 
0
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where 0r r rΔ = − , 0 H.g g r= + Δ  and corresponds to the gradient vector of the PES at a point r 
(matrix containing the first derivatives of the energy with respect to an arbitrary move on the 
PES), and H is the Hessian matrix (matrix containing the second derivatives at the same point 
r). For a minimum in energy, the gradient becomes zero (by definition of a minimum) and we 
get: 
1
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From this point a simple linear system of equations needs to be solved. By repeating 
this process, one possibly approaches step by step a global minimum if not a reasonable local 
minimum. A conceptually different algorithm, Direct Optimization in Iterative Space, DIIS is 
used in the GDIIS method[116-117] which is very efficient to speed up the convergence 
especially when the PES flattens. However, the critical step has now become one of estimating 
the Hessian (containing the force constants) either at the start of the optimization procedure or 
during the optimization process. Exact analytical calculations or numerical calculations of 
forces can be done but are very expensive. This step is, however, critical to determine the 
structure of transition states. 
3. 3. 5. Calculation of transition state structures. 
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 To obtain thermodynamic quantities (as the enthalpy of reaction) one only needs 
minimal energy structures. Energy barriers for the reaction are, however, needed when one is 
interested in reaction kinetic parameters, in particular, in rate constants. Knowledge of the 
transition structure, TS, corresponding to a saddle point on the PES is not only interesting for 
getting energetic values, but it is also extremely useful to depict the mechanism of a reaction. 
Finding a TS relates intimately to the topology of the PES. A saddle point on the PES is a 
stationary point, which minimizes the energy of the structure with respect to all internal 
coordinates except one, for which it is a maximum (along the direction corresponding to the 
single negative eigenvalue of the Hessian matrix). This way, a saddle point necessarily 
connects two minima of the PES. As a saddle point is a stationary point all elements of the 
gradient are zero, just like at minima. This means that methods to locate minima can also be 
used to find saddle points as long as they search for points on the PES characterized with a 
vanishing gradient. The only difference is that one must take care of the occurrence of one and 
only one negative second derivatives. 
Proper TS is validated by a frequency analysis on the structure. This analysis will 
produce the normal modes of molecular vibrations around a stationary point. The normal mode 
frequencies are connected to the shape of the PES, and each is proportional to the square root of 
an eigenvalue of the Hessian. At a saddle point the Hessian has one negative eigenvalue, giving 
rise to an imaginary vibrational frequency. The mode characterized by an imaginary frequency 
corresponds to motion along the critical coordinate for the reaction, i.e. to motion from one side 
of the potential barrier to the other. Visualization using any convenient viewer (Gaussiew[118], 
Molden[119], etc …) helps one to confirm that the TS really corresponds to the motion 
assumed. 
3. 3. 6. Following the reaction path with the Intrinsic Reaction Coordinate. 
 To validate the previously located TS, it is useful to calculate the minimum energy 
path, sometimes called intrinsic reaction coordinate. This consists in following a downhill path 
from the transition structure the direction of which is always parallel to the gradient at the given 
point. The inspection of intermediate molecular structures along the minimum energy path 
enables one to validate whether the path passing through the TS really connects the assumed 
potential minima, i.e. it corresponds to the reaction one intends to study. It is also interesting to 
follow the reaction and look at its “entrails”. Using tools such as bond order[120], one can 
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follow the formation and breakage of bonds all the way along the reaction path[121-123]. It is 
also possible to unravel the various energy contributions in the PES of the reaction. 
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4. Methods: experimental details and numerical 
procedures. 
 For the sake of clarity, this chapter is divided into two parts: on one hand there is a 
detailed presentation of the experimental procedures and techniques used, and on the other 
hand the procedures used for calculations are introduced. In both cases the section is also 
divided to clearly separate the different topics presented in the discussion section. 
4. 1. Experiments on lithium cationized poly(ethylene glycols).  
 As will be presented in the results and discussion chapter, three different topics were 
investigated in details: first the effect of molecular ion size on CID was experimentally studied. 
This study was performed on various instruments on lithium cationized poly(ethylene glycols), 
poly(tetrahydrofuran) and a set of peptides. On the other hand the tertiary structure of 
poly(ethylene glycols) cationized with various alkalii was investigated using quantum 
chemistry. Moreover, a detailed theoretical analysis was performed on the fragmentation 
energetics of lithium cationized PEGs. 
4. 1. 1. Size effect in tandem MS experiments. 
 To investigate the effect of the size on molecular ion fragmentation energetics, the 








where MI  is the intensity of the ionized molecule (in general the precursor ion), while FI  is 
the sum of all fragment ion intensities. An example is presented in Figure 10, showing this 
curve for PEG10 (lithium cationized PEG with 10 monomeric units, m/z=465 Da) obtained on 
45
a triple quadrupole (QqQ) type instrument. The shape of the SY curve can be well described by 
a sigmoid function, as given in Eq.4: 






here a and b are empirical constants with values close to 1 and 0, respectively. collE  is the 
laboratory frame collision energy linearly related to the excitation voltage (which is usually the 
measurable quantity), 50%collE  is the “Characteristic Collision Energy” (CCE) corresponding to 
SY=0.50; and d is the width of the steepest part of the sigmoid. This equation can be used to 
interpolate among the data to determine accurately the CCE by optimizing its four parameters 
(a, b, collE  and 
50%
collE ). The fitting was performed using the Origin 6.1 software (OriginLab Co., 
Northampton, USA) and the Characteristic Collision Energy (CCE) was obtained directly as an 
optimized parameter. 
Figure 10: Survival Yield measurements (open dots, calculated using Eq 1) are plotted as a function of the 
collision energy (Ecoll). The data are fitted with a sigmoid curve (black line). The characteristic point is 
indicated as a filled black square (50% fragmentation efficiency) and the Characteristic Collision Energy 
(CCE) is defined as the abscissa of the characteristic point. 














All these data gathered in a unique plot form the so-called Breakdown Diagram. The 
latter is a particularly interesting tool to investigate reaction mechanisms and model the kinetic 
of the molecular ion fragmentation. This diagram indeed contains e.g. information on the 
differences in the appearance energies: a fragment appearing before another one on this 
diagram does clearly have a lower Gibbs free energy. Moreover, the ratios of the daughter ions 
normalized curves are informative of the energy dependence of their rate constant ratio. A 
complete diagram may even show unequivocally consecutive fragmentations paths and 
possibly their respective parent ions. For illustrative purpose, such a diagram is represented in 
Figure 11. 
Figure 11: Theoretical Breakdown Diagram with two competitive fragmentation paths, plotted as a function 
of internal energy for a hypothetical PEG with 2 monomeric units. The full line represents the Survival 
Yield (normalized intensity of the molecular ion). The dashed line represents a possible direct cleavage path 
(prevalent at higher energies), and the dotted line could represent a rearrangement process (preferential at 
low internal energies). 
 To evaluate the experimental repeatability, SY curves of lithium cationized PEG10 
(m/z=465 Da) were measured 10 times successively, and the resulting data were used to 
determine the repeatability. This procedure was reproduced on each instrument used: namely 
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QqQ, qToF and qIT. Experimental conditions were maintained constant as much as possible 
throughout the complete set of measurements. This compound was also measured regularly 
during our study to ensure instrument stability and to obtain accurate results (after every series 
of 5 oligomers that was measured, PEG10 was measured again). Measurements of SY for this 
compound were also performed on different samples (PEG with 400 and 600 average 
molecular weights) and at different concentrations (this was done to account for the influence 
of different number of ions inside the instrument).  
Figure 12: Survival Yield curves obtained on QqQ instrument for lithium cationized PEG10. This 
demonstrates the repeatability of the measurements and provided an evaluation of the accuracy which can 
be attained. 
  
Gathering all the data from the aforementioned stability analysis: repeatability (10 times 
successive measurements), time-stability (every 5 oligomers measured, PEG10 was measured 
again), different sample preparations (PEG10 from different initial concentrations –different 
average molecular weight samples–), we could calculate for each instrument the Standard 
Deviations (SD) and the Relative Standard Deviations (RSD) for the CCE. The results are 
listed in Table 1 and illustrated in Figure 12. The SD values calculated and discussed in this 
section were used as error bars on all the plots presented. 
Moreover to avoid systematic errors, SY curves were recorded for compounds 
alternatively at high masses and low masses (e.g. PEG5 was measured followed by PEG15, 
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then PEG6, etc). These data along with summary of the experiments carried out (instrument 
type, mass range and charge states measured) are shown in Table 1. 
4. 1. 2. Use of various instrument-types. 
These experiments were performed on various instruments. At first these were done 
using a Micromass Quattro micro mass spectrometer (Waters, Manchester, UK), which was 
equipped with an electrospray source (ESI). For experiments in this instrument 50 M solutions 
of PEG in methanol (MeOH) containing lithium bromide at a concentration of 0.2 mM were 
prepared. The capillary was operated at 3.5 kV and the cone voltage was set to 60 V. The 
collision gas used was Argon and its pressure was maintained constant at 2.7x10-3 mbar 
(uncorrected gauge) throughout all the experiments (although small variations of less than 
0.1x10-3 mbar were recorded, equivalent to 4% of the pressure applied). 
Solutions of protonated peptides were also prepared at 0.5-1 mg.mL-1 concentration 
using a 1:1 mixture of ACN/H2O with 1% formic acid. Experimental parameters for peptide 
fragmentation were identical to lithium cationized PEG CID experiments, except that the 
electrospray cone voltage was set to 10 V (to avoid in-source fragmentation). Spectral data 
were analyzed using the MassLynx 4.1 software (Waters, Manchester, UK). As indicated in 
Table 1, these measurements were done from 5 up to 57 monomeric units (245 Da up to 2.5 
kDa). The resolution of the quadrupoles indicated in the MassLynx software were set to „5” on 
the first and the last quadrupoles after proper identification of the peaks was performed 
(especially to avoid possible confusion with multiply charged peaks and/or other adducts ion 
peaks) and the multiplier of the detector set to 500 to obtain very low noise on the spectra but 
increased up to 800 when low intensity signal were measured. The fragmentation pattern were 
obtained by acquiring spectra at constant excitation energy during half a minute up to two 
minutes depending on the signal intensity, while the ions were collected during one up to four 
seconds to generate each spectrum. The intensities were thus obtained by averaging over the 
acquisition span time to obtain statistically relevant values. Data were analyzed using the 
MassLynx 4.1 software from Waters. The spectra were processed using a first order polynomial 
noise substraction (80% below the curve), an even number of Savitsky-Golay type smoothing 
using a window of +/- 3 Da followed by peak centering (mean peak width at half height was set 
to 4 with 80% of the centroid). The latter built-in algorithms were used to obtain proper spectra 
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(relevant peaks were identified and stability of the procedure was checked for several spectra to 
enable little loss of relevant information). 
Size of oligomers (number of repeating units)Instrument
type 
1+ charged: 2+ charged: 3+ charged: 
Mass of 
molecular ions
SD and RSD 
(percentages)
on CCE 
QqQ 5 to 33 units 18 to 57 units 28 to 52 units 245 to 2538 
0.4 eV 
1% 
Qtof 4 to 18 units 14 to 45 units None 201 to 2006 
0.1 eV 
0.25% 




Glycine (76 Da), Aspartic Acid (134 Da), 
Leucine Enkephaline (556 Da), 
Angiotensin (1047 Da), Bradykinin (1061 Da), 
GluFib (1571 Da), Neurotensin (1674 Da), 
ACTH (2465 Da) 
0.4 eV 
1% 
Table 1: Summary of experiments performed: For each instrument type is indicated the size of oligomers 
studied, the equivalent mass ranges (in Da) and the absolute error determined (the standard deviation, 
based on measurements of the Characteristic Collision Energy for PEG10) as well as the relative error in 
percentage (compared with the value obtained for PEG10). A set of protonated peptides were also measured 
on QqQ only (the largest molecule, ACTH was measured doubly charged). 
 MS/MS measurements were also performed with a MicrOTOF-Q type Qq-TOF MS 
instrument equipped with an ESI source (Bruker Daltonics, Bremen, Germany). For these 
experiments PEG was dissolved at a concentration of 1 mM in methanol and lithium chloride 
was added as cationization agent. The sample solutions were introduced directly into the ESI 
source. The temperature of the drying gas (N2) was maintained at 160 °C. The capillary cap 
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voltage was -4.5 kV and the spray shield voltage was set to -4 kV. For MS/MS experiments 
nitrogen gas was used as the collision gas. The pressure in the collision cell was 8x10-3 mbar. 
The precursor ions for MS/MS were selected with an isolation width of 4 Th (4 Daltons per 
unit of charge). The mass spectra recorded were evaluated using the DataAnalysis 3.1 software 
(Bruker Daltonics, Bremen, Germany). 
 Similarly these measurements were also performed on quadrupolar ion trap type 
instrument using a Bruker Daltonics Esquire 3000plus mass spectrometer equipped with an 
electrospray source (Bruker Daltonics, Bremen, Germany). Standard solutions of PEG samples 
were dissolved in a H2O/MeOH (1:1 v/v) mixture which was purified with a cation exchange 
resin (AG® MP-50 Bio-Rad Laboratories, Hercules, CA). Working solutions were prepared by 
diluting the standards with purified MeOH at a concentration of 10 M and by adding lithium 
hydroxide of equimolar concentration. The capillary voltage was set to 3 kV, the drying gas 
was operated at 300 ˚C, the average pressure of the ion trap was 9.8x10-6 mbar (uncorrected 
gauge, although the real pressure in the source is known to be 2 to 3 orders of magnitude 
higher[41]) and the collision gas was He. The number of ions trapped in the cell was 
approximately 10,000 (fixed using the Ion Charge Control option -ICC-) and was kept constant 
through the complete set of measurements. The parent ions were isolated with a 1 Th window 
(1 m/z unit) and a delay of 50 ms was applied before the excitation starts. The excitation stage 
lasted 60 ms using an excitation width of 6 Th (or 6 m/z units). However, the maximum 
excitation voltage applied appeared to be shifted to a different mass than the one selected for 
tandem MS and is rather distributed on a small mass range than targeting an accurately 
specified m/z value. The excitation energy was therefore mass-dependent and the results 
scattered. To account for this effect, the excitation frequency was optimized to achieve a 
maximum of fragmentation when all other experimental parameters were maintained constant. 
The repeatability test (described above) was then successful and the results reproducible with 
the other completely different instruments (qToF, QqQ). This method was described in details 
by Goeringer & al.[124]. The scattering observed, however, became even more critical at low 
masses (less than 550 Da), a region in which the excitation method is modified on purpose to 
enhance sensitivity. This modification consisting in superimposing excitation electric fields 
with various frequencies, the energy injected into the system was undetermined and the results 
obtained were completely random. This region of the mass range (till ca. 550 Da) was thus not 
considered in our study.  
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4. 2. Modeling techniques.  
 To assess, understand and validate the interpretation of the experimental findings, the 
use of computational techniques such as quantum chemistry was used as well as some 
FORTRAN codes for cross-section calculations. Details on the procedures used to obtain the 
pieces of information presented in the next Chapter (p.55) are explained in this section. 
4. 2. 1. Geometry optimizations using quantum chemistry. 
  The Gaussian03[104] suite of programs was used throughout the complete work 
presented. This program was used to determine geometry of various cationized structures by 
trying to minimize their energy and to calculate energy differences. The calculations performed 
can be divided into two distinct groups: at first, global minimum energy structures were 
pursued for various degrees of polymerization of poly(ethylene glycols) cationized by different 
alkali ions. In the other set of calculations, transition state structures were looked for in order to 
investigate potential barrier heights that are related to fragmentation energies as well as to 
probe and compare different possible fragmentation mechanisms. 
Electronic structure calculations were performed using density functional theory. For 
the studies of M+-PEGn complexes with M=Li, Na and K, we selected the model most 
commonly used in organic quantum chemistry, the B3LYP/6-31G(d) level of theory[125-127]. 
This method can be expected to produce reasonably good complex geometries, but for more 
accurate energies we needed a better basis set, for which we chose the 6-311++G(2d,2p) set 
which allowed us to get energies even for the largest complexes within reasonable time. This 
basis set is large enough to make the basis set superposition error small compared to the 
accuracy of binding energies, as will be shown later. For the description of Cs complexes, 
however, the standard 6-31G(d) and 6-311++G(2d,2p) basis sets are not available. We tested 
two options, the LANL2DZ basis set for Cs including the pseudopotentials of Hay and 
Wadt[128-130],  connected with the D95[131] basis set for the second-row atoms as well as the 
def2-TZVP basis set developed by Ahlrichs and coworkers[132]. The test included geometry 
optimizations of K+-PEGn complexes with the 6-31G(d), def2-TZVP and the LANL2DZ basis 
sets (the latter including effective core potentials for K) and a comparison of the geometries 
and energy differences. We also tested the M05-2X functional[133] that was found to yield 
better agreement with the benchmark results for systems where the dispersion interaction has a 
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significant role. The geometry optimizations throughout the entire project were pursued until 
the maximum element of the gradient decreased below 1×10-5 a.u., often below 5×10-6 a.u. The 
geometries from which the geometry optimizations were started were either optimized 
structures obtained at the semi-empirical MNDO level (Modified Neglect of Differential 
Overlap) or constructed from the optimized structure obtained for the M+-PEGn oligomer with 
one less polymerization degree. The optimized geometries of K+-PEGn proved especially 
efficient as initial structures for the optimization of Cs+-PEGn oligomers. For each oligomer 
several potential minima were located. The energy differences between these conformers are 
between 0.02 and 0.5 eV. Note that we did not intend to map exhaustively the conformation 
space of any of the M+-PEGn ions; instead, we wanted to find typical structures that reflect the 
“generic” properties of the ions. In the search of such structures we rely on the goodness of the 
minimum-search algorithms in Gaussian 03 (Berny and GDIIS) and on the assumption that the 
density functionals applied (B3LYP and in particular M05-2X) are able to describe interactions 
between non-bonded atoms reasonably well. We note that, because we did not control the 
optimization nor strived to find the lowest-energy minima, the optimization of both the ionized 
oligomers and the uncharged PEGn molecules may converge to one of many geometries almost 
at random. Accordingly, the relative energies such as, for example, the binding energy of the 
cation exhibit fluctuations due to the uncertainty of the identity of the conformer of both the 
ionized and uncharged oligomers. 
4. 2. 2. Searching for transition state structures.
  Similarly, when studying transition state structures, all computations were first 
performed on lithium cationized PEG with either 2 or 3 monomeric units. After the different 
steps of the mechanisms were identified, they were selected one after the other and the 
corresponding critical coordinates were scanned each in different calculations (using the scan
keyword on the redundant coordinate) with stepsizes of usually 0.1 Bohr. The geometries were 
reoptimized at all steps of the potential energy surface scanned. When a maximum energy 
structure was identified, it was reoptimized using the opt=(ts,noeigentest,calcfc) after the force 
constants were computed to obtain an accurate estimate of the PES curvature. These 
calculations were followed by a frequency analysis. If the frequency analysis proved the 
structure to be a good candidate as a transition state (a unique imaginary frequency found in the 
vibrational spectrum), the vibrational mode was visualized using the Molden software. In the 
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case it clearly exhibited some features of the reaction (e.g. it is more than a simple methyl-
group rotation), an IRC calculation was performed both in the forward and the reverse 
directions of the reaction using the irc keyword. By specifying a small stepsize (0.02 
Bohr≈0.01Å) and a large number of steps this calculation enabled to check reliably the nature 
of the products and of the reactant. 
4. 2. 3. Characterization of the overall shape and size of ionized PEGs.  
To study the overall shape and size of the various structures obtained using quantum 
chemistry, collision cross-sections with helium atoms were computed. The Sigma program, 
provided by T.Wyttenbach, was used. This is a FORTRAN set of routines devoted to the 
calculation of collision cross-sections with any spherical-type bath gas. It uses the projection 
approximation[134]. Briefly, the molecular geometry of the polyatomic ion is taken from an 
external source (e.g. molecular modeling or electronic structure calculation). Each atom is 
represented by a hard sphere. The projection of the molecule is generated on a plane “above” 
which the ion is rotated systematically. The area of the projection is determined by placing 
systematically a circle corresponding to the colliding He atom on the projection plane of the 
hard spheres of the atoms of the ion and if they overlap, the point is considered to belong to the 
area of the projection. The areas obtained for different orientations of the ion are averaged. In 
SIGMA the calculations are partly done using a Monte Carlo scheme instead of a systematic 
scan. 
As input parameters, the program requires the radius of the bath gas (in our case helium 
was used in the computation with a radius of 1.09Å) and a set of coordinates for the atoms 
composing the molecule of interest along with their nature (as default the format of the file 
should be the Sybil one: “.mol2”). Several parameters need also to be specified, but since no 
experimental data were used to compare with, these parameters were kept constant for all 
molecular ions studied. The hard-sphere model was used for all atoms in the calculation, the 
temperature was set to 300K, atom radii had the following values: hydrogen 1.1Å, carbon 
1.61Å, oxygen 1.51Å, sodium 2.24Å, cesium 2.5Å (as specified in the Sigma code). In the case 
of structures with lithium and potassium, they were computed with different radii for the 
cations and it was noticed there is negligible change in the cross-sections calculated. The most 
critical parameters being the radius of hydrogen atoms which are forming a kind of dense 
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enough cover around the molecule which essentially shields the rest from the helium atom, so 
that the presence of other atoms essentially does not have any influence. 
To achieve reasonable accuracy, the program was asked to converge up to at least 1% 
standard deviation on the calculation of the cross-section for a single structure. The latter 
calculation was repeated at least 10 times and a mean value was calculated for the 
corresponding structures which are the values reported in the structural study. 
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5. Results and discussion. 
5. 1. Degrees of Freedom effect on fragmentation in Collision 
Induced Dissociation experiments. 
  As presented and reviewed on page 24, and in spite of its importance, size dependence 
(the DoF effect) is mostly discussed in qualitative terms; there are only few systematic 
quantitative studies [59, 64-66]. In order to study the influence of molecular size on the 
fragmentation, the activation parameters (entalphy and entropy) should be constant. However, 
each of the above mentioned studies are using peptides, which have different activation 
parameters. On contrary synthetic polymers can provide good reference compounds in that 
respect.  
In this chapter the influence of the precursor ion mass (degrees of freedom) on CID 
fragmentation has been systematically determined for different types of molecules, namely: 
poly(ethylene glycols) –PEGs–, poly(tetrahydrofuran) –PTHF– and a set of peptides over a 
wide mass range. 
5. 1. 1. Results on triple quadrupole (QqQ). 
  The SY curves of a series of PEG oligomers have been measured. Singly lithium 
cationized PEG oligomers covering a wide mass range from approximately 250 Da up to 1.5 
kDa and obtained on a QqQ instrument are shown in Fig.2. For sake of clarity, only the results 
of every 3rd or 4th oligomers are shown, but most of them have been measured. It should be 
noted that the SD (0.4 eV in QqQ) is much better, than the distance between the SY curves 
between neighboring oligomers (ca. 3 eV at CCE). One can observe that the SY curves are 
shifted to higher excitation energy when the number of monomeric units is increased. The same 
observation holds when considering doubly charged molecules separately, measured from 18 
up to 57 monomeric units, and triply charged, measured from 25 up to 52 monomers. (Figure 
13) 
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Figure 13: Survival Yield (SY) curves measured on QqQ instrument for different sizes of singly lithium 
cationized PEG oligomers. The experimental conditions were the same for all the measurements (P stands 
for PEG and the attached number for the number of monomers). The experimental points are presented 
along with the corresponding sigmoidal fits. When increasing the number of monomeric units, the SY 
curves are shifted to higher collision energy. 
The CCE values determined for different size PEGs were plotted as a function of precursor ion 
mass, as shown in Figure 14Figure 13. Note that the precursor ion mass represents the size of 
the molecule and is linearly correlated with the number of Degrees of Freedom. The figure 
indicates that the CCE increases linearly with the precursor ion mass, with a high correlation 
coefficient (R2=0.997). This is in good qualitative agreement with previously reported data on 
peptides[67]. In the latter reference, it was reported correlation coefficients between 0.83 and 
0.89. Although in that case a different definition was used to describe fragmentation, it is not 
surprising that these results scatter significantly more than for polymers. Indeed, a prerequisite 
to observe such a good linear correlation is that the energy and entropy of activation in a class 
of polymers is likely to remain constant. When compounds of different structure are compared, 
the CCV (Characteristic Collision Voltage: excitation voltage used to achieve 50% 
fragmentation of the molecular ion) will depend not only on the molecular mass, but the 
activation energy and entropy as well. In the case of peptides, variations in the fragmentation 
parameters depends on the structure of the compound studied. For instance, in the case of 
arginine or lysine-rich compounds, it is well-known that fragmentation is very specific and 
achieved only at the cost of higher excitation energy. Although the latter amino-acids are 
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peculiar and extreme cases, similar behavior but to a lower extent is expected for peptides 
containing other amino-acids as well. On contrary, when studying a well-defined family of 
polymer compounds, the fragmentation parameters can be reasonably assumed as constant with 
respect to their masses. 
Figure 14: The Characteristic Collision Energy (CCE) corresponding to the Characteristic point (see Figure 
10) is plotted versus the mass of the molecular ions (M in the fitting function). These points are obtained on 
QqQ, from the SY curves shown in Figure 13 and are presented for singly lithium cationized PEGs. The 
linear fit obtained along with the accuracy on the parameters is indicated on the curve (R2=0.997).
  Theoretical arguments can tentatively support such a linear correlation; although 
detailed studies have not been performed yet. Without going into details, and by making few 
assumptions, one can make the following arguments: In mass spectrometric experiments, the 
relevant energetic quantity to consider is the center of mass (c.o.m.) collision energy. 
Approximately it is equal to the laboratory frame collision energy multiplied by the mass of the 
collision gas and divided by the precursor ion mass. Under single collision conditions a 
constant fraction of the c.o.m. collision energy is converted into internal energy. As a 
consequence the amount of internal energy increase in CID depends linearly on the laboratory 
frame collision energy CCElab and decreases inversely with the precursor ion mass. In our 
experiments, a molecular ion experiences many collisions. Based on drift tube 
experiments[100, 135], one can consider the cross-section of the cationized PEG precursor ion 
to increase linearly with the mass; so that the number of collisions experienced also increases 
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linearly with its mass. This suggests that the decrease of the center of mass collision energy 
with precursor ion mass is compensated by the number of collisions; i.e. that the internal 
energy increases linearly with the laboratory frame collision energy. One can allow two further 
assumptions, viz. that the internal energy is statistically distributed over all degrees of freedom; 
and that the activation parameters do not change with the mass of the various PEGs precursor 
ions.  
These assumptions can be applied to large molecules (with a large number of DoF) in the 
framework of the statistical rate theory. To compensate for the increased degrees of freedom 
one needs to increase the internal energy of the fragmenting ion to get the same survival yield 
(same rate constant). The internal energy should increase approximately linearly with the size 
of the molecule in order to keep the given reaction rate (and therefore a given SY value) 
constant. This correlation is simple to show within the framework of the RRK formalism, but 
should hold using more accurate statistical rate theories as well. For a more accurate theoretical 
description one may need to take into account of the internal energy distribution as well. 
Preliminary model calculations suggest that this should lead to the same conclusion. In RRK 











where E0 is the activation energy, Eint is the internal energy and s is the number of degrees of 
freedom. Two different molecules will have the same Survival Yield if their rate constants are 
identical. For two molecules of different size (degrees of freedom, s1 and s2 respectively), 











Using the assumptions that: 
the transition states are similar,  
Eint >> E0 and 
 s >> 1;  






≈  Eq.8 
Combining all these correlations, assumptions and simplifications suggest that the collision 
energy needed to obtain 50% SY (CCE) should increase linearly with molecular size. Knowing 
the assumptions and their limits and the qualitative nature of the arguments above, it is 
interesting to observe that the experimentally established size dependence indeed shows a good 
linear correlation on the mass range studied, as illustrated in Figure 14.  
Figure 15: Characteristic Collision Energy (CCE) versus the molecular ion masses for singly (opened 
squares), doubly (filled circles) and triply charged (crosses) PEGs on QqQ. These data are plotted together 
accounting for the charge states (the collision energy is obtained by multiplying the collision potential –
voltage applied to excite the ions– by the charge state of the molecule). The linear fit obtained along with the 
accuracy on the parameters is indicated on the curve. (R2=0.997). 
 At present the trendlines should be considered only as empirical fits to the data. The slope is 
most likely proportional to the activation energy; the physical meaning of the intercept can not 
be conclusively determined at the present stage. 
Table 1 lists all experiments performed, giving the most relevant experimental parameters. 
First, doubly and triply lithium cationized PEGs were studied on the same instrument, using 
identical experimental conditions. When multiply charged species are studied, one needs to 
consider whether to use electric potential difference on the collision cell (“collision potential” 
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or “collision voltage”) or the collision energy (collision potential multiplied by the charge 
state). Analogously, one needs to decide whether to use the precursor ion mass, or mass to 
charge ratio for comparison. For fundamental studies Figure 15 is probably most significant; 
which shows that correlation between the Characteristic Collision Energy (CCE) and the 
precursor ion mass is practically independent of charge state, and the linear correlation extends 
up to at least 2.5 kDa. For practical purposes probably Figure 16 is more useful, which shows 
correlation between the Characteristic Collision Voltage (CCV) and the mass to charge ratio. 
As a first approximation the data of singly, doubly and triply charged ions nearly overlap and 
can be described by a single linear trend (R2=0.964). Detailed examination of Figure 16 shows, 
however, that different charge states have slightly different behavior: the linear trend lines 
Figure 16: Characteristic Collision Voltage (CCV in Volts) versus the precursor ion mass to charge ratio (in 
Thomson) for singly (opened squares), doubly (filled circles) and triply charged (crosses) PEGs on QqQ. 
The linear fit obtained along with the accuracy on the parameters is indicated on the curve (R2=0.964).  
corresponding to the various charge states are shifted; those of multiply lithium cationized 
compounds are below those of the singly charged. Although the deviations are small, they are 
still several times higher than the accuracy of the measured CCV. This difference may have 
different causes. Most likely differences in the cross-section of singly, doubly and triply lithium 
cationized ions play a role. Such a difference in cross-section has indeed been observed, 
showing that multiply cationized PEGs have a more extended structure[136]. Increasing the 
cross-section would increase the number of collisions, therefore the internal energy of the ions, 
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so that multiply charged ions would need less collision voltage to induce fragmentation. 
Another possibility is that cation detachment is more likely to occur when increasing the charge 
state and this may shift the curves to lower collision energies (new competitive ‘fragmentation’ 
pathways with lower activation energy) or that simply the activation energy of fragmentation 
for singly and for multiply charged ions is different. It was also reported, based on accurate 
classical trajectory simulations on peptides that the energy transfer efficiency may increase 
with the compactness of the ion structure[137-138]. The general result from these studies is that 
the more compact, folded structures give the most efficient energy transfer. However, 
unambiguous interpretation of this shift is outside the scope of the present study and is thus left 
for further detailed analysis. 
5. 1. 2. Generalization to other instruments. 
  The next step in generalizing the linear DoF effect discussed above is to establish, if it 
is a feature of a given instrument, or if it can be observed on any instrument. With this in mind 
we have studied size dependence on a QToF instrument. The collision energy regime in this 
instrument is similar to that of a QqQ instrument, but experimental conditions (pressure, cell 
dimensions, ion source conditions, nature of the collision gas, etc.) are different. The results 
(Figure 17) show a similar linear correlation between the CCE and precursor ion mass as 
observed before, on the QqQ, but the slope and intercept of the line are different. These results 
show that the observed linear trend is not a specific property of a given instrument. 
A larger jump ahead is to study the DoF effect on a distinctly different type of 
instrument, a quadrupolar Ion Trap (qIT). These instruments work under a significantly 
different collision regime, often called “slow heating”: the collision energy is much smaller (in 
the 0.1-10 eV range in the laboratory frame); there is a far larger number of collisions 
(hundreds or even thousands of collisions), they use a different collision gas (He instead of Ar 
or N2, typical in quadrupoles); ions are continuously accelerated and decelerated in the cell; and 
the residence time is also much longer (milliseconds instead of microseconds)[124]. In ion 
traps (at least in most commercial ones) determining the mean collision energy is not 
straightforward; it is easier (and more common) to use the collision amplitude (voltage) to 
influence or describe the fragmentation. The Survival Yield curves were measured against this 
collision amplitude voltage, and CCE values were determined as before. Figure 18 shows the 
resulting CCE values as a function of the mass. 
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Figure 17: Characteristic Collision Energy (CCE) versus precursor ion mass for singly (opened squares) 
and doubly charged (filled circles) PEGs on QToF. These data are plotted together accounting for the 
charge states (the collision energy is obtained by multiplying the collision potential –voltage applied to 
excite the ions– by the charge state of the molecule). The linear fit obtained along with the accuracy on the 
parameters is indicated on the curve. (R2=0.999). 
(Note that experimental artifacts occur at low mass range, therefore these results are not shown 
here). The results closely resemble those discussed above: there is a good linear relationship 
with a correlation coefficient R2=0.997. 
Figure 18: Characteristic Collision Energy (CCE) versus the molecular ion masses for singly (open 
squares), doubly (filled circles) and triply (crosses) charged PEGs on qIT. These data are plotted together 
accounting for the charge state (the CCE is obtained by multiplying the fragmentation amplitude –voltage 
applied to excite the ions– by the charge state of the molecule) The linear fit obtained along with the 
accuracy on the parameters is indicated on the curve (R2=0.998). 
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The same CCV plot against mass to charge ratio as in Figure 16 would lead to similar 
conclusions. The curves obtained for various charge states are very similar but slightly shifted 
to lower energy when the charge state is increased.
5. 1. 3. Generalization to other types of compound.
Having studied the size dependence of PEGs, we selected another polymer class, viz. 
polytetrahydrofuran (PTHF). Survival Yield curves for ten doubly lithium cationized oligomers 
between 8 and 27 monomeric units were measured on QToF in similar conditions as for PEGs. 
CCE and CCV values have been determined; the results show a good linear correlation 
(R2=0.996) between CCE and the molecular mass (and a similar one between CCV and m/z).  
A further generalization of the results involves various peptides (and a few amino acids, see 
Table 1 for details). Singly and doubly protonated peptides/amino acids in the 100 Da-2.5 kDa 
mass range were fragmented in a QqQ and the Survival Yield curves and CCE were 
determined. 
Figure 19: Characteristic Collision Energy (CCE) versus the molecular ion masses for a set of singly and 
doubly protonated peptides on QqQ (filled triangles, from small to large: glycine, aspartic acid, leucine 
enkephaline, angiotensin, bradykinin, glufib, neurotensin, ACTH). The linear fit obtained along with the 
accuracy on the parameters is indicated on the curve. Large scattering, most probably due to variations in 
the activation energies, is illustrated by the value of the correlation coefficient R2=0.917. Characteristic 
curve for PEGs obtained on the same instrument and in similar conditions is also plotted for comparison. 
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 The results are shown in Figure 19, where (for comparison) results on PEGs studied 
under similar conditions is also presented. Probably most important is that fragmentation of 
peptides can also be described by linear size dependence, analogous to that of PEGs discussed 
above. Data, however, show larger scattering. This is likely due to the variability of activation 
energies (or Gibbs free energies) of peptides. While for various size PEGs it seems a good 
approximation that the activation energies are identical, it is not surprising that, given the 
variation in structure of the peptides, the fragmentation processes of the latter vary to a larger 
degree[64]. 
Figure 20: Ratio of Characteristic Collision Voltage (CCV) of an oligomer with the CCVs of a standard 
compound (CCV/CCVS) versus m/z is presented for all instruments (QqQ, QToF, qIT) for lithium 
cationized PEGs and for a set of peptides. The ratio CCV/CCVs is dimensionless, thus independent of the 
voltage ranges investigated. We observe an overlap for the PEGs and for peptides illustrating an energetic 
equivalence in the DoF effect whatever the instrument and/or compound considered. A linear fit is obtained 
(dashed line: R2=0.947 with 7.0% Standard Deviation) and compared with the same fit with an intercept 
enforced to 0 (straight line: R2=0.991 with 7.5% Standard Deviation). 
The second difference is that the slope for peptides is much smaller than that of PEGs. The 
observed difference implies that PEGs require ca. two times higher collision energy than 
peptides of similar mass to undergo the same degree of fragmentation. This behavior is 
definitely connected to differences in activation energies (more precisely to the Gibbs 
activation free energy). Activation energies of peptides are usually in the 1.0-1.2 eV range; 
which is also a typical range for the lowest energy processes of a wide range of organics[66]. In 
contrast, quantum chemical studies indicate that the activation energy for the lowest energy 
fragmentation process of lithium cationized PEGs is much higher, in the range of 2.2-2.8 eV 
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(WP627, 57th ASMS Conference, May 31-June 4, 2009, Philadelphia, Pennsylvania, USA). 
This is corroborated by experimental evidence, showing that various peptides and other 
organics fragment much more easily than PEGs under similar conditions. Moreover, these 
results on peptides closely resemble those published several years ago[67], although the 
fragmentation efficiency was defined in a significantly different way in that study. 
5. 1. 4. Summary on DoF effect study: theoretical and practical aspects. 
  All the results obtained on various instruments are strikingly self-consistent. Indeed, 
this study was performed under a great variety of experimental conditions:  
(1) in the sample preparation (e.g. concentrations, preparation method, type of salt),  
(2) in the ionization conditions (e.g. geometry of the source, cone voltage),  
(3) with different excitation method (tandem MS in space in quadrupole-type 
instruments or in time using the ion trap) which involves different energetic regimes 
(slow heating process for ion trap),  
(4) in the nature of the collision gas (He, Ar or N2 were used), 
(5) in the pressure of the collision gas (from 8x10-3 mbar in QToF experiments down to 
almost 10-5 mbar for qIT),  
(6) with different operators having each their own method for data acquisition (software 
used, statistical treatment of spectra obtained).  
In spite of these various conditions, the results show the same linear trend. We discuss from 
this point how these findings may be presented for straightforward and easy use. The latter 
qualitative correlation may certainly become more practical using the CCV values on a relative 
scale, because in such a case data obtained on different instruments can be conveniently 
compared. The CCV value is, indeed, a convenient measure of the efficiency of CID, and in 
many cases represents the optimum collision energy for fragmentation studies[139] In most 
cases using 10-20% lower collision energy results in very little fragmentation. On the other 
hand, using 10-20% higher collision energy will fragment nearly all precursor ions (note, that 
for analytical work, like peptide identification, this may be advantageous). Measuring or 
adjusting voltages is straightforward, and the charge state of the ion does not have to be 
considered. Beside this energy-related quantity, the mass to charge ratio is the primary 
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parameter measured in mass spectrometry. It is therefore very convenient that the charge state 
of the fragmenting ions does not have to be determined when comparative MS/MS experiments 
are carried out. Going a step further and combining the two arguments above, one can measure 
the CCV of a selected (standard) ion of m/z=S (denoted as CCVS) on a given instrument, and 
plot the results in CCV/CCVS units. In Figure 20 we have re-plotted all data shown in Figure 
16 up to Figure 19 in such units (using a ‘standard’ ion at around 1000 Th). When one 
compound class is studied (like PEGs) it is straightforward. When different compound classes 
are considered (like PEGs and peptides) it is still possible; but the “standard ion” to determine 
CCVS should be the same type, as the studied one (i.e. a peptide vs. other peptides, or a PEG 
vs. other PEGs). This figure clearly illustrates that all data fit on the same linear line. It clearly 
shows that the observed linear relationship is indeed instrument- and compound-class 
independent; and it is a definitive proof of the prevalence of the DoF effect. Moreover, this 
trend line has an intercept close to zero (the dotted line is the optimum linear fit and the straight 
line corresponds to the same fit with a zero intercept enforced); and that allows an easy 
estimation of CCV values. The CCV value of an ion of m/z=X can be calculated according to 
the following formula: 
( )est SCCV X   CCV   X / S= ∗  Eq.9 
Note that this formula can be applied to any instrument (tested on QqQ, Qtof and ion traps, and 
is likely to be applicable for others as well) or any type of compound (tested here on lithium 
cationized PEGs, PTHFs and protonated peptides). Estimation of CCV values using this 
formula has the accuracy (relative std. deviation) of 7.4% for all compounds considered. Note, 
this involves various charge states and various instrument types. The same accuracy is 6.4 % 
for PEGs only; while 15.5% for peptides.   
The results discussed above clearly show a good linear relationship of CCV with molecular 
mass. However, mass dependence is only one side of the coin; activation energy and entropy 
are just as important for fragmentation. It means that one can expect good linear correlation, 
only if the compounds studied have similar activation energies/entropies. For most polymers 
this seems to be a good assumption (see data for PEGs, PTHFs discussed above), for these 
polymers the accuracy of the estimation is less than 10%. Peptides present a much more 
heterogeneous fragmentation behavior, so accuracy of Eq.9 is much less accurate (15.5% for 
the randomly selected peptides studied here). There are various “special” peptides, e.g. arginine 
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or lysine-rich[64, 140], with unusual fragmentation characteristics, which would fall off the 
predicted line completely. If peptides and polymers would be treated together, the linear 
dependence will also be distorted by large variations in the activation parameters.  
  According to the approximation discussed above, the CCV (which can be regarded as 
the optimum collision voltage) for a given compound class will require energy dependent 
analysis of one compound only. If one finds that for a given purpose a higher collision energy 
is needed than that indicated by CCV (e.g. 20% survival yield, SY20, is more adequate), one 
could estimate it as well using Eq.9. Using PEG20 as standard compound one can assume that 
SY=20% would be the optimum fragmentation degree (corresponding to CCV20%). Estimating 
CCV20% values for other PEGs using Eq.9 results in an accuracy of 5.5 %; similar to the 
accuracy estimating CCV50% (7.4%, as discussed above). 
This latter discussion suggests an easy method for instrument tuning for high-
throughput structural characterization through tandem MS: after a standard compound is 
measured, the optimum excitation voltage is in a simple proportion with the mass of any 
structurally similar analyte at constant experimental conditions. This is simpler and most likely 
as accurate as optimization methods currently suggested by manufacturers. These methods 
consist e.g. in collecting spectra at 3 different collision voltages for each compound of interest 
and performing interpolation to determine the most informative collision voltage. The 
technique developed above is more efficient for high throughput applications, e.g. in automatic, 
data dependent analysis to optimize workflow[67], especially when tandem MS is coupled to 
separation techniques such as chromatographic methods[141]. Determining survival yield 
differences may also help separating different types of compounds (e.g. PEG polymers in a 
peptide mixture) based on differences of fragmentation parameters. 
  From the theoretical point of view the linear correlation between collision energy and 
precursor ion mass up to 4.5 kDa is very pleasing. It is most likely a Degrees of Freedom effect 
as illustrated in Figure 20 (DoF is related linearly to the precursor ion mass in a given oligomer 
series; but this holds approximately true for any organics). This suggests that energy 
randomization within a molecule is fast up to ca. DoF=2000 (ca. 4.5 kDa for PEGs); and 
statistical rate theories will be applicable. In other words, the “shattering” mechanism 
(suggested in Surface Induced Dissociation[142-143]) or non-ergodic processes (suggested in 
Electron Capture Dissociation[63, 144-145]) do not need to be considered under most 
circumstances. Moreover, in the case of PEGs the linear trend described above (R2>0.996) 
makes the use of polymers for theoretical investigations even more interesting. The effect of 
diverse properties of the molecular ion may, indeed, be disentangled (less parameters to 
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consider) and detailed molecular modeling may become more easily amenable (less variations 
in the structure). 
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5. 2. Size-effect on the energetics of lithium cationized PEG 
fragmentation. 
When doing CID experiments, interpretation of the spectra obtained is not always a 
straightforward task. Usually one tries, first, to identify series of peaks or well-known losses 
(e.g. for protonated molecules, the loss of water is a usual one). If the collision energy is too 
high the spectrum is, however, complicated and has a large number of peaks. These can be 
daughter ions from high-energy (e.g. direct bond cleavages) or consecutive processes. This 
picture is getting complicated by the complexity of the molecular ion structure. To speed up the 
interpretation process of CID spectra, reliable information on the fragmentation mechanism of 
simple molecular ions is particularly valuable. The latter information will, indeed, help 
elucidating fragmentation mechanisms for more complex compounds and therefore allows one 
to infer more structural information from CID experiments. 
 Although the fragmentation of lithium cationized PEG has been investigated both 
experimentally and theoretically (reported on page 27), a variety of processes are still 
envisioned. It is important to note here that PEG is certainly among the simplest polymers 
available: it is actually a homopolymer with a small monomeric unit, C2H4O, of mass 44 Da 
formed by 3 heavy atoms only. It is therefore an important point to elucidate its fragmentation 
behavior unequivocally. Another important feature of that fragmentation behavior consists in 
noting the almost unique fragmentation path observed on ion trap instruments. Compared to 
e.g. leucine enkephalin it is noteworthy that this feature does not complicate the theoretical 
description by alternative or consecutive processes. Although this statement holds true only for 
“slow-heating” techniques, it may allow one to use this compound as a standard for energetic 
studies and accurate comparison with quantum chemistry calculations. 
In this theoretical study, we describe first the mechanism for the process of A1 
formation (loss of a monomer). This process is almost the only one observed when the “slow-
heating” technique is used, and for that reason it is the most thoroughly studied herein. The 
formation of the whole A series is then described with a different mechanism. All these 
processes are, as previously suggested by Lattimer, strongly influenced by the presence of the 
cation. It is followed by a proposal for the mechanism of formation for the B and C series 
through charge-remote process. With all these mechanisms at hand, we subsequently discuss 
how they affect the profile of the mass spectra obtained with the instruments used so far. 
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Finally, the energetics for the formation of ions of the A1 and A series is presented as a 
function of the polymerization degree. The main fragmentation path A1 is shown to exhibit size 
dependence up to the completion of the solvation shell. 
5. 2. 1. Preliminary considerations on the loss of a monomeric unit.  
The interpretation and mechanistic details of the fragmentation of cationized PEG were 
already reported by Lattimer (p.26). In particular, he associated the -44*N as a series of loss of 
N units which he named the A series. Although he used the same nomenclature, Lattimer 
interpreted the loss of a single monomer and of N-units (N>1) using different mechanisms 
based on deuterium-labeled experiments. In those experiments, only the loss of a monomer (A1 
peak) was shifted to higher masses by 2 Da, meaning that the hydrogen rearrangement for this 
path takes place at the end of the chain and involves the alcoholic hydrogen (see Scheme 5). 
Since the loss of a monomer is an important process as illustrated by the intensity of the peak 
A1 (the most intense on qIT, see Figure 7, spectrum (d)), this process is investigated with 
special attention. To this end, the energy of formation of the A1 fragment has been investigated 
first, by computing all its possible structures. These results were further used to obtain detailed 
information on this process and derive accurate activation energies. 
Figure 21: PES for the fragmentation of lithium cationized PEG with n monomers. Different isomers for a 
neutral monomer loss have been computed leading to different energies for the mechanisms. The lowest-
energy transition state is expected to have a structure leading to the lowest energy product. 
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We computed minimum energy structures for all possible isomers for the monomeric 
unit loss. Differences in the energies obtained for all these isomers are indicated on Figure 21. 
The aldehyde isomer appears clearly to be the lowest energy structure for the neutral fragment. 
It is an important piece of information that can be used for locating the transition state structure 
and deriving a possible mechanism. Calculations were performed as explained on page 51 at 
the B3LYP/6-311++G(2d,2p)//B3LYP/6-31G(d) level of theory. 
According to the principle that “entities must not be multiplied beyond necessity” 
(Occam’s razor heuristic principle), the loss of a monomer from the chain terminus can 
therefore reasonably be thought to be the result of four elementary steps: 
a) a hydrogen-transfer from the alcohol end-group, 
b) a C-O bond breakage, 
c) an additional hydrogen-transfer within the neutral fragment,  
d) the desolvation from the Li+ ion (if the ion is involved in the mechanism) to lose a 
neutral. 
The transition state structure may depend on how these four steps are sequenced. This is 
the next step in the elucidation of the cationized PEG fragmentation processes. 
5. 2. 2. Mechanism for the process of a monomer loss. 
  In this section the loss of a single monomer from lithiated PEGs is discussed in the light 
of the information collected from DFT studies. As mentioned earlier, Lattimer proposed a 
mechanism for monomer loss: a simultaneous C-O bond rupture and O to O H-atom transfer, 
yielding vinyl alcohol. Our approach to the elucidation of the mechanism and its details on how 
the steps a)-d) mentioned above are sequenced was a systematic search for the structure of the 
transition state. First we scanned the PES by constrained optimization at various points along 
the critical coordinate corresponding to one of the elementary steps, then the maximum energy 
structures were reoptimized to proper transition states. We repeated the procedure (described in 
detail in the previous section on page 51) for each of steps a)-d). This way we obtained several 
transition state structures, for which the energy was calculated using the 6-311++G(2d,2p) basis 
set. The results are presented in Table 2 in which each path is identified by a number (to 
facilitate the discussion), the first elementary step to take place in the sequence, the nature of 
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the product and the relative energy (in eV) with respect to the parent ion equilibrium structure 
at 0 K. These data were computed with an oligomer containing 3 monomeric units. However, 
for the sake of clarity, the pictures in the whole Chapter show the analogous structures obtained 
with 2 monomeric units.
1st step Product Barrier height 
Path   1 Hydrogen transfer ALDEHYDE 2.54 eV 
Path   2 C-O breakage ALCOHOL 2.84 eV 
Path   3 
Desolvation of 
lithium ion EPOXY 3.16 eV 
Path   4  
(=Path 1 without Li+) Hydrogen transfer ALDEHYDE 2.74 eV 
Path   5 





Table 2: Barrier heights for the various transition state structures identified for A1 fragmentation along 
with the absolute critical energies obtained (corrected ZPE). The structures were computed for PEG with 3 
monomeric units using the 6-311++G(2d,2p)//6-31G(d) level of theory including frequency analysis at the 
B3LYP/6-31G(d) level. The first column corresponds to the path identified (see text for details) and the 
second column indicates the 1st step in the corresponding fragmentation path. The 3rd column gives the 
product obtained after an IRC analysis (at the B3LYP/6-31G(d) level) and the last column shows the critical 
energy (in eV).  
The structures for the products were obtained from IRC calculations as described on page 42 
and on page 51. Path 1 has clearly the lowest energy barrier and corresponds to the loss of an 
acetaldehyde molecule. This agrees well with the observation reported in the previous section 
on the energetics of the neutral loss. A difference between the calculated mechanism and what 
Lattimer proposed is that along the IRC we calculated, not only one O to O H-atom transfer 
takes place in the same elementary chemical reaction but also a 1,2 carbon-to-carbon H-atom 
transfer within the newly formed vinyl group. In more detail, this path involves, in a concerted 
process, the C-O bond breakage and the two hydrogen rearrangement, the desolvation taking 
place later on. The “concerted process” mentioned means that the products of the elementary 
“steps” (C-O rupture etc.) are not formed, i.e. there is no potential energy minimum 
corresponding to them. Instead, there is only one potential energy barrier along this pathway on 
the potential energy surface. 
73
Very interestingly, however, the mentioned bond conversions are not synchronous. The C-O 
rupture and the O-O H-atom transfer take place early along the minimum energy path, well 
before the barrier is reached, the C-C H-atom transfer occurs on the product side of, but close 
to the top of the potential barrier. The desolvation step is actually an additional step, a new 
elementary reaction in this mechanism. The energy required for this last step is much lower 
than that necessary for fragmentation: it is a barrierless process, allowing this step to take place 
quickly. The transition state structures for the concerted monomer loss, with and without the 
presence of the cation, are shown below. In the figures the leftmost group of atoms is leaving 
the ion. The hydrogen atom 1 is first transferred from the alcohol end-group (atom 2) to the 
closest ether oxygen (atom 3) to form a new alcohol end-group. Almost simultaneously, the C-
O bond breaks (between atoms 3 and 4) and is followed by an additional hydrogen transfer 
(atom 5) from carbon 6 of the leaving group to carbon 4 (which originally participated in an 
ether bond). This way a methyl end-group connected to a HCO group is formed and the neutral 
aldehyde molecule is departing from the Li ion in a next step. In the left-hand-side structure 
one can see a strong interaction between the alkali cation and the newly formed oxo group. The 
conclusion of our DFT calculations is that the mechanism for the concerted monomer loss is 
more involved than what was known in the literature. The main difference is that according to 
the DFT results, and due to the additional hydrogen transfer compared to the mechanism 
proposed by Lattimer, the neutral monomer leaving the ionized PEG is not vinyl alcohol but 
acetaldehyde. A comparison of the two mechanisms is illustrated in Scheme 5. 











Figure 22: transition state structures, obtained after geometry optimization, for the lowest-energy path in 
the presence of a lithium ion (Path 1) and without the lithium (Path 4). This process leads to the formation 
of a neutral acetaldehyde molecule (the fragment on the left of the pictures). The difference in the barrier 
heights between these two processes is about 0.2 eV in the case of PEG3. Li+ is in pink, O red, C gray and 
H is white. 
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The same mechanism has been computed without the cation (Path 4 in Table 2) and lead to a 
very similar transition state structure. However, the barrier height obtained for the latter 
structure is 0.2 eV higher than in the presence of the cation, demonstrating the catalytic 
influence of the latter. Path 4 is, however, still competitive with the other paths in the Table. 
Lattimer’s mechanism:      DFT mechanism:
                                                        
Scheme 5: Mechanism proposed in the literature (left) and new mechanism proposed for A1 daughter ions 
formation (right) through a charge-induced process.
Alternative higher-energy mechanisms 
     
Figure 23: transition state structures, for Path 2 (left side) and Path 3 (right side); Li+ is in pink, O red, C 
gray and H is white. Path 2 leads to vinyl alcohol through a C to O hydrogen transfer (atom 1’ from atom 
6 to atom 3). Path 3 generates an epoxy structure (atoms 2, 4, 6), the desolvation of the end-group taking 
place first. Both are higher in energy than Path 1, respectively, by 0.30 and 0.62 eV. 
  In order to check that the transition state structure identified corresponds to the lowest-
energy pathway, we identified the transition structures corresponding to the other possible 
pathways. The alternative transition structures were found by varying the sequence of scanning 
for the critical coordinates corresponding to the steps identified in the previous section. They 
are shown in the figures above. There is a path leading to each possible neutral isomer listed 
previously. Path 1 leads to an aldehyde, Path 2 to an enol and Path 3 to an epoxy structure. The 
potential energy barrier corresponding to Path 2 is 0.3 eV higher than that of Path 1, indicating 











observation that the hydrogen atom transferred during the fragmentation process comes from 
the alcohol end-group (as via Path 1) and not from a backbone carbon (as Path 2 would suggest, 
see page 24). Path 3, leading to an epoxy structure, requires 0.30 eV more energy than Path 2 
and 0.62 eV more than Path 1. Accordingly, Path 3 is a much slower reaction than the other 
two, so it has very little chance to play a significant role in the monomer loss process. These 
observations confirm that the structure corresponding to Path 1, having the lowest barrier is the 
most probable pathway for the A1 process. 
5. 2. 3. Mechanism for the formation of ions of the A series. 
  The A series corresponds to ions whose masses are smaller than that of the mother ion 
by an integer multiple of the monomer mass (44 Da). These can be formed either by sequential 
monomer loss steps or loss of an oligomer in a single step. During the experiments the peaks 
from the A series were all observed to appear at almost the same collision energy. This is a 
strong argument in favor of competitive rather than consecutive processes. Most probably the 
formation of all ions in this series takes place via the same mechanism as was suggested 
already (on page 25). To test the validity of the scheme proposed by Lattimer for the A series 
(involving also competitive rather than consecutive processes) calculations have been carried 
out on PEG with 3 monomeric units (at least 3 monomers are necessary to locate a TS for the 
loss of 2 monomer units in a single step).  
  Formation of An fragments through charge-induced process: 
a)                                                           b)   
                                     
            
Scheme 6: Two different mechanisms proposed in the literature for A series. According to DFT results, 
mechanism a) on the left is more favorable, having an approximately 1.3 eV lower barrier. 
The transition structures were located for the two mechanisms shown in Scheme 6. In 
both mechanisms a C-O bond rupture and a simultaneous carbon-to-oxygen H atom transfer 
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takes place. The difference is whether the H atom transfer is a 1,3 or 1,5 atom transfer. 
According to the first (Scheme 6a), the H that is transferred will be located after the 
decomposition in the Am ion and a neutral, vinyl-terminated, fragment is formed. In the other 
case the transferred H atom will be in the formed Am ion fragment forming simultaneously a 
fragment with an aldehyde group as a chain terminus. 
According to the DFT results, the barrier height for the mechanism in Scheme 6b is 
approximately 1.3 eV higher in energy than for the other mechanism (approximately 2.8 eV, 
see Path 2 in Table 2). However, the Li ion may remain associated with either the other 
fragment for both mechanisms. Then in Scheme 6a a Bn-m-1 ion is formed (in Scheme 6b a Cn-m-
2 ion) together with a neutral oligomer of polymerization degree m. This means that, in addition 
to the mechanisms proposed in the literature (mentioned in Section 3.2.2 and studied in the next 
section), the formation of the B-type ions should also be considered to be generated through 
essentially the same path as that of A series formation. 
5. 2. 4. Charge-remote processes: B and C series. 
In the literature charge-remote processes were proposed to explain the appearance of the 
B and C series of ions (vinyl-terminated and aldehyde-terminated, respectively). According to 
this model the Li ion is not involved in the fragmentation and is attached to either of the two 
fragments. This means that the barrier for decomposition should be the same as when the Li ion 
is not in the molecule at all. 
To investigate this aspect, we located the transition structures for B- and C-type ion 
formation in the absence of Li+. For this purpose the previous procedure of PES scan and TS 
optimization was repeated after omission of the alkali ion. Only two structures were identified 
as transition states. This is clear from the number of microscopic steps involved: either the 
hydrogen transfer occurs first or the C-O bond breaks first (the lithium desolvation step is 
missing here since the lithium is not involved in the mechanism). These two structures are 
presented on the right-hand side of Figure 22 (Path 4) and in Figure 24 (Path 5), their respective 
barrier heights are shown in Table 2. We note that the results presented therein were obtained 
with an extended conformation of the PEG chain. Therefore the energetic contribution from the 
modified geometry is not accounted for. When the barrier height was calculated, we compared 
the energy of the transition state structure with the conformation of the initial molecule which 
was closest. There is good reason to assume that the barrier height will not significantly change 
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if the fragments of the molecule that are not involved in the reaction have a different 
conformation. 
  Formation of B-type and C-type fragments through charge-
remote process:
Mechanism: 
Fragments (ions and neutrals):
or
Scheme 7: Mechanism proposed in the literature for B and C series formation through charge-remote 
process. 
 Path 5 involves the C-O bond breakage as a first step and leads to H2-elimination with a 
slightly higher barrier height compare to other paths involving the cation. The value of the 
barrier height (2.82 eV) suggests this path to be competitive, although slightly less probable. It 
should be noted that the energetics is essentially the same as for Path 2 (same initial step in the 
fragmentation process but in the presence of the cation) from which we can conclude that the 
presence of the cation does not affect energetically the process. However it modifies 
significantly the nature of the products: in the presence of the cation, B-type and A-type 
fragments are formed, when B-type and C-type fragments are formed without its presence. This 
is certainly a key information in the interpretation of the tandem MS spectra obtained for this 
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compound. It should be noted that this process is actually one of those proposed in the 
literature. 
Figure 24: transition state structure obtained for Path 5. First the C-O bond breaks (in the absence of 
lithium); O are in red, C in gray and H is white. This process leads to H2-elimination according to the 
process already proposed in the literature (on page 27) and would produce the B series (vinyl-terminated 
oligomer) and C series (formyl-end group) observed in the spectra. 
5. 2. 5. Interpretation of mass spectra. 
The comparion of the barrier heights for the possible processes indicates that to 
fragment lithium cationized PEG, the fragmentation path with the lowest barrier height is the 
one described by Path 1 leading to a monomer loss through an alcoholic hydrogen transfer to 
the closest ether-oxygen (Scheme 5). The activation energy associated with that process is 2.54 
eV (at the level of theory used and for PEG with 3 monomers). This process is the one 
observed in the greatest extent in quadrupole ion traps (Figure 7, spectrum (d)) which confirms 
that it is the one, among all processes observed, with the lowest energy barrier. It is worth 
comparing these results with those for protonated peptides. These processes are said to have 
barrier heights between 0.9 and 1.4 eV. Although this hasn’t been investigated yet, it is most 
probably due to the nature of the cation attached. The “catalytic” influence of the proton may 
be more important than that of a lithium cation. This may also be due to the larger polarity of 
the bonds broken (due to the higher electronegativity differences, especially that they also 
involve nitrogen). The peak associated with the main fragmentation path for lithium cationized 
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PEGs was called A1, but that should be renamed to avoid confusion with the A series of peaks, 
and especially with the loss of a monomer through Path 2 (respective contributions should be 
distinguished in deuterated experiments). 
The other series of peaks which appear in “slow-heating conditions” is the one 
associated to losses of n monomers. As all the peaks appear at almost the same collision 
energy, ion in the A series are probably formed through competitive processes which are shown 
to involve a 1,3 H-atom transfer (Scheme 6). Moreover, as the aforementioned process 
generates An peaks, it can also generate the B series of peaks (vinyl-terminated fragments) 
depending on the position of the cation at the time of fragmentation. It is, however, striking that 
these two series are far from having the same intensities, the B series being almost negligible 
compare to the A one on ion trap instrument (see Figure 8). This is most probably due to the 
lower affinity of the cation to the vinyl end-group (B series) compared to its affinity to the 
alcoholic group (A series). This difference in the affinity would govern the kinetics of 
desolvation of the neutral group after fragmentation, leading to the significant differences 
observed on the spectra. 
When comparing spectra obtained on the ion trap and on the QqQ, one can observe the 
appearance of two new series of peaks: the D series in the low-mass range (not discussed in this 
work as it has been studied and discussed already in detail in [97])  and the C series. The C 
series was proposed to be formed through an H2-elimination process along with the B series 
(Scheme 7). This proposal would explain the higher intensities observed for the B series 
compared to the C series (Figure 7, spectrum (b)). The following arguments is a way to validate 
the previous assertion: as B and C-type ions are formed according to the same mechanism and 
since this process takes place in the absence of the cation, both fragment ions should be 
observed with similar intensities. This means that the charge-remote mechanism itself can not 
explain the experimental observations: the B series of peaks is more intense than the C series; 
the latter series is even not observable on ion trap spectra (Figure 7(c-d), 8 and 9). 
In parallel, when the molecular ions fragment to form the A series of ions, they can also 
form B-type or C-type ions depending on the process considered (see section 5.2.3 on the 
mechanism of ion formation in the A series). According to the barrier height difference 
between those two processes (1.3 eV in favor of the process leading to A and B-type 
fragments), production of C along with A-type ions is obviously negligible. The intensity of the 
B series is therefore higher since it is the sum of two processes (while only one process leads to 
the formation of the C series observed).  
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This reasoning explains the spectra in the light of the fragmentation mechanisms 
computed. It should however be noted a limitation in the experimental/theoretical comparison: 
as the activation energies computed for the A series and C series formation are almost the same 
(Path 2 and Path 5 in Table 2), it is not very clear why the C series exhibits such weak 
intensities (almost no signal) compare to the A series on ion trap spectra. This effect is not 
observed on QqQ spectra (comparable intensities for the two series, Figure 9). There are 
various way how to interpret these discrepancies: 
• either there is a deficiency in the computational method (various methods should 
be used to probe this effect), 
• or there is a strong entropic contribution (a detailed kinetic study can be 
performed using theories like the transition state theory),  
• or a conformation effect, as the experimental results were obtained on rather 
small PEGs, all monomeric units may be strongly influenced by the cation, 
which does not allow easy charge-remote processes to occur (a desolvation 
needs to take place at first, increasing the barrier height for the process). 
Tandem MS experiments are moreover convoluted with various issues at low masses 
(mostly related to energy transfer efficiency during the collisions and ion transfer through the 
various chambers). Therefore to enable a comparative theoretical and experimental study of the 
fragmentation energetics of PEGs, it would be particularly valuable to increase the size of the 
structures computed by means of quantum chemistry models. 
5. 2. 6. Size-dependence of the barrier height. 
The fragmentation mechanism of lithium cationized PEGs forming the A1 peak has 
been thoroughly studied by means of quantum chemistry in the previous section (Path 1). Using 
various instruments, the fragmentation energetics of a wide mass range of cationized PEGs was 
studied as a function of the polymerization degree (see Chapter 5.1). Since the fragmentation 
processes leading to the A1 and A series of fragments are the most important for all small 
oligomers (at all collision energies on qIT and at low collision energies only on QqQ -Figure 
9), we performed a size-dependence analysis of the barrier heights using computational 
methods. During that study it appeared that, for low-mass oligomers, the energetics of the A1 
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fragmentation path observed is size-dependent but not the process of formation of the A series. 
This is most probably a catalytic effect due to the electrostatic interaction with the adduct ion 
but this effect is still under investigation at the time this dissertation is written. 
Table 3: Energy data obtained for the transitions state structures for the pathway corresponding to the 
formation of the A1 peak (Path 1) and A2 peak (same as Path 2 but computed at the penultimate monomer) 
and minimum energy conformers, computed for lithium cationized PEG with 2 up to 6 monomeric units at 
B3LYP/6-311++G(2d,2p)//B3LYP/6-31G(d) level of theory. Barrier heights include the zero point 
vibrational energy difference. There is clearly a decrease in the barrier height for A1 path when the 
polymerization degree is increased. On contrary, the barrier height for A2 path remains essentially the 
same.
Transition state structures for Path 1 and Path 2 were obtained following the procedure 
described in the Chapter 4 (on page 51). Table 3 summarizes these results when using the 
B3LYP/6-311++G(2d,2p)// B3LYP/6-31G(d) level of theory. To probe the reliability of the 
level of theory used, energy calculations were performed at the B3LYP but also at the M05-2X 
levels of theory using the 6-311++G(2d,2p) set of basis on geometries obtained using 6-31G(d) 
basis set. The results are summarized in Table 4. Although quantitatively different, there is a 
good agreement between the two methods as they both suggest that the barrier height for Path 1 
levels off from PEG5. This observation would however require additional calculations with 
larger oligomers to be confirmed. This may be correlated with the completion of the solvation 
shell of lithium cationized PEGs (see Chapter 5.3). 
Minima TS Path 1 Barrier (eV) TS Path 2 Barrier (eV)
2 -391.63717 -391.53126
ZPE 0.15206 0.145294
3 -545.54212 -545.44224 -545.4277
ZPE 0.214576 0.207992 0.205559
4 -699.43709 -699.34162 -699.32258
ZPE 0.276833 0.270207 0.267883
5 -853.32507 -853.23579 -853.21075
ZPE 0.339713 0.333014 0.330377
6 -1007.21625 -1007.126 -1007.104
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Table 4: Same as Table 3 but the energies were calculated at the M05-2X/6-311++G(2d,2p)//M05-2X/6-
31G(d) level of theory. The decrease observed at this level of theory is less expressed than at the B3LYP 
level. Moreover, the M05-2X barrier heights are 0.3 to 0.5 eV higher than with B3LYP.
Until the latter is saturated, the charge on the cation remains high and the distance between the 
fragmentation site and the cation remains low. Both these aspects may influence the energetics 
of the process studied. The insensitivity of Path 2 with respect to the size (computed for A2 in 
this study) suggests that this process involves a strong electronic localization (and no dipolar 
momentum to interact with the adduct ion). 
5. 2. 7. Summary on the fragmentation study of lithium cationized PEG. 
The whole analysis, both experimental and theoretical, of the fragmentation of lithium 
cationized PEG has lead, first, to the proposal for a similar but unequivocal and more detailed 
mechanisms than currently available. The bond more likely to break is in all cases of the 
carbon-oxygen type. What differs, and generates various series of peaks, rely on the influence 
of the cation only: the presence of the cation affects both the nature of the fragments generated 
and the activation energies of the C-O bond fragmentation. In this study: 
1. A more detailed mechanism is proposed for the lowest energy path forming A1 
daughter ions. This is by far the main fragment observed in “slow-heating” CID MS/MS 
experiments (e.g. ion trap experiments). According to this mechanism, due to an 
additional, concerted hydrogen transfer compared to the mechanism currently in the 
Minima TS Path 1 Barrier (eV) TS Path 2 Barrier (eV)
2 -391.5827983 -391.46697
ZPE 0.155253 0.148857
3 -545.471716 -545.35856 -545.34251
ZPE 0.219304 0.212636 0.21015
4 -699.3500162 -699.24047 -699.22354
ZPE 0.283023 0.276484 0.273993
5 -853.2233676 -853.11341 -853.09685
ZPE 0.347734 0.340084 0.338154
6 -1007.10089 -1006.9934 -1006.9753
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literature, the neutral monomer is not vinyl alcohol but acetaldehyde. The potential 
energy barrier for this process is 0.2 eV lower in the presence of cation than without it, 
indicating it is a charge-induced process. 
2. The ease of the formation was shown to depend on the polymerization. As the 
polymerization degree is increased, the barrier height decreases. In spite of the 
quantitative disagreement, this tendency is confirmed using different levels of theory. 
This size-effect seems to level off as the oligomer contains at least 5 monomeric units, 
c.a. 6 oxygen atoms (additional calculations are on the way to confirm this observation). 
This may be related to the solvation shell completion. 
3. Results on the energetics for the formation of the A series ions show that it is more 
likely to be 1,3 H-atom transfer process (hydrogen transfer from a carbon atom to an 
oxygen atom in the same monomeric unit) on contrary to the 6-membered ring 
alternative also proposed in the literature. This process is also shown to be insensitive to 
the degree of polymerization on contrary to the formation of A1 fragment ion (see Table 
3 and Table 4). 
4. According to the mechanism proposed above, the B series is associated with the A 
series. Depending on the position of the cation at the time of fragmentation, either the 
former or the latter fragment ion will be observed. The lower intensities of the B series 
compared to the A series in the spectra is most probably due to the lower affinity of the 
vinyl-terminated fragment to the cation compare to the alcoholic end-group of the A 
series. 
5. Fragment ions of the B series are also formed along with the C series. The deviation 
from statistical distribution of the two series is again due to the differences in the 
affinity of the chain termini with the adduct ion and also due, in parallel, to the 
formation of B-type ions together with A-type ions.
This study, although not fully completed yet, allows for a deep understanding of the 
fragmentation mechanisms of lithium cationized PEGs. These details may be used to 
investigate the structure of various other related compounds (other polyethers, with different 
end-groups, PEG-based copolymers or “PEGylated” compounds) by providing theoretical 
84
support to the interpretation of experimental results. Moreover, these results are the first of that 
type in the study of fragmentation of cationized oligomers and may therefore be used for 
theoretical purposes in detailed energetic studies of tandem MS experiments. 
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5. 3. Structure of cationized PEG oligomers. 
From the point of view of understanding both the structure of conducting PEG-based 
polymers (on page 26) and the interpretation of ion mobility spectra (on page 33), it would be 
desirable to have at hand reliable molecular structures of PEG ions with high degree of 
polymerization. The purpose of this work is to present the results of electronic structure 
calculations using density functional theoretical methods. Typical structures of ionized PEG 
oligomers M+-PEGn with n=1-18 and M being Li, Na, K and Cs were calculated. 
The information obtained for the molecular geometries of the studied ions are presented 
and the related collision cross sections as well as their correlation with the degree of 
polymerization. First a detailed analysis of the structure of Li+-PEGn ions is given and then 
PEGn-s coordinating other alkali ions is discussed. The second part is devoted to the changes of 
energetic properties in the series of oligomers such as: binding energy of the alkali ion; the 
energetic measure of the compacting effect exerted by the metal ion; the energy of reaction for 
the enhancement of the polymer chain by one monomeric unit. As will be shown, both the 
binding energy of the metal ions and the reaction energy of polymer enhancement were found 
to converge at a polymerization degree about 10. In general, the number of oxygen atoms 
coordinating the metal ion increases and the binding energy of the metal ion decreases with the 
metal’s atomic number. 
5. 3. 1. Computational considerations. 
The optimization of the molecular geometries yielded very similar bond distances, bond 
and dihedral angles for both the ionized and the uncharged oligomers if it was performed at the 
B3LYP/6-31G(d) and B3LYP/def2-TZVP level. At the geometries optimized at these two 
levels the B3LYP/6-311++G(2d,2p) energies were within 0.13 eV. On the other hand, the 
optimizations with the LANL2DZ basis set yielded structures that have larger cross sections 
than those found with the previous two basis sets which have set some doubt concerning the 
accuracy of the LANL2DZ calculations. We traced back the origin of the differences between 
LANL2DZ and the other two basis sets to the larger average C–O distances provided by 
LANL2DZ (around 1.46 Å as compared with 1.42 Å with 6-31G(d)). The reason for the 
difference is that the LANL2DZ basis set contains the D95 basis functions for C, H and O 
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atoms, without polarization functions. The lack of the latter is obviously a shortcoming of the 
LANL2DZ basis set, and we consider the geometries derived with the 6-31G(d) and def2-
TZVP sets more reliable. The binding energy, En of the metal ion is defined as the energy 
needed to remove it from the complex, i.e. the reaction energy of the 
n nM PEG  M   PEG  
+ +− → +  Eq.10 
process:  
( ) ( ) ( )n n nE E M E PEG E M PEG
+ +Δ = + − −  Eq.11 
When calculating En, the energy of the complex at its optimized geometry was used, while the 
energy of PEGn was calculated at the geometry obtained by optimization after omitting M+
from the optimized M+-PEGn geometry. As the reasonably small but reliable 6-31G(d) set is not 
available for all alkali metal ions, it is important to check how sensitive the energetic properties 
are to the selection of the basis set. A comprehensive picture can be obtained for the set of K+-
PEGn complexes: for potassium the all-valence basis sets are available, while the LANL2DZ 
set includes ECP. Figure 26 shows the binding energies of the series of K+-PEGn calculated at 
geometries optimized with three different basis sets: 6-31G(d), def-2 TZVP and LANL2DZ. 
The comparison of the binding energies produced a somewhat surprising result. 





















Figure 26: The cation binding energies of K+-PEGn complexes calculated with the B3LYP functional and 
several basis sets plotted as a function of the degree of polymerization. See text for details. 
To identify the details of calculations, we use the standard notation Level1//Level2 
which means that an energy calculation was performed at Level1, at the geometry optimized at 
Level2. The B3LYP/6-31G(d)//B3LYP/6-31G(d) and B3LYP/LANL2DZ//B3LYP/LANL2DZ 
binding energies are essentially identical except for those oligomers where the optimization of 
the uncharged monomer converged to significantly different geometries with two basis sets. 
Similarly, the B3LYP/6-311++G(2d,2p)//B3LYP/6-31G(d) and B3LYP/6-
311++G(2d,2p)//B3LYP/LANL2DZ binding energies, both being smaller than those obtained 
with the smaller basis sets, agree reasonably in most cases except a few where the geometry of 
the uncharged PEGn-s differ. In addition, the B3LYP/def2-TZVP binding energies, calculated 
at the geometries optimized with B3LYP and either 6-31G(d), LANL2DZ or def2-TZVP also 
agree within about tenth of an eV. This means that the energetic (but not the geometrical) data 
obtained with the “small” basis sets, 6-31G(d) and LANL2DZ are equivalent and similarly 
those calculated with the “large” B3LYP/6-311++G(2d,2p) and def2-TZVP can be treated as 
equivalent. We conclude that the properties of the Cs+-PEGn complexes, for which the Pople-
type all-electron basis sets are not available, can be reliably calculated with the def2-TZVP, and 
the binding energies obtained will be compatible with the B3LYP/6-
311++G(2d,2p)//B3LYP/6-31G(d) binding energies derived for the complexes of the other 
three alkali metal ions. As mentioned above, the larger basis sets yield significantly smaller 
En, especially at larger degrees of polymerization. This indicates that the small basis-set 
results are loaded with some error. The most trivial source of this would be the basis set 
superposition error, BSSE[146]. The magnitude of the BSSE has been studied for related 
compounds[147-148]. For a conformer of M+-PEG5 (M = Li, Na, K) was found to be about 
0.13 eV at the B3LYP/6-31G(d) level, reduced to below 0.04 eV at the B3LYP/6-311++G(d,p) 
level, which is negligible as compared to the fluctuations of energies (see in the next 
paragraph). This indicates that the 6-311++G(2d,2p) basis set we used is large enough allowing 
us to disregard the BSSE effects. This also applies to the def2-TZVP set, which yields binding 
energies essentially identical to those obtained with the former basis set. At the same time we 
can conclude that the reduction of binding energies when basis set size is increased is not due 
to BSSE. Some other factors limiting the accuracy of the calculation of binding energies can be 
inferred from Figure 27, showing the binding energies of the Li+-PEGn series for n=1 to 18, 
derived at various levels of theory: the B3LYP and M05-2X functionals combined with a small 
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and a large basis set. En was calculated with respect to the PEGn conformer obtained by 
relaxing the oligomer after omitting the alkali ion from the complex. For a particular alkali 
metal and degree of polymerization n, En proved to be available with an accuracy of 0.20 to 
0.40 eV with our approach, because of two reasons. 
Figure 27: The cation binding energies of Li+-PEGn complexes calculated with the B3LYP and M05-2X 
functionals as a function of the degree of polymerization. 
One is that the PEGn optimization may yield a geometry that may either closely or less 
accurately correlate with that of the oligomer in M+-PEGn. The other reason is that at a given 
degree of polymerization we may have found the most stable conformers while at others we 
located a much less favorable one. This can happen almost at random, because the optimization 
process was not controlled and we did not intend to find the deepest potential minimum. The 
fluctuations in Figure 26 at higher polymerization degrees correspond to the uncertainty due to 
these factors. One source of the uncertainty can be fixed by replacing the energy of PEGn at the 
optimized, more-or-less globular geometry with that calculated for the more regular, all-trans, 
fully stretched (optimized) conformer. The binding energies calculated with respect to the fully 
stretched oligomers fluctuate less at large n than those with respect to the optimized globular 
PEGn-s, because one source of fluctuation is removed. On the other hand, the interpretation of 
the binding energies with respect to the fully stretched conformer becomes less straightforward, 
so we do not discuss them. The comparison of the binding energies obtained with both the 
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B3LYP and M05-2X functionals (at the optimum geometries obtained with the respective 
functional and the 6-31G(d) basis set) shows that En decreases when switching from the 6-
31G(d) basis set to 6-311++G(2d,2p) with both functionals. While the small basis set results 
agree within 0.25 eV, differences in the range of 0.22  to 0.43 eV can be seen with the 6-
311++G(2d,2p) basis set. We are convinced that the M05-2X functional describes better the 
dispersion-related interactions determining the geometry of the PEGn chain in the external 
regions. However, considering that the accuracy of the binding energy due to geometry 
“fluctuations” is comparable to the B3LYP vs. M05-2X difference, for computational reasons 
in the rest of the calculations we used the B3LYP functional: the latter yields results a factor of 
3 faster than M05-2X. 
5. 3. 2. Structure of lithium cationized PEGs. 
Coordination of Li+ with PEGn is probably the most important in the series of cations 
studied. The properties of these complexes are discussed in detail in this section. The 
minimum-energy molecular geometries of Li+-PEGn show some common features but, as one 
expects, there are differences between oligomers with smaller (up to n=6) and larger degrees of 
polymerization. The discussion of the geometrical properties is restricted here to three features: 
a) the number of O atoms coordinating the Li+ ion; 
b) the characteristic Li–O distance for the O atom layer nearest to Li+; 
c) the overall shape of the ionized PEG, quantified by the collision cross sections with He.  
For the characterization of the first two properties, from the optimized geometries 
histograms showing the number of O atoms in various narrow Li–O distance bins were 
calculated (Figure 28). This enables to separate different coordination “shells”, if there are any, 
similarly to the atom–atom difference pair distribution functions used in molecular dynamics 
and neutron diffraction characterization of liquid structures. The innermost nonempty bin or 
neighboring group of bins corresponds to the first coordination layer and tells the number of O 
atoms directly coordinating the metal ion. In PEGn, HO(CH2CH2O)nH, the number of O atoms 
is one more than the degree of polymerization; the two terminal ones are alcoholic, the 
remaining n-1 are in an ether-oxygen position. Figure 28 shows the number of oxygen atoms 
within various distance ranges from the Li+ ion in the form of histograms. The width of the 
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distance bins is 0.25 Å. One can see that in the smallest oligomers, up to the tetramer, all O 
atoms directly coordinate the Li+ ion, being between 1.9 and 2.05 Å from it. The smallest Li+-O 
distance is generally around 1.91 Å according to B3LYP/6-31G(d) optimizations and involves 
the terminal O atoms that are part of an alcoholic OH group. 
Figure 28: Histograms of the Li-O distances in Li+-PEGn complexes at various degrees of polymerization. 
Each bar shows the number of O atoms in the radial bin of 0.25 Å irrespective of the orientation. 
Beginning with the pentamer, at least one of the O atoms is located significantly farther 
(more than 2.8 Å) from the Li+ ion than the closest five. This indicates that at most 5 oxygen 
atoms can directly coordinate the Li+ ion, which is in agreement with what was found in 
molecular mechanics modeling using the AMBER force field. Actually, the inner coordination 
shell splits starting with the pentamer: about three or four O atoms are arranged almost 
coplanar around the Li+ ion and are as close as 2.0 Å to it, and generally one or two O atoms 
are out of this plane. Simultaneously, one or two oxygens (not necessarily the out-of-plane 
ones) are pushed farther from Li+ than the innermost shell, to around 2.25 Å. In larger 
oligomers (i.e., those with a larger degree of polymerization) sometimes one or two of these are 
even farther (>2.5 Å). In larger Li+-PEGn-s most of the O atoms outside of the innermost shell 
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are at around 2.85 Å or farther from the metal ion, but already in Li+-PEG8 and above Li+-
PEG11 in general, O atoms at 4 or 5Å from the Li+ appear. By a detailed inspection of the ions’ 
geometry one can see that while the oligomers with a smaller degree of polymerization are 
close to spherical with oblate-(discus-)type distortion, above n=15 prolate (cigar) distortion is 
observed; this is why in the larger Li+-PEGn-s some O atoms are relatively far apart from the 
metal ion. Wyttenbach et al. found in molecular mechanics modeling that, in addition to the 
about 5-member innermost O-atom shell there are two additional O atoms, one above and one 
below the almost planar inner shell. According to the DFT-optimized geometries, this seems 
not to be generally observable. Although the O atoms in the first coordination shell are often 
relatively close to a “planar” arrangement (where “planar” means the degree of planarity that 
characterizes the six carbon atoms in the chair conformation of cyclohexane), there is generally 
only one O atom in the around 3 Å second “sphere”, and often none of them can be selected as 
the unique oxygen coordinating the Li+ above or below the center of the plane of the first 
coordination shell. The reason for the discrepancy between the predictions of molecular 
mechanics simulation and DFT calculations is that the latter is probably more accurately able to 
describe the limited flexibility of the PEG chain. 
A general feature of the coordination is that the terminal OH groups tend to turn toward the Li+
ion, indicating that such O atoms are bound relatively more strongly to Li+ than the ether 
oxygens. The H atoms of the terminal alcoholic OH groups generally also participate in 
hydrogen bonds that stabilize the formed structures. For example, in Li+-PEG6 the terminal OH 
that is connected to the metal ion “harpoons” with a H-bond the 5th O atom, fixing it relatively 
close to the Li+. There are also isomers in which only one of the terminal OH groups 
participates in the closest coordination of the Li+ ion. In these isomers the other, non-
coordinating OH group, forms a hydrogen bond to another O atom in an ether position, this 
way fixing the conformation of the backbone of the PEG chain. Such isomers are energetically 
favored by about 0.1 eV with respect to those lacking such secondary bonds. When the 
geometries of complexes with increasing degree of polymerization are compared, it was found 
that above about n=10 the additional monomer units hardly influence the interaction of the Li+
with the “core” solvation shell. To have a more quantitative insight, we studied several 
conformers of the largest oligomers we studied, Li+-PEG17 and Li+-PEG18. The core 
coordinating shell is found to form a tube with the Li+ shifted towards one end from the center 
of the molecule. The PEG strand assumes a helical structure but it is not symmetric or regular, 
instead, it looks flattened from one side with respect to an optimal spiral. The O atoms of the 
outermost turn of the coil are farther than 5 Å from the metal ion, so that it is reasonable to 
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assume that they do not directly interact with it. To investigate the lack of interaction, 
geometries of conformers were optimized in which the farthermost strand of the spiral (the 
“tail”) is unwound and then relaxed (resulting in a geometry of the shape of a tadpole) as well 
as when the outermost 7 monomeric units of the strand (the tail of the tadpole) is straightened 
to an all-trans linear structure. In both cases the outer 7 O atoms are removed even farther from 
the Li+ than in the original complex. These optimized geometries are higher in energy by only 
0.32 and 0.39 eV as compared to the coiled geometry, and the geometry in the globular part 
coordinating the Li+ ion is essentially unchanged. This indicates that the power of the Li+ ion to 
organize the PEG chain around itself is limited to about 10 monomer units. The Li+-PEGn ions 
are more compact than the uncharged PEG chain. If one optimizes the geometry of a PEGn
molecule starting from the geometry of the corresponding Li+-PEGn by just removing the Li 
ion, the PEG chain, one or several turns of a spiral, expands like a spring after the compressing 
force is released. The deformation of an uncharged, globular or “tadpole-like” PEG18 molecule 
from its optimized geometry into that in the corresponding lithiated complex requires the same 
energy as is needed to deform a PEG11 molecule from its equilibrium geometry into that in the 
complex. This also reflects that the influence of the Li+ ion is limited to a sphere of about 10 or 
11 monomer units surrounding it, and whatever happens outside of this region is determined by 
the interaction of the units of outer PEG segment with each other and with the units of the 
“core” sphere. 
5. 3. 3. Collision cross-section of Li+-PEGn. 
 The collision cross sections derived from the minimum-energy structures using the 
projection approximation are shown in Figure 29 as a function of the degree of polymerization. 
The cross sections increase essentially linearly with the molecular weight, only a very slight 
convexity can be seen. This is in very good agreement with the linearity between the inverse of 
mobility (which is proportional to the cross section) and polymerization degree reported[134] 
based on IMS experiments. Shown in Table 5 are the cross sections measured by Wyttenbach et 
al.[100] for Li+–PEGn – He with n=9, 13 and 17, together with results they obtained with the 
projection approximation from molecular geometries derived from molecular mechanics 
simulations.  
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Figure 29: The orientation-averaged collision cross sections of M+-PEGn (M=Li, Na, K, Cs) with He as a 
function of the degree of polymerization. The calculations are based on the projection approximation using 
the rigid optimized geometries at the B3LYP/6-31G(d) level for Li, Na and the bare PEG oligomer and at 
the B3LYP/def2-TZVP level for K and Cs. The inset shows the mass dependence of the calculated cross 
section of Na+-PEGn as well as the fitted cross section – mass correlation proposed by Fenn et al.[134] for a 
set of Na+–carbohydrate complexes.  
The bottom row contains the cross sections we obtained from the B3LYP/6-31G(d) 
molecular geometries with the same approximation. While the cross sections from the 
molecular mechanics methods agree with the experiments within 1 %, the geometries from 
density functional theory yield 5 to 7 % smaller values. We think the DFT equilibrium 
molecular geometries themselves are more reliable than those from molecular mechanics. 
n 9 13 17 
experiment (Ref.[100]) 129.7 167.1 200.4 
modeling (Ref.[100]) 129.2 166.3 199.0 
modeling (current work) 123 156 189 
Table 5: Measured and calculated collision cross sections in Å2 for Li+-PEGn. The accuracy of the 
calculation from DFT geometries is 0.5 %. See text for details. 
The geometries from molecular mechanics that were used in the calculations by 
Wyttenbach et al. are not available, so a direct comparison to the DFT values is not possible.  
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5. 3. 4. Energetics and polymerization degree. 
 The “dissociation energy” of the complex of Li+ and a PEGn oligomer into its 
constituents is important from several points of view. First, this determines fragmentation 
behaviour of the complex, which is essential for the success of tandem mass spectrometry 
(which in turn is important for structure analysis of PEGs and PEGylated proteins). It is also 
significant in determining the cationization probability (sensitivity) in mass spectrometry. 
Second, the change of the binding energy of the Li+ ion to the PEGn with the degree of 
polymerization indicates the range of influence of the metal ion on the polymer chain. One can 
expect that as the chain length increases, some of the monomer units of PEG will be so far from 
the ion that they will not “feel” its presence, so that for long enough PEG chains the cation-
binding energy will be insensitive to the degree of polymerization.  
When calculating the reaction energy of removal of Li+ from the metalated PEGn (the 
binding energy) according to Eq.11, several options are available. Namely, the energy of the 
neutral PEGn, E(PEGn), can be chosen to be that of the most stable structure, or that of a well 
defined conformer, such as the all-trans, or the equilibrium geometry that is closest to that in 
the complex. From the point of view of thermodynamics, the first choice is desirable: at 
relatively low temperatures, mostly the lowest-energy conformers will be populated. However, 
finding the unequivocally most stable conformers is rather difficult even for as small an 
oligomer as PEG7. The third option listed above, namely, the use of the closest conformer of 
the uncharged PEGn as a reference provides the physically most meaningful binding energy: 
the complexation involves only a minor change of the geometry of the PEG oligomer. This 
measure of energy is probably the most adequate for the characterization of the most favored 
way of decomposition of the complex, which is probably the pathway that involves the smallest 
change of the geometry of the polymer part. Accordingly, this route requires the smallest 
energy investment. One can assume that afterwards the uncharged oligomer can relax to the 
most stable conformers, but that will not influence the actual energy requirement of 
dissociation. To access the “most similar” geometries optimizations were started from the PEG 
geometry in the complex. Binding energies defined this way are plotted for Li+–PEGn, as a 
function of n in Figure 26, calculated, among others, at the level we consider the most reliable 
(B3LYP/6-311++G(2d,2p)//B3LYP/6-31G(d). The binding energy increases gradually from 
about 2.60 eV for the complex of Li+ with ethylene glycol and levels off at a polymerization 
degree of 10 or 12, reaching about 5.64 eV. As noted in page 85, the curves are not smooth: the 
95
optimization will not necessarily find the best conformer resembling most the complexes PEG. 
This should be considered as an unavoidable source of fluctuation, and conclusions should be 
derived from the binding energies as if they were error-laden experimental data. In this sense, 
the minor increase at relatively high degrees of polymerization can be considered to lie within 
the error bars. The level-off indicates that if n is large enough, from a complex assuming a 
typical conformation the metal ion can be removed with the same energy independently of the 
size of the PEG “wrapping”. This can be very well seen on the example of Li+-PEG18 for which 
we calculated the optimized geometry and the energy for three conformers (see Figure 30).  
Figure 30: Perspective views of the molecular geometry of three conformers of Li+–PEG18 (from left to 
right): globular; tadpole and linear-tailed tadpole. 
The core is the globular structure reported in the previous sections. In this conformer 10 
or 11 monomer units participate in the relatively close coordination of the metal ion, and the 
rest of the chain is folded on this core. In the two less compact conformers the external 7-glycol 
segment is unfolded, making the molecule to take a shape similar to a tadpole. In one of these 
structures the external segment is left bent and curled, in the other the tail of the tadpole is 
straightened into the all-trans geometry. After optimization of the geometry, the conformation 
of the “inner” 10 or 11 monomer units surrounding Li+ remained essentially intact. The energy 
of the curled-tail conformer is 0.32 eV higher than that of the globular conformer. This energy 
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difference is essentially the same as that in the absence of Li+, indicating that this segment is 
already outside the sphere of influence of the ion. The “straight-tail tadpole” conformer’s 
energy is an additional 0.07 eV higher showing that the conformation change of the tail also 
behaves like a free PEGn oligomer. The observation that the inner sphere consists of 10 or 11 
monomer units is in very good agreement with the conclusions from the PEG-size dependence 
of the binding energy of Li+.  
5. 3. 5. The energy of monomer addition to a Li+-PEGn complex. 
  Another way to assess what is the oligomer size that the ion can “keep under control” is 
that one calculates how the successive increase of the complex size is reflected in the relevant 
energy changes. This is similar to the investigation of the incremental binding energy, i.e., the 
energy change when the coordination sphere molecules of an ion coordinated by several 
individual small molecules is successively enhanced by additional “monomers” of the same 
type (for example dimethyl ether, carrying the same functional group as PEG). In solvation by 
separate ions, growing the solvation shell does not involve a chemical reaction. In contrast, 
when the solvation shell provided by a PEG oligomer is increased by adding a monomer unit, it 
is equivalent to a condensation reaction, 
n 2 2 n 1 2Li – PEG  HOCH CH OH  Li – PEG   H O
+ +
++ → +  Eq.12 
In the reaction formally an O–H bond (in the water molecule) and a new O–C bond are formed 
at the price of breaking a terminal (C)O–H bond in PEGn and an (H)O–C bond of ethylene-
glycol. When an uncharged PEG oligomer is extended by one monomer unit, the energy of the 
formed and broken C–O bonds is the same to a very good approximation, and the same applies 
to the formed and broken O-H bonds. Based on this, the reaction is expected to be close to 
thermoneutral. This expectation is confirmed by the calculations, which indicate that in the 
absence of the alkali ion, the energy change in the reaction is close to zero: for all-trans PEGs 
the reaction energies calculated with four different methods are between -0.04 and +0.13 eV 
and depend much more on the method used for calculation than on the degree of 
polymerization. The presence of the Li+ cation can perturb this situation: if the O atom of the 
newly connected ethylene glycol monomer will be bound to the cation or form a new O–H 
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bond to an oxygen “activated” by the metal ion, some energy will be released. Interestingly, the 
growth of a lithiated oligomer can be endotherm if the addition of a monomer unit destroys a 
Li+–O and/or a hydrogen bond and due to the limited chain flexibility it will not be replaced by 
a new one. Figure 31 shows the reaction energy of monomer addition as a function of the 
degree of polymerization. 
Figure 31: The reaction energy of addition of a monomer unit to an existing M+-PEGn (M = Li, Na, K, Cs) 
complex according to Eq.12.  
At low n the reaction is always exotherm: a new, relatively strong Li-O interaction becomes 
available with the appearance of the additional O atom of the added monomer. Starting from 
about n =10, the reaction energy starts to fluctuate around zero (the fluctuations being caused 
by the factors mentioned earlier), indicating that the newly arriving monomer units do not 
notice the presence of the ion. Actually, the energy of monomer addition is closely related to 
the difference quotient of the binding energy vs. n function: the energy difference between 
successive oligomers is shifted by the difference of the energy of water and ethylene glycol. 
Accordingly, at polymerization degrees where the energy of monomer addition is around zero, 
the derivative of the Ebind vs. n curve is zero, .i.e. Ebind does not change.  





























5. 3. 6. Geometrical properties of M+-PEGn complexes with M=Li, Na, K or 
Cs. 
In the comparative analysis of the geometrical features of the M+-PEGn complexes 
special emphasis is put again on the extension of the first coordination sphere, both in terms of 
its geometrical size and the number of the monomer units constituting it. The analysis can be 
done in terms of the histograms of M+-O distances as introduced in page 89, but for comparison 
it is useful to look at some special plots of the M+–O distances. To make such a figure, we 
arrange the distances of the O atoms from the metal cation in an ascending order, and plot these 
distances as a function of the serial number of the atom in the series. One expects that, if there 
is a full coordination sphere, and the monomer units outside this range are significantly farther 
from the alkali ion than the inner sphere, there will be a jump after the number of atoms 
directly coordinating the cation. The plots presented in Figure 32 for some representative M+-
PEGn complexes of the four alkali ions do fulfill this expectation. The sudden increase of the 
M+–O distances takes place when the number of O atoms exceed around 5 for Li+, 6 for Na+, 7 
for K+ and 11 for Cs+. In oligomers in which the number of O atoms exceeds these coordination 
numbers by one, the outermost O atom is not much farther than the rest of oxygens. In some of 
the larger oligomers, like in Cs+–PEG13, the M+–O distances increase more smoothly so that the 
separation of the innermost shell is less easy to see. The distance of the closest shell of O atoms 
is at around 1.9–2.15 Å from Li+, 2.3–2.5 Å for the first 5 O atoms from Na+ with the sixth 
being between 2.5 and 2.8 Å, 2.75–3.2 Å from K+ and 3.5–3.8 Å from Cs+. At the large 
polymerization degrees there is no indication of a well-defined second peak in the pseudo radial 
distribution functions, which in Figure 32 should be seen as a second almost horizontal section. 
This means that the outer segment of the PEG chain that does not participate in direct 
coordination, does not form a second layer around the inner shell, at least not up to n=17. The 
inspection of the optimized structures and manual manipulation of the torsion angles indicates 
that the lack of the organization of the outer tail of the PEG chain can be attributed to the 
relatively large rigidity of the (O-C-C-O-)n backbone. In other words, the relatively flexible 
torsions cannot compensate for the rigidity of the bond distances and bond angles. One can 
expect that a “second coordination sphere” will not be observable for even larger polymers 
either, because, due to the reduced flexibility of the chain, the outer coils will not be able to 
densely cover the innermost shell. This same rigidity is responsible for maximizing the number 
of monomer units directly coordinating the alkali cation. It is probable that significantly more 
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free coordinating molecules, like methanol can be arranged around the alkali cations than what 
PEGs can achieve. 
Figure 32: The distances of O atoms from the alkali cation, arranged in an ascending order, as a function of 
the serial number of the O atom in the arranged series. Data derived from the B3LYP/6-31G(d) geometries 
for Li+-PEGn and Na+-PEGn as well as B3LYP/def2-TZVP for K+-PEGn  and Cs+-PEGn at selected degrees 
of polymerization.  
The collision cross sections with He, characterizing the overall size of the cationized PEG 
oligomers are shown in Figure 29. Although for large oligomers significant “noise” appears, 
one can clearly see that the cross sections are found to be in a relatively narrow linear stripe. 
We note that the qualitative changes discussed below are the same independently whether the 
geometries were optimized with the 6-31G(d), LANL2DZ or def2-TZVP basis sets, only the 
numerical values differ by 1 or 2 %. With the increase of the atomic number of the alkali ion, 
the cross section of the M+-PEGn complexes becomes larger. The difference is very small (0.5 
to 1 %) between the Li, Na and K complexes, while the cross sections of the Cs complexes are 
significantly larger. At small degrees of polymerization all complexes are larger than the 
corresponding PEGn molecules (in the conformation we expect to be the closest to that in the 
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complex that is obtained by relaxing the oligomer after removal of the alkali ion). At larger n 
the cationized PEGs are smaller than the uncharged oligomer, except for the Cs complexes 
which remain larger. The relative magnitude of the cross section and the overall size of the 
complexes with respect to the uncharged oligomers results from a competition of two factors 
which operate for both small and large oligomers. The factor dominating at small degrees of 
polymerization is that the alkali ion is added to the complex so that it protrudes from the 
relatively small oligomer. At larger degrees of polymerization the other factor takes over, 
namely, that the ion contracts the oligomer by pulling the coordinating O atoms close to itself. 
For Cs the second effect can not have a definitive role because the alkali cation itself is so large 
that the oligomer has to expand to be able to wrap round it. The overall effect of the addition of 
the cation on the cross section of the oligomers is relatively small. For example, the collision 
cross section of M+-PEG14 is 170, 171, 173, and 178 Å2 for Li, Na, K and Cs, respectively, and 
is 170.5 Å2 for the bare PEG14. This means that the conformation is changed very little when 
the cation enters the oligomer. Comparison with the experiment shown in Table 5 for Li+-PEGn
and Table 6 for Na+-PEGn and Cs+-PEGn shows good agreement, the deviation remaining 
below about 5% for each alkali metal and n. The agreement indicates that the cationized PEG 
oligomers assume a globular conformation in the drift tube. We note that a significant shape 
difference would give rise to much larger cross section variation. This can be seen on the 
example of the globular and tadpole-shaped conformers of Li+-PEG18 shown in Figure 30. The 
globular structure’s collision cross section with He is 196 Å2. The “tadpole” conformer with a 
curled tail has a cross section of 217 Å2 and the one with a straightened tail 261 Å2. The 
differences between these conformers are much larger than what the presence and type of the 
alkali cation can induce. It is worth noting that the Li+ ion is buried so deeply in these 
complexes that the change of cross section due to its removal is smaller than the accuracy of 
the cross section calculation.  
5. 3. 7. Energetic features of cationization of PEG oligomers with Li+, Na+, K+
and Cs+. 
In Figure 33 the binding energy of the cation and PEGn is plotted as a function of the degree of 
polymerization, based on our calculations at the respective most reliable level. One can see that 
the binding energy systematically decreases with the atomic number of the alkali ion. This is in 
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agreement with the trends known about alkali ion–crown ether interactions. The high-n limiting 
binding energy of the cation is about 5.64, 4.77, 3.69 and 3.25 eV for Li+, Na+, K+ and Cs+, 
respectively. For the complexes of the alkali ions with crown ether (12-crown-4) the respective  
Figure 33: Comparison of the cation binding energies in M+-PEGn (M = Li, Na, K, Cs) complexes calculated 
with the B3LYP functional and the 6-311++G(2d,2p) basis set for Li and Na and the def2-TZVP set for K 
and Cs plotted as a function of the degree of polymerization.  
binding energies are 3.90, 2.64, 1.99 and 0.91 eV where the alkali ion is coordinated by four O 
atoms[149-153]. The tendency is clearly the same, except that the binding energies in crown 
ether complexes drop faster than in large PEG complexes. 
A more direct comparison of the binding energies can be seen in Table 7, listing the 
binding energy of complexes containing two as well as four O atoms around the alkali ion. 
Note that the calculated data do not include the zero-point energies inclusion of which would 
reduce them by about 0.09 eV. The calculated Ebind in M+-PEG1 (PEG1 being ethylene glycol 
itself) is very close to the experimental values for M+-DXE (DXE=1,2-dimethoxy-ethane). The 
dissociation energy of complexes with 4 coordinating O atoms is the largest for M+-DXE2 and 
up to 0.22 eV smaller for the crown ether. Ebind for M+-PEG3 is very similar to both of the other 
complexes for Li and K. For Na+-PEG3 the binding energy is closer to the experimental value 





















in the M+-DXE2 complex than in the crown ether, but this difference with respect to the other 
cations lies within the error limits corresponding to the accuracy of the calculations. For Cs+-
PEG3 the binding energy obtained is significantly larger than with either of the other two 
ligands. It should be noted that the method used overestimates the binding energy for Cs+-DXE 
by about 0.26 eV, which may be a weakness of the method also reflected in the large binding 
energy in Cs+-PEG3. The drop of binding energies from M+-DXE2 to 12-crown-4 indicates that 
the rigidity of the cyclic structure in the crown ether is not favorable for binding. The fact that 
the cation binding energy in M+-PEG3 is very similar to that in 12-crown-4 indicates that the 




Li Na K Cs 
2 M—O interactions
total binding energy of M+-DXE (Exp)1 2.56 1.69 1.26 0.61 
binding energy of M+-PEG1 (calc)2 2.58 1.78 1.25 0.92 
4 M—O interactions
total binding energy of M+-DXE2 (Exp)1 3.99 2.86 2.12 1.13 
binding energy of M+-12c4 (Exp)1 3.90 2.65 1.99 0.91 
binding energy of M+-PEG3 (calc)2 3.89 2.87 2.00 1.55 
incrementing from 2 to 4 coordinating O atoms
incremental binding enthalpy of M+-DXE2 (exp)1 -1.43 -1.17 -0.87 -0.52
energy of dimer addition to M+-PEG1 (calc)2 -1.44 -1.17 -0.84 -0.44
Asymptotic binding energy
asymptotic binding energy of M+-PEGn (calc)2 5.64 4.77 3.69 3.25 
Table 7:Measured and calculated binding energies for M+-DXE (DXE=1,2-dimethoxy-ethane), M+-DXE2 , 
M+-12-crown-4 and M+-PEGn in eV.  
No experimental data were found for the binding energies that could be compared with the 
limiting value at high degrees of polymerization. The limit is reached at approximately the 
same polymerization degree, around n=10 or 11 with all four alkali ions. This is quite 
interesting because the size and the charge density of the alkali metal ions are quite different. 
Lithium can be wrapped around by as few monomer units as 6, sodium by 7, potassium by 8 
and cesium by 11. However, the first complexes in which oligomer segments distinctly far from 
the metal ion appear is the nonamer, the decamer, the undecamer and the dodecamer, 
                                                
1 Experimental binding energies are from Ref.149 and 150 for Li, Ref 153 for Na, Ref. 151 for K and Ref. 152 
for Cs. 
2 Present work: B3LYP/6-311++G(2d,2p)//B3LYP/6-31G(d) energies for Li and Na, B3LYP/def2-TZVP// 
B3LYP/def2-TZVP data for K and Cs. 
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respectively. This means that the binding energy probably increases up to these oligomers. The 
larger-sized alkali ions, for geometrical reasons clearly need more monomer units until 
complete coordination is achieved. Above that, the additional monomer units are so far from 
the central ion (>3.8 Å and 4.2 Å for K and Cs, respectively) which has a reduced charge 
density anyway, that they can hardly interact with it. On the other hand, some of the outer 
segments of PEGs coordinating the smaller alkali ions are much closer, so that the latter, due to 
their larger charge density can attract even these external segments before their charge is 
completely screened.  
The energy of addition of a monomer (the analog of incremental binding energy, shown in 
Figure 31 and in Table 7 for n=2) can be an indicator for the possible energy gain when the 
oligomer chain is extended. The reaction energies of monomer addition to the monomer and 
dimer follow the same tendencies as the binding energies themselves: larger energy gain for Li+
and successively smaller values for Na+, K+ and Cs+. At higher degrees of polymerization the 
curves corresponding to the four different alkali ions are so close to each other that it is hard to 
tell them apart. Note that the monomer addition energies can be determined with a very large 
error bar because they carry the uncertainty associated with the selection of conformers of not 
only one but two ionized PEGs. The reaction energy starts to oscillate around zero roughly at 
around n=10 for each alkali metal cation, in agreement with the leveling off of the binding 
energies.  
5. 3. 8. Discussion. 
The results of the calculations can be utilized in understanding the structure and 
energetics of ionized polymers determining their appearance and behavior in mass 
spectrometers. Less directly, there is also a gain of information on the structure of conducting 
polymers.  
Similarly to the PEGn studied here, ionization of polymeric compounds is often 
performed by attaching an alkali metal ion to the molecule. The success of this technique 
strongly depends on the binding energy between the cation and the oligomer chain. Too low 
binding energy may lead to the loss of the alkali metal cation, which carries little if any 
structural information. At optimal binding energy, the complex will not dissociate, but rather 
fragmentation of the oligomers will take place carrying valuable structural information.  
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Three factors influence the binding energy of cationized PEGs: the nature of the cation, 
of the functional groups coordinating it and the polymerization degree. From this study it 
appeared that the binding energy of cationized PEGn oligomers increases monotonously with 
the polymerization degree up to an asymptotic value at about 10 monomeric units whatever the 
cation is. Moreover, at a given polymerization degree the energy needed to remove the cation 
was found to decrease as the atomic number of the latter increases. From these observations, 
one can predict based on Figure 33, that if Li+-PEG4, characterized by a cation binding energy 
of about 4.12 eV is observed (meaning that it survives the ionization conditions), detection of 
sodiated oligomers will be possible for polymerization degrees above 7, while K- and Cs-
ionized PEGs will not survive the conditions of preparation. 
Figure 34: The strain energy of the PEG oligomers in the M+-PEGn (M = Li, Na, K, Cs) complexes 
calculated with the B3LYP functional and the 6-311++G(2d,2p) basis set for the geometries in the Li and Na 
complexes and the def2-TZVP set for those in the complexes with K and Cs plotted as a function of the 
degree of polymerization. For details see the text.
According to Figure 33, the smaller the cation is, the larger the binding energy of the 
oligomers. The ability of the cation to distort the oligomers can be evaluated with the energy 
difference between the optimized cationized structure and the nearest optimized structure after 
the cation has been removed. This procedure leads to consistent results as the conformational 
changes observed, after the cation has been omitted, are small and different high-level 
techniques show good agreement. As shown in Figure 34, the strain energy increases up to 5 
monomers from which it fluctuates around an asymptotic value. This behavior is observed for 
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all cations. Despite the large fluctuations observed (due to the uncertainty in the geometries), it 
seems that the asymptotic values decrease as the cation is heavier. This indicates that the 
heavier alkali ions distort the oligomer less than the “small’ ones, which is in line with their 
larger geometrical size and the smaller influence they can exert on the PEG chain. 
The cross-sections computed in this work and shown in Figure 29 clearly exhibit a 
linear correlation with the polymerization degree (essentially proportional to the mass). This 
must be compared with the n2/3 correlation expected for a spherical shape, which indicates, in 
agreement with the visual inspection of the molecular geometries, that PEGs are not exactly 
spherical: small PEGs are flat disk-like, while larger ones prefer tubular, cigar-like shape. 
Concerning the structure of gas-phase cationized PEGs, it can be correlated with the one 
of amorphous phase conducting polymers reported in [154-155]. The coordination numbers and 
the spatial extension of the coordination sphere obtained in these neutron diffraction studies 
(using pair distribution functions) and those in our DFT calculations (section 5.3.6) overlap 
remarkably well. This overlap is well illustrated in Figure 28 for Li+-PEGn with n 12. There 
are, however, discrepancies concerning the coordination in the outer sphere (not more than one 
O coordinates PEGs at 3Å distance as compared with 8 reported experimentally), which may 
be related to various experimental difficulties: e.g. measurements are performed with mixtures 
of different sizes of PEGs, pair distribution functions may include neighboring molecules and 
one must account for the influence of the anion. Moreover, although several attempts were 
made to achieve this higher coordination state, this effect seems not be feasible up to PEG18. 
We also expect it not to be observable even for larger oligomers due to the limited flexibility of 
the ether-type chain and the protective layer formed by the first coordination shell. 
Similarly, two PEG chains were reported to coordinate the alkali ion in crystalline 
phase[84, 156], forming a tube with two more-or-less parallel helical structures. It was 
observed a coordination of Li+ by 5O altogether in narrow range of 2.14 to 2.19 Å. However, 
no details were reported concerning the outer coordination sphere which we would expect to be 
less populated than in the more flexible amorphous phase or the free cationized PEGs. 
5. 3. 9. Summary. 
The energetic properties, in particular, the cation’s binding energy in the oligomers of 
poly(ethylene glycols) cationized by alkali metals are important factors determining the 
availability of cations of various oligomers in mass spectrometry and influence the efficiency 
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of ionic conduction in conducting polymers based on PEG. Their geometrical properties reflect 
the size as well as the ability of the alkali cation to organize the PEGn oligomers around 
themselves, which has common features in free gas-phase cationized PEGs and in conducting 
polymers. The packing of the PEG around the metal cation in turn determines the collision 
cross section and mobility of the complexed ions in drift tubes.  
The extensive DFT studies covering the oligomers of PEGn cationized by Li+, Na+, K+
and Cs+ revealed systematic changes both with respect to the cation and the degree of 
polymerization. The alkali cation is coordinated by the O atoms of the PEG chain, including 
preferably the terminal OH groups. Concerning the packing, we found that the maximum 
number of O atoms directly coordinating the alkali cations increases from about 5 for Li+ to 11 
for Cs+. Simultaneously, the radius of the shell of O atoms directly coordinating the alkali ion 
grows from about 1.95–2.25 Å for Li+ to 2.35–2.5 Å, 2.85–3.l5 Å and 3.15–3.35 Å for Na+, K+
and Cs+, respectively. In spite of this spectacular increase of the inner coordination shell, only 
the Cs complexes display significantly larger collision cross sections as compared to the 
uncharged polymers of the same degree of polymerization or the Li, Na or K complexes of the 
latter. The collision cross section shows an essentially linear increase with the mass of the 
complexed ions, which is in agreement with the non-spherical but almost tubular structure 
observed by inspection of the optimized geometries.
Antiparallel to the increase of the distance of the first coordination shell from the alkali 
ion, the binding energy of the alkali cation to the oligomers decreases in the order Li+ > Na+ > 
K+ > Cs+, which can be attributed to the reduction of the charge density of the alkali cation in 
the listed order. The rigidity of the complex chain is reflected in the reduced binding energy 
with respect to complexing agents carrying one or two ether-type O atoms. On the other hand, 
it does not induce a larger reduction of the binding energy than what occurs in complexes of 
cyclic polyethers (crown ethers) in which the O-C-C-O framework is clearly more rigid. The 
binding energy of the alkali complexes of PEGn increases with the degree of polymerization n, 
first fast and slower and slower up to about n=10 above which it seems to remain constant. The 
onset of the large-n limit is achieved approximately at the same degree of polymerization 
independently of the identity of the alkali ion, and amounts to about 5.64, 4.77, 3.69 and 3.25 
eV for Li, Na, K and Cs, respectively. This indicates that for the purpose of mass spectrometric 
analysis, the most fruitful is cationization by Li+ and Na+ which ensure that the complexes are 
stable enough not to decompose primarily to its constituents. In addition, the relative stability 
of these metalated PEGs offers the possibility that the ion can dissociate into various fragments, 
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providing system-specific information on molecular structure, which is supported by our 
current calculations on the reactions of the ions. 
The analysis of the geometrical arrangement of the oligomer chain around the cation in 
the gas-phase ions and conducting polymers leads to significant similarities concerning the first 
coordination shell. The distances of atoms from the Li+ or Na+ ion is in agreement with the 
neutron and X-ray diffraction experiments on both the amorphous and crystalline phase of 
conducting polymers. The crystalline-phase structure studies indicate the presence of helices of 
PEG consisting of one or two polymer chains. The gas-phase ions also contain PEG helices 
consisting of up to 10 monomer units, but outside of this shell the conformation of the PEG 
chain can change widely without any significant energetic consequence.  
Electronic structure calculations of the type presented in this paper allow us to get a 
refined picture on coordination of alkali-metal cations by biopolymers. Calculations with other 
types of polymers are in progress in our laboratory. 
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6. Summary. 
 Influence of the size –or mass– on the structure and energetics of synthetic polymers affects 
their tandem MS behaviour significantly. It is of importance from both practical and 
fundamental aspects: 
   
o The collision energy required to obtain similar fragmentation degree was observed 
to increase linearly with the mass of the polymer.  The collision energy needed to 
fragment the molecular ions has been related to their mass (i.e. their degree of 
polymerization) and has lead to an excellent linear correlation. To this end we measured 
the fragmentation energetics of lithium cationized PEGs containing from 5 monomers 
up to 100 monomers (250 Da up to ~4.5 kDa). This study was performed at a variety of 
experimental conditions by using trapping and quadrupole-type instruments. A 
consequence of the use of different instruments is that the experimental conditions 
varied to a large extent: e.g. the nature and pressure of the collision gas, the 
experimental timescale and the range of voltages applied for excitation were all 
changed. Other compounds (ca. poly(tetrahydrofuran) as well as a set of peptides) were 
also measured to generalize our findings. This finding has both theoretical and practical 
importance. From a theoretical point of view it suggests fast internal energy 
randomization up to at least 4.5 kDa; so that statistical rate theories are applicable in 
this range. These results also suggest an easy method for instrument tuning for high-
throughput structural characterization through tandem MS: after a standard compound is 
measured, the optimum excitation voltage is in a simple proportion with the mass of any 
structurally similar analyte at constant experimental conditions. 
o The fragmentation energetics of lithium cationized PEGs, namely the structure of 
the transition states associated with various fragmentation processes were 
determined by means of computational chemistry techniques. This mechanistic 
study provides us with quantitative estimates of the activation energies for the most 
important processes observed. Moreover, starting with PEG 2 and going up to 6 
monomers, barrier heights for these processes were computed using two DFT methods. 
Both methods suggest that the barrier height for the main fragmentation path 
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monotonously decreases with the increase of polymerization degree, leading to values 
in the range of 2.3 up to 3 eV (far higher than what is known for e.g. biopolymers). This 
observation may be related to the concept of electrostatic catalysis: the cation has an 
effect on the activation energy for fragmentation. This effect depends on the 
polymerization degree till the solvation shell completion, which strongly suggests that 
the molecular fragmentation parameters remain constant after the saturation of the shell. 
Note that these estimates are particularly significant as no such information for polymer 
compounds is available in the literature. 
o The structure of cationized PEGs has been determined by means of quantum 
chemistry methods. Density functional theoretical methods including several basis sets 
and two functionals were used to collect information on the structure and energetic 
parameters of PEG coordinated by alkali metal ions. The oligomer chain is found to 
form a spiral around the alkali cation, which grows to roughly two helical turns when 
the oligomer size increases to about the dekamer for each alkali ion. Above this size the 
additional monomer units do not build further the spiral for Li+ and Na+; instead, they 
form less organized segments outside or next to the initial spiral. The distance of the 
first layer of coordinating O atoms from the alkali cation is 1.9 – 2.15 Å with 5O atoms 
for Li+, 2.3 – 2.5 Å with 6O for Na+, 2.75 – 3.2 Å with 7O for K+ and 3.5 – 3.8 Å with 
11O for Cs+ complexes. The collision cross sections with He increase linearly with 
oligomer size with no sign of leaning toward the 2/3rd power dependence characterizing 
spherical particles. The binding energy of the cation to the oligomer increases up to 
about 10 monomers, where it levels off for each adduct ion, indicating that this is 
approximately the limit of the oligomer size that can be influenced by the alkali cation. 
The binding energy – degree of polymerization curves are remarkably parallel for the 
four cations. The limiting binding energy at large polymerization degree is about 5.64, 
4.77, 3.69 and 3.25 eV for Li, Na, K and Cs, respectively. When available, geometrical 
features are compared with X-ray and neutron diffraction data on crystalline and 
amorphous phases of conducting polymers formed by alkali-metal salts and PEG 
showing very good agreement. 
These results are important for theoretical reasons as they all exhibit a clear tendency of 
the changes of properties with the size of the polymer and provide us information concerning 
the nature of the changes. For practical purposes, the Degrees of Freedom effect is important as 
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after a standard compound is measured, the optimum excitation voltage is proportional with the 
mass of any structurally similar analytes at constant experimental conditions, facilitating high-
throughput applications. The calculated details of the structure and energetics of cationized 
PEGs are useful for the experimentalist: they help in the optimization of e.g. ionization 
conditions. 
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8. Abstract. 
Mass Spectrometry (MS) is an essential tool for structural studies of a great variety of 
compounds. A particular type of experiment, namely Collision Induced Dissociation (CID) 
tandem MS, has a particular interest in that respect. The amount of accessible information with 
this technique, however, depends on our ability to generate a fast and efficient way to obtain 
and interpret mass spectra. 
The aim of this thesis is to investigate how the size –mass or polymerization degree– 
affects the structure and various energetic quantities related to cationized oligomers. To this 
end, a combined experimental (using the CID tandem MS technique) and theoretical approach 
(using quantum chemistry modelling) was used on cationized poly(ethylene glycols), PEGs. 
It is shown that, for both practical and theoretical purposes, polymers are excellent 
model compounds in systematic studies of properties depending on the mass or the number of 
degrees of freedom of the polymer. Such studies help disentangle how various molecular 
properties vary with the polymerization degree. A set of experiments showed that the collision 
energy necessary to achieve a defined degree of fragmentation increases linearly with the mass 
of the compound. The barrier height for the most important fragmentation process is studied 
computationally as a function of polymerization degree. It appears that the presence of the 
cation has a catalytic influence on the process. Moreover, these results suggest this effect to be 
observed till the solvation shell is completed. The structure and energetics of cationized PEGs 
up to 18 monomer units has also been theoretically studied: the atomic details of the solvation 
shell (coordination number, distance to the cation and binding energies) are clearly shown to 
differ and increase in the order Li+ < Na+ < K+ < Cs+ and in the reverse order for the binding 
energy.  The collision cross-sections of the ions increase linearly with the size. They are found 
to be essentially identical for all cations and the corresponding bare PEGs, except for Cs+ the 
complexes of which are slightly larger. Moreover the binding energies for the PEGs reach an 
asymptotic value at 10 monomeric units whatever the cation they attach. 
These results are important for theoretical reasons as they all exhibit a clear tendency of 
the changes of properties with the size of the polymer and provide us information concerning 
the nature of the changes. For practical purposes, the Degrees of Freedom effect is important as 
after a standard compound is measured, the optimum excitation voltage is proportional with the 
mass of any structurally similar analyte at constant experimental conditions, allowing for fast 
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instrument tuning. The calculated details of the structure and energetics of cationized PEGs are 
useful for the experimentalist: they help in the optimization of e.g. ionization conditions.
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