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In this thesis new nonparametric methods are introduced to explore uni- or
bivariate data. These methods consist of two plots and one test:
1. A graphical method to depict probability distributions, the “shorth
plot”:
a. Introduction to the method and applications (Chapter 2),
b. Asymptotic behavior of the plot (Chapter 3).
2. A graphical method to depict regression data, the “Half-Half plot” (Chap-
ter 4).
3. A test for spherical symmetry in an empirical likelihood framework
(Chapter 5).
1.1 Introduction
In this section, we review the main statistical concepts of the thesis.
1
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1.1.1 Nonparametric statistics
In Wolfowitz (1942) the term nonparametric was coined: “We shall refer to
this situation [where a distribution is completely determined by the knowledge
of its finite-parameter set] as the parametric case, and denote the opposite sit-
uation, where the functional forms of the distributions are unknown, as the
nonparametric case”. In contrast to parametric procedures, where the knowl-
edge of the type of distribution is essential, nonparametric procedures have
the great advantage that this knowledge is not required. As pointed out in
Owen (2001), there is “indeed [. . . ] no reason to suppose that a newly encoun-
tered set of data belongs to any of the well studied parametric families”. In
terms of statistical inference this means “to infer an unknown quantity while
making as few assumptions as possible” (Wasserman, 2008). Misspecification
in parametric procedures leads to inefficient estimates and the corresponding
confidence intervals and tests can fail completely. Whereas when paramet-
ric assumptions hold perfectly true, nonparametric methods are in general
only slightly less powerful than their parametric counterparts, see for example
the textbook Kvam and Vidakovic (2007). Furthermore, according to Govin-
darajulu (2007), “nonparametric statistical procedures are widely used due to
their simplicity, applicability under fairly general assumptions and robustness
to outliers in the data”.
The simulations and examples in this thesis are computed in R. A short
introduction to especially nonparametric methods implemented in R can be
found in Racine (2009); for a more general overview the reader is referred to
the textbook Sawitzki (2009).
1.1.2 Graphical methods
Graphical methods are an important tool in statistics. As it is pointed out
in Tufte (1983): “At their best, graphics are instruments for reasoning about
quantitative information. Often the most effective way to describe, explore,
and summarize a set of numbers - even a very large set - is to look at pictures
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minimum 1st quartile median 3rd quartile maximum
11.29 15.67 18.24 21.65 34.55
Table 1.1: Summary of the quartiles of rent in Vienna’s first district in
2010.
of those numbers”. There exist many different graphical approaches for espe-
cially one- and two-dimensional data. A very broad overview is given in Tufte
(1983), whereas du Toit et al. (1986) is more statistically oriented, and many
graphical methods with R-code can be found in Theus and Urbanek (2009).
In the following, first some popular graphical methods for the case of
one-dimensional data will be presented. The data are the ratios rent in eu-
ros per square meter (rent) in Vienna’s first district (postal code 1010) in
April 2010. The source of the data are websites of the most commonly used
real estate agents in Vienna (www.alle-gemeinsam.at, www.derstandard.at,
www.immoads.at, www.immobilien.net, www.immodirekt.at, www.oesterreich.
kijiji.at, www.perconsult-immobilien.at, www.wohnnet.at) and the sample con-
sists of 492 observations.
A first, exploratory quartile summary of the rent is given in Table 1.1. This
information is also included in the boxplot, see Figure 1.1. Other commonly

























Figure 1.1: Boxplot of the rent in Vienna’s first district in 2010.
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(a)
































Figure 1.2: Histogram (a) and kernel density estimation (b) of the rent
in Vienna’s first district in 2010.
1.2(a)) and the kernel density estimate (Figure 1.2(b)). For both plots the
choices of bins (histogram) and bandwidth (kernel density estimate) are cru-
cial. Here the density estimation is plotted with a bandwidth of 1.08, which
is calculated by Silverman’s (1986) rule of thumb. The QQ-plot (Figure 1.3)
is an exploratory tool to check a distributional assumption like, in this case,
the normality of the data. In the QQ-plot, the order statistics of the data are
plotted against the corresponding quantiles of a fitted normal distribution.
























































































































































Figure 1.3: Normal QQ-plot of the rent in Vienna’s first district in 2010.
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The normality seems to be violated. With the shorth plot, we introduce a
new approach to depict univariate mass concentration. A brief introduction
to the shorth plot is given in Section 1.2.1.
For bivariate data, it is often important how the regressand Y can be
explained in terms of a regressor X. In regression analysis, (X, Y ) is then
expressed in the standard form Y = m(X) + ε. To illustrate these graphical













































































































































































































































































































































































































































































Figure 1.4: Scatter plot of the annual volume discharge of the Nile with
estimated regression curves. Linear regression in (a) and (b); in panel (b)
the break in 1897 is taken into account. In panels (c) and (d), the curve is
fitted with locally-weighted polynomial regression; in panel (d) the break
is taken into account.
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dataset used in the context of change-point estimation. Figure 1.4 shows the
annual volume of discharge (1010m3) from the Nile river for each year from
1871 through 1970. The regressor is in this example deterministic (the years
1871-1970). In Cobb (1978) it is assumed that the ε’s are independent. There
a change-point in 1897 is found utilizing parametric methods. Meteorological
studies confirm this change. According to Kraus (1955), the rainfall decreased
in most regions abruptly at the end of the 19th century, which was due to a
narrowing of the rainfall belt and a shortening of the wet seasons.
The most standard form of regression is linear regression, see Figure 1.4
(a). In Figure 1.4 (b) two linear regression lines, left and right of the break
in 1897, are fitted. Locally-weighted polynomial regression, as introduced in
Cleveland (1979), allows for a more flexible fit, see Figures 1.4 (c,d), where
the curves are fitted left and right of the break in 1897. With the Half-Half
plot we shall introduce in this thesis a new graphical method for detecting the
main features of regression curves. A short introduction to the Half-Half plot
can be found in Section 1.2.2.
1.1.3 Hypotheses tests
Nonparametric tests are often goodness-of-fit tests. They assess how well a
statistical model fits a set of observations. Well-known goodness-of-fit tests are
the Kolmogorov-Smirnov test and the Anderson-Darling test. Let X1, . . . , Xn,
n ∈ N, be i.i.d. random variables with common (unknown) continuous distri-
bution function (df) F and empirical df Fn. The null hypothesis is whether
this df is of the exactly specified form F0. The hypotheses for a two-sided test
are
H0 : F (x) = F0(x) for all x ∈ R,
H1 : F (x) 6= F0(x) for at least one x ∈ R.
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where B denotes a standard Brownian bridge. The null hypothesis is rejected
for large values of
√
nKn, see for example Shorack and Wellner (1986), p. 143.
A Kolmogorov-Smirnov test may also be used in the two-sample case to test
whether the two underlying one-dimensional df’s differ.
The Anderson-Darling (1952) statistic is defined as
W 2n = n
∫ ∞
−∞
[Fn(x)− F0(x)]2 ψ [F0(x)] dF0,
where ψ ≥ 0 denotes a preassigned weight function. The null hypothesis
is again rejected for large values of W 2n , see Crawford et al. (1990). The
asymptotic distribution of W 2n for ψ(t) =
1
t(1−t) is derived in Anderson and
Darling (1952). For ψ ≡ 1, W 2n is also called the Cramèr-von-Mises test
statistic.
Instead of testing for a fixed F0, we can also test for a parametric model.
Then we compare Fn with the parametric df where the parameters are esti-
mated from the data. In that case, the critical values of both the Kolmogorov-
Smirnov and the Anderson-Darling statistic, as introduced above, are invalid.
For some special distributions, such as the normal or exponential distribution,
these critical values are given in Shorack and Wellner (1986), p. 239.
Furthermore, instead of testing for a parametric model, there also exist
tests for a larger, nonparametric null hypothesis. They check for a general
feature, such as symmetry, see for example the tests introduced in Einmahl
and McKeague (2003). In this thesis we shall develop a test for bivariate
spherical symmetry, briefly presented in Section 1.2.3.
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1.1.4 Asymptotic statistics
“Why asymptotic statistics? The use of asymptotic approximations is twofold.
First, they enable us to find approximate tests and confidence regions. Second,
approximations can be used theoretically to study the quality (efficiency) of
statistical procedures” (van der Vaart, 1998).
The exact distributions of statistics are often unknown, whereas asymp-
totic approximations are available. Let X1, . . . , Xn, n ∈ N, be i.i.d. random
variables with sample mean X̄n and sample standard deviation Sn. The t-test
is a test on the mean IE(X) = µ, we test H0 : µ = µ0 for a given µ0. In
the case that the data come from a normal distribution, the distribution of






/Sn is known under H0: It is t-distributed
with n−1 degrees of freedom. In general, if the underlying distribution is not
normal, but has finite variance, the following approximation by the standard
normal df Φ holds:
sup
x∈R
∣∣∣∣P (√n(X̄n−µ)Sn ≤ x)− Φ(x)
∣∣∣∣→ 0 as n→∞, for all µ ∈ R. (1.1)
When µ = µ0, the df of Tn can therefore be approximated by Φ and H0 gets
rejected at level α if |Tn| ≥ Φ−1(1 − α/2). From (1.1) we also immediately
obtain an asymptotic confidence interval for µ: X̄n ± Φ−1(α/2)Sn/
√
n.
In this thesis, we introduce three nonparametric statistical methods (cf.
Section 1.2) and discuss their asymptotic behavior. For the test in Chapter
5 we present the limiting null distribution of the test statistic and hence we
can find asymptotic critical values. In Chapter 4 we employ the limiting
distribution to calculate a band which gives a standard to assess the relative
magnitude of the HH-statistic. Asymptotic statistics also provides the rate of
convergence. The typical speed of convergence of kernel density estimators is
n−2/5. In Chapter 3 we show that the shorth plot converges at rate n−1/2.
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1.2 Summary
In this section, the three main parts of this thesis are summarized.
1.2.1 The shorth plot
The “shorth” is originally the shortest interval covering half of the distribu-
tion. For the shorth plot, a generalized version is used, namely the length of
the shortest interval containing fraction α of the distribution and a given point
x ∈ R. This length is plotted against x for a selection of α’s. The shorth plot
visualizes probability mass concentration. The classical statistical approach
for this task focuses on density estimators and their visual representations,
such as kernel density plots. In kernel density estimation, the bandwidth
choice is crucial. The shorth plot, however, discloses the features of the dis-
tribution without bandwidth selection. For the exact definition of the shorth
plot see Chapter 2.
Figure 1.5 depicts an example of the shorth plot. The data are a sample
of the ratios rent/m2 in Vienna’s first district in April 2010, as introduced
in Section 1.1.2. The different coverage levels α reveal different information















Figure 1.5: Shorth plot of the rent in Vienna’s first district in 2010, with
coverage levels (from top to bottom) α = 0.125, 0.25, 0.5, 0.75, and 0.875.
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about the concentration of mass. Small levels give information about the local
behavior; they particularly indicate modes. Higher levels show the skewness
of the overall distribution shape. It is advised to draw several coverage levels
in one picture, which then reveal the different characteristics of the data. The
shorth plot in Figure 1.5 immediately reveals that the data are right-skewed.
From α = 0.125, a clear mode around 16.5 can be detected, and a less distinct
mode around 19 becomes apparent. A third mode around 23 has clearly less
height. The second and third mode can also become visible in kernel density
estimation with a smaller choice of bandwidth than in Figure 1.2(b).
For the asymptotic behavior of the shorth plot, we first regard the “shorth
plot process” which is a quantile-type process. We can show that this process
converges in distribution under natural conditions uniformly in α ∈ [η, 1− η],
η ∈ (0, 1
2
), and x ∈ R with rate 1/
√
n to a limiting process, see Chapter
3. For the uniform convergence in α ∈ (0, 1) and x ∈ R, we need two more
assumptions. The proof includes a lemma that generalizes the well-known
Vervaat (1972) lemma to a collection of functions.
1.2.2 The Half-Half plot
The Half-Half (HH) plot is a new, nonparametric, computationally fast method





Figure 1.6: Vertical strip localized at x used for the construction of the
HH-plot.
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counts observations in the lower and upper quarter of a vertical strip that
moves horizontally over the scatter plot. In Figure 1.6 a strip is shown, local-
ized at x. It contains dαne observations in A∪B ∪C as well as in D∪E ∪F ,
with d·e denoting the ceiling function. This strip is divided up horizontally
such that B ∪ E contains the central 50% of the observations in the strip.
Therefore A∪D and C ∪ F each contain 25% of the 2dαne observations. For
the HH-plot, the (standardized) number of observations in C ∪ D is plotted
against the localization x. The HH-plot is, similar to the shorth plot, a tool
for exploratory diagnostics. It detects especially jumps and trends of the re-
gression curve; the jumps would typically be forced into a smoothed picture
by the common methods, see Figure 1.4 (a,c). For the exact definition of the
HH-plot consult Chapter 4.1.
For a first picture of the HH-plot, we use again the Nile data, as discussed
in Section 1.1.2. This dataset was first used in Carlstein (1988) to illustrate
nonparametric change-point estimation. In previous publications utilizing this
dataset, a change-point in 1897 was found. Also the HH-plot with α = 0.2,
Figure 1.7, displays this change clearly, indicated by an exceedance of a hor-
izontal band. This band gives a standard to assess the relative magnitude of
the HH-plot. Because the HH-plot is below the band in 1895–1897, we can
conclude that there is an abrupt change downwards of the regression curve

























Figure 1.7: HH-plot of the annual volume discharge of the Nile, with
α = 0.2.
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which can be located at 1896. In the second half of the period under consid-
eration, positive values of the HH-plot indicate that the regression curve is
slightly increasing.
1.2.3 Testing for spherical symmetry using localized em-
pirical likelihood
In Chapter 5, a test for spherical symmetry in R2 is developed within an em-
pirical likelihood framework. Empirical likelihood is a nonparametric counter-
part of the parametric likelihood ratio and enjoys similar features. In contrast
to parametric likelihood methods, the data are used directly, without the
assumption of a certain underlying family of distributions. We employ the
localized empirical likelihood approach, see Einmahl and McKeague (2003).
The main idea is that a functional equation is ‘split up’ in infinitely many
pointwise equations and that standard empirical likelihood is used to deal
with these pointwise constraints, after which the infinitely many likelihood
ratios are considered simultaneously as a stochastic process.
In this introduction we consider the simple null hypothesis H0 : F = F0,
where F0 is a given, completely specified, continuous distribution function.
Given are i.i.d. random variables X1, . . . , Xn, n ∈ N that have df F . Next we
localize the null hypothesis in x, i.e. we consider H0,x : F (x) = F0(x). Define
the localized empirical likelihood as
R(x) =
sup{L(F̃ ) : F̃ (x) = F0(x)}
sup{L(F̃ )}
,




F̃ (Xi)− F̃ (Xi−)
)
. The supremum in the denominator
is attained by taking F̃ equal to the empirical distribution function Fn of the
Xi’s. In the numerator, the maximum is obtained when F̃ puts mass
F0(x)
nFn(x)
on each observation up to x and mass 1−F0(x)
n(1−Fn(x)) on each observation above x.













−2 logR(x) = −2nFn(x) log
F0(x)
Fn(x)




Applying a Taylor expansion, given 0 < F0(x) < 1, we get





under H0,x. This is a special case of a nonparametric version of Wilks’ the-
orem, cf. Owen (2001). Considering the infinitely many localized likelihoods






The test statistic is distribution-free and the critical values can be approxi-








under H0, where B is a standard Brownian bridge.
To test for bivariate spherical symmetry around the origin, we use its
stochastic representation to construct the test. The random variable X is




for some random variable S ≥ 0 independent of the random vector Z and Z is
uniformly distributed on the unit circle. With the approach introduced above,




[Based on joint work with J.H.J. Einmahl and G. Sawitzki, The shorth plot,
Journal of Computational and Graphical Statistics (2010), 19, 62–73.]
Abstract: The shorth plot is a tool to investigate probability mass concentration.
It is a graphical representation of the length of the shorth, the shortest interval
covering a certain fraction of the distribution, localized by forcing the intervals
considered to contain a given point x. It is easy to compute, avoids bandwidth
selection problems and allows scanning for local as well as for global features of the
probability distribution. The good performance of the shorth plot is demonstrated
through simulations and real data examples. These data as well as an R-package
for computation of the shorth plot are available online.
Keywords: Data analysis, distribution diagnostics, probability mass concentration.
2.1 Introduction
Using exploratory diagnostics is one of the first steps in data analysis. Here
graphical displays are essential tools. For detecting specific features, special-
ized displays may be available. For example, if there is a model distribution
F which needs to be compared with, from a mathematical point of view the
Chapter 2. The shorth plot 16
empirical distribution Fn is a key instrument, and its graphical representations
by means of PP -plots




F−1 (α) , F−1n (α)
)
are tools of first choice. If we consider the overall scale and location, box &
whisker plots are a valuable tool. The limitation of box & whisker plots is that
they give a global view which ignores any local structure. In particular, they
are not an appropriate tool for analyzing the modality of a distribution. In this
case, more specialized tools are needed, such as for example the silhouette and
the excess density plot, both being introduced in Müller and Sawitzki (1991).
While we have some instruments for specific tasks, the situation is not
satisfactory if it comes to general purpose tools. PP -plots and QQ-plots need
considerable training to be used as diagnostic tools, as they do not highlight
the qualitative features of the data.
The classical statistical approach is to focus on the density in contrast to
the distribution function, which leads to density estimators and their visual
representations, such as histograms and kernel density plots. These, however,
introduce another complexity, such as the choice of cut points or bandwidth
choice. The qualitative features revealed or suggested by density estimators
may critically depend on bandwidth choice. A large bandwidth tends to lead
to oversmoothing and hides features and a small bandwidth is prone to un-
dersmoothing and will produce sample artefacts. In Silverman (1981) these
properties are exploited to develop a test for multimodality. The need to
consider various bandwidths and cutpoints for histograms or kernel density
estimators is widely recognized, but the practical application is limited, since
the plots for different bandwidths overlap and do not give a possibility for a
multiscale representation.
The SiZer approach in Chaudhuri and Marron (1999) tries a way out by us-
ing nominal test levels for varying bandwidths. There is considerable literature
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on good or optimal choice of bandwidth. However, most of this literature con-
centrates on kernel methods or histograms as density estimators and typically
uses optimality criteria based on squared errors. In applications, however,
these methods are more often used to inspect data for distribution features,
and unfortunately a criterium like the mean integrated squared error does not
translate easily to any feature of interest.
The shorth plot, however, discloses the features of the distribution with-
out bandwidth selection due to its monotonicity property (see the end of this
section). In contrast to density estimation, it is advised to plot several cover-
age levels in one picture, which then reveal the different characteristics of the
data. Moreover, estimating a density is a more specific task than understand-
ing the shape of a density. Density estimation based methods are prone to
pay for bandwidth selection in terms of slow convergence or large fluctuation,
or disputable choices of smoothing. Hence the shorth plot, which displays the
qualitative features of the distribution without estimating the density, can
have a faster rate of convergence than density estimators.
We will use the length of the shorth to analyze the qualitative shape of
a distribution. Originally, the shorth is the shortest interval containing half
of the distribution; more generally, the α-shorth is the the shortest interval
containing fraction α of the distribution. The shorth was introduced in the
Princeton robustness study as a candidate for a robust location estimator,
using the mean of a shorth as an estimator for a mode, see Andrews et al.
(1972). As a location estimator, it performs poorly; it has an asymptotic rate
of only n−1/3, with non-trivial limiting distribution, as shown in Andrews at
al. (1972), p. 50, or Shorack and Wellner (1986), p. 767. Moreover, the shorth
interval is not well defined, since there may be several competing intervals.
The length of the shorth however is a functional which is easy to estimate and
it gives a graphical representation which is easy to interpret. As pointed out
in Grübel (1988), the length of the shorth has a convergence rate of n−1/2.
In this paper, we extend the definition of the length of the shorth to supply
localization. We will vary the coverage α, and hence allow for multi-scale
analysis. Thus the global estimator is extended into a tool for local and global
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diagnostics. The shorth plot is already valuable for sample sizes of n = 50
(for coverage levels above α = 0.1).
The paper is organized as follows. In the remainder of this section we
present the definition and elementary properties of the localized length of the
shorth. In Section 2.2 we define the shorth plot, the central object of this
paper, and show its use. In Section 2.3 we study several real data examples.
The paper is completed by a discussion section.
In order to be more explicit we specify our setup and notation. LetX1, . . . , Xn,
n ≥ 1, be independent random variables with common distribution function
F . Let P be the probability measure corresponding to F . Let I = {[a, b] :
−∞ < a < b <∞} be the class of closed intervals and let Ix = {[a, b] : −∞ <
a < b < ∞, x ∈ [a, b]} be the class of closed intervals that contain x ∈ R.






1B(Xi), B ∈ B,
where 1B denotes the indicator function. Let | · | denote Lebesgue measure.
Definition 2.1. The length of the shorth at point x ∈ R for coverage level
α ∈ (0, 1) is
Sα(x) = inf{|I| : P (I) ≥ α, I ∈ Ix}.
By taking infx S0.5(x), we get the length of the shorth as originally de-
fined. The definition in terms of a theoretical probability P has an immediate
empirical counterpart, the empirical length of the shorth
Sn,α(x) = inf{|I| : Pn(I) ≥ α, I ∈ Ix}.
To get a picture (see Figure 2.1) of the optimization problem behind the
length of the shorth, we consider the bivariate function
(a, b) 7−→
(
|I| , P (I)
)
with I = [a, b], where a < b.































Figure 2.1: The length of the shorth as an optimization problem: min-
imize |[a, b]| under the restriction P ([a, b]) ≥ α. Localizing at x restricts
the optimization to the quadrant top left of (x, x). The solid lines are the
level curves for P ([a, b]) = const = α, for α = 0.9375, 0.875, 0.75, 0.5,
0.25, 0.125, 0.0625 from top to bottom. The bold line depicts α = 0.5.
The dashed lines are the level curves for |[a, b]| = const. For the empirical
distribution, a sample of size 100 from a standard normal distribution is
taken.
This is defined on the half space {(a, b) : a < b} above the diagonal. The level
curves of |I| are parallel to the diagonal. The level curves of P (I) depend on
the distribution. The α-shorth minimizes |I| in the area above the level curve
at level α, i.e. P (I) ≥ α. In the empirical version, the level curves of P (I)
are replaced by those of of Pn(I). In Figure 2.1, the theoretical curves for the
Gaussian distribution and for a Gaussian sample are shown. Localizing the
α-shorth at a point x restricts optimization to the (grey) top left quadrant
anchored at (x, x).
Let the distribution function F be absolutely continuous with density f .
Assume there exist −∞ ≤ x∗ < x∗ ≤ ∞ such that f(x) > 0 on S = (x∗, x∗)
and f(x) = 0 outside S; also assume that f is uniformly continuous on S. As
a consequence, F is strictly increasing on S and f is bounded. We have the
following elementary properties concerning Sα(x).
• Minimizing intervals: For every α and x, there exists an interval I with
length Sα(x) such that x ∈ I and P (I) = α.
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• Continuity: For all α, |Sα(x)− Sα(y)| ≤ |x− y|. Moreover, the function
(x, α) 7→ Sα(x)
is continuous as a function of two variables.
• Monotonicity: For all x,
α 7→ Sα(x)
is strictly increasing in α.
• Invariance: For all α,
x 7→ Sα(x)
is invariant under shift transformations and equivariant under scale trans-
formations, that is when we apply a transformation u′ = cu + d (for some




with x′ = cx+ d.
Denote the j-th order statistic by X(j); X(0) = −∞, X(n+1) = ∞. For
computing the empirical length of the shorth, observe that Sn,α(x) can be
interpolated from Sn,α(X(j)) and Sn,α(X(j+1)) where j is such that X(j) ≤ x <
X(j+1). Therefore we can focus on computing Sn,α(Xi). Write kα = dnαe − 1,
with d·e the ceiling function. Then we simply have
Sn,α(Xi) = min{X(j+kα) −X(j) : 1 ≤ j ≤ i ≤ j + kα ≤ n}.
We can further reduce the complexity of our problem because Sn,α(Xi) can
be easily related to Sn,α(Xi−1) through a stepwise algorithm. The resulting
algorithm has a linear complexity in n.
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2.2 The Shorth Plot
Definition 2.2 (Sawitzki, 1994). The shorth plot is the graph of the functions
x 7→ Sα(x), x ∈ R
for (all or) a selection of coverages α.
The empirical shorth plot is the graph of
x 7→ Sn,α(x), x ∈ R.
Mass concentration can be represented by the graphs of x 7→ Sα(x) and x 7→
Sn,α(x), see Figure 2.2. A small length of the shorth signals a large probability
mass. In contrast, large values of the density indicate a large probability mass.
Therefore, to make the interpretation of the shorth plot easier, we will in the
sequel use a downward orientation of the vertical axis so that it is aligned with
the density plot.






























Figure 2.2: Short plot and empirical shorth plot for a sample of 50 stan-
dard normal random variables for α = 0.5. Note that different scales are
used.
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Figure 2.3: Shorth plots for a uniform, a normal, and a log-normal dis-
tribution for sample sizes 50 and 200 and the theoretical ones, for coverage
levels (from top to bottom) α = 0.125, 0.25, 0.5, 0.75, 0.875. Note that
the vertical axes have a downward orientation and that different scales are
used.
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Figure 2.3 shows the empirical shorth plots for a uniform, a normal and a
log-normal distribution for sample sizes 50 and 200 and the theoretical ones.
Varying the coverage level α gives a good impression of the mass concentra-
tion. Small levels give information about the local behavior, in particular
near modes. Higher levels give information about skewness of the overall dis-
tribution shape. The high coverage levels show the range of the distribution.
A “dyadic” scale for α, e.g., 0.125, 0.25, 0.5, 0.75, 0.875 is a recommended
choice. The Monotonicity property (Section 2.1) allows the multiple scales to
be displayed simultaneously without overlaps, thus giving a multi-resolution
image of the distribution.
Let φ denote the standard normal density. Then
f(x) =

0.05 for |x| ≤ 0.13
0.987 [φ(x) + φ(|x| − 0.13)] for 0.13 < |x| < 0.26
0.987 φ(x) for |x| ≥ 0.26
(2.1)
is an example of a density where the shorth plot outperforms other common
methods. The plot of this density is depicted in Figure 2.4. We consider
a random sample of size 500. The fixed bandwidth kernel density estimate
with an “optimal” bandwidth (calculated with Silverman’s rule of thumb, Sil-
verman (1986, p.48, equation (3.31)) suggests a density close to a standard












Figure 2.4: Plot of the density f in (2.1).
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varying bw density estimate histogram with 17 bins

























empirical shorth plot; α=0.125














Figure 2.5: Density estimators (upper panels) and shorth plot (with es-
timators; lower panels) of f in (2.1); sample size n = 500. Upper panels:
Kernel density estimate of f with “optimal” bandwidth h = 0.2524; ker-
nel density estimate of f with varying bandwidth; histogram with 17 bins.
Lower panels: Empirical shorth plot of the sample with coverage levels
(from top to bottom) α = 0.125, 0.25, 0.5, 0.75, 0.875; empirical shorth
plot of the sample for α = 0.125 (note the fine scale); shorth plot of f for
α = 0.125.
normal, see Figure 2.5 (upper-left panel). Estimating the density with a vary-
ing bandwidth results in a plot even more similar to the standard normal,
see the upper-middle panel of Figure 2.5. (This kernel density estimator is
calculated according to Loader (1999, Chapters 3 and 5), using the default
nearest neighbor fraction.) Also a histogram with 17 bins (upper-right panel
of Figure 2.5) sheds no light on the true shape of the density.
The shorth plot, however, detects as well the spikes of the density at 0.13 <
|x| < 0.26 as the dip at |x| ≤ 0.13, and clearly outperforms both density
estimators. This behavior is revealed by the small coverage levels; in order
to make it more visible, we plot in the lower-middle panel of Figure 2.5 only
the empirical shorth plot for coverage level α = 0.125 on a finer scale. For
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comparison, the theoretical shorth plot for α = 0.125 is given in the lower-
right panel of Figure 2.5. Increasing coverage levels in the shorth plot show
the symmetry and the range of the distribution, respectively.
2.3 Examples
In this section, we use the shorth plot to depict several real data examples
and explain how various features of the distribution can be “read” from this
plot.
2.3.1 Annual maximum river discharges of the Meuse
river
The annual maximum discharges of the Meuse river from 1911 through 1995 at
Borgharen in The Netherlands are an example of right skewed unimodal data.
The data are extensively studied in Beirlant et al. (2004), using extreme value
theory. The shorth plot shows clearly the unimodality and the right skewness.


























Figure 2.6: Shorth plots with coverage levels (from top to bottom) α =
0.125, 0.25, 0.5, 0.75 and 0.875: (left) Fitted Gumbel distribution. (right)
Annual maximum discharges of the Meuse river from 1911 through 1995.
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The mode (about 1300) is indicated by small values of the shorth for the small
coverage levels, see Figure 2.6 (right). In Beirlant et al. (2004) it is shown
that the Gumbel distribution fits the data quite well and hence supports its
common use in hydrology for annual river discharge maxima. For comparison,
we picture the shorth plot of the fitted Gumbel distribution in the left panel
of Figure 2.6. The right skewness is in both plots clearly visualized.
2.3.2 Old Faithful Geyser
As a second example, we use the eruption durations of the Old Faithful geyser.
The data are just one component of a bivariate time series data set. Looking
at a one dimensional marginal distribution ignores the process structure. How-
ever, these data have been used repeatedly to illustrate smoothing algorithms
like (fixed bandwidth) kernel density estimators (Figure 2.7, left), and we
reuse it to illustrate our approach (Figure 2.7, right). This is a good natured
data set showing two distinct nodes with sizeable observation counts, and some
overall skewness. The high coverage levels of the shorth plot (α = 0.75, 0.875)
just show the overall range of the data. The 0.5 level indicates a pronounced































Figure 2.7: Eruption durations of the Old Faithful geyser: (left) Kernel
density estimate (“optimal” bandwidth h = 0.3348). (right) Shorth plot
with coverage levels (from top to bottom) α = 0.125, 0.25, 0.5, 0.75 and
0.875.
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skewness, whereas the small levels reveal two modes of approximately the same
height (which the density estimate fails to show). The multi-scale property of
the shorth plot allows to combine these aspects in one picture. The histogram














Figure 2.8: Histogram with 11 bins of the eruption durations of the Old
Faithful geyser.
2.3.3 Melbourne Temperature Data
In Hyndman et al. (1996) the bifurcation to bimodality in the Melbourne tem-
perature data set is pointed out. We use an extended version of the data set
(Melbourne temperature data 1955-2007, provided by the Bureau of Meteo-
rology, Victorian Climate Services Centre, Melbourne) and analyze the day
by day difference in temperature at 3:00 pm, conditioned on today’s temper-
ature. The shorth plot in Figure 2.9 clearly indicates bimodality (and some
skewness) when conditioning on high temperatures, and unimodality when
conditioning on the lower temperatures.
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Figure 2.9: Melbourne day by day temperature difference at 3:00 pm
conditioned on today’s temperature; coverage levels (from top to bottom)
α = 0.125, 0.25, 0.5, 0.75 and 0.875.
2.3.4 Family Incomes in the UK
This example was used in Chaudhuri and Marron (1999) to point out the
difficulty of selecting the “optimal” bandwidth in kernel density estimation.
The data are n = 7203 net family incomes (rescaled to mean one) from the
Family Expenditure Survey in the United Kingdom for the year 1975. For
detailed discussion and analysis of the data see Schmitz and Marron (1992).
In comparison to parametric approaches which typically lead to a unimodal
representation of the data, in Schmitz and Marron (1992) the bimodality of the
data is revealed by applying kernel density estimation. The bimodality can be
explained by the different densities of pensioner households and non-pensioner
households. The SiZer approach confirms this bimodality.
With these data, we want to compare the shorth plot and the SiZer map, see
Figure 2.10. For the latter one, applied to the family income data, the reader
is referred to Chaudhuri and Marron (1999) for a more detailed discussion.
There also a comparison to a plot of kernel density estimators with various
bandwidths can be found.
The first manifest characteristic revealed by the shorth plot is the right-
skewness of the data. The top two lines (α = 0.0625, 0.125) show the bi-
modality of the data: there is a high but short first mode and a nearly as high
but broader second mode. The third coverage level (α = 0.25) underlines this
difference of mass concentration.
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Some features are also revealed by the SiZer map. (Recall that the color
scheme is blue (red) in locations where the curve is significantly increasing
(decreasing), purple is used for a zero-derivative and grey indicates regions
where the data are too sparse to make statements about significance.) Right
skewness and one clear mode are apparent at all bandwidths, whereas the
second mode can only be detected when looking at the “good” bandwidths.
(As an indication, the “optimal” bandwidth given by Silverman’s (1986) rule
of thumb is marked with a white line in the SiZer map.) The SiZer map,
however, offers no information about the height of the modes.
































Figure 2.10: Family Expenditure Survey 1975: rescaled net household
income. (left) SiZer map; “optimal” bandwidth h = 0.0943 marked by a
white line. (right) Shorth plot with coverage levels (from top to bottom)
α = 0.0625, 0.125, 0.25, 0.5, 0.75 and 0.875.
2.4 Discussion
The α-shorth is a well-defined concept. Its length is studied in detail in Grübel
(1988). The length of the shorth can be extended to higher dimensions by
replacing the class of intervals by a class of sets (e.g., all ellipsoids) and length
by “volume”; see Einmahl and Mason (1992) for the asymptotic behavior of
these minimal volumes. In higher dimensions, however, there is no canonical
class of sets, like the intervals in dimension one.
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The shorth plot was introduced in Sawitzki (1994), but no further analysis
or theory was provided. The asymptotic theory for the shorth plot, with con-
vergence rate n−
1
2 , can be found in Einmahl et al. (2010). A closely related
idea is the balloonogram in Tukey and Tukey (1981). That multivariate pro-
cedure reduces in dimension one to considering the shortest interval, centered
at a data point, that contains a certain number of data. In contrast to the
balloonogram, the shorth plot avoids centering, thus reducing random fluc-
tuation. No theory is provided, however, and also only one coverage level is
used at a time.
The shorth plot is based on the concept of mass concentration, an idea
shared with the excess density plot and the silhouette plot (Müller and Saw-
itzki, 1991). Excess density and silhouette plots are designed to detect the
modes of a density. They use a global approach: there is no localization in
x, like in the shorth plot. In Hyndman (1996), so-called highest density re-
gions boxplots are introduced. These boxplots use mass concentration in a
regression context.
Kernel density estimators with varying bandwidths are widely studied and
somewhat related to our approach. The coverage α of the shorth plot bears
some similarity with the bandwidth chosen for kernel estimation. The SiZer
(Chaudhuri and Marron, 1999) is a kernel-based approach which studies si-
multaneously a wide range of bandwidths. Another approach that combines
kernel estimation explicitly with detecting modes is that of the mode trees
(Minnotte and Scott, 1993). Here the mode locations are plotted against the
bandwidth of the density estimator with those modes. In the recent paper
Dümbgen and Walther (2008), increases and decreases of a density are inves-
tigated through multiscale test statistics. Mass concentration is a local con-
cept, but not, like a density, an infinitesimal concept. Therefore the shorth
plot avoids the smoothing step and can be based directly on the empirical
measure.
Chapter 2. The shorth plot 31
2.5 Supplementary Materials
R-package for the shorth plot: R-package “lshorth” containing code to com-
pute the shorth plot. (zipped tar.gz file)
Meuse discharges (Section 2.3.1): Data set with the annual maximum dis-
charges of the Meuse river from 1911 through 1995 at Borgharen in The
Netherlands. (txt file)
Old Faithful geyser (Section 2.3.2): Data set with the eruption durations of
the Old Faithful geyser in Yellowstone Park. (Data set “faithful$eruptions”
available in R.)
Melbourne temperature (Section 2.3.3): Melbourne temperature 1955-
2007, daily measurements. The data are part of the R-package “lshorth”
and can be accessed via http://lshorth.r-forge.r-project.org/data/
melbourne/.
Family Incomes (Section 2.3.4): Net family incomes from the Family Ex-
penditure Survey in the United Kingdom for the year 1975. The data can





Asymptotics of the shorth plot
[Based on joint work with J.H.J. Einmahl and G. Sawitzki, Asymptotics of the
shorth plot, Journal of Statistical Planning and Inference (2010),140, 3003–
3012.]
Abstract: The shorth plot is a nonparametric method to visualize probability mass
concentration. It is based on the length of the shortest interval containing a certain
fraction of the probability distribution and a point x. We establish functional central
limit theorems (convergence rate 1/
√
n) for the empirical shorth plot under natural
conditions. The limiting process is not necessarily Gaussian. In the proofs, we
generalize the Vervaat (1972) lemma to a collection of functions.
Keywords: Distribution diagnostics, functional central limit theorem, graphical
methods, probability mass concentration.
3.1 Introduction
Graphical methods are of great importance in statistics. For detecting spe-
cific features of probability distributions, special tools have been developed,
such as the PP - and QQ-plot for comparison with a given model distribution,
or the box-and-whisker plot for a global view on location and scale. When
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studying the modality of a distribution, silhouette plots and excess-mass plots
can be used, see Müller and Sawitzki (1991). To obtain a general overview of
a distribution, usually density estimators are employed. But the bandwidth
choice may critically influence the qualitative features revealed or suggested by
density estimators. Too large bandwidths lead to oversmoothing, too small
bandwidths create artefacts. Plotting density estimates for different band-
widths simultaneously is difficult because the estimated densities overlap.
The shorth plot is a new, alternative method for depicting probability dis-
tributions, with competitive statistical behavior; see Einmahl et al. (2010) for
a thorough study of the shorth plot from a data analytical point of view. In
contrast to density estimation, for the shorth plot it is possible and recom-
mended to plot several coverage levels of the shorth in one plot. Due to the
monotonicity property of the shorth (see Section 3.2), the various plots do not
overlap and display different qualitative characteristics of the distribution.
It is the aim of this paper to present the asymptotic behavior of the shorth
plot. The shorth is the shortest interval containing a certain fraction of the
distribution, originally half of the distribution, see Andrews et al. (1972).
The length of the shorth can be a useful functional, as pointed out in Grübel
(1988). There the asymptotic properties of the length of the shorth are stud-
ied and a convergence rate of n−
1
2 with a Gaussian limit is obtained. The
critical conditions for Gaussianity are that the shorth interval is sufficiently
pronounced, essentially this means that the shorth interval must not be in
a flat part of the density, see Section 3.3 in Grübel (1988). In Einmahl and
Mason (1992) it was shown that the good convergence of n−
1
2 is retained un-
der much weaker conditions, including flat-part densities, however, the limit
there can be non-Gaussian. For the shorth plot the length of the shorth is
considered under a localization in x ∈ R. This localization permits its use as
a diagnostic tool. The convergence rate n−
1
2 is shown to hold uniformly in
both x and the coverage level α. Recall that density estimators have a slower
convergence rate. We present two functional central limit theorems, the first
one - under natural and easily verifiable conditions - in which α is bounded
away from 0 and 1. The second theorem extends this result to all coverage
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levels α ∈ (0, 1), under stronger conditions. For the proof, we derive a gener-
alization to a collection of functions of the well-known Vervaat (1972) lemma,
which might be of independent interest. For applications and examples of
the shorth plot and comparison to other methods, we refer to Einmahl et al.
(2010).
The paper is organized as follows. In the next section, precise definitions
of the length of the shorth and the shorth plot are given, along with the
most important properties. In Section 3.3 the main asymptotic results are
presented. The proofs are deferred to Section 3.4.
3.2 The Shorth Plot
Let X1, . . . , Xn, n ≥ 1, be i.i.d. random variables with common distribution
function F and a corresponding probability measure P . The empirical measure






1B(Xi), B ∈ B,
with 1B denoting the indicator function. Denote with I = {[a, b] : −∞ < a <
b < ∞} the class of closed intervals and with Ix = {[a, b] : −∞ < a < b <
∞, x ∈ [a, b]} the class of closed intervals containing x ∈ R. Let | · | denote
Lebesgue measure.
Definition 3.1. The length of the shorth at point x ∈ R for coverage level
α ∈ (0, 1) is
Sx(α) = inf{|I| : P (I) ≥ α, I ∈ Ix}.
The definition in terms of a theoretical probability P has an immediate
empirical counterpart, the empirical length of the shorth
Sn,x(α) = inf{|I| : Pn(I) ≥ α, I ∈ Ix}.
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We assume that the distribution function F is absolutely continuous with
uniformly continuous density f with support S = (x∗, x∗), −∞ ≤ x∗ < x∗ ≤
∞. Observe that F is strictly increasing on S and that f is bounded. Sx(α)
exhibits the following properties.
• Minimizing intervals: For every α and x, there exists an interval I with
length Sx(α) such that x ∈ I and P (I) = α.
• Continuity: For all α, |Sx(α)− Sy(α)| ≤ |x− y|. Moreover, the function
(x, α) 7→ Sx(α)
is continuous as a function of two variables.
• Monotonicity: For all x,
α 7→ Sx(α)
is strictly increasing in α.
• Invariance: For all α,
x 7→ Sx(α)
is invariant under shift transformations and equivariant under scale trans-
formations, that is when we apply a transformation u′ = cu + d (for some
constants c > 0, d), then the new S ′x′(α) satisfies
S ′x′(α) = cSx(α),
with x′ = cx+ d.
Definition 3.2. [Sawitzki, (1994)] The shorth plot is the graph of the function
x 7→ Sx(α), x ∈ R,
for (all or) a selection of coverages α.
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Figure 3.1: Empirical shorth plots for a standard uniform and a standard
normal distribution based on a sample of size 200 and the corresponding
theoretical shorth plots, for coverage levels (from top to bottom) α = 0.125,
0.25, 0.5, 0.75, 0.875. Note that the vertical axis has a downward orienta-
tion.
The empirical shorth plot is the graph of
x 7→ Sn,x(α), x ∈ R.
Figure 3.1 shows the empirical shorth plots for samples of size 200 of a stan-
dard uniform and a standard normal distribution and the theoretical shorth
plots. Several coverage levels α are chosen to display various features of the
data simultaneously. Following Einmahl et al. (2010), the “dyadic” scale 0.125,
0.25, 0.5, 0.75, 0.875 is used for the α-values. Due to the Monotonicity prop-
erty (Section 3.2), the multiple scales can be displayed in one figure without
overlaps. The local behavior of the distribution, in particular near modes, is
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given by small coverage levels, whereas high coverage levels show the range of
the distribution. Intermediate levels inform about the skewness of the overall
distribution shape.
3.3 Main Results
In this section we present the main results on the asymptotic behavior of the
empirical shorth plot. Let I∗ = I∪{R, ∅}. Define for each n ≥ 1 the empirical
process indexed by intervals to be
Un(I) = n
1
2{Pn(I)− P (I)}, I ∈ I∗.
Introduce the pseudometric d0 defined on B by
d0(B1, B2) = P (B1 M B2), for B1, B2 ∈ B,
with B1 M B2 = (B1 \ B2) ∪ (B2 \ B1). Let BP be a bounded, mean zero
Gaussian process indexed by I∗, uniformly continuous in d0, with covariance
function P (A1 ∩ A2) − P (A1)P (A2), A1, A2 ∈ I∗. Then, by the functional
central limit theorem and the Skorohod representation theorem (see Shorack





= Un such that
sup{|Ũn(I)− B̃P (I)| : I ∈ I∗} → 0 a.s. as n→∞. (3.1)
Henceforth we will drop the tildes from the notation.
We will need the following assumption:
(A) There exist x1, x2 ∈ [x∗, x∗], x1 ≤ x2, such that f is strictly increasing
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; see Section 3.4,
Lemma 3.3 for the existence of gx. Set Tx,0 = {∅}, Tx,1 = {R}, x ∈ R and
Tx,α = {I ∈ Ix : |I| = Sx(α), P (I) = α} for 0 < α < 1, x ∈ R.
For any x ∈ R let
Bx(α) = sup{BP (I) : I ∈ Tx,α}, 0 ≤ α ≤ 1.
The process Bx(α), x ∈ R, α ∈ (0, 1) is the candidate limit; observe that only
the shortest intervals, i.e. those in Tx,α, determine this process.
Consider the shorth plot process :
Qn,x(α) = gx(α)n
1
2 (Sn,x(α)− Sx(α)) , 0 < α < 1, x ∈ R.
Theorem 3.1. Under the assumptions on F of Section 3.2 and assumption





|Qn,x(α) +Bx(α)| → 0 a.s. as n→∞. (3.2)
We need two additional assumptions to extend the convergence on [η, 1−η]
in (3.2) to convergence on the entire interval (0, 1). The first one is the clas-
sical Csörgő and Révész (1978) condition:
(B) If lim
x↓x∗
f(x) = 0, then f ′ exists on S and for some 0 < M <∞
sup
x∈S




For the second assumption, let Iα = [a, b] be a shortest interval such that
P (Iα) = α, α ∈ (0, 1); note that f(a) = f(b). If lim
x↓x∗
f(x) = 0, then for large
enough α, Iα is unique. For such an α define λα = F (a)/(1− α).
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(C) If lim
x↓x∗
f(x) = 0, then 0 < lim
α↑1
λα < 1.
Theorem 3.2. In addition to the assumptions of Theorem 3.1, suppose (B)






P→ 0 as n→∞.
Remark 3.1. Note that if Tx,α contains at least two sets I1 and I2 with
P (I1 M I2) > 0, then Bx(α) is not a normal random variable and EBx(α) > 0.
Since BP is bounded, B·(·) is a bounded process on R × [0, 1] with Bx(0) =
Bx(1) = 0 almost surely. In Section 3.4 we show that (Bx)x∈R is a collection
of uniformly equicontinuous functions on [0, 1].
Next we consider some general examples of the limiting process Bx(α),
x ∈ R, 0 < α < 1. Denote with F the class of distribution functions satisfying
the assumptions of Theorem 3.1 with x1 = x2 in (A), and for F ∈ F write
IF = {[F (z1), F (z2)] : f(z1) = f(z2), x∗ < z1 < z2 < x∗} .
For a given F0 ∈ F , define FF0 = {F ∈ F : IF = IF0}. Now write
B̄(u, α) = BF−1(u)(α), 0 < u, α < 1.
We will actually consider B̄ instead of Bx(α), x ∈ R, 0 < α < 1. We have
that all F ∈ FF0 lead to the same process B̄ and this process is Gaussian. In





, 0 < u < 1,
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Remark 3.2. It readily follows that for every interval I ∈ I, there exists an













withB a standard Brownian bridge. The right-hand side of (3.3) is the limiting
distribution of the Kuiper statistic, see e.g. Shorack and Wellner (1986), p.
144.
3.4 Proofs
3.4.1 Proof of Theorem 3.1
The proof of Theorem 3.1 is based on a number of lemmas and a proposi-
tion, which use assumption (A). In Lemmas 3.1 and 3.2 we present certain
extensions of the conditions (C6) and (C8) in Einmahl and Mason (1992),
respectively.
Lemma 3.1. For every ε > 0, whenever x ∈ R, 0 ≤ α1, α2 ≤ 1 with |α1 −
α2| < ε and I1 ∈ Tx,α1, there is an I2 ∈ Tx,α2 with d0(I1, I2) < ε.
Proof Write β = P ([x1, x2]), x1, x2 from assumption (A). Observe that
Tx,α contains infinitely many intervals if and only if x ∈ (x1, x2) and α < β,
otherwise it contains exactly one interval. From this it follows that for α1 < α2,
an I2 as in the lemma can be found with I2 ⊃ I1. Similarly, for α1 > α2, we
can take I2 ⊂ I1. 
Lemma 3.2. For every ε > 0 there exists a δ > 0 such that whenever I ∈ Ix,
x ∈ R, satisfies 0 < α − δ < P (I) < α < 1 and |I| < Sx(α), there is an
I ′ ∈ Tx,S−1x (|I|) such that d0(I, I
′) < ε.
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Proof The proof can be given along the same lines as in Example 2 in
Einmahl and Mason (1992). We will omit details. 
Let J be an open or closed interval and consider a function f : J → R; let
δ > 0. The modulus of continuity of f is defined by
ω(f, δ) = sup{|f(u)− f(v)| : u, v ∈ J, |u− v| ≤ δ}. (3.4)
Lemma 3.3. For all x ∈ R, gx exists on (0, 1) and is positive. Moreover,





ω(gx, δ) = 0.








Proof Let Ix,α ∈ Tx,α. If x is on the boundary of Ix,α, then gx(α) = f(y),
where y is the other endpoint of the interval Ix,α. (Let, for instance, x < y.
Then Sx(α) = F























Now the uniform continuity of f ◦ F−1 on (0, 1) yields the uniform equiconti-
nuity of (gx)x∈R.
Let 0 < ε < 1
2
and a < b such that P ([a, b]) = 1 − ε and f(a) = f(b) > 0.





gx(α) ≥ f(a). 
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Set
P̄n,x(α) = sup{Pn(I) : |I| ≤ Sx(α), I ∈ Ix}, 0 < α < 1, x ∈ R,
P̄n,x(0) = 0 and P̄n,x(1) = 1. Consider the process
Ūn,x(α) = n
1
2 (P̄n,x(α)− α), 0 ≤ α ≤ 1, x ∈ R.
This is the right place to describe the main steps in the proof of Theorem
3.1. First we present in Proposition 3.1 the appropriate convergence result
for the “uniformized” process Ūn,x. Next we “invert” this statement to get a
similar convergence result for a uniformized quantile-type process (Corollary
3.1), and finally we obtain the theorem by “stretching out” this process in the
vertical direction.





|Ūn,x(α)−Bx(α)| → 0 a.s. as n→∞. (3.5)
Proof The proof follows closely the lines of that in Proposition 3.1 in
Einmahl and Mason (1992), but now the supremum over x has also to be taken












(Bx(α)− Ūn,x(α)) ≤ 0 a.s. (3.6)
For any 0 < α < 1 and x ∈ R,
Bx(α)− Ūn,x(α) ≤ sup {BP (I) : I ∈ Tx,α}
−n
1
2 (sup {Pn(I) : |I| ≤ Sx(α), P (I) = α, I ∈ Ix} − α)
= sup {BP (I) : I ∈ Tx,α} − n
1
2 sup {Pn(I)− P (I) : I ∈ Tx,α}
≤ sup {BP (I)− Un(I) : I ∈ Tx,α}
≤ sup {BP (I)− Un(I) : I ∈ I} .
Now (3.6) follows from (3.1).
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sup{Pn(I) : |I| ≤ Sx(α), α− n−
1










sup{Pn(I) : P (I) ≤ α− n−
1
















: I ∈ Ix
}
−Bx(α)
≤ sup {|Un(I)−BP (I)| : I ∈ Ix}+ sup {|BP (I)| : I ∈ Ix}
+ sup {|BP (I ′)| : I ′ ∈ Tx,α} − n
1
4
≤ sup {|Un(I)−BP (I)| : I ∈ I}+ 2 sup {|BP (I)| : I ∈ I} − n
1
4 ,
which, by (3.1) and the boundedness of BP , converges almost surely to −∞,
as n→∞.
Next consider the first term in the right-hand side of (3.7). For any 0 <





2 (Pn(I)− α) : |I| ≤ Sx(α), α− n−
1
4 < P (I) ≤ α, I ∈ Ix
}
−Bx(α)
≤ sup {|Un(I)−BP (I)| : I ∈ Ix}
+ sup
{
BP (I) : |I| ≤ Sx(α), α− n−
1
4 < P (I) ≤ α, I ∈ Ix
}
−Bx(α).
The first term tends to zero, uniformly in x ∈ R, almost surely as n → ∞








BP (I) : |I| ≤ Sx(α), α− n−
1





′) : I ′ ∈ Tx,α
} }
→ 0 as n→∞. (3.8)
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By Lemma 3.2 combined with Lemma 3.1, and uniform continuity of BP for









′) : I ′ ∈ Tx,α
} ∣∣∣ ≤ η.
Since η > 0 is arbitrary, this implies (3.8). 
For s : [0, 1] → R, write ‖s‖ = sup{|s(α)| : 0 ≤ α ≤ 1}. Let Id denote the
identity function. Recall the definition of ω in (3.4).
Lemma 3.4. Let Γ be a nondecreasing function on [0, 1] with Γ(0) = 0 and
Γ(1) = 1. Define Γ−1(α) = inf{β : Γ(β) ≥ α}, 0 ≤ α ≤ 1. Then
‖Γ + Γ−1 − 2Id‖ ≤ ω(Γ− Id, ‖Γ− Id‖).
Proof Write S = [−‖Γ− Id‖, ‖Γ− Id‖]. We have
Γ−1(α)− α = inf{β − α : Γ(β) ≥ α}
= inf{β − α ∈ S : Γ(β) ≥ α}. (3.9)
The second equality in (3.9) follows, since for β − α > ‖Γ − Id‖ we have
α − β < −‖Γ − Id‖ ≤ Γ(β) − β and hence Γ(β) > α (therefore inf{β − α ∈
(‖Γ − Id‖,∞) : Γ(β) ≥ α} = ‖Γ − Id‖); for β − α < −‖Γ − Id‖, we have
α− β > ‖Γ− Id‖ and therefore α− β ≤ Γ(β)− β or α ≤ Γ(β) is impossible.
Thus
Γ−1(α)− α = inf{β − α ∈ S : β − α ≥ α− Γ(α) + β − Γ(β)− (α− Γ(α))}
≥ inf{β − α ∈ S : β − α ≥ α− Γ(α)− ω(Γ− Id, ‖Γ− Id‖)}
≥ α− Γ(α)− ω(Γ− Id, ‖Γ− Id‖).
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Similarly,
Γ−1(α)− α ≤ inf{β − α ∈ S : β − α ≥ α− Γ(α) + ω(Γ− Id, ‖Γ− Id‖)}
≤ α− Γ(α) + ω(Γ− Id, ‖Γ− Id‖),
and hence
−ω(Γ−Id, ‖Γ−Id‖) ≤ Γ−1(α)−2α+Γ(α) ≤ ω(Γ−Id, ‖Γ−Id‖).
We will use this lemma to establish a generalization to a collection of func-
tions of the well-known lemma in Vervaat (1972).
Lemma 3.5. Let Γn,x be a collection of nondecreasing functions on [0, 1] in-
dexed by n ∈ N and x ∈ X (some index set). Assume for all n and x,





|bx(α)| < ∞) and uniformly equicontinuous func-













|mn(Γ−1n,x(α) − α) + bx(α)| → 0.
Proof If sx : [0, 1]→ R for every x ∈ X, write ‖|sx ‖| = sup{|sx(α)| : 0 ≤
α ≤ 1, x ∈ X}. Define Dn =‖|mn(Γn,x− Id)− bx ‖|. From Lemma 3.4 we have
‖|mn(Γ−1n,x − Id) + bx ‖|
≤ ‖|mn(Γ−1n,x − Id+ Γn,x − Id) ‖| + ‖| −
[





ω(Γn,x − Id, ‖Γn,x − Id‖) + Dn

















































+ 3Dn → 0 as n→∞ . 
Define
Vn,x(β) = inf{α : P̄n,x(α) ≥ β, 0 ≤ α ≤ 1}, 0 ≤ β ≤ 1, x ∈ R,
Q̄n,x(α) = n
1
2 (Vn,x(α)− α), 0 ≤ α ≤ 1, x ∈ R.
It is immediate from Lemma 3.1 and the continuity of BP , that (Bx)x∈R is
a collection of uniformly equicontinuous functions on [0, 1]. Hence combining
Lemma 3.5 and Proposition 3.1, we obtain the following important result.











|Vn,x(α)− α| → 0 a.s.
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Define Sx(0) = lim
α↓0
Sx(α). Similar to Lemma 3.1 in Einmahl and Mason
(1992) we can show:
Lemma 3.6. With probability 1, for all 0 < α < 1 and x ∈ R,
Sn,x(α) = Sx(Vn,x(α)).
Proof of Theorem 3.1: For each η ≤ α ≤ 1−η and x ∈ R we get by Lemma
3.6 and the mean value theorem, that almost surely
Qn,x(α) +Bx(α) = gx(α) n
1














where θn,x lies between α and Vn,x(α). Assertion (3.2) follows from Corollary
3.1 and Lemma 3.3. 
3.4.2 Proof of Theorem 3.2
For the proof of Theorem 3.2 we need three more auxiliary results.
Fact 3.1. [Lemma 1 in Csörgő and Révész (1978)] Under the assumptions of







1− (β ∧ α)
1− (β ∨ α)
]M
for all 0 < α, β < 1.
Fact 3.2. [Lemma 3.2 in Einmahl and Mason (1992)] Let (Yn,k)n≥1, k≥1 be




n−1 2k Yn,k = OP(1).
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Proof For k ∈ N, x ∈ R choose Ik,x ∈ Tx,1−2−k and for 1 − 2−k ≤ α <
1 − 2−k−1 set Iα,x = Ik,x. Following the proof of Lemma 3.3 in Einmahl and
















Write Wk := [F
−1(2−k), F−1(1−2−k)]. Then Ik,x ⊃ Wk holds for every x ∈ R.





Since n(1−Pn(Wk)) is Binomial(n, 2−(k−1)), Fact 3.2 yields that the expression
in (3.12) is OP(1). 





|Qn,x(α) +Bx(α)| → 0 a.s. as n→∞. (3.13)
If lim
x↓x∗




gx(α) > 0 and Theorem 3.2 holds using the
same argument as in the proof of Theorem 3.1.
So in the sequel we assume lim
x↓x∗
f(x) = 0. Because of (3.13) we only need
to consider the supremum on the region where x ∈ R and α < η and on the
region x ∈ R and α > 1− η. We have from (3.10):
|Qn,x(α) +Bx(α)| ≤
∣∣∣∣ gx(α)gx(θn,x) (Q̄n,x(α) +Bx(α))
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Therefore it follows from a routine argument, using Corollary 3.1 and the
equicontinuity of (Bx)x∈R in conjunction with Bx(0) = Bx(1) = 0 for all
x ∈ R almost surely, that it is sufficient to show that for small enough η > 0,
gx(α)/gx(θn,x) is bounded in probability uniformly over both regions.








Let δ ∈ (0, 1/2) be small. The region over which the second supremum is
taken will be split up into three regions, namely F (x) < δ, δ ≤ F (x) ≤ 1− δ
and F (x) > 1−δ, respectively. For the middle region we have for small enough
η, because of Corollary 3.1, that almost surely for large n, gx(θn,x) is bounded









In order to complete the proof of (3.14) we need to consider the regions
F (x) < δ and F (x) > 1 − δ. Because of symmetry we will restrict ourselves
to the region F (x) < δ. Note that from the proof of Lemma 3.3 it follows
that gx is nondecreasing for α ≤ |F (x1) − F (x)| and nonincreasing for α ≥
|F (x1)− F (x)|. Therefore for α ≥ Vn,x(α) (when α ≤ Vn,x(α) we use 1 as an


























For x and α both small enough we have gx(α) = f (F
−1 (F (x) + α)). Hence





f (F−1 (F (x) + α))
f (F−1 (F (x) + Vn,x(α)))
≤ sup
F (x)<δ
f (F−1 (2F (x)))
f (F−1 (F (x)))
, (3.16)
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because f ◦F−1 is increasing on (0, F (x1)). It is immediate from Fact 3.1 that
the right-hand side of (3.16) is bounded.
Similarly by Fact 3.1, the first term in the right-hand side of (3.15) is













F (x) + Vn,x(α)




Because the second factor in the right-hand side of (3.17) is clearly bounded






F (x) + Vn,x(α)
= OP(1).
The proof of this is based on the following crucial inequality: with probability
1,
Vn,x(α) ≥ F (X(dnαe))− F (x) for all x ∈ R and 0 < α < 1. (3.18)
When proving this inequality, we assume F (X(dnαe)) > F (x), otherwise there
is nothing to prove. Using Lemma 3.6 and the Monotonicity property (Section
3.2), we see that we need to show
Sn,x(α) ≥ Sx(F (X(dnαe))− F (x)).
From the definitions of Sx and Sn,x we obtain
Sx(F (X(dnαe))− F (x))
= inf{b− a : F (b)− F (a) ≥ F (X(dnαe))− F (x), x ∈ [a, b]}
≤ X(dnαe) − x ≤ Sn,x(α),
and hence (3.18).
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The denominator on the right is equal in distribution to the empirical quantile
function of a sample of n independent uniform-(0, 1) variables. Hence it is well-
known that the expression on the right in (3.19) is bounded in probability,
see, e.g., Shorack and Wellner (1986), p. 419. This proves (3.14).








For symmetry reasons we can restrict x to (−∞, F−1(1/2)]. For large enough
α, λα is defined and we can write gx as follows:
gx(α) =
{
f(F−1(F (x) + α)) for x < F−1((1− α)λα)
f(F−1((1− α)λα)) for F−1((1− α)λα) ≤ x ≤ F−1(1/2) .
For small enough η and α ≤ Vn,x(α) (again, when α ≥ Vn,x(α) we can use



























































which is easily seen to be OP(1), using Lemma 3.7 and condition (C).





f (F−1 (F (x) + α))
f (F−1 (F (x) + Vn,x(α)))
,

























Again, Lemma 3.7 and condition (C) yield that this term is OP(1).
The middle term in the right-hand side of (3.21), rewritten as (using f(F−1((1−
β)λβ)) = f(F










(1− Vn,x(α))λVn,x(α) + Vn,x(α)
)) ,





[Based on joint work with J.H.J. Einmahl, The Half-Half plot, CentER dis-
cussion paper 2009-77.]
Abstract: The Half-Half (HH) plot is a new graphical method to investigate quali-
tatively the shape of a regression curve. The empirical HH-plot counts observations
in the lower and upper quarter of a strip that moves horizontally over the scatter
plot. The plot displays jumps clearly and reveals further features of the regression
curve. We prove a functional central limit theorem for the empirical HH-plot, with
rate of convergence 1/
√
n. In a simulation study the good performance of the plot
is demonstrated. The method is also applied to a case study.
Keywords: Data analysis, functional central limit theorem, graphical methods, jump
detection, nonparametric regression.
4.1 Introduction
Assume the pairs (X, Y ), (X1, Y1), . . . , (Xn, Yn), n ∈ N, are independent and
identically distributed (iid) with bivariate distribution function (df) F . From
the regression perspective we can define ε = Y −m(X) where m, the nonpara-
metric regression function, is a location functional (like the median, mean or
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mode) applied to the conditional distribution of Y |X = x. Equivalently, this
can be written in the ‘standard form’:
Y = m(X) + ε.
A first step in data analysis is exploratory diagnostics. Using a good graphi-
cal representation of the data sheds light on their main features. The standard
procedure for depicting m is kernel estimation, which produces a smooth re-
gression function. When there are sudden changes in m, such as jumps, those
are forced into the smoothed picture and therefore ignored. More refined pro-
cedures that allow for and detect jumps of m have been introduced and will
be discussed later.
In this paper, we present a novel, nonparametric, computationally fast
method for explaining regression curves. It displays important features of a
regression curve, such as jumps and in- or decreases. If it is a goal to search
for jumps, then an ad hoc estimator (introduced in Section 4.3.2) can be used
to find their locations. These procedures impose no particular model on the
data; also the regression function m need not be estimated.
Let F be absolutely continuous with density f . Denote the corresponding
probability measure with P . Write F1, F2 for the marginals of F and Q1, Q2
for their (left-continuous) inverse or quantile functions. The empirical coun-
terparts of these functions are denoted with a subscript n, in particular Fn






1(−∞,x]×(−∞,y](Xi, Yi), −∞ < x, y ≤ ∞.
Fix α ∈ (0, 1
2
). For x ∈ (Q1(α), Q1(1− α)) define the vertical α-strip centered
at x by
Sα(x) := {(u, v) ∈ R2 : Q1(F1(x)− α) ≤ u ≤ Q1(F1(x) + α)}.
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[F (Q1(F1(x) + α), y)− F (Q1(F1(x)− α), y)] , y ∈ R.
The corresponding quantile function is denoted by Qx,α. For convenience, we
write in the sequel x− = Q1(F1(x)− α) and x+ = Q1(F1(x) + α).
Definition 4.1. Let the coverage α ∈ (0, 1
2
) be fixed. The Half-Half (HH)


































The HH-value is obtained by first vertically dividing the strip Sα(x) into
two halves of equal mass: the middle half and the outer half (lower and upper
quarter). Then the mass of the lower quarter (i.e. below Qx,α(
1
4
)) that is in
the left half of the strip (i.e. in (x−, x]×R) is added to the mass of the upper
quarter that is in the right half of the strip. To standardize the statistic, 1
2
α
is subtracted; this is the sum of these masses corresponding to X and Y being


































Definition 4.2. Let α ∈ (0, 1
2
). The Half-Half (HH) plot is the graph of the
function
x 7→ Hα(x), x ∈ (Q1(α), Q1(1− α)) .
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where d·e denotes the ceiling function. Write X[1] ≤ X[2] ≤ · · · ≤ X[n] for the





Fn(X[i+dnαe], y)− Fn(X[i−dnαe], y)
]
,
where i is such that X[i] ≤ x < X[i+1]. Denote the quantile function of Gn,x,α
with Qn,x,α. The HH-statistic is for x ∈ (Qn,1(α), Qn,1(1− α)) defined to be



































































The empirical HH-plot is defined to be the graph of the function
x 7→ Hn,α(x), x ∈ (Qn,1(α), Qn,1(1− α)) .
Jumps of m are depicted in the HH-plot by a high positive (jump up)
or negative (jump down) value. In the first example, we consider m1(x) =
1[0.5,∞)(x), with X uniformly distributed on (0, 1) and ε standard normal and
independent of X, see Figure 4.1. The jump is clearly indicated by the large
HH-value and -statistic at x = 0.5. Additionally, the HH-plot reveals that the

















































































































































































































































































































































































































































































































Figure 4.1: Theoretical (a) and empirical (c) HH-plot with α = 0.1 (grey
line) and α = 0.2 (black line) of a sample of size n = 500 (b) of m1 with ε
standard normal and X ∼ UN(0, 1).
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Figure 4.2: Theoretical (a) and empirical (c) HH-plot with α = 0.1 (grey
line) and α = 0.2 (black line) of a sample of size n = 500 (b) of m2 with ε
standard normal and X ∼ UN(0, 1).
regression curve is constant before and after the jump, which is indicated by
values of Hα(x) and Hn,α(x) close to 0.
Another important feature of the HH-plot can be observed in Figure 4.2.
Let X and ε be as above, but m2(x) = x − 1[0.5,∞)(x). The jump down
is indicated by large negative values of Hα(0.5) and Hn,α(0.5), whereas the
positive values indicate that m2 is increasing. Hence the HH-plot can be
used for detecting jumps as well as continuous increases or decreases of the
regression curve.
It is advised to calculate the HH-plot for two values of α. Changes in the
regression are typically easier detected by using larger α-strips. But because
the empirical HH-statistic is only defined for x ∈ (Qn,1(α), Qn,1(1 − α)), a
larger α reduces the range. A natural maximum here seems to be α = 0.25.
Hence, in order to get an impression of how the regression curve behaves in
the beginning and the end, additionally a HH-plot with a small α should be
depicted. A rule of thumb is that for n ≥ 200 the larger α should be taken
0.2, and the smaller α can be chosen such that nα ≥ 25; for n < 200 we advise
to draw the HH-plot for only one α, for instance 0.2.
There exists a large body of literature on the specific topic of estimating
jump points in nonparametric regression. A good overview can, for exam-
ple, be found in Gijbels et al. (2007). The most common approach is to
compare left- and right-sided estimators of the regression function at point
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x. These estimators are attained by kernel methods [amongst others, Müller
(1992), Hall and Titterington (1992), and Wu and Chu (1993)] or local polyno-
mial regression [amongst others, McDonald and Owen (1986), Loader (1996),
Horváth and Kokoszka (2002), Grégoire and Hamrouni (2002), and Gijbels et
al. (2007)]. Some papers propose a two-step procedure, where in a first step
the location of jump is estimated and in a second step the curve is fitted [cf.
Gijbels et al. (1999), Sánchez-Borrego et al. (2006)]. Wavelet methods are,
amongst others, employed in Wang (1995), Antonidiadis and Gijbels (2002)
and Park and Kim (2006). In Kim and Marron (2006), another graphical
method, the SiZer for jump detection, is introduced. The SiZer is a kernel-
based approach which combines multiple bandwidths in one plot. Its main
goal is to get a first, general overview of the regression curve.
In the papers mentioned above, the specific assumptions on the regression
curve and the errors play an important role. In contrast, we have no direct
assumptions on m or ε. In Dempfle and Stute (2002) an approach based on
U-statistics is used. As in the present paper, this approach requires minimal
assumptions on the model and avoids smoothing for estimating the location
of the jump.
The paper is organized as follows. The asymptotic behavior of the HH-
statistic is expounded in Section 4.2, where it is shown that the rate of conver-
gence of the empirical HH-statistic to the theoretical one is 1/
√
n, uniformly
in x. The limiting process of the HH-value is also used to facilitate the depic-
tion of jumps. In Section 4.3 three simulation studies are presented and an ad
hoc estimator for a jump location is introduced in Section 4.3.2. A real data
application can be found in Section 4.4. The paper is completed by a section
containing the proof of the result of Section 4.2.
4.2 Asymptotic results
Define for n ∈ N the empirical process indexed by points as




Fn(x, y)− F (x, y)
}
, −∞ < x, y ≤ ∞.
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Furthermore, let BF be a bounded, mean zero Gaussian process on (−∞,∞]2
that is uniformly continuous and has covariance function F (x1 ∧x2, y1 ∧ y2)−
F (x1, y1)F (x2, y2), (x1, y1), (x2, y2) ∈ (−∞,∞]2. Then, by the functional cen-
tral limit theorem for Un and the Skorohod representation theorem, there exist
B̃F
d
= BF and a sequence Ũn
d
= Un, n ∈ N, such that
sup
−∞<x,y≤∞
∣∣Ũn(x, y)− B̃F (x, y)∣∣→ 0 a.s. as n→∞. (4.1)
Henceforth we will use (4.1), but drop the tildes from the notation.
We will use the following assumptions:
(A) Let S := {(x, y) ∈ R2 : f(x, y) > 0} = (x∗, x∗)×R for some −∞ ≤ x∗ <
x∗ ≤ ∞ and F be of class C2 on S and f2 be bounded.
Hence, the functionGx,α(·) is increasing and continuous on (Q1(α), Q1(1− α));
also we can write F ′x(x, y) :=
∂
∂x
F (x, y) =
∫ y





F (x, y) =
∫ x
−∞ f(u, y)du.
For the second assumption we first introduce some more notation: Let
F̃ (u, y) := F (Q1(u), y) denote the in the first coordinate uniformized distri-
bution function, and write F̃ ′x(u, y) :=
∂
∂u




and F̃ ′y(u, y) :=
∂
∂y
F̃ (u, y) = F ′y(Q1(u), y).
(B) F̃ ′x and F̃
′
y are uniformly continuous on (0, 1)× R.
Let α ∈ (0, 1
2
) and define In := (Q1(α), Q1(1− α)) ∩ (Qn,1(α), Qn,1(1− α))







, x ∈ In,
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) [BF (x,∞) − BF (x−,∞)]}, x ∈ I0.
Theorem 4.1. Under the assumptions (A) and (B), we have for all α ∈ (0, 1
2
),
on the probability space of (4.1),
sup
x∈In
∣∣Vn,α(x)− (Bα,1/4(x) +Bα,3/4(x))∣∣→ 0 a.s. as n→∞.
Remark 4.1. For X and Y independent (m is constant), the distribution of
the limiting process from Theorem 4.1 for fixed x ∈ I0 simplifies to a N(0, 14α)-
distribution.







































































Taking the sets As := (x
−, x] × (−∞, Q2(s)], Bs := (x, x+] × (−∞, Q2(s)],
Cs := (x
−, x] × (Q2(s),∞) and Ds := (x, x+] × (Q2(s),∞), as depicted in
Figure 4.3, as well as E− := (x−, x]×R and E+ := (x, x+]×R, into account, we
have P (As) = P (Bs) = sα, P (Cs) = P (Ds) = (1−s)α, P (E−) = P (E+) = α.





Figure 4.3: Regions taken into account for the calculation of the limiting
process at x, where s ∈ {14 ,
3
4}.











BF (A1/4)−BF (B1/4)−BF (C3/4) +BF (D3/4)
}
.
LetWF be the Wiener process defined on semi-infinite rectanglesR byWF (R) =
BF (R)+P (R)Z, where Z ∼ N(0, 1) and BF are independent. Then the right-




WF (A1/4)−WF (B1/4)−WF (C3/4) +WF (D3/4)
}
, (4.4)




For an easier interpretation of the HH-plot, we add a horizontal band to the
picture. If the empirical HH-plot escapes the band, this indicates jumps or
steep in- or decreases of the regression curve. In addition, this band gives a
standard to assess the relative magnitude of the HH-statistic. The band is
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obtained by calculating high quantiles of
sup
x∈I0
∣∣Bα,1/4(x) +Bα,3/4(x)∣∣ , (4.5)
in case X and Y are independent; (4.4) is useful for this calculation. These





n, respectively, in order to obtain the upper and lower boundary of the
band.
α 0.05 0.1 0.15 0.2 0.25
qα(0.9) 0.40 0.53 0.61 0.67 0.72
qα(0.95) 0.42 0.56 0.66 0.73 0.79
qα(0.99) 0.47 0.64 0.75 0.84 0.91
Table 4.1: The 0.90, 0.95 and 0.99 quantiles of the random variable in
(4.5), for α ∈ {0.05, 0.1, 0.15, 0.2, 0.25}.
4.3.1 X and Y independent
First, we consider the case of X,Y being independent, with sample sizes of n =
250 and 500 for coverage levels α = 0.1 and 0.2. For each n, 10,000 samples
are taken. Table 4.2 provides the fraction of exceedances of qα(0.95)/
√
n by
max{|Hn,α(x)| : Qn,1(α) < x < Qn,1(1 − α)}. We see that these numbers are
close to, but somewhat lower than, 1− 0.95 = 0.05. This might be due to the
fact that for fixed x, the effective sample size (i.e. the number of observations
in the lower and upper quarter of the strip) is nα, which can be as small as
25. Indeed, for n = 500 and α = 0.2, we see that the asymptotic quantiles are
quite accurate.
4.3.2 Regression functions m1 and m2 of Section 4.1
Next, we consider m1 and m2 as in Section 4.1. We simulate from the models
presented there, and additionally take the parameters σ = 0.1 and σ = 0.5 for





n α = 0.1 α = 0.2
250 0.025 0.032
500 0.037 0.044
Table 4.2: Simulated Type I error probabilities for X and Y independent.
the normal distribution of the errors into account. Sample sizes and numbers
of replications are taken as above. As before, the upwards (m1) and down-





measured. In addition, the fraction of how often there is indeed a jump up
of m1 detected at x = 0.5, thus how often the empirical HH-plot at x = 0.5
exceeds qα(0.95)/
√
n, is reported. Similarly, this fraction is also given for the
jump down of m2.






σ n α = 0.1 α = 0.2 α = 0.1 α = 0.2 α = 0.1 α = 0.2
0.1 250 1.000 1.000 1.000 1.000 0.007 0.007
500 1.000 1.000 1.000 1.000 0.003 0.003
0.5 250 0.993 1.000 0.979 1.000 0.011 0.011
500 1.000 1.000 1.000 1.000 0.006 0.006
1 250 0.412 0.957 0.243 0.858 0.069 0.038
500 0.902 1.000 0.766 0.998 0.027 0.020
Table 4.3: Simulation study as described in Section 4.3.2 for the regres-
sion function m1.
The exceedance rates close to 100% in Tables 4.3 and 4.4 show that the
HH-plot is a very good tool to detect jumps. Only at σ = 1, when the picture
is very blurry, the effective sample size of nα = 25 (n = 250, α = 0.1) is too
small and the HH-plot has less power.
Last, an ad hoc estimator θ̂ of the jump location is given, by taking in every
simulation the mean of argmax{Hn,α(x) : x ∈ (Qn,1(α), Qn,1(1 − α))} (and,
for m2, similarly the mean of the argmin). Due to symmetry, this estimator
is unbiased. The standard deviations, presented in the last two columns of
Chapter 4. The Half-Half plot 66






σ n α = 0.1 α = 0.2 α = 0.1 α = 0.2 α = 0.1 α = 0.2
0.1 250 1.000 1.000 1.000 1.000 0.005 0.004
500 1.000 1.000 1.000 1.000 0.002 0.002
0.5 250 0.965 1.000 0.931 1.000 0.012 0.012
500 1.000 1.000 1.000 1.000 0.006 0.006
1 250 0.289 0.737 0.159 0.569 0.070 0.038
500 0.777 0.985 0.616 0.958 0.026 0.020
Table 4.4: Simulation study as described in Section 4.3.2 for the regres-
sion function m2.
Tables 4.3 and 4.4, show that this approach of averaging the locations of the
extrema leads to a good estimator of the jump location.
4.3.3 Regression function as in Gijbels et al. (1999)




exp{−2(x− 0.35)} − 1 if x ∈ [0, 0.35)
exp{−2(x− 0.35)} if x ∈ [0.35, 0.65)
exp{2(x− 0.65)}+ exp{−0.6} − 2 if x ∈ [0.65, 1].
(4.6)
It is depicted in Figure 4.4(a); a scatter plot with X ∼ UN(0, 1), ε standard
normal and independent of X, and n = 250 is given in Figure 4.4(b).
In Figure 4.5, the theoretical HH-plots for m3 with X ∼ UN(0, 1) and
ε ∼ N(0, σ2), σ ∈ {0.1, 0.5, 1}, for both α = 0.1 and α = 0.2, are given.
The features of the HH-plot are nicely shown in Figure 4.5(a). The possible
range of H0.1 is [−0.05, 0.05], and that of H0.2 is [−0.10, 0.10], and in both
cases it is fully utilized. The negative slope of the first part of m3 is depicted
in the negative, almost horizontal line of the HH-plot for α = 0.1 and the
negative values of H0.2. The latter one starts at x = 0.2 and hence already
takes the jump upwards into account (2α = 0.4 > 0.35), which is depicted by
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Figure 4.4: Panel (a) shows m3 as given in (4.6) and panel (b) one simu-
lation of m3 with ε standard normal, X ∼ UN(0, 1) and n = 250.

































Figure 4.5: The theoretical HH-plot for m3 is shown for various standard
deviations ((a) σ = 0.1, (b) σ = 0.5 and (c) σ = 1) of the normal error, for
α = 0.1 (grey line) and α = 0.2 (black line).
the increasing HH-values. For α = 0.1, this increase starts at x = 0.35− α =
0.25. The jump point at x = 0.35 is for both coverage levels α depicted
by a distinct local maximum. The regression curve after this jump is again
decreasing, hence the HH-values become negative, even before x− > 0.35. For
x ∈ (0.45, 0.55), the plot of H0.1 only depicts the negative slope, and hence
almost reaches its minimal possible value. The jump at x = 0.65 is then
difficult to see from the HH-plot, because the HH-values for both α = 0.1 and
α = 0.2 only change slightly in a region left of the jump point. The last part
of m3 has a positive slope, hence the HH-values become positive again.
Figures 4.5(b) and (c) bear similar features as (a). The jumps are indicated
by the extrema of the HH-plot, the steep in- and decreases by positive/negative
HH-values. But in contrast to panel (a), the jumps down of the regression
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curve are depicted by distinct minima of the HH-plot. Also observe that the
range of the HH-values is getting smaller when σ increases.
In Table 4.5, the outcomes of the simulations are presented, with columns
as described for m1 and m2. These outcomes are very similar to the outcomes
of the simulations for m1 and m2; in general the HH-plot depicts the main
features of the regression curve very well, but again the combination of a
smaller nα with a larger σ results in a lower power. Furthermore, the biases
and standard deviations of the extrema of the HH-statistic are presented in




] (and similarly argminHn,α to [
1
2
, Qn,1(1 − α)) ) in order not
to confuse the steep increase for large x with the jump at x = 0.35.] The
estimator of the jump up (at x = 0.35) is indicated as θ̂max, that of the jump
down (at x = 0.65) with θ̂min. For comparison with Gijbels et al. (1999), we
also include n = 100. As expected from the above discussion of Figure 4.5,
θ̂min has a negative bias and a larger standard deviation. It is remarkable, but
explainable through Figure 4.5, that θ̂min is performing better in the more
‘difficult’ setup of σ = 0.5 than in that of σ = 0.1.
Although estimation is not our main goal, our estimator compares well with
Gijbels et al. (1999). We liken our best results to the best results of Gijbels
et al. (1999). The estimators for the jump locations there will be denoted in
the following with θ̂Gmax for the first jump at x = 0.35, and θ̂
G
min for the second
jump at x = 0.65. The absolute values of the biases of our θ̂max are always
smaller or equal than those of θ̂Gmax; the standard deviations are similar. For
the jump down at x = 0.65, σ plays a role. For σ = 0.1, the absolute values
of the biases and the standard deviations of θ̂min are both greater or equal
than those of θ̂Gmin. But with σ increased, θ̂min has similar biases and even
smaller standard deviations than θ̂Gmin. To conclude, our ad hoc estimator is
a competing method to detect jump locations, especially recommended when
the picture is blurry.
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4.4 Real data application: The Prague Tem-
perature
This real data examples is based on a fixed, equidistant design, rather than a






+ εn,i, with independent and centered εn,i ∼ Fn,i , i = 1, . . . , n.
If all the Fn,i, i = 1, . . . , n, are equal and sufficiently smooth, then the limiting
process is as in Remark 4.1 and (4.5), therefore Table 4.1 remains applicable,
for n large enough. In the finite sample case, the only minor difference between
fixed and random design is the domain of Vn,α, which is I0 in the above fixed
design setting.
We consider the average annual temperatures in Prague from 1775 through
1989. In previous analyses it is found that the number of jump points is two or
three, see Table 4.6. (Note that in Antonidiadis and Gijbels (2002) the data
are studied only up to 1902.) From the HH-plot, the change-point recurring in
the literature at around 1835 is easily detected. The plot, see Figure 4.6(b), is
for the years in 1823–1835 below −q0.2(0.95)/
√








































































































































































































































1775 1835 1900 1930 1989
Figure 4.6: Average annual temperatures in Prague from 1775 to 1989;
(a) scatter plot, (b) HH-plot for α = 0.2.
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methods years of jump
Horváth, Kokoszka and Steinebach (1999) 1835 1893 1927
Antonidiadis and Gijbels (2002) 1787 1837 –
Gijbels and Goderniaux (2004) 1786.5 1836.5 1942.5
HH-plot 1830 1932
Table 4.6: Jump points in the literature.
and 1932–1933 above q0.2(0.95)/
√
n. Hence there is a drastic change between
1823 and 1835; according to the spikes we might locate it at 1830. After this
jump down follows a strong increase of the regression curve with a possible
jump up between 1911 and 1933. Using the ad hoc estimator, we can locate
such a jump in the year 1932. This change is in accordance with changes found
in the literature (1927 and 1942.5). The early jump found in the literature
(at 1787) is difficult to assess since there are only 12 observations before 1787;
this year is outside the domain of the HH-plot.
4.5 Proofs
Because α is fixed, it is henceforth dropped from the notation as a subscript.
Set F̃n(u, y) := Fn(Q1(u), y), F̃n,1 := F̃n(u,∞), and denote its generalized
inverse by F̃−1n,1 . The corresponding standard Brownian bridge is B1(u) :=
BF (Q1(u),∞). Because the marginals of F̃ (u, y), the identity and F2, are
uniformly continuous, F̃ itself is also uniformly continuous on (0, 1)×R, and
for all (u, y) ∈ (0, 1)× R, since F̃ (u,∞) = u,
F̃ ′x(u, y) ≤ 1. (4.7)
4.5.1 Lemmas
The proof of Theorem 4.1 is based on three lemmas.








− F̃ (u, y)
)
, with 0 < u < 1,
y ∈ R, n ∈ N. With assumptions (A) and (B), on the probability space of






∣∣∣Sn(u, y) + F̃ ′x(u, y)B1(u)∣∣∣→ 0 a.s. as n→∞. (4.8)
Proof With the mean-value theorem with u∗ between u and F̃−1n,1(u), we can







∗, y), and hence the left-hand side of
(4.8) is bounded from above by
sup
0<u<1












∣∣∣F̃ ′x(u, y)− F̃ ′x(u∗, y)∣∣∣ . (4.9)





∣∣∣n 12 (F̃n,1 (u)− u)−B1 (u)∣∣∣ = 0 a.s.,





∣∣∣n 12 (F̃−1n,1(u)− u)+B1 (u)∣∣∣ = 0 a.s. (4.10)
Hence, with (4.10) and (4.7), the first term of (4.9) is equal to 0 as n → ∞.
With (4.10) and assumption (B), the second factor of the second term of (4.9)
is going to 0 as n → ∞, and because of the boundedness of B1, we obtain
(4.8). 
Let α ∈ (0, 1
2















F1(x) + α, y
)
[BF (x,∞) − BF (Q1 (F1(x) + α) ,∞)]
− F̃ ′x (F1(x)− α, y) [BF (x,∞) − BF (Q1 (F1(x)− α) ,∞)]
}
.





and that the functions {Lx : x ∈ I0} are uniformly equicontinuous.
Lemma 4.2. Let α ∈ (0, 1
2
). Under the assumptions (A) and (B), on the





∣∣∣∣n12 [Gn,x(y)−Gx(y)]− Lx(y)∣∣∣∣ = 0 a.s.
Proof First, rewrite 2αn
1







F̃−1n,1 (Fn,1(x) + α) , y
)































F̃−1n,1 (Fn,1(x) + α) , y
)
















































Fn,1(x)− dnαen , y
)
− F̃ (F1(x)− α, y)
]
. (4.12f)






∣∣∣∣n 12 [F̃n (F̃−1n,1 (Fn,1(x) + α) , y)− F̃ (F̃−1n,1 (Fn,1(x) + α) , y)]
−BF (Qn,1 (Fn,1(x) + α) , y)
∣∣∣∣ = 0 a.s.
Because of the uniform continuity of F̃ , with (4.10), (4.12a) converges almost
surely for n→∞, uniformly in x ∈ In and y ∈ R, to BF (Q1 (F1(x) + α) , y).
Similarly, the expression in (4.12d) converges almost surely for n → ∞, uni-
formly in x ∈ In and y ∈ R, to −BF (Q1 (F1(x)− α) , y).
From Lemma 4.1, assumption (B), and the uniform continuity of B1, we
have that the expression in (4.12b) converges uniformly on In×R, as n→∞,
to −F̃ ′x (F1(x) + α, y) B1 (F1(x) + α) almost surely; similarly the expression
in (4.12e) converges to F̃ ′x (F1(x)− α, y) B1 (F1(x)− α) almost surely.
For the convergence of (4.12c) and (4.12f), a similar argument as for (4.12b)






∣∣∣∣ n 12 [F̃ (Fn,1(x)− dnαen , y)− F̃ (F1(x)− α, y)]









Fn,1(x)− dnαen , y
)
− F̃ (F1(x)− α, y)
Fn,1(x)− F1(x) + α− dnαen






∣∣∣n 12 (Fn,1(x)− F1(x))∣∣∣+ sup
(x,y)∈I0×R





∣∣∣n 12 (Fn,1(x)− F1(x))−BF (x,∞)∣∣∣ = 0 a.s.,
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∣∣∣∣ n 12 [F̃ (Fn,1(x) + α, y)− F̃ (F1(x) + α, y)]
− F̃ ′x(F1(x) + α, y) BF (x,∞)
∣∣∣∣ = 0 a.s. 
Lemma 4.3. Under (A) and (B), we have for fixed s ∈ (0, 1), on the proba-











∣∣∣n 12 (Qn,x(s)−Qx(s)) + Q′x(s)Lx (Qx(s))∣∣∣ = 0 a.s. (4.14)
Proof Since Gx(·) is increasing on R,
|Qn,x(s)−Qx(s)| = |Qx (Gx (Qn,x(s)))−Qx(s)|
=
∣∣∣∣Qx (Gx (Qn,x(s)))−Qx(s)Gx (Qn,x(s))− s (Gx (Qn,x(s))− s)
∣∣∣∣ . (4.15)
Because Qx is differentiable, the mean-value theorem yields that the right-
hand side of (4.15) is equal to
|Q′x(s∗n) (Gx (Qn,x(s))− s)| =
∣∣∣∣ 1G′x (Qx(s∗n)) (Gx (Qn,x(s))− s)
∣∣∣∣ , (4.16)











∣∣∣−n 12 (Gn,x (Qn,x(s))−Gx (Qn,x(s))) + Lx (Qn,x(s))∣∣∣ = 0,(4.17)
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|Gx (Qn,x(s))− s| = 0 a.s. (4.18)
Note that infx∈I0 Q1 (F1(x) + α) − Q1 (F1(x)− α) > 0 and, for 0 < s1 <
s < s2 < 1, uniformly in x ∈ I0 almost surely for n large enough, Qx(s∗n) ∈













n)) du > 0. (4.19)
This proves (4.13).
From (4.15)–(4.17), with s∗n between Gx (Qn,x(s)) and s, it follows immedi-











−Lx (Qx(s))]− Lx (Qx(s)) [Q′x(s∗n)−Q′x(s)]| . (4.20)





|Lx (Qn,x(s))− Lx (Qx(s))| = 0 a.s. (4.21)
As in (4.19), we have infx∈In G
′
x (Qx(s)) > 0. With assumption (B), (4.13),










∣∣∣∣∣ F̃ ′y (F1(x) + α,Qx(s))− F̃ ′y (F1(x) + α,Qx(s∗n))2αG′x (Qx(s∗n))G′x (Qx(s))
+






∣∣∣∣∣ = 0. (4.22)
Chapter 4. The Half-Half plot 77
Equations (4.11), (4.19), (4.21) and (4.22) give that (4.20) is equal to zero and
hence equation (4.14) is proven. 
4.5.2 Proof of Theorem 4.1








probability space of (4.1),
sup
x∈In









Q1 (F1(x)− α) , Qx(s)
)]}
− Bs(x)
∣∣∣∣→ 0 a.s. as n→∞. (4.23)


































































































Fn,1(x)− dnαen , Qn,x(s)
)







F̃ (F1(x)− α,Qn,x(s))− F̃ (F1(x)− α,Qx(s))
}
. (4.24f)
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The subtrahends (4.24c), (4.24d) and (4.24e) are equal to (4.12d), (4.12e)
and (4.12f), respectively, evaluated at y = Qn,x(s). Therefore, with Lemma
4.3, uniformly in x ∈ In for n → ∞, with a similar reasoning as for (4.12d),
(4.24c) converges to −BF (Q1 (F1(x)− α) , Qx(s)) almost surely. Analogous
to (4.24c), (4.24a) converges uniformly in x ∈ In for n→∞ almost surely to
BF (x,Qx(s)). Taking moreover (B) into account, it follows immediately from
Lemma 4.1 and Lemma 4.3 that (4.24d) converges to F̃ ′x (F1(x)− α,Qx(s))
B1 (F1(x)− α) almost surely and (4.24e) converges to −F̃ ′x (F1(x)− α,Qx(s))
BF (x,∞) almost surely.





∣∣∣n 12 [F (x,Qn,x (s))− F (x,Qx (s))]








∣∣∣∣F (x,Qn,x(s))− F (x,Qx(s))Qn,x(s)−Qx(s) n 12 (Qn,x(s)−Qx(s))





















F (x,Qn,x(s))− F (x,Qx(s))
Qn,x(s)−Qx(s)
− F ′y (x,Qx(s))
]∣∣∣∣ . (4.25)






∣∣∣∣F (x,Qn,x(s))− F (x,Qx(s))Qn,x(s)−Qx(s) − F ′y (x,Qx(s))
∣∣∣∣ = 0 a.s., (4.26)
and with assumption (A) we get
sup
x∈In
F ′y (x,Qx(s)) ≤ sup
y∈R
f2(y) <∞,
which, with (4.26), bounds the first factor of the first term of the right-hand
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side of (4.25). Lemma 4.3 yields that the second factor of this term is equal
to zero almost surely. From (4.11), (4.19), and (4.26) it now follows directly
that (4.25) is equal to zero almost surely.
Accordingly (4.24f) converges uniformly in x ∈ In for n→∞, almost surely
to
F ′y (Q1 (F1(x)− α) , Qx(s)) Q′x(s) Lx (Qx(s)) . 

Chapter 5
Testing for bivariate spherical
symmetry
[Based on joint work with J.H.J. Einmahl, working paper.]
Abstract: An omnibus test for spherical symmetry in R2 is proposed, employing
localized empirical likelihood. The thus obtained test statistic is distribution-free
under the null hypothesis. The asymptotic null distribution is established and criti-
cal values for typical sample sizes, as well as the asymptotic ones, are presented. In
a simulation study, the good performance of the test is demonstrated. Furthermore,
a real data example is presented.
Key words: Asymptotic distribution, distribution-free, empirical likelihood, hy-
pothesis test, spherical symmetry.
5.1 Introduction
Spherically symmetric distributions are an important class of distributions:
They are a generalization of the multivariate standard normal distribution
and include, amongst others, also multivariate Laplace and t distributions.
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Furthermore, spherical symmetry is a distributional assumption which is as-
sociated with many statistical models, see Fang et al. (1990). For instance,
only recently a relationship between L1 spherical symmetry and Archimedean
copulas was discovered in McNeil and Nešlehovà (2009). Another example is
Laurent (1974), where univariate general linear models are considered with
an error term that is spherically symmetric distributed. More applications
of spherically symmetric distributions in statistics, such as in minimax es-
timation or stochastic processes, are discussed in Chmielewski (1981). For a
general introduction to symmetry see Serfling (2006). Our focus is on spherical
symmetry in R2.
There exist several approaches to test for spherical symmetry, cf. the sur-
vey paper Fang and Liang (1999) or Liang et al. (2008) for a good overview.
An often used basis, that is also underlying this paper, is the stochastic rep-





2 and the direction Z := X/S. Then X is bivariate
spherically symmetric (in the L2-norm) if and only if S is independent of Z,
and Z is uniformly distributed on the unit circle. Other nonparametric tests
based on this stochastic representation include Smith (1977) and Baringhaus
(1991), whereas the test proposed in Koltchinskii and Li (1998) uses multi-
variate distribution functions (df’s) and a multivariate extension of quantile
functions.
We will moreover use that uniform random variables on a circle which are
projected on a tangent to that circle are Cauchy distributed on that tangent
(see, amongst others, Szab lowski, 1998). In addition to the above definitions
let Y := X2/X1. If Z is uniformly distributed on the unit circle it follows that
(1, Y ), which is its projection on the tangent at (1, 0), is standard Cauchy
distributed. Since such a projection cannot distinguish between (X1, X2) and
(−X1,−X2), we project those (X1, X2) with X1 > 0 on the line x1 = 1,
whereas the (X1, X2) with X1 < 0 are projected on x1 = −1. Denoting
δ := sign(X1), both Y | δ = −1 and Y | δ = 1 are then also standard Cauchy
distributed.
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We wish to test
H0 : X is spherically symmetric around the origin
on the basis of this stochastic representation, but, for the first time, the test
is developed in an empirical likelihood framework.
The empirical likelihood method has the nice features which are known
from parametric likelihood theory, but the data are used directly, i.e. in a
nonparametric manner (see the monograph Owen, 2001). By localizing a
functional equation, see Einmahl and McKeague (2003), we create an omnibus
test for spherical symmetry. More precisely, a functional equation is ‘split up’
in infinitely many pointwise equations and then standard empirical likelihood
theory is used to deal with these pointwise constraints. Finally the infinitely
many likelihood ratios are considered simultaneously as a stochastic process
and an integral of this stochastic process is taken.
For the test presented here, the center of the bivariate distribution has
to be known. Nevertheless, the test could be extended to test for spherical
symmetry around an unknown point by subtracting an estimated center from
the data, for example Haldane’s (1948) spatial median. In that case, the test
statistic is not distribution-free under H0 and hence the critical values are
hard to find; therefore we restrict ourselves to a known center.
In Section 5.2, we derive the test statistic and present its limiting behavior
under H0. The test is consistent against all alternatives. In Section 5.3, critical
values are computed, and in a simulation study we examine the performance of
the test by power calculations for normal distributions and by a comparison to
the test proposed in Koltchinskii and Li (1998). Furthermore, an application
to a financial data set is presented. The proof of the main result is deferred
to Section 5.4.
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5.2 Main results
Let (S, Y, δ), as introduced in Section 5.1, have df F with marginals FS, FY ,
and Fδ. Define the subdistribution functions by F
−(s, y) := F (s, y,−1) and
F+(s, y) := F (s, y, 1)−F−(s, y) and denote their marginals with F±S and F
±
Y .
Then the null hypothesis of spherical symmetry can be written as
H0 : F
−(s, y) = F+(s, y) = 1
2
FS(s)G(y), for all s ∈ R+, y ∈ R,
with G denoting the standard Cauchy df.
Remark 5.1. Within the localized empirical likelihood framework, a test
based directly on (S,Z) can be constructed as well. Such a test has typically
less power and is difficult to be generalized to higher dimensions because it
is cumbersome to deal with the uniform distribution on the (hyper-)sphere.
Therefore we use the transformation to (S, Y, δ), which, appropriately general-
ized to higher dimensions, leads to a Cauchy distributed Y on (hyper-)planes.
Consider n independent random variables (X11, X21), . . . , (X1n, X2n) dis-
tributed as (X1, X2). Write (Si, Yi, δi), i = 1, . . . , n, for the transformed ran-
dom vectors and denote with Fn their empirical df. Define the nonparametric
likelihood L(F̃ ) =
∏n
i=1 P̃ ({(Si, Yi, δi)}), where P̃ is the probability measure






where sup? is the supremum taken under the constraints given by H0 and the
corresponding marginal constraints:
F̃−(s, y) = F̃−S (s)G(y), F̃














−(∞,∞) = F̃+(∞,∞) = 1
2
,
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and sup is the maximum over the unrestricted likelihood obtained at F̃ = Fn,
i.e., giving each observation mass 1
n
.
Define the bivariate empirical subdistribution functions






and write N := nF−n (∞,∞). Observe that N is the number of data points
with X1i ≤ 0.
Consider for (Si, Yi, δi), i = 1, . . . , n, and either choice of sign, the regions
A±3 = [0, s]× (y,∞)× {±1}, A±4 = (s,∞)× (y,∞)× {±1},
A±1 = [0, s]× (−∞, y]× {±1}, A±2 = (s,∞)× (−∞, y]× {±1}.





denote the respective marginal df’s of F±n . Observe that
Pn(A
±
3 ) = F
±
Sn(s)− F±n (s, y), Pn(A
±
4 ) = F
±






1 ) = F
±
n (s, y), Pn(A
±
2 ) = F
±
Sn(y)− F±n (s, y).
To maximize the numerator of (5.1), F̃ should put equal mass p−j , say, on
each observation in A−j and mass p
+
j on each observation in A
+
j , j = 1, . . . , 4.



























































































































Define, for either choice of sign,






























where 0 log(a/0) = 0, then we have
logR(s, y) = logR−(s, y) + logR+(s, y).







Clearly, Tn is distribution-free; selected critical values are provided in Table
5.1.
We now consider the limiting distribution of Tn. In order to define the
limiting random variable, we denote with W a standard Wiener process on
[0, 1]3, i.e. a centered Gaussian process with Cov (W (u, v, w),W (ũ, ṽ, w̃)) =
(u ∧ ũ)(v ∧ ṽ)(w ∧ w̃), and with B(u, v, w) = W (u, v, w)− uvwW (1, 1, 1) the
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standard trivariate Brownian bridge. We also define B−(u, v) := B(u, v, 1
2
)
and B+(u, v) := B(u, v, 1) − B−(u, v). Observe B−(1, 1) = −B+(1, 1). Fur-
thermore, let, for either choice of sign, W±0 be a four-sided tied-down “half”
Wiener process on [0, 1]2 defined by W±0 (u, v) := B
±(u, v) − vB±(u, 1) −
uB±(1, v) + uvB±(1, 1). Finally write
K(u, v) =
W−0 (u, v)







[B−(u, 1)− uB−(1, 1)−B+(u, 1) + uB+(1, 1)]2
u(1− u)
+












K(u, v) du dv.
The proof of the theorem is given in Section 5.4.
Note that for fixed s and y, under H0,
−2 logR(s, y) d→ K(FS(s), G(y))
d
= χ26.
This is a special case of Owen’s (2001) nonparametric version of the classical
Wilks theorem.
5.3 Simulation results and real data example
Table 5.1 provides selected critical values for the proposed test statistic Tn.
The values for n = 50, 100 and 200 are based on 100 000 samples in each case.
For n =∞, the quantiles of the limiting distribution are given, also based on
100 000 repetitions.
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Percentage points
n 90% 95% 97.5% 99%
50 8.83 10.01 11.23 12.81
100 8.83 9.99 11.20 12.80
200 8.77 9.96 11.17 12.74
∞ 8.61 9.83 11.02 12.66
Table 5.1: Critical values for the test for bivariate spherical symmetry.
To evaluate the power of the test (based on the critical values from Ta-
ble 5.1), we regard data from a bivariate normal distribution with means 0,
variances 1, and correlation ρ. The calculations, which are presented in Table
5.2, are based on 1000 replications. At the 5% significance level we see a high
power for ρ = 0.6 (n = 100), and for n = 200, ρ = 0.4 is already well detected.
n = 100 n = 200
Significance level
ρ 10% 5% 2.5% 1% 10% 5% 2.5% 1%
0.1 0.10 0.05 0.03 0.01 0.17 0.08 0.04 0.02
0.2 0.20 0.11 0.07 0.03 0.37 0.22 0.12 0.06
0.3 0.38 0.24 0.14 0.06 0.68 0.54 0.41 0.24
0.4 0.61 0.46 0.31 0.17 0.94 0.86 0.78 0.60
0.5 0.86 0.75 0.62 0.44 1.00 0.99 0.98 0.93
0.6 0.98 0.95 0.90 0.75 1.00 1.00 1.00 1.00
0.7 1.00 1.00 0.99 0.97 1.00 1.00 1.00 1.00
0.8 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Table 5.2: Power of the test for bivariate spherical symmetry for sample
sizes n = 100 and n = 200.
Next, we compare the performance of our localized empirical likelihood
(LEL-) test with the test proposed in Koltchinskii and Li (1998) (KL-test), see
Table 5.3. It needs to be pointed out that the null hypothesis in Koltchinskii
and Li (1998) is broader: There the center is unknown. Therefore the powers
cannot be likened directly: A positive comparison for the LEL-test can be
seen as an advise to use that test in case a center is given. We consider all
the alternatives introduced in Koltchinskii and Li (1998):
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H
(1)
1 : X1 ∼ Exp(1) and X2 ∼ Exp(2), X1 and X2 independent, with
Exp(λ) the exponential distribution with mean 1/λ;
H
(2)
1 : X1 ∼ N(0, 1) and X2 ∼ Exp(1), X1 and X2 independent;
H
(3)
1 : Mixture (with parameter 1/2) of two normal distributions with
identity covariance matrices and with means (−1.5, 0) and (1.5, 0);
H
(4)






1 are clearly visible as non-symmetric by the naked
eye and should therefore lead to a high power. To center the data around




1 by subtracting the medi-
ans, hence we consider (X1 − med(X1), X2 − med(X2)). This is in line with
Koltchinskii and Li (1998), where the empirical spatial median is chosen to
estimate the center. The results are again based on 1000 repetitions of the
LEL-test, whereas the results for the KL-test are taken from Koltchinskii and
Li (1998, 100 repetitions). The LEL-test outperforms the KL-test in nearly





1 , and H
(4)
1 , the LEL-test has for n = 100 already
about the same power as the KL-test for n = 200. Only for H
(2)
1 , n = 100,
both tests have comparable power.
Finally we present a real data example. The bivariate data are the daily
exchange rate log-returns of the Yen to the Dollar and the Pound to the
Euro from January 2nd, 2009, to December 31st, 2009. The data set has
size n = 251 and is available from http://wrds-web.wharton.upenn.edu,
see Figure 5.1. The returns are known to be centered at the origin; this is
affirmed by an estimated spatial median of (−3.3 · 10−5,−3.0 · 10−4). We
want to test whether these data are spherically symmetric and find Tn = 6.84,
which is clearly below the asymptotic critical value at the 10% significance
level. Therefore we cannot reject the null hypothesis of spherical symmetry.
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Significance level
Distribution n 10% 5% 1%
LEL KL LEL KL LEL KL
100 1.00 0.23 1.00 0.16 1.00 0.04
H
(1)
1 200 1.00 0.94 1.00 0.86 1.00 0.55
100 0.97 0.92 0.89 0.90 0.46 0.52
H
(2)
1 200 1.00 1.00 1.00 0.92 1.00 0.63
100 0.93 0.14 0.83 0.11 0.39 0.02
H
(3)
1 200 1.00 0.92 1.00 0.83 0.99 0.44
100 0.73 0.47 0.53 0.21 0.21 0.07
H
(4)
1 200 0.99 0.81 0.97 0.57 0.78 0.19
Table 5.3: Powers of the localized empirical likelihood (LEL) test and


































































































































































































































Figure 5.1: Daily exchange rate log-returns of Yen-Dollar and Pound-
Euro, from January 2, 2009 to December 31, 2009.
5.4 Proof
Write QS, Q for the quantile functions corresponding to FS, G, set Ui = FS(Si)
and Vi = G(Yi), and let Γn be the empirical df of the (Ui, Vi, Fδ(δi)) and ΓSn,
ΓY n and Γδn the corresponding marginals. Furthermore, write Γ
−




), hence Γ−n is the empirical subdistribution function of the (Ui, Vi),
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for which δi = −1, with marginals Γ−Sn and Γ
−
Y n, and note that Γ
−





Let 0 < ε ≤ 1
2












K(u, v) du dv, (5.3)
and
T2n = Tn − T1n = OP (
√
ε) (5.4)
uniformly in ε; see Billingsley (1968, Theorem 4.2).

















Because of symmetry, we will first only consider T−1n. From (5.2), ap-
plying a Taylor expansion of log(1 + x), it follows that, uniformly in s ∈

















































































































































































































∣∣∣∣ F−Sn(s)8Pn(A−1 )Pn(A−3 ) − 14FS(s)G(y) (1−G(y))




∣∣∣∣∣ Nn − F−Sn(s)8Pn(A−2 )Pn(A−4 ) − 14 (1− FS(s))G(y) (1−G(y))




∣∣∣∣∣ Nn − F−Tn(y)8Pn(A−3 )Pn(A−4 ) − 14FS(s) (1− FS(s)) (1−G(y))
∣∣∣∣∣ = oP (1),




∣∣∣∣ 18Pn(A−3 ) − 14FS(s) (1−G(y))




∣∣∣∣ 18Pn(A−4 ) − 14 (1− FS(s)) (1−G(y))
∣∣∣∣ = oP (1). (5.5)




Γ−n (u, v)− 12uv
)




Γ+n (u, v)− 12uv
)
,
and αn(u, v) := α
−
n (u, v) + α
+
n (u, v), we have, using (5.5) uniformly for ε ≤











































































































































α+n (u, 1)− α−n (u, 1)− 2α−n (1, v)− vαn(u, 1) + 2α−n (u, v)
]
+
α+n (u, 1)− α−n (u, 1)
2u(1− u)(1− v)
[
vαn(u, 1) + 2uα
−
n (1, v)− 2α−n (u, v)
]
+ oP (1). (5.6)
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Applying







n (1, v) + vαn(u, 1)− 2α−n (u, v)]
2
4(1− u)v(1− v)








































n (u, 1)− α−n (u, 1)
2u(1− u)(1− v)
[











































n (u, 1) + uα
−














vα−n (u, 1) + uα
−
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n (u, 1) + uα
−
n (1, v)− α−n (u, v)− uvα−n (1, 1)]
2
uv(1− v)(1− u)
− α−n (1, 1)2
− [α
−














































Standard empirical process theory and the Skorohod construction (but keeping
the same notation), yield, for either choice of sign,
sup
0≤u,v≤1
∣∣α±n (u, v)−B±(u, v)∣∣→ 0 a.s.




K(u, v) dv dΓSn(u).
Because the integrand is uniformly continuous, this implies (5.3) by the Helly-
Bray theorem.
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To show (5.4), we only consider integration over the L-shaped region
Cε =
{
(u, v) ∈ (0, 1)2 : 0 < u ≤ ε, 0 < v ≤ 1
2
or 0 < u ≤ 1
2
, 0 < v ≤ ε
}
,
because of symmetry arguments. Consider the following five regions
Cε,1,1 =
{






(u, v) ∈ (0, 1)2 : n−3/8 ≤ u ≤ 1
2















(u, v) ∈ (0, 1)2 : n−3/8 ≤ u ≤ 1
2
, n−3/5 < v ≤ ε
}
,
which cover Cε. We will use the following bound: For any η > 0 there exists
a positive constant Mη, such that
P (ΓSn(u) ≤ uMη, ΓY n(u) ≤ uMη, for all 0 ≤ u ≤ 1) > 1− η , (5.7)
see Shorack and Wellner (1986, p. 419).
For Cε,1,1, Cε,1,2, and Cε,2 we only consider logR
−, logR+ is treated simi-
larly. We regard the four terms of (5.2) separately. For Cε,1,1 and Cε,2 we get,
with (5.7) and if Pn(A
±
j ) ≥ 1n , j = 1, . . . , 4, with probability 1− η,∣∣∣∣nΓ−n (u, v) log ΓSn(u)v2Γ−n (u, v)
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∣∣(1− ΓSn(u)) (1− v)− 2Nn + 2Γ−Sn(u) + 2Γ−Y n(v)− 2Γ−n (u, v)∣∣
≤ n

















≤ 6nMηu + 2n
∣∣Γ−Y n(v)− 12v∣∣+ 2n ∣∣Γ−n (1, 1)− 12 ∣∣
= 6nMηu + 2n
1/2
∣∣α−n (1, v)∣∣+ 2n1/2 ∣∣α−n (1, 1)∣∣ . (5.8)
Furthermore, for Cε,2, we have, with probability 1− η,∣∣∣∣∣n (Γ−Y n(v)− Γ−n (u, v)) log (1− ΓSn(u)) v2 (Γ−Y n(v)− Γ−n (u, v))
∣∣∣∣∣ ≤ Mηv n log(2Mηn),
and for Cε,1,1, employing the Taylor expansion as in (5.8), with probability
1− η,∣∣∣∣∣n (Γ−Y n(v)− Γ−n (u, v)) log (1− ΓSn(u)) v2 (Γ−Y n(v)− Γ−n (u, v))
∣∣∣∣∣
≤ n
∣∣(1− ΓSn(u)) v − 2Γ−Y n(v) + 2Γ−n (u, v)∣∣ ≤ 3nMηu + 2n ∣∣Γ−Y n(v)− 12v∣∣
= 3nMηu + 2n
1/2
∣∣α−n (1, v)∣∣ .
Combining the above, we have that with probability 1− 2η∫∫
Cε,1,1
∣∣logR−(QS(u), Q(v))∣∣ dΓSn(u) dv ≤ ∫∫
Cε,1,1
Mηun (log(2Mηn)
+ log(4n)) + 9nMηu+ 4n
1/2




2/5 log(4Mηn) + 9Mηn
2/5 + 4n1/2 sup
0≤v≤1






dΓSn(u) dv → 0,
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and∫∫
Cε,2
∣∣logR−(QS(u), Q(v))∣∣ dΓSn(u) dv ≤ ∫∫
Cε,2
(Mηu+Mηv)n log(2Mηn)
+ Mηun log(4n) + 6nMηu+ 2n
1/2




5/8 log(4Mηn) + 6Mηn
5/8 + 2n1/2 sup
0≤v≤1






dΓSn(u) dv → 0.
The region Cε,1,2 can be treated in a similar way as Cε,1,1.
For Cε,3,1 and Cε,3,2 we use | log(1 + x) − x| ≤ x2, for x ≥ −0.5, and the
convergence in probability of Pn/P uniform over certain rectangles (the A
±
j )
to 1. This follows from, e.g., Einmahl (1987), Inequality 2.9 or Theorem 3.3.
Then, with probability tending to 1,
|logR(QS(u), Q(v))| ≤
























[α+n (u, 1)− uα+n (1, 1)− α−n (u, 1) + uα−n (1, 1)]
2
u(1− u)





2 + v2α−n (u, 1)
2 + u2α−n (1, v)







2 + v2α+n (u, 1)
2 + u2α+n (1, v)























2 + u2α+n (1, 1)
2 + α−n (u, 1)
2 + u2α−n (1, 1)
2
u(1− u)















2 + α+n (1, v)
2
v
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Hence we find ∫∫
Cε,3,1∪Cε,3,2
|logR(QS(u), Q(v))| dΓSn(u) dv


















dΓSn(u) dv = OP (
√
ε),
uniformly in ε, because of (5.7). This completes the proof of (5.4). 
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