Transient EHD calculations have moved to the center of the attention in the past years as more machine elements that operate under variable operating conditions, such as automotive engine components, are examined. Almost all of the transient calculations today are carried out with a constant time step using first or second order discretisation for the determination of the time derivatives. Recently, a method was proposed that could control the time stepping of a transient calculation using first order time derivatives. In this paper, a method is presented for the control of the time step in transient calculations. The method employs a second order backward differentiation scheme with variable time stepping for the determination of the time derivatives. The time interval between successive calculations is determined depending on an estimate of the local truncation error without solving additional large linear systems, thus allowing for larger time steps when the time derivative is almost constant. This time stepping control method was implemented in an EHD simulation code that employed multi-grid and multi-level multi-summation techniques. Results presented in this paper prove that the proposed method can significantly reduce the number of necessary time steps of a transient calculation without any loss of accuracy of the results.
INTRODUCTION
Transient calculations have received an ever-increasing level of attention during the last years. The introduction of Multigrid and MLMS, along with the increased computer power has largely contributed in this direction.
Nevertheless, the issue of the time-step that should be used in transient calculations has received relatively little attention. Wijnant (1998) presented an analysis on the subject, which concluded that, as regards the truncation error, the optimum non-dimensional time step should equal the spatial discretisation interval for second order discretisation both in time and space. Messé/Lubrecht (2000) used this suggestion in order to model a cam-tappet contact, reaching the conclusion that these sort of transient calculations are not appropriate for industrial applications.
Goodyer (2001) was the first one to propose the use of a variable time step in transient calculations. Using a first order backward differentiation for the squeeze term, he set up an algorithm that estimates the time step that can be made under the condition that the transient error must not degrade spatial accuracy. In order to calculate the local truncation error, the method requires the solution of an EHD-similar problem, thus increasing the computational cost of each time step.
In this paper, a time step control method is presented, that can be used for the prediction of the time step in transient calculations under the same conditions as used by Goodyer. The method can be used for problems where a second order discretisation scheme is used for the squeeze term and it does not require the solution of an additional system of equations. It can be applied both to line and 3-D contact problems, leading to significant gains in overall calculation time.
THEORY
The efficient prediction of local errors with sufficient accuracy is a difficult task in finite element analysis, often leading to additional linear systems of the same size. On the other hand it is well known that the jumps across adjacent element boundaries and more generally certain residuals including the jumps yield excellent error indicators for adaptive grid methods, sometimes without solving even small local systems. Since these residuals are identical with the local truncation errors, we use the same idea to construct an error indicator for the second order implicit BDF-method for the time discretization with variable time step sizes ∆t(m). It is well known that, the leading truncation error for this method can be represented as
(1) with T(m+2) the truncation error for the solution u at time step m+2. Using a third order interpolation by the method of divided differences, we can find a first order approximation of the third order derivative of u by a linear combination A of previously computed values of u. A weighted norm of A build from these values at the space points is then used to predict the new step size by the error control condition 
where w(m) denotes the ratios between subsequent step sizes. The largest root of this condition and the well known stability restriction of the ratios w(m) thus determine the new step size.
The above indicator implicitly assumes that the solution of the semi-continuous problem is the exact one. Depending on the imposed tolerance, the time step size is then automatically adapted to space resolution. An additional balancing of space and time errors would yield a further gain of efficiency, only in rare cases, when the accuracy in space is too high.
RESULTS AND DISCUSSION
The aforementioned method was implemented in a line (2D) and a circular (3D) EHD code. The code employs Multigrid with Gauss-Seidel and Jacobi line relaxation for the solutions of the Reynolds equation (Venner et. al, 2000) and Multilevel-Multi-summation techniques (Polonsky et al., 1999) for the calculation of the surface deformations. The convergence of each time step was controlled using the criterion of Shampine as proposed by Goodyer (2001) using tolerances ranging from 10 -7 for the line contact up to 10 -6 for the circular contact. The reversal of motion was used as a test case for the calculations. For the line contact, the data used were P=1.5GPa, R=12.7mm, and a velocity that changes from u Σ =4.4mm/s to u Σ =-4.4mm/s in t=2sec. Figure 1 presents a comparison of the central and minimum film thickness between the constant and the variable time step calculations and as it can be seen there is practically no difference between the two. Figure 2 presents the local truncation error norm A norm for both the constant and variable time step calculations. The variable time step calculation imposes an upper limit to the error, which can sometimes be more conservative than the actual error encountered by the constant time step calculations. The gain made by the variable time step calculation is obvious in Figure 3 . The time step increases during both the deceleration and acceleration phase and decreases during the reversal phase. During certain phases of the calculation, time steps are determined that are 20 times larger than the constant time step. It can thus be concluded that, as long as the time error dominates, the method yields a significant gain in efficiency 
