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LA COHOMOLOGIE DES ESPACES DE LUBIN-TATE EST
LIBRE
par
Pascal Boyer
Re´sume´. — Le re´sultat principal de ce travail est l’absence de torsion dans la Zl-
cohomologie de la tour de Lubin-Tate. Comme dans [7], la strate´gie est globale et repose sur
l’e´tude de la filtration de stratification du faisceau pervers des cycles e´vanescents de certaines
varie´te´s de Shimura de type Kottwitz-Harris-Taylor, dont les gradue´s se de´crivent comme une
extension interme´diaires de syste`mes locaux construits dans [13]. Le point crucial consiste
a` de´crire la diffe´rence entre ces extensions pour les deux t-structures usuelles p et p+. Pour
ce faire, on utilise la the´orie des de´rive´es pour les repre´sentations du groupe mirabolique
d’apre`s [5].
Abstract (The cohomology of Lubin-Tate spaces is free). — The principal result of
this work is the freeness in the Zl-cohomology of the Lubin-Tate tower. As in [7], the strategy
is of global nature and relies on studying the filtration of stratification of the perverse sheaf of
vanishing cycles of some Shimura varieties of Kottwitz-Harris-Taylor types, whose graduates
can be explicited as some intermediate extension of some local system constructed in [13]. The
crucial point relies on the study of the difference between such extension for the two classical
t-structures p and p+. The main ingredients use the theory of derivative for representations
of the mirabolic group in [5].
Introduction
Dans [7], nous avons explicite´ les groupes de cohomologie a` coefficients dans Ql de la
tour de Lubin-Tate en e´tudiant le faisceau pervers ΨI,Ql des cycles e´vanescents d’une tour
de varie´te´s de Shimura de Kottwitz-Harris-Taylor XI, cf. [13], en une place v de son corps
reflex F . Le passage du global vers le local est fourni par un analogue du the´ore`me de Serre-
Tate couple´ au the´ore`me de comparaison de Berkovich. Le but de ce travail est de donner
Classification mathe´matique par sujets (2000). — 14L05, 11F80, 11F55, 11F70, 11G10, 11G18.
Mots clefs. — Varie´te´s de Shimura, modules formels, correspondances de Langlands, correspon-
dances de Jacquet-Langlands, faisceaux pervers, cycles e´vanescents, filtration de monodromie, stratifica-
tion, cate´gories quasi-abe´liennes, the´orie de torsion.
L’auteur remercie l’ANR pour son soutien dans le cadre du projet PerCoLaTor 14-CE25.
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une Zl-version de ces re´sultats en e´lucidant du coˆte´ global la structure du faisceau pervers
ΨI sur la fibre spe´ciale ge´ome´trique XI,s¯ et en prouvant, du coˆte´ local cf. le the´ore`me 1.1.4,
l’absence de torsion dans la cohomologie des espaces de Lubin-Tate.
Sur Ql, pour e´tudier ΨI,Ql , nous l’avons de´visse´ en constituants simples PQl(πv, t) de´crits
comme extensions interme´diaires de syste`mes locauxHTQl(πv, Stt(πv)) construits dans [13].
L’action de l’ope´rateur de monodromie est en particulier explicite et la filtration de ΨI,Ql
par les noyaux ite´re´s de la monodromie donne alors une suite spectrale
Ei,j1 = H
i+jgrK−j(ΨI,Ql)⇒ H
i+jΨI,Ql
calculant les faisceaux de cohomologie de ΨI,Ql a` partir de ceux de ses gradue´s.
Fait 1 (cf. [7] §5.8) La suite spectrale Ei,j1 de´ge´ne`re en E1, i.e. pour tout n, le faisceau
de cohomologie HnΨI,Ql admet une filtration dont les gradue´s sont les H
ngrKk (ΨI,Ql).
Cette observation nous fournit une strate´gie pour montrer que les HnΨI,Zl sont sans
torsion puisqu’il suffit de construire une version entie`re, i.e. a` coefficients dans Zl, de
la filtration de ΨI,Ql par les noyaux ite´re´s de la monodromie, puis de montrer que les
HngrKk (ΨI,Zl) sont sans torsion.
Une Zl-filtration de ΨI,Zl par les noyaux ite´re´s de la monodromie est donne´e dans [9] en
utilisant des morphismes d’adjonction j=h! j
=h,∗ → Id associe´s a` la stratification de Newton
j=h : X=hI,s¯ →֒ XI,s¯ de la fibre spe´ciale ge´ome´trique XI,s¯ de XI a` la place v, cf. le §1.3.
Cette strate´gie soule`ve essentiellement deux proble`mes :
— le premier issu de la nature meˆme de la construction des filtrations de stratification,
qui requie`re de saturer, cf. la de´finition 1.3.11, les morphismes d’adjonction de sorte
que l’on ne controˆle plus les re´seaux des syste`mes locaux qui apparaissent et plus
se´rieusement encore, les faisceaux pervers d’Harris-Taylor P(πv, t) qui interviennent
sont seulement connus a` bimorphisme pre`s, i.e. avec la notation 1.3.8
pj=tg!∗ HT (πv, Stt(πv)) −֒։+ P(πv, t) −֒։+
p+j=tg!∗ HT (πv, Stt(πv)).
Remarque : Nous verrons, cf. la proposition 2.4.2, qu’en ge´ne´ral ces deux exten-
sions interme´diaires p et p+, e´change´es par la dualite´ de Grothendieck-Verdier, sont
distinctes et qu’identifier P(πv, t) de´pend fortement de comment on filtre ΨI : rap-
pelons que ΨI est autodual, de sorte que si une filtration fournit pour gradue´s les
p-extensions interme´diaires, une filtration ≪ duale ≫ fournira les p+ versions.
— Le deuxie`me concerne le fait que pour calculer les faisceaux de cohomologie des
grKk (ΨI,Zl), on doit utiliser une suite spectrale qui de´ge´ne`re en E2 mais pas en E1, i.e.
certaines des fle`ches dp,q1 sont non nulles sur Ql de sorte que lorsqu’on va les conside´rer
sur Zl, on devrait non seulement controˆler les re´seaux, ce qui semble difficile a` cause
de la saturation e´voque´e plus haut, mais aussi les de´terminer a` homothe´tie pre`s, ce
qui semble totalement hors de porte´e de part la nature meˆme de la construction des
suites spectrales.
En ce qui concerne ce dernier point, il existe une explication ge´ome´trique qui repose sur
le fait que les strates de Newton sont ≪ ge´ome´triquement ≫ induites paraboliques, cf. la
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proposition 1.2.6
X=hI,s¯ = X
=h
I,s¯,1h
×Ph,d−h(Fv) GLd(Fv),
de sorte que lorsqu’on conside`re toutes les strates, on obtient naturellement, lorsqu’on
calcule des faisceaux de cohomologie, des repre´sentations induites paraboliques lesquelles
en ge´ne´ral ne sont pas irre´ductibles. Or les faisceaux de cohomologie de ΨI ne font pas
apparaitre d’induites paraboliques, ce qui explique que dans [7], apparaissent des suites
spectrales non triviales, i.e. qui ne de´ge´ne`rent qu’en E2 et non en E1.
Or il est bien connu que la the´orie des repre´sentations de GLd(Fv) repose, via la the´orie
des de´rive´es, sur celle beaucoup plus simple du groupe mirabolique Md(Fv) obtenu comme
le sous-groupe du parabolique standard P1,r−1(Fv) dont le premier coefficient en haut a`
gauche est e´gal a` 1. Ainsi pour π et π′ des repre´sentations de respectivement GLh(Fv) et
GLd−h(Fv), la restriction au groupe mirabolique de l’induite parabolique π × π
′ se de´crit
via la suite exacte courte
0→ π × π′|Md−h(Fv) −→ (π × π
′)|Md(Fv) −→ π|Mh(Fv) × π
′ → 0
ou` le premier terme est l’induite parabolique relativement a`
 1 0 Vd−h−10 GLh U
0 0 GLd−h−1
, et le
dernier est l’induite a` support compact relativement a`
(
Mh U
0 GLd−h
)
.
Fait 2 Il existe une version ge´ome´trique de la suite exacte courte pre´ce´dente, cf. [10],
qui permet de calculer directement les faisceaux de cohomologie de ΨI , i.e. sans avoir
recours a` une suite spectrale, cf. aussi l’appendice B de ce texte.
L’ide´e consiste a` conside´rer pour une strate X=1I,s¯,c, l’application
j¯6=c : XI −X
≥1
I,s¯,c →֒ XI := XI ×SpecOv SpecOv,
et, plus ge´ne´ralement, pour tout h ≥ 1 et toute strate X=h+1I,s¯,c
jh6=c : X
≥h
I,s¯,1h
\X≥h+1I,s¯,c →֒ X
≥h
I,s¯,1h
.
Le point essentiel est que j¯6=c et j
h
6=c sont affines, cf. le lemme 2.1.2 et la suite exacte courte
(3.2.2). La the´orie classique des de´rive´es pour les repre´sentations du groupe mirabolique,
est utilise´e pour montrer que des extensions scinde´es entre Ql-faisceaux pervers d’Harris-
Taylor, restent encore scinde´es sur Zl pourvu qu’on filtre ΨI dans ≪ le bon ordre ≫.
D’un point de vue global, on montre alors que la filtration de stratification exhaustive de
ΨI de´finie dans [9] a` l’aide des seuls morphismes d’adjonction j!j
∗ → Id (resp. Id→ j∗j
∗)
admet pour gradue´s les extensions interme´diaires pour la t-structure p (resp. p+) des
syste`mes locaux d’Harris-Taylor. L’e´nonce´ principal qui permet de montrer cette proprie´te´
repose sur la description du conoyau du bimorphisme naturel entre la p et p+ extension
interme´diaire d’un syste`me local d’Harris-Taylor. Rappelons qu’un tel syste`me local sur
la strate de Newton X=hI,s¯ est associe´ a` une cuspidale πv de GLg(Fv) avec g|h = tg, et on
montre, cf. la proposition 2.4.1, que ce conoyau est nul si la re´duction modulo l de πv reste
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supercuspidale. Sinon on de´crit, cf. la proposition 2.4.2, la l-torsion de ce conoyau a` l’aide
de la re´duction modulo l de la repre´sentation de Steinberg Stt(πv) donne´e dans [8].
En ce qui concerne l’organisation du papier, les notations sur les repre´sentations sont
donne´es dans l’appendice A. Les re´sultats des lemmes et propositions de cet article concer-
nant les Zl-faisceaux pervers libres sont, d’apre`s [7] et [9], de´ja` connus sur Ql : ceux dont
nous avons besoin, sont rappele´s en appendice B avec quelques comple´ments autour de
l’effet des morphismes j=h6=c,!j
=h,∗
6=c , ingre´dient clef de cet article.
Mentionnons enfin la the`se de H. Wang qui, par voie purement locale en se ramenant
aux travaux de Bonnafe´ et Rouquier [6] sur la cohomologie des varie´te´s de Deligne-Lusztig,
montre la liberte´ de l’e´tage mode´re´ de la cohomologie de la tour de Drinfeld. En utilisant le
the´ore`me de Faltings-Fargues, son re´sultat correspond au cas des repre´sentations cuspidales
de niveau ze´ro.
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1. Rappels ge´ome´triques
Dans tout ce texte, les lettres p 6= l de´signeront deux nombres premiers distincts, d un
entier strictement positif et Λ au choix une extension alge´brique de Ql comme par exemple
Ql, l’anneau des entiers d’une telle extension, comme par exemple Z
nr
l ou une extension
alge´brique de Fl, comme par exemple Fl.
1.1. Espaces de Lubin-Tate. — On de´signera par K une extension finie de Qp, OK
son anneau des entiers, d’ide´al maximal PK , ̟K une uniformisante et κ = OK/PK son
corps re´siduel de cardinal q = pf . L’extension maximale non ramifie´e de K sera note´e Knr
de comple´te´ Kˆnr, d’anneau des entiers respectif OKnr et OKˆnr . Soit ΣK,d le OK-module
de Barsotti-Tate formel sur κ de hauteur d, cf. [13] §II. On conside`re la cate´gorie C des
OK-alge`bres locales artiniennes de corps re´siduel κ.
1.1.1. De´finition. — Le foncteur qui a` un objet R de C associe l’ensemble des classes
d’isomorphismes des de´formations par quasi-isoge´nies sur R de ΣK,d munies d’une struc-
ture de niveau n est pro-repre´sentable par un sche´ma formel M̂LT,d,n =
∐
h∈Z M̂
(h)
LT,d,n
ou` M̂
(h)
LT,d,n repre´sente le sous-foncteur pour des de´formations par des quasi-isoge´nies de
hauteur h.
Remarque : chacun des M̂
(h)
LT,d,n est non-canoniquement isomorphe au sche´ma formel
M̂
(0)
LT,d,n note´ Spf Defd,n dans [7]. On notera sans chapeau les fibres ge´ne´riques de Berko-
vich de ces espaces ; ce sont donc des K̂nr-espaces analytiques au sens de [3] et on note
M
d/K
LT,n :=MLT,d,n⊗ˆKˆnrKˆ.
Le groupe des quasi-isoge´nies de ΣK,d s’identifie au groupe D
×
K,d des unite´s de l’alge`bre
a` division centrale sur K d’invariant 1/d, lequel, par de´finition, agit sur M
d/K
LT,n. Pour tout
n ≥ 1, on a une action naturelle de GLd(OK/P
n
K) sur les structures de niveau et donc
sur M
d/K
LT,n ; cette action se prolonge en une action de GLd(K) sur la limite projective
lim
← n
M
d/K
LT,n. Sur cette limite projective on dispose ainsi d’une action de GLd(K)×D
×
K,d qui
se factorise par
(
GLd(K)×D
×
K,d
)
/K× ou` K× est plonge´ diagonalement.
1.1.2. De´finition. — Soit ΨiK,Λ,d,n ≃ H
i(M
(0)
LT,d,n⊗ˆKˆnrKˆ,Λ) le Λ-module de type fini
associe´, via la the´orie des cycles e´vanescents de Berkovich, au morphisme structural
̂
M
(0)
LT,d,n −→ Spf Oˆ
nr
K .
On notera aussi U iK,Λ,d,n := H
i(M
d/K
LT,n,Λ) et on pose U
i
K,Λ,d = lim−→
n
U iK,Λ,d,n de sorte que
Kn := Ker(GLd(OK) −→ GLd(OK/P
n
K)) e´tant pro-p pour tout n ≥ 1, on a U
i
K,Λ,d,n =
(U iK,Λ,d)
Kn .
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1.1.3. Notation. — Conside´rant U i
K,Zl,d,n
comme une repre´sentation de D×K,d, on pose,
d’apre`s A.3.6, pour τ¯ ∈ RFl(d) :
U iτ¯ ,n := U
i
K,Zl,d,n,τ¯
,
ainsi que la limite inductive
U iτ¯ ,N = lim→
n
U iτ¯ ,n.
On notera aussi U iτ¯ ,N,free le quotient libre de U
i
τ¯ ,N.
Remarque : concernant le the´ore`me principal ci-apre`s, on peut de´cider de raisonner par
re´currence sur h auquel cas pour tout h < d, on a U iτ¯ ,N,free = U
i
τ¯ ,N.
La description de la Ql-cohomologie de ces espaces de Lubin-Tate est donne´e dans [7]
the´ore`me 2.3.5. Le re´sultat principal que nous avons en vue est le suivant.
1.1.4. The´ore`me. — Pour tout h ≥ 1 et pour tout 0 ≤ i ≤ h − 1, le Zl-module U iK,Zl,h
est sans torsion.
1.2. Ge´ome´trie de quelques varie´te´s de Shimura unitaires simples. — Soient
E/Q une extension quadratique imaginaire, F+/Q une extension totalement re´elle dont on
fixe un plongement re´el τ : F+ →֒ R ; on pose F = F+E le corps CM associe´.
1.2.1. Notation. — Pour toute place finie w de F , on note Fw le comple´te´ de F en cette
place, Ow son anneau des entiers d’ide´al maximal Pw et de corps re´siduel κ(w). On notera
aussi Ow l’anneau des entiers d’une cloˆture alge´brique Fw de Fw.
Soit B une alge`bre a` division centrale sur F de dimension d2 telle qu’en toute place
x de F , Bx est soit de´compose´e soit une alge`bre a` division et on suppose B munie d’une
involution de seconde espe`ce ∗ telle que ∗|F est la conjugaison complexe c. Pour β ∈ B
∗=−1,
on note ♯β l’involution x 7→ x
♯β = βx∗β−1 et G/Q le groupe de similitudes, note´ Gτ dans
[13], de´fini pour toute Q-alge`bre R par
G(R) ≃ {(λ, g) ∈ R× × (Bop ⊗Q R)
× tel que gg♯β = λ}
avec Bop = B ⊗F,c F . Si x est une place de Q de´compose´e x = yyc dans E alors
G(Qx) ≃ (B
op
y )
× ×Q×x ≃ Q
×
x ×
∏
zi
(Bopzi )
×,
ou` x =
∏
i zi dans F
+.
Dans [13], les auteurs justifient l’existence d’un G comme ci-dessus tel qu’en outre :
— si x est une place de Q qui n’est pas de´compose´e dans E alors G(Qx) est quasi-
de´ploye´ ;
— les invariants de G(R) sont (1, d− 1) pour le plongement τ et (0, d) pour les autres.
1.2.2. Notation. — On suppose que
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— p est de´compose´e p = uuc dans E et on note v1, v2, · · · , vr, les places de F au dessus
de u,
— et qu’il existe au moins une de ces places, mettons v1 que l’on notera v, telle que
(Bopv )
× ≃ GLd(Fv).
Pour tout sous-groupe compact Up de G(A∞,p) et m = (m1, · · · , mr) ∈ Zr≥0, on pose
Up(m) = Up × Z×p ×
r∏
i=1
Ker(O×Bvi −→ (OBvi/P
mi
vi
)×)
1.2.3. Notation. — On note I l’ensemble des sous-groupes compacts ouverts Up(m) tels
qu’il existe une place x pour laquelle la projection de Up sur G(Qx) ne contienne aucun
e´le´ment d’ordre fini autre que l’identite´, cf. [13] bas de la page 90. Pour m comme ci-dessus,
on a une application
m1 : I −→ N.
1.2.4. De´finition. — Pour tout I ∈ I, on note XI → SpecOv ≪ la varie´te´ de Shimura
associe´e a` G ≫ construite dans [13] et XI = (XI)I∈I le sche´ma de Hecke relativement au
groupe G(A∞), au sens de [7]
Remarque : les morphismes de restriction du niveau rJ,I : XJ → XI sont finis et plats. et
meˆme e´tales quand m1(J) = m1(I).
1.2.5. Notations. — (cf. [7] §1.3) Pour I ∈ I, on note :
— XI,s la fibre spe´ciale de XI et XI,s¯ := XI,s × SpecFp la fibre spe´ciale ge´ome´trique.
— Pour tout 1 ≤ h ≤ d, X≥hI,s¯ (resp. X
=h
I,s¯ ) de´signe la strate ferme´e (resp. ouverte)
de Newton de hauteur h, i.e. le sous-sche´ma dont la partie connexe du groupe de
Barsotti-Tate en chacun de ses points ge´ome´triques est de rang ≥ h (resp. e´gal a` h).
— On notera aussi X≥0I,s¯ := XI .
Remarque : pour tout 1 ≤ h ≤ d, la strate de Newton de hauteur h est de pure dimension
d− h ; le syste`me projectif associe´ de´finit alors un sche´ma de Hecke X≥hI,s¯ (resp. X
=h
I,s¯ ) pour
G = G(A∞), cf. [13] III.4.4, lisse dans le cas de bonne re´duction, i.e. quand m1 = 0.
1.2.6. Proposition. — (cf. [13] p.116) Pour tout 1 ≤ h < d, les strates X=hI,s¯ sont
ge´ome´triquement induites sous l’action du parabolique Ph,d−h(Ov)
(1) au sens ou` il existe
un sous-sche´ma ferme´ X=h
I,s¯,1h
tel que :
X=hI,s¯ ≃ X
=h
I,s¯,1h
×Ph,d−h(Ov/Pm1v ) GLd(Ov/P
m1
v ).
Pour h = 0, on ne dispose que d’une unique strate et X≥0
I,s¯,10
de´signera encore XI .
1. cf. l’appendice A pour les notations
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Soit G(h) le groupe de Barsotti-Tate universel sur X=h
I,s¯,1h
:
0→ G(h)c −→ G(h) −→ G(h)et → 0
ou` G(h)c (resp. G(h)et) est connexe (resp. e´tale) de dimension h (resp. d − h). Notons
ιm1 : (P
−m1
v /Ov)
d −→ G(h)[pm1 ] la structure de niveau universelle. Notant (ei)1≤i≤d la base
canonique de (P−m1v /Ov)
d, la strate de Newton X=h
I,s¯,1h
est alors de´finie par la proprie´te´ que{
ιm1(ei) : 1 ≤ i ≤ h
}
forme une base de Drinfeld de G(h)c[pm1 ].
1.2.7. Notation. — Dans la suite, et afin de ne pas alourdir les notations, on confon-
dra un e´le´ment a ∈ GLd(Fv)/Ph,d−h(Fv) avec le sous-espace vectoriel 〈a(e1), · · · , a(eh)〉
engendre´ par les images par a des h premiers vecteurs e1, · · · , eh de la base canonique de
F dv . On notera aussi Pa := aPh,d−ha
−1 le parabolique stabilisant a ⊂ F dv .
Pour tout ide´al I ∈ I, l’e´le´ment a ∈ GLd(Fv)/Ph,d−h(Fv) fournit un facteur direct am1
de (P−m1v /Ov)
d et donc une strate X=hI,s¯,a. Dans le cas ou` a ∈ GLd(Ov), la strate X
=h
I,s¯,a
s’obtient aussi comme l’image par a de X=h
I,s¯,1h
.
Remarque : X=hI,s¯,a peut se de´finir directement en demandant que pour (f1, · · · , fh) une base
de am−1,
{
ιm1(f1) : 1 ≤ i ≤ h} forme une base de Drinfeld de G(h)
c[pm1 ].
1.2.8. Notation. — Pour tout a ∈ GLd(Fv)/Ph,d−h(Fv), on notera X
≥h
I,s¯,a l’adhe´rence
dans X≥hI,s¯ de X
=h
I,s¯,a. On dira d’une telle strate qu’elle est pure.
Remarque : X≥hI,s¯,a\X
=h
I,s¯,a s’e´crit comme la re´union des strates X
=h′
I,s¯,b pour h < h
′ ≤ d et
b ∈ GLd(Fv)/Ph′,d−h′(Fv) tel qu’avec les notations pre´ce´dentes, am1 ⊂ bm1 .
Remarque : Le syste`me projectif (X=h
I,s¯,1h
)I∈I de´finit un sche´ma de Hecke X
=h
I,s¯,1h
pour
G(A∞,v)× Ph,d−h(K) ou` Ph,d−h(K) agit a` travers le quotient Z × GLd−h(K) de son Levi,
via l’application
(
gcv ∗
0 getv
)
7→ (v(det gcv), g
et
v ). On dira de l’action de GLh(Fv) qu’elle est
infinite´simale. Le groupe de Weil Wv en v agit sur (X
=h
I,s¯,1h
)I∈I via son quotient − deg :
Wv ։ Z ou` deg est la compose´e du caracte`re non ramifie´ de Wv, qui envoie les Frobenius
ge´ome´triques sur les uniformisantes, avec la valuation v de K.
Dans la suite du texte, nous utiliserons de manie`re cruciale la situation suivante relati-
vement au choix de a ∈ GLd(Fv)/Ph,d−h(Fv) et c ∈ GLd(Fv)/Ph+1,d−h−1(Fv) tels que a ⊂ c.
Pour tout g ≥ 1, on introduit les strates suivantes.
— Soit X=h+gI,s¯,c la re´union de strates pures
X=h+gI,s¯,c :=
⋃
b: c⊂b
dim b=h+g
X=h+gI,s¯,b ,
et X≥h+gI,s¯,c son adhe´rence.
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— Pour tout I ∈ I, on a une inclusion de strates pures X≥h+1I,s¯,c →֒ X
≥h
I,s¯,a et on utilisera
le sche´ma X≥hI,s¯,a \X
≥h+1
I,s¯,c ainsi que pour g ≥ 1 : X
≥h+g
I,s¯,a \X
≥h+g
I,s¯,c .
Remarque : lorsque I varie dans I, le syste`me des X≥hI,s¯,a\X
≥h+1
I,s¯,c n’est pas projectif. Prenons
par exemple h = 1 avec a = 〈e1〉 et c = 〈e1, e2〉. Pour b = 〈e1, e2 + ̟
2
ve3〉 alors X
=3
I,s¯,b est
contenu dans X≥1I,s¯,a \X
≥2
I,s¯,c si et seulement si m1 ≥ 3.
1.2.9. Notations. — Avec la convention que i (resp. j) correspond a` une immersion
ferme´e (resp. une inclusion ouverte), on note
ih : X≥hI,s¯ →֒ X
≥1
I,s¯, i
h
a : X
≥h
I,s¯,a →֒ X
≥1
I,s¯, j
≥h : X=hI,s¯ →֒ X
≥h
I,s¯ , j
≥h
1 : X
=h
I,s¯,1h
→֒ X≥h
I,s¯,1h
,
ainsi que
j≥ha−c : X
≥h
I,s¯,a \X
≥h+1
I,s¯,c →֒ X
≥h
I,s¯,a, et j
≥h+g
c : X
=h+g
I,s¯,c →֒ X
≥h+g
I,s¯,c .
Pour tout g ≥ 1, on introduit aussi
jh+ga−c : X
≥h+g
I,s¯,a \X
≥h+g
I,s¯,c →֒ X
≥h+g
I,s¯,a .
Remarque : lorsque a = 1h, on utilisera j
h+g
6=c pour de´signer j
h+g
1h−c
.
Enfin afin de de n’avoir que des faisceaux sur X≥1I,s¯, on utilisera aussi la notation
(2)
j=h := ih ◦ j≥h, j=h6=c := i
h
1h
◦ j≥h
1h−c
, j=h+g6=c = i
h+g
1h
◦ jh+g6=c .
Remarque : On renvoie le lecteur au §B.3 pour des comple´ments sur j=h+g6=c .
1.3. Filtrations de stratification d’apre`s [9]. — Soient S le spectre d’un corps fini
et X un sche´ma de type fini sur S, alors la t-structure usuelle sur D(X,Λ) := Dbc(X,Λ) est
A ∈ pD≤0(X,Λ)⇔ ∀x ∈ X, Hki∗xA = 0, ∀k > − dim {x}
A ∈ pD≥0(X,Λ)⇔ ∀x ∈ X, Hki!xA = 0, ∀k < − dim {x}
ou` ix : Spec κ(x) →֒ X et H
k(K) de´signe le k-ie`me faisceau de cohomologie de K.
1.3.1. Notation. — On note pC(X,Λ), ou simplement pC quand le contexte est clair, le
cœur de cette t-structure. Les foncteurs cohomologiques associe´s seront note´s pHi ; pour un
foncteur T , on notera pT := pH0 ◦ T .
Remarque : pC(X,Λ) est une cate´gorie abe´lienne noethe´rienne et Λ-line´aire. Pour Λ un
corps, cette t-structure est autoduale pour la dualite´ de Verdier. Pour Λ = Zl, on peut
munir la cate´gorie abe´lienne Zl-line´aire pC(X,Zl) d’une the´orie de torsion (T ,F) ou` T
(resp. F) est la sous-cate´gorie pleine des objets de l∞-torsion T (resp. l-libres F ) , i.e. tels
que lN1T est nul pour N assez grand (resp. l.1F est un monomorphisme).
2. Contrairement aux pre´conisations pre´ce´dentes, ne sont pas des inclusions ouvertes.
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1.3.2. De´finition. — Soit d’apre`s [15], la t-structure duale
p+D≤0(X,Zl) := {A ∈ pD≤1(X,Zl) : pH1(A) ∈ T }
p+D≥0(X,Zl) := {A ∈ pD≥0(X,Zl) : pH0(A) ∈ F}
de cœur p+C(X,Zl) muni de sa the´orie de torsion (F , T [−1]) ≪ duale ≫ de celle de
pC(X,Zl).
Remarque : pour j : U →֒ X ←֓ F : i avec U ouvert de comple´mentaire F , la t-structure
ainsi de´finie sur X muni de la the´orie de torsion pre´ce´dente, est obtenue par recollement a`
partir de celles sur U et F selon la recette
pD≤0(X,Λ) := {K ∈ D(X,Λ) : j∗K ∈ pD≤0(U,Λ) et i∗K ∈ pD≤0(F,Λ)}
pD≥0(X,Λ) := {K ∈ D(X,Λ) : j∗K ∈ pD≥0(U,Λ) et i!K ∈ pD≥0(F,Λ)}.
ou` les the´ories de torsion sont relie´es par
T := {P ∈ pC(X,Λ) : pi∗P ∈ TF et j
∗P ∈ TU}
F := {P ∈ pC(X,Λ) : pi!P ∈ FF et j
∗P ∈ FU}
1.3.3. De´finition. — (cf. [9] §1.3) Soit
F(X,Λ) := pC(X,Λ) ∩ p+C(X,Λ) = pD≤0(X,Λ) ∩ p+D≥0(X,Λ)
la cate´gorie quasi-abe´lienne des faisceaux pervers ≪ libres ≫ sur X a` coefficients dans Λ.
On identifiera aussi F(F,Λ) avec son image dans F(X,Λ) via le foncteur i∗ = i! = i!∗.
1.3.4. Lemme. — (cf. [9] lemme 1.3.11) Pour j : U →֒ X un ouvert, on a
p+j!F(U,Λ) ⊂ F(X,Λ) et
pj∗F(U,Λ) ⊂ F(X,Λ).
Remarque : si j! est t-exact alors, cf. [9] proposition 1.3.14, j! =
pj! =
p+j! et donc
j!(F(U,Λ)) ⊂ F(X,Λ). D’apre`s le lemme B.3.1, ce sera en particulier le cas pour les
j=h du paragraphe pre´ce´dent.
1.3.5. Lemme. — Soit L ∈ F(X,Λ) tel que j!j
∗L ∈ F(X,Λ), alors i∗
pH−δi∗L est nul
pour tout δ 6= 0, 1 ; pour δ = 1 c’est un objet de F(X,Λ).
De´monstration. — Partons du triangle distingue´ j!j
∗L −→ L −→ i∗i
∗L  . En utilisant
la perversite´ de L et j!j
∗L, la suite exacte longue de cohomologie perverse du triangle
distingue´ pre´ce´dent s’e´crit
0→ i∗
pH−1i∗L −→ pj!j
∗L −→ L −→ i∗
pH0i∗L→ 0.
La liberte´ de i∗
pH−1i∗L de´coule alors de celle, par hypothe`se, de pj!j
∗L = j!j
∗L.
Rappelons, cf. [9] §1.3, que tout morphisme f : L −→ L′ de F(X,Λ) posse`de :
— un noyau KerF f qui est le p-noyau de f , i.e. dans
pC(X,Λ) ;
— un conoyau CokerF f qui est le p+-conoyau de f , i.e. dans
p+C(X,Λ) ;
— une image ImF f qui est la p+-image de f ;
— une coimage CoimFf qui est la p-image de f ;
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tels que 0 → KerF f −→ L −→ CoimFf → 0 et 0 → ImF f −→ L
′ −→ CokerF → 0
sont des suites strictement exactes de F(X,Λ), ou` le qualificatif strict est rappele´ dans la
de´finition suivante.
1.3.6. De´finition. — Un morphisme f : L −→ L′ de F(X,Λ) est dit strict et on note
f : L −|→ L′, si la fle`che canonique CoimFf −→ ImF f est un isomorphisme.
Remarque : un monomorphisme f : L →֒ L′ dans pC(X,Λ) entre faisceaux pervers libres, est
strict si et seulement si son conoyau dans pC(X,Λ) est libre. Cela revient aussi a` demander
que f est un monomorphisme de p+C(X,Λ).
1.3.7. De´finition. — Un bimorphisme de F(X,Λ) est un monomorphisme qui est aussi
un e´pimorphisme.
Exemple : CoimFf −→ ImF f est un bimorphisme.
1.3.8. Notation. — On notera L −֒։ L′ un bimorphisme de F(X,Λ). Si en outre le
noyau dans p+C(X,Λ) est de dimension strictement plus petite que celle du support de L,
on notera L −֒։+ L
′.
Remarque : tout morphisme f : L −→ L′ de F(X,Λ) admet, cf. [9] proposition 1.3.7, une
factorisation canonique L −|։ CoimFf −֒։ ImF f −֒|→ L
′.
1.3.9. De´finition. — Pour L un objet de F(X,Λ), on dira que
L1 ⊂ L2 ⊂ · · · ⊂ Le = L
est une F -filtration si pour tout 1 ≤ i ≤ e− 1, Li →֒ Li+1 est un monomorphisme strict.
Pour L ∈ F(X,Λ), on conside`re le diagramme suivant
L
can∗,L
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯❯
❯❯
p+j!j
∗L
can!,L
99rrrrrrrrrrr
+ // // pj!∗j
∗L 

+
// // p+j!∗j
∗L 

+ // pj∗j
∗L
ou` la ligne du bas est, cf. la remarque suivant 1.3.12 de [9], la factorisation canonique de
p+j!j
∗L −→ pj∗j
∗L et les fle`ches can!,L et can∗,L donne´es par adjonction.
1.3.10. De´finition. — On note PL := i∗
pH−1librei
∗j∗j
∗L = KerF
(
p+j!j
∗L ։ pj!∗j
∗L
)
.
Avec les notations du diagramme ci-dessus, on pose
Fil0U,!(L) = ImF(can!,L) et Fil
−1
U,!(L) = ImF
(
(can!,L)|PL
)
.
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Remarque : d’apre`s le lemme 2.1.2 de [9], Fil−1U,!(L) ⊂ Fil
0
U,!(L) ⊂ L est une F -filtration au
sens de 1.3.9, avec L/Fil0U,!(L) ≃ i∗
p+i∗L et pj!∗j
∗L −֒։+ Fil
0
U,!(L)/Fil
−1
U,!(L), ce qui d’apre`s
le lemme 1.3.13 de [9] donne un triangle commutatif
pj!∗j
∗L 

+
// //
 w
+ )) ))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
Fil0U,!(L)/Fil
−1
U,!(L) _
+

p+j!∗j
∗L.
1.3.11. De´finition. — La filtration Fil−1U,!(L) ⊂ Fil
0
U,!(L) ⊂ L est dite sature´e si can!,L
est strict i.e. si Fil0U,!(L) = CoimF(can!,L).
Soit X un sche´ma muni
— d’une stratification S = {X = X≥1 ⊃ X≥2 ⊃ · · · ⊃ X≥e} et
— de la donne´e pour tout 1 ≤ h ≤ e d’un ensemble fini L (h) de classes d’isomorphismes
deQl-faisceaux localement constants irre´ductibles surX
=h := X≥h−X≥h+1 tels qu’en
notant j=h = ih ◦ j≥h avec j≥h : X=h →֒ X≥h et ih : X≥h →֒ X,
∀L ∈ L (h), Rnj=h∗ L est (S,L )− constructible
au sens ou` sa restriction a` tous les X=h
′
est une extension ite´re´e finie de faisceaux
irre´ductibles localement constants appartenant a` L (h′).
1.3.12. Notation. — On note Db
S,L (X,Ql) la sous-cate´gorie pleine de D
b(X,Ql)
des complexes dont les faisceaux de cohomologie sont (S,L )-constructibles au sens
pre´ce´dent ainsi que pCS,L (X,Ql) la cate´gorie abe´lienne des Ql-faisceaux pervers (S,L )-
constructibles.
1.3.13. De´finition. — Un faisceau pervers P ∈ pCS,L (X,Ql) est dit a` support dans
X≥h, si h est le plus petit entier 1 ≤ r ≤ d tel que j=r,∗P est un syste`me local non nul. Un
faisceau pervers libre P ∈ F(X,Λ) sera dit a` support dans X≥h si P ⊗ZlQl ∈
pCS,L (X,Ql)
l’est au sens pre´ce´dent.
Remarque : dans la suite on appliquera ces de´finitions pour la stratification de Newton
de la fibre spe´ciale d’une varie´te´ de Shimura de Kottwitz-Harris-Taylor, nous ferons alors
disparaitre S des notations, avec L constitue´ des syste`mes locaux d’Harris-Taylor. La
proprie´te´ de stabilite´ de L par les foncteurs Rj=h∗ de´coule des re´sultats de [7]. Dans cette
situation on dira que P est a` support dans X≥hI,s¯,A s’il est a` support dans X
≥h
I,s¯ et si pour
toute strate pure X≥hI,s¯,a, j
=h,∗
a P est un syste`me local non nul si et seulement si a ∈ A.
On cherche a` pre´sent a` construire des filtrations d’un L ∈ F(X,Λ) tel que L ⊗Zl Ql ∈
pCS,L (X,Ql), a` l’aide de la stratification S.
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1.3.14. De´finition. — Soit L ∈ F(X,Zl) tel que L⊗ZlQl ∈
pCS,L (X,Ql). On dira d’une
F -filtration
0 = Fil0
S
(L) ⊂ Fil1
S
(L) ⊂ Fil2
S
(L) · · · ⊂ File−1
S
(L) ⊂ File
S
(L) = L,
qu’elle est de type S! si pour tout k et h tel que gr
k
S
(L) est a` support dans X≥h, le
morphisme d’adjonction
p+j=h! j
=h,∗grk
S
(L) −→ grk
S
(L)
est un e´pimorphisme, pas ne´cessairement strict, de F(X,Λ).
1.3.15. De´finition. — Pour 1 ≤ h < e, on noteX1≤h := X≥1−X≥h+1 et j1≤h : X1 ≤h →֒
X≥1. Pour L ∈ F(X,Zl) soit
Filr
S,!(L) := ImF
(
p+j1≤r! j
1≤r,∗L −→ L
)
.
1.3.16. Proposition. — (cf. [9] §2.2) La de´finition pre´ce´dente munit fonctoriellement
tout objet L de F(X,Λ) d’une F-filtration de type S! dite de stratification
0 = Fil0
S,!(L) ⊂ Fil
1
S,!(L) ⊂ Fil
2
S,!(L) · · · ⊂ Fil
e−1
S,! (L) ⊂ Fil
e
S,!(L) = L.
1.3.17. De´finition. — On dira que L est S!-sature´ si pour tout 1 ≤ r ≤ e − 1 le
morphisme d’adjonction p+j1≤r! j
1≤r,∗L −→ L est strict, i.e. si
Filr
S,!(L) = CoimF
(
p+j1≤r! j
1≤r,∗L −→ L
)
.
Autrement dit si pour tout 1 ≤ r ≤ e− 1, pir+1,∗L est un objet de F(X,Λ).
Remarque : les filtrations de typeS! ne sont, en ge´ne´ral, pas assez fines. Dans [9] proposition
2.3.3, en utilisant les Fil−1U,!, on construit de fac¸on fonctorielle la filtration exhaustive de
stratification de tout objet L de F(X,Λ),
0 = Fill−2
e−1
S,! (L) ⊂ Fill
−2e−1+1
S,! (L) ⊂ · · · ⊂ Fill
0
S,!(L) ⊂ · · · ⊂ Fill
2e−1−1
S,! (L) = L, (1.3.18)
telle que tous les gradue´s grrk
S
sont libres et sont, sur Ql, simples, i.e. ve´rifient
pj=h!∗ j
=h,∗grrk
S
−֒։+ grr
k
S
, ou` X≥h est le support de grrk
S
. De´crivons rapidement la
construction de loc. cit. :
— on commence par regarder le morphisme d’adjonction p+j=1! j
=1,∗L −→ L dont le
conoyauQ1 donnera des gradue´s pour des indices strictement positifs alors que l’image
dans L du noyau P1 de
p+j=1! j
=1,∗L −→ pj=1!∗ j
=1,∗L donnera des gradue´s pour des
indices strictement ne´gatifs, le gradue´ d’indice 0 sera tel que pj=1!∗ j
=1,∗L −֒։+ gr
0
S,!(L).
— On passe alors a` la strate suivante X=2I,s¯ pour P1 et Q1. Pour F := P1 (resp. F :=
Q1), on conside`re
p+j=2! j
=2,∗F −→ F . Le conoyau de ce morphisme donnera des
gradue´s pour les indices −2e−2 < k < 0 (resp. 2e−2 < k < 2e−1), alors que le noyau
de p+j=2! j
=2,∗F −→ pj=2!∗ j
=2,∗F donnera des gradue´s pour les indices strictement
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infe´rieurs a` −2e−2 (resp. 0 < k < 2e−2) ; le gradue´ d’indice k = −2e−2 (resp. k = 2e−2)
ve´rifiant pj=2!∗ j
=2,∗F −֒։+ gr
k
S,!(L).
— On traite ainsi toutes les strates jusqu’a` h = e.
1.4. Rappels sur les faisceaux pervers de Hecke. — Soit XI = (XI)I∈I un sche´ma
de Hecke pour (G, I) au sens du §1.2.2 de [7], pour G = G(A∞,v)×P (Fv) ou` P (Fv) est un
sous-groupe de G(Fv) ≃ GLd(Fv). Rappelons que
— XI est un syste`me projectif de sche´mas relativement a` des morphismes dits de res-
triction du niveau [1]J,I : XJ −→ XI , finis et plats ;
— pour tout g ∈ G et tous J ⊂ I tels que g−1Jg ⊂ I, on dispose d’un morphisme fini
[g]J,I : XJ −→ XI ve´rifiant les proprie´te´s suivantes
— pour g ∈ I et J ⊂ I, [g]J,I = [1]J,I ;
— pour tous g, g′ ∈ G, et tous K ⊂ J ⊂ I tels que g−1Jg ⊂ I et (g′)−1Kg′ ⊂ J , on
a [gg′]K,I = [g]J,I ◦ [g
′]K,J : XK −→ XJ −→ XI .
La cate´gorie FPHG(XI ; Λ) (resp. FHG(XI ; Λ)) des faisceaux pervers (resp. des faisceaux)
de Hecke sur XI a` coefficients dans Λ est de´finie comme la cate´gorie dont :
— les objets sont les syste`mes (FI)I∈I ou` FI est un faisceau pervers (resp. faisceau) sur
XI a` coefficients dans Λ, tels que pour tout g ∈ G et J ⊂ I tel que g−1Jg ⊂ I, on
dispose d’un morphisme de faisceaux sur XI , uJ,I(g) : FI −→ [g]J,I,∗FJ soumis a` la
condition de cocycle uK,I(g
′g) = [g]J,I,∗(uK,J(g
′)) ◦ uJ,I(g) ;
— Les fle`ches sont les syste`mes (fI : FI −→ F
′
I)I∈I avec des diagrammes commutatifs :
FI
uJ,I(g) //
fI

[g]J,I,∗(FJ)
[g]J,I,∗(fJ )

F ′I
uJ,I(g) // [g]J,I,∗(F
′
J)
Remarque : par rapport a` [7] §1.3.7, on a supprime´ les conditions (ii) et (iii). Les proposi-
tions 6.1 et 6.2 de loc. cit. sont encore valables, i.e. FPHG(XI; Λ) et FHG(XI; Λ) sont des
cate´gories abe´liennes munies de foncteurs j!, i∗ (resp. Rj∗, i∗, resp. j∗, Ri
!) qui sont t-exacts
a` droite (resp. t-exacts, resp. t exacts a` gauche) avec les proprie´te´s d’adjonction habituelles,
de sorte que l’on se retrouve a` nouveau dans une situation de recollement.
Pour Λ = Zl, comme les [g]J,I,∗ sont t-exacts, les the´ories de torsion a` chaque e´tage
munissent FPHG(XI ; Λ) d’un ≪ syste`me ≫ de the´ories de torsion et donc d’un ≪ syste`me ≫ de
t-structure p+, i.e. a` chaque e´tage.
1.4.1. Notation. — On notera F(XI,Zl) la cate´gorie quasi-abe´lienne des faisceaux per-
vers ≪ libres ≫ de Hecke, i.e. le syste`me de Hecke des F(XI ,Zl) pour I ∈ I.
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2. Sur les faisceaux pervers d’Harris-Taylor
On conside`re dans cette section, un Zl-syste`me local d’Harris-Taylor HT1h(πv,Πt) as-
socie´ a` une repre´sentation irre´ductible cuspidale πv de GLg(Fv) et Πt une repre´sentation
quelconque, qui ne jouera aucun roˆle, de GLtg(Fv) ou` on a aussi pose´ h = tg. On entend
par la` qu’on a fixe´ un Zl-re´seau stable par l’action de Ph,d−h(Fv). Le but de cette section
est, en particulier, de prouver que les faisceaux de cohomologie de pj=tg
1tg ,!∗
HT1h(πv,Πt) sont
sans torsion.
2.1. Associe´s a` un caracte`re. — Soit F un faisceau pervers libre sur X≥h
I,s¯,1h
tel que
j=h,∗
1h
F est de la forme HT1h(πv,Πt). On note PF := i
h+1
∗
pH−1ih+1,∗F avec
0→ PF −→ j
=h
1h,!
j=h,∗
1h
F −→ F → 0. (2.1.1)
On conside`re alors une strate pure X≥h+1I,s¯,c ⊂ X
≥h
I,s¯,1h
, et on note pour tout r, δ ≥ 0 :
ih+r≤+δ
1h,c
: X≥h+r+δI,s¯,c ⊂ X
≥h+r
I,s¯,1h
.
Soit alors le triangle distingue´
j=h6=c,!j
=h,∗
6=c PF −→ PF −→ i
h+1
c,∗ i
h+1,∗
c PF  
2.1.2. Lemme. — Le complexe ih+1,∗c PF est un faisceau pervers libre.
De´monstration. — Comme F est de la forme ih
1h,∗
F ′, il suffit de montrer que
ih+1≤+0,∗
1h,c
(
pH−1ih≤+1,∗
1h
F ′
)
est p-pervers sans torsion. Pour ce faire, on utilise la suite spectrale
Er,s2 =
pHrih+1≤+0,∗
1h,c
(
pHsih≤+1,∗
1h
F ′
)
⇒ pHr+sih≤+1,∗
1h,c
F ′.
Comme j≥h
1h
est affine, d’apre`s le lemme 1.3.5, pHsih≤+1,∗
1h
F ′ est nul pour tout s < −1 ; la
surjectivite´ j≥h
1h,!
j≥h,∗
1h
F ′ ։ F ′, implique aussi la nullite´ pour s = 0. Ainsi la suite spectrale
pre´ce´dente de´ge´ne`re en E2 avec
pHrih≤+1,∗
1h,c
F ′ ≃ pHr+1ih+1≤+0,∗
1h,c
(
pH−1ih≤+1,∗
1h
F ′
)
.
De la meˆme fac¸on, comme j≥h
1h−c
: X≥h
I,s¯,1h
\X≥h+1I,s¯,c →֒ X
≥h
I,s¯,1h
est affine, pHrih≤+1,∗
1h,c
F ′ est
nul pour r < −1 et sans torsion pour r = −1 d’apre`s le lemme 1.3.5, d’ou` le re´sultat.
Ainsi le triangle distingue´ pre´ce´dent s’e´crit sous la forme d’une suite exacte courte
0→ j=h6=c,!j
=h,∗
6=c PF −→ PF −→ i
h+1
c,∗ i
h+1,∗
c PF → 0. (2.1.3)
Conside´rons dans un premier temps, le cas ou` F = pj=tg
1tg ,!∗
HT1h(πv,Πt). Au lemme B.3.3,
on montre que sur Ql, on a
ih+1,∗c PF ⊗Zl Ql ≃
pj
=(t+1)g
c,!∗ j
=(t+1)g,∗
c PF ⊗Zl Ql.
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L’objectif principal de cette section est ainsi de de´montrer que cet isomorphisme est encore
valable sur Zl sachant qu’a` priori on sait simplement que
pj
=(t+1)g
c,!∗ j
=(t+1)g,∗
c PF −֒։+ i
h+1,∗
c PF −֒։+
p+j
=(t+1)g
c,!∗ j
=(t+1)g,∗
c PF .
Des suites exactes courtes (2.1.1) et (2.1.3), on en de´duit le lemme suivant qui nous
rame`ne ainsi, en raisonnant par re´currence, a` prouver les isomorphismes (2.1.5).
2.1.4. Lemme. — Si les faisceaux de cohomologie de pj
=(t+1)g
!∗ HT (πv,Πt+1) sont sans
torsion et si avec les notations pre´ce´dentes pour F = pj=tg
1tg,!∗
HT1h(πv,Πt), on a
itg+1c,∗ i
tg+1,∗
c PF ≃
pj
=(t+1)g
c,!∗ j
=(t+1)g,∗
c PF , (2.1.5)
alors les faisceaux de cohomologie de pj=tg!∗ HT (πv,Πt) sont sans torsion.
Conside´rons le cas simple ou` g = 1 =, i.e. ou` πv est un caracte`re χv de F
×
v , soit
L := j=h,∗
1h
F [h− d] ≃ Zl
avec l’action du groupe fondamental Π1(X
=h
I,s¯) de X
=h
I,s¯ qui se factorise par son quotient
Π1(X
=h
I,s¯)։ D
×
v,h, ou` l’action de D
×
v,h est donne´e par un caracte`re χv.
2.1.6. Lemme. — Avec les notations pre´ce´dentes, on a
pj≥h
1h,!∗
L[d− h] ≃ p+j≥h
1h,!∗
L[d− h] ≃ Zl[d− h].
De´monstration. — Rappelons que X≥h
I,s¯,1h
est lisse sur SpecFp de sorte que Zl[d− h] y est
pervers au sens des deux t-structures avec ih≤+1,∗
1h
Zl[d − h] ∈ pD<0 et i
h≤+1,!
1h
Zl[d − h] ∈
p+D≥1, d’ou` le re´sultat.
Pour des raisons e´le´mentaires, cf. la proposition 2.4.2, on ne peut pas espe´rer l’e´galite´
entre les deux extensions interme´diaires en ge´ne´ral. L’ide´e pour prouver (2.1.5) est de
conside´rer le pousse´ en avant QF :
j=h6=c,!j
=h,∗
6=c PF
  //

PF // //
✤
✤
✤
ih+1c,∗ i
h+1,∗
c PF
pj=h6=c,!∗j
=h,∗
6=c QF
pj=h6=c,!∗j
=h,∗
6=c PF
  //❴❴❴ QF // // i
h+1
c,∗ i
h+1,∗
c PF .
2.1.7. Notation. — Pour L un syste`me local sur une strate pure X=h+gI,s¯,a avec c 6⊂ a, la
notation p(c)j=h+ga,!∗ L[d− h− g] de´signera une extension interme´diaire
pj=h+ga,!∗ L[d− h− g] −֒։+
p(c)j=h+ga,!∗ L[d− h− g]
dont le conoyau T ve´rifie la proprie´te´ suivante. Pour tout point z de X≥h+1I,s¯,c , avec iz :
{z} →֒ XI,s¯, on a
ph0i∗zT = 0.
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Notons alors que le terme pj=h6=c,!∗j
=h,∗
6=c QF du diagramme pre´ce´dent, ve´rifie la condition de
la notation ci-avant, i.e. pour tout point z de X≥h+1I,s¯,c et T le conoyau du morphisme naturel⊕
a: c 6⊂a
pj=h+ga,!∗ j
=h+g,∗
a QF −֒։+
pj=h6=c,!∗j
=h,∗
6=c QF ։ T,
on a ph0i∗zT = 0. Ainsi, on peut de´crire
pj=h6=c,!∗j
=h,∗
6=c QF a` l’aide d’une filtration dont les
gradue´s sont des faisceaux pervers de la forme p(c)j=ha,!∗j
=h,∗
a QF ou` a de´crit les sous-espaces
vectoriels de dimension h+ g de F dv ne contenant pas c. Pour mate´rialiser cette proprie´te´,
on e´crira dans la suite
p(c)j=h6=c,!∗j
=h,∗
6=c QF .
Du lemme 2.1.4 et de la proposition 2.3.1, on en de´duit la proposition suivante.
2.1.8. Proposition. — Soient πv une repre´sentation irre´ductible cuspidale de GLg(Fv)
et 1 ≤ t ≤ d
g
, alors les faisceaux de cohomologie de pj=tg!∗ HT (πv,Πt) sont sans torsion.
2.1.9. Corollaire. — Pour toute repre´sentation irre´ductible cuspidale πv de GLg(Fv) et
pour tout 1 ≤ t ≤ d/g, les gradue´s de la filtration de stratification exhaustive, cf. (1.3.18),
de j=tg! HT (πv,Πt) sont les
pj
=(t+i)g
!∗ HT (πv,Πt{−
i
2
} × Sti(πv){
t
2
})( t
2
).
Remarque : le re´sultat est de´montre´ dans [7] sur Ql, l’apport nouveau de ce nouvel e´nonce´
est le fait que sur Zl, ce sont les p-extensions interme´diaires qui interviennent.
De´monstration. — Le cas i = 0 est trivial puisque j=tg! HT (πv,Πt) ։
pj=tg! HT (πv,Πt).
Dans le cas ge´ne´ral, on se rame`ne trivialement a` j=tg
1tg ,!
HT (πv,Πt) et a` la proposition 2.3.1
qui traite le cas i = 1. Concre`tement soit tout d’abord
0→ Pi −→ j
=tg
! HT (πv,Πt) −→ P
′
i → 0,
tel que Pi ։ Qi ou` Qi ⊗Zl Ql ≃
pj
=(t+i)g
!∗ HTQl(πv,Πt{−
i
2
} × Sti(πv){
t
2
})( t
2
) : pour i = 1
on a note´ pre´ce´demment P1 = PF . Comme dans le lemme 2.1.2, i
h+1,∗
c Pi →֒ i
h+1,∗
c P1 est un
faisceau pervers libre, ce qui fournit une suite exacte analogue a` (2.1.3)
0→ j=h6=c,!j
=h,∗
6=c Pi −→ Pi −→ i
h+1
c,∗ i
h+1,∗
c Pi → 0,
avec
0→ p(c)j
=(h+i)g
6=c,!∗ j
=(h+i)g,∗
6=c Qi −→ i
h+1
c,∗ i
h+1,∗
c Qi → 0,
et le re´sultat de´coule de la proposition 2.3.1.
On en de´duit aussi directement la version entie`re de B.3.2.
2.1.10. Corollaire. — Le lemme B.3.2 est valable sur Zl.
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2.2. Extensions entre Zl-faisceaux pervers libres. — Etant donne´s deux syste`mes
locaux L1,L2 sur un ouvert j : U →֒ X, il est bien connu qu’il n’y a pas, sur Ql, d’extensions
entre leurs extensions interme´diaires, i.e. toute suite exacte courte
0→ pj!∗L1 ⊗Zl Ql[dimX] −→ PQl −→
pj!∗L2 ⊗Zl Ql[dimX]→ 0
est ne´cessairement scinde´e. Sur Zl, la proprie´te´ subsiste pourvu qu’on prenne les p (resp.
les p+) extensions interme´diaires pour L1 et L2 mais sinon il peut y avoir de telles suites
exactes courtes non scinde´es. C’est ce phe´nome`ne que l’on veut e´tudier dans ce paragraphe.
Concre`tement soient A1 et A2 des faisceaux pervers libres et A une extension
0→ A1 −→ A −→ A2 → 0,
que l’on suppose scinde´e sur Ql. Notons alors A
′
2 le tire´ en arrie`re
A′2
  //❴❴❴❴❴❴
 _
✤
✤
✤
A _

A2 ⊗Zl Ql
  // A⊗Zl Ql
de sorte que
A1 _

A1 _

A′2
  // A // //

A′1

A′2
  // A2 // // T
(2.2.1)
En particulier T est nul si et seulement si l’extension A est scinde´e, i.e. A′i ≃ Ai pour
i = 1, 2.
2.2.2. Lemme. — Avec les notations ci-avant, on suppose en outre que
— pour k = 1 et k = 2, alors Ak ≃ ik,∗
p+jk,!∗Lk[dk] ou` jk : Uk →֒ Uk est l’immersion
ouverte dans son adhe´rence de dimension dk, ik : Uk →֒ X et Lk un syste`me local.
— Si d1 > d2, alors en tout point ferme´ z de U1\U2, on a (h
−d1X)z ≃ L1,z.
Alors A = A1 ⊕ A2.
De´monstration. — La deuxie`me hypothe`se impose que lorsque l’on de´compose A sous la
forme 0 → A′2 −→ A −→ A
′
1 → 0 alors j
∗
1 i
∗
1A
′
1 = j
∗
1i
∗
1A1 = L1[d1], i.e. on ne modifie pas
le re´seau. Ainsi dans la preuve de la proposition pre´ce´dente, on doit avoir une suite p+
exacte
0→ T1[−1] −→ i1,∗
p+j1,!∗L1[d1] −→ A
′
1 → 0
ou` T1 est a` support dans U 1\U1, il est donc nul.
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2.3. Faisceaux de cohomologie des p-faisceaux pervers d’Harris-Taylor. — La
proble´matique de´crite au paragraphe pre´ce´dent est en ge´ne´ral difficile a` controˆler. Dans
notre situation, les arguments reposent
— d’une part sur l’utilisation des foncteurs j=h6=c,!∗j
=h,∗
6=c , dont le lecteur pourra trouver au
§B.3 les effets sur les Ql faisceaux pervers d’Harris-Taylor,
— et d’autre part sur la the´orie des repre´sentations du groupe mirabolique et de leurs
de´rive´es d’apre`s [5] et [16] pour son adaptation aux corps finis.
2.3.1. Proposition. — Soit Q un Zl-faisceau pervers libre qui est Ph,d−h(Fv)-e´quivariant
et tel que
— Q⊗ZlQl ≃
pj=h+g
1h,!∗
HT1h(πv,Πh⊗πv) avec πv une repre´sentation irre´ductible cuspidale
de GLg(Fv) et Πh une repre´sentation quelconque de GLh(Fv) ;
— Q s’e´crit comme une extension 0→ Q6=c −→ Q −→ Qc → 0 ou` X
≥h+1
I,s¯,c est une strate
pure contenue dans X≥h
I,s¯,1h
, avec Q6=c ≃
p(c)j=h+g6=c,!∗ j
=h+g,∗
6=c Q et Qc libre.
Alors la suite exacte ci-dessus est scinde´e et Q ≃ pj=h+g
1h,!∗
j=h+g,∗
1h
Q.
De´monstration. — Supposons dans un premier temps que la suite exacte est scinde´e et
conside´rons une strate pure X=h+gI,s¯,a telle que c 6⊂ a. Notons Qa le quotient de Q tel que
pj=h+ga,!∗ j
=h+g,∗
a Q −֒։+ Qa. La suite exacte de l’e´nonce´ e´tant scinde´ on en de´duit que Qa ≃
p(c)j=h+ga,!∗ j
=h+g,∗
a Q. Par e´quivariance, l’isomorphisme pre´ce´dent est valable pour tout c 6⊂ a
de sorte que
Qa ≃
pj=h+ga,!∗ j
=h+g,∗
a Q.
Si on note Qa le noyau de Q։ Qa alors pour a
′ 6= a, on a
Qa 
 //
!!❈
❈❈
❈❈
❈❈
❈
Q // //

Qa
Qa′ .
Comme Qa → pj=h+ga′,!∗ j
=h+g,∗
a′ Q est non nulle et que son conoyau est a` support dansX
≥h+g+1
I,s¯ ,
cette application est ne´cessairement surjective. De proche en proche, on obtient bien Q ≃
pj=h+g
1h,!∗
j=h+g,∗
1h
Q.
Montrons a` pre´sent que la suite exacte de l’e´nonce´ est scinde´. On raisonne par l’absurde
en supposant que le conoyau T de pj=h+g
1h,!∗
j=h+g,∗
1h
Q −֒։ Q, est non nul. Par construction,
il est a` support dans X≥h+gI,s¯,c . Soit T [l] sa l-torsion qui est donc un Fl-faisceau pervers
Ph,d−h(Fv)-e´quivariant, et on choisit T0 →֒ T [l] de sorte que T0 soit simple.
Notons que T →֒ T ou` T¯ est le conoyau de pj=h+g
1h,!∗
j=h+g,∗
1h
Q −֒։ p+j=h+g
1h,!∗
j=h+g,∗
1h
Q que
l’on peut aussi e´crire sous la forme
0→ T 6=c −→ T −→ T c → 0 (2.3.2)
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ou` T 6=c (resp. T c) est le conoyau de
pj=h+g6=c,!∗ j
=h+g,∗
6=c Q −֒։
p+j=h+g6=c,!∗ j
=h+g,∗
6=c Q,
(resp. de pj=h+gc,!∗ j
=h+g,∗
c Q −֒։
p+j=h+gc,!∗ j
=h+g,∗
c Q). Concre`tement, supposons pour simplifier
les notations que c = 1h+1, et conside´rons une filtration du conoyau du bimorphisme
pj=h+g
1h+g ,!∗
j=h+g,∗
1h+g
Q −֒։+
p+j=h+g
1h+g ,!∗
j=h+g,∗
1h+g
Q։ T 1.
Alors T 1[l] admet une filtration avec pour gradue´s
ind
Ph,g,d−h−g(Fv)
Ph,g+δk,d−h−g−δk (Fv)
pjk,!∗Lk[dk]
ou` Lk est un Fl-syste`me local sur Uk ⊂ X
=h+g+δk
I,s¯,1h+g+δk
avec jk : Uk →֒ Uk →֒ X
≥1
I,s¯, dk :=
dimUk ≤ d − h − g − δk. Pour zk un point ge´ne´rique de Uk, on e´crit la fibre en zk de Lk
en tant que Fl-repre´sentation du sous-groupe de Levi de Ph,g,δk(Fv) sous la forme rl(Πh)⊗
rl(πv){rk} ⊗ π¯k.
En ce qui concerne T [l], il suffit alors d’induire de Ph,g,d−h−g(Fv) a` Ph,d−h(Fv).
Conside´rons ainsi un point ge´ne´rique z d’un des Uk →֒ X
=h+g+δ
I,s¯,1h+g+δ
tels que dk = dimUk est
maximal, et regardons simplement l’action infinite´simale de Ph,g+δ(Fv) sur la fibre en z.
La filtration de T 1[l] ci-avant fournit alors une filtration de T z[l] dont les gradue´s en
tant que Fl-repre´sentation du sous-groupe de Levi de Ph,g+δk(Fv), s’e´crivent sous la forme
rl(Πh) ⊗
(
rl(πv){rk} × π¯k). La suite exacte courte (2.3.2) fournit alors sur chacun de ces
gradue´s, une suite exacte courte P1,g+δ−1(Fv)-e´quivariante
0→ rl(πv{rk})×(π¯i)|P1,δ−1(Fv) −→
(
rl(πv{k})×π¯i
)
|P1,g+δ−1(Fv)
−→ rl(πv{rk})|P1,g−1(Fv)×π¯i → 0
ou` la premie`re induite a` gauche (resp. celle de droite) est l’induite de M1,g,δ(Fv) := 1 0 ∗0 GLg ∗
0 0 ∗
 (resp. de P1,g−1,δ(Fv)) a` P1,g+δ−1(Fv). En particulier T0 →֒ T [l] se fac-
torise par un de ces gradue´s avec ph0i∗zT0 →֒ rl(Πh)⊗
(
rl(πv{rk})|P1,g−1(Fv) × π¯k).
Conside´rons alors le tire´ en arrie`re Q0
pj=h+g
1h,!∗
j=h+g,∗
1hQ
  // Q // // T
pj=h+g
1h,!∗
j=h+g,∗
1hQ
  // Q0
?
OO✤
✤
✤
✤
// //❴❴❴ T0
?
OO
Par composition des monomorphismes stricts, on a encore
0→ p(c)j=h+g6=c,!∗ j
=h+g,∗
6=c Q0 −→ Q0 −→ Q0,c → 0 (2.3.3)
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avec ph0i∗zQ0 =
ph0i∗zQ0,c =
ph0i∗zT0. En outre z e´tant choisi dans X
≥h+1
I,s¯,c , on e´crit
ph0i∗zT0
sous la forme rl(Πh)⊗ θ ou` θ est une repre´sentation irre´ductible de GLg+δ(Fv)
θ _

 x
++❱❱❱
❱❱❱❱
❱❱❱
❱❱❱
❱❱❱❱
❱❱❱
❱❱❱
❱❱❱
rl(πv{rk})× (π¯k)|P1,δ−1(Fv)
  //
(
rl(πv{rk})× π¯k
)
|P1,g+δ−1(Fv)
// // rl(πv{rk})|P1,g−1(Fv) × π¯k.
On utilise a` pre´sent la the´orie des repre´sentations du groupe P1,g+δ−1(Fv) de [5] dans le
cas complexe et [16] chapitre III §1 sur Fl. En particulier d’apre`s [16] III 1.10, pour π¯k
irre´ductible, rl(πv{rk})|P1,g−1(Fv) × π¯k admet une unique de´rive´e d’ordre > 0 non nulle de
sorte que d’apre`s [16] III.1.5, c’est une repre´sentation irre´ductible de P1,g+δ−1(Fv). Ainsi
(i) d’une part θ ≃ rl(πv{rk})|P1,g−1(Fv) × π¯k et donc Q0,c ≃ ind
P1,g+δ−1(Fv)
P1,g−1,δ(Fv)
Q1h+g ou`
pj=h+g
1h+g ,!∗
j=h+g,∗
1h+g
Q0 −֒։+ Q1h+g de conoyau T0,1h+g non nul.
(ii) D’autre part, si on veut que rl(πv{rk}) × π¯k ne soit pas une repre´sentation
irre´ductible, auquel cas θ ne pourrait pas eˆtre stable sous l’action de GLg+δ(Fv), le
support cuspidal de θ doit eˆtre un segment de Zelevinsky, ne´cessairement associe´ a`
rl(πv{rk}). En particulier toutes les de´rive´es d’ordre 0 < k < g de π¯k sont nulles.
On utilise alors que l’extension (2.3.3) est scinde´e sur Ql pour e´crire Q0 sous la forme
0→ pj=h+gc,!∗ j
=h+g,∗
c Q0 −→ Q0 −→ Q0, 6=c → 0.
D’apre`s (2.2.1), si l’extension (2.3.3) n’est pas scinde´e, on a une fle`che Ph,1,g+δ−1,d−h−g−δ(Fv)-
e´quivariante non nulle T0 −→ T6=c ou` T6=c est le conoyau de
p(c)j=h+g6=c,!∗ j
=h+g,∗
6=c Q0 −֒։+ Q0, 6=c,
i.e. une injection
rl(πv{rk})|P1,g−1(Fv) × π¯k →֒ rl(πv{rk})× (π¯)|P1,δ−1(Fv),
ou` le support cuspidal de π¯ doit (3) eˆtre dans la droite de Zelevinsky associe´e a` rl(πv{rk}).
On reprend alors la preuve du the´ore`me 4.11 de [5] p458, cf. [16] pour la justification
que les arguments de loc. cit. sont valables sur Fl. On introduit, d’apre`s [5] 3.2 p450, le
foncteur
Φ− := rV,ψ : Alg(P1,n−1(Fv)) −→ Alg(P1,n−2(Fv))
qui a` une repre´sentation alge´brique V de P1,n−1(Fv) associe la repre´sentation alge´brique de
P1,n−2(Fv) sur V/E(V, θ) ou` E(V, θ) est le sous-espace de V engendre´ par π(u)ζ − ψ(u)ζ
ou` u (resp. ζ) de´crit P1,n−1(Fv) (resp. V ), cf. loc. cit. p444, et ou` ψ est un caracte`re additif
non trivial de Fv qu’on prolonge sur le radical unipotent de P1,n−1(Fv).
3. On peut sans difficulte´ montrer que π¯ devrait eˆtre isomorphe a` π¯k.
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D’apre`s [5] §3.5, cf. aussi [16] III.1.3, on a (Φ−)g−1
(
rl(πv{rk})|P1,g−1(Fv) × π¯k
)
6= (0) et
(Φ−)g
(
rl(πv{rk})|P1,g−1(Fv) × π¯k
)
= (0). De l’exactitude de Φ−, on en de´duit alors que
(Φ−)g−1
(
rl(πv{rk})|P1,g−1(Fv) × π¯k
)
→֒
(Φ−)g−1
(
rl(πv{rk})× (π¯)|P1,δ−1(Fv)
)
= rl(πv{rk})× (Φ
−)g−1
(
(π¯)|P1,δ−1(Fv)
)
,
la dernie`re e´galite´ de´coulant de [5] proposition 4.13 (c) et du point (ii) ci-avant, i.e. du fait
que les de´rive´es d’ordre < g de π¯k sont nulles. D’apre`s [5] proposition 4.13 (d), on a alors
Φ−
(
(Φ−)g−1
(
rl(πv{rk})|P1,g−1(Fv) × π¯i
)
= (Φ−)g
(
rl(πv{rk})|P1,g−1(Fv) × π¯i
)
6= 0, ce qui n’est
pas, d’ou` la contradiction et donc la suite de l’e´nonce´ est bien scinde´e.
A` ce stade nous avons donc prouve´ la proposition 2.1.8, i.e. que les faisceaux de co-
homologie des p-extensions interme´diaires des syste`mes locaux d’Harris-Taylor, sont sans
torsion. Afin d’e´tudier les faisceaux de cohomologie de ΨI, cf. le §3.3, nous utiliserons
l’e´nonce´ suivant qui n’est qu’une version le´ge`rement modifie´e de la proposition pre´ce´dente.
2.3.4. Proposition. — Soit X≥1I,s¯,c une strate pure et Q6=c un Zl-faisceau pervers libre
et Pc(Fv)-e´quivariant tel que Q6=c ⊗Zl Ql ≃
pj=tg6=c,!∗HT6=c(πv, τ) pour πv une repre´sentation
irre´ductible cuspidale de GLg(Fv) et ou` τ est la repre´sentation mirabolique de P1,tg−1(Fv),
i.e. celle dont la seule de´rive´e non nulle est celle d’ordre tg. On conside`re alors une exten-
sion de faisceaux pervers libre P1,d−1(Fv)-e´quivariants :
0→ Q6=c −→ X −→ Pc → 0
telle que
— l’extension est scinde´e apre`s extension des scalaires a` Ql ;
— avec les notations pre´ce´dentes, Q6=c ≃
p(c)j=tg6=c,!∗j
=tg,∗
6=c Q6=c ;
— Pc est supporte´ sur une strate X
≥h
I,s¯,c avec h ≤ tg.
Alors l’extension ci-avant est scinde´e.
De´monstration. — On raisonne comme dans la preuve de la proposition pre´ce´dente en
partant de
0→ P ′c −→ X −→ Q
′
6=c → 0
avec Q6=c −֒։+ Q
′
6=c. Le conoyau T
′
6=c de
pj=tg6=c,!∗j
=tg,∗
6=c Q6=c −֒։+ Q
′
6=c, d’apre`s (2.2.1), s’iden-
tifie avec le conoyau Tc de P
′
c −֒։ Pc. On de´crit alors Tc[l] a` l’aide d’une filtration comme
ci-avant ou` les gradue´s sont de la forme i∗
pj!∗LFl ⊗ (π¯ × σP1,h−1(Fv)) et on observe que
π¯ × σP1,h−1(Fv) est de de´rive´e infe´rieure ou e´gale a` h ≤ tg, alors que la de´rive´e de tout
sous-espace de π¯|P1,δ(Fv) × τ est d’ordre strictement supe´rieur a` celui de τ , i.e. tg de sorte
que Tc[l] est ne´cessairement trivial, i.e. la suite exacte courte de l’e´nonce´ est scinde´e.
En particulier dans le cas ou` h = tg, on obtient le re´sultat suivant.
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2.3.5. Corollaire. — Soit X≥1I,s¯,c une strate pure et soit Q un Zl-faisceau pervers libre,
GLd(Fv)-e´quivariant tel que :
— Q⊗ZlQl ≃
pj=tg!∗ HT (πv, Stt(πv)) pour πv une repre´sentation irre´ductible cuspidale de
GLg(Fv) ;
— Q s’e´crit comme une extension de faisceaux pervers libres Pc(Fv)-e´quivariants
0→ Q6=c −→ Q −→ Qc → 0
avec Q6=c ≃
p(c)j=tg6=c,!∗j
=tg,∗
6=c Q6=c.
Alors la suite exacte ci-dessus est scinde´e.
2.4. Sur les extensions interme´diaires des syste`mes locaux d’Harris-Taylor. —
Au §3.2, nous montrerons le re´sultat suivant.
2.4.1. Proposition. — Soit πv,−1 une repre´sentation irre´ductible cuspidale de GLg(Fv)
dont la re´duction modulo l est supercuspidale, alors, pour tout 1 ≤ t ≤ d
g
et pour toute
repre´sentation Πt de GLtg(Fv), le bimorphisme naturel
pj=tg!∗ HT (πv,−1,Πt) −֒։+
p+j=tg!∗ HT (πv,−1,Πt),
est un isomorphisme.
Notons ̺ la re´duction modulo l d’une telle πv,−1 qui est donc par hypothe`se, supercuspi-
dale. Avec les notations du §A.3, notons τ¯ la re´duction modulo l de πv,−1[1]D qui est donc
irre´ductible, de sorte que πv,−1 ∈ Scusp−1(τ¯ ). Dans ce paragraphe, nous voulons en de´duire
le calcul de la p-torsion du conoyau du bimorphisme ci-avant lorsque πv,u ∈ Scuspu(τ¯)
pour u ≥ 0. Avec les notations de A.2.9, cela signifie que la re´duction modulo l de πv,u est
isomorphe a` ρu.
Soit F(•) := • ⊗L
Zl
Fl, le foncteur de re´duction modulo l. Rappelons que ce dernier ne
commute pas aux foncteurs de troncations et que d’apre`s les e´quations 2.54-2.61 de [15],
on a
Fpj!∗ →
pj!∗F→H
−1Fpi∗
pH0torsi
∗j∗[1] 
pj!∗F→ F
p+j!∗ →H
0Fpi∗
pH0torsi
∗j∗  
En revanche, dans le cas ou` pj! =
p+j!, en utilisant
pj! →
p+j! →
pi∗H
−1
torsi
∗j∗[1] 
quand pi∗H
−1i∗j∗ est libre, alors le triangle distingue´
Fpj! →
pj!F→H
−1Fpi∗
pH−1torsi
∗j∗[2] 
nous donne que F et pj! commutent.
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2.4.2. Proposition. — Avec les notations pre´ce´dentes et celles de la proposition A.2.16,
dans le groupe de Grothendieck des Fl-faisceaux pervers e´quivariants sur XI,s¯, on a l’e´galite´
F
(
pj
=tgu(̺)
!∗ HT (πv,u,Πt)
)
= m(̺)lu
s−tm(̺)lu∑
r=0
pj
=tgu(̺)+rg−1(̺)
!∗
HT
(
̺, rl(Πt)
−→
×V̺(r + tm(̺)l
u, < δu)
)
⊗ Ξr
g−1
2 .
Remarque : dans le groupe de Grothendieck, l’induite rl(Πt)
−→
×V̺−1(r + tm(̺−1)l
u, < δu)
n’intervient que par sa semi-simplifie´e. Pour les meˆmes raisons, il est inutile de pre´ciser les
re´seaux stables utilise´s pour les syste`mes locaux de la formule pre´ce´dente.
De´monstration. — Les cas tgu ≥ d e´tant triviaux, on raisonne par re´currence en supposant
le re´sultat acquis pour tout t < t′ et on traite le cas de t. L’ide´e est de partir de la
commutation entre F et les j=tg! :
F
(
j
=tgu(̺)
! HT (πv,u,Πt)
)
=
su∑
t′=t
F
(
pj
=t′gu(̺)
!∗ HT (πv,u,Πt
−→
×Stt′−t(πv,u))
)
⊗ Ξ
(t′−t)(gu(̺)−1)
2 ),
et, en posant t(u) = tm(̺)lu
F
(
j
=t(u)g−1(̺)
! HT (πv,−1,Πt)
)
=
s∑
t′=t(u)
F
(
pj
=t′g−1(̺)
!∗ HT (πv,−1,Πt)
−→
×Stt′−t(u)(π−1)
)
⊗ Ξ
(t′−t(u))(g−1(̺)−1)
2 . (2.4.3)
Or d’apre`s A.3.10, on a
Fj=tgu(̺)! HT (πv,u,Πt) = j
=tgu(̺)
! FHT (πv,u,Πt) = m(̺)l
uj
=t(u)g−1(̺)
! FHT (πv,−1,Πt)
et d’apre`s l’hypothe`se de re´currence, on a
su∑
t′=t+1
F
(
pj
=t′gu(̺)
!∗ HT (πv,u,Πt
−→
×Stt′−t(πu))
)
⊗ Ξ
(t′−t)(gu(̺)−1)
2
=
s(u)∑
t′=t(u)+1
pj
≥t′g−1(̺)
!∗ HT (̺, rl(Πt)
−→
×V̺−1(t
′ − t(u),≥ δu))⊗ Ξ
(t′−t(u))(g−1(̺)−1)
2 (2.4.4)
En soustrayant (2.4.4) a` (2.4.3), on obtient le re´sultat.
Remarque : on notera en particulier que si Πt est un sous-quotient irre´ductible de Stt(πv,u)
alors pour tout sous-quotient irre´ductible σ de V̺−1(s(u)− t(u),≥ δu), l’induite Πt × σ est
irre´ductible.
Remarque : la surjection
pj
=t′gu(̺)
! (FHT (πv,u,Πt
′))։ F(pj=t
′gu(̺)
!∗ HT (πv,u,Πt′))
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nous donne en outre que la suite des dimensions des gradue´s de la filtration de stratifi-
cation exhaustive est strictement croissante ce qui fixe comple`tement cette filtration. En
particulier, en notant T := itg∗
(
pH0tori
tg,∗j≥tg∗ [1]
)
, alors pour tout sous-faisceau pervers T0
de la l-torsion T [l] de T , il existe un sous-quotient irre´ductible σ de V̺−1(s(u)− t(u),≥ δu)
tel que T0 admet
pj
=s(u)g−1(̺)
!∗ HT (̺, rl(Πt)
−→
×σ)⊗ Ξ
(s(u)−t(u))(g−1(̺)−1)
2 comme sous-objet.
Remarque : la l-torsion du quotient des p+ faisceaux pervers d’Harris-Taylor par leur
p version, est comple`tement de´crit par la combinatoire de la re´duction modulo l des
repre´sentations de GLd(Fv) et de D
×
v,d. L’e´tude de la torsion d’ordre supe´rieure de´coulerait
selon le meˆme sche´ma de de´monstration, de l’e´tude de la re´duction modulo ln des
repre´sentations irre´ductibles de GLd(Fv) et D
×
v,d.
3. Cycles e´vanescents
Pour tout I ∈ I, le faisceaux pervers des cycles e´vanescents RΨηv,I(Λ[d − 1])(
d−1
2
) sur
XI,s¯ sera note´ ΨI,Λ. Le faisceau pervers de Hecke associe´ sur XI,s¯ est note´ ΨI,Λ. Pour
Λ = Zl, on notera plus simplement ΨI et ΨI . On notera aussi qu’avec ces de´calages, ΨI,Λ
est autodual pour la dualite´ de Grothendieck-Verdier.
Remarque : soit, cf. [13] III.2, Lξ le syste`me local attache´ a` une repre´sentation irre´ductible
alge´brique ξ de G sur Λ. Alors RΨηv,I(Lξ) ≃ RΨηv,I(Λ) ⊗ Lξ, i.e. d’un point de vue
faisceautique, le roˆle de Lξ est transparent ce qui justifie de n’e´tudier que le cas ξ trivial.
D’apre`s [7] the´ore`me 2.2.4, cf. aussi la proposition B.2.2, les gradue´s de la filtration par
les poids de ΨI,Ql sont les P(t, πv)(
1−t+2k
2
) ou`
— πv de´crit les classes d’e´quivalence inertielle des repre´sentations irre´ductibles cuspi-
dales de GLg(Fv) pour g variant de 1 a` d,
— t varie de 1 a` ⌊d
g
⌋ et k de 0 a` t− 1.
3.0.1. De´finition. — On dira d’un Zl-faisceau pervers libre P tel que
P ⊗Zl Ql ≃ P(t, πv)(
1− t+ 2k
2
)
comme ci-avant, tel que πv ∈ Scuspi(τ¯ ), qu’il est un faisceau pervers d’Harris-Taylor de
τ¯ -type i, ou simplement de type τ¯ quand on ne souhaitera pas pre´ciser l’indice i.
Le but de cette section est de montrer que les faisceaux de cohomologie HiΨI de ΨI
sont sans torsion. Pour ce faire, comme indique´ dans l’introduction, nous allons utiliser
une filtration de ΨI dont la suite spectrale calculant les H
iΨI a` partir des faisceaux de
cohomologie de ses gradue´s, de´ge´ne`re en E1.
3.1. De´composition supercuspidale. — A` l’aide des varie´te´s d’Igusa de premie`re et
seconde espe`ce, les auteurs de [13] p136, associent a` toute Λ-repre´sentation admissible ρv de
D×v,h, un Λ-syste`me local LΛ,1h(ρv) sur X
=h
I,s¯,1h
muni d’une action de G(A∞,v)×Ph,d−h(Ov),
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ou` le deuxie`me facteur agit via la projection Ph,d−h(Ov) −→ Z×GLd−h(Ov) comme dans
la remarque pre´ce´dant 1.2.8. On note alors
LΛ(ρv) := LΛ,1h(ρv)×Ph,d−h(Ov) GLd(Ov)
sa version induite sur X=hI,s¯ , cf. les notations du §B.1. Pour ρv une repre´sentation de D
×
v,h,
on notera LΛ(ρv) pour LΛ(ρv,|D×
v,h
).
Remarque : l’action du facteur GLh(Fv) du sous-groupe de Levi Ph,d−h(Fv) est dite ≪ in-
finite´simale ≫. Pour toute strate pure X=hI,s¯,a et pour LΛ,a(ρv) le syste`me local associe´,
on a aussi une action dite infinite´simale du facteur GLh(Fv) du sous-groupe de Levi de
Pa(Fv) = aPh,d−h(Fv)a
−1, cf. le deuxie`me tiret de A.1.2.
Le de´coupage (B.2.16) de ΨI,Ql selon les classes d’e´quivalence inertielles des repre´sentations
irre´ductibles cuspidales πv de GLg(Fv) pour g variant de 1 a` d, n’est plus valable sur Zl.
L’ide´e est alors d’utiliser la proposition A.3.6. Ainsi a` la de´composition ρv ≃
⊕
τ¯∈R
F¯l
(h) ρv,τ¯
d’une Ql-repre´sentation entie`re de D
×
v,h, selon ses τ¯ -composantes, on associe
LZl(ρv) ≃
⊕
τ¯∈R
F¯l
(h)
LZl(ρv,τ¯ ).
3.1.1. Proposition. — (cf. [13] proposition IV.2.2 et le §2.4 de [7])
On a un isomorphisme (4) G(A∞,v)× Ph,d−h(Fv)×Wv-e´quivariant
ind
D×
v,h
(D×
v,h
)0̟Zv
(
Hh−d−iΨI,Zl
)
|X=h
I,s¯,1h
≃
⊕
τ¯∈R
Fl
(h)
LZl,1h(U
h−1−i
τ¯ ,N ),
ou` U•τ¯ ,N est de´fini en 1.1.3 et la correspondance entre le syste`me indexe´ par I et N est
donne´s par l’application m1 de 1.2.3.
3.1.2. Notation. — Pour τ¯ ∈ RFl(h), on notera LZl,1h(τ¯ ) pour LZl,1h(U
h−1
τ¯ ,N,free) et LZl(τ¯)
pour la version induite.
Remarque : on retrouve ces syste`mes locaux dans les gradue´s grh! (ΨI) de la filtration de
stratification
j=h,∗grh! (ΨI) ≃
⊕
τ¯∈R
Fl
(h)
LZl(τ¯).
3.1.3. Proposition. — On a une de´composition
ΨI ≃
d⊕
g=1
⊕
̺∈Scusp
Fl
(g)
Ψ̺
4. Noter le de´calage [d− 1] dans la de´finition de Ψ
I,Zl
.
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ou` les gradue´s grh! (Ψ̺) de la filtration de stratification de Ψ̺ ve´rifient, cf. la notation A.3.8,
j=h,∗grh! (Ψ̺) ≃
{
0 si g ∤ h
LZl(̺[t]D) pour h = tg,
et ou` les constituants irre´ductibles de Ψ̺ ⊗Zl Ql sont exactement ceux de ΨI ⊗Zl Ql qui
sont de type ̺ au sens de la de´finition 3.0.1.
De´monstration. — Raisonnons par re´currence sur la filtration de stratification de ΨI
0 = Fil0! (ΨI) ⊂ Fil
1
! (ΨI) ⊂ · · · ⊂ Fil
d
! (ΨI) = ΨI
en supposant l’existence d’une de´composition
Fillr! (ΨI) =
d⊕
g=1
⊕
̺∈Scusp
Fl
(g)
Filr!,̺(ΨI).
Le cas de r = 0 e´tant clair, supposons le re´sultat acquis pour r− 1 et montrons le pour r.
De la de´composition j=r,∗grr! (ΨI) ≃
⊕
g|r=tg
⊕
̺∈ScuspFv (g)
LZl(̺[t]D), on obtient
grr! (ΨI) ≃
⊕
g|r
⊕
̺∈ScuspFv (g)
grr!,̺(ΨI)
avec j=r! LZl(̺[t]D)[d− r]։ gr
r
!,̺(ΨI) et ou` tous les constituants simples de gr
r
!,̺(ΨI)⊗ZlQl
sont de type ̺.
Conside´rons alors un diagramme comme (2.2.1) ou` A1 (resp. A2) est un faisceau pervers
d’Harris-Taylor de type ̺1 (resp. ̺2) ou` on suppose que ̺1 et ̺2 ne sont pas dans la meˆme
droite de Zelevinsky. L’action de Wv sur T [l] vu comme quotient de A
′
1 (resp. de A2) est
alors isotypique relativement a` la repre´sentation galoisienne associe´e a` ̺1 (resp. ̺2) par
la correspondance de Langlands-Vigneras, d’ou` la contradiction. Ainsi grr!,̺2(ΨI) est en
somme directe avec Filr−1!,̺1 (ΨI) ce qui donne la proprie´te´ au rang r en faisant varier ̺1 et
̺2.
Remarque : on peut donc ainsi traiter se´pare´ment chacun des Ψ̺, ce qui nous ame`ne a` fixer
pour la suite une telle Fl-repre´sentation irre´ductible supercuspidale ̺.
3.1.4 — Notations : dans la fin de cette section, nous allons introduire quelques nota-
tions utiles dans les paragraphes suivants. Avec les notations de A.3.4, rappelons que
g−1(̺) | g0(̺) | · · · | gs(̺). On note alors i̺(h) le plus grand entier i ≥ −1 tel que gi(̺)
divise h = gi(̺)ti(̺, h). De la formule (B.2.17), on a alors
j=h,∗grh! (Ψ̺)⊗Zl Ql ≃
i̺(h)⊕
i=−1
⊕
πv∈Scuspi(τ¯ )
j=h,∗P(ti(̺, h), πv)(
1− ti(̺, h)
2
). (3.1.5)
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Notons alors, pour k = −i̺(h), · · · , 1,
Filk̺
(
j=h,∗grh! (Ψ̺)⊗Zl Ql
)
:=
k⊕
i=−i̺(h)
⊕
πv∈Scuspi(τ¯)
j=h,∗P(ti(̺, h), πv)(
1− ti(̺, h)
2
)
et soit
Filk̺
(
j=h,∗grh! (Ψ̺)
)
  //❴❴❴
 _
✤
✤
✤
Filk̺
(
j=h,∗grh! (Ψ̺)⊗Zl Ql
)
 _

j=h,∗grh! (Ψ̺)
  // j=h,∗grh! (Ψ̺)⊗Zl Ql,
et grk̺(j
=h,∗grh! (Ψ̺)) les gradue´s associe´s a` cette ̺-filtration na¨ıve. Avec les notations de
B.2.3, on note
0→ grh,−! (Ψ̺) −→ gr
h
! (Ψ̺) −→ gr
h,+
! (Ψ̺)→ 0,
tel que grh,+! (Ψ̺)⊗Zl Ql ≃
pj=h!∗ j
=h,∗grh! (Ψ̺ ⊗Zl Ql) et on introduit
grh,+!,≥0(Ψ̺) _

j=h! j
=h,∗grh! (Ψ̺)
// //

grh,+! (Ψ̺)
✤
✤
✤
j=h! gr
−1
̺
(
j=h,∗grh! (Ψ̺)
)
// //❴❴❴ grh,+!,−1(Ψ̺).
Enfin on peut filtrer chacun des grk̺(j
=h,∗grh! (Ψ̺)) de sorte que les gradue´s soient des
syste`mes locaux d’Harris-Taylor, i.e. des re´seaux stables de chacun des j=h,∗P(ti(̺, h), πv)(
1−ti(̺,h)
2
),
lesquels de´pendent, a` priori, de tous les choix non naturels faits pour construire cette
filtration. Ainsi pour k = −1, on obtient alors une filtration de grh,+!,−1(Ψ̺) dont les gradue´s
seront note´s grh,+!,πv(Ψ̺), pour πv ∈ Scusp−1(̺).
On introduira aussi, pour i ≥ 0 et πv ∈ Scuspi(̺), les notations gr
h,+
!,i (Ψ̺) et gr
h,+
!,πv(Ψ̺),
qui de´pendent de tous les choix faits.
3.2. Preuve de la proposition 2.4.1. — Notons j¯ : XI,η¯ →֒ XI ←֓ XI,s¯ : i¯, et
conside´rons la t-structure p sur XI := XI ×SpecOv SpecOv obtenue en recollant(
pD≤−1(XI,η,Zl),
pD≥−1(XI,η,Zl)
)
et
(
pD≤0(XI,s,Zl),
pD≥0(XI,s,Zl)
)
.
Les foncteurs j¯! et j¯∗ =
pj¯!∗ sont alors t-exacts avec
0→ ΨI −→ j¯!Zl[d− 1](
d− 1
2
) −→ j¯∗Zl[d− 1](
d− 1
2
)→ 0
ou` ΨI =
pH−1i¯∗j¯∗Zl[d− 1](
d−1
2
).
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3.2.1. Lemme. — Pour Λ = Zl, ΨI,Zl est un objet de F(XI,s¯,Zl).
De´monstration. — D’apre`s [1] proposition 4.4.2, ΨI,Zl est un objet de
pD≤0(XI,s¯,Zl).
D’apre`s [14] variante 4.4 du the´ore`me 4.2, on a DΨI,Zl ≃ ΨI,Zl de sorte que
ΨI,Zl ∈
pD≤0(XI,s¯,Zl) ∩
p+D≥0(XI,s¯,Zl) = F(XI,s¯,Zl).
Le morphisme j¯6=c : XI \X
≥1
I,s¯,c →֒ XI e´tant affine, on peut reprendre la preuve du lemme
2.1.2 et conclure a` la liberte´ de pH0i1,∗c
(
ΨI
)
≃
⊕
̺
pH0i1,∗c
(
Ψ̺
)
avec
0→ j¯6=c,!j¯
∗
6=cΨ̺ −→ Ψ̺ −→ i
1
c,∗
pH0i1,∗c
(
Ψ̺
)
→ 0. (3.2.2)
De l’exactitude de j¯6=c,!j¯
∗
6=c, les filtrations de Ψ̺ introduites plus avant, fournissent des
filtrations de j¯6=c,!j¯
∗
6=cΨ̺. Ainsi la filtration de stratification fournit les gradue´s gr
h
!, 6=c(Ψ̺)
avec
0→ grh,−! (Ψ̺) −→ gr
h
!, 6=c(Ψ̺) −→ gr
h,+
!, 6=c(Ψ̺)→ 0.
Remarque : au sens de la notation 2.1.7, on a grh,+!, 6=c,πv(Ψ̺) ≃
p(c)j=h6=c,!j
=h,∗
6=c gr
h
! (Ψ̺).
3.2.3. Notation. — Partant des grh,+!, 6=c(Ψ̺), on introduit comme pre´ce´demment les
grh,+!, 6=c,−1(Ψ̺), gr
h,+
!, 6=c,≥0(Ψ̺) et gr
h,+
!, 6=c,πv(Ψ̺) pour tout πv ∈ Scusp(̺).
Comme rappele´ a` la proposition B.3.4, le faisceau pervers libre i1c,∗
pH0i1,∗c
(
Ψ̺
)
admet
une filtration de stratification (5)
Fil0c(Ψ̺) = 0 ⊂ Fil
1
c(Ψ̺) ⊂ · · · ⊂ Fil
d
c(Ψ̺) = i
1
c,∗
pH0i1,∗c
(
Ψ̺
)
,
dont les gradue´s grhc (Ψ̺) ve´rifient, en supposant pour simplifier les notations que c = 11,
grhc (Ψ̺)⊗Zl Ql ≃ ind
P1,d−1(Fv)
P1,h−1,d−h(Fv)
pj=h1h,!∗j
=h,∗
1h
grh! (Ψ̺)⊗Zl Ql.
3.2.4. Notation. — Comme pre´ce´demment, on introduit les notations grhc,−1(Ψ̺) et
grhc,≥0(Ψ̺).
Pour prouver le the´ore`me 3.3.1, il nous suffit de montrer que la filtration de stratification
de i1c,∗
pH0i1,∗c Ψ̺, dont la Ql-version est donne´e a` la proposition B.3.4,admet pour gradue´s
les p-extensions interme´diaires de B.3.4. En effet soit z un point ge´ome´trique et X≥1I,s¯,c une
strate pure contenant z. De la suite exacte courte
0→ j¯6=c,!j¯
∗
6=cΨ̺ −→ Ψ̺ −→
pH0i1,∗c
(
Ψ̺
)
→ 0,
on en de´duit que le germe en z de HiΨ̺ est donne´ par celui de
pH0i1,∗c
(
Ψ̺
)
. Or
5. La formulation sur Ql est plus agre´able car on peut y se´parer les contributions selon les cuspidales
de GLg(Fv) pour g variant de 1 a` d.
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— si pH0i1,∗c
(
ΨI,Zl
)
admet une filtration dont les gradue´s sont des p-extensions in-
terme´diaires de syste`mes locaux d’Harris-Taylor,
— et comme les faisceaux de cohomologie de ceux-ci sont, d’apre`s 2.1.8, sans torsion,
de sorte que les termes initiaux de la suite spectrale associe´e a` cette filtration et
calculant les germes en z des faisceaux de cohomologie de pH0i1,∗c
(
ΨI,Zl
)
, sont sans
torsion.
— Ainsi le re´sultat de´coulerait du fait que sur Ql, cette suite spectrale de´ge´ne`re en E1,
cf. la dernie`re remarque de cet article.
3.2.5. Proposition. — Avec les notations pre´ce´dentes, pour tout πv ∈ Scusp−1(̺), la fil-
tration de stratification de gr
g−1(̺)
!,πv (Ψ̺) admet pour gradue´s les
pj
=tg−1(̺)
!∗ HT (πv, Stt(πv))(
1−t
2
).
De´monstration. — Notons que gr
g−1(̺)
!,πv →֒ Ψ̺, de sorte que
pi1c,∗H
0i1,∗c
(
gr
g−1(̺)
!,πv
)
→֒ pi1c,∗H
0i1,∗c Ψ̺
est libre. Ainsi le re´sultat pour t > 1 (resp. t = 1) se de´duit de la suite exacte courte
0→ j¯6=c,!j¯
∗
6=c
(
gr
g−1(̺)
!,πv
)
−→ gr
g−1(̺)
!,πv −→
pH0i1,∗c
(
gr
g−1(̺)
!,πv
)
→ 0,
et du corollaire 2.1.9 (resp. de la proposition 2.3.1).
Remarque : on de´duit du re´sultat pre´ce´dent que les gradue´s de la filtration de stratification
de gr
g−1(̺)
! (Ψ̺) sont les
⊕
πv∈Scusp−1(̺)
pj
=tg−1(̺)
!∗ HT (πv, Stt(πv))(
1−t
2
).
En utilisant le fait que ΨI est autodual, on en de´duit le corollaire suivant.
3.2.6. Corollaire. — Pour tout πv ∈ Scusp−1(̺), on a une surjection Ψ̺ ։ P (πv), ou`
les gradue´s de la filtration de stratification de P (πv) sont les
p+j
=tg−1(̺)
!∗ HT (πv, Stt(πv))(
1−t
2
),
pour t = 1, · · · , ⌊ d
g−1(̺)
⌋.
Remarque : on a de meˆme Ψ̺ ։ P̺, ou` les gradue´s de la filtration de stratification de P̺
sont les
⊕
πv∈Scusp−1(̺)
p+j
=tg−1(̺)
!∗ HT (πv, Stt(πv))(
1−t
2
).
Dans la suite nous aurons besoin d’une version le´ge`rement ame´liore´ du corollaire
pre´ce´dent.
3.2.7. Proposition. — Soit s̺ =
d
g−1(̺)
que l’on suppose entier et ≥ 4. Il existe un quo-
tient Ψ̺ ։ Q̺ ou` les gradue´s gr
k
! (Q̺) de la filtration de stratification de Q̺ sont nuls pour
k 6= tg−1(̺) avec 1 ≤ t ≤ s̺, isomorphes a`
⊕
πv∈Scusp−1(̺)
p+j
=tg−1(̺)
!∗ HT (πv, Stt(πv))(
1−t
2
)
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pour t 6= s̺ − 1 et sinon
0→
⊕
πv∈Scusp−1(̺)
p+j
=s̺g−1(̺)
!∗ HT (πv, Stt(πv))(
3− s̺
2
)
−→ gr
s̺−1
! (Q̺) −→⊕
πv∈Scusp−1(̺)
p+j
=s̺g−1(̺)
!∗ HT (πv, Stt(πv))(
2− s̺
2
)→ 0.
De´monstration. — Comme pre´ce´demment, nous allons proce´der en utilisant la dualite´
de Grothendieck-Verdier, i.e. en construisant un sous-espace de Ψ̺. Soit tout d’abord
g˜r
2g−1(̺)
!,−1 (Ψ̺) →֒ gr
2g−1(̺)
! (Ψ̺) le sous-espace strict isomorphe sur Ql a` gr
2g−1(̺)
!,−1 (Ψ̺), i.e.
par rapport a` la ̺-filtration na¨ıve utilise´e jusqu’a` pre´sent, on commence par filtrer avec
Scusp−1(̺). Soit alors
Fil
g−1(̺)
! (Ψ̺)
  // P1 // //❴❴❴❴❴❴ _
✤
✤
✤
g˜r
2g−1(̺)
!,−1 (Ψ̺) _

Fil
g−1(̺)
! (Ψ̺)
  // Fil
2g−1(̺)
! (Ψ̺)
// // gr
2g−1(̺)
!,−1 (Ψ̺).
On conside`re ensuite
P2
  // P _
✤
✤
✤
// //❴❴❴❴❴❴❴❴❴ Q
 _

P2
  // P1 // // j
=d−4g−1(̺)
∗ j=d−4g−1(̺),∗P1
ou` Q ⊗Zl Ql ≃
⊕
πv∈Scusp−1(̺)
P(s̺ − 4, πv)(
s̺−4
2
). La filtration de stratification exhaustive
de P2 fournit alors une filtration
0 = Fil0(P ) →֒ Fil1(P ) →֒ · · · →֒ Fil6(P ) = P
dont les gradue´s grk(P ) sont donne´s sur Ql par la somme directe sur tous les πv ∈
Scusp−1(̺) des faisceaux pervers d’Harris-Taylor suivant :
— P(s̺ − k + 1, πv)(
s̺−k
2
) pour k = 1, 2, 3
— P(s̺ − k + 4, πv)(
s̺−k+3
2
) pour k = 4, 5 et
— P(s̺ − 4, πv)(
s̺−4
2
) pour k = 6.
Par application du foncteur exact j=16=c,!j
=1,∗
6=c au monomorphisme strict P →֒ Ψ̺, la filtration
pre´ce´dente de P fournit une filtration de longueur 8 de j=16=c,!j
=1,∗
6=c P →֒ Ψ̺ dont les gradue´s
grk6=c(P ) sont d’apre`s le corollaire 2.1.10 aux p-extensions interme´diaires associe´s a` la somme
directe sur les πv ∈ Scusp−1(̺) des faisceaux pervers d’Harris-Taylor
— P(s̺, πv)(
s̺−1
2
) pour k = 1 ;
— P6=c(s̺ − 1, πv)(
s̺−2
2
) pour k = 2 ;
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— Pc(s̺ − 1, πv)(
s̺−2
2
) pour k = 3 ;
— P6=c(s̺ − 2, πv)(
s̺−3
2
) pour k = 4 ;
— P(s̺, πv)(
s̺−3
2
) pour k = 5 ;
— P6=c(s̺ − 1, πv)(
s̺−4
2
) pour k = 6 ;
— Pc(s̺ − 2, πv)(
s̺−3
2
) pour k = 7 et
— P6=c(s̺ − 3, πv)(
s̺−4
2
) pour k = 8.
Ainsi d’apre`s (2.2.1), on peut e´changer l’ordre des gradue´s d’indice 6 et 7 sans modifier
gr76=c(P ). Pour reconstituer Fil
4(P ), on e´change ensuite les gradue´s d’indice 4 et 5 ce qui,
d’apre`s (2.2.1), fournit un nouveau gradue´ g˜r56=c(P ) ve´rifiant⊕
πv∈Scusp−1(̺)
pj
=(s̺−2)g−1(̺)
6=c,!∗ HT (πv, Sts̺−2(πv))(
s̺ − 3
2
) −֒։ g˜r56=c(P ),
avec
0→ g˜r56=c(P ) −→ gr
4(P ) −→
⊕
πv∈Scusp−1(̺)
pj
=(s̺−2)g−1(̺)
c,!∗ HT (πv, Sts̺−2(πv))(
s̺ − 3
2
)→ 0.
Par e´quivariance, on en de´duit la trivialite´ du bimorphisme ci-avant et donc le re´sultat
cherche´.
Remarque : on notera que l’argument repose de manie`re cruciale sur le fait qu’on peut
utiliser P(s̺ − 3, πv) et donc s̺ ≥ 4.
On raisonne a` pre´sent par l’absurde et conside´rons un point ge´ome´trique de dimension
maximale de sorte qu’il existe un entier k tel que ph0i∗zgr
k
c (Ψ̺) 6= (0). Soit alors hz maximal
tel que z est contenu dans X≥hzI,s¯ et on note
iz : {z}|X1≤hz
I,s¯
→֒ X1≤hzI,s¯ := X
≥1
I,s¯ \X
≥hz+1
I,s¯
ainsi que jz : X
1≤hz
I,s¯ \ {z}|X1≤hz
I,s¯
→֒ X1≤hzI,s¯ .
Remarque : pour simplifier les notations, on supposera dans la suite que z est un point
supersingulier, i.e. hz = d. Les modifications pour retrouver le cas ge´ne´ral se font en
appliquant simplement le foncteur exact j1≤hz ,∗
1hz
ou`
j1≤h : X1≤hI,s¯ →֒ X
≥1
I,s¯,
a` tous les faisceaux pervers intervenant et en utilisant l’e´quivariance sous Phz ,d−hz(Fv)
(resp. P1,hz−1,d−hz(Fv)) en lieu et place de celle de GLd(Fv) (resp. P1,d−1(Fv)).
On introduit les hypothe`ses suivantes dont le lecteur pourra trouver une illustration
graphique a` la figure 1 et que nous allons montrer par re´currence sur h de d− hz (suppose´
e´gal a` d d’apre`s la remarque pre´ce´dente), a` 1. On notera encore s̺ := ⌊
d
g−1(̺)
⌋.
- HRΨ(h+ 1) : Ψ̺ admet une filtration
0 = Fil0(Ψ̺, h) ⊂ Fil
1(Ψ̺, h) ⊂ Fil
2(Ψ̺, h) ⊂ Fil
3(Ψ̺, h) ⊂ Fil
4(Ψ̺, h) ⊂ Fil
5(Ψ̺, h) = Ψ̺
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ve´rifiant les proprie´te´s suivantes :
— Fil1(Ψ̺, h) = j
=1
6=c,!j
=1,∗
6=c Fil
h−1
! (Ψ̺) ;
— gr2(Ψ̺, h) admet une filtration dont les gradue´s sont
(6) si s̺g−1(̺) 6= d, (resp. si-
non) les grk!, 6=c,≥0(Ψ̺) et gr
k,−
!,−1(Ψ̺) pour k variant de h a` d (resp. on enle`ve le terme
gr
(s̺−1)g−1(̺),−
!,−1 (Ψ̺) par rapport au cas non respe´). On notera en particulier que la
partie libre de pH0i∗z Fil
2(Ψ̺, h) est triviale et on demande qu’il en est de meˆme pour
sa torsion ;
— gr3(Ψ̺, h) ≃ gr
h
!, 6=c,−1(Ψ̺) ;
— Fil4(Ψ̺, h) est GLd(Fv) e´quivariant et on a une suite exacte courte
0→ Fil4≥0(Ψ̺, h) −→ Fil
4(Ψ̺, h) −→ Fil
4
−1(Ψ̺, h)→ 0
telle que la filtration de stratification de Fil4≥0(Ψ̺, h) (resp. de Fil
4
−1(Ψ̺, h)) admet
pour gradue´s successifs les grkc,≥0(Ψ̺) pour 1 ≤ k ≤ d (resp. les gr
k
c,−1(Ψ̺) pour
1 ≤ k ≤ h).
— Si s̺ ne divise pas hz (suppose´ e´gal a` d) ou si s̺ ≤ 2, la filtration de stratification de
gr5(Ψ̺, h) admet pour gradue´s successifs gr
k
! (gr
5(Ψ̺, h)) =
pj=k!∗ j
=k,∗grk!,−1(Ψ̺) pour
h+ 1 ≤ k ≤ d. Dans les autres cas, on demande la meˆme condition sauf pour
0→ pj=d!∗ j
=d,∗gr
d−g−1(̺),−
!,−1 (Ψ̺)
−→ gr
(s̺−1)g−1(̺)
! (gr
5(Ψ̺, h)) −→
pj
=d−g−1(̺)
!∗ j
=d−g−1(̺),∗gr
d−g−1(̺)
!,−1 (Ψ̺)→ 0.
Remarque : la modification de la filtration pour les cas ou` s̺ ≥ 3 divise hz = d, provient
du fait qu’on cherche a` avoir la partie libre de pH0i∗z Fil
2(Ψ̺, h) nulle, ce qui sera utile pour
montrer l’inductivite´. Cela implique en particulier que l’on doive alors utiliser la proposition
3.2.7 au lieu du corollaire 3.2.6.
- HRp(h) : pour tout k > h, on a
pj=k!∗ j
=k,∗grk!,−1(Ψ̺) =
p+j=k!∗ j
=k,∗grk!,−1(Ψ̺).
Remarque : on notera que HRp(1) implique le re´sultat cherche´, i.e. la proposition 2.4.1.
Commenc¸ons par noter que tout syste`me local sur X=dI,s¯ = X
=d
I,s¯,c est pervers et donc
HRp(d) est trivialement ve´rifie´. En ce qui concerne HRΨ(d), il suffit simplement de poser
Fil1(Ψ̺, d) = Fil
2(Ψ̺, d) = Fil
3(Ψ̺, d) = j
=1
6=c,!j
=1,∗
6=c Ψ̺ et Fil
4(Ψ̺, d) = Fil
5(Ψ̺, d).
3.2.8. Lemme. — Si HRΨ(h+ 1) et HRp(h+ 1) sont ve´rifie´es, alors HRp(h) aussi.
De´monstration. — Visuellement a` l’aide de la figure 1, il s’agit de montrer qu’on peut
faire passer le terme grh,+!, 6=c,−1(Ψ̺) de l’autre coˆte´ de la fle`che note´e ♥, pour former avec
Fil4−1(Ψ̺, h), un quotient Fil
4
( Ψ̺, h)։ gr
h
! (Ψ̺) ve´rifiant
0→ p(c)j=h6=c,!∗j
=h,∗
6=c gr
h
! (Ψ̺) −→ gr
h
! (Ψ̺) −→
p+j=hc,!∗j
=h,∗
c gr
h
! (Ψ̺)→ 0.
6. On rappelle que ces gradue´s sont nuls si k n’est pas un multiple de g−1(̺).
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On utilise ensuite le corollaire 3.2.6 pour conclure.
Conside´rons ainsi Fil4(Ψ̺, h) et πv ∈ Scusp−1(̺). S’il n’existe pas d’entier t tel que
tg−1 = h alors il n’y a rien a` de´montrer puisque HRp(h) = HRp(h+ 1). Notons alors t tel
que tg−1(̺) = h et conside´rons
0→ gr3,πv(Ψ̺, h) −→ gr
3(Ψ̺, h) −→ gr
3
πv(Ψ̺, h)→ 0
ou` gr3πv(Ψ̺, h) ≃
p(c)j=h!∗ HT (πv, Stt(πv)(
1−t
2
). Introduisons
Fil2(Ψ̺, h)
  // Fil3,πv(Ψ̺, h) // //❴❴❴ _
✤
✤
✤
gr3,πv(Ψ̺, h) _

Fil2(Ψ̺, h)
  // Fil3(Ψ̺, h) // // gr
3(Ψ̺, h),
et on e´crit
0→ gr3πv(Ψ̺, h) −→ Fil
4(Ψ̺, h)/Fil
3,πv(Ψ̺, h) −→ gr
4(Ψ̺, h)→ 0
puis
0→ gr4,πv(Ψ̺, h) −→ gr
4(Ψ̺, h) −→ gr
4
πv(Ψ̺, h)→ 0,
et le tire´ en arrie`re
p(c)j=h6=c,!∗HT6=c(πv, Stt(πv))(
t−1
2
) 
 // X _
✤
✤
✤
// //❴❴❴❴❴❴❴❴❴ gr4,πv(Ψ̺, h) _

gr3πv(Ψ̺, h)
  // Fil4(Ψ̺, h)/Fil
3,πv(Ψ̺, h) // // gr
4(Ψ̺, h).
3.2.9. Lemme. — Si hz 6= 3g−1(̺), on a une surjection Fil
4,πv(Ψ̺, h)։
p+j=h!∗ HT (πv, Stt(πv))(
1−t
2
).
De´monstration. — Le cas ou` s̺ ne divise pas hz (suppose´ e´gal a` d), de´coule du corollaire
3.2.6, de l’hypothe`se de re´currence et la forme de gr5(Ψ, h). Supposons donc que s̺g−1(̺) =
hz = d : si s̺ ≤ 2, il n’y a rien a` montrer et pour s̺ ≥ 4, on conclut comme ci-avant en
remplac¸ant l’appel a` 3.2.6 par 3.2.7.
Ainsi en e´changeant l’ordre des termes de l’extension de´finissant X, on obtient
0→ gr4,πv(Ψ̺, h)
′ −→ X −→ p+j=h6=c,!∗HT6=c(πv, Stt(πv))(
t− 1
2
)→ 0.
Remarque : on rappelle que, apre`s application du foncteur exact j=h,∗, les re´seaux obtenus
en partant de gr3(Ψ̺, h)) ou du quotient Fil
4(Ψ̺, h) ։
p+j=h!∗ HT (πv, Stt(πv)(
t−1
2
), sont
donne´s par ph0j=h,∗Ψ̺ de sorte que le re´seau de HT (πv, Stt(πv)) n’est pas modifie´.
Supposons, par l’absurde que le conoyau
T = Coker
(
gr4,πv(Ψ̺, h)
′ −֒։+ gr
4,πv(Ψ̺, h)
)
= Coker
(
p(c)j=h6=c,!∗HT6=c(πv, Stt(πv))(
t−1
2
) −֒։+
p+j=h6=c,!∗HT6=c(πv, Stt(πv))(
t−1
2
)
)
,
est non nul.
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(a) En voyant T comme quotient de gr4,πv(Ψ̺, h) comme ci-dessus, d’apre`s (2.2.1), T
admettrait une filtration
(0) = Fil0(T ) ⊂ Fil1(T ) ⊂ · · · ⊂ Filr(T ) = T
dont les gradue´s grk(T ) s’e´criraient comme le conoyau Tδ d’un bimorphisme
pj
=δgiδ (̺)
c,!∗ HT (πv,δ, Stδ(πv,δ))(
δ − 1
2
) −֒։+
p+j
=δgiδ (̺)
c,!∗ HT (πv,δ, Stδ(πv,δ))(
δ − 1
2
)։ Tδ,
associe´ a` un sous-quotient irre´ductible de gr4,πv(Ψ̺, h), ou` πv,δ ∈ Scuspiδ(̺) avec lorsque
iδ = −1, δ < t. Or un tel Tδ[l] peut s’e´crire comme extensions successives de P1,d−1(Fv)-
repre´sentations de la forme π¯×σP1,δgiδ (̺)−1(Fv)
, dont la de´rive´e ve´rifie la proprie´te´ suivante :
pour iδ = −1, cette de´rive´e est d’ordre < tg−1(̺) et pour iδ ≥ 0, cet ordre est divisible par
g0(̺).
(b) Comme conoyau de p(c)j=h6=c,!∗HT6=c(πv, Stt(πv))(
t−1
2
) −֒։+
p+j=h6=c,!∗HT6=c(πv, Stt(πv))(
t−1
2
)
)
,
T [l] admet un sous-espace de la forme π˜|P1,d−tg−1−1(Fv) × σ0 ou` on peut prendre σ0 de
de´rive´e d’ordre tg−1(̺) ou (t − 1)g−1(̺). de sorte que π˜|P1,d−tg−1−1(Fv) × σ0 admet une
sous-repre´sentation de de´rive´e d’ordre strictement plus grand que (t − 1)g−1(̺) et non
divisible par g0(̺), ce qui contredit la proprie´te´ obtenue en (a).
Ainsi on a p+j=h6=c,!∗HT6=c(πv, Stt(πv)) =
p(c)j=h6=c,!∗HT6=c(πv, Stt(πv)), d’ou` HRp(h) en faisant
varier c.
Il nous reste de´sormais a` traiter le cas ou` hz (suppose´ e´gal a` d) est e´gal a` 3g−1(̺) et h =
g−1(̺), i.e. a` montrer que
pj
=g−1(̺)
!∗ j
=g−1(̺),∗gr
g−1(̺)
! (Ψ̺) ≃
p+j
=g−1(̺)
!∗ j
=g−1(̺),∗gr
g−1(̺)
! (Ψ̺).
On part de la filtration donne´e par HRΨ(2g−1(̺)+1) et le fait de´ja` de´montre´ que gr
2g−1(̺),+
!,−1
passe en suivant la fle`che note´e ♥ pour former gr5(Ψ̺, g−1(̺) + 1) avec
0→ X −→ Fil4(Ψ̺, g−1(̺) + 1) −→
p+j
=g−1(̺)
c,!∗ j
=g−1(̺),∗
c gr
g−1(̺)
c,−1 → 0.
Il suffit alors de montrer que l’extension P de´finie ci-dessous
X 
 //

Fil4(Ψ̺, g−1(̺) + 1) // //
✤
✤
✤
p+j
=g−1(̺)
c,!∗ j
=g−1(̺),∗
c gr
g−1(̺)
c,−1
X/Fil1(Ψ̺, g−1(̺) + 1)
  //❴❴❴❴❴❴❴ P // // p+j
=g−1(̺)
c,!∗ j
=g−1(̺),∗
c gr
g−1(̺)
c,−1
est scinde´e. On raisonne alors comme pre´ce´demment en notant que
— d’un coˆte´ tout quotient de l-torsion de p+j
=g−1(̺)
c,!∗ j
=g−1(̺),∗
c gr
g−1(̺)
c,−1 ne fait intervenir
que des repre´sentations du groupe mirabolique dont la de´rive´e est d’ordre g−1(̺),
— et que de l’autre coˆte´ tous les quotients de torsion associe´s aux extensions in-
terme´diaires de X/Fil1(Ψ̺, g−1(̺) + 1), ont ne´cessairement une de´rive´e d’ordre
strictement plus grande que g−1(̺).
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En ce qui concerne ce dernier point, il est clair pour toutes les extensions interme´diaires
associe´es a` des πv ∈ Scuspi(̺) pour i ≥ 0 et il ne reste alors plus qu’a` le ve´rifier pour
le syste`me local concentre´ aux points supersinguliers gr
2g−1(̺),−
!,−1 (Ψ̺). La fibre en un point
supersingulier z de
0→ gr
2g−1(̺),−
!,−1 (Ψ̺) −→ gr
2g−1(̺)
!,−1 (Ψ̺) −→ gr
2g−1(̺),+
!,−1 (Ψ̺)→ 0
fournit, d’apre`s la proposition 2.1.8, pour chaque πv ∈ Scusp−1(̺), un diagramme
H−1i∗zgr
2g−1(̺)
!,πv (Ψ̺) _

∼
**❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱
St2(πv{
−1
2
})× (πv{1 })M
  //
∼
**❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
(
St2(πv{
−1
2
})× (πv{1 })
)
M
// //

St2(πv{
−1
2
})M × (πv{1 })
H0i∗zgr
2g−1(̺),−
!,πv (Ψ̺)
ou` on a note´ simplement M pour le mirabolique associe´ et on a omis les termes galoisiens.
Ainsi le re´seau de St3(πv) de H
0i∗zgr
2g−1(̺),−
!,πv (Ψ̺) ve´rifie la proprie´te´ suivante d’apre`s [5]
proposition 4.13 (d) : toute sous-repre´sentation irre´ductible de sa re´duction modulo l a une
de´rive´e d’ordre 2g−1(̺) ou 3g−1(̺).
3.2.10. Lemme. — Si HRΨ(h + 1) et HRp(h) sont ve´rifie´es alors HRΨ(h) aussi.
De´monstration. — On filtre gr3(Ψ̺, h)−1 de sorte que chacun des gradue´s soit de la forme
pj
=tg−1(̺)
!∗ HT (πv, Stt(πv))(
1−t
2
) pour πv de´crivant Scusp−1(̺). Comme dans la preuve du
lemme pre´ce´dant, chacun de ces gradue´s ≪ passe a` travers ≫ la fle`che note´e ♥ dans la figure
(1), ce qui permet de construire Fil4(Ψ̺, h− 1) avec gr
5(Ψ̺, h− 1) ve´rifiant les hypothe`ses
demande´es.
Il s’agit alors de faire remonter gr2(Ψ̺, h) le long de la fle`che note´e ♦ dans la figure 1.
Soit alors
Fil1(Ψ̺, h)
  //

Fil2(Ψ̺, h) // //
✤
✤
✤
gr2(Ψ̺, h)
grh−1,+!, 6=c,−1(Ψ̺)
  //❴❴❴❴❴ P // // gr2(Ψ̺, h)
et il s’agit de montrer que
0→ grh−1,+!, 6=c,−1(Ψ̺) −→ P −→ gr
2(Ψ̺, h)→ 0 (3.2.11)
est scinde´e. Dans le cas contraire, on aurait
0→ g˜r2(Ψ̺, h) −→ P −→ g˜r
h−1,+
!, 6=c,−1(Ψ̺)→ 0
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avec, puisque les re´seaux ne sont pas modifie´s,
grh−1,+!, 6=c,−1(Ψ̺) −֒։+ g˜r
h−1,+
!, 6=c,−1(Ψ̺)։ T 6= 0.
Or rappelons que Fil2(Ψ̺, h) a e´te´ construit de sorte que la partie libre de son
pH0i∗z Fil
2(Ψ̺, h) est triviale. Ainsi si T e´tait non nul, on en de´duirait que
pH0i∗z Fil
2(Ψ̺, h)
serait de torsion, ce qui n’est pas par hypothe`se.
3.3. Preuve du the´ore`me principal. — D’apre`s le the´ore`me de comparaison de Ber-
kovich, cf. [4], le the´ore`me 1.1.4 de´coule de l’e´nonce´ suivant.
3.3.1. The´ore`me. — Pour tout i, les HiΨ̺ sont sans torsion.
Sur Ql, cf. la proposition B.3.4, les gradue´s de la filtration de stratification de
i1c,∗
pH0i1,∗c
(
ΨI,Zl
)
sont des faisceaux pervers d’Harris-Taylor et la suite spectrale calculant
ses faisceaux de cohomologie a` partir de ceux de ses gradue´s, de´ge´ne`re en E1. Ainsi
sur Zl, d’apre`s 2.1.8, il suffit de montrer que ces gradue´s sont les p-faisceaux pervers
d’Harris-Taylor. Ainsi pour d = 2, sachant que les seuls faisceaux pervers d’Harris-Taylor
non ponctuels sont associe´s a` des caracte`res, le re´sultat de´coule trivialement du lemme
2.1.6.
On reprend la suite exacte courte (3.2.2) et la filtration du faisceau pervers libre
pH0i1,∗c
(
Ψ̺
)
dont les gradue´s grkc ve´rifient
pj
=tgi(̺)
c,!∗ HTc(πv, Stt(πv))(
1− t
2
) −֒։+ gr
k
c ։ T
k
c
pour i ≥ −1 et πv ∈ Scuspi(̺). Supposons par l’absurde qu’il existe un tel gradue´ tel
que le bimorphisme ci-dessus ne soit pas un isomorphisme et notons z un point ge´ne´rique
de dimension maximale tel que la fibre en z d’un tel T kc soit non nulle.
(7) Soit alors i
minimal tel la fibre en z d’un T kc soit non nulle. D’apre`s le paragraphe pre´ce´dent, on a
ne´cessairement i ≥ 0. En outre on en de´duit que ph0i∗zΨτ¯ admet alors un sous-quotient de
la forme π¯ × σ|P1,tgi(τ¯)(Fv) ou`
— σ est un sous-quotient de la re´duction modulo l de Stt(πv) et
— π¯ est, d’apre`s la proposition 2.4.2, un sous-quotient irre´ductible de Vρ¯(r+ tm(̺)l
i, <
δi).
— En outre tous les sous-quotients irre´ductibles de ph0i∗zΨτ¯ , ont alors une de´rive´e d’ordre
≥ gi(̺).
Rappelons la suite exacte courte
0→ π¯|P1,h−1(Fv) × σ −→ (π¯ × σ)|P1,h+tgi(̺)−1(Fv) −→ π¯ × σ|P1,tgi(̺)(Fv) → 0,
7. On peut pour simplifier conside´rer comme dans le paragraphe pre´ce´dent que z est un point super-
singulier.
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ou`, puisque les supports cuspidaux sont disjoints, π¯ × σ est irre´ductible. Ainsi comme
ph0i∗zΨ̺ est GLh+tgi(̺)(Fv) e´quivariant, on en de´duit qu’il admet aussi π¯|P1,h−1(Fv)×σ comme
sous-quotient et que donc il admet un sous-quotient irre´ductible ayant une de´rive´e d’ordre
< gi(τ¯ ), d’ou` la contradiction.
Appendice A
Rappels sur les repre´sentations
A.1. de GLd(K) a` coefficients dans Ql. — Notons K un corps local non archime´dien
dont le corps re´siduel est de cardinal q une puissance de p. Une racine carre´e q
1
2 de q dans
Ql e´tant fixe´e, pour k ∈
1
2
Z, nous noterons π{k} la repre´sentation tordue de π ou` l’action
de g ∈ GLn(K) est donne´e par π(g)ν(g)
k avec ν : g ∈ GLn(K) 7→ q
− val(det g).
A.1.1. De´finition. — Pour V un sous-espace vectoriel de dimension h de Kn, soit PV
le sous-groupe parabolique associe´ et NV son radical unipotent, i.e. l’ensemble des g ∈
GLn(K) tels que le noyau de g − Id contienne V et son image soit contenue dans V .
A.1.2. Notations. — — Dans le cas ou` dans la de´finition pre´ce´dente, V est engendre´
par les h premiers vecteurs de la base canonique, V sera note´ 1h et PV par Ph,d−h.
— Pour tout a ∈ GLd(K)/Ph,d−h(K), on rappelle qu’on note encore a le sous-espace
vectoriel obtenu comme l’image par a de Vect(e1, · · · , eh), ou` (ei)1 ≤i≤d de´signe la
base canonique de Kd. On notera aussi Pa(K) = aPh,d−h(K)a
−1 le parabolique associe´
et Na = aNh,d(K)a
−1 son sous-groupe unipotent. Le facteur GLh(K) de Pa(K) est
appele´ ≪ son facteur infinite´simal ≫.
— Plus ge´ne´ralement pour un drapeau ∆ = {(0) ( a1 ( a2 ( · · · ( ar ⊂ Kd =: ar+1},
de gradue´s ai/ai−1, on note P∆(Fv) le sous-groupe parabolique associe´ et U∆(Fv) son
radical unipotent.
— Enfin pour ∆ = {(0) ( a1 ( a2 ( · · · ( ar ⊂ Kd} un drapeau et ar ⊂ a ⊂ Kd, on
notera
∆(a) := {(0) ( a1 ( a2 ( · · · ( ar ⊂ a ⊂ K
d}.
Pour ar ⊂ a ⊂ b ⊂ K
d, on notera ∆(a ⊂ b) :=
(
∆(a)
)
(b).
Remarque : afin d’alle´ger les notations, on notera dim a pour dim Va.
A.1.3. De´finition. — Soit P = MN un parabolique standard de GLn de Le´vi
M et de radical unipotent N . On note δP : P (K) → Q
×
l l’application de´finie par
δP (h) = | det(ad(h)|LieN)|
−1. Pour (π1, V1) et (π2, V2) des repre´sentations de respecti-
vement GLn1(K) et GLn2(K), et Pn1,n2 le parabolique standard de GLn1+n2 de Levi
M = GLn1 × GLn2 et de radical unipotent N , π1 × π2 de´signe l’induite parabolique
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normalise´e de Pn1,n2(K) a` GLn1+n2(K) de π1 ⊗ π2 c’est a` dire l’espace des fonctions
f : GLn1+n2(K)→ V1 ⊗ V2 telles que
f(nmg) = δ
−1/2
Pn1,n2
(m)(π1 ⊗ π2)(m)
(
f(g)
)
, ∀n ∈ N, ∀m ∈M, ∀g ∈ GLn1+n2(K).
Rappelons qu’une repre´sentation irre´ductible π de GLn(K) est dite cuspidale (resp. su-
percuspidale) si elle n’est pas isomorphe a` un sous-quotient (resp. a` un sous-espace) d’une
induite parabolique propre. D’apre`s [18] §V.4, la re´duction modulo l d’une repre´sentation
irre´ductible cuspidale est encore irre´ductible cuspidale mais pas ne´cessairement supercus-
pidale.
A.1.4. Notations. — Soient g un diviseur de d = sg et π une repre´sentation cuspidale
irre´ductible de GLg(K).
— L’unique quotient (resp. sous-repre´sentation) irre´ductible de π{1−s
2
}×π{3−s
2
}×· · ·×
π{ s−1
2
} est note´ Sts(π) (resp. Spehs(π)).
— L’unique sous-espace (resp. quotient) irre´ductible de Stt(πv{
−r
2
}) × Spehr(πv{
t
2
})
(resp. de Stt−1(πv{
−r−1
2
})× Spehr+1(πv{
t−1
2
})) est note´ LTπv(t− 1, r).
On termine ces rappels par un lemme certainement bien connu des experts dont nous
pre´sentons une version limite´e afin d’e´viter d’introduire trop de notations inutiles.
A.1.5. Lemme. — Soit π une repre´sentation irre´ductible cuspidale de GLg(K), alors en
tant que repre´sentation du parabolique P1,(t+s)g(K), on a des isomorphismes
Stt(π{−
s
2
})|P1,tg(K) × Spehs(π{
t
2
}) ≃ LTπ(t− 1, s)|P1,(t+s)g(K),
et
Stt(π{−
s
2
})× Spehs(π{
t
2
})|P1,sg(K) ≃ LTπ(t, s− 1)|P1,(t+s)g(K),
ou` dans le premier isomorphisme, l’induite parabolique est relativement a`(
P1,tg U
0 GLsg
)
alors que dans le deuxie`me, il s’agit de l’induite a` support compact relativement a` 1 0 Vsg−10 GLtg U
0 0 GLsg−1
 .
Remarque : si dans le lemme pre´ce´dent, on remplace la repre´sentation de Steinberg Stt(π)
par LTπ(δ, t− δ−1), le membre de droite dans le premier isomorphisme devient LTπ(δ, t−
δ − 1 + s).
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De´monstration. — Pour n ≥ 2, on note Mn(K) le sous-groupe de P1,n(K) dont le premier
coefficient en haut a` gauche est e´gal a` 1. Quitte a` tordre les actions par g 7→ σ(tg−1)σ−1,
ou` σ est la matrice de permutation associe´ au cycle (12 · · ·n), on reconnait le traditionnel
groupe mirabolique dont le radical unipotent Vn−1(K) est abe´lien isomorphe a` (K
×)n−1.
On rappelle cf. par exemple [16] §III.1.10, que
0→ Stt(π{−
s
2
})× Spehs(π{
t
2
})|Msg(K)
−→
(
Stt(π{−
s
2
})× Spehs(π{
t
2
})
)
|M(t+s)g(K)
−→ Stt(π{−
s
2
})|Mtg(K) × Spehs(π{
t
2
})→ 0,
ou` le deuxie`me terme est l’induite parabolique relativement a`
(
Mtg U
0 GLsg
)
et le premier,
l’induite a` support compact relativement a`
 1 0 Vsg−10 GLtg U
0 0 GLsg−1
. En outre pour tout
k ≥ 0, la de´rive´e d’ordre k de Stt(π{−
s
2
})|Mtg(K) × Spehs(π{
t
2
}) est, cf. [16] p153, donne´e
par celle de Stt(π{−
s
2
})|Mtg(K) induite avec Spehs(π{
t
2
}), i.e.(
Stt(π{−
s
2
})|Mtg(K) × Spehs(π{
t
2
})
)(k)
≃
(
Stt(π{−
s
2
})|Mtg(K)
)(k)
× Spehs(π{
t
2
}).
Rappelons que la de´rive´e d’ordre k de Stt(π) est nulle sauf si k est de la forme δg avec
0 ≤ δ ≤ t auquel cas elle est isomorphe a` Stt−δ(π{
δ
2
}). Ainsi en raisonnant par re´currence
sur t, on en de´duit que Stt(π{−
s
2
})|Mtg(K) × Spehs(π{
t
2
}) et LTπv(t − 1, s)|M(t+s)g(K) ont
les meˆmes de´rive´es et qu’elles sont toutes d’ordre ≤ tg. Conside´rons alors le morphisme
compose´
LTπv(t− 1, s)|M(t+s)g(K) →֒
(
Stt(π{−
s
2
})× Spehs(π{
t
2
})
)
|M(t+s)g(K)
։ Stt(π{−
s
2
})|Mtg(K) × Spehs(π{
t
2
})
et notons K →֒ Stt(π{−
s
2
}) × Spehs(π{
t
2
})|Msg(K) son noyau. D’apre`s [19] proposition
5.3 et corollaire 6.8, Stt(π{−
s
2
})× Spehs(π{
t
2
})|Msg(K) est homoge`ne, i.e. tout sous-espace
M(t+s)g(K)-e´quivariant irre´ductible a une de´rive´e d’ordre (t+ 1)g, or on vient de voir que
les de´rive´es de LTπ(t− 1, s)|M(t+s)g(K) sont d’ordre ≤ tg, de sorte que
LTπ(t− 1, s) →֒ Stt(π{−
s
2
})|Mtg(K) × Spehs(π{
t
2
}).
Comme ces deux termes ont les meˆmes de´rive´es, cette injection est un isomorphisme.
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A.2. Re´duction modulo l d’une Steinberg ge´ne´ralise´e d’apre`s [8]. — On rappelle
que l et p de´signent des nombres premiers distincts et que q est une puissance de p. On
note el(q) l’ordre de l’image de q dans F
×
l . Afin de simplifier la lecture, dans la suite on
utilisera la lettre π pour de´signer une Ql-repre´sentation entie`re et les lettres ̺ et ρ pour
des Fl-repre´sentations.
A.2.1. De´finition. — Une repre´sentation ̺ de GLn(K) est dite
— cuspidale si pour tout sous-groupe parabolique propre P de GLn(K), JP (̺) est nul.
— Elle sera dite supercuspidale si elle n’est pas un sous-quotient d’une induite parabo-
lique propre. Pour Λ = Ql ou Fl, on notera ScuspΛ(g) l’ensemble des classes d’iso-
morphismes des repre´sentations supercuspidales de GLg(K).
Remarque : sur Ql, les notions de cuspidales et de supercuspidales co¨ıncident, ce qui n’est
pas le cas sur Fl, cf. ci-apre`s.
A.2.2. Proposition. — (cf. [16] III.5.10) La re´duction modulo l d’une Ql-repre´sentation
irre´ductible cuspidale entie`re de GLg(K) est irre´ductible cuspidale.
A.2.3. Proposition. — [12] §2.2.3
Soit π une repre´sentation irre´ductible cuspidale entie`re. Alors pour tout s ≥ 1, la re´duction
modulo l de Spehs(π) est irre´ductible.
A.2.4. De´finition. — Une Fl-repre´sentation irre´ductible est dite l-Speh (resp. l-
superSpeh) si c’est la re´duction modulo l d’une Ql-repre´sentation entie`re Spehs(π) pour π
irre´ductible cuspidale (resp. et dont la re´duction modulo l de π est supercuspidale).
A.2.5. Notation. — On notera ǫ(̺) le cardinal de la droite de Zelevinski de ̺, i.e. de
l’ensemble des classes d’e´quivalence {̺{i} / i ∈ Z}. On pose alors cf. [18] p.51
m(̺) =
{
ǫ(̺), si ǫ(̺) > 1;
l, sinon.
Remarque : ǫ(̺) est un diviseur de el(q).
A.2.6. De´finition. — E´tant donne´ un multi-ensemble s = {ρn11 , · · · , ρ
nr
r } de repre´sentations
cuspidales, on note d’apre`s [18] V.7, St(s) l’unique repre´sentation non de´ge´ne´re´e de l’in-
duite
ρ(s) :=
n1︷ ︸︸ ︷
ρ1 × · · · × ρ1× · · · ×
nr︷ ︸︸ ︷
ρr × · · · × ρr .
Remarque : d’apre`s [18] V.7, toutes les repre´sentations non de´ge´ne´re´es sont de cette forme.
A.2.7. Notation. — Pour ρ une repre´sentation irre´ductible cuspidale et s ≥ 1, on note
s(ρ) le multi-segment {ρ, ρ{1}, · · · , ρ{s− 1}} et comme dans [18] V.4, Sts(ρ) := St(s(ρ)).
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A.2.8. Proposition. — [18] V.4 Soit ̺ une repre´sentation irre´ductible cuspidale. La
repre´sentation non de´ge´ne´re´e Sts(̺) est cuspidale si et seulement s = 1 ou m(̺)l
k pour
k ≥ 0.
Remarque : d’apre`s [16] III-3.15 et 5.14, toute repre´sentation irre´ductible cuspidale est de
la forme Sts(̺) pour ̺ irre´ductible supercuspidale et s = 1 ou de la forme m(̺)l
k avec
k ≥ 0.
A.2.9. Notation. — Soit ̺ une repre´sentation irre´ductible cuspidale de GLg(K) ; on
note ̺−1 = ̺ et pour tout i ≥ 0, ̺i = Stm(̺)li(̺).
A.2.10. De´finition. — On dira d’une Ql-repre´sentation irre´ductible cuspidale entie`re
qu’elle est de type ̺ si, a` torsion par un caracte`re non ramifie´ pre`s, sa re´duction modulo l
est de la forme ̺i pour i ≥ −1.
A.2.11. Notation. — Soit s ≥ 1 un entier et ̺ une repre´sentation irre´ductible cuspidale
de GLg(K). Soit I̺(s) l’ensemble des suites (m−1, m0, · · · ) a` valeurs dans N telles que
s = m−1 +m(̺)
+∞∑
k=0
mkl
k.
On notera lg̺(s) le cardinal de I̺(s).
A.2.12. De´finition. — Pour i = (i−1, i0, · · · ) ∈ I̺(s), on de´finit
Sti(̺) := Sti−−1
(̺−1)× Sti−0
(̺0)× · · · × Sti−u (̺u)
ou` ik = 0 pour tout k > u et ou` les ̺i sont de´finis en A.2.9.
A.2.13. The´ore`me. — Soit π une Ql-repre´sentation irre´ductible cuspidale entie`re de
GLg(K) et ̺ sa re´duction modulo l. Dans le groupe de Grothendieck des Fl-repre´sentations
de GLsg(K), on a l’e´galite´ suivante :
rl
(
Sts(π)
)
=
∑
i∈I̺(s)
Sti(̺).
Par ailleurs pour tout i ∈ I̺(s) et pour tout parabolique P , JP
(
Sti(̺)
)
est e´gal a` la somme
des constituants irre´ductibles de ̺-niveau i de rl
(
JP (Sts(π))
)
.
Remarque : pour s < m(̺), la re´duction modulo l de Sts(π) est irre´ductible.
A.2.14. De´finition. — On dira que l est banal pour GLd(K) si el(q) > d.
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Remarque : dans le cas banal toute repre´sentation cuspidale est supercuspidale, i.e. m(̺) <
s avec les notations pre´ce´dentes.
Pour π une repre´sentation irre´ductible cuspidale entie`re de GLg(K), comme, d’apre`s
A.2.2, sa re´duction modulo l, note´e ̺, est irre´ductible, on en de´duit qu’a` isomorphismes
pre`s, π posse`de un unique re´seau stable, cf. par exemple [2] proposition 3.3.2 et la remarque
qui suit.
A.2.15. De´finition. — (cf. [8]) E´tant donne´ un re´seau de Stt(π), la surjection (resp.
l’injection)
Stt(π)
−→
×π ։ Stt+1(π), i
induit un re´seau de Stt+1(π) de sorte que par re´currence on dispose d’un re´seau RIZl,−(π, t)
que l’on qualifie de re´seau d’induction. On note alors
RIFl,−(π, t) := RIZl,−(π, t)⊗Zl Fl,
A.2.16. Proposition. — (cf. [8] propositions 3.2.2 et 3.2.7) Pour tout 0 ≤ k ≤ lg̺(s),
il existe une sous-repre´sentation V̺,−(s; k) de longueur k de RIFl,−(π, s)
(0) = V̺,±(s; 0)  V̺,±(s; 1)  · · ·  V̺,±(s; lg̺(s)) = RIFl,−(π, s),
de´finie de sorte que l’image de V̺,−(s; k) dans le groupe de Grothendieck est telle que tous
ses constituants irre´ductibles sont de ̺-niveau strictement plus grand que n’importe quel
constituant irre´ductible de W̺,−(s; k) := V̺,−(s; lg̺(s))/V̺,−(s; k).
A.2.17. Notation. — Une repre´sentation irre´ductible ̺ e´tant fixe´e ainsi qu’un entier s,
pour k ≥ 0 tel que m(̺)lk ≤ s, on note :
— δk = (0, · · · , 0, 1, 0, · · · ) ∈ I̺(s) et
— pour tout t tel que m(̺)lkt ≤ s, V̺,−(s,≥ t.δk) le sous-espace V̺,−(s, lg̺(s)) de´fini
ci-dessus tel que tous les constituants irre´ductibles de V̺,−(s, lg̺(s)) sont de ̺-niveau
plus grand ou e´gal a` t.δk.
A.3. Repre´sentations de D×K,d a` coefficients dans Fl et leurs rele`vements. —
Soient DK,d l’alge`bre a` division centrale sur K d’invariant 1/d, DK,d son ordre maximal de
radical PK,d : 1 + PK,d ⊂ D
×
K,d ⊂ D
×
K,d/̟
Z de quotients successifs F×qd et Z/dZ.
A.3.1. Notation. — Pour π une repre´sentation irre´ductible cuspidale de GLg(K) et
s ≥ 1, on note π[s]D la repre´sentation irre´ductible de D
×
K,sg image de Sts(π
∨) par la
correspondance de Jacquet-Langlands.
Remarque : toute repre´sentation irre´ductible de D×K,d s’e´crit de manie`re unique π[s]D pour
s|d et π une repre´sentation irre´ductible cuspidale de GLd/s(K).
A.3.2. Notation. — On notera RFl(h) l’ensemble des classes d’e´quivalence des Fl-
repre´sentations irre´ductibles de D×v,h.
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A` torsion par un caracte`re non ramifie´ pre`s, toute repre´sentation irre´ductible τ de D×K,d
se factorise par D×K,d/̟
Z, on choisit alors un facteur irre´ductible ρ de τ|1+PK,d et on note Nρ
le normalisateur de sa classe d’isomorphisme dans D×K,d/̟
Z. Comme 1+PK,d est un pro-p-
groupe, la dimension de ρ est une puissance de p de sorte que, un p-Sylow de Nρ/(1+PK,d)
e´tant cyclique, ρ admet un prolongement ρ˜ a` Nρ, cf. [17] lemme 1.19. Soit alors ζ une sous-
repre´sentation irre´ductible de Nρ agissant sur Hom1+PK,d(ρ˜, τ) laquelle d’apre`s la preuve
de la proposition 2.3.2 de [12] que nous suivons, est de la forme ζ ≃ ind
Nρ
J (χ) pour un
groupe J contenant Nρ ∩ O
×
K,d et un caracte`re χ de J trivial sur 1 + PK,d.
A.3.3. Proposition. — (cf. [12] proposition 2.3.2)
Avec les notations pre´ce´dentes, on a
τ = ind
D×
K,d
/̟Z
J
(
ρ˜|J ⊗ χ
)
avec J = Nρ ∩Nχ ou` Nχ de´signe le normalisateur de χ. La re´duction rl(τ) de τ modulo l
est de la forme
ind
D×
K,d
/̟Z
J
(
rl(ρ˜|J)⊗ rl(χ)
)
ou` rl(ρ˜|J) reste irre´ductible de normalisateur Nρ de sorte que la longueur de rl(τ) est e´gale
a`
m(τ) := [Nρ ∩Nrl(χ) : J ].
Remarque : deux sous-quotients irre´ductibles τ et τ ′ quelconques de la re´duction modulo
l d’une repre´sentation irre´ductible entie`re de D×K,d, sont inertiellement e´quivalents, i.e. il
existe un caracte`re ζ : Z −→ Q
×
l tel que τ
′ ≃ τ ⊗ ζ ◦ val ◦rn.
Par construction il existe des entiers f ′, d′, e′ de produit e´gal a` d tels que
J/(1 + PK,d) ≃ F
×
qf ′d′
⋊mZ/e′d′Z,
ou` m est un diviseur de d′ tel que f ′m = [D×K,d : ̟
ZD×d,KJ ]. L’abe´lianise´ de J/(1 + PK,d)
s’identifie, via la norme, a` F×
qf ′m
×mZ/e′d′Z et le nombre de repre´sentations irre´ductibles
strictement congrues a` τ est la plus grande puissance de l divisant le cardinal de cet
abe´lianise´.
A.3.4. Notation. — Pour τ¯ une Fl-repre´sentation irre´ductible de D
×
K,d, avec les nota-
tions de la proposition pre´ce´dente et τ un rele`vement, avec les notations pre´ce´dentes, on
notera
m(τ¯ ) = [Nχ ∩Nrl(χ) : J ] et g(τ¯) :=
d
e′
= f ′d′.
Soit aussi s(τ¯ ) la plus grande puissance de l divisant d
m(τ¯)g(τ¯ )
et on note
g−1(τ¯ ) = g(τ¯) et ∀0 ≤ i ≤ s(τ¯), gi(τ¯ ) = m(τ¯ )l
ig(τ¯).
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A.3.5. De´finition. — Pour τ¯ une Fl-repre´sentation irre´ductible de D
×
K,d, soit Cτ¯ ⊂
Rep∞Znr
l
(D×K,d) la sous-cate´gorie pleine forme´e des objets dont tous les Z
nr
l D
×
K,d-sous-
quotients irre´ductibles sont isomorphes a` un sous-quotient de τ¯|D×
K,d
. On note τ¯ 0 un
sous-quotient irre´ductible quelconque de τ¯|D×
K,d
.
A.3.6. Proposition. — (cf. [11] §B.2)
Soit Pτ¯0 une enveloppe projective de τ¯
0 dans Rep∞Znr
l
(D×K,d). Alors la sous-cate´gorie Cτ¯ est
facteur direct dans Rep∞Znr
l
(D×K,d) pro-engendre´e par l’induite Pτ¯ := ind
D×
K,d
D×
K,d
(Pτ¯0).
Ainsi toute Znrl -repre´sentation VZnrl de D
×
K,d se de´compose en une somme directe VZnrl ≃⊕
τ¯ VZnrl,τ¯ ou` τ¯ de´crit les classes d’e´quivalence inertielles des Fl-repre´sentations irre´ductibles
de D×K,d et ou` VZnrl,τ¯ est un objet de Cτ¯ , i.e. tous ses sous-quotients irre´ductibles sont iso-
morphes a` un sous-quotient de τ¯|D×
K,d
.
A.3.7. Proposition. — (cf. [12] proposition 2.3.2) Soient τ¯ une Fl-repre´sentation
irre´ductible de D×K,d et τ
′ ∈ Cτ¯ une Ql-repre´sentation irre´ductible entie`re. Il existe alors
−1 ≤ i ≤ s(τ¯) et une repre´sentation irre´ductible cuspidale πi de GLgi(τ¯)(K) telle que
τ ′ ≃ πi[
d
gi(τ¯)
]D.
Remarque : avec les notations de la proposition pre´ce´dente, la re´duction modulo l de πi est
supercuspidale si et seulement si i = −1 et sinon son support supercuspidal est un segment
de Zelevinsky-Vigne´ras de longueur m(τ¯ )li associe´ a` une supercuspidale ̺ de GLg−1(τ¯)(K).
En outre τ¯ est uniquement de´termine´e par ̺, on dira qu’elle est de type ̺.
A.3.8. Notation. — E´tant donne´s une repre´sentation irre´ductible supercuspidale ̺ de
GLg(K) et un multiple h = tg de g,on notera ̺[t]D ∈ RFl(h) la classe de la repre´sentation
de D×K,h de type ̺. On note
RFl(̺) :=
{
̺[t]D : 1 ≤ t ≤
d
g
}
.
Exemple : soit π−1 une Ql-repre´sentation irre´ductible cuspidale entie`re de GLg(K) dont
la re´duction modulo l est supercuspidale. Soient t ≥ 1 et τ¯ un constituant irre´ductible de
la re´duction modulo l de π−1[t]D : on a alors g−1(τ¯) = g. Soit alors πi une repre´sentation
irre´ductible cuspidale de GLgi(τ¯)(K) dont la re´duction modulo l a pour support supercus-
pidal un segment de Zelevinsky [rl(π−1{
1−s
2
}), rl(π−1{
s−1
2
})] avec gi(τ¯ ) = sg. Pour tout
ti tel que tigi(τ¯ ) ≥ tg, la repre´sentation πi[ti]D (resp. un sous-quotient irre´ductible de la
re´duction modulo l de πi[ti]D) est de τ¯ -type i.
A.3.9. Notation. — Avec les notations pre´ce´dentes, on notera Scuspi(τ¯ ) l’ensemble des
classes d’e´quivalences des repre´sentations πi.
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A.3.10. Proposition. — Soit πv,i ∈ Scuspi(τ¯ ). Pour t ≥ 1, on a alors l’e´galite´ suivante
dans le groupe de Grothendieck
rl(πv,u[t]D) = l
u
m(̺)−1∑
i=0
rl(πv,−1[tm(̺)l
u]νi. (A.3.13)
Remarque : dans le cas ou` ǫ(̺) = 1, la formule (A.3.13) s’e´crit rl(πv,u[t]D) = l
u+1rl(πv,−1[t]D).
Appendice B
Rappels des re´sultats faisceautiques sur Ql d’apre`s [7]
Dans ce paragraphe nous rappelons les re´sultats de [7] que nous utilisons dans ce texte :
les notations sont celles des paragraphes pre´ce´dents. Pre´cisons de nouveau que tous les
re´sultats de loc. cit. sont sur Ql ce qui permet de l’enlever des notations afin d’alle´ger les
e´critures.
Rappelons que pour σv (resp. πv) une repre´sentation de Wv (resp. de GLd(Fv)), l’action
d’un e´le´ment g sur
σv(n) (resp. πv{n})
est donne´e par σv(g)|Art
−1
Fv (g)|
n (resp. πv(g)| det g|
n) ou` |− | est la valeur absolue sur Fv et
Art−1Fv : Wv −→ F
×
v le morphisme de la the´orie du corps de classe qui envoie les frobenius
ge´ome´triques Fr−1 de Wv de Fv sur les uniformisantes, i.e. v(Art
−1
Fv (Fr)) = −1.
B.1. sur les syste`mes locaux d’Harris-Taylor. — Soient πv une repre´sentation
irre´ductible cuspidale de GLg(Fv) et 1 ≤ t ≤
d
g
. La repre´sentation πv[t]D de D
×
v,tg, cf. la
notation A.3.1, fournit un syste`me local sur X=tg
I,s¯,1h
L(πv[t]D)1h =
eπv⊕
i=1
LQl(ρv,i)1h
ou` (πv[t]D)|D×
v,h
=
⊕eπv
i=1 ρv,i avec ρv,i irre´ductible et muni d’une action de Ptg,d−tg(Fv) via
son quotient GLd−tg × Z.
Remarque : ce syste`me local est note´ F(t, πv)1 dans loc. cit. 1.4.7.
B.1.1. Notation. — Pour tout strate pure X=tgI,s¯,a, on note L(πv[t]D)a l’image de
L(πv[t]D)1h par un e´le´ment quelconque de a ∈ GLd(Fv)/Ptg,d−tg(Fv).
Exemple : pour h ≤ tg on a ainsi L(πv[t]D)1h est la somme directe des L(πv[t]D)a sur les
strates pures X=tgI,s¯,a contenues dans X
≥h
I,s¯,1h
.
B.1.2. De´finition. — Les syste`mes locaux d’Harris-Taylor sont les
H˜T a(πv,Πt) := L(πv[t]D)a ⊗ Πt ⊗ Ξ
tg−d
2
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et leurs versions induites
H˜T (πv,Πt) :=
(
L(πv[t]D)1h ⊗ Πt ⊗ Ξ
tg−d
2
)
×Ptg,d−tg(Fv) GLd(Fv),
ou` l’action du radical unipotent de Ptg,d−tg(Fv) est triviale, et celle de
(g∞,v,
(
gcv ∗
0 getv
)
, σv) ∈ G(A
∞,v)× Ptg,d−tg(Fv)×Wv
est donne´e
— par celle de gcv sur Πt et deg(σv) ∈ Z sur Ξ
tg−d
2 ainsi que
— celle de (g∞,v, getv , val(det g
c
v)−deg σv) ∈ G(A
∞,v)×GLd−tg(Fv)×Z sur LQl(πv[t]D)1h⊗
Ξ
tg−d
2 , ou` Ξ : 1
2
Z −→ Z
×
l est de´fini par Ξ(
1
2
) = q1/2.
On dit de l’action de GLtg(Fv) qu’elle est infinite´simale, cf. aussi la remarque pre´ce´dant
1.2.8.
B.1.3. Notations. — On pose
HT (πv,Πt) := H˜T (πv,Πt)[d− tg],
et le faisceau pervers d’Harris-Taylor associe´ est
P (t, πv) := j
=tg
!∗ HT (πv, Stt(πv))⊗ L(πv),
ou sa version non induite
P (t, πv)a = i
h
a,∗i
h,∗
a P (t, πv) = j
=tg
a,!∗HTa(πv, Stt(πv))⊗ L(πv),
ou` L∨ de´signe la correspondance locale de Langlands.
Remarque : on rappelle que π′v est inertiellement e´quivalente a` πv si et seulement s’il existe
un caracte`re ζ : Z −→ Q
×
l tel que π
′
v ≃ πv ⊗ (ζ ◦ val ◦ det). Les faisceaux pervers P (t, πv)
ne de´pendent que de la classe d’e´quivalence inertielle de πv et sont de la forme
P (t, πv) = eπvP(t, πv)
ou` P(t, πv) est un faisceau pervers irre´ductible.
B.1.4. Notation. — On note Fil−tg∗ (πv,Πt) le noyau du morphisme d’adjonction
j=tg! HT (πv,Πt)։ j
=tg
!∗ HT (πv,Πt),
qui est a` support dans X≥tg+1I,s¯ .
B.1.5. Proposition. — (cf. [9] 3.3.5) Le faisceau pervers Fil−tg∗ (πv,Πt) est en fait a`
support dans X
≥t(g+1)
I,s¯ et le morphisme d’adjonction
j
=(t+1)g
! j
=(t+1)g,∗ Fil−tg∗ (πv,Πt) −→ Fil
−tg
∗ (πv,Πt)
est surjectif.
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En ite´rant cette proposition, on obtient, pour s = ⌊d
g
⌋, la re´solution
0→ j=sg! HT (πv,Πt
−→
× Spehs−t(πv))⊗Ξ
s−t
2 −→ · · · −→ j
=(t+2)g
! HT (πv,Πt
−→
× Speh2(πv))⊗Ξ
1
−→ j
=(t+1)g
! HT (πv,Πt
−→
×πv)⊗ Ξ
1
2 −→ Fil−tg∗ (πv,Πt)→ 0. (B.1.14)
ou` pour π1 et π2 des repre´sentations de respectivement GLt1g(Fv) et GLt2g(Fv), π1
−→
×π2
de´signe l’induite normalise´e π1{−
t2
2
} × π2{
t1
2
}.
Remarque : de cette re´solution on en de´duit :
— le calcul des faisceaux de cohomologie des faisceaux pervers d’Harris-Taylor du
the´ore`me 2.2.5 de [7]. Pre´cise´ment, pour g > 1, le i-e`me faisceau de cohomologie de
pj=tg!∗ HT (πv,Πt) est nul sauf si i est de la forme −d+ tg + δ(g − 1) auquel cas il est
isomorphe a` HT (πv,Πt{
−δ
2
} × Spehδ(πv{
t
2
}))[tg − d]⊗ Ξ
δ
2 .
— la description des constituants irre´ductibles de j=tg! HT (πv,Πt) de la proposition 4.3.1,
comple´te´e par le corollaire 5.4.1, de [7], cf. aussi le corollaire 3.3.8 de [9], qui dans le
groupe de Grothendieck correspondant, s’e´crit
[
j=tg! HT (πv,Πt)
]
=
⌊ d
g
⌋−t∑
r=0
[
j
=(t+r)g
!∗ HT (πv,Πt
−→
×Str(πv))⊗ Ξ
r
2
]
. (B.1.15)
B.2. sur le faisceau pervers des cycles e´vanescents. — La premie`re e´tape de [7]
consiste, cf. loc. cit. de´finition 2.2.2, a` de´couper ΨI selon les classes d’e´quivalence inertielles
Cuspv(g) des repre´sentations irre´ductibles cuspidales de GLg(Fv) pour g variant de 1 a` d :
ΨI ≃
d⊕
g=1
⊕
πv∈Cuspv(g)
ΨI,πv . (B.2.16)
Les re´sultats du §7 de [7] sur ΨI,πv sont re´sume´s par la proposition 3.4.3 de [9] que nous
reproduisons ci-dessous.
B.2.2. Proposition. — (cf. [9] 3.4.3) Soit
0 = Fil0! (ΨI,πv) ⊂ Fil
1
! (ΨI,πv) ⊂ · · · ⊂ Fil
d
! (ΨI,πv) = ΨI,πv
la filtration de stratification de ΨI,πv de la proposition 1.3.16. Pour tout r non divisible par
g, le gradue´ grr! (ΨI,πv) est nul et pour r = tg avec 1 ≤ t ≤ s, il est a` support dans X
≥tg
I,s¯
avec (8)
j≥tg,∗grtg! (ΨI,πv) ≃ j
≥tg,∗P(t, πv)(
1− t
2
).
La surjection j=tg! j
≥tg,∗grtg! (ΨI,πv)։ gr
tg
! (ΨI,πv), ou` dans le groupe de Grothendieck[
grtg! (ΨI,πv)
]
=
s∑
i=t
[
P(i, πv)(
1 + i− 2t
2
)
]
.
8. a` un facteur epiv pre`s, j
≥tg,∗grtg
!
(ΨI,piv) est donc isomorphe a` H˜T (πv, Stt(πv))⊗ L(πv)(
1−t
2
)
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Remarque : dans [9], on explique comment ce re´sultat permet de calculer les fibres des
faisceaux de cohomologie de ΨI,πv , i.e. d’en de´duire le corollaire 2.2.10 de [7]. En particulier
la fibre en un point ferme´ de X=tgI,s¯ de H
h−dΨI,πv est munie d’une action de (D
×
v,tg)
0 :=
Ker
(
val ◦rn : D×v,tg −→ Z
)
et de ̟Zv que l’on voit plonge´ dans F
×
v ⊂ D
×
v,tg. D’apre`s le
the´ore`me 2.2.6 de [7], ou plus simplement d’apre`s la proposition pre´ce´dente, on a
ind
D×v,tg
(D×v,tg)
0̟Zv
(
Htg−dΨI,πv
)
|X=tg
I,s¯
≃ Htg−dP (t, πv)(
1− t
2
)
≃ H˜T (πv, Stt(πv))⊗ L(πv)⊗ Ξ
1−t
2 . (B.2.17)
B.2.3. Notation. — On note
0→ grtg,−! (ΨI,πv) −→ gr
tg
! (ΨI,πv) −→ gr
tg,+
! (ΨI,πv)→ 0,
avec grtg,+! (ΨI,πv) := P(t, πv)(
1−t
2
).
B.3. Comple´ments. — Les re´sultats de ce paragraphe sont de´veloppe´s plus en de´tail
dans [10]. L’article n’e´tant pas encore publie´, nous donnons ci-apre`s un rapide aperc¸u du
§6 de loc. cit.
Etant donne´e une inclusion de strates pures X≥h+1I,s¯,c →֒ X
≥h
I,s¯,a, l’ingre´dient essentiel et
nouveau par rapport a` [7] est l’utilisation des morphismes
j≥ha−c : X
≥h
I,s¯,a −X
≥h+1
I,s¯,c →֒ X
≥h
I,s¯,a
que l’on notera simplement j≥h6=c lorsque a = 1h. On s’inte´ressera plus particulie`rement,
pour P un Ql-faisceau pervers supporte´ dans X
≥h
I,s¯,a, aux morphismes d’adjonction
j=ha−c,!j
=h,∗
a−c P −→ P . Dans les applications P sera en fait a` support dans X
≥h+g
I,s¯,a , pour g ≥ 1,
de sorte que
j=ha−c,!j
=h,∗
a−c P = j
=h+g
a−c,! j
=h+g,∗
a−c P,
ou` j=h+ga−c = i
h+g ◦ j≥h+ga−c avec
j≥h+ga−c : X
≥h+g
I,s¯,a −X
≥h+g
I,s¯,c →֒ X
≥h+g
I,s¯,a .
Remarque : on autorise h = 0 auquel cas X≥0I,s¯,a est la varie´te´ de Shimura XI → SpecOv.
L’inte´reˆt principal des inclusions j≥ha−c est son caracte`re affine rappele´ dans le lemme
suivant.
B.3.1. Lemme. — L’inclusion ouverte j≥ha−c est affine.
De´monstration. — Par syme´trie il suffit de traiter le cas de a = 1h et c = 1h+1. Or pour
tout SpecA −→ X≥h
I,s¯,1h
, le ferme´ X≥h+1
I,s¯,1h+1
×X≥h
I,s¯,1h
SpecA est, avec les notations du §1.2,
donne´ par l’annulation de ι(eh+1).
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En utilisant la description des faisceaux de cohomologie des faisceaux pervers d’Harris-
Taylor et du complexe des cycles e´vanescents, donne´e dans [7] et rappele´e plus haut, nous
allons donner quelques re´sultats sur l’effet du foncteur exact j=h6=c,!j
=h,∗
6=c sur les faisceaux
pervers d’Harris-Taylor et le complexe des cycles e´vanescents. On commence par h = 0 et
un faisceau pervers d’Harris-Taylor HT (πv, Stt(πv)) a` support dans X
≥tg
I,s¯ de sorte que pour
toute strate pure X≥1I,s¯,c,
j=16=c,!j
=1,∗
6=c HT (πv, Stt(πv)) ≃ · · · ≃ j
=tg
6=c,!j
=tg,∗
6=c HT (πv, Stt(πv)).
Pour simplifier les notations on prendra c = 11.
B.3.2. Lemme. — (cf. le corollaire 6.6 de [10]) Etant donne´ un syste`me local d’Harris-
Taylor HT (πv, Stt(πv)) relativement a` une repre´sentation irre´ductible cuspidale πv de
Glg(Fv), on a la suite exacte courte
0→ Ind
P1,d−1(Fv)
P1,(t+1)g−1,d−(t+1)g(Fv)
pj
=(t+1)g
1(t+1)g,!∗
HT1(t+1)g
(
πv, Stt+1(πv)P1,(t+1)g−1(Fv)
)
⊗Ξ
1
2
−→ j=16=11,!j
=1,∗
6=11
(
pj=tg!∗ HT (πv, Stt(πv))
)
−→ pj=16=11,!∗j
=1,∗
6=11
HT (πv, Stt(πv))→ 0.
De´monstration. — Il s’agit simplement d’identifier pH−1i1,∗1 (
pj=tg!∗ HT (πv, Stt(πv))) avec
le premier terme de la suite exacte courte de l’e´nonce´. La technique est commune
avec les preuves des lemmes qui suivront : on construit tout d’abord une surjection de
pH−1i1,∗
11
(pj=tg!∗ HT (πv, Stt(πv))) vers le faisceau pervers de l’e´nonce´ et on ve´rifie dans un
deuxie`me temps que les faisceaux de cohomologie de ces deux faisceaux pervers posse`dent
les meˆmes germes en tout point ge´ome´trique. Pour le premier point notons tout d’abord
que
pH−1i1,∗
11
(pj=tg!∗ HT (πv, Stt(πv))) ≃
pH−1i1,∗
11
(pj=tg
6=11,!∗
HT (πv, Stt(πv))).
Dans [7] 4.5.1, on de´crit j=tg
1tg ,!
HT1tg(πv, Stt(πv)) dans le groupe de Grothendieck des fais-
ceaux pervers Hecke e´quivariant. En appliquant alors le foncteur pH−1itg+1,∗
11
a` la filtration
par les poids de j=tg
1tg ,!
HT1tg(πv, Stt(πv)), on obtient
pH−1itg+1,∗
11
(
pj=tg
1tg ,!∗
HT1tg(πv, Stt(πv))
)
։
Ind
P1,tg−1,d−tg(Fv)
P1,tg−1,g,d−(t+1)g(Fv)
pj
=(t+1)g
1(t+1)g,!∗
HT1(t+1)g
(
πv,
(
Stt(πv{
−1
2
})
)
|P1,tg−1(Fv)
⊗ πv{
t
2
}
)
⊗ Ξ
1
2
et donc
pH−1itg+1,∗
11
(
pj=tg!∗ HT (πv, Stt(πv))
)
։
Ind
P1,d−1(Fv)
P1,(t+1)g−1,d−(t+1)g(Fv)
pj
=(t+1)g
1(t+1)g,!∗
HT1(t+1)g
(
πv,
(
Stt(πv{
−1
2
})
)
|P1,tg−1(Fv)
× πv{
t
2
}
)
⊗ Ξ
1
2
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ou` d’apre`s le lemme A.1.5,(
Stt(πv{
−1
2
})
)
|P1,tg−1(Fv)
× πv{
t
2
} ≃ Stt+1(πv)|P1,(t+1)g−1(Fv).
Ainsi on obtient bien une surjection de pH−1i1,∗
11
(pj=tg
6=11,!∗
HT (πv, Stt(πv))) vers le faisceau
pervers induit de l’e´nonce´.
Passons a` pre´sent au deuxie`me point. Pour tout point ge´ome´trique z de X=h
I,s¯,11
, le germe
en z du i-e`me faisceau de cohomologie de pH−1i1,∗1 (
pj=tg!∗ HT (πv, Stt(πv))) est isomorphe a`
celui du (i− 1)-e`me de pj=tg!∗ HT (πv, Stt(πv)). Ainsi d’apre`s [7], ce germe est
— nul si (h, i) n’est pas de la forme
(
(t+ δ)g, (t+ δ)g − d− δ
)
avec (t+ δ)g ≤ d,
— et sinon il est isomorphe au germe en z de HT (πv,Π) ou` Π est l’induite normalise´e
Π :=
(
Stt(πv{−
δ
2
})
)
|P1,tg−1(Fv)
× Spehδ(πv{
t
2
}) ≃ LT (t, δ − 1, πv)|P1,(t+δ)g−1(Fv),
le dernier isomorphisme e´tant donne´ par le lemme A.1.5.
On calcule de meˆme le germe en z du i-e`me faisceau de cohomologie du premier faisceau
pervers de la suite exacte courte de l’e´nonce´. Les conditions d’annulation sont les meˆmes
et sinon on trouve le germe en z de HT (πv,Π
′) avec
Π′ := Stt+1(πv)|P1,(t+1)g−1(Fv){
1− δ
2
} × Spehδ−1(πv{
t+ 1
2
})
qui d’apre`s le lemme A.1.5 est isomorphe a` Π ≃ LTπv(t, δ − 1)|P1,(t+δ)g−1(Fv).
Conside´rons a` pre´sent h ≥ 1 et a = 1h. Pour L[d − h] = HT1h(πv,Πt) un syste`me local
d’Harris-Taylor relativement a` une repre´sentation irre´ductible cuspidale πv de GLg(Fv) et
Πt une repre´sentation de GLtg(Fv) avec h = tg, ne jouant aucun roˆle, on notera
PL := i
h+1
∗
pH−1ih+1,∗
1h
(
pj=h1h,!∗HT1h(πv,Πt)
)
,
de sorte que
0→ PL −→ j
=h
1h,!
HT1h(πv,Πt) −→
pj=h1h,!∗HT1h(πv,Πt)→ 0.
B.3.3. Lemme. — On a une suite exacte courte de faisceaux pervers P∆(c)(Fv)-
e´quivariants
0→ j=h+16=c,! j
=h+1,∗
6=c PL −→ PL −→
pj=h+gc,!∗ j
=h+g,∗
c PL → 0.
Remarque : rappelons que dans [7], on calcule dans un premier temps l’image de
j=h
1h,!
HT1h(πv,Πt) dans un groupe de Grothendieck de faisceaux pervers e´quivariants au
moyen de la formule des traces calculant la somme alterne´e de la cohomologie a` support
compact de HT1h(πv,Πt). Moralement donc la suite exacte de l’e´nonce´ est a` porte´e de la
formule des traces puisque
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— d’une part l’injectivite´ du morphisme d’adjonction j=h+16=c,! j
h+1,∗
6=c PL −→ PL est formelle
et de´coule du caracte`re affine de jh≤+1
1h, 6=c
,
— et que l’image dans le groupe de Grothendieck du quotient se de´duit par re´currence
de celle de PL et de j
=h+1
6=c,! j
h+1,∗
6=c PL.
De´monstration. — En ce qui concerne le fait que le morphisme d’adjonction
j=h+16=c,! j
=h+1,∗
6=c PL −→ PL
soit injectif, on renvoie le lecteur au lemme 2.1.2 qui traite ce point plus ge´ne´ralement sur Zl.
Le quotient de ce morphisme d’adjonction est pH0ih+1,∗c PL et il s’agit donc de montrer qu’il
est isomorphe a` pj=h+gc,!∗ j
=h+g,∗
c PL. On suit la strate´gie de´taille´e dans la preuve du lemme
pre´ce´dent : le morphisme d’adjonction j=h+gc,! j
=h+g,∗
c (
pH0ih+1,∗c PL) −→ (
pH0ih+1,∗c PL) est
surjectif et fournit donc une surjection
(pH0ih+1,∗c PL)։
pj=h+gc,!∗ j
=h+g,∗
c PL.
On est, comme pre´ce´demment, ramene´ a` montrer que les faisceaux de cohomologie de ces
deux faisceaux pervers posse`dent les meˆmes germes en tout point ge´ome´trique de X≥h+gI,s¯,c .
Par syme´trie du proble`me et afin de simplifier les notations on suppose que c = 1h+1 et
que z est un point ge´ome´trique de X=h+δ
I,s¯,1h+δ
. Notons que le germe en z du i-e`me faisceau
de cohomologie de pH0ih+1,∗c PL est isomorphe a` celui de PL lequel, d’apre`s la suite exacte
courte
0→ PL −→ j
=h
! L[d− h] −→
pj=h!∗ L[d− h]→ 0,
est isomorphe a` celui du (i− 1)-e`me faisceau de cohomologie de pj=h! L[d− h]. D’apre`s [7],
le germe en z de Hi
(
pj=h! L[d− h]
)
est non nul si et seulement si δ est de la forme rg avec
h+rg ≤ d et i = h−d+r(g−1) auquel cas il est isomorphe, en tant que P∆(1
h+1
⊂1h+rg)
(Fv)
au germe en z de
HT1h+rg
(
πv,Πt{
−r
2
} ⊗
(
Spehr(πv{
t
2
}
)
|P1,rg−1(Fv)
))
[rg + h− d].
En ce qui concerne le germe en z de pj=h+gc,!∗ j
=h+g,∗
c PL, notons tout d’abord que
j=h+g,∗
1h+1
PL ≃ Ind
P
∆(1h+1
(Fv)
P
∆(1h+1⊂1h+g)
(Fv)
(
j=h+g,∗
1h+g
PL
)
,
et que donc, d’apre`s [7], le germe en question est isomorphe a` celui de
HT1h+rg
(
πv,Πt{
−r
2
} ⊗
(
(πv{
t− r + 1
2
})|P1,g−1(Fv) × Spehr−1(πv{
t+ 1
2
})
))
[rg + h− d].
Le re´sultat de´coule alors du fait, cf. A.1.5, que
(
Spehr(πv)
)
|P1,rg−1(Fv)
est irre´ductible iso-
morphe a` (πv{
−r+1
2
})|P1,g−1(Fv) × Spehr−1(πv{
1
2
})
)
.
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Terminons par l’effet de j¯6=a,!j¯
∗
6=a sur le complexe des cycles e´vanescents. Rappelons qu’en
notant
j¯ : XI,η¯ →֒ XI ←֓ XI,s¯ : i¯,
ou` j¯! =
pj¯! et j¯∗ =
pj¯∗ pour la t-structure dont la construction est rappele´e au de´but du
§3.2, le complexe des cycles e´vanescents est pH−1i¯∗j¯∗Q¯l. Ainsi en utilisant que pour toute
strate pure X≥1I,s¯,a, l’inclusion j¯6=a : XI−X
≥1
I,s¯,a →֒ XI := XI×SpecOv SpecOv e´tant affine, le
lemme 2.1.2 nous donne que i1,∗a ΨI est pervers et libre, ce qui donne la suite exacte courte
de F(XI,s¯,Zl)
0→ j¯6=a,!j¯
∗
6=aΨI −→ ΨI −→ i
1
a,∗
pH0i1,∗a ΨI → 0.
Rappelons, cf. [7], que ΨI,Ql se de´compose en une somme directe
ΨI,Ql ≃
⊕
π
ΨI,Ql,π
ou` π de´crit les classes d’e´quivalence inertielle des repre´sentations irre´ductibles cuspidales
de GLg(Fv) pour 1 ≤ g ≤ d.
B.3.4. Proposition. — Avec les notations pre´ce´dentes, et pour π irre´ductible cuspidale
de GLg(Fv), le faisceau pervers i
1
a,∗
pH0i1,∗a ΨI,Ql,π admet une filtration
Fil1a(ΨI,Ql,π) ⊂ Fil
2
a(ΨI,Ql,π) ⊂ · · · ⊂ Fil
s
a(ΨI,Ql,π),
ou` s = ⌊d
g
⌋ avec pour gradue´s
grka(ΨI,Ql,π) ≃
pj=kga,!∗ HTa(πv, Stk(πv))⊗ Ξ
1−k
2 .
Remarque : comme dans la remarque suivant le lemme B.3.3, ce re´sultat est a` la porte´e de
la formule des traces et permet de simplifier les arguments les plus complexes de [7].
De´monstration. — Par syme´trie il suffit de conside´rer le cas a = 11. On rappelle que
d’apre`s [7], l’image Iπ du morphisme d’adjonction
ΨI,Ql,π −→ j
=g
∗ j
=g,∗ΨI,Ql,π
admet une filtration Fil1(Iπ) ⊂ · · · ⊂ Fil
s(Iπ) dont les gradue´s sont gr
k(Iπ) ≃
pj=kg!∗ HT (πv, Stk(πv))⊗ Ξ
1−k
2 .
B.3.5. Lemme. — Pour tout 1 ≤ r ≤ s, le faisceau pervers i1
11,∗
pH0i1,∗
11
Filr(Iπ) admet
une filtration similaire a` celle de l’e´nonce´ de la proposition pre´ce´dente, i.e. dont les gradue´s
sont les pj=kg
11,!∗
HT11(πv, Stk(πv))⊗ Ξ
− k
2 pour 1 ≤ k ≤ r.
De´monstration. — On raisonne par re´currence sur r de 1 a` s. Comme il est clair que
i111,∗
pH0i1,∗
11
(
pj=rg!∗ HT (πv, Str(πv))
)
≃ pj=rg
11,!∗
HT11(πv, Str(πv)),
il suffit de ve´rifier que
i111,∗
pH−1i1,∗
11
(
pj=rg!∗ HT (πv, Str(πv))⊗ Ξ
1−r
2
)
−→ pH−1i1,∗
11
(
Filr−1(Iπ)
)
(B.3.18)
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est nulle. Or d’apre`s l’hypothe`se de re´currence tous les constituants irre´ductibles de
pH−1i1,∗
11
(
Filr−1(Iπ)
)
sont des extensions interme´diaires de syste`mes locaux sur des strates
X=kgI,s¯ pour 1 ≤ k ≤ r − 1 alors que
pH−1i1,∗
11
(
pj=rg!∗ HT (πv, Str(πv)) ⊗ Ξ
1−r
2
)
est a` support
dans X
≥(r+1)g
I,s¯ de sorte que (B.3.18) est ne´cessairement nulle.
On a ainsi une surjection de i1
11,∗
pH0i1,∗
11
ΨI,Ql,π vers le Fil
s
11
(ΨI,Ql,π) de l’e´nonce´ et
comme dans la preuve du lemme B.3.3 il suffit de montrer que ces deux faisceaux pervers
ont les meˆmes germes en tout point ge´ome´trique de X≥1
I,s¯,11
. Conside´rons donc z un
point ge´ome´trique de X=h
I,s¯,1h
. D’apre`s [7], la fibre en z du i-e`me faisceau de cohomologie
Hij=kg
1kg ,∗
HT1kg(πv, Stk(πv))⊗Ξ
1−k
2 est nulle si (h, i) n’est pas de la forme (tg−d, tg−d+k−t)
avec k ≤ t ≤ ⌊d
g
⌋ et sinon est isomorphe a` celle de
HT1tg
(
πv, Stk(πv{
k − t
2
})⊗ Speht−k(πv{
k
2
})
)
⊗ Ξ
1+t−2k
2 .
On en de´duit alors que la fibre en z de j=kg
11,∗
HT11(πv, Stk(πv))⊗Ξ
1−k
2 est isomorphe a` celle
de
HT1tg
(
πv,
(
Stk(πv{
k − t
2
}
)
|P1,kg−1(Fv)
× Speht−k(πv{
k
2
})
))
⊗ Ξ
1+t−2k
2 ,
ou` on induit de P1,kg−1(Fv) ⊗ GL(t−k)g(Fv) a` P1,tg−1(Fv). Par ailleurs, en regardant les
poids, on voit que la suite spectrale calculant la fibre des faisceaux de cohomologie de
Fils11(ΨI,Ql,π) en fonction de ceux des gr
k
11
(ΨI,Ql,π) de´ge´ne`re en E1. D’apre`s A.1.5,(
Stk(πv{
k − t
2
})
)
|P1,kg−1(Fv)
× Speht−k(πv{
k
2
}) ≃
(
LTπ(k, t− 1− k)πv
)
|P1,tg−1(Fv)
de sorte que d’apre`s le re´sultat principal de [7], la fibre en z de Hi
(
Fils11(ΨI,Ql,π)
)
est
isomorphe a` celle de Hi
(
pH0i1,∗
11
ΨI,Ql,π
)
, d’ou` le re´sultat.
Remarque : les meˆmes arguments que pre´ce´demment applique´s a` Filrg! (ΨI,Ql,π) donnent
i1a,∗
pH0i1,∗a
(
Filrg! (ΨI,Ql,π)
)
≃ Filra(ΨI,Ql,π).
On en de´duit alors que l’image du morphisme d’adjonction
j=g
11,!
j=g,∗
11
(
i111,∗
pH0i1,∗
11
Filrg!
(
ΨI,Ql,π
))
−→ i111,∗
pH0i1,∗
11
Filrg!
(
ΨI,Ql,π
)
est j=g
11,!∗
HT (πv, πv)(
1
2
). Plus ge´ne´ralement les applications successives des morphismes d’ad-
jonction
j=kg
11,!
j=kg,∗
11
(
i111,∗
pH0ik,∗
11
Filrg!
(
ΨI,Ql,π
))
−→ i111,∗
pH0ir,∗
11
(
Filrg!
(
ΨI,Ql,π
))
donnent pour images les pj=kg
11,!∗
HT11(πv, Stk(πv))⊗ Ξ
1−k
2 pour 1 ≤ k ≤ r.
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Remarque : on notera enfin que de la description des faisceaux de cohomologie des fais-
ceaux pervers d’Harris-Taylor, la suite spectrale calculant les faisceaux de cohomologie de
pH0i1,∗
11
ΨI,Ql a` partir de ceux des gradue´s de la proposition B.3.4, de´ge´ne`re en E1.
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6= c
p(c)
p
= gr
g−1(̺)
! (Ψ̺)
gr
g−1(̺),+
!, 6=c (Ψ̺) =
p(c)
6= c
grh−1,+!, 6=c (Ψ̺) =
grh−1,−! (Ψ̺)
j=16=c,!j
=1,∗
6=1 Fil
h−1
! (Ψ̺) =
=
p(c)
6= c
=
= grh−1,+!, 6=c,−1(Ψ̺)
p(c)
6= c
grh,+!, 6=c,−1(Ψ̺) =
p = p+
p = p+
grd!,−1(Ψ̺) =
grh+1!,−1(Ψ̺) =
c
g−1(̺)
h
c
grhc (Ψ̺) =
♥
♦
=
h + 1 d
c
c
p+
c
= grhc,−1(Ψ̺)
h
6= c
= grh,−!,−1(Ψ̺)
d
6= c
6= c
= grh+1!, 6=c,≥0(Ψ̺)
gr2(Ψ̺, h) = gr5(Ψ̺, h) =
gr4(Ψ̺, h) =
{
p
p+
6= c
g−1(̺)|h
grh,+! (Ψ̺)
= /
grh,+!,−1(Ψ̺)gr
h,+
!,≥0(Ψ̺)
grh,−! (Ψ̺)
grh,+! (Ψ̺)
= grh! (Ψ̺) = gr
h,−
! (Ψ̺)/gr
h,+
! (Ψ̺)
h
= grh,+!, 6=c(Ψ̺)
h
c
= grhc (Ψ̺)
Figure 1. Illustration graphique de HRΨ(h+ 1)
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