Integration of reinforcement learning and imitation learning is an important problem that has been studied for a long time in the field of intelligent robotics. Reinforcement learning optimizes policies to maximize the cumulative reward, whereas imitation learning attempts to extract general knowledge about the trajectories demonstrated by experts, i.e., demonstrators. Because each of them has their own drawbacks, methods combining them and compensating for each set of drawbacks have been explored thus far. However, many of the methods are heuristic and do not have a solid theoretical basis. In this paper, we present a new theory for integrating reinforcement and imitation learning by extending the probabilistic generative model framework for reinforcement learning, plan by inference. We develop a new probabilistic graphical model for reinforcement learning with multiple types of rewards and a probabilistic graphical model for Markov decision processes with multiple optimality emissions (pMDP-MO). Furthermore, we demonstrate that the integrated learning method of reinforcement learning and imitation learning can be formulated as a probabilistic inference of policies on pMDP-MO by considering the output of the discriminator in generative adversarial imitation learning as an additional optimal emission observation. We adapt the generative adversarial imitation learning and task-achievement reward to our proposed framework, achieving significantly better performance than agents trained with reinforcement learning or imitation learning alone. Experiments demonstrate that our framework successfully integrates imitation and reinforcement learning even when the number of demonstrators is only a few.
Introduction
The integration of reinforcement learning (RL) and imitation learning (IL) is an important problem that has been studied for a long time in the field of intelligent robotics and machine learning [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . RL and IL are both well-studied machine learning problems. The goal is to provide robots with capabilities to estimate the optimal policies automatically. RL is conventionally formalized as a reward maximization problem. It causes an agent to explore an optimal policy by maximizing the cumulative rewards. However, it requires many trials in most of the robotic control problems. Because they have high dimensional states-and-actions spaces, exploration and optimization becomes a difficult problem. In contrast, IL can acquire behavior by mimicking the behaviors of experts. However, its performance depends on the expert, and there is no guarantee of acquiring an optimal policy. As a result, RL and IL have their own drawbacks.
The research for integrating RL and IL has been conducted to overcome problems and make use of the learner's trial-and-error experience and expert's demonstration. However, most variations are designed heuristically, i.e., few have a sophisticated theoretical basis. This tends to lead to the heuristic parameter tuning and endless exploration of the variants of frameworks for integration.
The main goal of this paper is to present the integration of reinforcement and imitation learning methods into a single theoretical framework, i.e., probabilistic graphical model and its inference. Such integration allows the learning agents to use expert demonstrations and agent trial and error in a synergistic manner, enabling them to perform complicated tasks, such as robotic control, more swiftly. For this purpose, we developed the probabilistic graphical model (PGM) framework with multiple optimality emissions as simultaneous observations. This theory is based on a framework that considers RL as probabilistic inference (a.k.a. control as inference) on the PGM, which has been gradually attracting attention [15] [16] [17] [18] [19] [20] . Thus, it is recognized that RL, which optimizes a policy by maximizing the accumulating reward in a Markov decision process (MDP), can be re-formulated as a probabilistic inference in the PGM. By interpreting learning control problems as probability theory, we can connect common probabilistic inferences to a wide range of problems, such as robotic control. This connection allow as to use a variety of approximate inference methods and probabilistic programming tools for reinforcement learning flexibly as well.
We propose a framework integrating RL and IL by formulating them on the PGM framework by introducing multiple optimality emissions into the PGM for RL. We call the new model the new PGM probabilistic graphical model for Markov decision process with multiple optimality emission (pMDP-MO). We demonstrate that the integrated learning method of RL and IL can be formulated as a probabilistic inference maximizing multiple optimality by adapting the optimality of RL and IL to PGM with multiple optimality emission. Furthermore, we propose to use a generative adversarial imitation learning (GAIL) discriminator [21] to calculate the optimality distributions directly from the demonstrations. GAIL is a popular state-of-the-art IL method, which demonstrates good results in complex high-dimensional control tasks. The proposed method learns the optimal policy using maximum entropy RL with task-achievement and imitation rewards, which are calculated by the GAIL discriminator. This model can be regarded as an extension of GAIL as well as an extension of PGM for RL. The method is referred to as GAIL using task-achievement reward (TRGAIL).
The main contributions of this study are as follows:
• We developed PGM with multiple optimality emissions called pMDP-MO and formulated RL with multiple-types of rewards as probabilistic inference in pMDP-MO.
• We proposed TRGAIL, which integrates RL and IL by using the task-achievement reward and imitation reward calculated by the GAIL discriminator as multiple emission distribution on PGM, and demonstrated the effectiveness through experiments.
We experimented the proposed method on robot manipulation tasks in the physics simulator and found that our proposed method is better at sampling efficiency and learning performance than the conventional learning method.
Background

Reinforcement Learning as Probabilistic Inference
Our proposal is based on the idea of the extension of PGM for RL as probabilistic inference (also known as 'control as inference'). Therefore, in this section, we briefly introduce RL as probabilistic inference [22] . A Markov decision process (MDP) is defined as M = (S, A, P, r, ρ 0 , γ, T ). S represents the state space. A represents the action space. P : S × A × S → R denotes the transition probability distribution when taking action a in state s and going to s . r : S × A → R is the reward function after taking action a in state s. T is the time horizon of the task. We define π as a stochastic policy π : S × A → [0, 1], and π E as an expert policy. The expert demonstrations τ E is a set of trajectories sampled by policy π E . Trajectory τ consists of a sequence of state and action pairs.
RL aims to optimize the parameters of the policy that maximizes the expected total reward based on the objective function
Recently, significant progress has been made with regard to RL in continuous action decision problems, such as video games or robot control tasks, by integrating deep learning [3, 23, 24] .
As summarized by Levine in [22] , the maximization of a reward in MDP can be re-formulated as the probabilistic inference problem in a PGM. The study of RL as probabilistic inference (also known as 'control as inference') is not new but rather has a decade of history [15] [16] [17] [18] [19] [20] . Similar ideas have been proposed independently. Attias proposed an approach to the problem of planning under uncertainty using hidden Markov-style models [15] . Todorov formulated a linear solvable Markov decision process that enables efficient approximation and determines the optimal policy efficiently [16] . Kappen reformulated Todorov's non-linear stochastic optimal control problem as a Kullback-Leibler (KL) minimization problem and efficiently calculated it by applying an approximate inference to the calculation of optimal control [17] .
In RL, as probabilistic inference, the graphical model is constructed with optimality variables indicating whether or not a state-action pair is optimal. Figure 1 illustrates the graphical model of MDP with an optimality variable. The optimality variable in RL is denoted as
In the general RL approach, the reward r(s t , a t ), which is a scalar value, cannot be expressed on PGM; however, by introducing the optimality variable O t as in Equation (2), RL can be formulated as probabilistic inference. In RL as probabilistic inference, the policy is optimized by solving the probabilistic inference, such that the policy distribution is close to the optimal trajectory distribution conditioned to O t = 1. One way to optimize actions is as a particular type of structured variational inference. We aim to approximate the posterior distribution over actions when we condition O t = 1 for all t ∈ {1, . . . , T }: based on the objective function
In the general RL approach, the reward r(s t , a t ), which is a scalar value, cannot be expressed on PGM; however, by introducing the optimality variable O t as in Equation (2), RL can be formulated as probabilistic inference. In RL as probabilistic inference, the policy is optimized by solving the probabilistic inference, such that the policy distribution is close to the optimal trajectory distribution conditioned to O t = 1. One way to optimize actions is as a particular type of structured variational inference. We aim to approximate the posterior distribution over actions when we condition O t = 1 for all t ∈ {1, . . . , T }:
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By optimizing the variational lower bound, we can approximate the inference of an optimal trajectory distribution. Using Equation 3,4, and Jensen's inequality, the variational lower bound of the log-likelihood is given by
From the above, in the context of RL as inference, reward maximization by RL in MDP is equivalent to the objective function of maximum entropy RL [22] . In recent studies, maximum a posteriori policy optimization, which is one of the RL methods serving as a probabilistic inference, shows good results by applying the EM algorithm to the problem of RL [25] . Fu et al. formulated a probabilistic inference that maximizes the probability of the occurrence of events in the framework of control as inference and proposed a generalization of inverse reinforcement learning (IRL) methods to cases in which full demonstrations are not needed, such as when only samples of desired goal states are available [26] .
Generative Adversarial Imitation Learning
We consider integrating GAIL into RL via the framework of PGM for RL. Therefore, in this section, we briefly summarize GAIL and IL. The goal of IL is to acquire the behavior that mimics the expert behavior. IL can be learned without reward signal r when compared to RL, but it is necessary to prepare expert data in advance. IL can be classified into two approaches:
(1) Behavior cloning (BC) [27, 28] , which learns policy over state-action pairs in supervised learning on expert demonstration τ E . BC has been successfully applied to autonomous driving [29] and locomotions [30, 31] . The BC approach is difficult to use in the real world because of the compounding error caused by a covariate shift. (2) Inverse reinforcement learning (IRL) [21, [32] [33] [34] [35] recovers the reward function under the assumption that the expert policy is optimal and learns the policy on the recovered reward function. However, inverse reinforcement learning is too expensive to perform because it requires solving an RL in its learning process loop.
Recently, Ho and Ermon developed GAIL [21] , which is the IL method inspired by generative adversarial networks (GAN) [36] . GAIL is able to imitate the policy for complex high-dimensional control tasks. In the GAIL framework, the agent imitates the behavior of the expert policy by matching the generated state-action distribution with the distribution of experts.
GAIL's generator tries to make the discriminator recognize that the state-action pairs generated by the policy are generated from an expert. GAIL's discriminator distinguishes state-action pairs from those generated by the generator and expert. As learning progresses, the discriminator guides the policy to match the state-action pairs generated by the generator with the expert state-action pairs. When the Jensen-Shannon divergence between agent policy distributions and expert policy distribution is minimized, the agent policy is optimal under the condition that the expert policy is the optimal policy.
GAIL's objective function is denoted as
where π θ is the agent policy that is the role of the generator, π E is the expert policy, and D ω is a discriminator that tries to distinguish state-action pairs generated from π θ and π E . In other words, D ω outputs the probability that the state-action pair is optimal under the assumption that the demonstrator's behavior is optimal. Parameters θ and ω are the parameters of the generator and discriminator, respectively, which are represented as the deep neural network. The generator is trained by a policy gradient method, such as trust region policy optimization [37] and proximal policy optimization (PPO) [38] . The discriminator is optimized using ADAM [39] . Some variants of GAIL have been proposed recently as well [40] [41] [42] [43] .
Integration of Reinforcement Learning and Imitation Learning via PGM
RL and IL are both well-established approaches; however, each has its own drawbacks. On the one hand, RL has the following drawbacks:
• It is difficult to manually design the appropriate reward function in complicated or highdimensional tasks, such as robotic control.
• The computational cost of learning is prohibitively expensive because of the exploration of the policy space for the reward.
On the other hand, IL has the following drawbacks:
• Its performance depends on the expert, with no guarantee of acquiring the optimal policy.
• If the number of expert demonstrations is small, it is difficult for agents to learn adequately.
• Most IL methods cannot effectively use environmental feedbacks.
Several conventional works have attempted to improve performance by combining RL with the learning from demonstrations [1, [3] [4] [5] . By adapting RL to the policy learned from demonstrations, it is possible to avoid searching for unnecessary action space. The combination of RL and learning from demonstration can evaluate whether the task is performed well, such that the learned policy is improved.
In an early work, Lin used a successful demonstration to improve RL more efficiently in a 2D-dynamics game [1] . The use of demonstrations becomes more effective as the task complexity increases [2] . The most famous approach of imitation and reinforcement learning is AlphaGo, which was used to learn the game Go and was proposed by Silver et al [3] .
As a different approach to the combination of RL and IL, Brys used demonstrations as a prior knowledge for the formation of reward functions [4] . This approach of using expert demonstrations to form a reward function is similar to that of inverse reinforcement learning. Levine and Koltun generated guide samples from human demonstrations and used them to explore high reward areas of the policy space [5] . In recent years, many approaches have been proposed to improve performance by combining deep reinforcement learning and IL [6] [7] [8] [9] [10] [11] [12] [13] [14] However, most of the integration was performed in a heuristic manner and was not formulated on a single probabilistic generative model. The main goal of this paper is to present a theoretical learning framework that can be used in complicated tasks, such as robotic control, by integrating these methods through pMDP-MO and making use of the GAIL discriminator as an optimality distribution.
Figure 2. Graphical model framework for reinforcement learning as probabilistic inference with multiple optimal emissions. In this framework, the agent observes multiple optimalities O 1 t , ..., O N t and infers the optimal behavior.
Probabilistic Graphical Model for Markov Decision Process with Multiple Optimality Emissions (pMDP-MO)
In this section, we develop the new PGM framework for representing MDP with simultaneous observation of multiple optimality emissions, called pMDP-MO. This graphical model is obtained by extending the graphical model framework for control as inference, as shown in Figure 1 . We assume a Markov decision process model in which multiple optimalities for the state-action pair at the time t are observed simultaneously. Assuming that the respective optimality variables are independent of each other, the probability that multiple optimalities are observed is described as follows:
where N is the number of optimality types observed simultaneously and O n t is the n-th optimality. Figure 2 depicts a graphical model in this setting in which multiple types of optimality are observed simultaneously.
Based on PGM, we can derive the optimal trajectory probabilistic distribution p(τ |O 1 1:T , . . . , O N 1:T ) by considering that the state-action pairs are optimal O 1 t = 1, . . . , O N t = 1 at time to horizon T .
Using Equation 3,8 and Jensen's inequality, the variational lower bound of log-likelihood is Figure 2 . Graphical model framework for reinforcement learning as probabilistic inference with multiple optimal emissions. In this framework, the agent observes multiple optimalities O 1 t , ..., O N t and infers the optimal behavior.
where N is the number of optimality types observed simultaneously and O n t is the n-th optimality. log p(O n t |s t , a t ) − log q (s t |a t ) (9) This is derived by using the same procedure as Equation 5 . Thus, in the PGM framework for simultaneously observing multiple optimality emissions, the probability that two optimalities are observed is denoted as Equation 9 .
If the distribution of optimality follows Equation 2, i.e., p(O t |s t , a t ) = exp(r(s t , a t )), the variational lower bound of log-likelihood is given by
Equation 10 shows that assuming multiple types of optimalities is the same as providing several types of sub-rewards in an additive manner.
GAIL using task-achievement Reward (TRGAIL)
In this section, we show that the integrated learning of RL and IL could be formulated as the maximum entropy reinforcement learning for optimality for the reward in RL, i.e., taskachievement reward, and optimality for IL, representing whether the action is similar to that of the demonstrator. The probability for the latter is calculated by the GAIL discriminator.
We define two types of optimality, optimality for RL O R t and optimality for IL O I t . We define the distribution over O R t as
By using this formulation, as with general RL, the agent learns a policy to maximize the accumulated expected designed rewards r in the PGM framework (see section 2.1). This definition of optimality represents the target of RL, i.e., maximizing cumulative rewards. In contrast, O I t represents the goal of IL. The goal of IL is to simulate expert behavior, which is assumed to be optimal.
We adopt GAIL discriminator D ω (s t , a t ), which outputs the probability if the state and action pair is generated from experts, i.e., the optimal controller, to calculate p(O I t = 1|s t , a t ). , a t , r(s t , a t ) , s t+1 )} Store the transition in the replay buffer for each discriminator gradient step do Sample trajectories
Update the discriminator parameters for each generator gradient step do
Update the policy parameters
Increasing the probability p(O I t = 1|s t , a t ) implies that the agent policy is updated to be close to the expert policy. The discriminator is parameterized with the parameter ω and learned alternately with optimality maximization by the generator in the same way as GAIL.
From Equation (8, 9, 11, 12) , the variational lower bound of log-likelihood of optimality is derived as
From the above, the integrated learning of RL and IL is formulated as the maximum entropy reinforcement learning in which the reward function is defined as r(s t , a t ) − log(D ω (s t , a t )).
In this study, we use PPO [38] , which is an RL method of policy gradient, to maximize the reward function r(s t , a t ) − log(D ω (s t , a t ) ). Note that other RL algorithms can be used in TRGAIL. By adding the policy entropy maximization term to the objective function of the actorpart of the policy gradient, we regard it as maximum entropy reinforcement learning. Therefore, the generator maximizes reward r(s t , a t ) − log(D ω (s t , a t )) and the entropy of the policy. The discriminator is trained to discriminate between the trajectory of the expert demonstration and the trajectory generated from the generator.
In this study, we assume the task-achievement reward as a reward for RL. It is difficult to solve RL with a simple task-achievement reward function. Therefore, in many studies of RL, designing the rewards is a problem to be solved, and researchers manually designed reward functions to facilitate RL. TRGAIL aims to solve the problem by making use of the trajectories given by demonstrators, i.e., by integrating imitation learning.
The task-achievement reward is the binary reward that indicates whether the current stateaction pair achieved the task. Based on the task-achievement reward and imitation reward trained by GAIL, we refer to this method of learning as the generative adversarial imitation learning using task-achievement reward (TRGAIL). Figure 4 depicts the model structure of TRGAIL. Algorithm 1 shows the algorithm flow of the TRGAIL.
Experiment
To evaluate our algorithm, we used three physics-based control tasks-Pusher, Striker, and Thrower-which are simulated using the MuJoCo physics simulator [44] . Then, using a num- ber of trajectories generated by the expert policy, we trained our algorithm.
Conditions
We used three physics-based control tasks, which were performed by a 7-degree-of-freedom (DOF) manipulation robot. Figure 4 depicts each task. In each task, the state space and action space are the same. The action space is a 7-dimensional continuous value of the torque given to every seven joints of the arm. The state space is a 23-dimensional continuous value, with the angles and angular velocities of the 7 joints, and the XYZ coordinates of objects, goals, and hands. We generated expert behavior for these tasks by running PPO [38] . Each behavior is trained on these true reward functions defined in OpenAI Gym [45] to generate expert policies. Then, to evaluate the imitation performance, we sampled datasets of varying trajectory counts from expert policies.
We tested the proposed method against four baselines: PPO, BC, PPO+BC, and GAIL. PPO+BC indicates that the PPO is learned using the policy pre-learned by BC as an initial parameter, which is the most standard approach to integrate IL and RL.
We trained the proposed method based on the task-achievement reward alone and did not use the reward defined in the OpenAI Gym [45] to demonstrate that the only requirement for learning by our method is to define the task-achievement condition and collect expert trajectories. This experiment aims to show that TRGAIL can learn a policy on only the task-achievement reward with the help of the demonstrators' trajectories. Figure 5 depicts the performance of the learned policies of each task in the MuJoCo physics simulator. As shown in the figure, in most tasks, the proposed method can learn faster than the conventional method can, and the episode score of the learned policy is also higher. In the Striker task, GAIL cannot efficiently learn the optimal policy because the expert trajectories trained by PPO are suboptimal. In contrast, TRGAIL learned a better score than that of the suboptimal trajectories because of the task-achievement reward. In the Thrower task, considering that 25 expert orbits were given, classical IL could sufficiently learn, and there was no significant The purpose of the Pusher task is to control the robot arm to move a white cylindrical object into a red circle goal. In the initial state of the environment, the posture of the robot arm and the coordinates of the goal are fixed values, and the coordinates of the object are determined randomly. The task-achievement condition is that the XY coordinates of the object must fall within the goal range.
Results
(b) Striker The purpose of the Striker task is to control the robot arm and strike a white ball into the goal with a white fence. In the initial state of the environment, the posture of the robot arm and the coordinates of the object are fixed values, and the coordinates of the goal are determined randomly. The task-achievement condition is that the XY coordinates of the object must fall within the goal range.
(c) Thrower The purpose of the Thrower task is to control the robot arm and throw a white ball into the white box goal.
In the initial state of the environment, the posture of the robot arm and the coordinates of the object are fixed values, and the coordinates of the goal are determined randomly. The task-achievement condition is that the x and y coordinates of the object must be within the goal range, and the ball must be in contact with the bottom of the box. difference between the proposed method and the conventional method. Table 1 and Figure 6 present the experimental results when we change the number of expert trajectories given in each task. We found that if the number of expert trajectories was decreased, TRGAIL exhibited a higher learning performance than that exhibited by GAIL in most tasks, as GAIL could not learn enough. In addition, we found that TRGAIL can sufficiently learn even when the number of experts is minimal.
Conclusion
In this study, we developed the new probabilistic graphical model framework for simultaneously observing multiple optimality emissions. Furthermore, we demonstrated that the inte- Table 1 . Experimental result of IL and combination approach of IL and RL in the case of changing the number of experts given in each task. Episode scores indicate the number of time steps that achieved the goal in one episode. The score value is the average of 100 episodes performed using the highest rated policy during the trial.
grated learning method of RL and IL can be formulated as a probabilistic inference maximizing multiple optimalities to PGM with multiple optimality emission. In experiments, our proposed method, which adapts generative adversarial imitation learning and task-achievement rewards to our framework, achieved significantly better performance than that achieved by the agents trained with RL or IL alone. However, we sometimes observed that the final performance of TRGAIL decreased as the number of experts given to the agent increased. This is considered to be caused by the fact that IL inhibits the improvement of the score when a non-optimal expert is given. Basically, RL has a low learning efficiency at the beginning of learning but can efficiently learn at a later stage where it can stably obtain a reward. On the other hand, IL contributes significantly at the beginning of learning when no reward signal can be obtained, but at a later stage, it suffers a penalty for the distance from the expert. From the above, we assume that it is preferable to learn while changing the weight parameter of RL and IL according to the progress of learning. Specifically, approaches may be considered, such as setting a parameter of weight and decreasing this value as learning progresses. Our future study will focus on the formulation of this phenomenon in PGM.
Examining the relevance of other GAIL extension methods and our proposed method is also important. The GAIL approach for obtaining desirable strategies by adding human-designed rewards has been previously proposed [41] . Comparing these conventional approaches with our proposed method, the feature of the proposed method is to reformulate this approach as probabilistic inference on PGM. By showing the relationship between such a problem and the probabilistic inference, various methods, such as existing probabilistic inference methods, can be applied.
Compared to the conventional IL, TRGAIL is superior in that it can be learned with a minimal number of experts. Because it may be difficult to prepare many expert trajectories in IL, it is worth being able to learn with as few expert trajectories as possible. In addition, because this method is applied to RL, it is an advantage that the expert trajectory to be given does not have to be optimal. TRGAIL will learn well even when only an incomplete expert trajectory is given, which performs only part of the task.
In our future work, we will extend our proposed framework for hierarchical models. In tasks for which the process to achieve the goal is complicated, the agent should segment a trajectory and learn the policy for each skill. We need to propose hierarchical learning by extending the proposed framework using the connection with probabilistic inference proposed in this study.
Although this study focuses on the integration of RL and IL, the framework for simultaneously observing multiple optimality emissions is a general framework. This framework could be applied in other tasks with the goal of maximizing with respect to multiple optimalities.
