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Úvod
Zovšeobecnený lineárny model je nástroj, ktorý je pomerne často využívaný
v oblasti poisťovníctva. Už od jeho predstavenia autormi Nelder a Wedderburn
(1972) sa stal populárnym, pretože rozdelenie vysvetľovanej premennej sa neob-
medzuje len na normálne rozdelenie, ale rozsah rozdelení je rozšírený o rozdelenia
patriace do rodiny exponenciálnych rozdelení. Zväčšenie tohto rozsahu nám umož-
ňuje pracovať aj s diskrétnymi dátami.
Pri modelovaní pomocou zovšeobecneného lineárneho modelu ale predpokla-
dáme, že všetky pozorovania sú navzájom nezávislé. Bohužiaľ, tento predpoklad
môže byť často krát porušený, v niektorých prípadoch až nereálny. Preto bolo
potrebné násjť metódu, ktorá bude brať do úvahy závislosť medzi pozorovaniami.
Liang a Zeger (1986) vo svojom článku opisujú metódu zovšeobecnených odhado-
vacích rovníc (GEE) pre odhad parametrov modelu, kde je predpoklad nezávis-
losti porušený. Túto metódu odvodili pre takzvané skupinovo závislé dáta - po-
zorovania, ktoré sú závislé v skupine, ale nezávislé naprieč skupinami.
Táto práca sa venuje metóde zovšeobecnených odhadovacích rovníc (GEE).
Cieľom práce je čitateľovi predstaviť túto metódu a na vhodných simuláciách de-
monštrovať teoretické výsledky.
Práca je delená do troch častí. Prvá časť práce je venovaná zovšeobecneným
lineárnym modelom. Ako prvú uvádzame rodinu exponenciálnych rozdelení. Ďalej
formulujeme zovšeobecnený lineárny model a ukážeme, ako nájsť odhady para-
metrov v tomto modeli metódou maximálnej vierohodnosti.
Druhá časť práce sa venuje metódam zovšeobecnených odhadovacích rovníc.
Postupne predstavíme metódy, na základe ktorých sa postupne dostaneme k me-
tóde zovšeobecnených odhadovacích rovníc (GEE). Predstavíme metódu pseudo
maximálnej vierohodnosti, metódu kvázi psuedo maximálnej vierohodnosti až sa
nakoniec dostaneme k samotnej metóde GEE. Na príkladoch ukážeme využitie
týchto metód.
V tretej časti práce na vhodne zvolených simuláciách ukážeme, ako vplýva
počet skupín na vlastnosti odhadu parametru v modeli a ako vhodne vybrať
pracovnú korelačnú štruktúru pomocou kvázi Akaikovho kritéria (QIC).
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1. Úvod do zovšeobecnených
lineárnych modelov
V tejto časti si najprv predstavíme pojem zovšeobecneného lineárneho mo-
delu (generalized linear model, GLM), na ktorom neskôr postavíme teóriu zovše-
obecnených odhadovacých rovníc. Zdrojom, o ktorý sa budeme opierať, je Ku-
lich (2020). Predstavíme predpoklady tohto modelu a vlastnosti odhadnutých
parametrov. Zovšeobecnený lineárny model je rozšírením klasického lineárneho
modelu, ktoré špecifikuje strednú hodnotu odozvy ako nejakú funkciu lineárnej
kombinácie vysvetľujúcich premenných. Pre lineárny zovšeobecnený model máme
väčšiu škálu pre výber rozdelenia odozvy. Tieto rozdelenia pochádzajú z takzvanej
rodiny exponenciálnych rozdelení.
1.1 Rodina exponenciálnych rozdelení
Tvar hustoty rozdelení, ktoré pochádzajú z rodiny exponenciálnych rozdelení
(the exponential family of distributions), vieme vyjadriť ako






, x ∈ M (1.1)
vzhľadom k nejakej σ-konečnej miere µ. Množina M je nosičom pre také x, pre
ktoré je hustota kladná. Funkcie b(.) a c(.) sú reálne funkcie. Tieto funkcie sa líšia
pre každé rozdelenie náležiace do rodiny exponenciálnych rozdelení. Parameter
θ ∈ R nazývame kanonickým parametrom a parameter ϕ ∈ (0,∞) nazývame dis-
perzným parametrom.
Poznámka.
1. Za σ-konečnú mieru µ budeme uvažovať Lebesguovu mieru alebo čítaciu
mieru.
2. Výraz (1.1) sa nazýva kanonický tvar hustoty.
Do tejto skupiny rozdelení patria napríkald normálne rozdelenie N(µ,σ2), Pois-
sonovo rozdelenie Po(λ), gamma rozdelenie Γ (a,p), alternatívne rozdelenie Alt(p)
a iné. Môžeme si všimnúť, že rodina exponenciálnych rozdelení združuje ako spo-
jité, tak aj diskrétne rozdelenia.
Príklad. Ukážeme, že Poissonovo rozdelenie patrí do rodiny exponenciálnych roz-
delení. Majme náhodnú veličinu X, ktorá sa riadi Poissonovým rozdelením vzhľa-
dom k čítacej miere µ s hustotou
f(x; λ) = λ
x
x! exp{−λ}, λ > 0, x ∈ N0.
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Úpravou dostaneme tvar







= exp{x log λ − λ + log x!}.
Nasledujúcou substitúciou dostaneme tvar hustoty v (1.1)
θ = log λ, ϕ = 1, b(θ) = exp(θ), c(x,ϕ) = log x!.
Príklad. V tomto príklade ukážeme, že normálne rozdelenie taktiež patrí do ro-
diny exponenciálnych rozdelení. Majme náhodnú veličinu X, ktorá sa riadi nor-
málnym rozdelením so strednou hodnotou µ a rozptylom σ2. Toto rozdelenie má
hustotu v tvare







, µ ∈ R, σ2 > 0, x ∈ R.
Úpravami dostávame tvar












Substitúciou dostávame tvar hustoty v (1.1)
θ = µ, ϕ = σ2, b(θ) = θ
2





Pre náhodné veličiny, ktorých rozdelenie patrí do rodiny exponenciálnych roz-
delení, môžeme explicitne vyjadriť predpis pre momentovú vytvárajúcu funkciu
pomocou následujúcej lemmy:
Lemma 1. Nech sa náhodná veličina X riadi rozdelením, ktoré patrí do rodiny
exponenciálnych rozdelení. Potom momentová vytvárajúca funkcia MX(t) ≡ EetX
náhodnej veličiny X existuje, je konečná a je rovná výrazu
MX(t) = exp
{




Dôkaz. Označme M množinu, na ktorej je hustota náhodnej veličiny X vzhľadom
ku σ-konečnej miere µ kladná.













































V poslednej rovnosti vidíme, že integrujeme funkciu, ktorá má tvar hustoty po-
chádzajúcej z rodiny exponenciálnych rozdelení (využijeme vhodne zvolenú sub-
stitúciu kanonického parametru). Tento integrál je z vlastností hustoty rovný
jednej a dostávame sa k výrazu, ktorý sme hľadali.
Ak je funkcia b(θ) dvakrát spojito diferencovateľná, potom je MX(t) taktiež dva-
krát diferencovateľná v bode t = 0 a platí EX = b′(θ) a var X = ϕ b′′(θ). To uká-
žeme na základe výsledku vyššie uvedenej lemmy a z vlastností momentovej vy-
tvárajúcej funkcie. Vieme, že platí vzťah (viď Zvára a Štepán (1997), Veta 7.7)
EXn = M (n)X (t)|t=0.
Prvou a druhou deriváciou vyššie odvodeného výrazu dostávame
M ′X(t) = exp
{




M ′′X(t) = exp
{










Dosadením t = 0 vieme vyjadriť strednú hodnotu a rozptyl náhodnej veličiny X
ako
EX = M ′X(0) = b′(θ)
var X = EX2 − (EX)2 = M ′′X(0) − [M ′X(0)]2
= [b′(θ)]2 + ϕ b′′(θ) − [b′(θ)]2 = ϕ b′′(θ).
Označme µ = EX = b′(θ). Ďalej budeme predpokladať, že funkcia b(θ) bude
stále dvakrát spojito diferencovateľná. Z tohoto predpokladu je druhá derivácia
funkcie b(.) konečná, čím máme zaručené, že rozptyl nedegenerovanej náhodnej
veličiny X je taktiež konečný. Keďže jednou z vlastností rozptylu nedegenerovanej
náhodnej veličiny je, že je kladný, tak z tejto vlastnosti vidíme, že funkcia b′(θ)
je rýdzo rastúcou funkciou. Odtiaľ vieme, že funkcia b′(θ) bude mať správne za-
definovanú inverznú funkciu (b′)−1(θ). Toto neskôr využijeme pri parametrizácii
zovšeobecneného lineárneho modelu.
Definícia 1. Nech existuje funkcia V (µ) taká, že platí var X = ϕ V (µ) a platí
b′′(θ) = V (b′(θ)). Takúto funckiu V (µ) nazývame rozptylová funkcia.
Vidíme, že rozptylová funkcia ukazuje závisloť rozptylu náhodnej veličiny
na jej strednej hodnote. Ak rozdelenie pochádza z rodiny exponenciálnych rozde-
lení, potom rozptylová funkcia jednoznačne určuje rozdelenie náhodnej veličiny.
1.1.1 Mnohorozmerná rodina exponenciálnych rozdelení
Pre ďalšie použitie, v druhej kapitole tejto práce, ukážeme, ako vyzerá tvar
hustoty exponenciálnej rodiny rozdelení v mnohorozmernom prípade. Uvažujme
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X ∈ Rn n-rozmerný náhodný vektor, θ ∈ Θ ⊂ Rn vektor kanonického parametra
a Φ ∈ Rn×n maticu disperzného parametru. Tvar hustoty n-dimenzionálneho




θ⊤x − b(θ,Φ) + c(x,Φ)
)
, (1.2)
kde b a c sú funkcie z Rn × Rn×n do R.
Príklad. Uvažujme, že náhodný vektor X ∈ Rn sa riadi mnohorozmerným nor-
málnym rozdelením so strednou hodnotou µ a kovariančnou maticou Σ. Toto
rozdelenie má tvar hustoty







, x ∈ Rn.
Úpravami sa dostaneme na tvar
f(x; µ,Σ) = exp
{
θ⊤x − n2 ln(2π) −
1
2x






θ = Σ−1µ, b(θ,Σ) = 12θ
⊤Σθ,
c(x,Σ) = − n2 ln(2π) −
1
2x
⊤Σ−1x − 12 ln(det(Σ))
dostávame tvar hustoty uvedený v (1.2).
Tak, ako v prípade jednorozmernej rodiny exponenciálnych rozdelení, vieme
vyjadriť vzťah aj pre momenty náhodného vektoru X, ktorý sa riadi rozdelením
s hustotou v tvare (1.2) (viď Ziegler (2011), Theorem 1.2.):
EX = µ = ∂b(θ,Φ)
∂θ
,




Pre určité prípady je vhodné, pokiaľ je (1.2) vyjadrená v závislosti na µ namiesto
závislosti na θ. Tým sa dostaneme na tvar
f(x,µ,Φ) = exp
(
a(µ,Φ)⊤x + d(µ,Φ) + c(x,Φ)
)
, (1.3)
kde a(µ,Φ) = θ a d(µ,Φ) = −b(a(µ,Φ),Φ).
Vybrané vlastnosti n-dimenzionálnej rodiny exponenciálnych rozdelení, ktoré v
následujúcich častiach práce využijeme, môžeme nájsť v prílohe A.1
Poznámka. Pre n = 1 má hustota v (1.2) tvar
f(x; θ2,Φ) = exp {θ2x − b2(θ2,Φ) + c2(x,Φ)} ,
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kde θ2 ∈ R je kanonický parameter, Φ ∈ (0,∞) je disperzný parameter, funkcie
b2 a c2 sú funkcie z R × R do R. Pre prehľadnosť vzťahov sme použili značenie s
dolným indexom 2. Pre porovnanie prepíšeme hustotu z (1.1)







Odtiaľ hneď vidíme, že disperzný parameter ϕ = Φ. Ďalej môžeme vidieť, že
platia nižšie uvedené vzťahy
θ1 = ϕ · θ2, b1(θ1) = ϕ · b2(θ2,Φ), c1(x,ϕ) = c2(x,Φ).
1.2 Zovšeobecnený lineárny model
Pojem zovšeobecneného lineárneho modelu bol prvýkrát sformulovaný v člán-
ku Nelder a Wedderburn (1972) a zjednotil rôzne regresné metódy ako napríklad
lineárnu regresiu, logistickú regresiu a iné.
Na začiatok si zavedieme značenie. Budeme uvažovať n nezávislých pozorovaní
náhodného vektoru (Yi,Xi), i = 1, . . . ,n, kde Xi = (Xi1, . . . ,Xip)⊤. Ďalej označme
ε = (ε1, . . . ,εn)⊤ ako vektor chýb. V zovšeobecnenom lineárnom modeli platí
Yi = µi + εi, (1.4)
kde µi = E[Yi|Xi] je podmienená stredná hodnota Yi za podmienky Xi.
Tak, ako v klasickom lineárnom modeli, aj v zovšeobecnenom lineárnom mo-
deli chceme vyjadriť vzťah medzi µi = E[Yi|Xi] a Xi. Narozdiel od klasického
modelu tento vzťah nemusí byť len lineárny. V zovšeobecnenom lineárnom mo-
deli chceme túto závislosť vyjadriť v širšom zábere, ako je to v prípade klasického
lineárneho modelu.
Pre formuláciu zovšeobecneného lineárneho modelu budeme musieť špecifikovať:
• podmienené rozdelenie pozorovaní Yi|Xi,
• lineárny prediktor,
• linkovú funkciu.
Začneme špecifikáciou podmieneného rozdelenia Yi|Xi. Ako už bolo pove-
dané, zovšeobecnený lineárny model je rozšírením klasického lineárneho modelu.
Pre podmienené rozdelenie Yi za podmienky Xi sa teda nemusíme obmedzovať
len na normálne rozdelenie, ale máme široký výber z rozdelení pochádzajúcich
z rodiny exponenciálych rozdelení, o ktorej sme sa už v tejto práci zmienili v
časti 1.1. Hustota má pre tieto rozdelenia tvar ako v (1.1), kde b(.) je dvakrát
diferencovateľná funkcia a parameter θi závisí na lineárnej kombinácii Xi a β.
Taktiež pozorovania Yi sú závislé na lineárnej kombinácii Xi a β.
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Lineárny prediktor ηi je jednoducho lineárna kombinácia regresných koeficien-
tov β a vysvetľujúcich premenných Xi
ηi = β1Xi1 + · · · + βpXip = X⊤i β.
Názov lineárny má z dôvodu, že ηi je lineárny vzhľadom k regresným koeficientom.
Nakoniec, linková funkcia špecifikuje vzťah medzi strednou hodnotou µi a li-
neárnym prediktorom ηi. Linkovou funkciou nazveme takú funkciu g, ktorá je
rýdzo monotónna, dvakrát diferencovateľná a splňuje
g(µi) = ηi = X⊤i β.
Linková funkcia musí byť stále určená vopred. V tabuľke 1.1 môžeme vidieť naj-
častejšie používané linkové funkcie.
Názov linkovej funkcie Linková funkcia g(µ) = η
Identita µ
Log log µ
Log-log − log(− log µ)
Logit log( µ1−µ)
Probit Φ−1(µ)
Tabuľka 1.1: Linkové funkcie.
Poznámka. Ak linková funkcia g splňuje vzťah g(µ) = θ, potom o takejto linkovej
funkcii hovoríme ako o kanonickej linkovej funkcii. Každé rozdelenie, ktoré patrí
do rodiny exponenciálnych rozdelení, má jednoznačne určenú kanonickú linkovú
funkciu.
Primárnym cieľom GLM je odhad regresných koeficientov β = (β1, . . . ,βp)⊤.
Zo špecifikácie zovšeobecneného modelu môžeme vidieť, že parametre modelu sú
závislé na týchto regresných koeficientoch. Keďže tieto parametre parametrizujú
aj rozdelenie Yi, budeme ich chcieť taktiež odhadnúť. Parametre rozdelenia Yi
teda môžeme parametrizovať troma spôsobmi: pomocou lineárneho prediktoru ηi,
strednej hodnoty µi alebo kanonického parametru θi príslušného pre jednotlivé
pozorovania Yi. Rovnosti v (1.5) udávajú vzťahy medzi týmito parametrami:
ηi = g(µi), µi = g−1(ηi)
µi = b′(θi), θi = (b′)−1(µi)
ηi = g(b′(θi)), θi = (b′)−1(g−1(ηi)). (1.5)
Tieto vzťahy medzi jednotlivými parametrami využijeme neskôr pri hľadaní od-
hadu regresných koeficientov.
1.3 MLE odhady parametrov v GLM
Najčastejšou metódou, ktorou odhadujeme regresné koeficienty, býva metóda
maximálnej vierohodnosti (maximum likelihood method, ML). Táto metóda je
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veľmi často využívaná aj v prípade GLM modelu. Uvažujme n nezávislých, rov-
nako rozdelených pozorovaní (Yi,Xi)⊤, ktoré splňujú predpoklady GLM modelu.
Ďalej predpokladajme, že marginálne rozdelenie Xi sa riadi rozdelením s husto-
tou h, ktorá nie je závislá na parametroch β a ϕ. Vierohodnostnú funkciu pre



















kde θi je parametrizovaná ako v (1.5) a kde sme v druhej rovnosti použili vzťah
medzi marginálnou hustotou a podmienenou hustotou (viď Lachout (2004), Veta
9.6).
Hľadáme také β, ktoré maximalizuje hodnotu vierohodnostnej funkcie (1.6).
Obvykle sa vierohodnostná funkcia upraví do tvaru logaritmickej vierohodnostnej
funkcie, čo je v tomto prípade funkcia tvaru













Vidíme, že posledný člen (1.7) nezávisí na koeficientoch β a preto tento člen ne-
bude hrať úlohu pri maximalizácii tejto funkcie. Taktiež členy c(Yi,ϕ) nezávisia
na parametroch β, teda s nimi taktiež nemusíme počítať pri maximalizácii (1.7).








K nájdeniu vektoru β, ktorý maximalizuje upravenú logaritmickú vierohodnostnú
funkciu, zderivujeme výraz v (1.8) vzhľadom k zložkám βj s využitím retiazkového






















Jednotlivé derivácie vo výraze (1.9) sú rovné
∂ℓ∗
∂θi
= Yi − b
′(θi)
ϕ























kde sme využili deriváciu inverznej funkcie a vzťahy uvedené v (1.5). Pre nájdenie
















Odhad β̂ regresných koeficientov β bude riešením rovnice (1.10). Tento odhad
nazývame maximálne vierohodným odhadom (maximum likelihood estimator,
MLE). Rovnica (1.10) sa rieši numericky za pomoci iteračných metód. Medzi
najpoužívanejšie iteračné metódy pre tento problém patria napríklad metóda
iterovaných vážených najmenších štvorcov či Newtonova- Raphsonova metóda.




Táto kapitola bude pojednávať o metóde zovšeobecnených odhadovacích rov-
níc (generalized estimating equations, GEE). Ako sme ukázali v predchádzajú-
cej kapitole, odhady regresných parametrov v zovšeobecnenom lineárnom modeli
sú založené na princípe maximálnej vierohodnosti. Keďže metóda maximálnej
vierohodnosti predpokladá, že podmienené rozdelenie pozorovaní je známe, bolo
potrebné nájsť metódu, ktorá dokáže odhadnúť regresné koeficienty aj pre po-
zorovania, u ktorých nepoznáme ich podmienené rozdelenie. Preto metóda GEE
nie je založená na maximálnej vierohodnosti, ale na princípe, ktorý kladie pre
pozorovania slabšie predpoklady a dokáže pracovať s nesprávne špecifikovaným
modelom.
Uvažujme teda K medzi sebou nezávislých náhodných vektorov Y1, . . . ,YK ,
kde každý z vektorov Yi, i = 1, . . . ,K môžeme zapísať vo forme
Yi = (Yi1, . . . ,Yini)⊤.
Náhodný vektor Yi pozostáva z ni závislých pozorovaní
(∑K
i=1 ni = N
)
, ktoré
náležia i-tej skupine. Naše dáta teda pozostávajú z K navzájom nezávislých sku-
pín, ktorých pozorovania sú v jednotlivých skupinách medzi sebou závislé, ale
sú nezávislé na pozorovaniach v ostatných skupinách. Takýmto dátam hovoríme
skupinovo závislé dáta.
Ďalej označme Xij = (Xij1, . . . ,Xijp)⊤ vektor vysvetľujúcich premenných
o veľkosti p pre pozorovanie Yij. Rovnako, ako sme uvažovali v prípade zovše-
obecneného lineárneho modelu, aj teraz chceme vyjadriť závislosť podmienenej
strednej hodnoty Yij za podmienky Xij, označme ju µij = E[Yij|Xij], na vysvet-
ľujúcich premenných Xij. Taktiež budeme predpokladať, že táto závislosť je tvaru
g(µij) = ηij = X⊤ij β, kde g je rýdzo monotónna, dvakrát diferencovateľná linková
funkcia a β je neznámy vektor skutočných regresných koeficientov. Z vyššie uve-
deného vieme vyjadriť strednú hodnotu náhodného vektoru Yi vo vektorovom
zápise
E [Yi|Xi1, . . . ,Xini ] = µi = (µi1, . . . ,µini)⊤,
kde hodnotu µij môžeme vyjadriť pomocou inverznej funkcie k linkovej funkcii
g−1 a to vzťahom µij = g−1(ηij) = g−1(X⊤ij β).
Kovariančnú maticu var(Yi|Xi) nebudeme nijako bližšie špecifikovať. Nebu-
deme klásť žiadne podmienky pre rozptyl a kovariancie medzi jednotlivými po-
zorovaniami v danej skupine. Namiesto skutočnej kovariančnej matice budeme
uvažovať jej pracovnú verziu, ktorá sa môže od skutočnej kovariančnej matice
líšiť. Táto pracovná verzia bude našim odhadom, ako by mohla skutočná kova-
riančná matica vyzerať.
Článok, v ktorom je prvýkrát predstavená metóda zovšeobecnených odhado-
vacých rovníc, je článok autorov Liang a Zeger (1986). V tomto článku je GEE
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metóda odvodená pre longitudinálne data, ktoré patria medzi skupinovo závislé
dáta. Ďalšie publikácie, na ktoré sa budeme odkazovať, sú Hardin a Hilbe (2003)
a Ziegler (2011), ktoré sa taktiež venujú problematike GEE metódy. V tejto kapi-
tole najskôr ukážeme, ako vyzerá tvar zovšeobecnenej odhadovacej rovnice. Ďalej
predstavíme metódy, ktoré nás nakoniec privedú k samotnej metóde GEE pred-
stavenej v článku Liang a Zeger (1986).
2.1 Tvar odhadovacej rovnice
V tejto časti predstavíme tvar zovšeobecnenej odhadovacej rovnice, ktorá pre
odhad regresných koeficientov uvažuje taktiež aj koreláciu medzi jednotlivými
pozorovaniami v skupine.
















g′(µi1) . . . 0
... . . . ...




maticu parciálnych derivácii vektoru µi podľa zložiek vektoru neznámych koefi-










Ďalej označme pracovnú kovariančnú maticu Vi náhodného vektoru Yi. Maticu
Vi nazývame pracovnou kovariančnou maticou z toho dôvodu, že nepoznáme sku-
točnú kovariančnú maticu var(Yi|Xi) = Σi a snažíme sa k nej priblížiť čo najviac,
aj keď náš odhad nemusí byť správny.
Teraz ale prejdime k motivácii, ako sa dostaneme k tvaru zovšeobecnenej
odhadovacej rovnice. Uvažujme, že združené rozdelenie vektoru Yi je normálne
so strednou hodnotou µi a kovariančnou maticou Σi, ktorá je známa. Hľadáme
teda odhady regresných koeficientov β v klasickom lineárnom modeli. K odhadu
β použijeme metódu zovšeobecnených minimálnych štvorcov (generalized least




(Yi − Xiβ)⊤Σ−1i (Yi − Xiβ). (2.1)
Derivovaním výrazu uvedeného v (2.1) podľa β vidíme, že ak minimum tejto
funkcie existuje, tak rieši taktiež sústavu
K∑
i=1
X⊤i Σ−1i (Yi − µi)
!= 0p×1, (2.2)
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kde µi = Xiβ. Z výrazu (2.2) potom vieme explicitne vyjadriť tvar odhadu β.
Obdobný postup môžeme použiť k nájdeniu odhadu β v zovšeobecnenej odha-






(Yi − µi)⊤V−1i (Yi − µi) (2.3)
podľa β, kde namiesto skutočnej kovariančnej matice Σi budeme uvažovať jej
pracovnú verziu Vi. Pre jednoduchosť budeme predpokladať, že matica Vi bude
pevne daná a pre jednoduchosť nebude závislá na parametri β. Deriváciou výrazu
v (2.3) podľa β dostaneme tvar zovšeobecnenej odhadovacej rovnice, ktorý bol




D⊤i V−1i (Yi − µi)
!= 0p×1. (2.4)
Odhad β̂ skutočného parametru β je riešením sústavy (2.4). Môžeme si všim-
núť, že tvar skórovej funkcie v (2.4) je podobný skórovej funkcii v (1.9), ak by
sme ju prepísali do vektorového tvaru.
V nadchádzajúcich častiach tejto práce sa zameriame na dve metódy, ktoré
nás posunú k metóde GEE. Jedná sa o metódy pseudo maximálnej vierohodnosti
a kvázi pseudo maximálnej vierohodnosti. Obe metódy sú uvedené v publikácii
Ziegler (2011), odkiaľ budeme čerpať.
2.2 Metóda pseudo maximálnej vierohodnosti
V prvej kapitole sme ukázali, ako dokážeme odhadnúť regresné parametre β
v zovšeobecnenom lineárnom modeli metódou maximálnej vierohodnosti. V tejto
podkapitole naviažeme na túto metódu s tým, že oproti GLM nepoznáme sku-
točné podmienené rozdelenie Yi. Namiesto skutočného podmieneného rozdelenia
budeme uvažovať nejaké pseudo rozdelenie, ktoré patrí do rodiny exponenciálych
rozdelení. O takejto metóde hovoríme ako o metóde pseudo maximálnej vierohod-
nosti (pseudo maximum likelihood, PML). Prvýkrát bola predstavená v článku
Gourieroux a kol. (1984).
Ako uvádza Ziegler (2011), budeme uvažovať K nezávislých n-rozmerných ná-
hodných vektorov Y1, . . . ,YK a Xi ako n × p regresnú maticu pre náhodný vektor
Yi, i = 1, . . . ,K. Označme fT (Yi|Xi) skutočné podmienené rozdelenie Yi za pod-
mienky Xi. Keďže skutočné rozdelenie fT nepoznáme, budeme predpokladať, že
sa vektory pozorovaní Yi budú riadiť nejakým rozdelením s hustotou fP (Yi|Xi,β).
Z dôvodu, že toto rozdelenie nie je skutočné, budeme ho nazývať pseudo rozdele-
ním. Ďalej o tomto rozdelení predpokladajme, že patrí do rodiny exponenciálnych
rozdelení s pevne daným parametrom Φi, ako je uvedené v časti 1.1.1.
Ďalej predpokladajme, že existuje vektor parametrov β taký, že podmienená
stredná hodnota skutočného rozdelenia je rovná podmienenej strednej hodnote
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pseudo rozdelenia, to je
ET [Yi|Xi] = EP [Yi|Xi,β]. (2.5)
Tento predpoklad je kľúčovým pre celú túto prácu. Pokiaľ nie je splnený, neplatia
asymptotické výsledky uvedené v následujúcej časti.
Rovnosť v (2.5) nám hovorí, že model je správne špecifikovaný pre strednú
hodnotu. Pre celú podkapitolu budeme predpokladať, že rovnosť v (2.5) platí.
O skutočnej kovariančnej matici Σi budeme predpokladať, že existuje, ale nebu-
deme ju bližšie špecifikovať. Z predpokladu, že pseudo rozdelenie patrí do rodiny
exponenciálnych rozdelení dostávame, že varP (Yi|Xi) = Vi existuje a je závislá
na parametri β.
Z predpokladu, že pseudo rozdelenie pochádza z rodiny exponenciálnych roz-
delení, môžeme zapísať upravenú pseudo logaritmickú vierohodnostnú funkciu
(pseudo loglikelihood function) ako







kde je použitá parametrizácia vzhľadom ku strednej hodnote µi tak, ako je uve-
dené v (1.3) a parameter µi je závislý na neznámom parametri β a to vzťahom







Chceme nájsť taký odhad β̂ parametru β, ktorý bude maximalizovať upravenú
















































D⊤i V−1i (Yi − µi) ,
kde sme v druhej rovnosti využili retiazkové pravidlo, vo štvrtej rovnosti sme vy-
užili tvrdenie 3 a v poslednej rovnosti sme využili tvrdenie 2 uvedené v prílohe A.1.
Vidíme, že dostávame rovnaké vyjadrenie skórovej funkcie ako je uvedené v (2.4).
Ukázali sme, že aj metódou pseudo maximálnej vierohodnosti sa vieme dostať k
tvaru zovšeobecnenej odhadovacej rovnice. Odhad β̂ parametru β, ktorý maxi-
malizuje (2.6) nazveme pseudo maximálnym vierohodnostným odhadom (pseudo
maximum likelihood estimator, PMLE).
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2.2.1 Asymptotické vlastnosti odhadu PMLE
V tejto časti predstavíme asymptotické vlastnosti PML odhadu β̂. Na začiatok
si zhrňme prepoklady, ktoré sme kládli na pozorovania:
• pseudo rozdelenie pochádza z rodiny exponenciálnych rozdelení,
• existuje β taký, že platí (2.5).
Ďalej v texte Ziegler (2011) autor predpokladá, že sú splnené podmienky regula-
rity, ktoré sú uvedené v článku White (1982).
Za splnenie vyššie uvedených predpokladov má PMLE odhad β̂ parametru β
podľa Ziegler (2011) (Theorem 5.2.) následujúce asymptotické vlastnosti:
1. Odhad β̂ konverguje skoro isto ku skutočnému parametru β.
2. Odhad β̂ parametru β má asymptoticky normálne rozdelenie
√












a M(β) = E
[
D⊤i V−1i ΣiV−1i Di
]
a matice Di a Vi sú matice definované v časti 2.1.










D̂⊤i V̂−1i (Yi − µ̂i)(Yi − µ̂i)⊤V̂−1i D̂i, (2.7)
kde D̂i ≡ Di(β̂), V̂i ≡ Vi(β̂) a µ̂i ≡ µi(β̂).
2.2.2 Príklady
Lineárna regresia s heteroskedasticitou
Uvažujme klasický lineárny model
Yi = X⊤i β + εi, (2.8)
pre ktorý platí
E[εi|Xi] = 0 var [εi|Xi] = σ2(Xi), i = 1, . . . ,K,
kde Xi,β ∈ Rp, Y1, . . . ,YK sú nezávislé a σ2(Xi) je funkciou vysvetľujúcich
premenných. Ďalej označme Y = (Y1, . . . ,YK)⊤ ako vektor pozorovaní, X =
(X1, . . . ,XK)⊤ ako regresnú maticu a ε = (ε1, . . . ,εK)⊤ ako vektor chýb.
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Nepoznáme skutočné rozdelenie Yi, ale budeme predpokladať, že Yi má nor-
málne rozdelenie so strednou hodnotou µi = X⊤i β a rozptylom σ2i (Xi) = σ2.










Odtiaľ môžeme písať upravenú pseudo logaritmickú vierohodnosť
ℓ∗P (β|Y ) = −
K∑
i=1




ktorú budeme maximalizovať vzhľadom k parametru β. Deriváciou výrazu






Xi(Yi − X⊤i β) = X⊤(Y − Xβ) = 0p×1.
PML odhad β̂ parametru β je rovný
β̂ = (X⊤X)−1X⊤Y ,
čo je rovnaký tvar odhadu, ktorý dostávame metódou najmenších štvorcov pri
odhade v klasickom lineárnom modeli za predpokladu homoskedasticity.
Z asymptotických vlastností PML odhadu uvedených v predchádzajúcej časti
vidíme, že konzistentný odhad rozptylu PML odhadu β̂ je rovný
v̂arP ML β̂ = (X⊤X)−1
(
X⊤(Y − Xβ̂)(Y − Xβ̂)⊤X
)
(X⊤X)−1, (2.10)
čo dostávame dosadením do (2.7) za
D = ∂µ
∂β
= X a V−1 = 1
σ2
IK
a dosadením dostávame výraz ako je uvedený v (2.10). Tento odhad rozptylu je
odlišný od odhadu rozptylu, ktorý je odvodený za predpokladu homoskedasticity
v̂arOLS β̂ = σ̂2(X⊤X)−1,
kde σ̂2 je odhad parametru σ2. Môžeme si teda všimnúť, že aj napriek rovnakému
tvaru odhadu je hodnota odhadnutého rozptylu pre PLM odhad β̂ rozdielna než
pre OLS odhad za predpokladu homoskedasticity.
Odhadovacie rovnice s fixnou kovariančnou maticou
V tomto príklade ilustrujeme odhadovacie rovnice, ktorých pracovná kovariančná
matica Vi bude fixná. To znamená, že budeme predpokladať, ako vyzerá sku-
točná kovariančná matica Σi a veríme, že naša pracovná kovariančná matica Vi
je blízko k tejto reálne kovariančnej štruktúre.
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Uvažujme K náhodných n-rozmerných vektorov Yi, i = 1, . . . ,K a Xi ma-
ticu vysvetľujúcich premenných pre pozorovania v skupine i. Predpokladáme, že
stredná hodnota je správne špecifikovaná a má tvar
µi = E[Yi|Xi,β] = g−1(Xiβ).
O skutočnej kovariančnej matici budeme predpokladať, že existuje, teda že exis-
tuje var(Yi|Xi), i = 1, . . . ,K. Žiadne ďalšie predpoklady pre skutočnú kova-
riančnú maticu klásť nebudeme.
Keďže nepoznáme skutočné rozdelenie náhodných vektorov Y1, . . . ,YK , bu-
deme predpokladať, že podmienené pseudo rozdelenie Yi za podmienky Xi má
normálne rozdelenie so strednou hodnotou g−1(Xiβ) a s fixnou kovariančnou ma-
ticou Vi o veľkosti n × n, teda
Yi|Xi ∼ Nn(g−1(Xiβ),Vi).
Môžeme písať pseudo logaritmickú vierohodnosť ako





















) != 0p×1, (2.12)
kde Di = ∂µi∂β =
∂g−1(Xiβ)
∂β
. Odhad β̂ parametru β je riešením sústavy (2.12).
Špecifickým prípadom je voľba jednotkovej matice In za pracovnú kovariančnú
maticu Vi. Takýmto odhadovacím rovniciam sa hovorí nezávislé odhadovacie rov-
nice s jednotkovou kovariančnou maticou. Využitie týchto odhadovacích rovníc
nemusí byť v praxi prínosné, pretože reálne bude skutočná kovariančná matica
rôzna od jednotkovej matice. Odhad β̂ parametru β založený na týchto rovniciach
sa môže vylepšiť použitím kovariančnej matice, ktorá bude "bližšie"ku skutočnej
korelačnej matici. Taktiež by sa mohla použiť kovariančná matica odhadnutá
z dát. Tomuto prípadu sa bude venovať následujúca časť práce.
2.3 Metóda kvázi pseudo maximálnej vierohod-
nosti
V časti 2.2 sme predstavili PLM metódu, v ktorej sme nemuseli odhadovať
žiaden parameter Φi, pretože sme uvažovali, že pre dané pseudo rozdelenie je
tento parameter pevne daný. Tento prípad ale nie je veľmi častý, pretože nami
pevne zvolená hodnota parametru Φi nemusí byť blízka realite. To nás vedie k
tomu, že je vhodné tento parameter odhadnúť.
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Tak, ako v časti 2.2, aj teraz uvažujme K nezávislých n-rozmerných náhod-
ných vektorov Y1, . . . ,YK a Xi ako n × p regresnú maticu pre náhodný vektor Yi,
i = 1, . . . ,K. Opäť označme fT (Yi|Xi) skutočné podmienené rozdelenie Yi za pod-
mienky Xi. Predpokladáme, že sa pozorovania Yi budú riadiť nejakým rozdelením
s hustotou fQ(Yi|Xi,β,Φi) patriaciou do rodiny exponenciálnych rozdelení. Stále
budeme predpokladať, že stredná hodnota je správne špecifikovaná, to znamená,
že existuje β taký, že platí
ET [Yi|Xi] = EQ[Yi|Xi,β,Φi]. (2.13)
O skutočnej kovariančnej matici Σi opäť predpokladáme, že existuje, ale bližšie
ju nešpecifikujeme. Namiesto skutočnej kovariančnej matice Σi budeme uvažovať
pracovnú kovariančnú maticu Vi, ktorú poznáme na základe pseudo rozdelenia.
Tá je závislá nie len na parametri β, ale taktiež na parametri α. Aký je význam
parameteru α a ako vyzerá jeho odhad α̂ ukážeme v časti 2.4.1.
Aby sme mohli pristúpiť k odhadu parametru β, potrebujeme najprv odhad-
núť neznámy parameter Φi. Predpokladáme, že Φi pre rozdelenia z exponenciálnej
rodiny rozdelení môžeme podľa Ziegler (2011), časť 6.1, vyjadriť nejakou diferen-
covateľnou funkciou G, ktorá závisí na Xi a na neznámych parametroch β a α
ako
Φi = G(Xi,β,α).
Hľadanie odhadu β̂ parametru β potom prebehne v následujúcich krokoch:
• nájdeme inicializačné konzistentné odhady β̃, α̃ parametrov β, α. Odhad
β̃ parametru β môžeme získať ako odhad GLM, ktorý je popísaný v časti
1.3. Na základe tohto odhadu potom vieme odhadnúť α̃ (ako odhadnúť α̃
v špecifických prípadoch ukážeme v následujúcej časti práce). Na základe
odhadov β̃ a α̃ dostávame odhad pre Φi ako
Φ̃i = G(Xi,β̃,α̃).
• dosadením odhadu Φ̃i budeme hľadať parameter β taký, ktorý maximalizuje
výraz







K tomuto výrazu sa dostaneme z predpokladu, že pseudo rozdelenie pochá-
dza z rodiny exponenciálnych rozdelení.
Výrazu v (2.14) hovoríme kvazi pseudo logaritmická vierohodnosť. Je určitým
rozšírením pseudo logaritmickej vierohodnosti s tým rozdielom, že parameter Φi
je neznámym parametrom a je potreba ho odhadnúť.
Ukážeme, že aj týmto prístupom sa dokážeme dostať k rovnakému tvaru zo-

















































D⊤i Ṽ−1i (Yi − µi) ,
kde Ṽi je pracovná kovariančná matica, do ktorej sme dosadili odhad Φ̃i. Pri
úprave v druhom kroku sme použili retiazkové pravidlo a v štvrtom kroku sme
aplikovali tvrdenie 3 a v poslednej rovnosti sme využili tvrdenie 2, ktoré sú uve-
dené v prílohe A.1.
Vidíme, že dostávame tvar zovšeobecnenej odhadovacej rovnice ako v (2.4)
s tým rozdielom, že matica Ṽi je závislá na odhadnutých parametroch α̃ a Φ̃i,
kde Φi je funkciou α̃ a β̃. Odhad β̂ parametru β maximalizuje (2.14) a je rieše-
ním zovšeobecnenej odhadovacej rovnice. Nazývame ho kvazi pseudo maximálne
vierohodný odhad (quasi pseudo maximum likelihood estimator, QPMLE).
2.3.1 Asymptotické vlastnosti odhadu QPMLE
V tejto časti uvedieme asymptotické vlastnosti QPML odhadu. K tomu, aby
nižšie uvedné asymptotické výsledky platili, musia byť splnené následovné pred-
poklady:
• je splnená podmienka uvedená v (2.13),
• podmienené rozdelenie fQ(Yi|Xi,β,Φi) pochádza z rodiny exponenciálnych
rozdelení,
• Ziegler (2011) uvádza, že musia byť splnené podmienky regularity, ktoré sú
uvedné v článku Gourieroux a kol. (1984).
• odhady α̃ a Φ̃i sú K
1
2 -konzistentné odhady parametrov α a Φi (definícia
K
1
2 - konzistencie je uvedená v prílohe A.2).
Za splnenia predpokladov uvedených vyššie platia podľa Ziegler (2011) (Theorem
6.2) následujúce asymptotické vlastnosti QPML odhadu β̂ parametru β:
1. Odhad β̂ konverguje skoro iste ku skutočnému parametru β.
2. Odhad β̂ parametru β má asymptoticky normálne rozdelenie
√












a M(β, α) = E
[
D⊤i V−1i ΣiV−1i Di
]
a matice Di a Vi sú matice definované v časti 2.1.
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D̂⊤i V̂−1i (Yi − µ̂i)(Yi − µ̂i)⊤V̂−1i D̂i,
kde D̂i ≡ Di(β̂,α̃), V̂i ≡ Vi(β̂,α̃) a µ̂i ≡ µi(β̂).
2.3.2 Príklady
Odhadovacie rovnice s odhadnutou kovariančnou maticou
V časti 2.2.2 sme ukázali, ako vyzerá odhadovacia rovnica v prípade, že uva-
žujeme fixnú pracovnú kovariančnú maticu Vi. V skutočnosti ale nevieme, či je
náš odhad pracovnej kovariančnej matice správny. Môžeme mať ale informáciu,
ako by mohla vyzerať štruktúra skutočnej kovariančnej matice Σi. Na základe
tejto informácie môžeme odhadnúť pracovnú kovariančnú maticu Vi.
Ako v časti 2.2.2, opäť uvažujme K náhodných n-rozmerných vektorov Yi,
i = 1, . . . ,K. Ďalej označme Xi maticu vysvetľujúcich premenných pre pozoro-
vania v skupine i. Predpokladáme, že stredná hodnota je správne špecifikovaná
a má tvar
µi = E[Yi|Xi,β] = g−1(Xiβ).
O skutočnej kovariančnej matici budeme predpokladať, že existuje, teda že exis-
tuje var(Yi|Xi), i = 1, . . . ,K. Ďalej budeme predpokladať, že máme informáciu,
ktorá nám hovorí o tom, ako by mohla vyzerať štruktúra skutočnej kovariančnej
matice, napríklad
var (Yij) = σ21 a cov (Yij,Yik) = σ22,
kde i = 1, . . . ,K, j,k = 1, . . . ,n, j ̸= k. Najskôr nájdeme inicializačný odhad β̃,
na základe ktorého nájdeme vhodné odhady σ̂21 a σ̂22. Z týchto odhadov a infor-
mácie o štruktúre skutočnej kovariančnej matice dostávame odhadnutú pracovnú
kovariančnú maticu V̂i.
Keďže nepoznáme skutočné podmienené rozdelenie Yi, budeme uvažovať, že
podmienené rozdelenie Yi za podmienky Xi sa riadi normálnym rozdelením so
strednou hodnotou µi = g−1(Xiβ) a kovariančnou maticou V̂i, teda
Yi|Xi ∼ Nn(µi,V̂i)
Ďalej môžeme pokračovať ako v príklade v časti 2.2.2. Môžeme písať kvazi pseudo
logaritmickú vierohodnosť ako





















) != 0p×1. (2.16)
Odhad β̂ parametru β je riešením sústavy (2.16).
Špeciálnym prípadom metódy kvazi pseudo maximálnej vierohodnosti je me-
tóda GEE uvedená v Liang a Zeger (1986). Špeciálnym prípadom je z toho dô-








kde Ai je diagonálna matica závislá na parametri β a matica Ri je pracovná
korelačná matica, ktorá je závislá len na parametri α. Túto metódu predstavíme
v následujúcej časti.
2.4 Metóda GEE
V predchádzajúcej časti sme ukázali, ako násjť QPMLE odhad β̂ parametru
β a aké sú jeho asymptotické vlastnosti v prípade, že je pracovná kovariančná
matica Vi závislá na dodatočných parametroch α a Φi. Metóda GEE predsta-
vená v článku autorov Liang a Zeger (1986) predpokladá, že medzi pozorovaniami
v skupine je určitá korelácia. V tejto časti sa zameráme práve na túto metódu. Ďa-
lej sa v nej zameriame na závislosť pracovnej kovariančnej matice Vi na parametri
α prostredníctvom pracovnej korelačnej matice, ktorú budeme značiť Ri(α).
Liang a Zeger (1986) vo svojom článku využívajú štruktúru GLM modelu
a pracovnej korelačnej matice. Využívajú vzťahy
E[Yij|Xi] = g(X⊤ij β) = µij a var [Yij|Xi] = ϕV (µij) = aij,









kde Ai = diag(aij) je diagonálna matica s prvkami aij na diagonále, a Ri(α)
je pracovná korelačná matica závislá na parametri α. V praxi je táto pracovná
korelačná matica volená jednotne pre všetky skupiny.
Ako sme uvideli v časti 2.1, zovšeobecnené odhadovacie rovnice sú tvaru ako
v (2.4). Aby sme mohli nájsť odhad β̂ parametru β metódou GEE podľa Liang
a Zeger (1986), potrebujeme nájsť taktiež odhad parametrov α a ϕ. O odha-
doch týchto parametrov predpokladajú, že sú K 12 - konzistentné. Dosadením do
odhadovacej rovnice v (2.4) dostávame
K∑
i=1
D⊤i Ṽ−1i (Yi − µi) = 0p×1,
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kde Ṽi je závislá na už odhadnutých parametroch α̃ a ϕ̂. Odhad β̂ parametru β je
potom riešením tejto sústavy. Môžeme si všimnúť, že sa jedná o určitú modifikáciu
metódy kvazi pseudo maximálnej vierohodnosti, kde naviac ešte predpokladáme
K
1
2 -konzistenciu odhadov parametrov α a ϕ.
Fitzmaurice a kol. (2004) vo svojej práci uvádzajú asymptotické vlastnosti
odhadu β̂ parametru β založeného na metóde GEE podľa Liang a Zeger (1986):
1. Odhad β̂ konverguje skoro iste ku skutočnému parametru β.
2. Odhad β̂ parametru β má asymptoticky normálne rozdelenie
√




















D⊤i V−1i ΣiV−1i Di
a matice Di a Vi sú matice definované v časti 2.1.










D̂⊤i V̂−1i (Yi − µ̂i)(Yi − µ̂i)⊤V̂−1i D̂i,
kde D̂i ≡ Di(β̂,α̃), V̂i ≡ Vi(β̂,α̃) a µ̂i ≡ µi(β̂).
Odhad asymptotického rozptylu v (2.17) je známy ako empirický "sendvičový"
odhad. Podľa Fitzmaurice a kol. (2004) (kapitola 11, strana 303) nám udáva
konzistentné odhady asymptotického rozptylu odhadu β̂, aj keď predpokladaná
korelačná štruktúra nie je presne špecifikovaná.
Pri tomto zistení sa nám naskytá otázka, či je naozaj potrebné odhadovať sku-
točnú korelačnú štruktúru, keď získavame konzistentný odhad rozptylu odhadu β̂
aj bez správnej špecifikácie korelačnej štruktúry. Na túto otázku máme odpoveď
- čím presnejšie sa nám podarí odhadnúť skutočnú korelačnú štruktúru, tým lepší
odhad parametru β dostaneme. To znamená, že rozptyl ohadu β̂ parametru β
bude menší pri presnejšie odhadnutej korelačnej štruktúre. Odtiaľ môžeme usú-
diť, že čím lepší odhad β̂ parametru β chceme, tým viac sa musíme priblížiť ku
skutočnej korelačnej štruktúre.
Výpočet odhadu β̂ je numericky veľmi náročný, keďže neodhadujeme len pa-
rameter β, ale aj parametre α a ϕ, na ktorých je závislá matica Vi. Odhad β̂
nájdeme algoritmom, ktorý postupne iteruje odhady β̂k, až kým nedôjde ku kon-
vergencii. Tento algoritmus je založený na modifikácii Fisherovej skórovej metódy.
Algoritmus popíšeme v pár stručných krokoch.
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Iteratívny algoritmus k nájdeniu β̂
1. Na začiatok špecifikujeme model, v ktorom budeme odhadovať regresné
koeficienty β. To znamená špecifikáciu strednej hodnoty µi, linkovej funkcie
a štruktúry pracovnej korelačnej matice.
2. Nájdeme inicializačný parameter β̃ ako odhad pomocou GLM modelu ako
je uvedené v 1.3. Položme β̂(0) = β̃.





kde µ̂ij = g(X⊤ij β̂(k)). Z Pearsonových reziduí spočítame odhad α̃ a odhad
ϕ̂. Odhad α̃ je pre rôzny výber korelačnej štruktúry iný. Tvar odhadov α̃
pre vybrané korelačné štruktúry uvedieme v následujúcej časti tejto práce,
rovnako ako aj tvar odhadu ϕ̂.








kde (Ãi)[j,j] = ϕ̂V (µ̂ij) a V (µ̂ij) je hodnota rozptylovej funkcie v bode
µ̂ij = X⊤ij β̂(k) a Ri(α̃) je vhodne zvolená korelačná štruktúra.
5. Zaktualizujeme hodnotu odhadu β̂(k) pomocou iteračnej formuly







D̃⊤i Ṽ−1i (Yi − µ̂i),
kde D̃i ≡ Di(β̂(k)) je odhad matice Di po dosadení odhadnutých regresných
koeficientov β̂(k).
6. Zaktualizujeme odhad α̃ na základe aktuálnej hodnoty odhadu β̂(k+1) (ako
vyzerá odhad α̃ je uvedené v následujúcej časti práce).
7. Opakujeme kroky 3 až 6, pokiaľ ∥β̂(k+1)−β̂(k)∥ < δ, kde δ je predom zvolená
konštanta pre konvergenciu.
Ako sme uviedli v bode 3 iteratívneho algoritmu, v následujúcej časti práce
predstavíme odhady α̃ parametru α pre najpoužívanejšie korelačné štruktúry.
2.4.1 Parametrizácia pracovných korelačných matíc a od-
had parametru α
Ako sme už v tejto práci spomínali, nepoznáme skutočnú koreláciu medzi jed-
notlivými pozorovaniami v skupine. Preto zavádzame pracovnú korelačnú maticu,
ktorú potom môžeme použiť k odhadu skutočnej korelácie.
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Pred tým, než sa dostaneme k predstaveniu rôznych korelačných štruktúr,





kde odhady µ̂ij získame z aktuálneho odhadu β̂(k) z iteratívneho algoritmu popí-
saného vyššie.
Pokiaľ má model správne špecifikovanú strednú hodnotu, potom pre odhad-
nuté Pearsonove reziduá dostávame
Eêij ≈ 0, var êij ≈ ϕ, Eêij êik ≈ ϕαjk,
kde αjk je skutočná korelácia medzi pozorovaniami Yij a Yik. Vyššie uvedené platí
vďaka asymptotickým vlastnostiam odhadu µ̂ij, keďže predpokladáme, že µ̂ij je
konzistentným odhadom µij.
Teraz prejdeme k predstaveniu niektorých najpoužívanejších štruktúr pracovných
korelačných matíc a odhadov príslušných parametrov α k daným štruktúram:
Nezávislá korelačná štruktúra
Táto korelačná štruktúra je najjednoduchšou z uvádzaných korelačných štruktúr.




1 0 . . . 0
0 1 . . . 0
... ... . . . ...
0 0 . . . 1
⎞⎟⎟⎟⎟⎠ .
V tomto prípade teda nie je potrebné odhadovať žiaden ďalší parameter α.
Spoločná korelačná štruktúra
V tejto štruktúre predpokladáme, že medzi všetkými pozorovaniami v skupine
je rovnaká korelácia. To znamená, že všetky prvky matice Ri(α) okrem hlavnej
diagonály sú rovnaké. Túto štruktúru môžeme zapísať ako
(Ri)[k,l] =
{
1, k = l
α, k ̸= l, (2.18)
kde α ∈ (0,1). Matica Ri(α) bude tvaru
Ri(α) =
⎛⎜⎜⎜⎜⎝
1 α . . . α
α 1 . . . α
... ... . . . ...
α α . . . 1
⎞⎟⎟⎟⎟⎠ . (2.19)
Spoločnú korelačnú štruktúru môžeme použiť najmä pri dátach, ktoré nie sú ča-
sovo závislé a nezáleží na poradí pozorovaní.
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2ni(ni − 1) − p
, (2.20)
kde ϕ̂ je odhad parametru ϕ, ktorý predstavíme neskôr.
Aj keď táto štruktúra predpokladá rovnakú koreláciu medzi pozorovaniami
v skupine, ukazuje sa, že je vhodnou štruktúrou aj v prípade, ak sa korelácie
medzi pozorovaniami v skupine líši.
Autoregresná korelácia
Táto korelačná štruktúra predpokladá určitú časovú závislosť usporiadaných po-
zorovaní. Uvažuje sa, že pozorovania v skupine tvoria autoregresný AR(m) proces.
Pri tejto štruktúre je najťažšie určiť rád autoregresného procesu. Najbežnejšie po-
užívaným AR procesom v prípade korelačnej štruktúry je AR(1) proces. Prvky
matice Ri(α) sa riadia pravidlom
(Ri)[k,l] =
{
1, k = l
α|k−l|, k ̸= l,
kde α ∈ (0,1). Z pravidla vyššie vieme určiť tvar matice Ri(α) a to
Ri(α) =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 α α2 . . . αn−1
α 1 α . . . αn−2
α2 α 1 ...
... . . . ...
αn−1 . . . . . . α 1
⎞⎟⎟⎟⎟⎟⎟⎟⎠ . (2.21)
V tomto prípade uvažujeme taktiež len odhad konštanty α. Ďalej uvažujeme,
že pozorovania Yi1, . . . ,Yin tvoria AR(1) proces. Vieme, že E(eijeik) = ϕα|j−k|,
teda parameter log α môžeme odhadnúť ako smernicu regresného modelu, kde
vysvetľovanou premennou bude log(êij êik) a regresorom bude |j − k|.
Neštrukturovaná korelácia
Tuto necháme korelačnú štruktúru úplne nešpecifikovanú, čo z nej robí najkom-
plikovanejšiu, ale zároveň najflexibilnejšiu korelačnú štruktúru z pomedzi tých,
ktoré sme už predstavili. Prvky matice sa budú riadiť pravidlom
(Ri)[k,l] =
{
1, k = l
αkl, k ̸= l.
Keďže sa jedná o korelačnú maticu, prvky na mieste [k,l] budú rovné prvkom
na mieste [l,k] a matica Ri(α) má tvar
Ri(α) =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 α12 α13 . . . α1n
α12 1 α23 . . . α2n
... . . . ...
... . . . αn−1n
α1n α2n . . . αn−1n 1
⎞⎟⎟⎟⎟⎟⎟⎟⎠ . (2.22)
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Kým v predchádzajúcich prípadoch bola matica Ri závislá len na konštante α,
v tomto prípade bude závislá na vektore α = (α12,α13, . . . ,α1n,α23, . . . ,αn−1n)⊤.
To znamená, že bude potrebné odhadnúť 12n(n−1) korelácii medzi pozorovaniami.
Preto sa táto štruktúra odporúča používať pre malé počty pozorovaní v skupine.






êij êik, j ̸= k,
kde ϕ̂ je opäť odhad parametru ϕ.
Fixná korelácia
Fixná korelačná štruktúra sa dá použiť v prípade, ak máme informáciu o danej
korelačnej štruktúre z iných zdrojov, teda máme nejakú znalosť o koreláciách
medzi pozorovaniami. V prípade použitia tejto štruktúry pri zovšeobecnených
odhadovacích rovniciach nie je potreba štruktúru odhadovať, ale v priebehu od-
hadovacieho algoritmu ju uvažovať ako za pevne zvolenú korelačnú maticu. Ak
parameter ϕ nie je neznámy, môžeme použiť metódu pseudo maximálnej viero-
hodnosti, ktorá bola predstavená v časti 2.2.
Poznámka. Výber korelačnej matice R(α) je pre niektoré dátové štruktúry po-
merne ťažký. Autori Hardin a Hilbe (2003) uvádzajú návod, ako vybrať vhodnú
korelačnú štruktúru:
• pre balancované dáta, ktoré majú málo pozorovaní v skupine, sa odporúča
voliť neštrukturovaná korelačná štruktúra,
• ak dáta v skupinách nie sú závislé na čase pozorovania, odporúča sa použiť
spoločná korelačná štruktúra,
• ak sú data zoskupené a merané v závislosti na čase, mala by byť zvolená
autoregresívna štruktúra,
• pre malý počet skupín použijeme nezávislú korelačnú štruktúru,
• pokiaľ dáta splňujú viac ako jednu špecifikáciu z vyššie uvedených, potom
na výber vhodnej korelačnej štruktúry sa použije QIC kritérium (QIC kri-
térium bude predstavené v ďalšej kapitole)
Musíme ale upozorniť na fakt, že ak máme nejaké znalosti o skutočnej korelačnej
štruktúre, mali by sme tieto znalosti použiť. V týchto prípadoch sa teda neodpo-
rúča ohliadať sa na návody uvedené vyššie.
Ďalšie korelačné štruktúry, ktoré sme neuviedli, môžeme nájsť v článku Liang a
Zeger (1986) alebo v publikácii Hardin a Hilbe (2003).
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2.4.2 Odhad parametru ϕ
V zovšeobecnených odhadovacích rovniciach podľa Liang a Zeger (1986) vieme
explicitne vyjadriť odhad ϕ̃ parametru ϕ. V publikiáciách Liang a Zeger (1986)









kde N je počet všetkých pozorovaní v skupinách a p je počet vysvetľujúcich pre-
menných zaradených v modeli.








Každý z týchto odhadov ϕ̃ parametru ϕ má svoje výhody. Podľa Hardin a Hilbe
(2003), výhodou (2.23) je rovnaký odhad regresných koeficientov β ako v prípade
GLM, ak za pracovnú korelačnú štruktúru zvolíme nezávislú korelačnú štruktúru.
Na druhú stranu, použitím (2.24) dostávame rovnaký odhad regresných koeficien-
tov β pri replikácii pozorovaní. Replikáciou pozorovaní rozumieme viac násobné
nakopírovanie už sledovaných pozorovaní v datovom súbore. Týmto prístupom
ostane odhad rovnaký, ale môžeme pozorovať zmenu smerodatnej chyby odhadu.
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3. Praktická časť
V tejto kapitole sa budeme zameriavať na asymptotické vlastnosti odhadu β̂
parametru β na základe nami nasimulovaných dát. Generovanie dát a výpočty
budú prebiehať v softvére R vo verzii 3.6.3.
V prvom prípade sa pozrieme, ako vplýva počet skupín K na vlastnosti odhadu
β̂. V druhom prípade uvedieme príklad, ktorý má využitie v poisťovníctve. V ňom
sa zameriame na správny výber korelačnej štruktúry pre skupinu pozorovaní.
3.1 Prvá simulačná štúdia
V simulačnej štúdii budeme sledovať, ako počet skupín K ovplyvňuje odhad
β̂ = (β̂0,β̂1)⊤. Budeme uvažovať model
Yij = β0 + β1Xij + εij, i = 1, . . . ,K, j ≤ ni, (3.1)
kde pre ni platí
P (ni = 2) = 0,1 ; P (ni = 3) = 0,2 ; P (ni = 4) = 0,3 ; P (ni = 5) = 0,4,
pre počet skupín volíme K = 100, 500, 1 000 a parameter β = (β0,β1)⊤ položíme
rovný β0 = 0,5 a β1 = 0,3. Vysvetľujúce premenné Xij sú generované z alternatív-
neho rozdelenia Alt(p) s p = 0,5. Pomocou funkcie rmvnorm z knižnice mvtnorm
ďalej generujeme vektor chýb εi = (εi1, . . . ,εini)⊤ z ni-rozmerného normálneho
rozdelenia so strednou hodnotou µi = 01×ni a variančnou maticou
Σi =
⎛⎜⎜⎜⎜⎜⎝
1 α . . . α
α
. . . . . . ...
... . . . . . . α




kde parameter α položíme rovný α = 0,8.
Na základe vygenerovaných premenných Xij a εij podľa (3.1) dostávame pozoro-
vania Yij, ktoré sú skupinovo závislé, ale nezávislé medzi skupinami. Z nagene-
rovaných dát vidíme, že skutočná korelačná štruktúra v skupine bude spoločná
korelačná štruktúra. Pre každé K prevedieme 1 000 simulácií.
Pre každý vygenerovaný dataset odhadneme model a nájdeme odhad para-
metru β. Ten budeme odhadovať funkciou geeglm z knižnice geepack s následov-
nými vstupmi:
1. Za štruktúru pracovnej korelačnej matice R(α) budeme uvažovať spoločnú
korelačnú štruktúru (EXCH).
2. Za štruktúru pracovnej korelačnej matice R(α) budeme uvažovať autoreg-
resnú AR(1) štruktúru (AR).
3. Za štruktúru pracovnej korelačnej matice R(α) budeme uvažovať neštruk-
turovanú korelačnú štruktúru (UNS).
28
4. Za štruktúru pracovnej korelačnej matice R(α) budeme uvažovať nezávislú
korelačnú štruktúru (IND).
Ďalej odhadneme model funkciou glm z balíčku stats. Tento prípad budeme uva-
žovať z toho dôvodu, že obdržíme rovnaké odhady parametru β ako v prípade
voľby nezávislej korelačnej štruktúry. Rozdiel medzi týmito dvoma prístupmi je
ten, že v prípade odhadu GLM (ako je uvedené v kapitole 1) zanedbávame roz-
delenie pozorovaní Yij do skupín pre odhad rozptylu parametru β.
Primárne sa zameriame na odhad β̂1 parametru β1. V tabuľke 3.1 môžeme vi-
dieť percentuálne pokrytie skutočnej hodnoty parametru β1 konfidenčným 95%-
percentným intervalom. Vidíme, že pre metódu GEE s vyššie uvedenými kore-
lačnými štruktúrami a pre všetky hodnoty K je pokrytie skutočného parametru
dostatočne vysoké. Môžeme si všimnúť, že pokrytie pre odhad parametru pomo-
cou metódy GLM je výrazne nižšie oproti ostatným hodnotám pokrytia.
K EXCH AR UNS IND GLM
100 95,2% 95,2% 93,1% 94,6% 69,5%
500 94,7% 94,2% 94,3% 94,5% 69,3%
1000 94,4% 94,0% 94,4% 94,5% 69,2%
Tabuľka 3.1: Pokrytie skutočnej hodnoty parametru β1 95% konfidenčným inter-
valom.
V tabuľke 3.2 sú uvedené priemerné dĺžky konfidenčných intervalov. 95% kon-
fidenčný interval má tvar (





kde u0,975 = 1.96 je kvantil normálneho rozdelenia N(0,1) a v̂ar(β̂1) je odhadnutý
rozptyl odhadu β̂1. Môžeme si všimnúť, že so zväčšujúcim sa počtom skupín
K je priemerná dĺžka intervalov menšia. Povšimnime si, že pre počet skupín
K = 100 a pre odhad metódou GEE s neštrukturovanou korelačnou štruktúrou
je priemerná dĺžka konfidenčného intervalu skoro dvojnásobne vyššia, ako je to
pri ostatných korelačných štruktúrach. Usudzujeme, že je to spôsobené tým, že
v tejto štruktúre je potreba odhadnúť viac parametrov a do odhadu rozptylu
vstupuje ďalšia variabilita.
K EXCH AR UNS IND GLM
100 0,718 0,731 1,331 0,736 0,391
500 0,323 0,329 0,382 0,331 0,175
1000 0,229 0,233 0,229 0,235 0,124
Tabuľka 3.2: Priemerná dĺžka 95% intervalov spoľahlivosti.
Pozrime sa taktiež na rozdiel medzi odhadom GEE s nezávislou korelačnou štruk-
túrou a odhadom GLM. Ako môžeme vidieť v tabuľke 3.2, priemerné dĺžky in-
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tervalov pre metódu GEE s nezávislou korelačnou štruktúrou sú približne dvoj-
násobne dlhšie ako dĺžky intervalov pre metódu GLM. Odtiaľ vidíme, že ak za-
nedbáme rozdelenie pozorovaní do skupín, dostaneme metódou GLM odhad s
podhodnoteným odhadnutým rozptylom a teda konfidenčný interval nepokryje
skutočnú hodnotu parametru β1 s predpísanou pravdepodobnosťou.
Ďalej nahliadnime na odhad strednej štvorcovej chyby odhadu β̂1. Odhad









kde B = 1 000 je počet simulácií. Tento odhad strednej štvorcovej chyby nám
vyjadruje presnosť odhadu ako priemernú hodnotu druhej mocniny rozdielu sku-
točného parametru β1 a odhadu β̂1. Čím menšia je táto hodnota, tým je odhad β̂1
"bližšie" ku skutočnému parametru β. V tabuľke 3.3 vidíme hodnoty 100-násobku
odhadu strednej štvorcovej chyby pre nami odhadnuté modely.
K EXCH AR UNS IND GLM
100 3,361 3,510 145,403 3,572 3,572
500 0,714 0,740 0,771 0,748 0,748
1000 0,341 0,360 0,357 0,355 0,355
Tabuľka 3.3: Hodnoty 100-násobku odhadu strednej štvorcovej chyby odhadu β̂1
parametru β1.
Ako môžeme vidieť, najnižšie hodnoty odhadu strednej štvorcovej chyby do-
stávame pri modeli odhadnutom metódou GEE so spoločnou korelačnou štruk-
túrou. To sme aj očakávali, keďže táto korelačná štruktúra bola skutočnou štruk-
túrou pri generovaní dát pre simuláciu.
Taktiež vidíme, že hodnoty odhadu strednej štvorcovej chyby pre metódu GEE s
nezávislou korelačnou štruktúrou a pre metódu GLM rovnaké. Ako sme už spo-
mínali vyššie, je to tým, že oboma týmito metódami dostávame rovnaké hodnoty
odhadov β̂1
Pre K = 100 a pre neštrukturovanú korelačnú štruktúru môžeme pozorovať vyš-
šiu hodnotu odhadnutej strednej štvrocovej chyby. To môže byť spôsobené tým,
že nemáme k dispozícii dostatočné množstvo pozorovaní a preto je odhad β̂1 od
hodnoty skutočného parametru β1 "ďalej".
3.2 Druhá simulačná štúdia
V tejto časi práce sa zamierame na využitie GEE v praxi. Budeme pozorovať
počet škodových udalostí motorových vozidiel klientov poisťovne. Budeme uva-
žovať K = 3 000 klientov, kde dĺžka obdobia poistenia, ktoré má klient zjednané,
je v rozmedzí dvoch až štyroch rokov.
30
Na začiatok popíšeme, ako sú generované data pre simuláciu. Pre každého
klienta sme najprv vygenerovali poistné obdobie, počas ktorého sme pozorovali
počet škodových udalostí. To nám udáva počet pozorovaní ni, i = 1, . . . ,K pre
klienta (teda počet pozorovaní v skupine). Predpokladáme, že pravdepodobnosť
ni = 2 je rovná 0,1, pravdepodobnosť ni = 3 je rovná 0,4 a pravdepodobnosť
ni = 4 je rovná 0,5. Ako vysvetľujúce premenné budeme uvažovať vek klienta,
pohlavie klienta a to, aké motorové vozidlo klient vlastní.
Pre pohlavie budeme uvažovať hodnotu 0, ak sa jedná o muža a hodnotu 1, ak
sa jedná o ženu. Budeme predpokladať, že obe hodnoty budú zastúpené rovnako,
teda pravdepodobnosť výskytu mužov a žien bude 0,5. Pre veličinu veku budeme
uvažovať hodnoty od 18 do 70 rokov. Tu budeme taktiež predpokladať, že výskyt
hodnôt v tomto rozmedzí bude zastúpený rovnako a to s pravdepodobnosťou 152 .
Pre motorové vozidlo budeme uvažovať tri hodnoty- osobný automobil (A), mo-
torku (M) a dodávku (D). Predpokladáme, že pravdepodobnosť, že klient vlastní
osobný automobil je rovná 0,6, pravdepodobnosť, že vlastní motorku je rovná 0,3
a pravdepodobnosť, že vlastní dodávku je rovná 0,1. Nakoniec budeme predpokla-
dať, že počas pozorovaného obdobia nedošlo k úmrtiu žiadneho klienta a taktiež,
že nenastala zmena vo vlastníctve motorového vozidla.
Budeme uvažovať model
E [Yij|Xij] = exp {β0 + β1 · pohlavie + β2 · (vek − 18) + β3 · IM + β4 · ID} ,
(3.3)
kde Yij je počet škôd i-teho klienta v j-tom roku poistného obdobia, i = 1, . . . ,K,
j ≤ ni, IM je indikátor, že klient vlastní motorku a ID je indikátor, že klient vlastní
dodávku. Teraz prejdime ku generovaniu počtu škodových udalostí Yi. Označme
E [Yi|Xi] = λi = exp{Xiβ}, (3.4)
kde Xi je regresná matica pre i-teho klienta a β je regresný parameter. Kedže
sa jedná o počet škodových udalostí, hodnoty Yi budú generované z Poissonovho
rozdelenia
Yi ∼ Pois(λi),
kde λi = (λi1, . . . ,λini) a Yij ∼ Pois(λij). Ak by sme ale generovali hodnoty Yi
z Poissonovho rozdelenia s parametrom λi, dostali by sme navzájom nezávislé
pozorovania. Preto parameter λi upravíme tak, aby pozorovania v i-tej skupine
boli navzájom závislé, ale nezávislé medzi skupinami. Označme
λ∗i = exp{Xiβ}Zi,
kde λ∗i = (λ∗i1, . . . ,λ∗ini) a platí, že Zi sú generované nezávisle z rozdelenia s jed-
notkovou strednou hodnotou EZi = 1. Pre účely našej simulácie sme hodnoty Zi
generovali z exponenciálneho rozdelenia Exp(1). Na základe tejto úpravy budeme
generovať Yi z Poissonovho rozdelenia s parametrom λ∗i . Ukážeme, že napriek
tejto úprave bude platiť rovnosť v (3.4):
E [Yi|Xi] = E [E [Yi|Xi,Zi] |Xi] = E [exp{Xiβ}Zi|Xi]
= exp{Xiβ}E [Zi|Xi] = exp{Xiβ}.
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Keďže vieme, z akého rozdelenia sú generované Yi, môžeme zistiť, ako vyzerá
skutočná kovariančná matica Yi za podmienky Xi:
var [Yi|Xi] = E [var [Yi|Xi,Zi] |Xi] + var [E [Yi|Xi,Zi] |Xi] (3.5)
Prvý člen v (3.5) môžeme rozpísať ako
E [var [Yi|Xi,Zi] |Xi] = E [Σ∗i |Xi] ,
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kde na diagonále sú rozptyly Yij, ktoré poznáme na základe znalosti rozdelenia Yij,
a mimo diagonály sú korelácie medzi pozorovaniami, to znamená ρ∗1ni je korelácia
medzi Yi1 a Yini . Koreláciu medzi Yij a Yik vieme spočítať ako
corr(Yij,Yik|Xi,Zi) = ρ∗jk =
E
[






keďže pozorovania Yij a Yik sú za podmienky Xi a Zi nezávislé.
Druhý člen v (3.5) môžeme písať ako
var [E [Yi|Xi,Zi] |Xi] = var [exp{Xiβ}Zi|Xi] = exp{Xiβ} var [Zi|Xi] exp{Xiβ}⊤
= exp{Xiβ} exp{Xiβ}⊤.
Na základe vyššie popísaného generovania dát prevedieme 1 000 simulácií. Para-
meter regresných koeficientov β budeme voliť ako
β = (β0,β1,β2,β3,β4)⊤ = (0,8 ; 0,5 ; −0,1 ; 0,4 ; −0,3)⊤.
Pre každú simuláciu odhadneme model uvedený v (3.3) funkciou gee z knižnice
gee s následujúcimi vstupmi:
1. Za štruktúru pracovnej korelačnej matice R(α) budeme uvažovať spoločnú
korelačnú štruktúru (EXCH).
2. Za štruktúru pracovnej korelačnej matice R(α) budeme uvažovať autoreg-
resnú AR(1) štruktúru (AR).
3. Za štruktúru pracovnej korelačnej matice R(α) budeme uvažovať nezávislú
korelačnú štruktúru (IND).
4. Za štruktúru pracovnej korelačnej matice R(α) budeme uvažovať neštruk-
turovanú korelačnú štruktúru (UNS).
Pre každú z možností uvedených vyššie budeme uvažomať maximálny počet ite-
rácii 10.




V článku Pan (2001) sa pre určenie vhodnej korelačnej štruktúry, kde sa roz-
hodujeme medzi viacerými korelačnými štruktúrami, odporúča použiť QIC krité-
rium. Toto kritérium je odvodené od Akaikeho informačného kritéria (AIC). Na-
rozdiel od AIC, ktoré využíva metódu vierohodnosti, je QIC založené na kvázi vie-
rohodnosti. Taktiež využíva predpoklad nezávislosti pozorovaní. Odtiaľ vyplýva aj
názov tohto kritéria - kvázi-vierohodnostné informačné kritérium za predpokladu
nezávislosti. Kvázi vierohodnostná funkcia pre Yij, ako ju uvádzajú McCullagh a






kde ϕ je disperzný parameter rozdelenia z exponenciálnej rodiny rozdelení uve-
denej v časti 1.1. Keďže sa predpokladá nezávislosť pozorovaní, dostávame kvázi







kde µ = (µ1, . . . ,µK)⊤ a Y = (Y1, . . . ,YK)⊤.
QIC kritérium je v článku Pan (2001) definované ako
QIC = −2Q(Y ,ϕ,µ̂R) + 2trace(Ω−1V̂R),
kde µ̂R = g−1(Xβ̂R), X je regresná matica a β̂R je odhad regresných koeficien-
tov pri predpokladanej korelačnej štruktúre R. Ďalej Ω je odhad kovariančnej
matice odhadu β̂ parametru β získaná z modelu s nezávislou štruktúrou a V̂R
je sendvičový odhad kovariančnej matice (ako je uvedené v bode 3 na strane 22
tejto práce) odhadu β̂ parametru β pri predpokladanej korelačnej štruktúre R.
Pre výber najvhodnejšej korelačnej štruktúry vyberieme tú, pre ktorú je hodnota
QIC kritéria najmenšia.
Pre každý model sme vypočítali hodnotu QIC kritéria pomocou funkcie QIC
z knižne gee a zaznamenali, pre ktorú korelačnú štruktúru bola hodnota QIC kri-
téria najnižšia. V tabuľke 3.4 môžeme vidieť, v percentuálne koľkých prípadoch
QIC kritérium vybralo danú korelačnú štruktúru.
EXCH AR UNS IND
70,1% 3,9% 18,7% 7,3%
Tabuľka 3.4: Percentuálne zastúpenie výberu QIC kritéria.
Vidíme, že QIC kritérium zvolilo za vhodnú korelačnú štruktúru spoločnú ko-
relačnú štruktúru až v 70% prípadov. Z toho môžeme usúdiť, že táto korelačná
štruktúra by mohla byť skutočnou korelačnou štruktúrou. Na základe vyššie opí-
saného QIC kritéria vyberieme v každej simulácii taký odhad, ktorý odpovedá
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korelačnej štruktúre vybranej týmto kritériom.
V tabuľke 3.5 môžeme vidieť percentuálne pokrytie skutočnej hodnoty zložiek
parametru β. Vidíme, že medzi odhadmi GEE s korelačnými štruktúrami nie je
výrazný rozdiel v pokrytí hodnoty zložiek skutočného parametru β a toto pokry-
tie pre každú zložku je aspoň 94,0%. Rozdiel opäť, ako v prvej simulačnej štúdii,
vidíme pri pokrytí odhadov metódou GLM.
EXCH AR UNS QIC IND GLM
β0 95,7% 95,8% 95,5% 95,5% 95,9% 61,9%
β1 95,2% 95,4% 95,3% 95,2% 95,6% 58,0 %
β2 95,3% 94,7% 94,8% 94,9% 94,6% 66,6%
β3 94,5% 94,3% 94,4% 94,6% 94,4% 53,6%
β4 94,4% 93,9% 94,0% 94,2% 94,3% 64,6%
Tabuľka 3.5: Pokrytie skutočnej hodnoty parametru β konfidenčným 95% inter-
valom.
Ďalej môžeme v tabuľke 3.6 vidieť priemernú dĺžku 95% konfidenčných intervalov.
Môžeme pozorovať, že priemerná dĺžka konfidenčného intervalu pre metódu GEE
je najmenšia pre odhady zložiek parametru β, kde sme korelačnú štruktúru zvolili
na základe QIC kritéria. Ďalej vidíme, že zo štyroch korelačných štruktúr dostá-
vame najkratšiu priemernú dĺžku intervalu pre spoločnú korelačnú štruktúru.
EXCH AR UNS QIC IND GLM
β0 0,266 0,268 0,267 0,265 0,269 0,111
β1 0,262 0,263 0,262 0,261 0,264 0,105
β2 0,110 0,112 0,111 0,110 0,112 0,054
β3 0,289 0,290 0,289 0,288 0,291 0,107
β4 0,456 0,459 0,457 0,455 0,459 0,212
Tabuľka 3.6: Priemerná dĺžka 95% konfidenčného intervalu. Pre β2 uvádzame
10-násobok priemernej dĺžky 95% konfidenčného intervalu.









kde B = 1 000 je počet prevedených simulácií a β̂(b)i je odhad parametru βi v b-tej
simulácii. Pozorujeme, že odhad strednej štvorcovej chyby sa medzi korelačnými
štruktúrami výrazne nelíši. Najnižšie hodnoty odhadu strednej štvrocovej chyby
dostávame pre odhady metódou GEE so spoločnou korelačnou štruktúrou a s
korelačnou štruktúrou zvolenou na základe QIC kritéria. Môžeme si všimnúť, že
pre odhad parametru β4 dostávame vyššiu hodnotu odhadu strednej štvrocovej
chyby, ako pri ostatných parametroch. Predpokladáme, že to je spôsobené menším
výskytom klientov, ktorý vlastnia dodávku.
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Opäť si môžeme všimnúť, že hodnoty odhadnutej strednej štvorcovej chyby pre
metódu GEE s nezávislou korelačnou štruktúrou a metódy GLM sú rovnaké. Ako
sme už vysvetlili v prvej simulačnej štúdii, je to spôsobené rovnakými hodnotami
odhadov zložiek parametru β.
EXCH AX UNS QIC IND GLM
β0 0,423 0,427 0,426 0,425 0,432 0,432
β1 0,424 0,427 0,427 0,425 0,432 0,432
β2 0,080 0,082 0,081 0,080 0,083 0,083
β3 0,562 0,567 0,560 0,561 0,563 0,563
β4 1,369 1,401 1,387 1,367 1,403 1,403
Tabuľka 3.7: Hodnoty 100-násobku odhadu strednej štvrocovej chyby odhadu β̂
parametru β. Pre β2 uvádzame hodnotu 10 000-násobku odhadu strednej štvor-
covej chyby.
Na základe výsledkov opísaných vyššie vidíme, že z výberu štyroch korelač-
ných štruktúr dostávame najlepšie výsledky pre spoločnú korelačnú štruktúru.
Ďalej z výsledkov vidíme, že pre voľbu korelačnej štruktúry je možné využiť QIC
kritérium, pokiaľ sa nevieme rozhodnúť, ktorú korelačnú štruktúru zvoliť. Usudzu-
jeme to na základe toho, že pre spoločnú korelačnú štruktúru dostávame najlepšie
výsledky a práve túto štruktúru zvolilo QIC kritérium v najviac prípadoch.
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Záver
V tejto práci sme sa venovali metódam zovšeobecnených odhadovacích rovníc
(GEE). Na začiatok sme predstavili rodinu exponenciálnych rozdelení a ukázali
sme vlastnosti rozdelení, ktoré do nej patria. Formulovali sme zovšeobecnený line-
árny model a hľadali odhady jeho parametrov metódou maximálnej vierohodnosti.
V druhej časti práce sme pristúpili k zovšeobecneným odhadovacím rovni-
ciam. Predstavili sme metódy, za pomoci ktorých nájdeme konzistentné odhady
parametru. Prvá metóda, s ktorou sme čitateľa oboznámili je metóda pseudo
maximálnej vierohodnosti. Odvodili sme tvar odhadovacej rovnice a predstavili
asymptotické výsledky odhadu parametru. Obdobne sme postupovali aj pri druhej
metóde, pri metóde kvázi psuedo maximálnej vierohodnosti. Ďalej sme sa zamerali
na metódu zovšeobecnených rovníc (GEE) podľa Liang a Zeger (1986). Popísali
sme iteratívny algoritmus, ako nájsť odhad parametru pomocou tejto metódy.
Nakoniec sme predstavili súbor najčastejšie používaných korelačných štruktúr.
V poslednej časti práce sme sa zamerali na simulačné štúdie. V prvej simulač-
nej štúdii sme ukázali, ako počet skupín ovplyvňuje vlastnosti odhadu parametru.
Ukázali sme, že čím väčší počet skupín pozorovaní máme, tým viac dostávame
lepšie vlastnosti odhadu parametru. V druhej simulačnej štúdii sme sa zamerali na
príklad z praxe. Ukázali sme, že QIC kritérium je naozaj vhodným informačným
kritériom pre výber vhodnej pracovnej korelačnej štruktúry, pokiaľ sa nevieme
rozhodnúť medzi štruktúrami, ktoré by mohli byť skutočné.
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A. Prílohy
A.1 Vlastnosti n-dimenzionálnej exponenciálnej
rodiny rozdelení
V tejto časti uvedieme tvrdenia, ktoré sme využívali primárne v druhej ka-
pitole tejto práce. Jedná sa o vlastnosti mnohorozmernej exponenciálnej rodiny
rozdelení.
Tvrdenie 2. (Ziegler (2011), Property 1.3) Pre rozdelenia patriace do mnoho-




kde V (.,.) je takzvaná variančná funkcia.
Tvrdenie 3. (Ziegler (2011), Property 1.4) Pre rozdelenia patriace do mnoho-




















Definícia 2. (Lachout (2004), Definice 6.2) Nech an > 0, n ∈ N je postupnosť
čísel a Xn, n ∈ N je postupnosť náhodných veličín.
1. Povieme, že Xn = op(an), ak pre každé ϵ > 0 je
lim
n→∞
P (|Xn| > ϵan) = 0.





P (|Xn| > Kan) = 0.
Definíciu 2 pre oP (an) a OP (an) môžeme rozšíriť aj pre postupnosť náhodných
vektorov Xn, n ∈ N, ako uvádza Jiang (2010), strana 59.
Definícia 3. Nech an > 0, n ∈ N je postupnosť čísel, Xn, n ∈ N je postupnosť
náhodných vektorov a ||.|| je Euklidovská norma.
1. Povieme, že Xn = op(an), ak ||Xn|| = op(an).
2. Povieme, že Xn = Op(an), ak ||Xn|| = Op(an).
Nech θ̂n je vektorový odhad skutočného vektorového parametra θ odhadnutý z
pozorovaní X = (X1, . . . ,Xn)⊤. Ďalej nech postupnosť {an} je postupnosť klad-
ných čísel divergujúcich do nekonečna. Povieme, že θ̂n je an-konzistentný odhad
parametru θ práve vtedy, keď
an(θ̂n − θ) = Op(1).
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