Abstract. We prove a theorem on the continuity with respect to a parameter and an analogue of Fubini's theorem for integrals with respect to a general stochastic measure defined on Borel subsets of R. These results are applied to study the stochastic heat equation considered in a mild as well as in a weak form.
Introduction
Let X be an arbitrary set, let B be the σ-algebra of subsets of X, and let (Ω, F, P) be a complete probability space. By L 0 = L 0 (Ω, F, P), we denote the set of all random variables (more precisely, the P-equivalent classes of random variables). The convergence in L 0 means the convergence in probability. The measure μ is not assumed to be nonnegative or adapted. In what follows the symbol μ denotes a stochastic measure on B.
Below are some examples of stochastic measures.
If X(x), a ≤ x ≤ b, is a continuous square integrable martingale, then
is a stochastic measure defined on Borel subsets of [a, b] . 2. Similarly, the integral with respect to a fractional Brownian motion B H (x) with the Hurst index H > 1/2 defines a stochastic measure (this follows from inequality (1.5) of [1] ).
3. Other examples and conditions that increments of a stochastic process with independent increments generate a stochastic measure can be found in Sections 7 and 8 of [2] .
An integral of the form A h(x) dμ(x), A ∈ B, is constructed and its properties are studied in [3] for a measurable nonrandom function h : X → R. The construction is standard and uses an approximation by simple functions. (A similar construction is presented in Section 7 of [2] ; also see [4] ). In particular, every measurable bounded function h is integrable with respect to an arbitrary stochastic measure μ. An analogue of the Lebesgue dominated convergence theorem holds for this integral (see Corollary 1.2 in [3] or Proposition 7.1.1 in [2] ).
An analogue of Fubini's theorem is proved in [5] , and the continuity with respect to a parameter of an integral is obtained in [6] for stochastic measures μ defined on Borel subsets of the space X = [a, b] . In [7] and [8] , solutions of some partial differential equations are considered for the case where the randomness comes from an integral with respect to a stochastic measure μ. In this paper, we generalize some of the results of [5, 6] to the case of X = R and find a relationship between weak and mild solutions of a stochastic heat equation.
We use the symbol C throughout this paper to denote a constant that may be different in different equalities. Equalities and inequalities for random variables are understood to hold almost surely (unless we explicitly indicate that a relation is considered for every ω ∈ Ω). The integrals of random functions with respect to real measures are considered for every ω ∈ Ω; the properties of such integrals can be found in [9] .
In Sections 2 and 3 of this paper, we prove some properties of integrals with respect to measures μ on the space R. In Section 4, we consider the stochastic heat equation in the mild form and prove the equivalence of different forms of the integrals with respect to a stochastic measure. In Section 5, we show that a mild solution of the heat equation also is a weak equation.
In what follows we use the following result. 2. The continuity on R of an integral with respect to a parameter.
Stochastic convolution
In this section, X = R, B is a Borel function, T is a metric space, and a function f (x, t) : R × T → R is integrable in the variable x with respect to the measure μ for every fixed t ∈ T. Then one can consider the following random function:
We further assume that |x| ρ is integrable on R with respect to dμ(x) for some ρ > 1/2 and that f is bounded, that is, |f (x, t)| ≤ C. Then the random function ζ(t) defined by equality (1) has a version whose trajectories are continuous on T.
Proof. We have
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where the equality is understood almost surely and for every t ∈ T. For all j ∈ Z and n ≥ 0, we put 
Thus the sum
is a version of the random function ζ(t). The terms
are continuous functions with respect to t and for all ω ∈ Ω (this version of ζ(t) is considered below). We show that series (6) converges almost surely and uniformly in T. Using (4), the Cauchy-Schwarz inequality, and bound (2) we obtain
for all β > 0 and ω ∈ Ω. Here k is chosen such that Δ
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Then the sum of absolute values of the terms of series (6) does not exceed
The sums with stochastic measures are equal to
where
, j ∈ Z for the first term on the right-hand side of (7), while
for the second one.
Since |x| ρ is integrable with respect to dμ(x), Lemma 1.1 implies convergence (5). The convergence is uniform, since the terms of the latter series do not depend on t.
A straightforward application of Theorem 2.1 allows one to prove the following result on the continuity of a convolution.
Corollary 2.1. Let h(x)
: R → R be a bounded function. Assume that, for some γ > 1/2 and all x 1 and x 2 , |h(
We further assume that |x| ρ is integrable on R with respect to dμ(x) for some ρ > 1/2.
Then there exists a version of the random function
whose trajectories are continuous on R.
Another result deals with the continuity of trajectories of a convolution represented as an integral over a finite interval. 
Then there exists a version of the random function
whose trajectories are continuous on
Proof. We extend the definition of h for x < 0 by setting h(x) = 0 for negative arguments. Then condition (8) holds for all x ≤ T and
It remains to apply Theorem 1 in [6] on the continuity of integrals dependent on a parameter (the integrals are considered over a finite interval). Another way to prove the same is to apply Theorem 2.1 for μ on [0, T ].
Note that the continuity of stochastic convolutions of the form (9) is studied in [11] for integrals with respect to semimartingales. The paper [11] contains a motivation for such a research, references to related results, and an example of a stochastic convolution that has no continuous version. The following result holds for all stochastic measures μ defined on an arbitrary measurable space (X, B). Moreover,
Theorem 3.1 (Theorem 1 in [5]). There exists a unique stochastic measure
The stochastic measure η introduced in Theorem 3.1 (and which is the product of μ and m) satisfies the following property. 
We generalize Theorem 3.2 by proving the following result for the stochastic measure η introduced in Theorem 3.1. (10) |f
We further assume that |x| ρ is integrable on R with respect to dμ(x) for some ρ > 1/2. Then
Proof. Theorem 3.2 implies that (12)
for all j ∈ Z, where η j is the product of the measures μ and m on (j, j + 1] × Y. Since the measures η j and η coincide on measurable multidimensional rectangles, we follow a standard reasoning and prove that the measures η j and η coincide on the sets (j, j +1]×Y.
Consider
Representation (6) holds for an appropriate version of this integral. Now we use the bound (7) for this representation with some random constant K(ω) and all y ∈ Y and ω ∈ Ω. Thus we obtain
Summing up equalities (12) over all j ∈ Z, applying the dominated convergence theorem for these integrals, and recalling the equality η j = η, we prove (11).
Stochastic heat equation
Consider the following equation:
where (x, t) ∈ R × [0, T ], a > 0 is a constant, and μ is a stochastic measure defined on the Borel σ-algebra in R.
The formal equality (13) is understood in the mild sense (14) or, in the case of f = 0, in the weak sense (21)-(22) (see below).
Consider equation (13) in the mild sense:
is the fundamental solution of the heat equation and
is an unknown measurable random function (in other words, u is a mild solution of equation (14)). The existence and uniqueness of a solution of this equation is proved in [8] under some conditions. It is also proved in [8] that trajectories of a solution satisfy the Hölder condition.
In the rest of this paper we use the Besov spaces B α
([c, d]).
Recall that the norm in these classical spaces is defined for 0 < α < 1 as follows:
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The following result is needed to prove that the trajectories of the integral with respect to μ are bounded. 
Then there exists a versionζ(z) of the random function
such that
for all ω ∈ Ω and some constant C that does not depend on z, j, and ω.
In what follows we will assume the following conditions.
Condition 1. The function σ(x, t) : R × [0, T ] → R is measurable and bounded.

Condition 2. For some C > 0 and γ(σ) > 1/2,
When defining a mild solution of equation (13), the third term in (14) can be rewritten in several different ways. We show that, nevertheless, the third term of (14) will have the same value. 
Proof. For an arbitrary set A ∈ B(R)⊗B ([0, t])
and for a sequence of real numbers t n ↑ t, t 0 = 0, t n < t, we derive from Theorem 3.1 that
(the integrand of the right-hand side of (18) is bounded and therefore is integrable with respect to η). Since p > 1/2, we get 
s).
This equality and the integrability of p(x − y, t − s)σ(y, s) on R × [0, t] with respect to η implies that the limit
exists in probability. Now we apply Lemma 4.1 to the function
Our goal is to estimate the norm of the function q(·, s) in the Besov space. We conclude from equality ab − cd = (a − c)b
An easy transformation of the Euler-Poisson integral gives us
Changing the variable z = r(t − s) −1/2 in the integral on the right-hand side of (15) we obtain
Taking into account Condition 2 for σ in (20) implies that
for an arbitrary 1/2 < α < γ(σ). Lemma 4.1 with this α yields
Repeating again the reasoning concerning the convergence of the sum (7), we prove the bound
for some version of the integral, where K(ω) is an almost surely finite random variable and where t, s, and ω are arbitrary. Thus the limit in (19) coincides with the iterated integral on the right-hand side of (17).
A mild solution is a weak solution
We recall some definitions from [7] . For an arbitrary process ξ(t), we put
provided the limit exists. The weak solution of the stochastic heat equation is obtained in [7] . It turns out that the solution can be represented in the following form:
where (V t ) t>0 is an unknown process whose values belong to the set D r for every t and where μ and ν are stochastic measures on Borel subsets of R.
Equation (21) can be treated as a weak form of the first equation of system (13) corresponding to the case of f = 0.
The following conditions are assumed in this section. 
A result of [8] 
satisfies equation (21) and the following initial condition:
Proof. We check equality (21) for ϕ ∈ D; that is, we check that
.
we easily prove that
Multiply both sides of (14) by ϕ ∈ D and then integrate on R with respect to dx. Since ϕ is finite, dx generates a finite measure.
According to Theorems 3.2 and 3.3 with dm = dx one can change the order of integration. (We prove in Appendix A that the function in the stochastic integral satisfies the corresponding Hölder condition, and this allows us to apply Theorems 3.2 and 3.3.) With the help of (24) we obtain
Then we differentiate with respect to t. The derivative of the stochastic integral exists in view of an analogue of a standard result on the differentiability with respect to a parameter (see Lemma 5 in [7] ). After simple algebra we derive (23) from (24).
The first equality in (25) yields the initial condition. 
