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Abstract: Let {Z(τ, s), (τ, s) ∈ [a, b]× [0, T ]} with some positive constants a, b, T be a centered Gaussian random
field with variance function σ2(τ, s) satisfying σ2(τ, s) = σ2(τ). We firstly derive the exact tail asymptotics for the
maximum MH(T ) = max(τ,s)∈[a,b]×[0,T ] Z(τ, s)/σ(τ) up crossing some level u with any fixed 0 < a < b < ∞ and
T > 0; and we further derive the extreme limit law for MH(T ). As applications of the main results, we derive the
exact tail asymptotics and the extreme limit law for Shepp statistics with stationary Gaussian process, fractional
Brownian motion and Gaussian integrated process as input.
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1 Introduction
Let B(t) be a standard Brownian motion and define the Shepp statistics as
Ẑ(s) = sup
τ∈[0,1]
B(s+ τ)−B(s),
for s ≥ 0. Since in various theoretical and applied problems, the Shepp statistics appears as the limit process due
to the central limit theorem, vast interest has been paid to the analysis of Shepp statistics, see, e.g., Shepp (1971),
Shepp and Slepian (1976), Cressie (1980), Re´ve´sz (1982), Deheuvels and Devroye (1987), Kabluchko and Munk
(2008), Zholud (2008, 2009), Kabluchko (2011), Shklyaev (2011) and Tan (2015). A natural extension of the Shepp
statistics is the following process,
ẐH(s) = sup
τ∈[0,1]
BH(s+ τ) −BH(s),
where BH(t) is a standard fractional Brownian motion (fBm) with Hurst parameter H ∈ (0, 1). This type of Shepp
statistics have been extensively studied in Hashorva and Tan (2013), De¸bicki et al. (2015), Tan and Chen (2016) and
Tan (2017). Noting that the variance of the increment BH(s+ τ)−BH(s) is τ2H , another type of natural extension
of the Shepp statistics is
ZH(s) = sup
τ∈[a,b]
BH(s+ τ)−BH(s)
τH
, 0 < a < b <∞.
Tan and Yang (2015) investigated the extreme MH(T ) = sup0≤s≤T ZH(s) and derived the following results.
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Foundation of China (No. 11501250)
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Theorem 1.1. For H ∈ (0, 1), 0 < a < b <∞ and any T > 0, it holds that
P
(
max
s∈[0,T ]
ZH(s) > u
)
= TH22H
(
1
2
)1/H
(1/a− 1/b)u 2HΨ(u)(1 + o(1)), (1)
as u→∞, and
lim
T→∞
max
x∈R
∣∣∣∣P (aT ( maxs∈[0,T ]ZH(s)− bT
)
≤ x
)
− exp(−e−x)
∣∣∣∣ = 0, (2)
where
aT =
√
2 lnT , bT = aT + a
−1
T
[
(
1
H
− 1
2
) ln lnT + ln(2−
1
HH22H(1/a− 1/b)(2π)−1/2)
]
,
Ψ(u) and H2H denote the tail distribution function of standard normal variable and Pickands constant (see definition
in next section), respectively.
The Shepp statistics ZH(s) is a non-Gaussian random process, but it’s extreme MH(T ) can be transformed to the
extreme of a Gaussian random field ZH(τ, s), i.e.,
MH(T ) = max
(τ,s)∈[a,b]×[0,T ]
ZH(τ, s) := max
(τ,s)∈[a,b]×[0,T ]
BH(s+ τ)−BH(s)
τH
.
It is easy to see from the Appendix that the random field ZH(τ, s) is a locally stationary Gaussian random field.
It is natural to investigate the question whether the above results still hold when ZH(τ, s) is replaced by some
more general locally stationary Gaussian random fields. In this paper, we continue to study the limit properties
of extremes of Shepp statistic and pay our attention directly on the locally stationary Gaussian random field. We
first consider the tail asymptotics and the limit law of extremes for a type of locally stationary Gaussian random
field. Then we use the obtained results to derive the tail asymptotics and the limit law for the extremes of Shepp
statistics with stationary Gaussian process, fractional Brownian motion and Gaussian integrated process as input,
which extends Theorem 1.1.
The paper is organized as follows. Section 2 displays the main results and Section 3 presents the applications. The
proofs of all results are postponed to Sections 4. In the Appendix, we present some useful definitions and theorems
for locally stationary Gaussian fields. In the following part of this paper, let Φ(·) denote the probability distribution
function of a standard normal variable and Ψ(·) = 1− Φ(·).
2 Main Results
Suppose that {Z(τ, s), (τ, s) ∈ [a, b] × [0, T ]} with some positive constants a, b, T is a centered Gaussian random
field with variance function and correlation function σ2(τ, s) and r(τ, s; τ ′, s′), respectively. Suppose the following
assumptions hold.
Assumption A1: there exists some positive function σ(τ) which satisfies
σ(τ, s) = σ(τ), ∀(τ, s) ∈ [a, b]× [0, T ].
Assumption A2: there exist constant α ∈ (0, 2] and continuous function g(τ) > 0 such that
r(τ, s; τ+ △τ , s+ △s) = 1− g(τ)(| △s |α + | △τ + △s |α)(1 + o(1))
holds as △s→ 0 and △τ→ 0 and further,
r(τ, s; τ ′, s′) < 1
for (τ, s) 6= (τ ′, s′) ∈ [a, b]× [0, T ].
2
Assumption A3: Assume that the function
δ(v) := sup{|r(τ, s; τ ′, s′)|, |s− s′| ≥ v, s, s′ ∈ [0,∞), τ, τ ′ ∈ [a, b]}
is such that
lim
v→∞ δ(v) ln v = r ∈ [0,∞). (3)
The Pickands constant plays a crucial role in extreme value theory for Gaussian processes, which is defined by
Hα = lim
λ→∞
λ−1E
{
exp
(
max
t∈[0,λ]
√
2Bα/2(t)− tα
)}
∈ (0,∞),
see e.g. Pickands (1969), Piterbarg (1996). Since we consider a random field, the constant H2α appears in our main
results. It is well-known that H1 = 1 and H2 = 1/√π.
Now we state our main results.
Theorem 2.1. Let {Z(τ, s), (τ, s) ∈ [a, b] × [0, T ]} with some positive constants a, b, T be a centered Gaussian
random field with a.s. continuous sample paths. Suppose that assumptions A1-A2 are satisfied with the parameters
mentioned therein. Then
P
(
max
(τ,s)∈[a,b]×[0,T ]
Z(τ, s)/σ(τ) > u
)
= TH2α
∫ b
a
(g(t))
2
α dtu
4
αΨ(u)(1 + o(1)), (4)
as u→∞.
In the following part of the paper, let N be a standard normal random variable.
Theorem 2.2. Let {Z(τ, s), (τ, s) ∈ [a, b]× [0, T ]} with some positive constants a, b be a centered Gaussian random
field with a.s. continuous sample paths. Suppose that assumptions A1-A3 are satisfied with the parameters mentioned
therein. In addition, assume that {Z(τ, s), (τ, s) ∈ [a, b]× [0, T ]} is homogeneous with respect to the second factor s.
Then
lim
T→∞
max
x∈R
∣∣∣∣P (aT ( max(τ,s)∈[a,b]×[0,T ]Z(τ, s)/σ(τ) − bT
)
≤ x
)
− E exp(−e−x−r+
√
2rN )
∣∣∣∣ = 0, (5)
and
aT =
√
2 lnT , bT = aT + a
−1
T
[
(
2
α
− 1
2
) ln lnT + ln(H2α
∫ b
a
(g(t))
2
α dt(2π)−1/2)
]
.
In the literature assumption A3 with r = 0 is referred to as the weak dependence or the Berman’s condition and
consequently the random field Z is called a weakly dependent. In analogy, the random field Z with correlation
function satisfying assumption A3 with r > 0 is called strongly dependent.
Remark 2.1: i). Theorem 2.1 and 2.2 extend the main results of Tan and Yang (2015) from fBm field to general
locally stationary Gaussian random fields. Specially, we derived the strongly dependent case.
ii). It is worth mentioning the work of De¸bicki et al. (2015) and Tan (2017), where the tail asymptotics and the
extreme limit theorem for a type of non-homogeneous Gaussian random field are derived, respectively. The method
of proofs used in this paper are different to that of the aforementioned papers.
We end this section with an example which satisfies all of the cases of assumptions A1-A3.
Example 2.1: Consider a Gaussian random field defined as
Z(τ, s) =
1√
2
(Y (τ + s) +X(s))σ(τ), (τ, s) ∈ [a, b]× [0, T ],
where X,Y are two independent centered stationary Gaussian processes with the same covariance functions r
satisfying as t→ 0
r(t) = 1− a|t|α(1 + o(1)),
3
for some constants a > 0, α ∈ (0, 2]. Here σ(t) is a positive function. Further, assume that
r(t) < 1, ∀ t 6= 0, lim
t→∞ r(t) ln t = r ∈ [0,∞)
It follows that the assumptions A1-A3 are satisfied by {Z(τ, s), (τ, s) ∈ [a, b]× [0, T ]}.
3 Applications
Throughout this section, let {X(t), t ≥ 0} be a centered Gaussian process and define general Shepp statistics as
Y (s) = max
τ∈[a,b]
Y (τ, s) = max
τ∈[a,b]
X(s+ τ)−X(s)√
E(X(s+ τ)−X(s))2 ,
for some fixed a, b, T > 0. Applying Theorems 2.1 and 2.2, we study the limit properties of extremes of Shepp
statistics for a more general Gaussian processX(t), which is a stationary Gaussian process or non-stationary Gaussian
process with stationary increments.
First, let {X(t), t ≥ 0} be a stationary Gaussian process with mean 0, variance 1. Suppose the covariance function
rX of {X(t), t ≥ 0} satisfies the following conditions:
Assumption B1: there exist positive constant a1 and α ∈ (0, 2) such that rX(t) = 1 − a1|t|α(1 + o(1)), as t → 0;
rX(t) ∈ C([0,∞)) and rX(s) < 1 for s > 0.
Assumption B2: rX(t) is twice continuously differentiable on [λ,∞) for some λ > 0 and limt→∞ r¨X(t) ln t = r ∈
[0,+∞).
Proposition 3.1. Let Y (τ, s) be defined as above. Suppose that rX(t) satisfies Assumption B1. Then we have
P
(
max
(τ,s)∈[a,b]×[0,T ]
Y (τ, s) > u
)
= TH2α(a1/2)2/α
∫ b
a
(1− rX(t))−2/αdtu 4αΨ(u)(1 + o(1)), (6)
as u→∞. Furthermore, if Assumption B2 holds, then
lim
T→∞
sup
x∈R
∣∣∣∣P
(
aT
(
sup
(τ,s)∈[a,b]×[0,T ]
Y (τ, s)− bT
)
≤ x
)
− E exp(−e−x−r+
√
2rN )
∣∣∣∣ = 0, (7)
where
aT =
√
2 lnT , bT = aT + a
−1
T
[
(
2
α
− 1
2
) ln lnT + ln((a1/2)
2
αH2α
∫ b
a
(1 − rX(t))−2/αdt(2π)−1/2)
]
.
Example 3.1: There are many types of stationary Gaussian processes such as the fractional Ornstein-Uhlenbeck
process with covariance function rX(t) = e
−|t|α and the generalized Cauchy model with covariance function rX(t) =
(1 + |t|α)−β with α ∈ (0, 2) and β > 0 which satisfy the conditions of Proposition 3.1 with r = 0.
Second, let {X(t), t ≥ 0} be a centered non-stationary Gaussian process with stationary increment and variance
function σ2X(t), a.s. continuous sample paths. Recall that X(t) is said to have stationary increments if the law of
the process {X(t+ t0)−X(t0), t ∈ R} does not depend on the choice of t0. Suppose that the variance function σ2X(t)
of {X(t), t ≥ 0} satisfies the following conditions:
Assumption C1: σ2X(t) is twice continuously differentiable on [λ,∞) for λ > 0 and further σ2X(t) = a2|t|α(1+o(1)),
as t→ 0 holds for some α ∈ (0, 2], a2 > 0.
Assumption C2: limt→∞ σ¨2X(t) ln t→ r ∈ [0,+∞).
Proposition 3.2. Let Y (s, t) be defined as above. Suppose that σX(t) satisfies Assumption C1. We have
P
(
sup
(τ,s)∈[a,b]×[0,T ]
Y (τ, s) > u
)
= TH2α(a2/2)2/α
∫ b
a
(σX(t))
− 4
α dtu
4
αΨ(u)(1 + o(1)),
4
as u→∞. Furthermore, if Assumption C2 holds, then
lim
T→∞
sup
x∈R
∣∣∣∣P
(
aT
(
sup
(τ,s)∈[a,b]×[0,T ]
Y (τ, s)− bT
)
≤ x
)
− E exp(−e−x−r+
√
2rN )
∣∣∣∣ = 0, (8)
where
aT =
√
2 lnT , bT = aT + a
−1
T
[
(
2
α
− 1
2
) ln lnT + ln((a2/2)
2
αH2α
∫ b
a
(σX(t))
− 4
α dt(2π)−1/2)
]
.
The following two examples satisfy conditions of Proposition 3.2. The first example extends the main results of Tan
and Yang (2015).
Example 3.2: Let BHi(t), i = 1, 2, . . . , n be a sequence of independent fBms with Hurst index Hi ∈ (0, 1) and λi
be a positive sequence satisfying
∑n
i=1 λ
2
i = 1. Since λ1BH1(t) + λ2BH2(t) =
d
√
λ21 + λ
2
2BH(t) for H = H1 = H2 ,
we suppose that
H := H1 < H2 < · · · < Hn.
Let X(t) =
∑n
i=1 λiBHi(t) and Y (τ, s) be defined as above. We have
P
(
sup
(τ,s)∈[a,b]×[0,T ]
Y (τ, s) > u
)
= TH22H(1/2)1/H
∫ b
a
1
(
∑n
i=1 λ
2
i |t|2Hi)1/H
dtu
2
HΨ(u)(1 + o(1)),
as u→∞, and
lim
T→∞
sup
x∈R
∣∣∣∣P
(
aT
(
sup
(τ,s)∈[a,b]×[0,T ]
Y (τ, s)− bT
)
≤ x
)
− exp{−e−x}
∣∣∣∣ = 0, (9)
where
aT =
√
2 lnT , bT = aT + a
−1
T
[
(
1
H
− 1
2
) ln lnT + ln((1/2)
1
HH22H
∫ b
a
1
(
∑n
i=1 λ
2
i |t|2Hi)1/H
dt(2π)−1/2)
]
.
The next example considers the Gaussian integrated process. For related studies, we refer to De¸bicki (2002) and
Hu¨sler and Piterbarg (2004).
Example 3.3: Let {ζ(t), t ≥ 0} be a centered stationary Gaussian process with variance one and suppose the
covariance function rζ(t) of {ζ(t), t ≥ 0} satisfying the following conditions:
Assumption D1: rζ(t) ∈ C([0,∞)) and
∫ t
0
rζ(s)ds > 0 for t ∈ (0, T ]; rζ(t) = 1 − tθ(1 + o(1)) as t → 0+ with
θ ∈ (0, 2];
Assumption D2: limt→∞ rζ(t) ln t = r ∈ [0,+∞).
Define Gaussian integrated processes as X(t) =
∫ t
0
ζ(s)ds and let Y (τ, s) be defined as before. If Assumption D1
are satisfied, we have for some constant T > 0
P
(
sup
(τ,s)∈[a,b]×[0,T ]
Y (τ, s) > u
)
= Tπ−1(1/4)
∫ b
a
(∫ t
0
(t− s)rς(s)ds
)−1
dtu2Ψ(u)(1 + o(1))
as u→∞. If further Assumption D2 holds, we have
lim
T→∞
sup
x∈R
∣∣∣∣P
(
aT
(
sup
(τ,s)∈[a,b]×[0,T ]
Z(τ, s)− bT
)
≤ x
)
− E exp(−e−x−r+
√
2rN )
∣∣∣∣ = 0, (10)
where
aT =
√
2 lnT , bT = aT + a
−1
T
[1
2
ln lnT + ln((1/4π)
∫ b
a
(∫ t
0
(t− s)rς(s)ds
)−1
dt(2π)−1/2)
]
.
4 Proofs
In this section, we give the detailed proofs of Theorems 2.1 and 2.2 and Propositions 3.1 and 3.2.
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4.1 Proof of Theorem 2.1
As in the proof of Theorem 2.1 of Tan and Yang (2015), we use Theorem 5.4 in Appendix to prove the theorem.
Proof: By the definition, it follows that the standardised random field Z(τ, s)/σ(τ) is locally stationary (see
Appendix 5 for details). The local structure is given by
C(τ,s)(ϑ, v) = g(τ)(|ϑ+ v|α + |v|α),
where (τ, s) ∈ K = {(τ, s) : τ ∈ [a, b], s ∈ [0, T ]} and (ϑ, v) ∈ R2. Thus, the tangent process of Z(τ, s)/σ(τ) is given
by
Y(τ,s)(ϑ, v) = g(τ)χ(ϑ, v),
where χ(ϑ, v) = Bα/2(ϑ+ v) + B˜α/2(v) − |ϑ+ v|α − |v|α with Bα/2 and B˜α/2 two independent standard fBm’s. By
Theorem 5.4 in Appendix
P
(
max
(τ,s)∈[a,b]×[0,T ]
Z(τ, s)/σ(τ) > u
)
=
(∫
K
h(τ, s)dτds
)
u
4
αΨ(u)(1 + o(1)), u→∞,
where h(τ, s) is defined by
h(τ, s) = lim
T→∞
1
T 2E
{
exp
(
max
(ϑ,v)∈[0,T ]×[0,T ]
g(τ)χ(ϑ, v)
)}
.
Since the field χ(ϑ, v) + |ϑ+ v|α + |v|α is α self-similar, we have∫
τ∈[a,b],s∈[0,T ]
h(τ, s) dτds
=
∫
τ∈[a,b],s∈[0,T ]
lim
T→∞
1
T 2E
{
exp
(
max
(ϑ,v)∈[0,T ]×[0,T ]
g(τ)χ(ϑ, v)
)}
dτds
=
∫
τ∈[a,b],s∈[0,T ]
(g(τ))2/α lim
T→∞
1
T 2E
{
exp
(
max
(ϑ,v)∈[0,T ]×[0,T ]
χ(ϑ, v)
)}
dτds
= H2α
∫
τ∈[a,b],s∈[0,T ]
(g(τ))2/αdτds
= H2αT
∫ b
a
(g(τ))2/αdτ.
Consequently,
P
(
max
(τ,s)∈[a,b]×[0,T ]
Z(τ, s)/σ(τ) > u
)
= H2αT
∫ b
a
(g(τ))2/αdτu
4
αΨ(u)(1 + o(1)), u→∞,
hence the first claim follows. 
4.2 Proof of Theorem 2.2
In the following, for simplicity, let Z(τ, s) = Z(τ, s)/σ(τ), u = uT (x) = a
−1
T x+ bT and write
w(u) = H2α
∫ b
a
(g(t))
2
α dtu
4
αΨ(u).
It is easy to check that Tw(uT ) → e−x as T → ∞, by the definitions of aT and bT . First, we divide the interval
[0,T] into intervals with constant length L alternating with shorter intervals of length δ < L. Define
Ik = [a, b]× [(k − 1)L, kL− δ), I∗k = [a, b]× [kL− δ, kL),
then we have with KT :=
[
T
L
] ∈ N,
[a, b]× [0, T ] =
KT⋃
k=1
(Ik ∪ I∗k ) ∪ IKT+1, where IKT+1 = [a, b]× [KTL, T ],
6
which implies the length of the last interval |IKT+1| ≤ L. Obviously, we can apply Theorem 2.1 for these short and
long intervals, respectively, since δ and L are independent of u.
Next, we will construct a Gaussian random field to approximate Z(τ, s). Let Zi(τ, s), i = 1, 2, . . . be independent
copy of Z(τ, s) and let ξ(τ, s) be such that ξ(τ, s) = Zj(τ, s) for (τ, s) ∈ Ij . Let ρ(T ) = r/(ln T ), and define
η(τ, s) = (1 − ρ(T ))1/2ξ(τ, s) + (ρ(T ))1/2σ(τ)N , (τ, s) ∈ ∪KTj=1Ij ,
where N is a standard Gaussian random variable which is independent of ξ(τ, s). Denote by ̺(τ, s; τ ′, s′) the
correlation function of η(τ, s). It is easy to check that
̺(τ, s; τ ′, s′) =
{
r(τ, s; τ ′, s′) + (1 − r(τ, s; τ ′, s′))ρ(T ), (τ, s) ∈ Ij , (τ ′, s′) ∈ Ii, i = j,
ρ(T ), (τ, s) ∈ Ij , (τ ′, s′) ∈ Ii, i 6= j.
Note that V ar(η(τ, s)) = V ar(Z(τ, s)) = σ2(τ). In the sequel, C shall denote positive constant whose values may
vary from place to place.
Lemma 4.1. From the definitions of Ik, k ≥ 1, it follows that as T →∞ and δ ↓ 0∣∣∣∣∣P
(
max
τ∈[a,b]
s∈[0,T ]
Z(τ, s) ≤ u
)
− P
(
max
(τ,s)∈∪KT
k=1Ik
Z(τ, s) ≤ u
)∣∣∣∣∣→ 0. (11)
Proof: By the definitions of Ik and I
∗
k , we rewrite
P
(
max
τ∈[a,b]
s∈[0,T ]
Z(τ, s) ≤ u
)
= P
(
max
(τ,s)∈∪KT
k=1(Ik∪I∗k)∪IKT+1
Z(τ, s) ≤ u
)
.
Thus, in order to prove (11), it suffices to show that
Tu :=
∣∣∣∣∣P
(
max
(τ,s)∈∪KT
k=1(Ik∪I∗k)∪IKT+1
Z(τ, s) ≤ u
)
− P
(
max
(τ,s)∈∪KT
k=1Ik
Z(τ, s) ≤ u
)∣∣∣∣∣→ 0, (12)
as T →∞. Obviously, for sufficiently large u,
Tu ≤ P
(
max
(τ,s)∈∪KT
k=1I
∗
k
∪IKT+1
Z(τ, s) > u
)
≤
KT∑
k=1
P
(
max
(τ,s)∈I∗
k
Z(τ, s) > u
)
+ P
(
max
(τ,s)∈IKT+1
Z(τ, s) > u
)
. (13)
By Theorem 2.1, the right-hand side of (13) is bounded by
CδKTw(u) + CLw(u) = Cδ
KT
T
Tw(u) + C
L
T
Tw(u)
= C
δ
L
+ C
L
T
(14)
where in the last step we use the fact that Tw(u) = O(1), as T → ∞. Since L is a positive constant, we conclude
that the right-hand side of (14) tends to 0 as T →∞ and δ ↓ 0. Thus, (12) follows, and this completes the proof of
the lemma. 
Next, we will approximate the continuous time maximum of Z(τ, s) by a discrete one, so introduce the following
grids points. For some small d > 0 and any u, we define a family of grid points as follows. Let
q = q(u) = du−
2
α
and define the grid of points
sk,l = (k − 1)L+ lq and τj = b− jq, (15)
with (τj , sk,l) ∈ Ik for integers j ∈ Z+, l ≥ 0, k ≥ 1. These grid points are simply denoted by (τ, s) ∈ Ik ∩ R for
fixed k, without mentioning the dependence on u.
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Lemma 4.2. Let η(τ, s) = η(τ, s)/
√
V ar(η(τ, s)). It holds that as T →∞ and d ↓ 0
0 ≤ P
(
max
(τ,s)∈∪Ik∩R
Z(τ, s) ≤ u
)
− P
(
max
(τ,s)∈∪Ik
Z(τ, s) ≤ u
)
→ 0, (16)
as well as
0 ≤ P
(
max
(τ,s)∈∪Ik∩R
η(τ, s) ≤ u
)
− P
(
max
(τ,s)∈∪Ik
η(τ, s) ≤ u
)
→ 0. (17)
Proof: Applying Theorem 5.5 in Appendix, repeating the proof of Theorem 2.1, we have for any k
P
(
max
(τ,s)∈Ik∩R
Z(τ, s) > u
)
= LH2α,d
∫ b
a
(g(t))
2
α dtu
4
αΨ(u)(1 + o(1))(1 + o(1))
as T →∞, where Hα,d is a type of Pickands constant defined by
Hα,d = lim
λ→∞
λ−1E
{
exp
(
max
kd∈[0,λ]
√
2Bα/2(kd)− (kd)α
)}
∈ (0,∞),
satisfying limd↓0Hα,d = Hα. By Theorem 2.1, we have for any k
P
(
max
(τ,s)∈Ik
Z(τ, s) > u
)
= LH2α
∫ b
a
(g(t))
2
α dtu
4
αΨ(u)(1 + o(1))(1 + o(1))
as T →∞. Thus, we have
0 ≤ P
(
max
(τ,s)∈∪Ik∩R
Z(τ, s) ≤ u
)
− P
(
max
(τ,s)∈∪Ik
Z(τ, s) ≤ u
)
≤
KT∑
k=1
(
P
(
max
(τ,s)∈Ik∩R
Z(τ, s) ≤ u
)
− P
(
max
(τ,s)∈Ik
Z(τ, s) ≤ u
))
≤ LKT (H2α,d −H2α)
∫ b
a
(g(t))
2
α dtu
4
αΨ(u) =: PT .
By the definition of u = uT (x) = a
−1
T x+ bT , it is easy to check that
TH2α
∫ b
a
(g(t))
2
α dtu
4
αΨ(u) = e−x(1 + o(1)),
as T →∞. Thus, we have
PT ≤ C(H2α,d/H2α − 1)→ 0,
as d→ 0, which leads to (16). The claim (17) can be proven according to the similar arguments. 
Lemma 4.3. Let η(τ, s) = η(τ, s)/
√
V ar(η(τ, s)) , it holds that as T →∞,∣∣∣∣P ( max(τ,s)∈∪Ik∩RZ(τ, s) ≤ u
)
− P
(
max
(τ,s)∈∪Ik∩R
η(τ, s) ≤ u
)∣∣∣∣→ 0, (18)
uniformly for d > 0.
Proof: Applying Berman’s inequality (see e.g. Piterbarg (1996)), we have∣∣∣∣P ( max(τ,s)∈∪Ik∩RZ(τ, s) ≤ u
)
− P
(
max
(τ,s)∈∪Ik∩R
η(τ, s) ≤ u
)∣∣∣∣
≤ C
∑
(τj,sk,l),(τj′ ,sk′,l′ )∈∪Ii
|r(τj , sk,l; τj′ , sk′,l′)− ̺(τj , sk,l; τj′ , sk′,l′)|
×
∫ 1
0
1√
1− rh(τj , sk,l; τj′ , sk′,l′)
exp
(
− u
2
1 + rh(τj , sk,l; τj′ , sk′,l′)
)
dh
8
=:
∑
(τj ,sk,l),(τj′
,s
k′,l′
)∈Ii,
1≤i≤KT
M(u) +
∑
(τj ,sk,l)∈Ii,(τj′
,s
k′,l′
)∈I
i′
,
1≤i6=i′≤KT
M(u), (19)
where
rh(τj , sk,l; τj′ , sk′,l′) = hr(τj , sk,l; τj′ , sk′,l′) + (1 − h)̺(τj , sk,l; τj′ , sk′,l′), h ∈ [0, 1].
Next, we estimate the upper bound for the first sum in (19). Let
̟(τj , sk,l; τj′ , sk′,l′) = max{|r(τj , sk,l; τj′ , sk′,l′)|, |̺(τj , sk,l; τj′ , sk′,l′)|}
and
ϑ(t) = sup
{t≤|sk,l−sk′,l′ |≤T}∪{t≤|τj−τj′ |≤(b−a)}
̟(τj , sk,l; τj′ , sk′,l′).
By Assumption A2, we have for any ε > 0 and sufficiently large T , ϑ(ε) < 1. Note that
̺(τj , sk,l; τj′ , sk′,l′) = r(τj , sk,l; τj′ , sk′,l′) + (1− r(τj , sk,l; τj′ , sk′,l′))ρ(T ) ∼ r(τj , sk,l; τj′ , sk′,l′)
uniformly for (τj , sk,l), (τj′ , sk′,l′) in the same Ii. Split the first sum into two parts as∑
(τj ,sk,l),(τj′
,s
k′,l′
)∈Ii,1≤i≤KT ,
|sk,l−sk′,l′
|<ε,|τj−τj′
|<ε
M(u) +
∑
(τj ,sk,l),(τj′
,s
k′,l′
)∈Ii,1≤i≤KT ,
{|sk,l−sk′,l′
|≥ε}∪{|τj−τj′
|≥ε}
M(u) =: ST,1 + ST,2 (20)
Assumption A2 implies that for all |sk,l − sk′,l′ | < ε < 2−1/α and |τj − τj′ | < ε < 2−1/α
1− r(τj , sk,l; τj′ , sk′,l′) ≤ C[|sk,l − sk′,l′ |α + |sk,l − sk′,l′ + τj − τj′ |α].
Thus, we have
ST,1 ≤ C
∑
(τj ,sk,l),(τj′
,s
k′,l′
)∈Ii,1≤i≤KT ,
|sk,l−sk′,l′
|<ε,|τj−τj′
|<ε
|1 − r(τj , sk,l; τj′ , sk′,l′)|√
1− ̺(τj , sk,l; τj′ , sk′,l′)
ρ(T ) exp
(
− u
2
1 + r(τj , sk,l; τj′ , sk′,l′)
)
≤ C
∑
(τj ,sk,l),(τj′
,s
k′,l′
)∈Ii,1≤i≤KT ,
|sk,l−sk′,l′
|<ε,|τj−τj′
|<ε
√
1− r(τj , sk,l; τj′ , sk′,l′)ρ(T ) exp
(
−u
2
2
)
≤ C
∑
(τj ,sk,l),(τj′
,s
k′,l′
)∈Ii,1≤i≤KT ,
|sk,l−sk′,l′
|<ε,|τj−τj′
|<ε
[|sk,l − sk′,l′ |α + |sk,l − sk′,l′ + τj − τj′ |α]1/2ρ(T ) exp
(
−u
2
2
)
.
Note that
Tw(u) = O(1), u→∞,
which implies
u2 = 2 lnT + (
4
α
− 1) ln lnT +O(1).
Since there are C(1/q2) combinations of two points τj , τj′ ∈ ∪iIi and Tε/q2 combinations of two points sk,l, sk′,l′ ∈
∪iIi. We have (recall ρ(T ) = r/ ln T and q = du−2/α)
ST,1 ≤ CTq−2ρ(T ) exp
(
−u
2
2
) ∑
0<kq<ε
∑
0<lq<ε
[|kq|α + |kq + lq|α]1/2
≤ CTq−2ρ(T ) exp
(
−u
2
2
)
≤ C(ln T )−1/2.
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Thus, ST,1 → 0 as T →∞. For the second sum, similarly, we have
ST,2 ≤ C
∑
(τj ,sk,l),(τj′
,s
k′,l′
)∈Ii,1≤i≤KT ,
{|sk,l−sk′,l′
|≥ε}∪{|τj−τj′
|≥ε}
|r(τj , sk,l; τj′ , sk′,l′)− ̺(τj , sk,l; τj′ , sk′,l′)|
× exp
(
− u
2
1 +̟(τj , sk,l; τj′ , sk′,l′)
)
≤ C
∑
(τj ,sk,l),(τj′
,s
k′,l′
)∈Ii,1≤i≤KT ,
{|sk,l−sk′,l′
|≥ε}∪{|τj−τj′
|≥ε}
exp
(
− u
2
1 + ϑ(ε)
)
≤ CTq−4 exp
(
− u
2
1 + ϑ(ε)
)
≤ CT− 1−ϑ(ε)1+ϑ(ε) (ln T )4/α.
Since ϑ(ε) < 1, we get ST,2 → 0 as T →∞.
We continue to estimate the upper bound for the second sum in (19). Note that, in this case, |sk,l − sk′,l′ | ≥ δ and
̺(τj , sk,l, τj′ , sk′,l′) = ρ(T ) = r/ ln T , then by Assumptions A2 and A3,
̟(τj , sk,l; τ
′
j , sk′,l′) = max{|r(τj , sk,l; τj′ , sk′,l′)|, |̺(τj , sk,l; τj′ , sk′,l′)|} < ρ < 1
for |sk,l − sk′,l′ | ≥ δ. Set β < (1− ρ)/(1 + ρ) and split the second sum into two parts as∑
(τj ,sk,l)∈Ii,(τj′
,s
k′,l′
)∈I
i′
,
1≤i6=i′≤KT ,|sk,l−sk′,l′
|<Tβ
M(u) +
∑
(τj ,sk,l)∈Ii,(τj′
,s
k′,l′
)∈I
i′
,
1≤i6=i′≤KT ,|sk,l−sk′,l′
|≥Tβ
M(u) =: ST,3 + ST,4. (21)
For the first sum, there are T 1+β/q2 combinations of two points sk,l, sk′,l′ ∈ ∪kIk. Together with the τj combinations,
there are (T 1+β/q2)(1/q2) terms in the sum ST,3. Thus, for ST,3 we have
ST,3 ≤ C
∑
(τj,sk,l)∈Ii,(τj′
,s
k′,l′
)∈I
i′
,
1≤i6=i′≤KT ,|sk,l−sk′,l′
|<Tβ
|r(τj , sk,l; τj′ , sk′,l′)− ̺(τj , sk,l; τj′ , sk′,l′)|
× exp
(
− u
2
1 +̟(τj , sk,l, τj′ , sk′,l′)
)
≤ CT
1+β
q4
exp
(
− u
2
1 + ρ
)
= CT 1+β−2/(1+ρ)(lnT )4/α → 0
T →∞, because of 1 + β < 2/(1 + ρ), which is due to the choice of β, and by using q = du−2/α.
For the second sum ST,4 with |sk,l − sk′,l′ | ≥ T β, by Assumption A3 we have
sup
|sk,l−sk′,l′ |≥Tβ
̟(τj , sk,l; τ
′
j , sk′,l′) ≤ C(ln(T β))−1.
So, for |sk,l − sk′,l′ | ≥ T β, we have
T 2
q4 lnT
exp
(
− u
2
1 +̟(τj , sk,l; τj′ , sk′,l′)
)
≤ T
2
q4 lnT
exp
(
− u
2
1 + C/ lnT β
)
= O(1)
Hence, we have
ST,4 ≤ C
∑
(τj ,sk,l)∈Ii,(τj′
,s
k′,l′
)∈I
i′
,
1≤i6=i′≤KT ,|sk,l−sk′,l′
|≥Tβ
|r(τj , sk,l; τj′ , sk′,l′)− ̺(τj , sk,l; τj′ , sk′,l′)|
× exp
(
− u
2
1 +̟(τj , sk,l; τj′ , sk′,l′)
)
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= C
q4 lnT
T 2
∑
(τj ,sk,l)∈Ii,(τj′
,s
k′,l′
)∈I
i′
,
1≤i6=i′≤KT ,|sk,l−sk′,l′
|≥Tβ
|r(τj , sk,l; τj′ , sk′,l′)− ρ(T )|
× T
2
q4 lnT
exp
(
− u
2
1 +̟(τj , sk,l; τj′ , sk′,l′)
)
≤ C q
4 lnT
T 2
∑
(τj ,sk,l)∈Ii,(τj′
,s
k′,l′
)∈I
i′
,
1≤i6=i′≤KT ,|sk,l−sk′,l′
|≥Tβ
|r(τj , sk,l; τj′ , sk′,l′)− ρ(T )|
≤ C q
4
T 2
∑
(τj ,sk,l)∈Ii,(τj′
,s
k′,l′
)∈I
i′
,
1≤i6=i′≤KT ,|sk,l−sk′,l′
|≥Tβ
|r(τj , sk,l; τj′ , sk′,l′) ln(|sk,l − sk′,l′ |)− r|
+Cr
q4
T 2
∑
(τj ,sk,l)∈Ii,(τj′
,s
k′,l′
)∈I
i′
,
1≤i6=i′≤KT ,|sk,l−sk′,l′
|≥Tβ
∣∣∣∣1− lnTln(|sk,l − sk′,l′ |)
∣∣∣∣ (22)
By Assumption A3, the first term on the right-hand side of (22) tends to 0 as T → ∞. Furthermore, the second
term of the right-hand-side of (22) also tends to 0 by an integral estimate as follows. We have
Cr
q4
T 2
∑
(τj,sk,l)∈Ii,(τj′
,s
k′,l′
)∈I
i′
,
1≤i6=i′≤KT ,|sk,l−sk′,l′
|≥Tβ
∣∣∣∣1− lnTln(|sk,l − sk′,l′ |)
∣∣∣∣
≤ Cr 1
β lnT
q2
T 2
∑
Tβ<|kq−lq|≤T
∣∣∣∣ln( |kq − lq|T
)∣∣∣∣
≤ Cr 1
β lnT
∫ 1
0
∫ 1
0
| ln(x− y)|dxdy,
which tends to 0, as T →∞. This completes the proof of the lemma. 
Proof of Theorem 2.2: First, by Lemma 4.1, Lemma 4.2 and Lemma 4.3, it holds that as T →∞
P
(
max
(τ,s)∈[a,b]×[0,T ]
Z(τ, s) ≤ u
)
∼ P
(
max
(τ,s)∈∪kIk
Z(τ, s) ≤ u
)
∼ P
(
max
(τ,s)∈∪kIk∩R
Z(τ, s) ≤ u
)
∼ P
(
max
(τ,s)∈∪kIk∩R
η(τ, s) ≤ u
)
∼ P
(
max
(τ,s)∈∪kIk
η(τ, s) ≤ u
)
uniformly for d > 0. By the definition of η(τ, s), we have
P
(
max
(τ,s)∈∪kIk
η(τ, s) ≤ u
)
= P
(
max
(τ,s)∈∪kIk
(1− ρ(T ))1/2ξ(τ, s)/σ(τ) + (ρ(T ))1/2N ≤ u
)
=
∫ +∞
−∞
P
(
max
(τ,s)∈∪kIk
ξ(τ, s)/σ(τ) ≤ u− (ρ(T ))
1/2z
(1 − ρ(T ))1/2
)
dΦ(z)
=
∫ +∞
−∞
KT∏
i=1
P
(
max
(τ,s)∈Ik
Z(τ, s) ≤ u− (ρ(T ))
1/2z
(1− ρ(T ))1/2
)
dΦ(z)
=
∫ +∞
−∞
KTP
(
max
(τ,s)∈I1
Z(τ, s) ≤ u− (ρ(T ))
1/2z
(1 − ρ(T ))1/2
)
dΦ(z),
where Φ(·) denotes the distribution function of a standard Gaussian random variable. Recall that u = uT (x) =
a−1T x+ bT . By some standard computations, we have
uz :=
u− (ρ(T ))1/2z
(1− ρ(T ))1/2 = u+
r +
√
2rz
u
+ o(u−1),
11
as T →∞. Thus, by Theorem 2.1 and the definition on KT , we have
P
(
max
(τ,s)∈[a,b]×[0,T ]
Z(τ, s) ≤ u
)
∼
∫ +∞
−∞
exp
(
−KTP
(
max
(τ,s)∈I1
Z(τ, s) > uz
))
dΦ(z)
∼
∫ +∞
−∞
exp (−KT (L− δ)w(uz)) dΦ(z)
→
∫ +∞
−∞
exp(−e−x−r+
√
2rz)dΦ(z)
as δ ↓ 0, T →∞. Therefore, the claim follows. 
4.3 Proof of Propositions 3.1 and 3.2
Proof of Proposition 3.1: In order to prove this proposition, it suffices to check that Assumptions A1-A3 hold.
For the stationary Gaussian process X(t) with correlation function rX(t), it easy to see that
E(X(s+ τ) −X(τ))2 = 2(1− rX(τ)).
Thus, Assumption A1 holds with σ(τ) = (1 − rX(τ))1/2.
It holds for the correlation function rY (τ, s, τ
′, s′) of Y (τ, s) that
rY (τ, s; τ+ △τ , s+ △s) =
rX(| △τ + △s |)− rX(|τ− △s |)− rX(| △τ +τ+ △s |) + rX(| △s |)√
2(1− rX(τ))2(1 − rX(τ+ △τ ))
.
By Assumption B1, we can see that
rY (τ, s; τ+ △τ , s+ △s) = 1− a1| △τ + △s |
α + a1| △s |α
2(1− rX(τ)) (1 + o(1))
as △τ→ 0 and △s→ 0. Thus, Assumption A2 holds with g(τ) = a1/(2(1− rX(τ))).
Since rX(t) is twice continuously differentiable in (0,∞), we have
|rX(|τ + s− τ ′ − s′|)− rX(|s+ s′ + τ ′|)− rX(|s− s′ − τ ′|) + rX(|s− s′|)| ≤ Cr¨X(|s− s′|)
for τ, τ ′ ∈ [a, b] as |s− s′| → ∞, which together with Assumption B2 implies Assumption A3. 
Proof of Proposition 3.2: As for the proof of Proposition 3.1, we check that Assumptions A1−A3 hold.
Using the stationarity of the increments of X(t) and Assumption C1, it follows that Assumption A1 holds with
σ(τ) = σX(τ) = (E(X(τ)))
1/2.
From the stationarity of the increments of X(t) we have
Cov(X(t), X(s)) =
1
2
[σ2X(t) + σ
2
X(s)− σ2X(|t− s|)],
which implies the correlation function of Y (τ, s) equals
rY (τ, s; τ
′, s′) =
1
2σX(τ)σX (τ ′)
[σ2X(|τ + s− τ ′ − s′|)− σ2X(|s− s′ + τ |) + σ2X(|s− s′ + τ ′|)− σ2X(|s− s′|)].
Thus, it follows from Assumption C1 that
rZ(τ, s; τ+ △τ , s+ △s) = 1− a2
2σ2X(τ)
[| △τ + △s |α + | △s |α](1 + o(1)),
as △τ→ 0 and △s→ 0 and Assumption A2 holds with g(τ) = a2/(2σ2X(τ)).
By Taylor expansions, it is straightforward to check that
|rY (s, t; s′, t′)| ≤ Cσ¨2X(|s− s′|)
for τ, τ ′ ∈ [a, b] as |s− s′| → ∞, which combined with Assumption C2 implies Assumption A3. 
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5 Appendix
In this subsection, we make a brief review of some important results and definitions for locally stationary Gaussian
fields. These results are obtained by Piterbarg and Prisyazhnyuk (1978), Mikhaleva and Piterbarg (1996), Chan
and Lai (2006) and Kabluchko (2011). These results can also be found in the Appendix of Tan and Yang (2015).
Definition 5.1. A function f : Rd → R is called homogeneous of order α > 0, if for each s ∈ Rd and λ ∈ R,
f(λs) = |λ|αf(s).
Let E(α) be the set of all continuous homogeneous functions of order α. For f ∈ E(α), define ||f || = max||t||2=1 f(t).
Denote by E+(α) the cone of all strictly positive functions in E(α).
Definition 5.2. Let {ξ(t), t ∈ D} be a centered Gaussian field with constant variance 1 defined on some domain
D ⊂ Rd. Let r(t1, t2) = E{ξ(t1)ξ(t2)} be the covariance function of ξ and suppose that it satisfies r(t1, t2) = 1 ⇔
t1 = t2. The Gaussian field ξ is called locally stationary with index α ∈ (0, 2], if for each t ∈ D, there exits a
continuous function Ct ∈ E+(α), such that
1− r(t, t + s)
Ct(s)
→ 1, ||s||2 → 0
holds uniformly on compacts, and the map C· : D → E+(α) from t to Ct is continuous.
The collection of homogeneous Ct is referred to as the local structure of the field ξ.
We also need the following definition.
Definition 5.3. Let {ξ(t), t ∈ D} be a centered Gaussian field defined on some domain D ⊂ Rd. Suppose that ξ
is locally stationary with index α and local structure Ct(s). For each t ∈ D, let {Yt(s), s ∈ Rd} be a Gaussian field
such that
E{Yt(s)} = −Ct(s), Cov(Yt(s1), Yt(s2)) = Ct(s1) + Ct(s2)− Ct(s1 − s2), s, s1, s2 ∈ Rd.
Then, Yt is called the tangent field of ξ at the point t conditional on ξ(t) =∞, and
h(t) = lim
T→∞
1
T dE
{
exp
(
max
s∈[0,T ]d
Yt(s)
)}
is called the high excursion intensity of the field ξ.
Chan and Lai (2006) showed that h(t) ∈ (0,∞) exists and is continuous in t; the following theorem therein determines
the asymptotic behavior of the high excursion probability of a locally stationary Gaussian field.
Theorem 5.4. Let {ξ(t), t ∈ D} be a centered Gaussian field defined on some domain D ⊂ Rd. Suppose that ξ is
locally stationary with index α and local structure Ct(s). Then, for any compact, set K ⊂ D with positive Jordan
measure
P
(
max
t∈K
ξ(t) > u
)
=
(∫
K
h(t)dt
)
u
2d
α Ψ(u)(1 + o(1)), u→∞,
with h(t) : D → (0,∞) the high excursion intensity of ξ.
The following result, which describes the asymptotic behavior of the high excursion probability over a finite grid
with mesh size going to 0, plays an important role in our proof. It’s proof can be found in Kabluchko (2011).
Theorem 5.5. Suppose that the conditions of Theorem 5.4 are satisfied. Let q = q(u) = du−2/α Then, for any
compact set K ⊂ D with positive Jordan measure
P
(
max
t∈K∩qZd
ξ(t) > u
)
=
(∫
K
hd(t)dt
)
u
2d
α Ψ(u)(1 + o(1)), u→∞,
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where
hd(t) = limT→∞
1
T dE
{
exp
(
max
s∈[0,T ]d∩dZd
Yt(s)
)}
.
Furthermore, limd↓0 hd(t) = h(t), where h(t) is the high excursion intensity of X.
Acknowledgments. The authors would like to thank the referee and the editor for the thorough reading and
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