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Abstract
In the context of patient care for life-threatening illnesses, the presence of uncertainty
may compromise the quality of a treatment. In this thesis, we investigate robust
approaches to managing uncertainty in radiation therapy treatments for cancer. In
the first part of the thesis, we study the effect of breathing motion uncertainty on
intensity-modulated radiation therapy treatments of a lung tumor. We construct a
robust framework that generalizes current mathematical programming formulations
that account for motion. This framework gives insight into the trade-off between
sparing the healthy tissues and ensuring that the tumor receives sufficient dose. With
this trade-off in mind, we show that our robust solution outperforms a nominal (no
uncertainty) solution and a margin (worst-case) solution on a clinical case.
Next, we perform an in-depth study into the structure of different intensity maps
that were witnessed in the first part of the thesis. We consider parameterized intensity
maps and investigate their ability to deliver a sufficient dose to the tumor in the
presence of motion that follows a Gaussian distribution. We characterize the structure
of optimal intensity maps in terms of certain conditions on the problem parameters.
Finally, in the last part of the thesis, we study intensity-modulated proton ther-
apy under uncertainty in the location of maximum dose deposited by the beamlets
of radiation. We provide a robust formulation for the optimization of proton-based
treatments and show that it outperforms traditional formulations in the face of un-
certainty. In our computational experiments, we see evidence that optimal robust
solutions use the physical characteristics of the proton beam to create dose distribu-
tions that are far less sensitive to the underlying uncertainty.
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Title: Clarence J. Lebel Professor of Electrical Engineering
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Chapter 1
Introduction
“I’m not sure.”
– Werner Heisenberg
A famous quote states “The only things that are certain in life are death and
taxes.” However, uncertainty is also a certainty. In the context of treatments of life-
threatening diseases, uncertainty is a challenge that needs to be properly managed.
In this thesis, we consider the use of radiation therapy to treat cancer, and more
specifically, the effects that uncertainty has on the quality of the resulting treatment.
There are many types of cancer treatments. Surgery is used to excise tumors, or
parts of tumors, from specific locations directly using a knife. Chemotherapy uses
chemical substances to treat cancer indirectly, since these drugs typically target all
rapidly dividing cells, which include cancer cells as well as innocuous ones such as
cells responsible for hair growth. Radiation therapy uses radiation to kill tumor cells.
The mechanism for this type of cell death involves the radiation doing permanent
damage to the DNA of the tumor cells. However, radiation will also damage healthy
cells. Hence, the goal of a radiation therapy treatment is to deliver sufficient dose
to the tumor, while ensuring that the healthy tissue around the tumor is spared as
much as possible.
Two common types of radiation therapy are external beam radiation therapy and
brachytherapy. In this thesis, we focus on the former, but let us briefly describe the
15
latter. Brachytherapy is a method that involves implanting small radioactive seeds
into the patient (in and around a tumor site) thereby localizing the delivered radiation
as much as possible. As an optimization problem, the location of these seeds and/or
their duration at those positions are the typical decision variables [1, 49].
In external beam radiation therapy, radiation is delivered from outside the body
using a linear accelerator. The agent of traditional external beam radiation therapy
is a stream of photons, however, advanced treatments using protons are becoming
more common. Our work in this thesis spans both of these treatment modalities: we
discuss photon-based treatments in Chapters 2 and 3, and proton-based treatments
in Chapter 4. Subsequent references to “radiation therapy” in this thesis refer to
external beam treatments using photons. Chapter 4 is the only place where we focus
specifically on protons.
Since radiation damages healthy cells, external beam treatments aim to deliver
radiation from many different angles around the patient. The beams of radiation
are arranged in such a way that the tumor lies within their intersection, while the
surrounding healthy tissue “sees” as little radiation as possible. A typical radiation
therapy treatment is carried out over the course of four to six weeks, on an approxi-
mately daily basis. This property of the treatment is known as “fractionation,” and a
“fraction” refers to one treatment session. For example, over a six week time horizon,
a treatment may span 30 fractions. During a fractionated treatment over n days,
roughly “1/n” of the treatment is delivered during each fraction. That is, the total
amount of radiation that is to be delivered is split into smaller portions that are
administered over the entire treatment horizon. This leverages the “therapeutic ad-
vantage” that healthy cells have over cancerous ones. Cancer cells do not possess the
capable and robust repair mechanism that healthy cells have. Therefore, by spreading
out the treatment over many days, healthy cells have a chance to recover between
treatment sessions.
In order to construct a radiation therapy treatment, the starting point is a picture
of the internal anatomy. This is obtained using computed tomography (CT). Once
CT scans are taken, a physician will delineate (on a computer) the target and critical
16
structures. Critical structures are healthy organs, such as the spinal cord or prostate,
that need to be spared as much as possible, and have higher priority than other nor-
mal, non-cancerous tissue. Along with the outlines of these structures, the physician
will also provide rough objectives and constraints to the treatment planner, who will
then use all of this information to create a treatment plan. The treatment planner
works with software that uses an optimization routine to find a treatment plan that
best satisfies the physician’s requirements. Once the doctor and planner converge
on a treatment, the treatment is then delivered over a suitable time horizon. Cur-
rently, during treatment, new data is rarely re-acquired due to resource constraints.
However, future technological advances will provide direct, visual feedback during
treatments, allowing treatments to become more dynamic.
The concept of optimization plays a significant role in the calculation of radiation
therapy treatment plans. There are many decision variables that can be adjusted in
order to arrive at a suitable plan. The main variables that are typically considered are
the angles from which to deliver the radiation, and the intensity (or how long the beam
is turned “on”) of the radiation beams. Beam angle optimization has been studied
using heuristic [9], integer programming [27], and linear programming [15] approaches.
However, the nonconvex nature of the problem [50] makes it difficult to solve in
practice. Therefore, a treatment planner typically chooses beam directions manually
based on past experience and the current patient’s situation, and then optimizes the
intensities of the beams, given these pre-determined orientations. This is the approach
we take in this thesis. Our focus will be the optimization of beam intensities, assuming
that the beam directions are given. In particular, we focus on a technique known as
intensity-modulated radiation therapy (IMRT), which is described more thoroughly
in the next chapter. Basically, in IMRT, a beam of radiation is divided into many
small beamlets, each with individually adjustable intensities. This results in many
more optimization variables than non-intensity-modulated treatments. The resulting
solution is known as an “intensity map,” since it resembles a topological map where
the height of a point on the map matches the intensity of the corresponding beamlet.
The topic of beam-based or beamlet-based optimization in radiation therapy has
17
received a lot of attention from the optimization community. Examples are [45, 20] for
linear, [17] for nonlinear, and [17, 28, 43] for mixed integer programming approaches.
The references [48, 44] provide comprehensive reviews of the existing literature. In-
terestingly, the first appearance of linear programming applied to radiation therapy
treatment planning in the literature occurred in the 1960’s [25, 2]. Nowadays, radia-
tion therapy is opening new doors for researchers from the optimization community
to develop models and algorithms for practical problems in the field of health care.
Recently, much effort has been devoted to incorporating treatment uncertainties
in a sophisticated manner into the underlying optimization problem. In practice, the
concept of a “margin” has existed for a long time, with many different definitions to
address different types of uncertainties. A margin is an artificial, volumetric expansion
around the tumor, which is treated as if it is an extension of the tumor. The Gross
Tumor Volume (GTV) describes the tumor mass that is visible on the CT scan. To
protect for tumor growth that may not be visible on the scan, a margin is added
around the GTV. The Clinical Target Volume (CTV) is a superset of the GTV that
includes this margin. The Internal Target Volume (ITV) consists of the union of the
CTV in various positions due to internal motion (such as breathing-induced motion).
Finally, the Planning Target Volume (PTV) is a superset of the ITV that includes an
additional margin to account for other uncertainties such as setup error (the patient
may be set up on the treatment table slightly differently from fraction to fraction).
The anatomy contained within the PTV is what is finally irradiated to the level that
the tumor is scheduled to receive. From its construction, it should be clear that a large
fraction of the PTV may contain healthy cells. This motivates “margin reduction”
research, which aims to reduce the margins around the tumor, while ensuring the
tumor receives adequate dose in the face of uncertainty. Our initial research in this
area is presented in [13], which included results on a one-dimensional problem. The
details of this work, along with further studies on a clinical three-dimensional lung
case, are presented in the next chapter.
The goal of introducing a robust optimization framework in radiation therapy
treatment planning is to enable a treatment planner to deliver treatments that are
18
more aggressive than traditional margin approaches, without sacrificing protection
from uncertainty. As a preview, the robust formulation in Chapter 2 actually contains
the ITV margin approach as a special case. Therefore, it will only produce a margin
when appropriate, and otherwise, it will replace a margin-like solution with a more
aggressive one. Other recent research in the area of robust optimization applied
to radiation therapy can be found in [14, 39]. In these papers, the authors consider
different types of uncertainty (e.g. patient positioning uncertainty) than we do, which
results in different robust formulations (e.g. second-order cone programs).
Overall, the presence of uncertainty significantly affects the quality of a treat-
ment. Our goals in this thesis are to derive robust radiation therapy treatments that
effectively manage uncertainty, and to understand the effects of uncertainty on the
structure of our solutions. The structure of the thesis is as follows.
In Chapter 2 we derive a linear robust formulation for the treatment of tumors
that are subject to motion uncertainty. In particular, we focus on uncertainty induced
by irregular breathing motion, and its effect on the treatment of a lung tumor. We
implement our robust approach on both an idealized patient geometry, as well as a full
three-dimensional clinical case. We compare the performance of our robust solution
with other common formulations for this problem. Finally, we offer a multi-objective
optimization viewpoint of our robust approach.
In Chapter 3, motivated by the structure of the robust solution from Chapter 2,
we conduct a mathematical analysis of the structure of optimal intensity maps under
uncertainty. We consider a motion distribution that is Gaussian, and analyze the
shape of the optimal intensity maps for this motion. Then, we extend this work to
the robust setting by considering the effect of uncertainty in the mean and variance
of the Gaussian on the resulting optimized solution.
In Chapter 4, we consider radiation therapy using protons, as opposed to photons,
which were the focus of the previous two chapters. We derive a linear robust formula-
tion where the uncertainty is related to the location of the maximum dose deposited
by the stream of protons. As in Chapter 2, the optimal robust solution has a very
specific and intuitive structure. We demonstrate the advantages of such an approach
19
over a non-robust approach, using a standard patient geometry.
We view our contributions as follows:
1. We present the first robust optimization approach to IMRT treatments subject
to breathing motion uncertainty. This formulation retains tractability since the
robust counterpart, like its nominal predecessor, is a linear program. Our robust
framework generalizes state-of-the-art formulations that are used in both theory
and practice for the management of motion (and motion uncertainty) during
treatments, and can be extended to mitigate other types of uncertainty.
2. We provide mathematical and empirical evidence that the structure of optimal
robust solutions satisfies certain properties that are intuitive to practitioners
from the medical physics community. We conduct an analytical evaluation of the
structure of certain margin and intensity-modulated intensity maps, and derive
novel bounds on the relevant parameters that classify the solutions according
to their structural properties.
3. We present the first robust optimization formulation for intensity-modulated
proton therapy under uncertainty of any sort. We produce intuitive solutions
that make explicit use of the physical properties of the proton beams to manage
uncertainty without being overly conservative.
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Chapter 2
Robust Intensity-Modulated
Radiation Therapy
“Clearly any real body must have extension in four directions: it must
have Length, Breadth, Thickness, and–Duration.”
– H. G. Wells, The Time Machine
In this chapter, we study the use of intensity-modulated radiation therapy to
treat moving lung tumors, when there is uncertainty in the motion itself. Even if we
have a description of the tumor motion during the planning stages of the treatment,
the realized motion during treatment delivery may be quite different than what was
previously measured. This motivates us to consider a robust approach to managing
motion uncertainty. Determining an acceptable treatment plan is primarily about
balancing various inherent trade-offs. In this case, we aim to strike a balance between
the sparing of the healthy tissue and the effective treatment of the tumor, given the
existence of uncertainty.
Recent research has highlighted the topic of robustness in the optimization of
beamlet intensities in external beam radiation therapy. Both [3, 56] use probabilities
in the objective function to generate solutions that are less sensitive to interfraction
(between fractions) uncertainty. The combination of the need for more rigorous op-
timization approaches to deal with clinical uncertainties, together with advances in
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deriving tractable robust counterparts for uncertain mathematical programs [4, 5, 6],
has led to a fair amount of recent interest in the use of robust optimization methods
in radiation therapy treatment planning. In [14], the authors modeled uncertainty
in the dose delivered due to shifts of the anatomy over many fractions. The robust
counterpart of their nominal linear program was a second-order cone program. The
work presented in [39] also considered interfraction positional uncertainty, but added
uncertainty in the dose calculation (how much dose is deposited at a point in the
body from the beams of radiation) as well. Their robust counterpart was also a
second-order cone program. Our research differs primarily in the type of uncertainty
considered (intrafraction motion uncertainty; that is, motion within a fraction) and
the complexity of the resulting robust counterpart (a linear program).
Our overall goals in this chapter are to understand the effects of motion uncer-
tainty on the quality of a treatment, and to derive a framework that creates solutions
which are insensitive to this uncertainty. We propose a novel robust optimization
formulation that focuses specifically on motion uncertainty and we demonstrate its
effectiveness with clinical data.
The rest of this chapter is organized as follows. Section 2.1 introduces IMRT op-
timization and Section 2.2 provides background on motion effects in the treatment of
lung cancer. Section 2.3 describes our model of motion uncertainty. In Section 2.4, we
develop our robust formulation and present other formulations that will be compared
to the robust formulation. Section 2.5 describes the motion data that is used in the
optimization formulations. In Sections 2.6 and 2.7, we illustrate the results obtained
from our robust formulation and compare them to alternative approaches on both
a simple 1D geometry and a more complex 3D clinical lung case, respectively. In
Section 2.8, we discuss trade-offs from a Pareto perspective and show how the robust
formulation effectively addresses this topic. Finally, we present our conclusions in
Section 2.9.
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2.1 IMRT Background
In recent years, intensity-modulated radiation therapy (IMRT) has garnered much
research and clinical attention, and is now in clinical use at most radiation oncol-
ogy centers in the United States [36]. Unlike traditional conformal radiation therapy
where the beam of radiation has a uniform intensity, we can think of IMRT as par-
titioning each beam of radiation into a large set of “beamlets” (e.g. 5 mm × 5 mm
in size), which have individually adjustable intensities; these beamlet intensities are
the decision variables in our underlying optimization problem. The flexibility to de-
liver intensity that is non-uniform across the beam can enhance the conformity of the
dose delivered to the tumor and the sparing of healthy tissue, especially for complex
shapes of the target volume. The calculation of the “intensity maps” for each beam
is generally accomplished with “inverse” treatment planning systems that employ
optimization approaches. See [22, 59, 10] for an overview of IMRT technology.
The delivery of intensity modulated beams has been accomplished in a number of
ways, but the multileaf collimator (MLC) is the most commonly used apparatus [22].
The MLC is a mechanical device attached to the head of the beam. It is comprised of
two sets of “leaves” that resemble teeth, and can shape the radiation exiting the linear
accelerator by positioning the leaves to block some parts of the beam. Changing the
shape of the beam and varying the time that the beam is on will ultimately affect the
profile of the intensity map that is delivered. For example, parts of the beam that
were blocked for a greater fraction of the time will ultimately deliver a lower intensity
over the total time the beam is on.
Intensity-modulated radiation therapy is a valuable technique since it is able to
produce steeper dose gradients (how quickly the dose falls off from areas of high dose
to areas of low dose) as compared to conformal radiation therapy. However, these
steeper dose gradients also make this type of therapy more vulnerable to uncertainties.
In the next section, we discuss some general uncertainties, and then focus on motion
specifically.
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2.2 Motion uncertainty in lung tumors
There are many sources of uncertainty that need to be taken into account in the
course of the treatment planning process. The segmentation of the tumor and the
critical structures based on medical images is inherently uncertain and error prone.
Furthermore, patient positioning uncertainties are relevant because the patient needs
to be set up in the same position every day over the course of the treatment. Motion
effects constitute another class of uncertainty. In particular, there are two types of
motion: interfraction and intrafraction motion. Interfraction motion refers to motion
between treatment sessions (also known as “fractions”). An example of this type of
motion comes from the variations in the location of a prostate tumor due to differences
in rectal and bladder filling from day to day. Intrafraction motion refers to motion
that occurs during a treatment session, such as breathing motion.
This work draws motivation from lung cancer, and we will focus on breathing
motion as the source of uncertainty. As a patient breathes during treatment, a tumor
in the lung will be moving (possibly irregularly), and we would like to find a method
that reliably delivers a sufficient amount of dose to the tumor, while sparing the
healthy tissue as much as possible. A detailed review on the topic of motion in
radiation therapy is given in [26]. The dosimetric effects of respiratory motion in
IMRT were studied in [8], and it was found that, to first order, the effects can be
described as a “blurring” of the spatial dose distribution. In particular, steep dose
gradients are washed out due to the motion, whereas secondary effects such as the
interplay between breathing motion and the motion of the delivery device (MLC)
can often be neglected. An important consequence of dose blurring due to motion
is that, without compensation, motion leads to regions of underdose (“cold spots”)
near the edge of the target volume. Mathematically, the dose blurring effect can be
modeled as a convolution of the static spatial dose distribution with a probability
density function (pdf) that describes the motion [34, 16, 11]. This pdf specifies the
relative amount of time the tumor (and other tissue) spends in different locations or,
in an alternative interpretation, the relative amount of time spent in different phases
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of the breathing cycle.
A number of strategies have been proposed to reduce the effects of motion ([24]
provides a comprehensive review). The methods fall into two main categories: (i)
reduction of the amplitude of the motion relative to the treatment device (e.g., breath
hold, gating, tumor tracking), and (ii) reduction of the dosimetric consequences of
the motion. Breath hold is self-explanatory. The gating method turns off the beam
when the tumor leaves a specified window during the motion cycle, with the aim of
delivering radiation only when the tumor is close to a certain position. Tumor tracking
involves tracking the tumor movement in real time with the beam of radiation. The
methods in (i) can be somewhat unreliable and difficult for the patient to tolerate
(breath hold), technologically demanding (gating and tracking), or may prolong the
treatment time (breath hold and gating). The most common method, which belongs
to the latter category (ii) is the use of a “margin”, which is an expanded region
around the nominal position of the tumor in which we are confident the tumor will
remain. Then, by treating this margin area with a high uniform dose, we ensure
that the tumor receives a sufficient amount of dose, no matter how it moves within
this margin. Of course, the main disadvantage of using a margin is that the healthy
tissue surrounding the tumor will receive more dose than necessary. We can think of
the use of a margin as a worst-case approach, in which we use some bounds on the
motion, but assume no additional information on how the tumor will move within
these bounds. We show later that the margin is indeed the correct approach in this
case, and define more precisely the worst-case that the margin is protecting against.
A recent development that also belongs to category (ii) is that of “4D” optimiza-
tion, which aims at undoing (de-convolving) the blurring effect of the motion. The
basic idea is to hit the tumor edges harder (with higher intensities), and thus compen-
sate for the blurring effect and possible dose cold spots [54, 62]. These recent studies
showed promising results but relied on the assumption that the breathing motion re-
alized during every treatment fraction was exactly the same as the motion exhibited
during the planning session. Hence, this approach assumes “perfect information” or
“no uncertainty” on the motion pdf, and is appropriate if we can be certain that the
25
patient will breathe in the same, predictable way during each fraction. On the other
hand, it was shown in [47] that the quality of the resulting dose distribution can be
seriously degraded if this assumption is violated. Furthermore, the subject of changes
in respiratory patterns between treatment simulation and treatment delivery was the
very first in a list of topics recommended for further research, in a recent report on
the management of respiratory motion in radiation oncology by a group of experts
from the American Association of Physicists in Medicine [24].
Our work in this chapter strives to generalize and improve upon the two ap-
proaches we mentioned in category (ii). We build off the motion pdf approach by
relaxing the rather strong assumption of highly regular and reproducible breathing.
In particular, we develop a model of uncertainty in the motion pdf, and incorporate
it into a robust optimization framework that can produce treatment plans that are
robust to this uncertainty; that is, plans that are guaranteed to be feasible under
any realization of the uncertainty. It is important to distinguish between uncertainty
due to motion and uncertainty in the motion itself. If the motion is perfectly reg-
ular and predictable, then we say that there might be uncertainty due to motion.
However, this uncertainty can be eliminated by observing the motion and building
the corresponding pdf. Since the motion is predictable in this case, knowing the pdf
before treatment essentially eliminates the uncertainty due to motion in subsequent
fractions. On the other hand, our work focuses on uncertainty in the motion itself,
and moreover, considers variations in the motion from the time data is acquired to
the time that the patient is treated. So even if we have a pdf that perfectly describes
the motion prior to treatment, there is no guarantee that this will be the same pdf
that is realized during treatment. This is the uncertainty to which we would like to
be robust.
2.3 Model of uncertainty
The presence of motion during radiation delivery spreads out the dose to areas sur-
rounding the target region. In order to compensate for this blurring effect, the “mo-
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tion pdf” approach aims to produce a dose distribution which, when convolved with
the assumed pdf, recovers the desired distribution. Naturally, this method relies on
a priori knowledge of what the motion pdf will be during treatment. If the realized
motion is quite different from what was assumed, then convolving the realized mo-
tion pdf with a dose distribution optimized for a different pdf is likely to result in
an unacceptable dose distribution with hot and cold spots. This motivates the need
for an approach that can mitigate the uncertainty in the pdf to be realized during
treatment.
Our framework involves a finite set X, which corresponds to the set of possible
phases of the breathing cycle. A (motion) pdf is defined as a nonnegative real function
f : X → R, such that ∑x∈X f(x) = 1. Our starting point is a nominal pdf, denoted
by p, which is constructed on the basis of data taken during the planning session.
Regarding the actual pdf, p˜, to be realized during treatment, we assume that it can
differ from the nominal pdf, p, on a subset U of the domain X, and satisfies
p(x)− p(x) ≤ p˜(x) ≤ p(x) + p(x), ∀x ∈ U,
where the functions p and p provide bounds on the difference between the nominal
and the realized pdf during treatment. Without loss of generality, we assume that
p − p ≥ 0 and p + p ≤ 1. Thus, the set PU , of possible realized pdfs, called the
uncertainty set, is defined as
PU =
{
p˜ ∈ R|X| : p˜(x) ∈ [p(x)− p(x), p(x) + p(x)], ∀x ∈ U ;
p˜(x) = p(x), ∀x ∈ X \ U ;
∑
x∈X
p˜(x) = 1
}
.
(2.1)
Note that the set U is somewhat redundant, since it can be accounted for by setting
p(x) = p(x) = 0 for x ∈ X \ U , but we will keep it for clarity of exposition. We will
refer to the upper and lower bounds on p˜ as “error bars.”
A treatment plan will be said to be robust if all of the constraints in our subsequent
formulation are satisfied (cf. Section 2.4), no matter which pdf from the set PU is
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realized. Thus, PU is to be interpreted as the set of all pdfs that we are protecting
against in our optimization. If one views this approach as being overly conservative
(since it permits certain implausible, highly oscillatory pdfs), one can introduce simple
(linear) “smoothness” constraints into the definition of PU , such as
|p˜(x)− p˜(y)| ≤ ², if |x− y| ≤ δ,
for suitable ², δ > 0.
One of the main challenges here is to keep the set PU large enough so that we
can protect against realistic variations that the patient may exhibit, without losing
all information about the patient’s particular breathing patterns, and just deliver-
ing a margin. The practical construction of this set from real data is discussed in
Section 2.5.1.
2.4 Formulations
This section introduces the different formulations that will be investigated. In our
formulations, the goal is to minimize the total dose delivered, while ensuring the
tumor receives an adequate dose. In Section 2.4.1, we start with the basic problem of
finding the optimal intensities of the beamlets in the IMRT planning problem when
there is no motion and no uncertainty. We then continue with a nominal formulation
(a linear program) that takes into account a nominal motion pdf. In Section 2.4.2,
we present a robust formulation, in which the possible tumor motion is modeled by
the uncertainty set PU , and demonstrate that it can also be cast as a linear program.
Finally, in Section 2.4.3, we describe the classical margin approach and explore its
relation with our robust formulation.
2.4.1 Nominal formulation
We assume that the treatment will be delivered using beamlets belonging to a given
set B, and we let wb be the weight or intensity of beamlet b (related to the amount of
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time the beamlet is “on”). We are interested in a phantom, represented by a set V of
voxels. A voxel is a small volume-element used to represent a specific location in the
patient. A phantom is a physical model of the human body or any of its parts, and
here it is synonymous with the set of voxels that represent the tumor and all healthy
tissue. Let T be the set of voxels in the tumor, and let N be the set of voxels in the
normal (non-tumor) tissue. Furthermore, let mT = |T |, n = |B|, and mU = |U |. Let
Dv,b be the dose that voxel v receives per unit of intensity of beamlet b, and let θv be
the prescribed dose that voxel v should receive. The following formulation aims at
minimizing the total delivered dose to the healthy tissue, in the absence of motion,
and will be referred to as the basic problem.
minimize
w
∑
v∈N
∑
b∈B
Dv,bwb
subject to
∑
b∈B
Dv,bwb ≥ θv, ∀ v ∈ T ,
wb ≥ 0, ∀ b ∈ B.
(2.2)
In practice, the prescribed dose is often uniform over the tumor, in which case we
have θv = θ for all v ∈ T .
The next step is to incorporate motion (but not yet motion uncertainty) into (2.2),
using the nominal pdf, p, described in Section 2.3. In the presence of motion, we need
to fix some nominal reference frame in relation to which the voxels will be moving.
For example, this reference frame could correspond to the position of the internal
anatomy when a patient is in the full exhale phase of breathing. We also need to
adjust the “matrix” D, in order to account for the motion. For that purpose, we
create a “matrix” ∆, with components ∆v,x,b that describe the dose delivered to voxel
v, when the patient is in breathing phase x, per unit intensity of beamlet b. Without
loss of generality, we can assume that the nominal reference frame corresponds to
breathing phase 0 and the position of the anatomy in the basic problem (i.e., in the
absence of motion). Hence, ∆v,x,b = Dv,b when x = 0. With this picture in mind, p(x)
is the probability that the patient is in breathing phase x. This definition facilitates
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the incorporation of non-rigid-body motion into the problem formulation, since ∆v,x,b
is computed for snapshots of the anatomy in each phase (as opposed to extrapolating
based on rigid-body motion). Note that rigid-body motion can be cast as a special
case of this definition, where x corresponds to displacement from a nominal position
so that, again, x = 0 corresponds to the nominal position.
Adjusting for motion, as described by the nominal pdf, we obtain the following
nominal problem.
minimize
w
∑
v∈N
∑
b∈B
∑
x∈X
∆v,x,bp(x)wb
subject to
∑
b∈B
∑
x∈X
∆v,x,bp(x)wb ≥ θv, ∀ v ∈ T ,
wb ≥ 0, ∀ b ∈ B.
(2.3)
This formulation is a straightforward extension of (2.2), in which the coefficients Dv,b,
are replaced with ∑
x∈X
∆v,x,bp(x)
in order to account for the motion as described by p. Note that the pdf used in
the objective function and constraints does not correspond to just one fraction, but
refers to the average pdf over the entire course of treatment. While it is true that
during one fraction we do not expect the dose delivered to be well-approximated by
the expression in the objective function, we do expect convergence of the delivered
dose to the expected delivered dose (represented by the pdf p) after many treatment
fractions [11].
Formulation (2.3) is the appropriate formulation when there is “perfect informa-
tion,” in the sense that the breathing-induced motion is accurately represented by p.
However, if we use this formulation and the patient breathes according to a different
pdf, the lower bound constraints on the tumor dose are likely to be violated. This
motivates the inclusion of the model of uncertainty, as described in Section 2.3, into
formulation (2.3).
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2.4.2 Robust formulation
In the presence of uncertainty, we want the tumor to receive the required dose no
matter which pdf within the uncertainty set is realized during treatment. This desire
is captured by requiring the lower bound constraint in formulation (2.3) to be satisfied
when p is replaced by p˜, for every p˜ ∈ PU . This leads to the following robust problem.
minimize
w
∑
v∈N
∑
b∈B
∑
x∈X
∆v,x,bp(x)wb
subject to
∑
b∈B
∑
x∈X
∆v,x,bp˜(x)wb ≥ θv, ∀ v ∈ T , ∀ p˜ ∈ PU ,
wb ≥ 0, ∀ b ∈ B.
(2.4)
Note that the uncertainty is in the pdf, and not in the ∆ matrix. This corresponds to
the assumption that the possible geometrical configurations of the anatomy (i.e., path
of the motion trajectory), due to motion, do not change between treatment planning
and treatment delivery, but that the fraction of time spent in each configuration (i.e.,
breathing phase or location on the trajectory) is uncertain.
Furthermore, notice that the uncertainty in p is accounted for in the constraints
and not in the objective. To gain some understanding of the implications, note that
one could just minimize the total dose delivered to the anatomy in a particular phase
x. However, the choice of x would have been arbitrary and subjective. Instead, our
goal is to use a reasonable objective function that approximates well the total dose
delivered to the healthy tissue. By using p in the objective, we are essentially av-
eraging the dose delivered over the various phases, since this objective function is
a convex combination of the corresponding objective functions associated with indi-
vidual phases. Different p in the objective will indeed redistribute the dose between
voxels, but will not change the integral dose appreciably, since all pdfs integrate to
one.
There are other types of objective functions that would require accounting for
the uncertainty in the pdf. For example, if we are interested in an objective such as
minimizing the maximum dose delivered to the healthy tissue, we would replace the
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objective with an auxiliary variable z, and introduce to formulation (2.4) additional
constraints, of the form
z ≥
∑
b∈B
∑
x∈X
∆v,x,bp˜(x)wb, ∀ v ∈ N , ∀ p˜ ∈ PU . (2.5)
These constraints have essentially the same structure as the lower bound constraints
in the robust problem, and the analysis provided in the rest of this section (i.e.,
the derivation of a finite LP) still applies to formulation (2.4) augmented with con-
straints (2.5).
Formulation (2.4) is not a linear program due to the infinite number of constraints.
In what follows, we transform (2.4) into an equivalent linear program, and also develop
some insights on its structure. It should be clear that (2.4) will become a linear
program since the uncertainty set, PU , is a polyhedron.
Proposition 2.1. Formulation (2.4) is equivalent to
minimize
w
∑
v∈N
∑
b∈B
∑
x∈X
∆v,x,bp(x)wb
subject to
∑
b∈B
∑
x∈X
∆v,x,bp(x)wb + βv(w) ≥ θv, ∀ v ∈ T ,
wb ≥ 0, ∀ b ∈ B.
(2.6)
where
βv(w) = min
pˆ
∑
b∈B
∑
x∈U
∆v,x,bpˆ(x)wb
subject to
∑
x∈U
pˆ(x) = 0,
− p(x) ≤ pˆ(x) ≤ p(x), ∀x ∈ U.
(2.7)
Proof : Any p˜ ∈ PU can be written in the form p˜ = p + pˆ, where p is the nominal
pdf, pˆ ∈ PˆU , and
PˆU =
{
pˆ ∈ R|X| : pˆ(x) ∈ [−p(x), p(x)], ∀x ∈ U ;
pˆ(x) = 0, ∀ x ∈ X \ U ;
∑
x∈X
pˆ(x) = 0
}
.
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Then, for any v ∈ T , the corresponding constraint in (2.4) can be rewritten as
min
p˜∈PU
∑
b∈B
∑
x∈X
∆v,x,bp˜(x)wb ≥ θv,
or ∑
b∈B
∑
x∈X
∆v,x,bp(x)wb + min
pˆ∈PˆU
∑
b∈B
∑
x∈X
∆v,x,bpˆ(x)wb ≥ θv.
The quantity βv(w) arises because we are protecting against worst-case (in terms
of underdosing the tumor) motion within our uncertainty set PU . To better under-
stand the robust formulation, we now investigate the structure of the solution of
problem (2.7).
Proposition 2.2. Let
dv,x(w) :=
∑
b∈B
∆v,x,bwb.
For any v and w, we introduce an ordering x(1), . . . , x(mU) of the elements of X
such that dv,x(1)(w) ≤ · · · ≤ dv,x(mU )(w). Then, an optimal solution to (2.7) is of the
form
pˆ∗(x(j)) =

p(x(j)), j < j∗,∑
j>j∗ p(x(j))−
∑
j<j∗ p(x(j)), j = j
∗,
−p(x(j)), j > j∗,
where j∗ satisfies the inequalities
∑
j≥j∗
p(x(j))−
∑
j<j∗
p(x(j)) ≥ 0,
∑
j≥j∗+1
p(x(j))−
∑
j<j∗+1
p(x(j)) < 0.
Proof : Let λ be the optimal dual variable corresponding to the equality constraint
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in (2.7). Then there exists a pˆ that is an optimal solution to
minimize
pˆ
∑
x∈U
pˆ(x)(dv,x(w)− λ)
subject to − p(x) ≤ pˆ(x) ≤ p(x), ∀x ∈ U,
(2.8)
that is also an optimal solution for the original problem (2.7). In such an optimal so-
lution, pˆ(x) must be set to its lower (respectively, upper) bound −p(x) (respectively,
p(x)), for every x for which dv,x(w) > λ (respectively, dv,x(w) < λ).
Corollary 2.1. The optimal value of (2.7) is equal to
βv(w) = −
∑
b∈B
∑
j>j∗
(∆v,x(j),b −∆v,x(j∗),b)p(x(j))wb
−
∑
b∈B
∑
j<j∗
(∆v,x(j∗),b −∆v,x(j),b)p(x(j))wb.
(2.9)
The expression for βv(w) in (2.9) gives insight into the structure of the robust
dose distribution generated by the solution to the robust formulation (2.4). Let w be
an optimal solution to the nominal problem and consider the resulting dose delivered
∑
b∈B
Dv,bwb,
not to a particular anatomical voxel, but to the point in space where voxel v resides
in its nominal position; this is the static dose distribution corresponding to the basic
problem. Naturally, there may be regions of high static dose and regions of low static
dose. Now imagine that a particular voxel v moves within this dose distribution,
due to breathing motion. The solution w assumes that v will move according to
the nominal p, “acquiring” just the right amount of dose from both the high and
low dose parts of the static dose distribution. However, if v moves according to a
different pdf, we must protect against the scenario where v spends more time in the
low dose locations and less time in the high dose locations than nominally assumed.
By protecting against this situation, which is exactly what βv(w) represents in (2.9),
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we are ensuring feasibility over the entire uncertainty set. Practically, a robust dose
distribution will be smoother (fewer peaks and valleys), as compared to a nominal
dose distribution, to ensure that voxels that move according to a different pdf still
receive enough dose. See Section 2.6.1 for a related discussion on the concept of a
dose distribution fixed in space.
In order to create a tractable formulation that is equivalent to (2.4), we need the
following proposition, which is essentially a theorem of the alternative.
Proposition 2.3. For a given v and z, we have βv(w) ≥ z if and only if there exist
qv and rv such that
∑
x∈U
p(x)qv −
∑
x∈U
rv,x −
∑
b∈B
∑
x∈U
∆v,x,bp(x)wb ≥ z,
(p(x) + p(x))qv − rv,x ≤
∑
b∈B
∆v,x,b(p(x) + p(x))wb, ∀ x ∈ U,
qv free,
rv,x ≥ 0, ∀x ∈ U.
(2.10)
Proof : The dual of (2.7) is
maximize
qv ,rv ,sv
∑
x∈U
p(x)rv,x +
∑
x∈U
p(x)sv,x
subject to qv + rv,x + sv,x =
∑
b∈B
∆v,x,bwb, ∀x ∈ U,
qv free,
rv,x ≤ 0, ∀ x ∈ U,
sv,x ≥ 0, ∀x ∈ U.
(2.11)
Using the equality constraint to eliminate the sv,x variables, and replacing the vari-
35
ables rv,x with −rv,x/(p(x) + p(x)), we arrive at an equivalent formulation
maximize
qv,rv ,
∑
x∈U
p(x)qv −
∑
x∈U
rv,x −
∑
b∈B
∑
x∈U
∆v,x,bp(x)wb
subject to (p(x) + p(x))qv − rv,x ≤
∑
b∈B
∆v,x,b(p(x) + p(x))wb, ∀x ∈ U,
qv free,
rv,x ≥ 0, ∀ x ∈ U.
(2.12)
To prove the forward implication, suppose βv(w) ≥ z. Then the minimization prob-
lem (2.7) is bounded (and feasible), so there exists an optimal solution, pˆ∗, with
cost ∑
b∈B
∑
x∈U
∆v,x,bpˆ
∗(x)wb ≥ z.
By strong duality of linear programming, there exists an optimal solution (q∗v , r
∗
v)
to (2.12) with cost
∑
x∈U
p(x)q∗v −
∑
x∈U
r∗v,x −
∑
b∈B
∑
x∈U
∆v,x,bp(x)wb =
∑
b∈B
∑
x∈U
∆v,x,bpˆ
∗(x)wb ≥ z
and which therefore satisfies (2.10). For the reverse implication, let (qv, rv) sat-
isfy (2.10). Then (2.12) is feasible and has cost at least z. All feasible pˆ for the
primal satisfy
∑
b∈B
∑
x∈U
∆v,x,bpˆ(x)wb ≥
∑
x∈U
p(x)qv −
∑
x∈U
rv,x −
∑
b∈B
∑
x∈U
∆v,x,bp(x)wb ≥ z
by weak duality of linear programming. Hence, the optimal cost of the primal satisfies
βv(w) ≥ z.
We now use the above proposition to transform (2.4) into a linear program.
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Theorem 2.1. Formulation (2.6) is equivalent to the following linear program:
minimize
w,q,r
∑
v∈N
∑
b∈B
∑
x∈X
∆v,x,bp(x)wb
subject to
∑
b∈B
∑
x∈X
∆v,x,bp(x)wb −
∑
b
∑
x∈U
∆v,x,bp(x)wb
+
∑
x∈U
p(x)qv −
∑
x∈U
rv,x ≥ θv, ∀ v ∈ T ,
(p(x) + p(x))qv − rv,x ≤
∑
b
∆v,x,b(p(x) + p(x))wb, ∀ v ∈ T , ∀x ∈ U,
qv free, ∀ v ∈ T ,
rv,x ≥ 0, ∀ v ∈ T ,∀x ∈ U,
wb ≥ 0, ∀ b ∈ B.
(2.13)
Proof : Invoke Proposition 2.3 with z = θv −
∑
b∈B
∑
x∈X ∆v,x,bp(x)wb.
Formulation (2.13) provides us with a linear program that takes into account the
uncertainty set in a tractable manner. By adjusting the size of the uncertainty set
in our model, we will affect the conservativeness of the resulting robust solution.
We observe that whereas the nominal formulation (2.3) has mT constraints and n
variables, the robust formulation (2.13) has mTmU +mT constraints and mTmU +
mT + n variables. Although the problem now has a larger size it is still a linear
program and, therefore, tractable for realistic values of mU and mT . See Sections 2.6
and 2.7 for the exact problem sizes and running times of our experiments.
2.4.3 Margin formulation
Independent from the development of our robust methodology, we formulate the prob-
lem of ensuring enough dose to the tumor in the absolute worst-case, without any
information on the motion except for bounds on the amplitude. This type of formu-
lation is what we will call a margin formulation. This name comes from the medical
physics community, where a margin (an expansion of the irradiated area) is used to
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account for uncertainty and ensure that the tumor receives a sufficient dose. It is im-
portant to note that other studies aimed at calculating optimal margin sizes [57, 16]
implicitly assume some distribution for an unknown pdf. This results in smaller mar-
gin sizes and less conservative solutions as compared to the margin approach described
here, which aims to deliver a uniform dose to the tumor in the absence of a particular
distribution for the pdf. In this section, we illustrate the connection between the
margin concept and our robust formulation.
The robust formulation proposed in the previous section allows us to control the
robustness of our solution depending on the amount of uncertainty present. In one
extreme, one assumes perfect knowledge of the motion pdf, which is equivalent to
the nominal formulation. At the opposite extreme, one assumes that there is no
information on the motion (other than the possible range or amplitude of motion,
which is captured by the set X), and protects against the absolute worst-case, which
is exactly the margin approach. Intuitively, we expect to be able to replicate these
formulations by using the robust formulation with an appropriate uncertainty set.
We will show that the robust formulation builds a bridge between these two extreme
solutions and gives us the flexibility to craft solutions anywhere in between.
First, we need to more precisely define a margin. In fact, there are two types of
margins to consider: a “dosimetric margin” and a “geometric margin.” The difference
between these two concepts reflects the difference between using anatomical voxels
to account for the tumor and other structures versus voxels that are fixed in space
(based on a coordinate system independent of the patient). A dosimetric margin is
the minimal (in terms of total dose delivered) dose distribution that, when added
voxel by voxel to the basic static dose distribution, delivers a sufficient amount of
dose to the tumor throughout each phase of the breathing cycle. A geometric margin
(similar to an Internal Target Volume (ITV) in the medical physics literature) is
constructed by taking the union of the tumor voxels throughout the breathing cycle,
and subtracting away the nominal tumor voxels (the voxels representing the tumor
in its nominal position). Under some mild technical conditions (cf. Section 2.6.1),
we can show that these two margin concepts are equivalent. In practice, however,
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the dosimetric margin is the more meaningful concept since it is able to account for
the fact that the motion itself may affect the dose delivered to a point in space.
For example, as a result of motion, the beam of radiation may pass through ribs or
different amounts of air in the lung, which would affect the dose delivered. Hence,
we focus on the dosimetric margin here. In [13], we focused on a geometric margin
since the problem had a simplified one-dimensional geometry. We will provide more
details about the geometric margin in Section 2.6.
We write the dosimetric margin problem as
minimize
w
∑
v∈V
∑
b∈B
∑
x∈X
∆v,x,bp(x)wb
subject to
∑
b∈B
∆v,x,bwb ≥ θv, ∀ v ∈ T , ∀x ∈ X,
wb ≥ 0, ∀ b ∈ B.
(2.14)
This formulation ensures that every voxel in the tumor receives a sufficient dose in
every phase of the breathing cycle. As mentioned before, the dose to the tumor is
typically desired to be uniform, in which case we have θv = θ for all v ∈ T .
By considering the function of the model of uncertainty, it should be intuitive
that the smallest uncertainty set (the set consisting only of p) replicates the nominal
formulation situation, while the largest uncertainty set (setting U = X, p = 1−p, p =
p) would give rise to a margin-like solution. The next proposition makes this intuition
concrete, illustrating the fact that the robust formulation is a generalization of the
margin and nominal formulations.
Proposition 2.4. If U = ∅ (or equivalently, p = p = 0), then the robust formulation
is equivalent to the nominal formulation. Alternatively, if U = X, p = 1 − p, and
p = p, then the robust formulation is equivalent to the dosimetric margin formulation.
Proof : If U = ∅, then PU = {p} and the robust formulation is equivalent to the
nominal formulation. Next, we will prove the equivalence of the dosimetric margin
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formulation and the robust formulation (2.4) with
PX =
{
p˜ ∈ R|X| : 0 ≤ p˜(x) ≤ 1,∀x ∈ X;
∑
x∈X
p˜(x) = 1
}
in place of PU :
minimize
w
∑
v∈V
∑
b∈B
∑
x∈X
∆v,x,bp(x)wb
subject to
∑
b∈B
∑
x∈X
∆v,x,bp˜(x)wb ≥ θv, ∀ v ∈ T , ∀ p˜ ∈ PX ,
wb ≥ 0, ∀ b ∈ B.
(2.15)
Let w be a feasible solution to the robust problem (2.15). Pick an arbitrary x ∈ X
and define
p∗(x) =
1, if x = x,0, otherwise.
Then, for any v ∈ T ,
∑
b∈B
∆v,x,bwb =
∑
b∈B
∑
x∈X
∆v,x,bp
∗(x)wb ≥ θv,
which demonstrates that w is feasible for the dosimetric margin problem (2.14). For
the converse, assume w is feasible for (2.14), and let p˜ ∈ PX . For any v ∈ T ,
∑
b∈B
∑
x∈X
∆v,x,bp˜(x)wb ≥
∑
x∈X
θp˜(x) = θv.
We can think of the solution of the nominal formulation as the most risky because
it takes at face value the information contained in the motion pdf. A solution to the
margin formulation is the most conservative since it must protect against the largest
uncertainty set. By using the robust formulation with an uncertainty set appropriate
for the patient at hand, the solution will automatically be driven towards a margin
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solution if the uncertainty set is big, a nominal solution if the uncertainty set is small,
or something in between, otherwise.
The robust formulation also provides some insight into why using a margin may
be a poor method in many cases. The margin solution is only optimal when U =
X, p = 1−p, and p = p; that is, only if there is a possibility that the tumor will spend
100% of its time in any phase of the breathing cycle. This is especially dubious for
extreme phases of the breathing cycle such as inhale and exhale. Thus, by gathering
information on a patient’s breathing and associated uncertainty set, we should always
be able to improve upon a margin solution.
2.4.4 A delayed constraint generation approach to solving
the robust formulation
In Section 2.4.2, we reformulated the robust formulation (2.4) as an equivalent lin-
ear program, which can then be solved using a standard linear programming solver.
Alternatively, we can leave the robust formulation in its raw form and use constraint
generation to solve it.
Note that PU is a bounded polyhedron, so it has no extreme rays. Let p
1, . . . , pI
denote the extreme points of PU . Then (2.4) may be rewritten as
minimize
w
∑
v∈N
∑
b∈B
∑
x∈X
∆v,x,bp(x)wb
subject to
∑
b∈B
∑
x∈X
∆v,x,bp
i(x)wb ≥ θv, ∀ v ∈ T , ∀ i = 1, . . . , I,
wb ≥ 0, ∀ b ∈ B.
(2.16)
In this form, (2.16) can be solved using a standard delayed constraint genera-
tion technique outlined below. Let Fk denote formulation (2.16) with only k of the
inequality constraints involving θv.
Delayed constraint generation for robust formulation
1. Solve Fk and let w be an optimal solution.
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2. For all v ∈ T , solve the subproblem
f(v) = min
p˜
∑
b∈B
∑
x∈X
∆v,x,bp˜(x)wb
subject to p˜ ∈ PU .
(2.17)
(a) If f(v) ≥ θv for all v ∈ T , terminate with the optimal solution w.
(b) If f(v) < θv for some v ∈ T , add the constraint
∑
b∈B
∑
x∈X
∆v,x,bp
i(x)wb ≥ θv
to Fk, where pi is an optimal extreme point from (2.17).
3. Return to step 1.
A simple way to initialize the algorithm would be to solve the nominal problem in
step 1. This algorithm could be employed to solve very large scale instances of clinical
cases that are faced in practice. For the examples we considered in this chapter, the
linear robust counterpart was solved fairly quickly, so we did not further explore
constraint generation or alternative methods. However, a computational study using
constraint generation would be an interesting topic for future research.
2.5 Patient Data and PDFs
Probability density function data are not immediately available from the planning
session, but must be mined from other data that are collected. One type of data that
is collected for patients that exhibit significant motion is data that track the movement
of the tumor. The best way to obtain data on internal motion is to implant a marker
into the tumor and continuously image the patient, tracking the motion of the marker.
Often though, this method is not used due to possible complications associated with
the implantation procedure or the inability of the facility to carry it out. A far less
invasive alternative involves the use of an external marker placed on the patient’s
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abdomen. By recording the motion of this external marker, we obtain information
about the patient’s breathing pattern and corresponding internal motion. Then, by
estimating anatomical amplitudes through imaging, we can use this external data as a
surrogate for internal motion data. In the remainder of this section, we describe how
we obtain pdf data to be included in our optimization runs for the three-dimensional
clinical case described in Section 2.7. At the beginning of Section 2.6, we briefly
highlight the differences in the pdf data used for the one-dimensional case.
The patient data used in this research were acquired from Massachusetts General
Hospital. We used Varian’s (Varian Medical Systems, Inc., Palo Alto, CA) real-time
position management (RPM) system to gather data from five patients by recording
their breathing patterns in every treatment fraction over the course of their entire
treatments. RPM data are recorded by an infrared camera mounted in the treatment
room, tracking the movement of an optical marker placed on the chest or abdomen of
the patient. This camera records the respiratory motion of the patient by observing
the up and down motion of the marker block. Much research has focused on cor-
relating the external signal to internal motion [58, 19, 55], and we will assume, as
many studies have shown to be the case, that the internal and external movement
are highly correlated. In reality, there are uncertainties that need to be taken into
account when using this method, but this is outside the scope of our work. Ideally,
internal motion data would be used instead of this external data. Accordingly, we
develop our framework with the understanding that future advances in medical imag-
ing will greatly enhance the accuracy and availability of anatomical motion tracking,
and will give us data that are indeed representative of internal motion.
The recent advance of breathing-correlated “4D” computed tomography imag-
ing [40, 32, 23] in combination with deformable image registration [35, 12, 33] has
made it possible to visualize tissue motion trajectories within the scanned 4D-CT
volume of a patient, and could in principle provide an alternative to RPM data.
However, while 4D-CT data are a useful tool to study the spatial variability of mo-
tion, they do not reflect temporal variability, which has a stronger influence on the
delivery outcome. Furthermore, we do not acquire this internal data for each treat-
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ment fraction due to time and resource constraints. Therefore, we focus on RPM
data since they are easily obtained on different days and can be used to estimate the
variability in breathing from fraction to fraction.
The amplitude of an RPM trace is not representative of any particular anatomical
motion since its units depend on many external factors such as the exact position
and tilt of the marker block on the patient’s abdomen, and the distance from the
block to the camera. Still, the RPM data are useful for measuring variations in the
breathing patterns. Therefore, we scaled the average RPM amplitude for each trace
to the average anatomical amplitude for the corresponding patient gathered from
4D-CT scans. The number of traces from each patient, along with their anatomical
amplitudes from 4D-CT are listed in Table 2.1.
Table 2.1: RPM data used in the clinical lung case.
Patient number Patient name Number of traces Anatomical amplitude (cm)
1 Cardiac-1 78 1.5
2 Liver-1 44 1
3 Lung-1 75 1
4 Cardiac-2 79 1
5 Lung-2 52 1
Each RPM trace was used to create a single pdf by integrating over the displace-
ment axis of the RPM trace. This produces a function that describes the relative
amount of time the tumor spends in various phases. Figure 2-1 shows an example
RPM trace scaled to anatomical amplitude and Figure 2-2 shows the corresponding
pdf. This method of generating the pdfs from motion data was first presented in [34].
For the 3D problem, the patient’s breathing cycle was characterized by ten distinct
phases. Ideally, we would have a ∆ matrix associated with each one, but for this
problem, we only had five ∆ matrices that were calculated specifically for the anatomy
of the patient at phases 1, 3, 5, 7 and 9 (phase 1 was inhale, while phases 5 and 7
were closest to exhale). The corresponding displacements of the centroid of the tumor
for these five phases (relative to inhale) were 0 mm, 3.1 mm, 8.3 mm, 8.7 mm, and
5.7 mm, respectively. Figure 2-3 relates the phases to the displacement of the tumor
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Figure 2-1: An example RPM trace.
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Figure 2-2: The pdf corresponding to the RPM trace in Figure 2-1.
centroid for this patient. This phase/displacement data and the ∆ matrices are the
same as in [54].
Since phases 5 and 7 were very close to exhale, we combined these two phases in
the generation of the pdfs. Thus, the pdfs were constructed from the RPM data based
on four phases centered at displacements 0 mm, 3.1 mm, 5.7 mm, and 8.5 mm (this
last displacement, exhale, was obtained from taking the average of the phase 5 and
7 displacements). If we kept these phases separate, then phase 7 would only receive
the probability mass corresponding to amplitudes above 8.5 mm, which would make
it seem like the patient spends much less time in phase 7 than phase 5. The pdfs
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Figure 2-3: Position of the tumor centroid in the ten phases of the breathing cycle.
Phases 1, 3, 5, 7, 9 are labeled
used in the optimization, however, had a support of five phases. This is due to the
fact that the ∆ matrices corresponding to each phase are different from one another.
A pdf based on five phases was constructed by dividing the probability (from the
four-phase pdf) of being at exhale (at 8.5 cm) equally between phase 5 and 7.
In order to make the pdfs from the other five patients useful for our optimization
framework, we needed to bin the RPM data into the above bins, since they were the
most appropriate for the ∆v,x,b matrices we had. That is, we are given the matrices
∆v,x,b for a fixed set of phases (X = {1, 3, 5, 7, 9}), and in order to use any pdfs
generated from this process, we must tailor the support of these pdfs to match the
set X of possible phases. The finer the set X is the more flexibility we have to
precisely specify a pdf. However, the set of breathing phases X is typically small,
resulting in somewhat coarse pdfs.
The error bars and associated uncertainty set are generated from a family of pdfs
as shown in the following section. The idea is that once we have some information
about the patient at hand in the form of a nominal pdf from RPM data, we can use
information on breathing patterns from past patients to form an uncertainty set for
this patient.
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2.5.1 Creating the uncertainty set from patient data
The error bars in our model are formed from a family of pdfs as follows. Consider a
family of pdfs p0, p1, . . . , pk obtained from patient data (e.g., according to the method
described above), where p0 := p is the nominal pdf of our current patient, p1 is
the nominal pdf of a past patient, and p2, . . . , pk are the pdfs of the past patient
realized during his/her treatment fractions. We are interested in finding out how
this past patient deviated from his/her nominal pdf on subsequent days, and using
this as a measure of the relative deviation that our current patient exhibits from
his/her nominal pdf. Of course, this relationship needs to be tested in practice in
order to be useful for clinical implementation. However, the underlying assumption
seems reasonable, as long as we build the model of uncertainty based on data from
past patients that are appropriately similar to the patient at hand. What is deemed
“appropriately similar” should be studied in future work.
Let us generate error bars for this past patient as follows. For every x ∈ X,
p1(x) := p1(x)− min
i=1,...,k
pi(x) (2.18)
and
p1(x) := max
i=1,...,k
pi(x)− p1(x). (2.19)
We define the relative minimum deviation below the nominal pdf p1 to be p1/p1, and
the relative maximum deviation above the nominal pdf p1 as p1/(1− p1). Note that
the definition for the maximum takes into account that the fact that the realized pdfs
are bounded above by 1. Using these quantities, we define p and p for the current
patient as
p(x) :=
p1(x)
p1(x)
p(x)
and
p(x) :=
p1(x)
1− p1(x)(1− p(x)),
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for every x ∈ X. Finally, the upper and lower error bars of p can be written as
p(x) + p(x) = p(x) +
p1(x)
1− p1(x)(1− p(x))
and
p(x)− p(x) = p(x)− p1(x)
p1(x)
p(x),
respectively. It is straightforward to check that using these definitions for p and p,
0 ≤ p−p ≤ p+p ≤ 1. The natural extension of the above procedure is to use multiple
patients j = 1, . . . ,m, to create p and p:
p(x) := max
j=1,...,m
pj(x)
pj(x)
p(x) (2.20)
and
p(x) := max
j=1,...,m
pj(x)
1− pj(x)(1− p(x)), (2.21)
where pj, pj, pj are indexed by patient j.
2.6 A one-dimensional case
Before we proceed to the results on a three-dimensional case, we first consider a
one-dimensional problem in order to build intuition. In fact, this 1D study was
conducted before the 3D case, so there are slight differences in the formulations and
data generation presented in the previous sections.
2.6.1 Modifications for the one-dimensional case
First, in the objective function of the various formulations, we replaced N with V
(the set of all voxels in the phantom). This was necessary in the 1D case, since using
N in the objective would lead to intensity maps that were infinitely high over the
tumor in order to lower the dose to the left and right of the tumor (the solution would
try to get an infinitely steep falloff of the dose over the edge of the tumor). This is
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clearly not an issue in the 3D case since the beam of radiation would pass through
healthy tissue on the way to the tumor. But in the 1D case, we could not directly
account for this healthy tissue in front of the tumor, so instead, we minimized the
dose delivered to the entire phantom.
The definition of the pdfs was also modified. In the 1D case, the pdfs were based
on displacements, and not on phases. We did this because of the simple geometry in
this case. We assumed that the dose delivered by some beamlet to voxel v at 0 cm,
shifted by 1 mm to the right, would be the same dose delivered to the voxel 1 mm to
the right of v, in the absence of motion. Thus, we were able to use one D matrix and
simply adjust it for shifts left and right. These shifts were taken to be in increments
of a whole voxel size, and allowed us to have pdfs based on a finer support, depending
on the number of shifts to the left and right we considered. The error bars were also
constructed slightly differently. For this case, we simply took the upper and lower
envelopes of all pdfs available (as shown in equations (2.18) and (2.19)).
An important concept mentioned in Section 2.4.3 is that of the static dose cloud
assumption, named so since the picture it depicts is that of a dose distribution fixed
in space and a voxel acquiring dose as it moves in this cloud. This is a reasonable
assumption for very simple geometries where movements will not greatly affect the
dose delivered to a point in space, hence, we assumed the static dose cloud assumption
for the 1D case. This is also integral to the idea of geometric voxels and how they
are typically inadequate to describe the dose that anatomical voxels receive. This
assumption is precisely stated below.
Assumption 2.1 (Static Dose Cloud). Under the static dose cloud assumption, a
dose distribution is defined on voxels based on a treatment room coordinate system
(geometric voxels), instead of on anatomical voxels. As anatomical voxels move within
the treatment room, they will receive dose proportional to the dose in the geometric
voxels they pass through. In particular, for a particular beamlet b, phase x, and
anatomical voxel v,
∆v,x,b = Dv′,b
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where v′ is the geometric voxel that coincides with the location of v in phase x. We
assume that all shifts of the voxels are in unit increments of the size of a voxel.
Accordingly, the margin formulation in the one-dimensional case differed from
formulation (2.14) as well. In the one-dimensional case, a geometric margin was
considered, instead of a dosimetric margin. The geometric margin problem is written
as
minimize
w
∑
v∈V
∑
b∈B
∑
x∈X
∆v,x,bp(x)wb
subject to
∑
b∈B
Dv,bwb ≥ θv, ∀ v ∈ T ,∑
b∈B
Dv,bwb ≥ µv, ∀ v ∈M
wb ≥ 0, ∀ b ∈ B,
(2.22)
where the geometric margin, M, is
M := {v ∈ V \ T | v = vˆ + x for some vˆ ∈ T , x ∈ X}.
Here, V and T are fixed in space, representing the voxels of the phantom and tumor
in the nominal reference frame. The geometric margin,M, is composed of treatment
room voxels mapped back to the anatomical voxels. It turns out that the mapping of
the geometric voxels to anatomical voxels is what limits the usefulness of the geomet-
ric margin, since the static dose cloud assumption is typically violated in practice.
However, if this assumption holds, it turns out that the two margin formulations are
equivalent.
Proposition 2.5. Under Assumption 2.1, if θv = θ for all v ∈ T and µv = θ for all
v ∈M, the geometric and dosimetric margin formulations are equivalent.
Proof : Any v ∈ T ∪M can be written as vˆ + x for vˆ ∈ T and x ∈ X. Hence,
∑
b∈B
Dv,bwb =
∑
b∈B
∆vˆ,x,bwb,
and the two formulations have the same feasible region.
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The bottom line is that an Internal Target Volume (what we denote as T ∪
M) is not a good margin concept, unless the case at hand approximately satisfies
Assumption 2.1 and the patient is a very irregular breather. Next, we demonstrate
the results of the nominal, robust, and geometric margin formulations on a one-
dimensional case.
2.6.2 Results for the one-dimensional case
In this section, we motivate the use of robustness by considering what happens when
the nominal formulation is used, first in the absence of uncertainty, and then with a
realized pdf that is different from the planned one. Next, we show that while the mar-
gin solution is robust to the uncertainty in the realized pdf, it significantly increases
the dose to the normal tissue. Finally, we show how the robust solution produces
a dose distribution that, unlike the nominal solution, can combat uncertainty, while
delivering less dose than the margin solution. Numerical results are shown at the end
to supplement the figures.
For the illustrations below, we considered a one-dimensional phantom containing
a 10 cm tumor surrounded by 10 cm of normal tissue on either side, and one beam
orthogonal to the direction of motion. Voxels were 0.2 cm wide and beamlets were
0.5 cm wide, resulting in a total of 151 voxels and 28 beamlets. As shown in Figure 2-
4, the tumor motion is on the order of 2 cm peak to peak. The Dv,b matrix was
computed using error functions to model beamlet dose profiles according to [16], and
the mathematical formulations were optimized using the barrier algorithm of ILOG’s
CPLEX 9.0 solver (ILOG, Inc., Gentilly, France) through a Matlab interface (The
MathWorks, Inc., Natick, Massachusetts). Each run took a few seconds on a 1.5
GHz computer with 1 GB of memory. While the geometry of this example is one-
dimensional, the illustrations below can be thought of as a slice of a two-dimensional
phantom.
The pdfs and error bars were mined from actual patient data as described in
Section 2.6.1. In our analysis, we used RPM data from four patients, totalling 95
51
traces. Each trace was baselined to its median value (so the resulting pdf has a
median value of 0), and for simplicity, the average amplitudes of the RPM traces for
the other three patients were scaled to approximately the average amplitude of the
first patient. Although somewhat artificial, this was done to simulate the scenario
where the population data is comparable in amplitude to the patient at hand. We
used the planning RPM trace from the first patient to create the nominal pdf, the
average of all 19 traces from the first patient to create the realized pdf, and all 95
traces (one pdf per trace) from the four patients to create the error bars. To create
the pdfs, we used a bin size equal to the width of a voxel because we focused on
shifts of voxels by integer multiples of the voxel width. Since we used RPM data as
a surrogate for tumor motion data, the amplitudes were scaled to be representative
of large tumor motion.
The reader should keep in mind the following situation as we examine the figures
below. If a patient breathes somewhat regularly, then we would expect to see the
“bowl-shaped” pdf in Figure 2-4 [34]. However, after many treatment days, the
overall pdf may start to resemble a Gaussian distribution [18, 16] due to differences in
breathing patterns from day to day (“realized pdf” in Figure 2-4). Thus, the principle
behind applying the robust methodology in practice is as follows. If a patient breathes
regularly during the planning session and we design the treatment plan using that
pdf (nominal pdf), we will produce a plan with good tumor coverage and sharp dose
gradients at the edge of the tumor, even if the cumulative pdf (realized pdf) over
the course of the treatment is significantly different from the planned one. In the
figures depicting the dose distributions of the three formulations, the pdf used in the
planning for each is the nominal pdf in Figure 2-4, while the pdf that is realized is
either the nominal (part (a) of each figure) or the realized (part (b)) pdf.
In Figure 2-5(a), we see the dose distribution from the nominal problem, using the
same realized pdf as the nominal (planned) pdf. The tumor receives its prescribed
dose in a largely homogeneous fashion, and there is a sharp falloff of the dose into the
surrounding normal tissue. However, Figure 2-5(b) shows severe hot and cold spots
that result from the dose distribution if the realized pdf is different from the nominal
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Figure 2-4: The pdfs used in the nominal, margin and robust formulation illustrations.
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(a) Nominal pdf.
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Figure 2-5: Dose distribution of nominal solution using the pdfs from Figure 2-4.
Figures 2-6(a) and 2-6(b) show the corresponding figures when the margin ap-
proach is used. As expected, the tumor receives a sufficient, homogeneous dose in
both cases, but the tails of the dose distribution are much broader and extend further
into the normal tissue, indicating a significant increase in the dose delivered there.
We now describe the results of the robust formulation. The uncertainty region
was set equal to X, and the error bars shown in Figure 2-7 depict the range of
pdfs over which the robust solution is protecting. By comparing Figure 2-8(a) and
53
−10 −5 0 5 10 15 20
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Tumor reference frame position (cm)
R
el
at
iv
e 
do
se
 
 
Tumor
Dose delivered
(a) Nominal pdf.
−10 −5 0 5 10 15 20
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Tumor reference frame position (cm)
R
el
at
iv
e 
do
se
 
 
Tumor
Dose delivered
(b) Realized pdf.
Figure 2-6: Dose distribution of margin solution using the pdfs from Figure 2-4.
Figure 2-8(b), we can see that the dose distribution from the robust plan is almost
unchanged when a completely different pdf from the nominal pdf is realized. One
interpretation of the robust dose distribution is that it is a combination of a margin-
like distribution in the tumor to deal with uncertainty, and “horns” at the edge of the
tumor to produce a sharp dose gradient, combining the features of both the margin
and nominal solutions. As you can see in Figure 2-9, the intensity map (beamlet
weights) corresponding to the robust solution is not overly complex.
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Figure 2-7: The pdfs and error bars used in the robust formulation illustrations.
Table 2.2 shows the numerical results corresponding to the previous figures. We
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Figure 2-8: Dose distribution of robust solution using the pdfs and error bars from
Figure 2-7.
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Figure 2-9: Intensity map corresponding to robust solution.
Table 2.2: Comparing formulations on integral dose delivered to phantom and integral
dose delivered to normal tissue under the realized pdf. The relative amount of dose
delivered (%) by the various formulations is normalized to the margin formulation.
Nominal Robust Margin
Dose to phantom 85.29 91.45 100.00
Dose to normal tissue 31.41 61.97 100.00
can see that the robust solution delivers 8.55% less total dose and 38.03% less dose to
the normal tissue than the corresponding margin solution. As expected, the nominal
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solution performs the best in terms of dose delivered, but the tradeoff is that it has
no capability to mitigate uncertainty. There is a price to be paid to have protection
from uncertainty, but the point is that by using the robust solution, we can pay a
substantially lower premium than the cost of the margin solution, while achieving the
same level of robustness to uncertainty.
2.7 Results from a clinical lung case
In this section we present the results of using the three formulations (nominal, robust,
and dosimetric margin) on a clinical problem, involving a tumor in the lower left lung.
Our formulations are driven by a simple model where the major internal structures
of interest are a tumor and the surrounding healthy lung tissue, which is a common
representation of a lung cancer case. Since studies indicate that the mean dose deliv-
ered in the lung is well-correlated with the probability of normal tissue complication
associated with treatment [51], minimizing the integral dose to the healthy tissue is
an appropriate objective function.
Before implementing our formulations on a clinical case, we made one slight mod-
ification to account for realistic considerations. We added upper bound constraints
to control the dosage fluctuations within the tumor. In particular, we constrained
the maximum dose in the tumor to be no more than 10% above the minimum dose.
Using a minimum dose of 72 Gy for the tumor meant that the maximum dose within
the tumor did not exceed 79.2 Gy. This is slightly more stringent than the current
standards which require that the dose in the tumor be no more than 5% below or
7% above the prescribed dose (a gap of 12%, or 12.6% above the minimum). We
found that these modifications produced acceptable solutions, so we did not further
refine the formulation. Of course, for very complex cases, constraints that limit the
dose to certain healthy structures will be needed. These types of constraints can be
added to our model without major revisions of the theory we presented. The robust
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formulation used in the subsequent runs is shown in (2.23).
minimize
w
∑
v∈N
∑
b∈B
∑
x∈X
∆v,x,bp(x)wb
subject to
∑
b∈B
∑
x∈X
∆v,x,bp˜(x)wb ≥ θv, ∀ v ∈ T , ∀ p˜ ∈ PU ,∑
b∈B
∑
x∈X
∆v,x,bp˜(x)wb ≤ γθv, ∀ v ∈ T , ∀ p˜ ∈ PU ,
wb ≥ 0, ∀ b ∈ B.
(2.23)
As mentioned above, γ = 1.1 and θv = 72 for all v ∈ T .
The anatomy was discretized into voxels of size 2.93 mm × 2.5 mm × 2.93 mm,
resulting in a total of 110,275 voxels, 5495 of which were in the tumor. Radiation was
delivered from five angles at 0◦ (directly anterior), 52◦, 104◦, 156◦, and 208◦, which
resulted in a total of 1625 beamlets (of size 5 mm × 5 mm). We modeled the support
of the motion pdfs using five phases of the breathing cycle. Our uncertainty set
allowed the value of the realized pdf to differ from the nominal one in every phase x,
which corresponded to setting U = X. The nominal pdf was taken from the planning
session RPM of the patient to be treated (the one for whom we have the ∆ matrices).
We conducted a series of experiments using pdf data derived from the five patients
in Table 2.1. In each experiment, the pdfs corresponding to four patients were used to
construct the uncertainty set (in the notation of equations (2.20)-(2.21), we have m =
4), and the pdf data from the fifth patient was used to test the resulting optimized
solutions. This is meant to simulate the realistic situation where the uncertainty set
may be generated from past data, whereas the pdfs realized during treatment may
lie outside this uncertainty set. Each experiment used a different combination of
four patients (out of the five total patients) to generate the uncertainty set. Since
we did not have a ∆ matrix for the patient at hand with excursions beyond its 1 cm
amplitude, the RPM data for the patient with a mean amplitude of 1.5 cm (patient 1)
was taken into account by increasing the probability of being at the extreme phases
(those corresponding to inhale and exhale). Below, we present two cases, which
represent the experiments that showed the least and most difference between the
57
nominal and robust solutions in terms of tumor coverage, respectively.
For the first experiment (the one that showed the least difference), we used data
from patients 2 – 5, totaling 250 traces (multiple RPM traces are taken during most
fractions), to generate the uncertainty set according to equations (2.20) and (2.21).
Then, to measure the quality of the resulting optimized solutions, we used the 78
pdfs from patient 1. Let us call this experiment #1. We compare the performance
of the nominal, robust, and margin solutions below. The three formulations were
optimized using the barrier algorithm of CPLEX 9 on a 3 GHz computer with 3 GB
of memory. The following table shows the number of variables and constraints in each
formulation, along with the associated solution times.
Table 2.3: Basic information regarding the three formulations.
Nominal Robust Margin
Number of variables 1625 67,565 1625
Number of constraints 10,990 65,940 54,950
Solution time (in min) 3 13 9
With an optimal solution, w∗, of one of these formulations in hand, we can sim-
ulate its delivery by computing
∑
b∈B
∑
x∈X
∆v,x,bp˜(x)w
∗
b
for each voxel v ∈ V , where p˜ is a particular realized pdf. Different p˜’s in this equation
lead to different delivered dose distributions. In the case of the robust formulation,
for example, a p˜ that lies within the uncertainty set will guarantee
∑
b∈B
∑
x∈X
∆v,x,bp˜(x)w
∗
b ≥ θv ∀ v ∈ T .
The dose distribution corresponding to the robust solution realizing the nominal
pdf is shown in Figure 2-10. The tumor receives sufficient coverage as expected. In
this 3D case, the tumor is synonymous with the Clinical Target Volume (CTV), which
contains the Gross Tumor Volume (GTV).
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Figure 2-10: Dose distribution corresponding to the robust solution when the realized
pdf is the same as the nominal one. The white outline denotes the GTV, while the
green outline denotes the CTV.
A more useful way of visualizing three dimensional dose distributions is through a
dose-volume histogram (DVH). A DVH illustrates what fraction of a particular organ
of interest receives (at least) a certain level of dose. Figures 2-11, 2-12, and 2-13
show the DVHs corresponding to the results of delivering the nominal, robust, and
margin solutions, respectively, for 78 different realizations of p˜ in experiment #1.
The main organs of interest in this study are the tumor and left lung (in which the
tumor resides), while secondary organs-at-risk (due to their relative remoteness, in
this case) are the esophagus, spinal cord, and heart. These three figures overlay the
78 DVHs (one for each realized pdf) on the same axes, resulting in blurred lines
that highlight the range of possible DVHs achievable with these realizations of the
uncertain pdf. The vertical line at 72 Gy in the figures illustrates the location of
the minimum dose requirement for the tumor. We will adopt the terminology of [14]
and refer to these figures as “DVH clouds.” Note that while our DV-clouds are quite
narrow, the nominal solution exhibits more “blurriness” in the tumor cloud near 70
Gy and 80 Gy. That is, there is more variability in what fraction of the tumor receives
a sufficient dose (equivalently, gets underdosed) and what fraction receives the most
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dose. The fact that the tumor DV-clouds for the robust and margin solutions exhibit
sharper falloffs is indicative of their increased robustness to the uncertain pdfs. For
comparison, Figure 2-14 plots the three solutions for one particular realized pdf on the
same axes. It can be seen that the nominal and robust solutions typically deliver less
dose than the margin solution to the healthy tissue, especially in the left lung, which
is the main organ-at-risk here. However, the nominal solution produces an inferior
dose distribution in the tumor, increasing both the fraction of the tumor that gets
underdosed and overdosed, as compared to the robust and margin solutions. Also, it
is interesting to note that while the margin solution delivers the most homogeneous
dose to the tumor (as evidenced by the tumor DV-line that is closest to vertical), it
is outperformed by the robust solution near the minimum dose requirement. That is,
the robust solution exhibits a steeper initial dropoff in its DV-line. This is due to the
fact that the margin solution enforces tumor coverage in every phase of the breathing
cycle, whereas the robust solution provides tumor coverage averaged over the phases
(based on the family of pdfs in the uncertainty set).
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Figure 2-11: Nominal solution DVHs for 78 realized pdfs in experiment #1.
Numerical data from these three solutions are summarized in Table 2.4.
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Figure 2-12: Robust solution DVHs for 78 realized pdfs in experiment #1.
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Figure 2-13: Margin solution DVHs for 78 realized pdfs in experiment #1.
Note that the robust solution essentially ensures that the tumor receives the re-
quired dose (only an average 1% underdose), while significantly reducing the dose
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Figure 2-14: The nominal, robust, and margin solution DVHs for one realized pdf in
experiment #1.
Table 2.4: Comparing the nominal, robust, and margin formulations using the average
of the 78 trials in experiment #1. This experiment showed the least difference between
the nominal and robust solutions in terms of tumor coverage. The left subcolumns
represent values in Gy, while the right subcolumns are percentages. The first row
percentages are relative to 72 Gy, which is the desired dose level, while the next two
rows are quoted as a percentage of the dose delivered by the margin solution.
Nominal Robust Margin
Gy % Gy % Gy %
Minimum dose delivered in tumor 67.72 94.06 71.40 99.17 72.04 100.06
Integral dose to left lung 17.40 85.29 18.23 89.36 20.40 100.00
Integral dose to normal tissue 9.04 88.98 9.44 92.91 10.16 100.00
delivered to the healthy tissue, especially to the left lung where the integral dose
delivered is reduced by roughly 11% as compared to the margin solution. In fact, less
than 0.6% of the tumor volume, on average, received less than 72 Gy, which makes
this robust solution clinically acceptable. While the nominal solution performs the
best in terms of dose minimization, it also allows a 6% average underdose to over 4%
of the tumor volume. Furthermore, the worst-case realization of these 78 trials for
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the nominal solution results in an 8% underdose (66.30 Gy), whereas the worst-case
realization for the robust solution resulted in only a 1% underdose (71.23 Gy).
The results for the experiment that showed the greatest improvement in tumor
coverage of the robust solution over the nominal solution are summarized in Table 2.5
(in experiment #2). The relevant DVHs are presented in Figures 2-15, 2-16, 2-17,
and 2-18. In this experiment, the 276 pdfs from patients 1 – 4 were used to generate
the uncertainty set, while the 52 pdfs from patient 5 were used to test the optimized
solutions.
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Figure 2-15: Nominal solution DVHs for 52 realized pdfs in experiment #2.
In experiment #2, note that the robust solution is able to maintain almost 100%
tumor coverage (0.13% underdose to roughly 0.2% of the tumor) on average when
tested with the 52 pdfs, whereas the nominal solution underdoses by almost 11%
on average (to roughly 6% of the tumor). Comparing the nominal solution in this
experiment (Figure 2-15) to the nominal solution of the previous experiment (Fig-
ure 2-11), we can see that there is even more variability in the parts of the tumor that
receive the least and most dose. However, the robust solution still manages to retain
a steep tumor DV-line (Figure 2-16) like in the previous experiment (Figure 2-12). It
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Figure 2-16: Robust solution DVHs for 52 realized pdfs in experiment #2.
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Figure 2-17: Margin solution DVHs for 52 realized pdfs in experiment #2.
is also important to recognize that the statistics related to healthy tissue and left lung
dosage are very similar to those presented in Table 2.4 and 2.5. These observations
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Figure 2-18: The nominal, robust, and margin solution DVHs for one realized pdf in
experiment #2.
Table 2.5: Comparing the nominal, robust, and margin formulations using the average
of 52 pdfs in experiment #2. This experiment showed the greatest difference between
the nominal and robust solutions in terms of tumor coverage. The left subcolumns
represent values in Gy, while the right subcolumns are percentages. The first row
percentages are relative to 72 Gy, which is the desired dose level, while the next two
rows are quoted as a percentage of the dose delivered by the margin solution.
Nominal Robust Margin
Gy % Gy % Gy %
Minimum dose delivered in tumor 64.26 89.25 71.91 99.87 72.05 100.07
Integral dose to left lung 17.18 85.11 18.02 89.27 20.18 100.00
Integral dose to normal tissue 8.99 88.92 9.39 92.89 10.11 100.00
are true of all the other experiments as well. Overall, these experiments suggest that,
unlike nominal solutions, robust solutions can maintain consistently acceptable tumor
coverage when tested with different realized pdfs, all other things being equal.
In accordance with the theory we presented, these results suggest that the robust
solution combines the dose minimization capability of the nominal solution with the
robustness of the margin solution. This suggests another angle from which to view
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the robust formulation, namely, that of a multi-objective optimization perspective.
2.8 A Pareto viewpoint
The process of optimizing radiation therapy treatment plans inherently involves trad-
ing off the sparing of healthy tissue with the delivery of sufficient dose to the tumor.
In fact, the robust formulation is facilitating this trade-off in a rigorous way. The ro-
bust formulation produces a solution that resides on the Pareto frontier corresponding
to these two competing objectives. With these two objectives in mind, Figure 2-19
shows the relevant data points from Table 2.4 to illustrate this trade-off. By varying
the uncertainty set from the singleton {p} (the nominal pdf) to the most conservative
set (where PU is the unit simplex in |X|-dimensional Euclidean space), the robust for-
mulation maps out the entire frontier of efficient solutions from the nominal solution
to the margin solution, respectively. In effect, Figure 2-19 provides a rough bound on
this surface using only three data points.
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Figure 2-19: An approximation of the Pareto surface generated by the robust formu-
lation.
By creating an appropriate uncertainty set for the patient at hand, solving the
robust formulation will identify the point on the Pareto surface that bests trades
off dose minimization with uncertainty management. This creates what we term
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the “continuum of robustness,” where an optimal robust solution corresponds to a
particular uncertainty set in this continuum. Intuitively, a robust solution combines
aspects of the nominal solution (i.e., intensity-modulation) and the margin solution
(i.e., intensity-homogeneity) in order to produce the best possible treatment for the
given uncertainty set. The upshot is that a treatment planner should focus on the
creation of the uncertainty set, and “let the data do the talking.” With a good model
of uncertainty, the robust formulation will automatically find the appropriate solution
on the Pareto surface for the patient at hand.
2.9 Conclusions
In this chapter, we developed a robust approach to the management of motion uncer-
tainty in the optimization of intensity modulated radiation therapy treatments. We
considered uncertainty in the probability density function describing motion and in-
corporated a suitable model of uncertainty into a linear optimization problem. Since
the corresponding uncertainty set was a polyhedral set, the resulting robust counter-
part remained a linear program. We showed that the robust formulation generalized
current mathematical programming approaches to IMRT optimization, and compared
the robust solution’s performance to a nominal (aggressive solution based on com-
plete knowledge of the underlying motion) and margin (conservative solution based
on minimal knowledge of the underlying motion) solution on both a simplified one-
dimensional problem and on a clinical lung case. In the 1D case, we saw that the
robust formulation produced intensity maps and dose distributions that were insen-
sitive to the uncertain motion, while minimizing the adverse effects to the healthy
tissue. We will explore the structure of these solutions in Chapter 3 more thoroughly.
In the more realistic 3D case, our experiments showed that while the nominal solu-
tion allowed anywhere between an unacceptable 6% to 11% underdose in the tumor,
the robust solution consistently provided nearly the same level of protection as the
margin solution, allowing around a 1% underdose on average. In addition, the ro-
bust solution also managed to consistently lower the dose delivered to the left lung
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(the main organ-at-risk) by almost 11% as compared to the margin solution. Finally,
we positioned our robust approach as a method to rigorously trade off competing
objectives, and sketched the associated Pareto surface. While our development was
motivated by lung cancer, this type of robust approach can be used for other sites
and uncertainties as well (cf. Chapter 4).
In our numerical implementation, we assumed that variations of the breathing
phases as seen in an external surrogate (the RPM signal) were highly correlated with
internal breathing variations. As progress is made in image-guided treatments and
more real-time data of internal anatomy movements are available, hopefully reliance
on such an assumption will diminish. However, even image-guided treatments will
not be error-free, so the need for robust methods to incorporate these measurements
into the treatment planning routine will still exist. While we focused only on motion
uncertainty in this chapter, there are clearly other sources of uncertainty that can
benefit from a similar robust approach. Overall, future robust approaches should
move beyond considering one type of uncertainty at a time, and try to integrate
many sources of uncertainty (e.g., setup error, organ delineation error, etc.) into one
comprehensive framework. This is a critical step in the process of moving towards
clinical acceptance of robust methods.
Finally, we note that our approach essentially assumed that the radiation would be
delivered in “one shot” as opposed to over many treatment fractions. By considering
optimization on a day-to-day basis, it should be clear that our current “open-loop”
policy will benefit from feedback acquired over the course of a treatment. Therefore,
robustifying adaptive treatments based on data acquired throughout treatment is a
relevant extension of the work presented here. In particular, for the motion uncer-
tainty considered here, we could update our model of uncertainty on a daily basis as
new data is acquired. This would allow us to fine tune our solution as the treatment
progresses and would put more emphasis on the uncertainty that has been exhibited
by the particular patient at hand.
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Chapter 3
Optimal Parameterized Intensity
Maps
In this chapter, we consider motion that is represented by a Gaussian distribution and
derive the optimal intensity maps for two parameterized families of solutions. Our
basic formulation is similar to the nominal formulation presented in Section 2.4.1.
Namely, we require our solution to ensure tumor coverage in the presence of motion
(and possibly motion uncertainty), while minimizing the total dose delivered.
The two specific types of intensity maps that we focus on in this chapter are mar-
gins and “edge-enhanced” maps. A margin is simply a volumetric expansion around
the tumor that is essentially treated like a part of the tumor. That is, the anatomy
corresponding to the margin is typically scheduled to receive the same amount of
radiation as the tumor itself, to compensate for possible uncertainties in the location
of the tumor due to errors in patient positioning or motion uncertainty. An edge-
enhanced intensity map combines properties of a margin and intensity-modulation.
More intensity is delivered at the edge of the tumor than at the middle of the tumor
(which receives a uniform intensity like in a margin intensity map) in order to com-
pensate for uncertainty. By increasing the intensity at the edge of the tumor, we may
reduce the size of the margin around the tumor while maintaining tumor coverage.
In the previous chapter, we showed that edge-enhancements appear in robust
solutions for intrafraction motion uncertainty management. Furthermore, since the
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robust formulation (2.13) generalizes both the nominal formulation (2.3) and margin
formulation (2.14), a robust solution can be thought of as specific a combination of
intensity-modulation (from the nominal solution) and intensity-homogeneity (from
the margin solution). This specific combination turns out to be an edge-enhanced
solution in Section 2.6 (cf. Figure 2-9). Motivated by these observations from the
previous chapter, we study the structure of margin and edge-enhanced solutions in
this chapter.
Optimal margin sizes have been studied in [16, 57], however, these previous anal-
yses focused on deriving margins that would be acceptable for a large fraction of a
population of individuals using statistical methods. In this chapter, we focus on in-
dividual patients and present an analytical approach to determining optimal margin
sizes for any instance of a particular problem. Furthermore, we extend our analysis
to include robust formulations where the exact distribution of motion is not known.
Edge-enhanced intensity maps have been witnessed in the medical physics litera-
ture in the context of interfraction motion compensation [56, 29] and penumbra (the
fact that the x-ray beam is not perfectly sharp) compensation [46, 37, 7]. However,
edge-enhancements have not been studied analytically, nor are there guidelines that
prescribe the “size” of the edge-enhancements for specific tumor sizes and geometries.
We aim to accomplish these tasks in this chapter.
Throughout the chapter, in order to facilitate the analysis, we assume infinitely
sharp penumbra. That is, we assume that there is no lateral scatter of the radiation,
so that if we delivered one unit of intensity to some area there would be no spillage of
radiation outside of this area. This assumption can be partially mitigated by treating
the Gaussian motion distribution as a distribution that takes both motion and a
Gaussian penumbra into account. Since we are removing the effect of the scatter,
we can think of intensity and dose as equivalent concepts, and therefore, we will use
these terms interchangeably in this chapter.
In this chapter, our goal is to understand when a margin or edge-enhanced solution
is optimal (minimizes dose delivered) in the presence of motion and motion uncer-
tainty. Motion is described by a Gaussian distribution, while motion uncertainty is
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described by uncertainty in the parameters, µ and σ, of the Gaussian. We derive sim-
ple, analytical relationships between the problem parameters that characterize the
structure of the resulting optimal solutions. In the sections that focus on margins,
our results tell us exactly when to use a margin and, by solving a particular equation,
exactly what the margin size should be. These determinations rely only upon the
basic problem data such as the size of the tumor and the standard deviation of the
Gaussian distribution. We make similar determinations in the sections focused on
edge-enhancements.
The remainder of this chapter is organized as follows. In Sections 3.1 we derive
optimal margins for a one-dimensional geometry in the presence of Gaussian motion,
and extend the analysis to the case where the parameters of the Gaussian are uncer-
tain in Section 3.2. In Sections 3.3 and 3.4, we extend the analysis of the previous two
sections to a three-dimensional tumor. In Sections 3.5 and 3.6 we generalize our anal-
yses for both the non-robust and robust versions, respectively, of a one-dimensional
tumor when the optimal intensity maps are restricted to edge-enhanced solutions.
3.1 Optimal margins
In this section, we derive optimal margin sizes for a one-dimensional geometry. In the
presence of motion, the dose delivered is blurred. Mathematically, this is equivalent
to the convolution of the motion pdf (a Gaussian distribution) with the delivered
intensity. Our goal is to find an intensity map that minimizes the total dose delivered
while ensuring that sufficient dose is delivered to the tumor even after the convolution
with a Gaussian pdf. We will restrict our search for optimal solutions to the class of
intensity maps that consists of a uniform (i.e., isotropic) margin around an intensity
map that has uniform intensity.
Consider a one-dimensional tumor of length t that requires one unit of dose
throughout. In the absence of motion, the optimal intensity map is a “square wave”
intensity map with a height of one and a length of t centered on the middle of the tu-
mor. For now, let us focus on intensity maps that are centered on the tumor. We will
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refer to this particular intensity map as the static dose distribution or static intensity
map. Convolving the static intensity map with a Gaussian pdf results in a function
that has a height of strictly less than one. In order to improve tumor coverage, we
have two options. First, we can simply increase the intensity of our static intensity
map. That is, instead of delivering one unit of intensity over the entire tumor, we
deliver strictly more than one unit. Second, we can add a uniform margin around
the tumor, which is equivalent to adding a margin to the static intensity map. Then,
instead of delivering one unit of dose to an interval of length t, we deliver one unit
of dose to an interval of length t + 2m, where m is the “size” of the margin. We
assume that a margin of length m is added to both the right and left sides of the
static intensity map. We may also use a combination of these two strategies. We
can add a margin of size m and then strictly increase the delivered intensity over the
entire intensity map of length t+ 2m. Figure 3-1 illustrates these concepts.
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Figure 3-1: Dose delivered using a margin and scaling.
Note that since the Gaussian distribution has an infinite support, the height of
the resulting function after convolving the Gaussian with the static intensity map will
always be less than the height of the static intensity map. Therefore, regardless of
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whether or not a (finite) margin is used, there will always be some positive scaling of
the intensity in order to ensure the tumor receives one unit of dose throughout. At
the end of this section, we will show that a positive scaling of the intensity may not
be necessary if the underlying motion pdf has a finite support.
3.1.1 Summary and Highlights
In this section, we show that the ratio t/σ is necessary and sufficient to determine the
structure of the optimal margin intensity map. In particular, when 0 ≤ t/σ ≤ 2.281,
the optimal intensity map involves no margin, and simply a scaling of the static
intensity map. On the other hand, when t/σ > 2.281, the optimal margin size is
positive and equal to the unique solution of a particular nonlinear equation. This
threshold result is consistent with physical intuition, since a small value of t/σ in
practice indicates that the tumor is small, and in the treatment of small tumors it
is more common to simply boost the intensity of the static intensity map without
incorporating a margin.
3.1.2 Analysis
First, let us establish the intuitive fact that the optimal intensity map will always be
centered on the tumor. Let T (µ) be the set of voxels of the tumor when it is centered
at µ and let r(x) be the dose that point x requires. Then,
T (µ) = [−t/2 + µ, t/2 + µ],
and
r(x) =
1, x ∈ T (µ),0, otherwise.
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We define the static intensity map with a margin of size m, centered at the origin, to
be
δm(x) =
1, x ∈ [−t/2−m, t/2 +m],0, otherwise.
Let us define dm(y;µ, σ) to be the dose delivered to point y, when a static intensity
map with margin sizem is convolved with a Gaussian distribution (denoted p(x)) with
mean µ and standard deviation σ. Hence,
dm(y;µ, σ) =
∫ ∞
−∞
δm(y − x)p(x)dx
=
∫ y+t/2+m
y−t/2−m
p(x)dx
= Φ
(
y + t/2 +m− µ
σ
)
− Φ
(
y − t/2−m− µ
σ
)
,
where Φ is the cumulative distribution function of the standard normal random vari-
able.
Lemma 3.1. The function dm(y;µ, σ) is quasiconcave in y for all y ∈ R.
Proof : In one-dimension, quasiconcavity is equivalent to unimodality. The Gaussian
pdf is strongly unimodal [21]; that is, when it is convolved with a unimodal function
(such as δm(y)), the result is unimodal. Thus, dm(y;µ, σ) is quasiconcave.
Proposition 3.1. In the presence of motion described by a Gaussian pdf with mean
µ and standard deviation σ, the optimal intensity map will be centered at µ.
Proof : Suppose the tumor is centered at some µ 6= 0, but the dose delivered is
centered at the origin and is described by
dm(y; 0, σ) = Φ
(
y + t/2 +m
σ
)
− Φ
(
y − t/2−m
σ
)
.
Since the function dm(y; 0, σ) is a quasiconcave function of y, the minimum dose
delivered to the tumor occurs either at the right edge (y = µ + t/2) or left edge
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(y = µ− t/2) of the tumor. Therefore,
min
y∈T (µ)
d(y; 0, σ) = min{dm(µ+ t/2; 0, σ), dm(µ− t/2; 0, σ)}
= min
{
Φ
(
µ+ t+m
σ
)
− Φ
(
µ−m
σ
)
,
Φ
(
µ+m
σ
)
− Φ
(
µ− t−m
σ
)}
.
In order to achieve tumor coverage with the lowest total dosage, we need to scale
the intensity map by exactly 1/miny∈T (µ) d(y; 0, σ). This scaling is minimized when
the denominator is largest, that is, when
Φ
(
µ+ t+m
σ
)
− Φ
(
µ−m
σ
)
= Φ
(
µ+m
σ
)
− Φ
(
µ− t−m
σ
)
,
which occurs only when µ = 0, due to the symmetry of the Gaussian pdf. This im-
plies that the beam of radiation should always be centered on the tumor.
From here on, we may assume that µ = 0, since knowing the motion distribution
lets us shift the beam of radiation so that it is aligned with the center of the tumor.
In the remainder of this section, our goal is to derive the optimal margin size for any
problem instance (a given t and σ).
With a margin of size m, the total dose delivered before scaling the intensity map
is t + 2m. Let γ define the scaling factor variable. Thus, the optimization problem
that finds an intensity map which ensures tumor coverage at lowest total dosage can
be written as:
minimize
m,γ
γ(t+ 2m)
subject to γdm(y; 0, σ) ≥ 1, ∀ y ∈ [−t/2, t/2],
m, γ ≥ 0.
(3.1)
For a given margin size m, let us define γ∗m to be the optimal (minimal) scaling factor.
In the course of proving Proposition 3.1, we have determined a closed form expression
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for γ∗m.
Corollary 3.1. The quantity γ∗m is equal to
γ∗m =
1
Φ( t+m
σ
)− Φ(−m
σ
)
=
1
Φ(m
σ
)− Φ(−t−m
σ
)
.
Using Corollary 3.1, we may simplify formulation (3.1) to the following problem
minimize
m
f(m)
subject to m ≥ 0,
(3.2)
where
f(m) := γ∗m(t+ 2m) =
t+ 2m
Φ(m+t
σ
)− Φ(−m
σ
)
(3.3)
Without loss of generality, we may also assume σ = 1, however, we will retain
σ explicitly to emphasize its relationship with the tumor and margin sizes. These
relationships will be central in the analysis that follows. First, we characterize the
structure of the function f(m).
Lemma 3.2. Let
g(m) := Φ
(
m+ t
σ
)
− Φ
(−m
σ
)
.
Then, for any t > 0 and σ > 0, g(m) is a positive, increasing, and strictly concave
function of m, with g′′(m) < 0, for m ≥ 0.
Proof : By definition, g(m) equals the probability of a standard normal random
variable lying between [−m/σ, (m + t)/σ], which is clearly positive for m ≥ 0. The
first two derivatives of g(m) are
g′(m) =
1
σ
√
2pi
e−
(m+t)2
2σ2 +
1
σ
√
2pi
e−
(−m)2
2σ2
and
g′′(m) = −m+ t
σ3
1√
2pi
e−
(m+t)2
2σ2 − m
σ3
1√
2pi
e−
(−m)2
2σ2 ,
which are strictly positive and negative, respectively, for m ≥ 0.
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Proposition 3.2. For any t > 0 and σ > 0, f(m) has a unique local minimum, m∗,
for m ≥ 0.
Proof : Let g(m) be as defined in Lemma 3.2. The first two derivatives of f(m) are
f ′(m) =
2g(m)− (t+ 2m)g′(m)
g2(m)
and
f ′′(m) =
−(t+ 2m)g′′(m)g2(m)− (2g(m)− (t+ 2m)g′(m))2g(m)g′(m)
g4(m)
.
Note that f(m) is continuous and differentiable (f ′(m) and f ′′(m) exist and are finite
for all m ≥ 0). Also, f(m) > 0 for all m ≥ 0, and in particular, limm→∞ f(m) =∞.
The remainder of the proof will be different depending on whether or not there exists
a positive root of f ′(m).
Suppose there exists an m∗ > 0 that satisfies f ′(m∗) = 0. Then m∗ is a strict
local minimum since
f ′′(m∗) =
−(t+ 2m∗)g′′(m∗)
g2(m∗)
> 0
for m ≥ 0 (recall g′′(m) < 0 for all m ≥ 0 from Lemma 3.2). Furthermore, we claim
that if there exists any m∗ > 0 satisfying f ′(m∗) = 0, it must be unique. Suppose this
is false. Then let mˆ 6= m∗ be another strict local minimum. Without loss of generality,
let mˆ < m∗. Since both mˆ and m∗ are strict local minima, for ² > 0 sufficiently small,
f ′(mˆ+²) > 0 and f ′(m∗−²) < 0. Then, because f ′(m) is continuous, the intermediate
value theorem implies the existence of a local maximum between mˆ and m∗, which
contradicts the fact that any stationary point of f(m) is a strict local minimum.
Finally, we show that if there is no m > 0 such that f ′(m) = 0, then f ′(m) ≥ 0 for
all m > 0. Suppose to the contrary that f ′(mˆ) < 0 for some mˆ > 0. Since g(m)→ 1
and (t+ 2m)g′(m)→ 0 as m→∞,
lim
m→∞
f ′(m) = 2 > 0.
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The intermediate value theorem implies the existence of a positive root of f ′(m) in
the interval (mˆ,∞), which is a contradiction. Thus, in this case, the unique minimum
of f(m) occurs at m∗ = 0.
The next result builds intuitively from the proof of the previous proposition. The
result states that the optimal margin size, m∗, is determined by the sign of f ′(0).
Proposition 3.3. If f ′(0) ≥ 0, then m∗ = 0. If f ′(0) < 0, then m∗ is the unique
solution to the equation
2
(∫ m+t
σ
−m
σ
1√
2pi
e−
x2
2 dx
)
− (t+ 2m)
(
1
σ
√
2pi
e−
(m+t)2
2σ2 +
1
σ
√
2pi
e−
m2
2σ2
)
= 0, (3.4)
and m∗ > 0.
Proof : First, let us consider the case where f ′(0) ≥ 0. Note that if f ′(0) = 0, then
f ′′(0) = −tg′′(0)/g2(0) > 0. Thus, if f ′(0) ≥ 0, f(²) > f(0) for all ² > 0 sufficiently
small. To establish the first part of the proposition, suppose that f ′(mˆ) < 0 for
some mˆ > 0. Since f ′(m) is continuous, the intermediate value theorem implies the
existence of a local maximum between the 0 and mˆ, which contradicts the fact that
all stationary points of f(m) are strict local minima (established in the proof of the
previous proposition). Hence, if f ′(0) ≥ 0, then f ′(m) ≥ 0 for all m ≥ 0, and f(m)
is minimized at m∗ = 0.
On the other hand, if f ′(0) < 0, then again the intermediate value theorem guar-
antees the existence of a local minimum at some m∗ > 0 since limm→∞ f ′(m) > 0
(established in the proof of the previous proposition). From the previous proposi-
tion, this m∗ is the unique solution of the equation f ′(m) = 0, which is equivalent to
equation (3.4) in the proposition statement (excluding the denominator of f ′(m)).
Finally, we present the main result of this section. This result derives an explicit
relationship between the fraction t/σ and a fixed number that characterizes the struc-
ture of the optimal intensity map for the instance of the problem with tumor size t
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and Gaussian motion standard deviation σ. For convenience, let us define φ(x) to be
the probability density function of a standard normal random variable. That is,
φ(x) :=
1√
2pi
e−
x2
2 .
Theorem 3.1. Let u∗ be the unique positive solution to the equation
(∫ u
−u
1√
2pi
e−
x2
2 dx
)
− u√
2pi
(
1 + e−
u2
2
)
= 0. (3.5)
If t/σ ≤ u∗, then the optimal margin size is m∗ = 0. If t/σ > u∗, then the optimal
margin size, m∗, is the unique solution to (3.4), and is positive.
Proof : Let u = t/σ in the expression for f ′(0). Then the numerator of f ′(0), as a
function of u, is equal to a function h(u) defined by
h(u) :=
(∫ u
−u
1√
2pi
e−
x2
2 dx
)
− u√
2pi
(
1 + e−
u2
2
)
. (3.6)
Note that h(0) = 0. First, we need to show that there exists only one positive solution,
u∗, to the equation h(u) = 0. Then we show that h(u) is positive only on the interval
(0, u∗). To show the existence of a solution to the equation h(u) = 0, we first note
that h(u) is a continuous function of u and h(u)→ −∞ as u→∞. Then, it suffices
to show that the lowest order derivative of h(u) that is not equal to zero at u = 0, is
positive. Using the relation
φ′(x) = −xφ(x),
we have
lim
u→0
h′(u) = lim
u→0
(u2 + 1)φ(u)− φ(0) = 0
lim
u→0
h′′(u) = lim
u→0
−u(u2 − 1)φ(u) = 0
lim
u→0
h(3)(u) = lim
u→0
(u4 − 4u2 + 1)φ(u) > 0.
Invoking the intermediate value theorem implies the existence of some u∗ > 0 such
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that h(u∗) = 0.
Next, we show that this u∗ is unique. The point u = 1 is the only positive root
of the function h′′(u). Furthermore, h′′(u) is positive for 0 < u < 1 and negative for
u > 1. This implies that h′(u) is increasing for 0 < u ≤ 1 and decreasing for u > 1.
Hence, h′(u) is unimodal. Since h′(0) = 0, h(3)(0) > 0 and
lim
u→∞
h′(u) = −φ(0) < 0,
the unimodality of h′(u) implies that h′(u) has a unique root for u > 0. Let us call
this root u. Furthermore, it is straightforward to see that h′(u) is positive on the
interval (0, u) and negative for u > u. By repeating the above argument, we can
show that h(u) is unimodal with a unique root for u > 0, namely, u∗. Furthermore,
h(u) is positive in the interval (0, u∗) and negative for u > u∗.
Thus, for 0 ≤ u ≤ u∗, h(u) ≥ 0, which is equivalent to the inequality f ′(0) ≥ 0.
Hence, in this case, m∗ = 0. On the other hand, if u > u∗, then h(u) < 0 and
f ′(0) < 0.
The following corollary has been proved in the course of proving Theorem 3.1,
but we will state the result here since it will serve as a useful reference later in the
chapter. Geometrically, this result relates the slope of the chord between Φ(0) and
Φ(u) to equally weighted slopes of the tangent lines to Φ(x) at x = 0 and x = u.
Corollary 3.2. Let u∗ be defined as in Theorem 3.1. For 0 ≤ u ≤ u∗,
Φ(u)− Φ(−u)− u(φ(u) + φ(0)) ≥ 0,
with equality at u = u∗, and for u > u∗,
Φ(u)− Φ(−u)− u(φ(u) + φ(0)) < 0.
Unfortunately, there is no closed form expression for u∗, but it can be computed
numerically to be approximately u∗ = 2.281. Theorem 3.1 states that if the ratio
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of the tumor size is no more than 2.281 times the standard deviation of the motion,
then the optimal margin size is 0. With a margin size of zero, tumor coverage is
achieved purely through a scaling of the intensity. It is important to note that this
result reaffirms conventional wisdom from the medical physics community. For small
tumors, intuition suggests that adding a margin around the tumor is less desirable
than simply increasing the intensity of the static intensity map. If t/σ < u∗, then
we can think of the tumor as being roughly the same size as the magnitude of the
motion, which for realistic amplitudes, implies that the tumor is small. The motion
amplitude of a lung tumor depends on many variables, but for a rough calculation,
we can assume the standard deviation of the motion amplitude to be roughly 0.5 cm
([26] summarizes the findings of many studies on organ motion). If σ = 0.5, then
t/σ < u∗ implies that the tumor is roughly 1 cm or smaller, which is considered to be
small. On the other hand, if t/σ > u∗, then the motion can be thought of as relatively
small compared to the size of the tumor, and therefore, adding a small margin around
the tumor will only contribute a small increase in the dose delivered to the healthy
tissue.
Figure 3-2 depicts the relationship between the optimal margin size and the tumor
size, while Table 3.1 gives the values of m∗ and the corresponding scaling factor, γ∗m∗
for particular choices of t.
Table 3.1: The optimal margin size (m∗) for particular values of the tumor size (t),
relative to the size of the standard deviation of the Gaussian pdf (σ = 1 in this case).
The corresponding intensity scaling factors (γ∗m∗) are also shown.
t 1 2 3 4 5 6 7 8 9 10
m∗ 0 0 0.539 0.835 1.007 1.129 1.225 1.304 1.371 1.429
γ∗m∗ 2.930 2.095 1.418 1.253 1.186 1.149 1.124 1.106 1.093 1.083
Table 3.1 shows that as the tumor size increases, the optimal margin size increases
and the intensity scaling decreases. This makes sense since adding a larger margin re-
duces the underdose to the tumor, and therefore, reduces the intensity scaling needed
to provide tumor coverage. Note that in practical situations where the motion dis-
tribution cannot have infinite support, an optimal solution may be just a positive
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Figure 3-2: The ratio of the optimal margin size to σ as a function of the ratio of the
tumor size to σ for a 1D tumor.
margin without any intensity scaling (γ∗m∗ = 1). In our framework, this situation
appears (approximately) when the standard deviation is much smaller than the size
of the tumor, in which case the intensity scaling is small (e.g., in the case t = 10 in
Table 3.1). The following is an example that shows that the optimal intensity map
may involve a margin with no scaling of the intensity, when the motion pdf has a
finite support.
Example 3.1. Consider a tumor centered at the origin and let T (0) = [−1, 1]. If the
motion pdf is
p(x) =
1, x ∈ [−1/2, 1/2],0, otherwise,
and we deliver a unit intensity to T (0) and the margin, described by the static intensity
map
δm(x) =
1, x ∈ [−1−m, 1 +m],0, otherwise,
82
then
dm(y) :=
∫ ∞
−∞
δm(y − x)p(x)dx
=
∫ min{y+1+m,1/2}
max{y−1−m,−1/2}
1dx
=

y + 3/2 +m, if y ≤ −1/2−m,
1, if − 1/2−m ≤ y ≤ 1/2 +m,
3/2 +m− y, if y ≥ 1/2 +m.
Note that we may restrict m to be between 0 and 1/2 since we can achieve tumor
coverage with any margin of size at least 1/2 (and no intensity scaling). The minimum
of dm(y) over y ∈ T (0) occurs at y = ±1, and at those points, dm(−1) = dm(1) =
1/2 +m. Hence, the minimal intensity scaling factor is
γ∗m =
1
1/2 +m
and the total dose delivered is
f(m) :=
2 + 2m
1/2 +m
.
The derivative of f(m),
f ′(m) =
−1
(1/2 +m)2
,
is negative for all m ≥ 0. Thus, the optimal solution is to have a positive margin of
size 1/2, and then no intensity scaling is needed.
In the next section, we extend our analysis to the case where there is uncertainty
in the parameters of the Gaussian motion distribution.
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3.2 Optimal margins with robustness
In this section, we consider uncertainty in the parameters, µ and σ, of the Gaussian
pdf and investigate the effects of these uncertainties on the determination of the
optimal margin size. Our goal is to derive optimal robust solutions. An optimal robust
solution remains feasible (i.e., guarantees tumor coverage) under all realizations of the
uncertainty, while minimizing the total dose delivered.
Let us assume that the uncertain parameters, denoted µ˜ and σ˜, lie in the inter-
vals [µ, µ] and [σ, σ], respectively. These intervals characterize the range of possible
realizations of the uncertain parameters. We will solve a problem similar to the one
posed in the nominal formulation (3.1). However, in the robust version, we would
like to ensure feasibility for all possible realizations of µ˜ and σ˜.
3.2.1 Summary and Highlights
In this section, we show that the mathematical formulation that incorporates the
uncertainty in µ and σ has a deterministic equivalent, and that this deterministic
“robust counterpart” has exactly the same structure as the underlying nominal (no
uncertainty) formulation. As a result, the threshold that separates the case when the
optimal margin size is positive or zero remains the same as in the nominal problem.
The threshold is 2.281, as in the previous section, however, we do not use the ratio
t/σ anymore. Instead, the ratio we consider is t/σ, where t = t + µ − µ. In the
robust problem, we have replaced the nominal values of the tumor size and standard
deviation of motion, with appropriate values for the robust case.
From this analysis, we derive the intuition that larger uncertainty in µ will drive
the solution towards an intensity map with a positive margin size (since t/σ will be
larger), whereas a larger σ will drive the solution towards a pure intensity scaling.
We also provide examples to show how a robust solution generated from the robust
counterpart outperforms an intuitive heuristic based on a family of nominal solutions.
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3.2.2 Analysis
First, let us analyze the uncertainty in µ. If there is no uncertainty in this parameter,
we showed in Proposition 3.1 that the optimal solution would involve a beam that is
centered at the middle of the tumor. Under the current setup, µ˜ ∈ [µ, µ], so we no
longer have one fixed value for µ. However, we can essentially recover the nominal
(fixed µ) situation by noting that the requirement of tumor coverage over all µ˜ ∈ [µ, µ]
is equivalent to requiring tumor coverage for a tumor that is µ− µ units larger than
t. Thus, if we center the beam at (µ+ µ)/2 and shift the origin to this location, the
uncertainty in µ implies that we need to provide tumor coverage at all points y in
the interval [−t/2− (µ− µ)/2, t/2 + (µ− µ)/2]. Let us define the “effective tumor”
centered at the origin to be
T (0) := [−t/2− (µ− µ)/2, t/2 + (µ− µ)/2].
This is the region that needs to be irradiated to the desired dose level.
We now pose our robust optimization problem as
minimize
m,γ
γ(t+ 2m)
subject to γdm(y; 0, σ˜) ≥ 1, ∀ y ∈ T (0), ∀ σ˜ ∈ [σ, σ]
m, γ ≥ 0.
(3.7)
The following result establishes that the robust counterpart to formulation (3.7)
has the same structure as the nominal formulation (3.1). Hence, we may find a robust
solution simply by solving a modified version of the nominal formulation.
Theorem 3.2. Formulation (3.7) is equivalent to the following mathematical program
minimize
m
t+ 2m
Φ(m+t
σ
)− Φ(−m
σ
)
subject to m ≥ 0,
(3.8)
where t = t+ µ− µ > t.
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Proof : Delivering the static intensity map
δm(x) =
1, x ∈ [−t/2−m− (µ− µ)/2, t/2 +m+ (µ− µ)/2],0, otherwise,
results in the dose delivered, for a given σ˜, to be
dm(y; 0, σ˜) =
∫ ∞
−∞
δm(y − x) 1√
2pi
e−
x2
2σ˜2 dx
= Φ
(
y +m+ t/2 + (µ− µ)/2
σ˜
)
− Φ
(
y −m− t/2− (µ− µ)/2
σ˜
)
.
Since the dose now depends on σ˜, the optimal scaling factor, γ∗m, is
γ∗m = max
y∈T (0),σ˜∈[σ,σ]
1
dm(y; 0, σ˜)
=
1
miny∈T (0),σ˜∈[σ,σ] dm(y; 0, σ˜)
=
1
minσ˜∈[σ,σ] dm(t/2 + (µ− µ)/2; 0, σ˜)
=
1
minσ˜∈[σ,σ]
(
Φ
(
t+m+µ−µ
σ˜
)
− Φ (−m
σ˜
)) ,
where the third equality comes from the quasiconcavity of dm(y; 0, σ˜) for any σ˜.
Finally, Φ(x/σ) as a function of σ is decreasing if x > 0 and increasing if x < 0. This
is straightforward to show since
d
dσ
Φ
(x
σ
)
= φ
(x
σ
)(
− x
σ2
)
.
Thus,
γ∗m =
1
minσ˜∈[σ,σ]
(
Φ
(
t+m+µ−µ
σ˜
)
− Φ (−m
σ˜
))
=
1
Φ
(
t+m+µ−µ
σ
)
− Φ (−m
σ
) ,
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and the total dose delivered, as a function of m, is
t+ 2m+ µ− µ
Φ
(
t+m+µ−µ
σ
)
− Φ (−m
σ
) .
From this analysis, an underlying relationship between robustness and the type of
uncertainty is apparent. Uncertainty in µ˜ effectively increases the size of the tumor
(area to be covered with sufficient dose), while the largest possible value of σ˜ affects
the spread in the realized dose distribution. Thus, to a first approximation, it seems
like a margin is an appropriate compensatory tool for dealing with uncertainty in µ˜,
while increasing the intensity of the beam can offset an increased σ˜. Of course, taken
in concert, these factors affect both the margin size and intensity scaling, and it is
the relative “size” of these factors that determine whether the robust solution will
be driven towards a margin solution or a pure intensity scaling. Specifically, when
referring to the relative size of these factors, we are interested in the value of the ratio
t/σ in relation to u∗. Our intuition is made concrete in Theorem 3.3, which replicates
the results of Theorem 3.1 for the robust counterpart (3.8). The proof is omitted
since it is essentially the same as the proof of Theorem 3.1, but with t replaced by t
and σ replaced by σ.
Theorem 3.3. Let u∗ be as defined in Theorem 3.1. If t/σ ≤ u∗, then the optimal
margin size is m∗ = 0. If t/σ > u∗, then m∗ is the unique solution to
2
(∫ m+t
σ
−m
σ
1√
2pi
e−
x2
2 dx
)
− (t+ 2m)
(
1
σ
√
2pi
e−
(m+t)2
2σ2 +
1
σ
√
2pi
e−
m2
2σ2
)
= 0
and m∗ > 0.
From Theorem 3.3, it is apparent that µ˜ and σ˜ are competing with each other to
affect the robust solution. Consider the ratio t/σ. If the uncertainty in µ˜ is large, then
t will be large, and then it is more likely that the optimal robust solution will consist
of a positive margin. On the other hand, if σ˜ is large, then it is more likely that the
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optimal robust solution will be a pure intensity scaling with no positive margin. Our
intuition here is similar to that from the nominal case, but now we are incorporating
uncertainty in µ˜ and the largest value of σ˜ into the analysis.
We close this section by demonstrating that the optimal robust solution from for-
mulation (3.8) provides better dose minimization than a particular, intuitive heuristic
procedure. In principle, one way to generate a robust solution would be to solve the
nominal problem for every realization of µ˜ and σ˜, and then take the “union” of the
resulting solutions. That is, a robust solution generated from this method would be
the smallest intensity map that contains the intensity maps corresponding to each
solution of the nominal problem for realizations of µ˜ and σ˜. However, this method
produces inferior intensity maps in terms of the total dose delivered (although they
do provide tumor coverage), as we show in the following examples.
Example 3.2. Let t = 3, µ˜ ∈ [µ, µ] = [−0.5, 0.5] and σ˜ = 1. Note that t = 4 > t >
u∗, so in both the robust and nominal solutions, the optimal margin size is positive.
Solving the robust problem (3.8) with t = 4 yields an optimal solution which we
denote as R1. This solution has an optimal margin size of m∗R1 = 0.835 and an
intensity scaling factor of 1.253 (from Table 3.1). Hence, the total dose delivered is
t+ 2m∗R1
Φ(m∗R1 + t)− Φ(−m∗R1)
=
4 + 2 · 0.835
Φ(0.835 + 4)− Φ(−0.835) = 1.253(4 + 2 · 0.835) = 7.104.
We now create a heuristic robust solution, R2, from the nominal solution by taking
the maximum of all intensity maps (one for each µ˜). Since the intensity map corre-
sponding to R2 is at least as high as the nominal intensity map for any realization of
µ˜, it is feasible for any realization of µ˜.
The optimal solution, N , for the nominal problem consists of a margin of size
m∗N = 0.539 with an intensity scaling factor of 1.419. Therefore, the robust intensity
map, R2, is
δR2(y) =
1.418, y ∈ [−t/2 + µ−m
∗
N , t/2 + µ+m
∗
N ] = [−2.539, 2.539],
0, otherwise,
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which leads to a total delivered dose of 2 · 2.539 · 1.418 = 7.204.
The previous example shows only a small difference in the total dose delivered
between the optimal robust solution and the heuristic robust solution. This is due
in part to the fact that both intensity maps involve positive margin sizes (since t >
t > u∗). The next example provides a starker contrast between these two solutions
since the uncertainty in µ˜ forces the effective tumor size over the threshold u∗ (i.e.,
t > u∗ > t). Thus, the heuristic robust intensity map (i.e., union of nominal intensity
maps) is a union of purely scaled intensity maps, whereas the optimal robust intensity
map involves a positive margin with a smaller scaling factor.
Example 3.3. Consider the same setup as in the previous example, but with t = 2.
With this value of t the nominal solution will be a pure intensity scaling, whereas the
robust solution will involve a positive margin (since t = 3 > u∗). Solving the robust
problem with t = 3 results in a robust solution, R1, with a margin of size m∗R1 = 0.539,
and an intensity scaling factor of 1.418. Thus, the total dose delivered by the robust
solution, R1, is
1.418(3 + 2 · 0.539) = 5.785.
The optimal solution, N , for the nominal problem is m∗N = 0 with an intensity
scaling factor of 2.095. The heuristic robust intensity map, R2, generated from these
nominal solutions is
δR2(y) =
2.095, y ∈ [−t/2 + µ−m
∗
N , t/2 + µ+m
∗
N ] = [−1.5, 1.5],
0, otherwise,
which leads to a total delivered dose of 2 · 1.5 · 2.095 = 6.286. This represents an
approximately 9% increase in total dose delivered as compared to the robust solution
R1.
Example 3.3 shows that there can be relatively significant gains in terms of dose
minimization by using the optimal robust solution from an appropriately formulated
mathematical program (formulation (3.8)), as opposed to generating a robust solution
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using a heuristic procedure involving only solutions of the nominal problem.
In the next two sections, we extend the analysis presented in this, and the previous
section. Up until now, we have studied a one-dimensional geometry, and in the next
two sections, we will consider a three-dimensional tumor subject to one-dimensional
Gaussian motion.
3.3 Optimal 3D margins
In this section, we consider the case of a three-dimensional tumor subject to one-
dimensional motion. Consider a spherical tumor of radius t/2 centered at µ, which
we write as
T (µ) := {x ∈ R3 : ‖x− µ‖2 ≤ t/2}.
We assume the tumor is subject to one-dimensional Gaussian motion along the x1
axis. As in Section 3.1, we can assume, without loss of generality, that the beam is
centered on the tumor, and both are centered at the origin (i.e., µ = 0). We aim, in
this section, to design intensity maps that ensure tumor coverage in the presence of
motion, while minimizing the total dose delivered. Our goal is to understand when the
optimal intensity map will have a positive margin, and to derive simple relationships
between the problem parameters that characterize the different cases.
3.3.1 Summary and Highlights
In this section, we show that the optimal margin size will always be positive, regardless
of the value of t/σ. Unlike the previous sections, there is no threshold that separates
the cases when the optimal margin size is zero or not. Our intuition is built on the
fact that a three-dimensional spherical tumor that moves in one dimension has a ring
of points along its boundary that will not receive any dose as a result of the blurring
effect of the motion. Thus, in order to ensure tumor coverage, a margin must be
introduced to allow dose from parts of the static intensity map outside of the tumor
to blur into this ring of points.
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3.3.2 Analysis
First, we must precisely define a margin in this 3D situation. Since we are focused on
1D motion, we consider a margin to be an expansion of the irradiated (3D) volume
along the direction of motion. A margin of sizem will extend the volume of irradiation
in both the positive and negative x1 direction by m units. Hence, adding a margin of
size m to a spherical volume of irradiation results in an overall volume of irradiation
that consists of a cylinder of length 2m joining two hemispheres with radius t/2. See
Figure 3-3 for an illustration of the static intensity map.
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Figure 3-3: A two-dimensional slice of the three-dimensional static intensity map.
Mathematically, we write the static intensity map as
δm(x) =
1, x ∈ C(m, t/2) ∪RHS((m, 0, 0), t/2) ∪ LHS((−m, 0, 0), t/2),0, otherwise,
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where
C(a, b) = {x ∈ R3 : −a ≤ x1 ≤ a, x22 + x23 ≤ b2}
RHS((a1, a2, a3), b) = {x ∈ R3 : ‖x− (a1, a2, a3)‖2 ≤ b, x1 ≥ a1}
LHS((a1, a2, a3), b) = {x ∈ R3 : ‖x− (a1, a2, a3)‖2 ≤ b, x1 ≤ a1}.
To account for motion, we convolve δm(y) with a Gaussian pdf, p(x), with standard
deviation σ, to arrive at the delivered dose
dm(y;0, σ) =
∫ y1+m+√(t/2)2−(y22+y23)
y1−m−
√
(t/2)2−(y22+y23)
p(x1)dx1
= Φ
(
y1 +m+
√
(t/2)2 − y22 − y23
σ
)
− Φ
(
y1 −m−
√
(t/2)2 − y22 − y23
σ
)
.
In order to ensure sufficient dose to the tumor, we need to scale dm(y;0, σ) by some
positive factor, γ. The total dose delivered with a margin of size m before applying
the scaling factor γ is equal to the volume of the corresponding static intensity map.
Since the static intensity map is the union of two hemispheres and a cylinder, so the
static dose delivered before scaling is (4/3)pi(t/2)3 + 2mpi(t/2)2. Thus, we pose our
optimization problem as
minimize
m,γ
γ((4/3)pi(t/2)3 + 2mpi(t/2)2)
subject to γdm(y;0, σ) ≥ 1, ∀y ∈ T (0),
m, γ ≥ 0.
(3.9)
Since our objective is to minimize the total dose delivered, we would like γ to be
as small as possible. Let γ∗m define the optimal (minimal) intensity scaling factor for
a given margin size m. The following result establishes a closed-form expression for
γ∗m.
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Lemma 3.3. The quantity γ∗m is equal to
γ∗m =
1
Φ(m
σ
)− Φ(−m
σ
)
.
Proof : By definition,
γ∗m = max
y∈T (0)
1
dm(y;0, σ)
=
1
miny∈T (0) dm(y;0, σ)
.
For any fixed y2 and y3, δm(y) is a unimodal function of y1. Specifically, δm(y)
as a function of y1 is an impulse with height 1 and length 2(m+
√
(t/2)2 − y22 − y23)
(see Figure 3-3). Hence, by the strong unimodality property of the Gaussian pdf,
dm(y;0, σ) is unimodal in y1, for any given y2 and y3. This implies that for any y2, y3,
the minimum of dm(y;0, σ) over {y1 : y ∈ T (µ)} is on the boundary of T (0); in
other words, satisfies y21 + y
2
2 + y
2
3 = (t/2)
2. Thus, the minimum of dm(y;0, σ) over
all y ∈ T (0) lies on the boundary of T (0). Without loss of generality, let us consider
y1 ≥ 0. On the boundary of T (0) and for y1 ≥ 0, we may write dm(y;0, σ) as
dm(y;0, σ) = Φ
(
2y1 +m
σ
)
− Φ
(
−m
σ
)
,
which is clearly minimized at y1 = 0.
Lemma 3.3 shows that the set of points {y ∈ R3 : y1 = 0, y22 + y23 = (t/2)2} is the
subset of the tumor that receives the least dose. This makes intuitive sense since the
Gaussian pdf is spreading the static dose in the x1 direction, and the dose distribution
is “thinnest” along this direction for this set of points. In fact, if no margin is applied,
the ring of points defined by {y ∈ R3 : y1 = 0, y22 + y23 = (t/2)2} will get no dose
at all, since this set of points will have no neighbors in the x1 direction that receive
any intensity. Using this insight, we can deduce that all optimal intensity maps will
involve a positive margin, which is the main result of this section.
Taking into account the closed form expression for γ∗m, we pose the problem of
finding an optimal intensity map that ensures tumor coverage while minimizing total
93
dose delivered as
minimize
m
f(m)
subject to m ≥ 0,
(3.10)
where
f(m) :=
(4/3)pi(t/2)3 + 2mpi(t/2)2
Φ(m
σ
)− Φ(−m
σ
)
= 2pi(t/2)2
m+ t/3
Φ(m
σ
)− Φ(−m
σ
)
. (3.11)
Our intuition about the optimal margin size being positive is reaffirmed since f(m)
is undefined at m = 0, which means that we would need an infinitely high (not real-
izable) intensity scaling to achieve tumor coverage. In order to solve problem (3.10),
we first establish that f(m) is a strictly convex function of m.
Proposition 3.4. The function f(m) is strictly convex for m > 0.
Proof : Without loss of generality, we will prove the result for σ = 1. Let g(m) :=
Φ(m)− Φ(−m). Note that g(m) is positive for m > 0. Furthermore, since
g′(m) = φ(m) + φ(−m) = 2φ(m),
g′′(m) = −2mφ(m),
we see that g(m) is strictly concave and strictly increasing for m > 0. To show that
f(m) is strictly convex, it suffices to show that 1/g(m) is strictly convex and m/g(m)
is convex, since f(m) can be written as a linear combination of these two terms. Let
h(m) := 1/g(m). Then
g4(m)h′′(m) = −g′′(m)g2(m) + 2g′(m)g(m)g′(m) > 0
for m > 0. Hence, 1/g(m) is strictly convex.
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Let H(m) := m/g(m). Then
g4(m)H ′′(m) = −mg′′(m)g2(m)− 2(g(m)−mg′(m))g(m)g′(m)
= m2g′(m)g2(m)− 2(g(m)−mg′(m))g(m)g′(m)
= g(m)g′(m)(m2g(m)− 2g(m) + 2mg′(m)),
where the second equality comes from the relation g′′(m) = −mg′(m). It suffices to
show that H1(m) := m
2g(m)− 2g(m) + 2mg′(m) ≥ 0 for m ≥ 0, or since H1(0) = 0,
that H1(m) is an increasing function of m. The derivative of H1(m) is
H ′1(m) = 2mg(m) + (m
2 − 2)2φ(m) + 4φ(m)− 4m2φ(m) = 2m(g(m)−mφ(m)).
Repeating the previous argument, let H2(m) := g(m)−mφ(m), and since H2(0) = 0,
it suffices to show that H ′2(m) ≥ 0. Taking one more derivative,
H ′2(m) = 2φ(m)− φ(m) +m2φ(m) = (1 +m2)φ(m),
which is clearly positive for all m ≥ 0. Hence H ′′(m) ≥ 0 for m ≥ 0, and the result
follows.
Since f(m) is strictly convex for m > 0, it must have a unique minimum for
m > 0.
Theorem 3.4. The function f(m) has a unique minimum at m∗ > 0, where m∗ is
the unique solution to
Φ
(m
σ
)
− Φ
(−m
σ
)
− 2(m+ t/3)
σ
φ
(m
σ
)
= 0. (3.12)
Proof : Note that
lim
m→0
f(m) = lim
m→∞
f(m) =∞,
and f(m) <∞ for m > 0. Then, since f(m) is differentiable and strictly convex for
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m > 0, f(m) is minimized at the unique solution to the equation f ′(m) = 0, which is
equivalent to (3.12).
Theorem 3.4 shows that the optimal margin size will always be positive for the 3D
problem presented in this section. This is in contrast to the 1D case, in which it was
possible for the optimal margin size to be zero. Thus, for the 3D nominal problem,
there is no threshold (cf. Proposition 3.3 and Theorem 3.1) analogous to the one
obtained for the 1D nominal problem.
Table 3.2 shows the relationship between tumor size, margin size, and scaling
factor in the 3D nominal problem. Figure 3-4 plots m∗/σ versus t/σ.
Table 3.2: The optimal margin size (m∗) for particular values of the tumor size (t),
relative to the size of the standard deviation of the Gaussian pdf (σ = 1 in this case),
in the 3D nominal problem. The corresponding intensity scaling factors (γ∗m∗) are
also shown.
t 1 2 3 4 5 6 7 8 9 10
m∗ 0.941 1.148 1.282 1.383 1.463 1.530 1.587 1.638 1.682 1.723
γ∗m∗ 1.531 1.335 1.250 1.200 1.168 1.144 1.127 1.113 1.102 1.093
In the next section, we analyze the effect of uncertainty in the parameters of the
Gaussian motion distribution.
3.4 Optimal 3D margins with robustness
In this section, we consider uncertainty in µ and σ. These uncertain quantities will
be denoted µ˜ and σ˜, respectively. Our general uncertainty model assumes that µ˜ lies
in a hyperrectangle defined by [µ,µ] (µi ∈ [µi, µi], i = 1, 2, 3) and σ˜ ∈ [σ, σ]. Since we
focus on 1D motion, we will set µi = µi = 0 for i = 2, 3. Following a similar argument
as in Section 3.2, we center the beam of radiation at (x1, x2, x3) = ((µ1+ µ1)/2, 0, 0),
and re-center the coordinate axes on this location. For notational convenience, we
define µˆ1 := µ1 − µ1. We denote the effective tumor centered at the origin as
T (0) = {x : x ∈ C(µˆ1/2, t/2) ∪RHS((µˆ1/2, 0, 0), t/2) ∪ LHS((−µˆ1/2, 0, 0), t/2)}.
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Figure 3-4: The ratio of the optimal margin size to σ as a function of the ratio of
tumor size to σ for a 3D tumor.
3.4.1 Summary and Highlights
In this section, we show that the robust problem has a deterministic robust coun-
terpart with a similar structure to both the one-dimensional and three-dimensional
nominal margin problems. Furthermore, we show that a series of thresholds deter-
mines whether or not the optimal margin size will be positive. If t/µˆ1 > 0.139,
then the optimal margin size is always positive, and is equal to the unique solution
of a nonlinear equation. If t/µˆ1 = 0.139, then the optimal margin size is zero if
µˆ1/σ = t/(0.139σ) = 1.500, and positive if µˆ1/σ 6= 1.500. Finally, if t/µˆ1 < 0.139, the
optimal margin size is positive or zero, depending on the relationship between µˆ1/σ
and two constants determined by the solution to a system of two equations (which
depend on the value of t/µˆ1) in two unknowns.
Intuitively, the results in this section suggest that the optimal robust margin
size will always be positive, unless the size of the tumor is much smaller than the
uncertainty in µ, which in practice means that the tumor itself is physically small.
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3.4.2 Analysis
We pose our robust optimization problem as
minimize
m,γ
γ((4/3)pi(t/2)3 + (2m+ µˆ1)pi(t/2)
2)
subject to γdm(y;0, σ˜) ≥ 1, ∀y ∈ T (0),∀ σ˜ ∈ [σ, σ],
m, γ ≥ 0.
(3.13)
Under the current setup, uncertainty in µ1 essentially adds to the size of the tumor
in the x1 direction. The static intensity map with a margin of size m looks like the
static intensity map shown in Figure 3-3, except with m + µˆ1/2 in place of m. Our
first result derives a closed form expression for γ∗m, the optimal scaling factor for any
given m, and shows that the robust counterpart of formulation (3.13) has a similar
(but not exactly the same) structure as the nominal formulation (3.9).
Theorem 3.5. The robust counterpart of formulation (3.13) is
minimize
m
A+Bm
Φ(m+µˆ1
σ
)− Φ(−m
σ
)
,
subject to m ≥ 0,
(3.14)
where
A = pi(t/2)2µˆ1 + (4/3)pi(t/2)
3,
B = 2pi(t/2)2.
Proof : The proof of this proposition essentially follows the same line of reasoning
as the proof of Theorem 3.2 (1D robust margin problem). The main difference is
the calculation of the static dose distribution. Since we are focused on the effective
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tumor, the static intensity map delivered is,
δm(x) =

1, x ∈ (C(m+ µˆ1/2, t/2) ∪RHS((m+ µˆ1/2, 0, 0), t/2)
∪ LHS((−m− µˆ1/2, 0, 0), t/2)),
0, otherwise.
Thus, the delivered dose can be written as
dm(y;0, σ˜) = Φ
(
y1 +m+ µˆ1/2 +
√
(t/2)2 − y22 − y23
σ˜
)
− Φ
(
y1 −m− µˆ1/2−
√
(t/2)2 − y22 − y23
σ˜
)
.
We derive the minimal scale factor, γ∗m, as in Lemma 3.3 (focus on the edge of the
effective tumor, y1 = µˆ1/2, y
2
2 + y
2
3 = (t/2)
2; replace σ˜ with σ) to arrive at
γ∗m =
1
Φ(m+µˆ1
σ
)− Φ(−m
σ
)
.
Finally, the volume of the static intensity map is 4/3pi(t/2)3+ pi(t/2)2(2m+ µˆ1), and
the result follows.
Let us define f(m) to be the objective function in (3.14) as a function of m:
f(m) :=
A+Bm
Φ(m+µˆ1
σ
)− Φ(−m
σ
)
. (3.15)
Note that the structure of f(m) is very similar to the 3D nominal objective func-
tion (3.11) in that it is a linear function of m divided by the difference of two error
functions. However, the one major difference that ends up affecting the structural re-
sults is the presence of the µˆ1 in the first error function in the denominator of (3.15). In
fact, f(m) shares a more similar structure to the objective function in the 1D nominal
problem (3.1) (where µˆ1 takes the place of the length of the tumor in the denominator).
Therefore, unlike the 3D nominal problem, we now expect to derive a threshold that
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separates the cases where a positive margin is optimal or not. The reason is that the
effective tumor, T (0), is now elongated in the x1 direction, as compared to the original
tumor T (0). Thus, the points in the tumor that were without neighbors in the x1 di-
rection in the nominal problem (the set of points {y ∈ R3 : y1 = 0, y22+y23 = (t/2)2})
are now surrounded by other parts of the effective tumor along that direction. This
allows a nonzero “spreading” of the dose along this direction (due to the Gaussian
distribution) that was absent in the nominal case.
Since f(m) has a similar structure to the objective function from the 1D case, it is
straightforward to show (proof omitted) that f(m) has a unique minimum for m ≥ 0
(cf. Proposition 3.2), and that the sign of f ′(0) dictates whether or not the optimal
margin size is positive (cf. Proposition 3.3).
Proposition 3.5. For any t > 0, µˆ1 > 0 and σ > 0, f(m) has a unique local
minimum, m∗, for m ≥ 0.
Proposition 3.6. If f ′(0) ≥ 0, then m∗ = 0. If f ′(0) < 0, then m∗ is the unique
solution to the equation
B
(
Φ
(
m+ µˆ1
σ
)
− Φ
(−m
σ
))
−A+Bm
σ
(
φ
(
m+ µˆ1
σ
)
+ φ
(−m
σ
))
= 0, (3.16)
and m∗ > 0.
Next, we derive a result that is analogous to Proposition 3.3 and Theorem 3.1 in
the 1D case. The derivative of f(m) with respect to m is
f ′(m) =
B(Φ(m+µˆ1
σ
)− Φ(−m
σ
))− A+Bm
σ
(φ(m+µˆ1
σ
) + φ(−m
σ
))
(Φ(m+µˆ1
σ
)− Φ(−m
σ
))2
and the numerator of f ′(m) at m = 0 is
B
(
Φ
(
µˆ1
σ
)
− Φ(0)
)
− A
σ
(
φ
(
µˆ1
σ
)
+ φ(0)
)
= pi(t/2)2
(
2
∫ µˆ1
σ
0
φ(x)dx− µˆ1 + 2t/3
σ
(
φ
(
µˆ1
σ
)
+ φ(0)
))
. (3.17)
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Note the difference between this expression and the corresponding one from the 1D
case (equation (3.4) with m = 0). While the µˆ1 appears to be acting somewhat like
the t in the 1D case, there is still a t present in equation (3.17), so we cannot directly
simplify this expression to a function of one variable as before (cf. equation (3.6),
where u := t/σ). However, to overcome this complication, we parameterize t as a
multiple of µˆ1 through the relationship t = αµˆ1, for some parameter α, and then
define u := µˆ1/σ. With this definition of u and the parameterization of t in terms of
µˆ1, we can write the right hand side of equation (3.17) (without the leading constant)
as
hα(u) := 2
∫ u
0
φ(x)dx− u
(
1 +
2
3
α
)
(φ(u) + φ(0)). (3.18)
Proposition 3.7. There exists a unique solution (α∗, u) to the system of equations
hα(u) = 0, h
′
α(u) = 0
in the two variables α and u, respectively. Furthermore, for 0 < α < α∗, there exist
two positive solutions, u∗1,α and u
∗
2,α (assume u
∗
1,α < u
∗
2,α) to the equation hα(u) = 0.
For u ∈ (u∗1,α, u∗2,α), hα(u) > 0, and for u 6∈ [u∗1,α, u∗2,α], hα(u) < 0.
Proof : First, we determine the conditions under which hα(u) has positive roots, by
exploring the structure of h′α(u). Then, we will show the existence and uniqueness of
α∗ and u.
The derivative of hα(u) is
h′α(u) = 2φ(u)−
(
1 +
2
3
α
)
(φ(u) + φ(0))− u
(
1 +
2
3
α
)
(−uφ(u))
= 2φ(u) + (u2 − 1)
(
1 +
2
3
α
)
φ(u)−
(
1 +
2
3
α
)
φ(0),
and
h′α(0) = −
4
3
αφ(0).
Thus, for any α > 0, hα(u) is strictly decreasing for u sufficiently close to 0. Also,
note that hα(0) = 0 and limu→∞ hα(u) = −∞.
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Now, we would like to explore the positive roots of h′α(u), since this will give us
information about hα(u).
h′α(u) = 0
⇔ 2φ(u) + (u2 − 1)
(
1 +
2
3
α
)
φ(u) =
(
1 +
2
3
α
)
φ(0)
⇔ e−u
2
2
(
u2 − 1 + 2
1 + 2α
3
)
= 1
⇔ 2x− 1 + 2
1 + 2α
3
= ex,
for x = u2/2. Hence, the roots of h′α(u) correspond to the intersections between the
exponential function ex and the linear function lα(x) = 2x− 1+ 6/(3 + 2α). We now
characterize these intersection points.
If α = 0, then lα(x) = 2x + 1, which intersects with e
x at the origin and at one
positive x. The functions ex and lα(x) are tangent at x = ln 2, which corresponds to
the case when α = α := 3/(3 − ln 4) − 3/2 ≈ 0.359 in lα(x). As α increases, lα(x)
decreases, thus, for 0 < α < α, ex and lα(x) have two positive intersection points,
which implies that h′α(u) has two positive roots. Let us denote these roots as u1,α and
u2,α, where u1,α < u2,α. Moreover, by comparing e
x and lα(x) when 0 < α < α, we can
see that lα(x) < e
x for x < u1,α and for x > u2,α, and lα(x) > e
x for u1,α < x < u2,α.
For α = α, h′α(u) has one positive root (where e
x and lα(x) are tangent), and for
α > α, h′α(u) has no positive roots.
We now use this information on h′α(u), coupled with the knowledge that h
′
α(0) < 0
for α > 0 and h′α(u)→ −∞ as u→∞, to describe hα(u). If α ≥ α (hα(u) has at most
one positive stationary point), then hα(u) must be negative for u > 0. If 0 < α < α,
then hα(u) has two stationary points at u1,α and u2,α. Since lα(x) < e
x for x < u1,α
and lα(x) > e
x for u1,α < x < u2,α, then u1,α is a strict local minimum of hα(u).
By a similar argument, u2,α is a strict local maximum of hα(u). Figure 3-5 plots the
function hα(u) for different values of α.
By examining hα(u) we see that it is decreasing in α. Thus, we search for the
existence of an α∗ in the interval (0, α) such that hα∗(u) is tangent to the u-axis at
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Figure 3-5: The function hα(u) for different values of α.
some point u. At such an α∗, given the structure of hα(u) that we have established
already, hα∗(u) will be tangent to the u-axis at exactly its local maximum. Since
hα(u) is decreasing in α, this implies that for 0 < α < α
∗, hα(u) will have two
positive roots, and for α > α∗, it will have none.
Solving for α in the equation h′α(u) = 0, we get
α(u) =
−2φ(u)− (u2 − 1)φ(u) + φ(0)
2
3
(u2 − 1)φ(u)− 2
3
φ(0)
=
−(u2 + 1)φ(u) + φ(0)
2
3
(u2 − 1)φ(u)− 2
3
φ(0)
,
and substituting this in place of α in the expression for hα(u) gives us
hα(u)(u) = Φ(u)− Φ(−u)− u
(
1 +
2
3
· −(u
2 + 1)φ(u) + φ(0)
2
3
(u2 − 1)φ(u)− 2
3
φ(0)
)
(φ(u) + φ(0))
= Φ(u)− Φ(−u) + 2uφ(u)(φ(u) + φ(0))
(u2 − 1)φ(u) + φ(0) .
Let us define H(u) := hα(u)(u). We now show that H(u) has exactly one positive
root (H(u) also has a root at u = 0). First, note that since uφ(u) → 0 as u → ∞,
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H(u) → 1 as u → ∞. Also, by taking derivatives (not shown), we determine that
the lowest order derivative of H(u) that is not equal to zero at u = 0 is the third
derivative, and it can be shown to be
H(3)(0) = −
√
2
pi
< 0.
Thus, by the intermediate value theorem (since H(u) is continuous for u ≥ 0), H(u)
has at least one positive root. In fact, we show that H(u) has exactly one positive
root. By construction, a root of H(u) is a simultaneous root of hα(u) and h
′
α(u). By
considering the structure of hα(u) that we have already established, the only possible
u where this can be achieved is at the unique strict local maximum of hα(u). Hence,
H(u) has exactly one positive root, which we denote as u. Using u, we can define the
threshold value of α, which we denoted as α∗ above, to be
α∗ =
3
2
(
Φ(u)− Φ(−u)
u(φ(u) + φ(0))
− 1
)
.
Thus, for α = α∗, hα(u) ≤ 0 and is tangent to the u-axis at u, which is a strict
local maximum of hα(u). Since hα(u) is decreasing in α, for 0 < α < α
∗, hα(u) will
be positive at its strict local maximum. As a result of the continuity of hα(u), for
0 < α < α∗, hα(u) will have two positive roots, which we denote as u∗1,α and u
∗
2,α
(assume u∗1,α < u
∗
2,α), and will be positive for u ∈ (u∗1,α, u∗2,α).
Using this proposition, we now derive the thresholds that separate the cases when
the optimal margin size will be positive or not.
Theorem 3.6. Let α∗, u∗1,α, u
∗
2,α, and u be as defined in Proposition 3.7. Then, if
0 < α < α∗, the optimal margin size, m∗, is positive if µˆ1/σ < u∗1,α or µˆ1/σ > u
∗
2,α,
and zero if u∗1,α ≤ µˆ1/σ ≤ u∗2,α. If α = α∗, the optimal margin size is positive if
µˆ1/σ 6= u, and zero if µˆ1/σ = u. If α > α∗, the optimal margin size is always
positive. In the cases where the optimal margin size is positive, m∗ is the unique
solution to equation (3.16).
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Proof : The sign of hα(u) corresponds to the sign of f
′(0). Hence, from Proposi-
tion 3.7, if 0 < α < α∗, f ′(0) ≥ 0 for u ∈ [u∗1,α, u∗2,α]. This implies that the optimal
margin size is zero. If 0 < α < α∗ and u 6∈ [u∗1,α, u∗2,α], then f ′(0) < 0, and the optimal
margin size is positive. If α = α∗ and u 6= u, then f ′(0) < 0, which implies that the
optimal margin size is positive. Finally, if α > α∗, then f ′(0) < 0, which implies the
optimal margin size is positive. The optimal margin size is the unique positive root
of f ′(m) = 0, which is equivalent to (3.16).
Numerically, we find that u = 1.500 and α∗ = 0.139. Note that the structure
of hα(u) is very similar to the corresponding function (3.6) in the 1D case, with the
only difference being the factor of 2α/3. This extra term changes the structure of
f ′(0) significantly, resulting in an additional α-threshold, that is needed to classify
the margin thresholds. If 0 < α < α∗ = 0.139, then t < 0.139µˆ1, which means that
the effective tumor is long and skinny (its length is at least ∼8 times its width). In
this situation, there are some intermediate values of the ratio t/σ (those between u∗1,α
and u∗2,α) where the optimal margin size is zero, but otherwise, the optimal margin
size is positive.
Table 3.3 summarizes the possible combinations between values of α and values
of the optimal margin size, m∗.
Table 3.3: The relationship between α (the multiplicative factor in the relation t =
αµˆ1) and m
∗ (the optimal margin size). A check (X) indicates that the outcome is
possible, while a cross (×) indicates that the outcome is not possible.
0 < α ≤ α∗ α > α∗
m∗ > 0 X X
m∗ = 0 X ×
Figure 3-6 illustrates the relationship between the optimal margin size and the
tumor size for different values of α.
Next, we will move beyond a simple margin intensity map, and consider intensity
modulation in one-dimension. We add edge-enhancements to our framework and
derive results similar to those we have found for the 1D margin case.
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Figure 3-6: The ratio of the optimal margin size to σ as a function of the ratio of
tumor size to σ for a 3D tumor, for different values of α.
3.5 Optimal edge-enhancements
In this section, we generalize the analysis from Section 3.1 by considering intensity
maps that allow intensity modulation in the edge region of the tumor. These “edge-
enhancements” give us the flexibility to scale the intensity delivered around the edge
of the tumor without modifying the intensity near the middle of the tumor. Our
analysis in this section is motivated by the structure of the robust solution that was
observed in Section 2.6 (cf. Figure 2-9). The basic problem setup involves a tumor
of length t that is subject to Gaussian motion. However, in addition to the margin
variable m from the previous sections, we now introduce a variable l that describes
the width of the part of the edge-enhancement that extends into the tumor, as well a
variable h that describes the height of the edge-enhancements above the desired dose
level. The part of the intensity map that is not edge-enhanced remains at the desired
dose level - there is no scaling of the intensity in this region. Due to the symmetry
of the Gaussian distribution, we only consider symmetric intensity maps. Figure 3-7
illustrates the relevant variables associated with an edge-enhanced intensity map.
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Figure 3-7: An edge-enhanced intensity map.
Note one minor difference between h and the scaling factor γ from the margin
problem. The variable h represents the amount of intensity delivered above the re-
quired dose level, whereas the scaling factor γ is a multiplicative factor that scales
the entire intensity map. For example, h = 1 means that the maximum height of the
edge-enhanced intensity map is 2, whereas γ = 1 means that the maximum height of
the margin intensity map is 1.
We assume that the beam is centered on the tumor, where the origin of our
coordinate system is located. We let T (0) := [−t/2, t/2] denote the tumor centered
at the origin. We also define E(µ) to be the location of the edge-enhancements when
the intensity map is centered at µ. Using the variables m and l, we may write E(µ)
as
E(µ) = [−t/2−m+ µ,−t/2 + l + µ] ∪ [t/2− l + µ, t/2 +m+ µ].
We constrain l to be at most t/2, since the two edge-enhancements would overlap if
l > t/2. Furthermore, the special case where l = t/2 is exactly the margin problem
from the previous subsection (except for the slight notational difference between h
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and γ mentioned earlier).
The goal of this section is to derive bounds on the ratio t/σ that characterize the
structure of the resulting intensity maps.
3.5.1 Summary and Highlights
In this section, we show that if 0 ≤ t/σ ≤ 2.109, then a locally-optimal solution
involves a scaling of the entire static intensity map, with no separate intensity mod-
ulation over the edge of the tumor and no positive margin. If t/σ > 2.109, we show
that an edge-enhanced solution (where the optimal l is strictly less than t/2) will al-
ways outperform a non-edge-enhanced solution. In particular, if 2.109 < t/σ ≤ 2.281,
then there exists a locally-optimal solution that exhibits edge-enhancements and no
positive margin. Finally, we conjecture that the locally-optimal solutions presented in
this chapter are globally-optimal solutions, and that there will only be one threshold
(at 2.109) that separates the cases when the globally-optimal solution will exhibit
intensity modulation or not.
3.5.2 Analysis
We define the static intensity map, δm,l,h(x), to be
δm,l,h(x) =

1, x ∈ T (0)\E(0),
1 + h, x ∈ E(0),
0, otherwise.
Convolving δm,l,h(x) with a Gaussian distribution with mean µ and standard de-
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viation σ, we can write the delivered dose dm,l,h(y;µ, σ), as a function of y, as
dm,l,h(y;µ, σ) =
∫ ∞
−∞
δm,h,l(y − x)p(x)dx
=
∫ y+t/2−l
y−t/2+l
p(x)dx+
∫ y−t/2+l
y−t/2−m
(1 + h)p(x)dx+
∫ y+t/2+m
y+t/2−l
(1 + h)p(x)dx
= Φ
(
y + t/2− l − µ
σ
)
− Φ
(
y − t/2 + l − µ
σ
)
+ (1 + h)
[
Φ
(
y − t/2 + l − µ
σ
)
− Φ
(
y − t/2−m− µ
σ
)]
+ (1 + h)
[
Φ
(
y + t/2 +m− µ
σ
)
− Φ
(
y + t/2− l − µ
σ
)]
= (1 + h)Φ
(
y + t/2 +m− µ
σ
)
− hΦ
(
y + t/2− l − µ
σ
)
+ hΦ
(
y − t/2 + l − µ
σ
)
− (1 + h)Φ
(
y − t/2−m− µ
σ
)
.
The total dose delivered is simply the area under the edge-enhanced intensity map,
which is
f(m, l, h) := 2(m+ l)(1 + h) + t− 2l
= t+ 2m+ 2(m+ l)h.
(3.19)
Hence, we can pose our problem as the following mathematical program (as in earlier
sections, we set µ = 0, without loss of generality)
minimize
m,l,h
2(m+ l)(1 + h) + t− 2l
subject to dm,l,h(y; 0, σ) ≥ 1, ∀ y ∈ [−t/2, t/2],
l ≤ t/2,
m, l, h ≥ 0.
(3.20)
As in the margin problem presented in Section 3.1, we will simplify formula-
tion (3.20) by showing that the set of constraints
dm,l,h(y; 0, σ) ≥ 1, ∀ y ∈ [−t/2, t/2]
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is equivalent to a single constraint involving a particular y on the boundary of T (0).
This shows that for any edge-enhanced solution, the only part of the tumor we need
to worry about underdosing is the edge of the tumor.
Due to the inherent symmetry in our setup, we focus on just one side of the tumor
(y ≥ 0). Without loss of generality, and for notational simplicity, we assume σ = 1.
We allow a slight abuse of notation by writing dm,l,h(y) in place of dm,l,h(y; 0, 1). First,
we establish properties about the shape of the dose distribution dm,l,h(y).
Lemma 3.4. If 0 ≤ a ≤ b, then
a sinh bx cosh ax− b sinh ax cosh bx ≤ 0,
for all x ≥ 0, with equality at x = 0.
Proof : Let g(x) := a sinh bx cosh ax− b sinh ax cosh bx. Since g(0) = 0, it suffices to
show that g(x) is a nonincreasing function of x for x ≥ 0. The derivative of g(x) is
g′(x) = ab cosh bx cosh ax+ a2 sinh ax sinh bx− ab cosh ax cosh bx− b2 sinh ax sinh bx
= −(b2 − a2) sinh ax sinh bx,
which is clearly nonpositive for x ≥ 0.
Lemma 3.5. If 0 ≤ a ≤ b,
b sinh ax ≤ a sinh bx,
for all x ∈ R, with equality holding at x = 0. Furthermore, for b > 0, sinh ax/ sinh bx
is a decreasing function of x for x > 0 and an increasing function of x for x < 0.
Proof : The case where b = 0 is trivial, so assume b > 0. Let g(x) := sinh ax/ sinh bx.
Using L’Hoˆpital’s rule, limx→0 g(x) = a/b. Then, since g(x) is an even function of x,
it is sufficient to show that g′(x) ≤ 0 for all x ≥ 0. The derivative of g(x) is
g′(x) =
a sinh bx cosh ax− b sinh ax cosh bx
sinh2 bx
,
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which is nonpositive, from Lemma 3.4.
Using the lemmas just established, we can show that dm,l,h(y) is a quasiconcave
function of y for y ≥ 0.
Theorem 3.7. For t > 0, m ≥ 0 and l ∈ [0, t/2], dm,l,h(y) is a quasiconcave function
of y for y ≥ 0.
Proof : Recall the form of dm,l,h(y),
dm,l,h(y) = (1 + h) (Φ(y + t/2 +m)− Φ(y − t/2−m))
− h (Φ(y + t/2− l)− Φ(y − t/2 + l)) .
Let us consider the following two mutually exclusive and collectively exhaustive
scenarios. Either
e−
1
2
((t/2+m)2−(t/2−l)2) ≥ h
1 + h
· t/2− l
t/2 +m
(3.21)
or
e−
1
2
((t/2+m)2−(t/2−l)2) <
h
1 + h
· t/2− l
t/2 +m
. (3.22)
We will show that dm,l,h(y) is quasiconcave for 0 ≤ y ≤ t/2 in both cases. In particu-
lar, dm,l,h(y) is decreasing when the first inequality holds, and it is increasing and then
possibly decreasing when the second inequality holds. For notational convenience, let
us define a := t/2 − l and b := t/2 + m. Clearly, b ≥ a ≥ 0 and b > 0. The first
derivative of dm,l,h(y) with respect to y is
d′m,l,h(y) = (1 + h)φ(y + t/2 +m)− hφ(y + t/2− l)
+ hφ(y − t/2 + l)− (1 + h)φ(y − t/2−m).
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Suppose inequality (3.21) holds. Then
e−
1
2
(b2−a2) ≥ h
1 + h
· a
b
≥ h
1 + h
· sinh ay
sinh by
=
h
1 + h
· e
−ay − eay
e−by − eby
=
h
1 + h
· e
−ay − eay
e−by − eby ·
e−
1
2
(a2+y2+b2)
e−
1
2
(a2+y2+b2)
=
h
1 + h
· e
− 1
2
(a+y)2 − e− 12 (a−y)2
e−
1
2
(b+y)2 − e− 12 (b−y)2 ·
e−
1
2
b2
e−
1
2
a2
=
h
1 + h
· φ(y + a)− φ(y − a)
φ(y + b)− φ(y − b) · e
− 1
2
(b2−a2),
where the second inequality comes from Lemma 3.5. Since φ(y + b) − φ(y − b) is
negative for y ≥ 0,
d′m,l,h(y) = (1 + h)(φ(y + b)− φ(y − b))− h(φ(y + a)− φ(y − a)) ≤ 0.
In other words, dm,l,h(y) is decreasing for y ≥ 0.
For the second case, suppose inequality (3.22) holds:
e−
1
2
(b2−a2) <
h
1 + h
· a
b
.
Recall from Lemma 3.5 that sinh ay/ sinh by is decreasing for y > 0 and equals a/b at
y = 0. Therefore, the function h sinh ay/((1+h) sinh by) must cross e−
1
2
(b2−a2) at most
once, which (from the above chain of equalities) implies that dm,l,h(y) is increasing
and then possibly decreasing for y ≥ 0.
With knowledge of the shape of the dose distribution corresponding to any edge-
enhanced intensity map, we may now focus on the parts of the tumor that are most
susceptible to being underdosed.
Corollary 3.3. For 0 ≤ y ≤ t/2, dm,l,h(y) is minimized at y = 0 or y = t/2.
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Proof : Since dm,l,h(y) is quasiconcave for y ≥ 0, the minimum of dm,l,h(y) on [0, t/2]
occurs at an extreme point of the interval [0, t/2]. Hence, dm,l,h(y) is minimized at 0
or t/2.
Corollary 3.3 implies that it is sufficient to ensure tumor coverage at only three
points: y = −t/2, y =, 0 and y = t/2. If these three points receive enough dose, then
the entire tumor will receive enough dose. Of course, due to symmetry, we only need
to consider one of t/2 and −t/2.
Substituting y = t/2 and y = 0 into the expression for dm,l,h(y) gives
dm,l,h(t/2) = (1 + h)Φ(t+m)− hΦ(t− l)
+ hΦ(l)− (1 + h)Φ(−m)
and
dm,l,h(0) = (1 + h)Φ(t/2 +m)− hΦ(t/2− l)
+ hΦ(−t/2 + l)− (1 + h)Φ(−t/2−m),
respectively. Hence, the mathematical program (3.20) is equivalent to
minimize
m,l,h
t+ 2m+ 2(m+ l)h
subject to dm,l,h(0) ≥ 1,
dm,l,h(t/2) ≥ 1,
l ≤ t/2,
m, l, h ≥ 0,
(3.23)
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or more explicitly
minimize
m,l,h
t+ 2m+ 2(m+ l)h
subject to (1 + h)(Φ(t/2 +m)− Φ(−t/2−m))− h(Φ(t/2− l)− Φ(−t/2 + l)) ≥ 1,
(1 + h)(Φ(t+m)− Φ(−m))− h(Φ(t− l)− Φ(l)) ≥ 1,
l ≤ t/2,
m, l, h ≥ 0.
(3.24)
It turns out that formulation (3.24) can be simplified further. Indeed, we will show
that we may drop the constraint dm,l,h(0) ≥ 1 without affecting the feasible region.
In effect, this means that we only need to be concerned with underdosing the tumor
at its edge. As long as the edge of the tumor receives enough dose, the middle of the
tumor is guaranteed to receive enough as well for any edge-enhanced intensity map.
Conversely, if the middle of the tumor is underdosed, then the edge of the tumor will
also be underdosed.
We first make some definitions for notational convenience.
Definition 3.1. For any t > 0,m ≥ 0, and 0 ≤ l ≤ t/2,
1. am := Φ(m+ t/2)− Φ(−m− t/2).
2. bl := Φ(t/2− l)− Φ(−t/2 + l).
3. cm := Φ(m+ t)− Φ(−m).
4. dl := Φ(t− l)− Φ(l).
The following relationships between the functions am, bl, cm, dl are straightforward
to show, so the proofs are omitted.
Lemma 3.6. For any t > 0,m ≥ 0, and 0 ≤ l ≤ t/2,
1 ≥ am ≥ bl ≥ dl,
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and
1 ≥ am ≥ cm ≥ dl.
Using the functions from Definition 3.1, we now show that we may drop the
constraint dm,l,h(0) ≥ 1 in formulation (3.23) or (3.24).
Theorem 3.8. For any t > 0,m ≥ 0, and 0 ≤ l ≤ t/2, if dm,l,h(t/2) ≥ 1, then
dm,l,h(0) ≥ 1.
Proof : Let us first consider the case where m = l = 0. In this case,
d0,0,h(t/2) = Φ(t)− Φ(0),
d0,0,h(0) = Φ(t/2)− Φ(−t/2).
Thus, to prove the result, it suffices to show that Φ(t/2) − Φ(−t/2) ≥ Φ(t) − Φ(0),
which is straightforward because
Φ(t/2)− Φ(−t/2)
2
=
2Φ(t/2)− 1
2
= Φ(t/2)− 1/2
≥ Φ(t) + Φ(0)
2
− 1/2
=
Φ(t)− Φ(0)
2
,
where the first equality comes from the symmetry of the Gaussian pdf and the in-
equality comes from the concavity of Φ(t) for t ≥ 0.
Now, let us consider the case when not both m = 0 and l = 0. If dm,l,h(t/2) ≥ 1,
then
h ≥ 1− Φ(m+ t) + Φ(−m)
Φ(m+ t)− Φ(−m)− Φ(t− l) + Φ(l)
(note that the denominator is strictly positive when either m > 0 or l > 0), which
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implies
dm,l,h(0) ≥ Φ(m+ t/2)− Φ(−m− t/2) + 1− Φ(m+ t) + Φ(−m)
Φ(m+ t)− Φ(−m)− Φ(t− l) + Φ(l)
· (Φ(m+ t/2)− Φ(−m− t/2)− Φ(t/2− l) + Φ(−t/2 + l)) .
Hence, to show dm,l,h(0) ≥ 1, it is sufficient to show (recall Definition 3.1)
F (m, l) := am +
1− cm
cm − dl (am − bl) ≥ 1,
for all m ≥ 0 and 0 ≤ l ≤ t/2. To show this inequality, first note that for t > 0 and
0 ≤ l ≤ t/2,
lim
m→∞
F (m, l) = 1, (3.25)
since am, cm → 1 as m → ∞. Thus, it suffices to establish that for any t > 0 and
0 ≤ l ≤ t/2, F (m, l) is a nonincreasing function of m for m ≥ 0. To see why this is
sufficient, suppose that F (m, l) is nonincreasing in m and that F (m, l) < 1 for some
m > 0. Then, as a consequence of the limit (3.25), there exists an M such that for
m ≥ M , F (m, l) > F (m, l). This implies that F (m, l) must be strictly increasing
over some subset of (m,M), which is a contradiction.
To complete the proof, we prove a series of claims that, when taken together,
establish that F (m, l) is a nonincreasing function of m for any t > 0 and 0 ≤ l ≤ t/2.
The claims are listed below:
1. For any m ≥ 0, the inequality ∂F (m, l)/∂m ≤ 0 is equivalent to G(m, l) :=
(am − bl)c′m − (cm − dl)a′m ≥ 0.
2. G(0, l) ≥ 0.
3. G(m, l)→ 0 as m→∞.
4. G(m, l) ≥ 0 for all m that satisfy ∂G(m, l)/∂m = 0.
5. To establish the previous claim (Claim 4), it is sufficient to show to g(m, l) :=
(cm − dl)φ(m+ t/2)− (am − bl)φ(m+ t) ≥ 0, for any m ≥ 0.
116
6. g(0, l) ≥ 0.
7. g(m, l)→ 0 as m→∞.
8. g(m, l) ≥ 0 for all m that satisfy ∂g(m, l)/∂m = 0.
The first claim establishes a necessary and sufficient condition for F (m, l) to be
nonincreasing in m. The next three claims together prove that G(m, l) ≥ 0 for all
m ≥ 0. The fifth claim establishes a necessary and sufficient condition for the fourth
claim. The final three claims are used to prove the fifth claim. Before we proceed
with the proof of these eight claims, let us show how Claims 2, 3, and 4 establish that
G(m, l) ≥ 0 for all m ≥ 0. Suppose there exists some mˆ > 0 such that G(mˆ, l) < 0.
Note that G(m, l) is a continuous and differentiable function of m. Since G(0, l) ≥ 0,
there exists some m1 < mˆ such that G(m1, l) < 0 and ∂G(m1, l)/∂m < 0. Also,
since G(m, l)→ 0 as m→∞, there exists some m2 > mˆ such that G(m2, l) < 0 and
∂G(m2, l)/∂m > 0. By the intermediate value theorem, there exists an m ∈ (m1,m2)
such that ∂G(m, l)/∂m = 0 and, by continuity, G(m, l) < 0, which is a contradiction
to Claim 4. A similar argument can be used to show how Claim 5 follows from Claims
6, 7, and 8.
Finally, we prove the eight claims.
Proof of Claim 1
F (m, l) =
am(cm − dl) + am − bl − amcm + blcm
cm − dl
=
am(1− dl)− bl(1− cm)
cm − dl .
Taking the partial derivative of F (m, l) with respect to m,
∂F
∂m
=
a′m(1− dl)(cm − dl) + blc′m(cm − dl)− am(1− dl)c′m + bl(1− cm)c′m
(cm − dl)2
=
a′m(1− dl)(cm − dl)− c′m(−bl(cm − dl) + am(1− dl)− bl(1− cm))
(cm − dl)2
=
a′m(1− dl)(cm − dl)− c′m(am − bl)(1− dl)
(cm − dl)2 ,
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which is clearly nonpositive if and only if (since dl ≤ 1)
(am − bl)c′m ≥ (cm − dl)a′m.
Proof of Claim 2
For any 0 ≤ l ≤ t/2,
G(0, l) = (a0 − bl)c′0 − (c0 − dl)a′0
= (Φ(t/2)− Φ(−t/2)− Φ(t/2− l) + Φ(−t/2 + l))(φ(t) + φ(0))
− (Φ(t)− Φ(0)− Φ(t− l) + Φ(l))2φ(t/2).
At l = 0, G(0, 0) = 0, so it suffices to show that G(0, l) is a nondecreasing function
of l for 0 ≤ l ≤ t/2 and t > 0. The derivative of G(0, l) with respect to l is
dG(0, l)
dl
= 2φ(t/2− l)(φ(t) + φ(0))− (φ(t− l) + φ(l))2φ(t/2),
and the nonnegativity of this expression is equivalent to
φ(t− l) + φ(l)
φ( t
2
− l) ≤
φ(t) + φ(0)
φ( t
2
)
.
This inequality holds with equality when l = 0, so all we need to show is that the
left hand side is a nonincreasing function of l for 0 ≤ l ≤ t/2. The left hand side as
a function of l can be written as
φ(t− l) + φ(l)
φ( t
2
− l) =
e−
1
2
(t−l)2 + e−
1
2
l2
e−
1
2
( t
2
−l)2
=
e−
1
2
(−2tl+t2) + 1
e−
1
2
(−tl+ t2
4
)
= e
tl
2
− 3t2
8 + e
−tl
2
+ t
2
8 .
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Finally, taking the derivative of the left hand side function
d
dl
(
e
tl
2
− 3t2
8 + e
−tl
2
+ t
2
8
)
=
t
2
e
tl
2
− 3t2
8 − t
2
e
−tl
2
+ t
2
8
=
t
2
e
−tl
2
+−3t
2
8 (etl − e t
2
2 )
≤ 0,
for 0 ≤ l ≤ t/2.
Proof of Claim 3
This claim is straightforward since
a′m = 2φ(m+ t/2)
c′m = φ(m+ t) + φ(m)
and both expressions go to zero as m approaches infinity.
Proof of Claim 4
Using Claims 6, 7, and 8, we can establish the inequality in Claim 5, which, as we
show next, is equivalent to Claim 4.
Proof of Claim 5
The partial derivative of G(m, l) with respect to m is
∂G
∂m
(m, l) = (am − bl)c′′m − (cm − dl)a′′m
= −(am − bl)((m+ t)φ(m+ t) +mφ(m)) + (cm − dl)2(m+ t/2)φ(m+ t/2)
= −mG(m, l)− (am − bl)tφ(m+ t) + (cm − dl))tφ(m+ t/2).
Suppose that m satisfies ∂G(m, l)/∂m = 0. Then,
mG(m, l)
t
= −(am − bl)φ(m+ t) + (cm − dl)φ(m+ t/2).
If the condition in Claim 5 holds, then G(m, l) ≥ 0, which establishes Claim 5.
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Proof of Claim 6
To show g(0, l) ≥ 0 for any 0 ≤ l ≤ t/2, first note that g(0, 0) = 0. Hence, it
suffices to show that g(0, l) is a nondecreasing function of l for 0 ≤ l ≤ t/2.
∂g(0, l)
∂l
= (φ(t− l) + φ(l))φ(t/2)− 2φ(t/2− l)φ(t)
=
e−
1
2
(t−l)2 + e−
1
2
l2
e−
1
2
( t
2
−l)2 −
2e−
1
2
t2
e−
1
2
( t
2
)2
=
etl−
t2
2 + 1
e−
t2
8
+ tl
2
− 2e− 38 t2
= e−
3
8
t2e−
tl
2
(
etl + e
t2
2 − 2e tl2
)
.
The expression
etl + e
t2
2 − 2e tl2
is nonnegative at l = 0, and its derivative with respect to l is
telt − te lt2 ,
which is nonnegative for all l ≥ 0. Hence, g(0, l) is a nondecreasing function of l for
0 ≤ l ≤ t/2.
Proof of Claim 7
This is obvious since φ(m+ t/2) and φ(m+ t) converge to zero as m approaches
infinity.
Proof of Claim 8
The partial derivative of g(m, l) with respect to m is
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∂g(m, l)
∂m
= (φ(m+ t) + φ(m))φ(m+ t/2) + (cm − dl)(−m− t/2)φ(m+ t/2)
− 2φ(m+ t/2)φ(m+ t)− (am − bl)(−m− t)φ(m+ t)
= (−m− t)g(m, l) + φ(m+ t/2)(cm − dl)t/2
+ (φ(m+ t) + φ(m))φ(m+ t/2)− 2φ(m+ t/2)φ(m+ t).
If m satisfies ∂g(m, l)∂m = 0, then
(m+ t)g(m, l) = (φ(m+ t) + φ(m))φ(m+ t/2)
− 2φ(m+ t/2)φ(m+ t) + φ(m+ t/2)(cm − dl)t/2
= φ(m+ t/2)(φ(m)− φ(m+ t)) + φ(m+ t/2)(cm − dl)t/2,
which is nonnegative since φ(m) > φ(m+ t) for any m ≥ 0.
Using Theorem 3.8, the optimization problem (3.24) can be simplified to
minimize
m,l,h
t+ 2m+ 2(m+ l)h
subject to (1 + h)(Φ(t+m)− Φ(−m))− h(Φ(t− l)− Φ(l)) ≥ 1,
l ≤ t/2,
m, l, h ≥ 0.
(3.26)
We can further simplify formulation (3.26) by noting that the main constraint is tight
at an optimal solution.
Lemma 3.7. There exists an optimal solution to (3.26) at which the constraint
(1 + h)(Φ(t+m)− Φ(−m))− h(Φ(t− l)− Φ(l)) ≥ 1 (3.27)
is tight.
Proof : The coefficient of h in the objective function of formulation (3.26) is nonneg-
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ative. The coefficient of h in (3.27),
Φ(t+m)− Φ(−m)− Φ(t− l) + Φ(l),
is positive. Hence, any solution (m, l, h) that satisfies (3.27) with a strict inequality,
will have cost no better than a solution (m, l, h − ²), for ² positive and sufficiently
small.
Solving for h when equation (3.27) is satisfied with equality,
h =
1− Φ(t+m) + Φ(−m)
Φ(t+m)− Φ(−m)− Φ(t− l) + Φ(l)
and substituting it back into the objective function, we arrive at an unconstrained
problem over the positive quadrant (together with the additional constraint l ≤ t/2).
The new objective function is
f(m, l) := t+ 2m+ 2(m+ l)
1− Φ(t+m) + Φ(−m)
Φ(t+m)− Φ(−m)− Φ(t− l) + Φ(l)
= t− 2l + 2(m+ l) 1− Φ(t− l) + Φ(l)
Φ(m+ t)− Φ(−m)− Φ(t− l) + Φ(l)
= t+
2m(1− Φ(t− l) + Φ(l)) + 2l(1− Φ(m+ t) + Φ(−m))
Φ(m+ t)− Φ(−m)− Φ(t− l) + Φ(l) .
For future reference, its partial derivatives are
∂f(m, l)
∂m
=
Φ(m+ t)− Φ(−m)− Φ(t− l) + Φ(l)− (m+ l)(φ(m+ t) + φ(−m))
(Φ(m+ t)− Φ(−m)− Φ(t− l) + Φ(l))2
· 2(1− Φ(t− l) + Φ(l)) (3.28)
∂f(m, l)
∂l
=
Φ(m+ t)− Φ(−m)− Φ(t− l) + Φ(l)− (m+ l)(φ(t− l) + φ(l))
(Φ(m+ t)− Φ(−m)− Φ(t− l) + Φ(l))2
· 2(1− Φ(m+ t) + Φ(−m)). (3.29)
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For completeness, the optimization problem (3.26) in its simplest form is
minimize
m,l
f(m, l)
subject to l ≤ t/2,
m, l ≥ 0.
(3.30)
As we mentioned in the beginning of the subsection, setting l = t/2 recovers the
margin problem from Section 3.1. We can check this by noting that
f(m, t/2) = t+
2m(1− Φ(t/2) + Φ(t/2)) + t(1− Φ(m+ t) + Φ(−m))
Φ(m+ t)− Φ(−m)− Φ(t/2) + Φ(t/2)
= t+
2m+ t(1− Φ(m+ t) + Φ(−m))
Φ(m+ t)− Φ(−m)
=
t+ 2m
Φ(m+ t)− Φ(−m) ,
which is the same as the objective function (3.3) from the margin problem.
Next, we establish that the ratio of t to σ can be used, as in the margin case,
to characterize the optimal edge-enhanced intensity maps for a particular problem
instance. Without a global characterization of f(m, l), we will focus on local optimal-
ity. Recall that we have assumed σ = 1 in this section. Hence, references to t should
be thought of as t/σ in general.
Theorem 3.9. If 0 ≤ t ≤ uˆ, a locally-optimal solution to the optimization prob-
lem (3.30) is (m∗, l∗) = (0, t/2), where uˆ is the unique positive solution to the equation
Φ(t)− Φ(0)− tφ(t/2) = 0. (3.31)
Proof : First, let us show that there is exactly one positive root of the function
h(t) := Φ(t)− Φ(0)− tφ(t/2).
The function h(t) is a continuous function of t, h(0) = 0 and limt→∞ h(t) = 1/2.
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Then, since
lim
t→0
h′(t) = lim
t→0
(
φ(t) + (
t2
4
− 1)φ(t/2)
)
= 0
lim
t→0
h′′(t) = lim
t→0
(
−tφ(t) + (3t
4
− t
3
16
)φ(t/2)
)
= 0
lim
t→0
h(3)(t) = lim
t→0
(
(t2 − 1)φ(t) + (3
4
− 3t
2
8
+
t4
64
)φ(t/2)
)
= −1
4
φ(0) < 0,
lim
t→∞
h(t) > 0,
the intermediate value theorem implies that there exists a positive root, uˆ, of h(t).
To show that uˆ is the only positive root of h(t), first note that
h′(t) = φ(t) +
(
t2
4
− 1
)
φ(t/2)
= e−
t2
8
(
e−
3t2
8 −
(
1− t
2
4
))
.
Since h′′(0) = 0 and h(3)(0) < 0, for t > 0 sufficiently small,
e−
3t2
8 ≤ 1− t
2
4
.
However, it is obvious that the reverse inequality holds for t sufficiently large, and
that these two functions only cross once on the positive axis at a point we denote as
u. This implies that h(t) is a quasiconvex function of t, and hence, h(t) has a unique
positive root at uˆ. Furthermore, h(t) ≤ 0 only for 0 ≤ t ≤ uˆ.
Numerically, uˆ = 2.10905. Since t ≤ uˆ < u∗ = 2.28089, Theorem 3.1 implies that
the optimal margin size (in the absence of edge-enhancements) is 0 and moreover,
that the partial derivative of f(m, l) with respect to m at (m, l) = (0, t/2) is strictly
positive. What remains is to show that at (m, l) = (0, t/2), ∂f(m, l)/∂l ≤ 0. In other
words, we need to show that adding intensity modulation (decreasing l from t/2) will
not improve the solution. The sign of
∂f(0, t/2)
∂l
=
2(1− Φ(t) + Φ(0))(Φ(t)− Φ(0)− tφ(t/2))
(Φ(t)− Φ(0))2
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is determined by the sign of h(t). Since h(t) ≤ 0 for 0 ≤ t ≤ uˆ, ∂f(0, t/2)/∂l ≤ 0 as
well.
Finally, consider an arbitrary directional derivative along the line l = t/2−αm for
some α ∈ (0,∞) at the point (0, t/2). Since we are moving in the negative l direction,
then the directional derivative will be a convex combination of −∂f(0, t/2)/∂l and
∂f(0, t/2)/∂m, which is positive since ∂f(0, t/2)/∂m is positive. Hence, (m∗, l∗) =
(0, t/2) is a locally optimal solution to problem (3.30).
The previous proposition shows that for t/σ sufficiently small, there exists a
locally-optimal solution that consists of a margin of size 0, and furthermore, the
added flexibility of having intensity modulation offers no advantage in terms of dose
reduction. Next, we show that the existence of a locally-optimal solution that exhibits
intensity modulation when t is larger than uˆ = 2.109. Before we do that, we state
a result that was proved in the course of proving Theorem 3.9, which will be useful
later.
Corollary 3.4. Let uˆ be defined as in Theorem 3.9. For 0 ≤ t ≤ uˆ,
2(Φ(t)− Φ(0))− tφ(t/2) ≤ 0,
with equality at t = uˆ, and for t > uˆ,
2(Φ(t)− Φ(0))− tφ(t/2) > 0.
Theorem 3.10. If uˆ < t ≤ u∗, a locally-optimal solution to problem (3.30) is m∗ = 0
and l∗, where l∗ is the unique solution to
Φ(t)− Φ(0)− Φ(t− l) + Φ(l)− l(φ(t− l) + φ(l)) = 0 (3.32)
on the interval (0, t/2).
Proof : Since t ≤ u∗, it is still not desirable to increase m from 0 at the point
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(m, l) = (0, t/2). However, since t > uˆ, Corollary 3.4 implies that
∂f(0, t/2)
∂l
> 0.
So by decreasing l from t/2, we can lower the objective function, which shows that
the solution (m, l) = (0, t/2) is not locally optimal. The optimal l is not 0 either,
since
∂f(0, 0)
∂l
= lim
l→0
2(1− Φ(t) + Φ(0))(Φ(t)− Φ(0)− Φ(t− l) + Φ(l)− l(φ(t− l) + φ(l)))
(Φ(t)− Φ(0)− Φ(t− l) + Φ(l))2
=
(1− Φ(t) + Φ(0))(−tφ(t))
(φ(t) + φ(0))2
< 0
for any t > 0, from repeated invocations of L’Hoˆpital’s rule. Thus, by the continuity
of ∂f(0, l)/∂l as a function of l, there exists an l ∈ (0, t/2) that satisfies
∂f(0, l)
∂l
= 0.
We now show that there is a unique solution, l∗, to the equation ∂f(0, l)/∂l = 0,
and that it is local minimum of f(0, l). The sign of ∂f(0, l)/∂l is determined (cf.
equation (3.29)) by the sign of the continuous function
g(l) := Φ(t)− Φ(0)− Φ(t− l) + Φ(l)− l(φ(t− l) + φ(l)).
The derivative of g(l) is
g′(l) = l(lφ(l)− (t− l)φ(t− l)).
It can be shown that g(0) = g′(0) = 0, g′′(0) < 0 and g(t/2) = Φ(t)−Φ(0)−tφ(t/2) >
0 (from Corollary 3.4 for t > uˆ), thus, there must be at least one root of g(l) for
0 < l < t/2. We wish to show that g(l) has exactly one root in the interval (0, t/2),
and therefore it is sufficient to show that g′(l) has a unique root in the same interval
(if g(l) has two roots in the interval (0, t/2), then g(l) must “change directions” at
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least twice, which means that it would have at least two stationary points). First, we
simplify g′(l).
g′(l) = l(lφ(l)− (t− l)φ(t− l))
=
l√
2pi
(le−
1
2
l2 − (t− l)e− 12 (t−l)2)
=
l√
2pi
e−
1
2
l2(l − (t− l)e− 12 t2etl).
The sign of g′(l) is determined by the relationship between the functions
g1(l) = l
g2(l) = (t− l)e− 12 t2etl.
Note that
g′2(l) = e
− 1
2
t2etl((t− l)t− 1)
g′′2(l) = e
− 1
2
t2etl(t((t− l)t− 1)− t)
= te−
1
2
t2etl((t− l)t− 2).
Recall that t > uˆ > 2 and l ≤ t/2, hence,
(t− l)t− 1 > (t− l)t− 2 ≥ t
2
2
− 2 > 0.
These inequalities imply that g2(l) is strictly increasing and strictly convex. Further-
more, the inequalities
g1(0) = 0 < te
− 1
2
t2 = g2(0)
g1(t/2) = t/2 = g2(t/2)
g′1(t/2) = 1 <
t2
2
− 1 = g′2(t/2)
imply that g1(l) and g2(l) must cross exactly once in the interval (0, t/2). Since
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g1(l) and g2(l) cross exactly once in the interval (0, t/2), g
′(l) has exactly one root
in the same interval, which implies g(l) also has exactly one root, l∗, in the interval.
Furthermore, since the lowest order non-zero derivative of g(l) at l = 0 is negative,
g(l) is negative for l < l∗ and positive for l > l∗. The same relationships hold for
∂f(0, l)/∂l, and therefore l∗ is the unique local minimum of f(0, l) as a function of
l ∈ [0, t/2].
Finally, we need to show that at (0, l∗), there is no improvement in the objective
function if we increase m. To do this, it is sufficient to establish that
∂f(0, l∗)
∂m
> 0.
The sign of ∂f(0, l)/∂m is determined (cf. equation (3.28)) by the sign of
h(l) := Φ(t)− Φ(0)− Φ(t− l) + Φ(l)− l(φ(t) + φ(0)).
The first two derivatives of h(l) are
h′(l) = φ(t− l) + φ(l)− φ(t)− φ(0)
h′′(l) = (t− l)φ(t− l)− lφ(l).
Note that h(0) = 0, h′(0) = 0, and h′′(0) > 0. Since h(t/2) = Φ(t)−Φ(0)− t/2(φ(t)+
φ(0)) ≥ 0 (from Corollary 3.2 for t ≤ u∗), there are two possibilities to consider.
Either h(l) is nondecreasing on [0, t/2] without any local extrema or h(l) has a local
maximum on (0, t/2]. In the first case, it is clear that h(l) > 0 for 0 ≤ l ≤ t/2 (since
h′′(0) > 0), hence h(l∗) > 0 and the result is proved. Now suppose that h(l) has at
least one local maximum for 0 ≤ l ≤ t/2. In fact, we show that in this case, h(l) has
exactly one local maximum for 0 ≤ l ≤ t/2. To see this, note that h′′(l) has exactly
one root for 0 ≤ l ≤ t/2 (using the same argument above which showed that g1(l) and
g2(l) cross exactly once on this interval). This implies that h
′(l) changes sign exactly
once in this interval (from positive to negative, since h′′(0) > 0), which is equivalent
to h(l) having exactly one local maximum. Let l denote this local maximum. Finally,
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to show that h(l∗) > 0, it suffices to show that l∗ ≤ l, since h(l) is nondecreasing and
positive for 0 < l ≤ l.
Consider the function h(l)− lh′(l) as a function of l. For l sufficiently close to 0,
h(l) is strictly convex since h′′(0) > 0. Thus,
h(l)− lh′(l) < h(0) = 0,
for l sufficiently close to 0. At l,
h(l)− lh′(l) = h(l) > 0.
The intermediate value theorem guarantees the existence of an lˆ ∈ (0, l) such that
h(lˆ)− lˆh′(lˆ) = 0. Therefore,
0 = h(lˆ)− lˆh′(lˆ)
= Φ(t)− Φ(0)− Φ(t− lˆ) + Φ(lˆ)− lˆ(φ(t) + φ(0))
− lˆ(φ(t− lˆ) + φ(lˆ)− φ(t)− φ(0))
= Φ(t)− Φ(0)− Φ(t− lˆ) + Φ(lˆ)− lˆ(φ(t− lˆ) + φ(lˆ)).
However, recall that l∗ is the unique solution to the equation
Φ(t)− Φ(0)− Φ(t− l) + Φ(l)− l(φ(t− l) + φ(l)) = 0,
therefore, l∗ = lˆ < l.
Since the partial derivative of F (m, l) with respect to m at (m, l) = (0, l∗) is
strictly positive, the directional derivatives along directions other than the m- and
l-axes at (0, l∗) will also be positive.
Table 3.4 displays numerical values for the locally-optimal l∗ from Theorem (3.10)
as a function of the ratio of the tumor size to σ, for values of this ratio in the interval
(uˆ, u∗). The optimal l∗ seems quite sensitive to this ratio, as it drops quickly for small
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increases in t. The corresponding edge-enhancement height is given by h∗. This h∗
was computed to be the height that brought the dose at the edge of the tumor up to
the requirement dose.
Table 3.4: The optimal l∗ and h∗ for particular values of the tumor size, relative to
the size of the standard deviation of the Gaussian pdf.
Tumor size 2.12 2.14 2.16 2.18 2.20 2.22 2.24 2.26 2.28
l∗ 0.886 0.774 0.698 0.638 0.588 0.545 0.507 0.473 0.443
h∗ 1.280 1.474 1.642 1.804 1.966 2.130 2.299 2.473 2.653
Finally, we show that for t > u∗, any non-edge-enhanced intensity map can always
be outperformed by an intensity map that does have edge-enhancements.
Theorem 3.11. Suppose t > u∗. For any solution (m, t/2), there exists a solution
(m∗, l∗) such that f(m∗, l∗) < f(m, t/2), l∗ < t/2, and m∗ is the unique solution to
the equation f(m, t/2) = 0.
Proof : Consider the function f(m, t/2) as a function of m. By Theorem 3.1 for
t > u∗, there exists a unique minimum of this function, at some m∗ > 0. Hence,
f(m∗, t/2) ≤ f(m, t/2). To establish that there exists an l∗ such that f(m∗, l∗) <
f(m, t/2) for any m ≥ 0, we will show that f(m∗, l∗) < f(m∗, t/2). To accomplish
this, we must show that f(m∗, l) is an increasing function of l at l = t/2.
Consider ∂f(m, l)/∂l at l = t/2, as a function of m, and note from (3.29), that
its sign will be the same as the sign of the function
g(m) := Φ(m+ t)− Φ(−m)− (t+ 2m)φ(t/2).
We wish to show that at m∗, g(m) is positive, which is equivalent to showing that
f(m∗, l) is increasing in l at l = t/2.
Note that g(0) > 0 since t > uˆ (Corollary 3.4), and as m → ∞, g(m) → −∞.
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Furthermore, g(m) is concave since
g′(m) = φ(m+ t) + φ(−m)− 2φ(t/2)
g′′(m) = −(m+ t)φ(m+ t)−mφ(−m) < 0,
for any m ≥ 0. Hence, g(m) has exactly one root at some mˆ > 0. For 0 ≤ m < mˆ,
g(m) > 0, which implies that ∂f(m, t/2)/∂l > 0 over the same interval of m. What
remains is to show that m∗ < mˆ. Note that
g′(0) = φ(t) + φ(0)− 2φ(t/2)
> 2
Φ(t)− Φ(0)
t
− 2φ(t/2)
> 0,
where the first inequality comes from Corollary 3.2 for t > u∗, and the second in-
equality comes from Corollary 3.4 for t > uˆ. Now, let us define
h(m) := Φ(m+ t)− Φ(−m)− t+ 2m
2
(φ(m+ t) + φ(m))
and note that Proposition 3.3 implies m∗ satisfies h(m∗) = 0. Since
h′(m) =
t+ 2m
2
((m+ t)φ(m+ t) +mφ(m)) > 0,
for all m ≥ 0, h(m) is increasing in m. Furthermore, h(0) < 0 from Corollary 3.2 for
t > u∗. Consider the function defined by the difference of g(m) and h(m)
g(m)− h(m) = (t+ 2m)
(
φ(m+ t) + φ(m)
2
− φ(t/2)
)
.
It can be shown that g(0)− h(0) > 0 and g(m)− h(m) is decreasing in m, therefore,
g(m)−h(m) has a unique root denoted m. Finally, we show that m∗ < m < mˆ. Note
that
g′(m) =
2
t+ 2m
(g(m)− h(m)) = 0.
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Since g(m) is concave, g(m) is maximized at m. So g(m) > 0, and thus, m < mˆ.
Furthermore, h(m) = g(m) > 0, which implies that m∗ < m since h(m) is increasing
in m and has a root at m∗. Since m∗ < mˆ, g(m∗) > 0, as desired.
While we have shown that a margin intensity map can always be outperformed
by an edge-enhanced intensity map for t > u∗, the exact characterization of a locally-
optimal intensity map in this case remains open. We can take our analysis one
step further by finding a local minimum in the l-direction, at the m∗ defined in the
statement of Theorem 3.11.
Proposition 3.8. Suppose t > u∗ and let m∗ be the unique minimum of the function
f(m, t/2). Then, the value of l that minimizes f(m∗, l) is the unique root of
Φ(m∗ + t)− Φ(−m∗)− Φ(t− l) + Φ(l)− (m∗ + l)(φ(t− l) + φ(l)).
Proof : To find the optimal l, we need to solve ∂f(m∗, l)/∂l = 0, or equivalently
h(l) := Φ(m∗+ t)−Φ(−m∗)−Φ(t− l) +Φ(l)− (m∗+ l)(φ(t− l) + φ(l)) = 0. (3.33)
This is sufficient since we will show that there is a unique solution, l∗, to equa-
tion (3.33), which is a local minimum of h(l). First, note that h(t/2) > 0, which was
proved in the previous proposition (equivalent to g(m∗) > 0 from the previous propo-
sition). Next, we claim that h(0) < 0. Indeed, the condition h(0) < 0 is equivalent
to
Φ(m∗ + t)− Φ(t)
m∗
+
Φ(0)− Φ(−m∗)
m∗
< φ(t) + φ(0),
which is true since
Φ(m+ t)− Φ(t)
m
< φ(t)
and
Φ(0)− Φ(−m)
m
< φ(0)
for anym > 0, due to the concavity of Φ(m+t)−Φ(t) and convexity of Φ(0)−Φ(−m),
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respectively. Finally, we show that h(l) crosses zero exactly once on (0, t/2). We
recognize part of the derivative of h(l),
h′(l) = −(m∗ + l)((t− l)φ(t− l)− lφ(l)),
from the proof of Theorem 3.10. There, we proved the existence of a unique solution
to the equation (t− l)φ(t− l)− lφ(l) = 0 for 0 ≤ l ≤ t/2. Furthermore, h′(l) changes
sign once, from negative to positive, in (0, t/2). Then, since h(0) < 0 < h(t/2), there
is exactly one solution, l∗, to the equation h(l) = 0 for 0 < l < t/2. In fact, l∗ is
a local minimum of f(m∗, l) as a function of l since h(l) is negative for l < l∗ and
positive for l > l∗.
We computed locally-optimal intensity maps for different values of t, using a stan-
dard function minimization routine in Matlab. Figures 3-8, 3-9, and 3-10 summarize
the optimal m∗, l∗, and h∗ as a function of t, respectively.
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Figure 3-8: The ratio of the optimal margin size to σ in an edge-enhanced intensity
map as a function of the ratio of the tumor size to σ for a 1D tumor.
While we do not have a full, analytical characterization of the function f(m, l), we
conjecture that Figures 3-8, 3-9, and 3-10 illustrate the structure of globally-optimal
edge-enhanced intensity maps. In other words, we believe that for 0 ≤ t ≤ uˆ, the
globally-optimal solution to problem (3.30) is (m, l) = (0, t/2), and for t > uˆ, the
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Figure 3-9: The ratio of the optimal l∗ to σ in an edge-enhanced intensity map as a
function of the ratio of the tumor size to σ for a 1D tumor.
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Figure 3-10: The ratio of the optimal h∗ to σ in an edge-enhanced intensity map as
a function of the ratio of the tumor size to σ for a 1D tumor.
globally-optimal solution is (m, l) = (0, l∗), where l∗ is the unique solution of the
equation
∂f(0, l)
∂l
= 0.
3.6 Optimal edge-enhancements with robustness
We now consider uncertainty in the parameters of the Gaussian motion distribution,
while focused on edge-enhanced intensity maps. The uncertain parameters, denoted µ˜
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and σ˜, lie in the intervals [µ, µ] and [σ, σ], respectively. Our problem is essentially the
same as the one posed in the nominal edge-enhancement formulation (3.20), except
for the extra requirement that the solution remain feasible for all realizations of µ˜
and σ˜.
3.6.1 Summary and Highlights
In this section, we show how to deterministically incorporate uncertainty in µ into
the robust problem. However, it remains open whether or not the full, deterministic
robust counterpart of the robust problem has the same (or similar) structure as the
underlying nominal problem. The difficulty comes from the uncertainty in σ, which
we show affects the dose delivered in non-trivial ways. We point to evidence that
the robust counterpart has a similar structure as the nominal problem, but a formal
proof to confirm or reject this hypothesis is left to future research.
3.6.2 Analysis
As in the other sections when uncertainty in µ is introduced, we re-center the coor-
dinate axes on the middle of the “effective tumor,” which in this case (as in the 1D
robust margin case) is written as
T (0) := [−t/2− (µ− µ)/2, t/2 + (µ− µ)/2].
We also need to make a slight modification to the constraint l ≤ t/2, which is
meant to ensure that the edge-enhancements do not physically overlap. Now that µ˜
is uncertain, it is possible to have l greater than t/2 since we should be considering
the effective tumor when designing the static intensity map. Therefore, the upper
bound on l is
l ≤ t/2 + (µ− µ)/2.
Let us define µˆ := µ− µ. Taking into account the effective tumor, the location of
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the “effective edge-enhancements” centered at the origin is
E(0) = [−t/2−m+ µˆ/2,−t/2 + l + µˆ/2] ∪ [t/2− l + µˆ/2, t/2 +m+ µˆ/2].
We write the static intensity map as
δm,l,h(x) =

1, x ∈ T (0),
1 + h, x ∈ T (0)\E(0),
0, otherwise,
and the dose delivered after convolution with a Gaussian pdf with standard deviation
σ˜ as
dm,l,h(y; 0, σ˜) =
∫ ∞
−∞
δm,l,h(y − x) 1√
2pi
e−
x2
2σ˜2 dx
= (1 + h)Φ
(
y + t/2 +m+ µˆ/2
σ˜
)
− hΦ
(
y + t/2− l + µˆ/2
σ˜
)
+ hΦ
(
y − t/2 + l − µˆ/2
σ˜
)
− (1 + h)Φ
(
y − t/2−m− µˆ/2
σ˜
)
.
We now formulate our robust problem as the following mathematical program.
minimize
m,l,h
t+ 2m+ 2(m+ l)h
subject to dm,l,h(y; 0, σ˜) ≥ 1, ∀ y ∈ T (0),∀ σ˜ ∈ [σ, σ],
l ≤ t/2 + (µ− µ)/2,
m, l, h ≥ 0.
(3.34)
Recall that in the robust margin problem (in both 1D and 3D), we showed that
the uncertain optimization problem involving σ˜ could be transformed back into a
deterministic problem using σ instead (cf. Theorem 3.2 and Theorem 3.5). In the
margin problems, these transformations relied on the fact that the dose function
dm(y; 0, σ˜) at the edge of the effective tumor (yR := t/2+µˆ/2) is a decreasing function
of σ˜ for any m, l, h ≥ 0. The fact that dm(yR; 0, σ˜) is decreasing in σ˜, allowed us to
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determine that the minimum dose delivered at the edge of the tumor would occur
when σ˜ is largest. Hence, in the margin problem, we produce a robust solution by
simply protecting against the largest value of σ˜, namely σ.
Unfortunately, in the edge-enhancement case, dm,l,h(y; 0, σ˜) is not decreasing in σ˜
or even quasiconcave in σ˜ at the edge of the effective tumor. Note that if dm,l,h(yR; 0, σ˜)
is quasiconcave in σ˜, it would suffice to protect against only the smallest and largest
values of σ˜. However, as Figures 3-11 and 3-12 show, dm,l,h(yR; 0, σ˜) can be a different
function of σ˜ for different values of m, l, and h.
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Figure 3-11: Dose delivered as a function of σ˜ for t = 4,m = 1, l = 0.2, h = 2.
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Figure 3-12: Dose delivered as a function of σ˜ for t = 4,m = 5, l = 0.2, h = 2.
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We find that if m is sufficiently small (depending on the values of t, l, h), then
dm,l,h(yR; 0, σ˜) is decreasing in σ˜. Therefore, it seems possible to establish that the
robust counterpart of formulation (3.34) has the same structure as the nominal prob-
lem (3.30), if we can show that we do not need to consider m too large. That is, if
we only focus on values of m that satisfy
−1 + h
σ˜
(
t+m
σ˜
φ
(
t+m
σ˜
)
+
m
σ˜
φ
(m
σ˜
))
− h
σ˜
(
−t− l
σ˜
φ
(
t− l
σ˜
)
+
l
σ˜
φ
(
l
σ˜
))
≤ 0,
which is equivalent to
∂dm,l,h(yR; 0, σ˜)
∂σ˜
≤ 0,
then we can show that the robust counterpart of formulation (3.34) has the same
structure as the nominal problem (3.30), with σ in place of σ. While Figure 3-8
seems to suggest that we may restrict our attention to such small values ofm (namely,
m = 0), this conjecture remains open.
3.7 Conclusions
In this chapter, we constructed globally-optimal margin intensity maps and locally-
optimal edge-enhanced intensity maps that minimize the total dose delivered while
ensuring the tumor receives enough dose in the face of motion that follows a Gaussian
distribution. We then extended the analysis to include uncertainty in the parameters
of the Gaussian distribution, and established deterministic robust counterparts for
both the one-dimensional and three-dimensional margin problems.
For a one-dimensional tumor and focusing only on margin intensity maps, we
showed that if the ratio of the tumor size to the standard deviation of the Gaussian
is less than 2.281, then the optimal solution involves no margin and uses a uniform
scaling of the static intensity map in order to compensate for the motion. If the
ratio of the tumor size to the standard deviation of motion exceeds 2.281, then the
optimal solution has a positive margin size, which can be determined numerically as
the unique solution to a nonlinear equation. Furthermore, we showed that the robust
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counterpart of this problem has exactly the same structure as the nominal problem.
Hence, the same margin threshold is present in the robust problem.
Next, we considered a three-dimensional tumor, while still focusing on margin
intensity maps. We showed that in the nominal problem, the optimal margin size is
always positive, and can be determined as the unique solution to a nonlinear equation.
However, in the robust problem, a series of thresholds determines whether or not the
optimal margin size would be positive. If the ratio of the tumor size to the length of
the interval containing all realizable means of the Gaussian is more than 0.139, then
the optimal margin size is positive. If this ratio is at most 0.139, then the optimal
margin size may be positive or zero, depending on the ratio of the tumor size to the
largest value of the Gaussian standard deviation.
Finally, for a one-dimensional tumor and focusing on edge-enhanced intensity
maps, we showed that if the ratio of the tumor size to the standard deviation of
motion is less than 2.109, then a locally-optimal solution involves a pure scaling of
the intensity with no intensity modulation. If this ratio is between 2.109 and 2.281,
then a locally-optimal solution exhibits edge-enhancements, where the width of the
edge-enhancement is equal to the unique solution to a nonlinear equation. Finally, if
this ratio is larger than 2.281, then an edge-enhanced solution will always outperform
one that does not exhibit edge-enhancements.
The work presented in this chapter can be extended in multiple directions. First,
for the edge-enhancements problem with a one-dimensional tumor, we conjecture that
the locally-optimal solutions we established are, in fact, globally-optimal solutions.
Furthermore, we believe that the edge-enhanced intensity maps will always have a zero
margin size, and instead, rely on intensity modulation within the tumor to achieve
tumor coverage. Therefore, we believe there will only be one threshold, at 2.109, that
will separate the different kinds of optimal intensity maps.
The characterization of a deterministic robust counterpart for the one-dimensional
edge-enhancement problem also remains open. Our belief is that the robust counter-
part will have a similar (if not identical) structure to the nominal problem. Another
extension is to consider edge-enhanced intensity maps for three-dimensional tumors.
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In this case, even defining the edge-enhancement variables is not a straightforward
exercise.
Throughout this chapter, we focused solely on a one-dimensional Gaussian as
our motion distribution. Future research should consider three-dimensional motion
distributions so as to generalize the results from this chapter. In addition to examining
other motion distributions, it would be interesting to separate the effect of motion
blurring from penumbra blurring, which we have implicitly combined by using a single
Gaussian distribution and assuming infinitely sharp beamlets of radiation. This can
be accomplished by having separate standard deviation parameters in the analysis.
Overall, the work in this chapter provides new opportunities for analytical studies
of optimal intensity maps under motion and motion uncertainty. Insights gleaned
from such analyses will lead to a better understand of topological characteristics of
desirable intensity maps, as well as rules of thumb to guide treatments in practice.
While the work presented in this chapter is mainly mathematical, it is important to
not lose sight of the underlying medical motivation, and whenever possible, to try
and get as much intuition as possible about practical implications of our analytical
studies.
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Chapter 4
Robust Intensity-Modulated
Proton Therapy
In this chapter, we present a robust approach to the optimization of intensity-modulated
proton therapy treatments under uncertainty. The physics of the delivery of radiation
via a stream of protons differs markedly from that of a stream of photons.
Unlike the photons used in conventional radiation therapy, protons have the ability
to deliver their maximum energy at a well-defined depth within the body. As a result,
proton therapy treatment plans are typically better able to target the tumor and
spare healthy tissue than their photonic counterparts. This increased precision also
necessitates sound management of the uncertainty in the treatment delivery. For
example, if the maximum energy of a stream of protons is realized at a depth that
is farther than expected, a significant amount of dose could be delivered to a nearby
critical structure. In this chapter, we study uncertainty in the “range” of the protons,
and present a robust formulation for this problem. Our goal is to show that a robust
approach can produce intuitive and clinically meaningful results in this uncertain
optimization problem.
The remainder of this chapter is organized as follows. In Section 4.1, we provide
some background on intensity-modulated proton therapy. In Sections 4.2 and 4.3,
we discuss the sources of proton range uncertainty, and describe how we model this
uncertainty, respectively. In Section 4.4, we present the geometry and basic charac-
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teristics of the specific problem under consideration. In Section 4.5, we present the
robust formulation, along with a nominal (no uncertainty) formulation. We compare
the performance of these formulations in Section 4.6, and then summarize our findings
in Section 4.7.
4.1 IMPT background
Proton therapy is one of the most advanced methods to treat cancer using radiation
from an external beam. While most radiation oncology centers in the United States
can deliver photon therapy treatments, there are only five proton therapy centers
currently in operation in the US:
• Loma Linda University Medical Center, Loma Linda, CA,
• Midwest Proton Radiotherapy Institute, Bloomington, IN,
• M. D. Anderson Cancer Center, Houston, TX,
• University of Florida Proton Therapy Institute, Jacksonville, FL,
• Francis H. Burr Proton Therapy Center, Boston, MA,
and another five either under construction or in the planning stages (parentheses
indicate expected year of first treatment):
• Hampton University Proton Beam Therapy Center, Hampton, VA, (2009),
• Roberts Proton Therapy Center, Philadelphia, PA, (2009),
• ProCure Proton Therapy Center, Oklahoma City, OK, (2009),
• Seattle Cancer Care Alliance Proton Therapy Center, Seattle, WA, (2010),
• Northern Illinois Proton Therapy Center, DeKalb, IL, (2011).
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Figure 4-1: The depth-dose curve for a photon and proton.
The main difference between proton therapy and photon therapy that we will
focus on is the relationship between dose deposited and distance traveled in the body
by the respective particles. Figure 4-1 illustrates this difference.
Figure 4-1 shows that while photons deposit their maximum energy near the body
surface, protons can deposit their maximum energy deep inside the body. The peak
in the proton curve is known as the Bragg peak. By energizing photons to different
velocities, the location of the Bragg peak or the “range” of the proton can be adjusted.
Intensity-modulated proton therapy (IMPT) is similar to intensity-modulated
photon therapy in that the beam of radiation is divided up into many little beam-
lets of individually adjustable intensity. However, IMPT affords even more flexibility
by further breaking up a traditional photon therapy “beamlet” into many depths at
which a Bragg peak can occur, known as “beam spots.” In this chapter, we will
use the terms “beam spot” and “beamlet” interchangeably. From the optimization
point of view, both terms simply refer to the variable of the underlying optimiza-
tion problem. In particular, we will optimize the intensity or weight of each of these
beamlets/beam spots, located throughout the region of interest, so as to produce the
desired dose distributions.
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Lomax [30] describes different kinds of proton therapy treatments, which are all a
form of IMPT. Mathematically, these methods differ only in the presence/absence of
constraints that relate the intensity of neighboring beam spots. For example, the “2D
IMPT” approach requires that all delivered beam spots emanating from a particular
lateral position of the beam (a traditional beamlet in photon therapy) have the same
intensity, and that the number of delivered beam spots in each lateral position is
the same. Our approach is known as the full “3D IMPT” approach in [30]. This is
the most general approach since there are no constraints placed on the intensity of
neighboring beam spots. The first clinical paper on the use of 3D IMPT was published
in 2001 [31].
4.2 Range uncertainty
Uncertainty in the exact range of the proton can arise from many sources. Changes
in the patient geometry constitute a fairly broad class of uncertainties. For example,
changes in the location of skin folds will change the amount of tissue a proton must
pass through to reach the target. Similarly, the thickness of fat layers under a patient’s
skin can change if a patient loses weight over the course of treatment. Other types
of uncertainty involve the physics of the delivery and the associated calculations. For
example, the range of a proton is optimized with a particular anatomical picture
in hand, but imaging artifacts in the CT scan may give a false impression of the
composition of matter between the source and target. Also, different materials have
different “stopping powers” (how much a proton is slowed by traveling through it), but
calculations based on CT scans may be imprecise since these different materials may
have the same electron density (appearance on the CT scan). Finally, uncertainties
in the delivery system may produce implementation errors in the form of protons of
different energy than expected. The use of positron emission tomography is being
explored as a way to measure range uncertainties empirically [41, 42].
In this chapter, we do not model the individual sources of uncertainty, but instead,
we model the result of these uncertainties on the realized beamlet ranges. That is, we
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do not address the underlying cause of the range variations directly, but we present
an abstract approach to mitigate their final effect on the range of the protons.
4.3 Model of Uncertainty
In this section, we describe our model of range uncertainty. Let B denote the set of
beams, and let b(i) denote the set of beamlets associated with each beam i ∈ B. Unlike
in Chapter 2, we provide an explicit index for each beam direction because this gives
us the flexibility to model the situation where the range of all beamlets associated
with one beam are related. Let n =
∑
i∈B
∑
j∈b(i) 1 (total number of beamlets over
all beams).
For some beam i ∈ B and any beamlet j ∈ b(i), we denote the (uncertain) range
of this particular beamlet as ρ˜ij. Let ρ
i
j be the nominal range of this beamlet, and
let ρij (ρ
i
j
) denote the maximum amount above (below) the nominal range that this
beamlet may achieve. In other words, ρ˜ij ∈ [ρij − ρij, ρij + ρij] for any beamlet j from
beam i.
The relationship between dose delivered and range of the proton is a function
that is measured empirically, and does not have a closed form expression. As a
result, we model the range of a proton as taking on one of a finite number of values,
finely sampled over the allowable range interval, and compute the depth-dose curve
for each of those ranges. We let Rij denote the index set of all possible ranges for
beamlet j ∈ b(i), for each beam i ∈ B. There is a one-to-one correspondence between
the elements of Rij and the set of realizable ranges for beamlet j from beam i, so
any range ρ˜ij is uniquely identified with some index r˜
i
j ∈ Rij. With a slight abuse
of notation, we will let r˜ refer to the “vector” of ranges with elements r˜ij, for each
beamlet j ∈ b(i). We denote rij (no tilde) to be the range index associated with the
nominal range, ρij, of beamlet j from beam i.
We define the uncertainty set U to represent the set of all possible range combi-
nations that the beamlets can realize. Therefore,
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U = {r˜ ∈ Rn : r˜ij ∈ Rij, ∀ j ∈ b(i),∀ i ∈ B}. (4.1)
While we develop the subsequent mathematical formulations in full generality, we
will make the following simplifying assumption when implementing our solutions on
a computational case.
Assumption 4.1. For each beam i ∈ B and any two beamlets j1, j2 ∈ b(i), Rij1 = Rij2
and r˜ij1 = r˜
i
j2
.
This assumption basically says that all beamlets from the same beam have the
same number of possible ranges, and will be shifted in the same relative way. It is
important to note that this assumption does not force different beamlets from the
same beam to take on the same range, only the same range index. For example,
imagine that there are three range indices that are ordered in terms of the resulting
range realized: “short”, “nominal” and “long.” Beamlets from the same beam might
all realize the “short” range index (e.g., some range index r′), but for beamlet j1 that
might correspond to 8 cm (e.g., ρ′j1) while for beamlet j2 from the same beam that
might correspond to 9 cm (e.g., ρ′j2). If this assumption is viewed as too restrictive,
one can imagine partitioning a beam into multiple “sub-beams,” each composed of
beamlets that are shifted in the same way. Of course, the most general case can be
recovered by treating each beamlet as an individual beam.
4.4 Problem setup
The geometry of the problem we study is representative of a tumor wrapped around
the spinal cord, which is the major organ-at-risk. This is commonly known as the
Radiation Therapy Oncology Group (RTOG) benchmark phantom geometry, which
is a standard geometry used to test the outcome of different treatment strategies.
Note that the main indicator of the goodness of treatment to the spinal cord is the
maximum dose delivered there (the spinal cord is a so-called “serial organ” [38, 60,
61]).
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The phantom can be thought of as a two-dimensional, circular slice of a three-
dimensional, cylindrical patient. A circular organ-at-risk (OAR) of radius 1.5 cm is
centered in the phantom, which has a radius of 10 cm. The tumor is shaped like a
“horseshoe” and wraps around half of the OAR with an inner radius of 1.8 cm and
an outer radius of 4 cm. Everything outside the tumor and OAR is considered to be
healthy, unclassified tissue (UT). Voxels are 1 mm × 1 mm, resulting in a total of
2186 tumor voxels, 441 OAR voxels, and 28,790 UT voxels. The entire phantom is
assumed to be homogeneous and water equivalent. Figure 4-2 illustrates the phantom
geometry.
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Figure 4-2: The RTOG benchmark phantom and the beam directions used.
Radiation is delivered from three directions (cf. Figure 4-2), replicating the setup
presented in [30, 31]. These beam directions are identified by their angle relative
to the y-axis of the figure (315◦, 0◦, and 45◦ degrees, moving from left to right in
the figure). For each beam, beam spots are placed on a rectangular grid, which has
grid lines that are oriented parallel and perpendicular to the direction of the incident
beam. These spots are separated by 4 mm in both the axial (parallel) and lateral
(perpendicular) directions, and are placed throughout the tumor, including a 1 cm
isotropic margin around the tumor. Between the three beams, there are 877 beam
spots in total.
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To calculate the dose deposited from a given beamlet to a given voxel, we use
a simple pencil beam algorithm [53, 52], which assumes a lateral dose falloff that
is Gaussian with a 5 mm standard deviation at the surface of the patient. The
standard deviation varies only slightly as a function of depth, reaching a maximum
value of approximately 5.6 mm at a depth just before the location of Bragg peak. It
is important to note that the lateral dose falloff is slower than the distal falloff (at
the trailing edge of the Bragg peak along the direction that the proton travels, cf.
Figure 4-1). This fact will be useful when analyzing the results in Section 4.6.
4.5 Formulations
In this section, we formulate the problem of IMPT optimization under range uncer-
tainty. Let T ,O, and N denote the set of tumor, organ-at-risk, and normal unclas-
sified tissue voxels, respectively. Let wj be the intensity of beamlet j and θv be the
desired dose to voxel v. Also, let Dv,j(ρ˜
i
j) be the dose delivered from beamlet j ∈ b(i)
to voxel v when range ρ˜ij is realized. The dose delivered to a particular voxel v, over
all beamlets and beams is written as
dv(w, ρ˜) =
∑
i∈B
∑
j∈b(i)
Dv,j(ρ˜
i
j)wj.
Equivalently, we can write this as
dv(w, r˜) =
∑
i∈B
∑
j∈b(i)
∆v,j,r˜ijwj,
where ∆v,j,r˜ij := Dv,j(ρ˜
i
j). This brings the notation closer to that of Chapter 2.
Finally, we will define αI , I ∈ {T ,O,N}, to be the “importance factor” or weight of
the various organs with respect to one another in the objective function.
Our overall objective is to generate a dose distribution that is as conformal as
possible to the tumor, while discouraging dose from being delivered to the spinal
cord. In the presence of uncertainty, the trade-off will be between ensuring tumor
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coverage while minimizing the dose to the healthy tissue (the OAR in particular). The
formulations we present in this section aim to replicate a clinical formulation for the
phantom geometry presented. As a result, we will focus on unconstrained formulations
which penalize dose distributions that deviate from the ideal dose distribution.
4.5.1 Nominal Formulation
If we assume that there is no uncertainty in the range of each beamlet, then we
formulate the nominal problem (using the nominal range, r, of all beamlets) as follows:
minimize
w
∑
I∈{T ,O,N}
αI
∑
v∈I
|dv(w, r)− θv|
subject to wj ≥ 0, ∀ j ∈ b(i), ∀ i ∈ B.
(4.2)
This formulation penalizes deviations of the delivered dose from the desired dose
(represented by θv) for each organ separately, and then combines these individual
objectives into one overall objective function, weighted by the importance factor, αI
for each organ I. By adjusting the weights αI , one can produce dose distributions that
favor the tumor, OAR, or UT in terms of their individual objectives. It is important
to point out that the individual objective functions for different organs are difficult
to compare in a meaningful manner, and their combination into a single function is
subjective. Hence, this is only one possibility for a “nominal formulation.”
Since the desired dose to the OAR and UT voxels is zero, we can specialize for-
mulation (4.2) to
minimize
w
αT
∑
v∈T
|dv(w, r)− θv|+ αO
∑
v∈O
dv(w, r) + αN
∑
v∈N
dv(w, r)
subject to wj ≥ 0, ∀ j ∈ b(i), ∀ i ∈ B,
(4.3)
which can be written as the equivalent linear program
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minimize
w,z
αT
∑
v∈T
zv + αO
∑
v∈O
∑
i∈B
∑
j∈b(i)
∆v,j,rijwj + αN
∑
v∈N
∑
i∈B
∑
j∈b(i)
∆v,j,rijwj
subject to zv ≥
∑
i∈B
∑
j∈b(i)
∆v,j,rijwj − θv, ∀ v ∈ T ,
zv ≥ θv −
∑
i∈B
∑
j∈b(i)
∆v,j,rijwj, ∀ v ∈ T ,
zv free, ∀ v ∈ T ,
wj ≥ 0, ∀ j ∈ b(i), ∀ i ∈ B.
(4.4)
If there is no uncertainty in the range of the beamlets, then (4.4) is the appropriate
formulation to solve. However, implementing the optimized intensity map, w∗, of
formulation (4.4) with ranges that differ from the nominal range of each beamlet
may lead to a dose distribution with undesirable characteristics (e.g., hot spots in
the OAR, cold spots in the tumor, etc.). Next we introduce range uncertainty in the
range of the beamlets, and show how to incorporate this uncertainty into a tractable,
robust formulation.
4.5.2 Robust formulation
By introducing uncertainty into the range of each beamlet, the objective and con-
straints must now depend on the allowable ranges in the uncertainty set. We propose
the following robust formulation, which is a straightforward extension of the nominal
formulation (4.4).
minimize
w
αT
∑
v∈T
max
r˜∈U
|dv(w, r˜)− θv|+ αO
∑
v∈O
max
r˜∈U
dv(w, r˜) + αN
∑
v∈N
dv(w, r)
subject to wj ≥ 0, ∀ j ∈ b(i), ∀ i ∈ B.
(4.5)
We believe that the objective function in (4.5) is a meaningful measure of the quality of
a treatment plan under uncertainty. We show later that formulation (4.5) effectively
incorporates the key aspects of tumor coverage and healthy tissue sparing, while
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maintaining tractability. Note that we do not robustify the part of the objective
function corresponding to the unclassified tissue. We are less concerned about the
unclassified tissue on a voxel by voxel basis, so it is sufficient to measure the dose
delivered there on an aggregate level using the nominal range r. This formulation can
be rewritten as the following equivalent, linear formulation.
minimize
w,z
αT
∑
v∈T
zv + αO
∑
v∈O
zv + αN
∑
v∈N
∑
i∈B
∑
j∈b(i)
∆v,j,rijwj
subject to zv ≥
∑
i∈B
∑
j∈b(i)
∆v,j,r˜ijwj − θv, ∀ v ∈ T , ∀ r˜ ∈
∏
i∈B
∏
j∈b(i)
Rij,
zv ≥ θv −
∑
i∈B
∑
j∈b(i)
∆v,j,r˜ijwj, ∀ v ∈ T , ∀ r˜ ∈
∏
i∈B
∏
j∈b(i)
Rij,
zv ≥
∑
i∈B
∑
j∈b(i)
∆v,j,r˜ijwj, ∀ v ∈ O, ∀ r˜ ∈
∏
i∈B
∏
j∈b(i)
Rij,
zv free, ∀ v ∈ T ∪ O,
wj ≥ 0, ∀ j ∈ b(i), ∀ i ∈ B.
(4.6)
With a discrete set of range indices, formulation (4.6) is a standard linear program.
However, it has a very large number of constraints per tumor voxel and OAR voxel
(on the order of the number of range indices to the power of the total number of
beamlets). Therefore, we present an alternative, yet equivalent, formulation that is
more tractable, and is the one that is used in the results section. This equivalent
formulation is constructed in the spirit of the robust formulation from Section 2.4.2.
For a given beamlet j from beam i, its range r˜ij can be any element of R
i
j. Sup-
pose, now, that instead of picking one element from each Rij, we pick a probability
distribution over the elements of Rij. That is, instead of a beamlet realizing one
particular range, it somehow manages to realize a distribution of ranges. Of course,
this is not physically possible, but it turns out that we can use this probabilistic
interpretation to simplify our problem. For each Rij, we associate with it a bounded
polyhedron whose extreme points are in 1-1 correspondence with the elements of Rij.
In particular, the unit simplex in R|Rij | is such a polyhedron. Finally, the unit simplex
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is equivalent to the set of all discrete probability distributions with support of the
same size as the underlying dimension of the simplex itself.
Let p˜ij(x) be a probability mass function (pmf) defined over the elements x ∈
Rij, P
i
j be the unit simplex in R|R
i
j |, and p˜ be a “vector” of pmfs with length∑
i∈B
∑
j∈b(i) |Rij|. First, we present an equivalent representation of any constraint
from formulation (4.5) using p˜ij.
Lemma 4.1. For a given v, any zv that satisfies
zv + θv ≥
∑
i∈B
∑
j∈b(i)
∆v,j,r˜ijwj, ∀ r˜ ∈
∏
i∈B
∏
j∈b(i)
Rij, (4.7)
also satisfies
zv + θv ≥
∑
i∈B
∑
j∈b(i)
∑
x∈Rij
∆v,j,xp˜
i
j(x)wj, ∀ p˜ ∈
∏
i∈B
∏
j∈b(i)
P ij , (4.8)
and vice versa.
Proof : If zv satisfies (4.7), then
zv + θv ≥
∑
i∈B
∑
j∈b(i)
(
max
x∈Rij
∆v,j,x
)
wj,
and the largest ∆v,j,x over x ∈ Rij is clearly larger than any convex combination of
the ∆v,j,x over x ∈ Rij. Hence, the forward implication follows. The reverse direction
is obvious.
Using Lemma 4.1, we can write the following equivalent formulation of Formula-
tion (4.6).
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minimize
w,z
αT
∑
v∈T
zv + αO
∑
v∈O
zv + αN
∑
v∈N
∑
i∈B
∑
j∈b(i)
∆v,j,rijwj
subject to zv ≥
∑
i∈B
∑
j∈b(i)
∑
x∈Rij
∆v,j,xp˜
i
j(x)wj − θv, ∀ v ∈ T , ∀ p˜ ∈
∏
i∈B
∏
j∈b(i)
P ij ,
zv ≥ θv −
∑
i∈B
∑
j∈b(i)
∑
x∈Rij
∆v,j,xp˜
i
j(x)wj, ∀ v ∈ T , ∀ p˜ ∈
∏
i∈B
∏
j∈b(i)
P ij ,
zv ≥
∑
i∈B
∑
j∈b(i)
∑
x∈Rij
∆v,j,xp˜
i
j(x)wj, ∀ v ∈ O, ∀ p˜ ∈
∏
i∈B
∏
j∈b(i)
P ij ,
zv free, ∀ v ∈ T ∪ O,
wj ≥ 0, ∀ j ∈ b(i), ∀ i ∈ B.
(4.9)
In formulation (4.6), all extreme points of the overall “range polyhedron” (the
polyhedron that considers the ranges of all beamlets together) are included, which
can be a large number. Instead, by optimizing formulation (4.9), the optimization
process will pick out the “binding” extreme probability distributions (point masses)
automatically. Even though formulation (4.9) seems to be more constrained than
formulation (4.6), the linearity of the formulations ensures that only the extreme
points of the probability distribution polyhedron (which are in 1-1 correspondence
with the set of realizable ranges for each beamlet) will be realized at an optimal
solution.
Examining formulation (4.9), it is clear that we no longer have a linear program.
However, in a manner very similar to the derivation of the linear robust formulation
from Chapter 2, we can use duality to generate an equivalent linear formulation in
this situation.
Proposition 4.1. For a given v and y, we have
y ≥
∑
i∈B
∑
j∈b(i)
∑
x∈Rij
∆v,j,xp˜
i
j(x)wj, ∀ p˜ ∈
∏
i∈B
∏
j∈b(i)
P ij , (4.10)
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if and only if there exist qv,i,j and sv,x,i,j such that
y ≥
∑
i∈B
∑
j∈b(i)
qv,i,j +
∑
i∈B
∑
j∈b(i)
∑
x∈Rij
sv,x,i,j,
qv,i,j + sv,x,i,j ≥ ∆v,j,xwj, ∀x ∈ Rij, ∀ j ∈ b(i), ∀ i ∈ B,
qv,i,j free, ∀ j ∈ b(i), ∀ i ∈ B,
sv,x,i,j ≥ 0, ∀x ∈ Rij, ∀ j ∈ b(i), ∀ i ∈ B.
(4.11)
Proof : Equation (4.10) is equivalent to the inequality y ≥ Z, where Z is the optimal
value of the following problem
maximize
p˜
∑
i∈B
∑
j∈b(i)
∑
x∈Rij
∆v,j,xp˜
i
j(x)wj
subject to
∑
x∈Rij
p˜ij(x) = 1, ∀ j ∈ b(i), ∀ i ∈ B,
p˜ij(x) ≤ 1, ∀x ∈ Rij, ∀ j ∈ b(i), ∀ i ∈ B,
p˜ij(x) ≥ 0, ∀x ∈ Rij, ∀ j ∈ b(i), ∀ i ∈ B.
(4.12)
The dual of formulation (4.12) is
minimize
qv,sv
∑
i∈B
∑
j∈b(i)
qv,i,j +
∑
i∈B
∑
j∈b(i)
∑
x∈Rij
sv,x,i,j
subject to qv,i,j + sv,x,i,j ≥ ∆v,j,xwj, ∀x ∈ Rij, ∀ j ∈ b(i), ∀ i ∈ B,
qv,i,j free, ∀ j ∈ b(i), ∀ i ∈ B,
sv,x,i,j ≥ 0, ∀x ∈ Rij, ∀ j ∈ b(i), ∀ i ∈ B.
(4.13)
Since formulation (4.12) is feasible, the result follows from strong duality of linear
programming.
Using this result, suitably applied to all constraints in formulation (4.9), we arrive
at a linear program that is equivalent to (4.9).
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Theorem 4.1. Formulation (4.9) is equivalent to the following linear program:
minimize
w,z,q,s
Q,S,ψ,σ
αT
∑
v∈T
zv + αO
∑
v∈O
zv + αN
∑
v∈N
∑
i∈B
∑
j∈b(i)
∆v,j,rijwj
subject to zv + θv ≥
∑
i∈B
∑
j∈b(i)
qv,i,j +
∑
i∈B
∑
j∈b(i)
∑
x∈Rij
sv,x,i,j, ∀ v ∈ T ,
θv − zv ≤
∑
i∈B
∑
j∈b(i)
Qv,i,j −
∑
i∈B
∑
j∈b(i)
∑
x∈Rij
Sv,x,i,j, ∀ v ∈ T ,
zv ≥
∑
i∈B
∑
j∈b(i)
ψv,i,j +
∑
i∈B
∑
j∈b(i)
∑
x∈Rij
σv,x,i,j, ∀ v ∈ O,
qv,i,j + sv,x,i,j ≥ ∆v,j,xwj, ∀ v ∈ T , ∀ x ∈ Rij, ∀ j ∈ b(i), ∀ i ∈ B,
Qv,i,j − Sv,x,i,j ≤ ∆v,j,xwj, ∀ v ∈ T , ∀ x ∈ Rij, ∀ j ∈ b(i), ∀ i ∈ B,
ψv,i,j + σv,x,i,j ≥ ∆v,j,xwj, ∀ v ∈ O, ∀x ∈ Rij, ∀ j ∈ b(i), ∀ i ∈ B,
qv,i,j, Qv,i,j free, ∀ v ∈ T , ∀ j ∈ b(i), ∀ i ∈ B,
ψv,i,j free, ∀ v ∈ O, ∀ j ∈ b(i), ∀ i ∈ B,
sv,x,i,j, Sv,x,i,j ≥ 0, ∀ v ∈ T , ∀ x ∈ Rij, ∀ j ∈ b(i), ∀ i ∈ B,
σv,x,i,j ≥ 0, ∀ v ∈ O, ∀x ∈ Rij, ∀ j ∈ b(i), ∀ i ∈ B,
zv free, ∀ v ∈ T ∪ O,
wj ≥ 0, ∀ j ∈ b(i), ∀ i ∈ B.
(4.14)
Formulation (4.14) is a more tractable version of formulation (4.6). The following
tables show the number of constraints and variables of these formulations. Let mT =
|T | and mO = |O|. Recall that n denotes the total number of beamlets over all
beams.
Table 4.1: Formulation (4.6).
Constraints 2mT
∏
i∈B
∏
j∈b(i)
|Rij|+mO
∏
i∈B
∏
j∈b(i)
|Rij|
Variables mT +mO + n
We see that while the number of variables has increased by a polynomial (in the
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Table 4.2: Formulation (4.14).
Constraints 2mT (
∑
i∈B
∑
j∈b(i)
|Rij|+ 1) +mO(
∑
i∈B
∑
j∈b(i)
|Rij|+ 1)
Variables mT (2n+ 2
∑
i∈B
∑
j∈b(i)
|Rij|+ 1) +mO(n+
∑
i∈B
∑
j∈b(i)
|Rij|+ 1) + n
input size of the problem) amount, from formulation (4.6) to formulation (4.14), the
number of constraints has decreased from an exponential number to a polynomial
number. Therefore, we expect formulation (4.14) to be much more tractable. Before
we proceed to the results section, we present a brief discussion on an alternative
robust formulation.
An alternative robust formulation
Since there is no generally agreed upon objective function in practice in the nominal
case, there will not be one “correct” robust formulation. Therefore, it is worthwhile to
discuss an alternative robust formulation. The following formulation may be viewed
as a very natural min-max robust formulation.
minimize
w
max
r˜∈U
(
αT
∑
v∈T
|dv(w, r˜)− θv|+ αO
∑
v∈O
dv(w, r˜)
)
+ αN
∑
v∈N
dv(w, r)
subject to wj ≥ 0, ∀ j ∈ b(i), ∀ i ∈ B.
(4.15)
We may write formulation (4.15) as the following linear program (assuming Rij is
finite as before).
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minimize
w,y,z
y + αN
∑
v∈N
∑
i∈B
∑
j∈b(i)
∆v,j,rijwj
subject to y ≥ αT
∑
v∈T
zv,r˜ + αO
∑
v∈T
∑
i∈B
∑
j∈b(i)
∆v,j,r˜ijwj, ∀ v ∈ T , ∀ r˜ ∈
∏
i∈B
∏
j∈b(i)
Rij,
zv,r˜ ≥
∑
i∈B
∑
j∈b(i)
∆v,j,r˜ijwj − θv, ∀ v ∈ T , ∀ r˜ ∈
∏
i∈B
∏
j∈b(i)
Rij,
zv,r˜ ≥ θv −
∑
i∈B
∑
j∈b(i)
∆v,j,r˜ijwj, ∀ v ∈ T , ∀ r˜ ∈
∏
i∈B
∏
j∈b(i)
Rij,
y free,
zv,r˜ free, ∀ v ∈ T , ∀ r˜ ∈
∏
i∈B
∏
j∈b(i)
Rij,
wj ≥ 0, ∀ j ∈ b(i), ∀ i ∈ B.
(4.16)
Comparing this formulation with formulation (4.14), the main difference to note is
the addition of the index r˜ to the variable zv, for all v ∈ T . Since the variables zv,r˜ are
not decoupled (in terms of the index r˜) from the right hand side of the corresponding
constraints, we can no longer view those constraints as implicit optimization problems
as we did for formulation (4.9). Hence, we can no longer use the duality argument
from Proposition 4.1 to reduce the number of constraints of formulation (4.16) to a
polynomial number.
By comparing the objective functions, it should be clear that formulation (4.14)
is more conservative than formulation (4.16) (compare (4.5), which is equivalent
to (4.14), with (4.15), which is equivalent to (4.16)). However, because the over-
all objective functions are a combination of individual objectives for different organs,
it is not necessarily true that a higher objective value translates into a worse solu-
tion from a clinical perspective. Thus, in the absence of a “gold standard” objective,
our goal is to use an objective function that incorporates aspects of dose minimiza-
tion and tumor coverage, and is tractable. We believe that the objective function
in (4.14) achieves this goal. However, a computational study of formulation (4.16)
using constraint generation, for example, would be an interesting future exercise.
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4.6 Results from a phantom study
In this section, we compare the performance of the robust solution from formula-
tion (4.14) to the nominal solution from formulation (4.4) in the face of range uncer-
tainty.
For the computational results we present in this section, we assume that different
beamlets from the same beam will have the same number of possible range indices,
and will shift together (recall Assumption 4.1). This effectively means that the range
uncertainty can be associated with the beams, as opposed to the individual beamlets.
Furthermore, for simplicity, we assume that the set of possible ranges is the same for
all three beams. Notation-wise, we simply use R to denote the set of possible ranges
that any beamlet from any beam may realize, as opposed to a specific set Rij for each
beamlet j from beam i. However, we do allow independence of range shifts between
the different beams. We let r˜i refer to the vector of ranges associated with only the
beamlets of beam i.
More concretely, we focus on range shifts that are between −5 mm and +5 mm
of the nominal range of each beamlet, in 1 mm increments. This results in a total
of 11 possible ranges for each beamlet. The nominal range corresponds to a shift
of 0 mm. We set θv = 1 for all v ∈ T to denote a relative level of desired dose to
the tumor. We set αT = 1, αO = 0.5, and αN = 0.01. It is worth noting that, in
practice, there is no universally agreed upon weighting scheme for different objectives
combined into one objective function. Some studies prefer using a weighting scheme
that also takes into account the number of voxels in each organ, so that an organ with
a lot of voxels does not dominate a more important organ with many fewer voxels.
In those cases, the α importance factors would be divided by the number of voxels in
each organ, thereby weighing the importance of the “average” tumor voxel relative to
an OAR voxel and an UT voxel. In our case, we did not see evidence that one organ
was dominating the others in the objective based purely on the number of voxels in
that organ. Plus, since the importance factors are somewhat arbitrary, we preferred
a weighting scheme that was organ-based, as opposed to voxel-based. Since we want
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to obtain tumor coverage, while sparing the OAR as much as possible, we choose
our importance factors to emphasize that these are our main objectives. In physical
terms, we are most concerned with getting a steep dose gradient around the tumor,
and especially between the tumor and the OAR.
For completeness, we show the robust formulation that results after incorporating
Assumption 4.1, as well as the one that is solved in the optimization. The uncertainty
set corresponding to beam i can now be written as:
Ui = {r˜i ∈ R|b(i)| : r˜ij ∈ R, ∀j ∈ b(i); r˜ij = r˜ik, ∀j, k ∈ b(i)}. (4.17)
Alternatively, we can simplify this expression by considering only range uncer-
tainty in the beams, as opposed to beamlets, to arrive at the following uncertainty
set (where r˜ is now a vector of dimension |B|):
UB = {r˜ ∈ R|B| : r˜i ∈ R, ∀i ∈ B}. (4.18)
Applying this model of uncertainty (4.18) to formulation (4.5), and writing the
equivalent linear program, we arrive at
minimize
w,z
αT
∑
v∈T
zv + αO
∑
v∈O
zv + αN
∑
v∈N
∑
i∈B
∑
j∈b(i)
∆v,j,rijwj
subject to zv ≥
∑
i∈B
∑
j∈b(i)
∆v,j,r˜iwj − θv, ∀ v ∈ T , ∀ r˜i ∈ R, ∀ i ∈ B,
zv ≥ θv −
∑
i∈B
∑
j∈b(i)
∆v,j,r˜iwj, ∀ v ∈ T , ∀ r˜i ∈ R, ∀ i ∈ B,
zv ≥
∑
i∈B
∑
j∈b(i)
∆v,j,r˜iwj, ∀ v ∈ O, ∀ r˜i ∈ R, ∀ i ∈ B,
zv free, ∀ v ∈ T ∪ O,
wj ≥ 0, ∀ j ∈ b(i), ∀ i ∈ B.
(4.19)
Replacing the probability mass functions pij(x) with p
i(x) in formulation (4.9), we
derive the final robust counterpart that is solved in this section.
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minimize
w,z,q,s
Q,S,ψ,σ
αT
∑
v∈T
zv + αO
∑
v∈O
zv + αN
∑
v∈N
∑
i∈B
∑
j∈b(i)
∆v,j,riwj
subject to zv + θv ≥
∑
i∈B
qv,i +
∑
i∈B
∑
x∈R
sv,x,i, ∀ v ∈ T ,
θv − zv ≤
∑
i∈B
Qv,i −
∑
i∈B
∑
x∈R
Sv,x,i, ∀ v ∈ T ,
zv ≥
∑
i∈B
ψv,i +
∑
i∈B
∑
x∈R
σv,x,i, ∀ v ∈ O,
qv,i + sv,x,i ≥
∑
j∈b(i)
∆v,j,xwj, ∀ v ∈ T , ∀x ∈ R, ∀ i ∈ B,
Qv,i − Sv,x,i ≤
∑
j∈b(i)
∆v,j,xwj, ∀ v ∈ T , ∀ x ∈ R, ∀ i ∈ B,
ψv,i + σv,x,i ≥
∑
j∈b(i)
∆v,j,xwj, ∀ v ∈ O, ∀ x ∈ R, ∀ i ∈ B,
qv,i, Qv,i free, ∀ v ∈ T , ∀ i ∈ B,
ψv,i free, ∀ v ∈ O, ∀ i ∈ B,
sv,x,i, Sv,x,i ≥ 0, ∀ v ∈ T , ∀x ∈ R, ∀ i ∈ B,
σv,x,i ≥ 0, ∀ v ∈ O, ∀x ∈ R, ∀ i ∈ B,
zv free, ∀ v ∈ T ∪ O,
wj ≥ 0, ∀ j ∈ b(i), ∀ i ∈ B.
(4.20)
Note that the derivation of formulation (4.20) is slightly different from that of
formulation (4.14), since we eliminated the dependence of the range uncertainty on
the individual beamlets j. Accordingly, the dual variables no longer have a subscript
j, and a summation over j ∈ b(i) is deleted from or added to the constraints where
appropriate.
All formulations were optimized using the barrier algorithm of CPLEX 9 on a 3
GHz computer with 3 GB of memory. Before we proceed with a comparison between
the nominal and robust solutions, we briefly discuss the improved tractability of
robust formulation (4.20) over the equivalent instance of robust formulation (4.6).
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The appropriate instantiation of formulation (4.6) under the current setup (11 ranges,
beamlets of the same beam are coupled, voxels are 1 mm2, etc.) could not be solved
due to insufficient memory. In order to solve this formulation, we had to reduce
the problem size by reducing |R| and decreasing the voxel resolution. With the
voxels at 4 mm2 (a ∼16 times reduction in the number of voxels) and with only
5 range indices in R (a ∼2 times reduction), formulation (4.6) solved in roughly 3
minutes. For comparison, using this setup, formulation (4.20) solved in about 10
seconds (a ∼20 times speedup). For the desired setup, solving formulation (4.6) is
not practical. It is possible that delayed constraint generation would improve the
tractability of formulation (4.6), but this was not explored since we were able to solve
formulation (4.20) at the desired granularity using the standard barrier algorithm. A
more thorough comparison using constraint generation would be an interesting topic
of future research.
Returning to the comparison between the nominal formulation (4.4) and the robust
formulation (4.20), Table 4.3 shows the number of variables and constraints in each
formulation, along with the associated solution times.
Table 4.3: Basic information regarding the nominal and robust formulations.
Nominal Robust
Number of variables 3063 176,772
Number of constraints 4813 163,642
Solution time (in min) 0.5 9
First, we consider the nominal solution and examine what can go wrong if we
do not protect against range uncertainty. The dosimetric consequences of using the
nominal solution under various realizations of the beamlet ranges are presented in
Figure 4-3. In this figure and in the corresponding one for the robust solution, when
we refer to a “longer range” or a “shorter range” being realized by the beamlets,
this refers to a +5 mm and −5 mm shift, respectively. While we assume that the
individual beams are independent in the optimization, the figures that refer to “longer
range” or “shorter range” represent outcomes where all beams realize the longer or
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shorter range, respectively.
In Figure 4-3(a), when all beamlets realize their nominal ranges, we see that
the dose distribution is highly conformal around the tumor, except for a slight hot
spot in front of the tumor. The nominal solution chooses to deliver more dose to
the unclassified tissue in front of the tumor since this allows improved sparing of the
more important OAR behind the tumor. Moreover, the steep distal dose falloff that is
characteristic of protons (cf. Figure 4-1) is used at the edge of the tumor to produce
the sharpest gradients between the tumor and surrounding healthy tissue. This is
evident in Figure 4-3(b) and Figure 4-3(d). In both figures, the most intense Bragg
peaks are placed right in front of the OAR to produce the steepest dose gradient
between the tumor and OAR. Furthermore, from the 45◦ direction, Bragg peaks are
placed at the interface of the tumor and UT. Note that the beam from 315◦ is a
mirror image of the one from 45◦, hence it is not shown. While this placement of
Bragg peaks produces a dose distribution that effectively covers the tumor and spares
the OAR, it is also very sensitive to uncertainty in the range of the beamlets.
The inadequacy of the nominal solution is most apparent in Figure 4-3(e), where
the beamlets overshoot their nominal range by 5 mm. Since the dose gradient between
the tumor and the OAR is crafted by Bragg peaks placed right in front of the OAR,
beamlets that overshoot will end up placing these intense peaks right into the OAR.
This results in potentially dangerous amounts of dose being delivered to the critical
structure. Furthermore, we see that large parts of the tumor also get underdosed by
roughly 20% in this scenario. When the beamlets all undershoot (Figure 4-3(c)), there
is no danger of placing Bragg peaks into the OAR. However, we do see large hot spots
in the tumor, as well as parts of the tumor that receive virtually no dose (the part right
in front of the OAR). These problems stem from the fact that the nominal solution is
specialized to use the nominal range information of each beamlet to the fullest extent
possible. This results in dose distributions delivered by individual beams that are
highly inhomogeneous (in particular, the beams at 45◦ and 315◦), and that need to
overlap just right in order to produce the desired dose distribution. As a result, any
deviations from the nominal range may lead to hot and cold spots in the anatomy.
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One can imagine an analogy to interference in waves. Properly tuned overlapping
waves can produce a flat surface, but perturbations in the individual waves may
cause interference that amplifies their oscillatory nature, which is analogous to the
resulting hot and cold spots witnessed in Figure 4-3(c) and Figure 4-3(e).
Finally, Figure 4-3(f) offers another look at the vulnerability of the nominal so-
lution to range uncertainty. This figure illustrates the maximum deviation, over the
11 possible ranges for each beamlet, of the dose delivered from the prescription dose
by the nominal solution. We see that the nominal solution is most susceptible to
uncertainty at the interface between the tumor and the OAR. This is a result of the
nominal solution placing many intense Bragg peaks in this region. Shifts in the range
of the beamlets will move these peaks between the OAR and the tumor. This figure
succinctly shows that the nominal solution is very sensitive to uncertainty in exactly
the locations where we would like more robustness.
Next, we look at the results of using the robust solution in the face of uncertainty.
Figure 4-4 shows the relevant dose distributions.
In Figure 4-4(a), we see that when all beamlets realize their nominal range, the
robust solution delivers a highly conformal dose distribution. On the side of the tumor
furthest from the entering dose, the robust dose distribution appears to be a little less
conformal than the nominal one. However, this is partially balanced by the missing
hot spot in front of the tumor that the nominal solution exhibited. Overall, it appears
that the robust solution is roughly comparable to the nominal solution in terms of
conformity. It is in the remaining figures that the robust solution distinguishes itself
from the nominal solution.
In Figure 4-4(c) and Figure 4-4(e), we see that the dose distributions correspond-
ing to undershooting or overshooting beamlets, respectively, still manage to provide
good tumor coverage while sparing the OAR. The reason that the robust solution ac-
complishes these tasks becomes apparent in Figure 4-4(b) and Figure 4-4(d). Unlike
the nominal solution, the robust solution completely avoids putting intense Bragg
peaks directly in front of the OAR (Figure 4-4(d) illustrates this phenomenon most
clearly). Instead, it uses the lateral falloff of the proton dose profile to shape the
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dose gradient between the tumor and OAR. By using the lateral dose falloff, the ro-
bust solution is trading off tumor coverage with OAR sparing in the face of range
uncertainty. Recall that the proton dose falloff in the lateral direction is shallower
than at the distal edge of the Bragg peak. As a result, the robust solution produces
a shallower dose gradient at the interface of the tumor and OAR. This implies that
the robust solution will be less conformal than the nominal solution in this area.
However, this property of the robust solution is balanced by the increased protection
from uncertainty in the range of the beamlets, since the robust solution avoids plac-
ing intense Bragg peaks directly into the OAR if the beamlets overshoot and avoids
significant underdosing in the tumor if the beamlets undershoot. Range uncertainty
affects the distal dose falloff much more than the lateral falloff, which can be con-
sidered largely constant as a function of depth. Hence, by using the lateral falloff to
shape the dose gradient at the interface between the tumor and OAR, variations in
the range of the beamlets will have a minimal effect on the quality of the resulting
treatment. Furthermore, note that the dose distributions delivered by the individual
beams are widely homogeneous in beam direction – another indication that the robust
solution is less sensitive to beamlet range shifts. Going back to the wave analogy, the
robust solution can be thought of as overlapping waves with a lower amplitude and
longer period, so any perturbations of the individual waves will result in only mild
constructive interference.
Finally, Figure 4-4(f) shows that the variability in the robust dose distribution is
greatly reduced as compared to the nominal dose distribution. The deviations from
the prescription dose in the tumor are very slight, and the deviations in the OAR,
while spread over a larger volume of the structure, are lower at the maximum, as
compared to the nominal solution. This phenomenon is more easily visualized with a
DVH. The DVHs for the nominal and robust solutions under the three range scenarios
(all beamlets realize their nominal range, longest range, or shortest range) are shown
in Figure 4-5.
Figure 4-5(a) shows that the nominal solution produces a dose distribution in the
tumor that is very sensitive to range uncertainty in the beamlets. Both undershooting
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and overshooting result in extreme hot and cold spots in the tumor. For example,
if the beamlet ranges are all shortened by 5 mm, then about 10% of the tumor is
underdosed by roughly 70%, and 10% of the tumor is overdosed by 20%. These are
completely unacceptable statistics. The effect of the uncertainty on the dose delivered
to the unclassified tissue is negligible, as the DVHs are very similar for the different
range scenarios. Finally, we see that the dose to the OAR can be very sensitive to
range uncertainty, especially if the beamlets overshoot. If the beamlet ranges are all
lengthened by 5 mm, then there is an extreme hot spot in the OAR of 120% of the
tumor prescription dose.
Figure 4-5(b) shows that the robust dose distribution is better protected from the
effects of range uncertainty in the beamlets, as compared to the nominal solution.
The tumor DVH, in particular, displays far less sensitivity to range variations of
the beamlets. When the beamlets undershoot, the resulting hot and cold spots in
the tumor are much less significant than in the nominal solution. These hot spots
amount to a 4% overdose to 2% of the tumor, while the cold spots correspond to a
5% underdose to 7% of the tumor – these are much more acceptable statistics. The
robust solution also does a better job of protecting the OAR from the negative effects
of range uncertainty. Recall that we are considering the OAR to be a serial organ,
so we are mainly interested in the maximum dose delivered to it. The maximum hot
spot in the OAR is just over 80% of the tumor prescription dose, which is almost a
one-third reduction as compared to the nominal solution. Even though the maximum
dose to the OAR is still quite high, we should focus on the relative improvement
over the nominal solution, since different importance factors in the objective function
could reduce both of these hot spot values. Finally, as is the case in the nominal
solution, the dose distribution over the unclassified tissue is nearly unchanged in the
various range scenarios.
To more directly compare the nominal and robust solutions in these three scenarios
(beamlets realize nominal range, beamlets are 5 mm shorter, beamlets are 5 mm
longer), Figure 4-6 plots the nominal and robust DVHs on the same axes. We focus
only on the tumor and OAR, and omit the less important UT DVHs from these
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figures.
We see that the robust solution is generally much better than the nominal solution
at protecting the tumor from underdosing or overdosing in the various scenarios.
While the robust solution is better than the nominal solution in terms of maximum
dose delivered to the OAR under the scenario where beamlet ranges are all lengthened,
the price to pay for the robustness is a relative increase in the dose delivered to the
OAR for the other scenarios.
4.7 Conclusions
In this chapter, we considered the optimization of intensity-modulated proton therapy
treatments under uncertainty in the range of the protons. We formulated the prob-
lem of optimizing the treatment under no uncertainty (the nominal formulation), and
then incorporated a model of proton range uncertainty to arrive at a robust formula-
tion. Using duality, we constructed an equivalent linear, robust formulation that was
tractable, and produced relevant and intuitive solutions.
We compared the performance of the nominal treatment plan with the robust
treatment plan on the standard RTOG phantom geometry. The nominal solution
provided better tumor coverage and OAR sparing over the robust solution, if we
assumed that all beamlets realized some pre-defined, nominal range. However, if the
beamlets realized a different range than expected, the nominal solution resulted in
severe hot spots (20% overdose to 10% of the tumor) and cold spots (70% underdose to
10% of the tumor) in the tumor, and it delivered 120% of the tumor prescription dose
in the OAR. The robust solution fared much better in the face of range uncertainty,
virtually ensuring the same tumor coverage as if the beamlets had all realized their
nominal range, and reducing the worst-case OAR hot spot by 30% as compared to
the nominal solution.
The differences between the nominal approach and robust approach can be at-
tributed to the construction of their respective optimized intensity maps. The nomi-
nal intensity map placed intense Bragg peaks directly in front of the OAR. While this
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configuration creates a sharp dose gradient between the tumor and OAR, the quality
of the plan is susceptible to range uncertainty in those beamlets, especially if they
overshoot their nominal range. The robust solution utilized an approach that was
orthogonal (both figuratively and literally) to the nominal solution. It chose to avoid
using the distal falloff of the Bragg peak to shape the dose gradient, and instead, it
used the lateral falloff. This type of intensity map results in a shallower dose gradient,
but also manages to sidestep the most significant negative effect of the range uncer-
tainty (namely, placing Bragg peaks into the OAR). Since the lateral falloff changes
minimally with the range of the proton, the OAR is protected from the overshooting
or undershooting of the beamlets closest to it.
The work presented in this chapter focuses only on range uncertainty. However,
a comprehensive robust framework should include other types of uncertainty such as
setup error and, of particular importance in proton therapy, implementation errors.
Implementation errors could be related to uncertainties in the delivery system that
cause variations in the energy of the protons, which would affect the location of their
Bragg peaks.
A computational extension of this work would be to study the solution of the
various robust formulations presented in this chapter under different algorithms. This
research would also be useful to guide the implementation of other robust and/or
clinical formulations in both proton and photon therapy. Clinical problems are very
large-scale optimization problems, which typically become even larger once robustness
is included. The adoption of such techniques in practice, therefore, hinges on the
efficient solution of these formulations.
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Figure 4-3: The nominal treatment plan. (a) Dose distribution assuming each beamlet
realizes its nominal range; (c/e) Dose distribution assuming each beamlet’s range is
shortened/lengthened by 5 mm; (b/d) Dose distribution of the individual beam at
45◦/0◦ assuming each beamlet realizes its nominal range; (f) The maximum deviation
of the delivered dose from the prescribed dose over all 11 ranges.
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Figure 4-4: The robust treatment plan. (a) Dose distribution assuming each beamlet
realizes its nominal range; (c/e) Dose distribution assuming each beamlet’s range is
shortened/lengthened by 5 mm; (b/d) Dose distribution of the individual beam at
45◦/0◦ assuming each beamlet realizes its nominal range; (f) The maximum deviation
of the delivered dose from the prescribed dose over all 11 ranges.
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Figure 4-5: DVHs of the nominal (a) and robust (b) solution under three scenarios:
all beamlets realize their nominal range, shortest range, or longest range.
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Figure 4-6: DVHs of the nominal and robust solutions under three scenarios: all
beamlets realize their nominal range (a), shortest range (b), or longest range (c).
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Chapter 5
Conclusions
Radiation therapy is subject to uncertainties that need to be accounted for when
determining a suitable treatment plan for a cancer patient. Traditional optimization
methods that are used to produce treatments for a particular patient may suffer from
two distinct problems. First, they may not protect against any uncertainty at all,
which could result in a tumor that does not receive sufficient dose. Or, they may
be far too conservative and sacrifice unnecessary amounts of healthy tissue during
the treatment. This thesis addresses these trade-offs using robust optimization. By
modeling the various uncertainties in the underlying problem and incorporating them
into the optimization, we provide a tailored solution for the particular uncertainty at
hand, while balancing the sparing of healthy tissue with ensuring sufficient coverage
of the tumor volume.
Currently, there are few, if any, arbitrage opportunities in terms of improving an
optimized treatment in all dimensions. It is unlikely that local changes in optimiza-
tion parameters will result in improved solutions, with respect to all of the different
objectives that one can argue are important. Hence, focus should be directed towards
uncovering the relevant trade-offs in each case, and equipping treatment planners with
the right tools and understanding to make the best possible decisions under uncer-
tainty. A suitable robust optimization framework will allow these decision makers
to understand the effects of uncertainty on the treatment outcome, and aid in the
creation of comprehensive clinical solutions.
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One subtle but important aspect of the work presented in this thesis is that these
improvements in robustness are software (i.e., mathematical) fixes. Theoretically, by
updating the optimization processes that are employed in current treatment planning
systems, our robust approaches could be used in the clinic today. Therefore, the po-
tential exists to realize these improvements with minimal additional cost and changes
to current treatment protocols. On the other hand, hardware solutions for addressing
uncertainty typically prolong the treatment time, as well as require additional hu-
man effort to implement. Also, these solutions may themselves introduce additional
operational uncertainty into the problem. Therefore, we must be mindful that the
solutions we create to address a particular problem do not introduce other challenges
elsewhere in the same problem, or in the treatment pipeline either downstream or
upstream.
In the future, in order to deliver the best possible treatments and outcomes for
patients, we will need to move towards a more integrated view of the processes in-
volved. Attention must be paid to the interplay between treatment optimization and
treatment operations. We need to ensure that our carefully crafted solutions to micro-
level problems such as individual treatments do not adversely affect the macro-level
operations of the facility that is carrying out the treatments. By doing so, we will
move towards optimality for both the individual patient and the larger health care
system.
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