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Introduction
Ce livre d’exercices est destiné aux étudiants de second bloc en sciences mathématiques.
Il vise à compléter le cours théorique dispensé par Jean-Pierre Schneiders et à servir de
base pour les séances de travaux pratiques. Chaque pan du cours est structuré en chapitre
et illustré par de nombreux exercices de difficulté variable.
Les exercices et les applications sont au coeur de l’analyse complexe. Afin d’aider les
étudiants à maitriser cette matière, nous proposons des résolutions-types pour la plupart
des exercices et nous donnons dans tous les cas la réponse finale, même si la résolution
n’est pas détaillée. Il est bien sûr évident que les élèves doivent faire appel à leurs propres
responsabilités quant à l’utilisation de ce manuel, l’intérêt se situant dans le travail per-
sonnel et non dans le recopiage de solutions toutes faites. Ainsi, les solutions proposées
sont surtout là pour permettre à l’étudiant de vérifier ses réponses et en ce sens, nous nous
permettons souvent une rédaction expéditive, ne contenant que les principaux arguments.
Les principales références bibliographiques utilisées sont mentionnées à la fin du manuel.
Il est cependant important de préciser que de nombreux exercices proviennent de sites
internet divers. Nous tenons donc à remercier toutes les personnes qui ont indirectement
contribué à la rédaction de ces notes. Nous remercions également Adeline Massuir pour la
relecture et les corrections apportées aux exercices. Enfin, nous remercions particulièrement
M. Kreusch et J. Raskin pour avoir fourni une base importante d’exercices via les travaux
pratiques des précédentes années.
Pour conclure, nous tenons à rappeler que ce texte ne constitue qu’une première version
et en ce sens les erreurs, que nous espérons vénielles, ne sont pas à exclure. Nous remercions







Rappels sur les nombres complexes
Exercice 1.1. Déterminer l’ensemble des naturels n tels que
(1 + i)n = (1− i)n.
Exercice 1.2. Soient a, b, c ∈ C trois sommets d’un triangle équilatéral. Montrer que
a2 + b2 + c2 = ab+ bc+ ca.
Exercice 1.3. Soient a, b, c ∈ C trois sommets d’un triangle équilatéral inscrit dans le
cercle unité C(0, 1). Trouver la valeur maximum de
|a− z||b− z||c− z|
où z est un point variable appartenant au disque fermé D(0, 2).
Exercice 1.4. Soient z1, z2, z3 trois nombres complexes appartenant à
C = {z ∈ C : |z − i
√
3| = 1}.
Supposons de plus que
3z1 + i
√
















Exercice 1.5. Soient n > 0 un naturel et z = e
ipi











Exercice 1.6. Décrire géométriquement de manière "simple" (disque, ellipse, demi-plan,
etc...) et esquisser dans le plan les ensembles suivants :
(a)
{z ∈ C : |z − i| = 2},
(b)
{z ∈ C : |z + 2i|+ |z − 2i| = 6},
(c)
{z ∈ C : ||z − 3| − |z + 3|| = 4},
(d)
{z ∈ C : z(z¯ + 2) = 3},
(e)
{z ∈ C : =(z2) = 4},
(f)
{z ∈ C : <(z2) > 1},
(g)
{z ∈ C \{−3} :
∣∣∣∣z − 3z + 3
∣∣∣∣ < 2},
(h)
{z ∈ C : z2 = i|z|2}.







<z ⇐⇒ z ∈ R0 ou =(wz) = 0.
Exercice 1.8. Soit a > 0. Quelle est l’image de
B = {z ∈ C : |z − a| < a}
par la transformation z 7→ 1
z
?
Exercice 1.9. Soient a > 0, b ∈ R et
1. A1 = {z ∈ C : |z − a| < a}
2. A2 = {z ∈ C : |z| < a}
3. A3 = {z ∈ C : <z,=z > 0}
4. B1 = {z ∈ C : <z > b}
5. B2 = {z ∈ C : <z < b}
6. B3 = {z ∈ C : =z > 0}
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Trouver une bijection qui envoie
1. A1 sur B1
2. A1 sur B2
3. A1 sur B3
4. A2 sur B3
5. A3 sur B3
6. A3 sur A1
Exercice 1.10 (Transformations de Möbius). Soient a, b, c, d des nombres complexes tels
que c 6= 0 et ad 6= bc. Décomposer la transformation homographique
f : C \{−d/c} → C \{a/c} : z → az + b
cz + d
en translations, rotations, homothéties et inversions.
Notons H le demi-plan {z ∈ C : =z > 0}. A quelles conditions sur a, b, c, d (supposés ici
réels) la transformation f est-elle une bijection de H dans H ?
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Chapitre 2
Fonctions élémentaires d’une variable
complexe
Exercice 2.1. Calculer les expressions suivantes :
ii, ln (−e), ln (i), iln (i),
√
i.
Exercice 2.2. Déterminer pour quels z ∈ C les égalités ln(ez) = z et eln(z) = z sont
vérifiées.
Exercice 2.3. Les propriétés suivantes sont-elles vraies quels que soient z, w ∈ C0 et
c, d ∈ C ?
(a) ln(zw) = ln(z) + ln(w)
(b) (zw)c = zcwc
(c) zczd = zc+d
(d) (zc)d = zcd.







Exercice 2.5 (Fonctions trigononométriques inverses). Soit w ∈ C. Résoudre les équations
suivantes
(a) cos(z) = w
(b) sin(z) = w
(c) tan(z) = w, w /∈ {−i, i}
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(d) cot(z) = w, w /∈ {−i, i}.
Exercice 2.6 (Fonctions hyperboliques inverses). Soit w ∈ C. Résoudre les équations
suivantes
(a) cosh(z) = w
(b) sinh(z) = w
(c) tanh(z) = w, w /∈ {−1, 1}
(d) coth(z) = w, w /∈ {−1, 1}.
















6 | tan(z)− i| 6 2e
−2y




6 | cot(z) + i| 6 2e
−2y
1− e−2y , (y > 0).
Exercice 2.8. Calculer, si elles existent, les limites suivantes




(c) limz→0 sin |z|z .









Montrer de plus que la convergence est uniforme sur tous les disques D(0, R), pour R > 0.
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Chapitre 3
Fonctions holomorphes d’une variable
complexe




, (x, y) 6= (0, 0)
et prolongée par 0 en (0, 0). Montrer que f n’est pas différentiable (au sens complexe) en
0 mais admet des dérivées partielles qui satisfont les équations de Cauchy-Riemann en 0.
Même question pour la fonction g : C→ C définie par
g(z) =
z5
|z|4 , z 6= 0
et prolongée par 0 en 0.
Exercice 3.2 (L’Hospital). Soient f et g deux fonctions holomorphes au voisinage de









Exercice 3.3. Soit Ω un ouvert de C. Montrer que si f ∈ C2(Ω), alors
∆|f |2 = 4
∣∣∣∣∂f∂z
∣∣∣∣2 + 2<(f∆f) + 4 ∣∣∣∣∂f∂z
∣∣∣∣2 .











(a) f : z ∈ C 7→ <(z)
(b) f : z ∈ C 7→ <(z)2=(z)2
(c) f : z ∈ C 7→ |z|
(d) f : z ∈ C 7→ <(z)2 + i=(z)2
(e) f : z ∈ C 7→ z<(z)
(f) f : z ∈ C 7→ 2<(z)=(z)− i(<(z)2 −=(z)2).
Exercice 3.5. Soient Ω un ouvert connexe non vide de C et f ∈ O(Ω). Prouver que les
conditions suivantes sont équivalentes
1. f est constant sur Ω
2. <f est constant sur Ω
3. =f est constant sur Ω
4. |f | est constant sur Ω
5. f ′ = 0 sur Ω
6. f ∈ O(Ω).
Exercice 3.6. Soient Ω ⊂ C un ouvert connexe non vide et f ∈ O(Ω). Notons u = <f et
v = =f . Supposons qu’il existe (a, b, c) ∈ R3 \{(0, 0, 0)} tel que
au(z) + bv(z) + c = 0
pour tout z ∈ Ω. Prouver que f est constant.





Prouver qu’il existe une unique application f ∈ O(Ω) vérifiant f(0) = 0 et <f = u.
Exercice 3.8 (Un théorème de Rolle complexe). Soit f une fonction holomorphe sur C.
1. Soient a, h ∈ C. Calculer les dérivées des fonctions ϕ et ψ définies sur R par
ϕ(t) = 〈f(a+ th), h〉
et
ψ(t) = 〈if(a+ th), h〉.
On exprimera ces dérivées en fonction de <f ′ et =f ′.
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2. Soient a et b deux points distincts de C. On suppose qu’on a f(b) = f(a). Mon-
trer qu’il existe deux points c1 et c2 sur le segment ]a, b[ tels que <(f ′(c1)) = 0 et
=(f ′(c2)) = 0.
3. Prouver qu’il n’existe pas nécéssairement un nombre c ∈]a, b[ tel que f ′(c) = 0.
Exercice 3.9. Déterminer le domaine de définition, l’ouvert d’holomorphie et la dérivée
complexe de f pour











(d) f(z) = cos(piz)
1−4z2
(e) f(z) = ln(−√z)
Exercice 3.10. On définit les fonctions f et g par
f(z) = (1− z2)1/2
et
g(z) = (1− z)1/2(1 + z)1/2
lorsque cela a un sens. Déterminer le domaine d’holomorphie de f et de g ainsi que l’en-
semble des points z où l’égalité f(z) = g(z) a lieu.
Exercice 3.11. On définit les fonctions f et g par
f(z) = ln(z − z2)
et
g(z) = ln(z) + ln(1− z)
lorsque cela a un sens. Déterminer le domaine d’holomorphie de f et de g ainsi que l’en-
semble des points z où l’égalité f(z) = g(z) a lieu.







g(z) = ln(1− iz)− ln(1 + iz)
lorsque cela a un sens. Déterminer le domaine d’holomorphie de f et de g ainsi que l’en-
semble des points z où l’égalité f(z) = g(z) a lieu.
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g(z) = (z + 2)1/3(z − 2)−1/3
lorsque cela a un sens. Déterminer le domaine d’holomorphie de f et de g ainsi que l’en-
semble des points z où l’égalité f(z) = g(z) a lieu.
Exercice 3.14. Déterminer le domaine d’holomorphie des fonctions f suivantes













Intégration curviligne et formule de
Cauchy
Exercice 4.1. Soit Γ un arc de cercle fermé centré en 0 et inclus dans le demi-plan





ainsi que la longueur de Γ.
Soit Γ′ l’image de Γ par z 7→ az+b
cz+d
où a, b, c, d sont des réels tels que ad − bc = 1. Donner















(a) ω = 2xy3dx+ 3x2y2dy et Γ est l’arc de la parabole d’équation y = x2 joignant (0, 0) à
(2, 4).
(b) ω = z sin(z)dz et Γ est le segment joignant 0 à i.
(c) ω = (2y + x2)dx + (3x − y)dy et Γ est l’arc de la parabole d’équation 4y = x2 + 12
joignant (0, 3) à (2, 4).






(e) ω = (3xy + iy2)dz et Γ est le segment joignant i à 2− i.
12
Exercice 4.4. Soit Γ un arc paramétré par un chemin γ de classe C1. On note Γ l’arc
paramétré par γ. Soit également f une fonction continue sur l’image de Γ et soit f ∗ la















Exercice 4.5. Vérifier le théorème de Green-Riemann pour l’intégrale∫
C
(2xy − x2)dx+ (x+ y2)dy
où C est la frontière de la région K délimitée par les courbes d’équation y = x2 et y2 = x.
Même question pour l’intégrale∫
C
(x2 − 2xy)dx+ (y2 − x3y)dy
où C est la frontière du carré [0, 2]× [0, 2].
Exercice 4.6. Soit K un compact régulier du plan de frontière C. Prouver que l’aire de





















avec a, b > 0. Calculer ∫
C
(8z + 3z)dz.




]× [0, 1] par la fonction sinus.
1. Représenter K et donner un paramétrage de son bord.





Exercice 4.9. Soit n ∈ N . Calculer la valeur des deux intégrales suivantes :∫ 2pi
0
esin(nθ) cos(θ − cos(nθ))dθ,
∫ 2pi
0
esin(nθ) sin(θ − cos(nθ))dθ.

























z3 − a3 ,
pour a ∈ C0, R > 0, R 6= |a|.
Exercice 4.11. Soient r ∈]0, 1[ et f : D(0, 1) → C une application continue. Pour tout
t ∈ [0, 2pi] et n > 2 on pose γ(t) = reit et γn(t) = (1− 1n)γ(t). Soient C et Cn les courbes







Exercice 4.12. Soient f et g deux fonctions holomorphes sur D(0, 1) et continues sur












est égal à f(z) si |z| < 1 et à g(1/z) si |z| > 1.
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Exercice 4.13. Soit u une fonction holomorphe sur C0. Montrer qu’il existe une fonction






sur le disque D(0, r).





f(z)dz = 0, pour tout rectangle Γ ⊂ Ω




f(z)dz = 0, pour tout triangle ∆ ⊂ Ω.




Montrer que f est nulle.
Exercice 4.16. Soit f une fonction holomorphe sur C telle que f(z) = f(z+ 1) = f(z+ i)
pour tout z ∈ C . Prouver que f est constant.
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Chapitre 5
Séries de puissances naturelles







Montrer que ζ est holomorphe sur {z ∈ C : <z > 1} et calculer ∂kζ
∂zk
pour tout k ∈ N.
Exercice 5.2. Montrer que les sommes des séries ci-dessous sont holomorphes dans les
























−z2√n (| arg(z)| < pi/4).


































m, où am = 1(m
2
+1)m
si m est pair et am = 0 si m est impair.
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converge. En utilisant le critère de Dirichlet, prouvez que
∑+∞
m=0 cmz
m converge pour tout
z ∈ C(0, 1)\{1}.Montrer en particulier que l’hypothèse est vérifiée si (cm)m∈N est une suite
de réels positifs décroissant vers zéro.
Exercice 5.5. Déterminer le rayon de convergence des séries suivantes et vérifier la conver-






































Exercice 5.7. Pour n ∈ N on pose






Prouver que les fn sont holomorphes sur C et que la suite (fn)n converge uniformément
vers 1 sur tout compact de C.





ait un rayon de
convergence R ∈]0,+∞[. Posons un(z) = znn! fn(z) et f(z) =
∑+∞
n=0 cnun(z). Prouver que
f est holomorphe sur D(0, R) et que la série de terme général cnun(z) diverge pour tout
z ∈ C tel que |z| > R.
Exercice 5.8. En précisant où le développement a lieu, développer en série de MacLaurin
les fonctions suivantes
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(a) f1(z) = 1z2+1
(b) f2(z) = 1z2+z+1
(c) f3(z) = 9(z−1)(z+2)
(d) f4(z) = 4−3z(1−z2)2
(e) f5(z) = 2z−5z2−5z+6




(h) f8(z) = ln(z +
√
1 + z2).
Exercice 5.9. Quel est le coefficient de z100 dans le développement de MacLaurin de la
fonction f donnée par
f(z) =
1
(1− z)(1− z5)(1− z10)(1− z20) ?
En déduire de combien de façons un montant de 1 euro peut s’obtenir à partir de pièces
de 1, 5, 10 et 20 cents.











De la même manière, à partir du développement de MacLaurin de la fonction arctan,




4n2 − 1 .
Exercice 5.11. Donner le développement limité de MacLaurin de
(a) z 7→ z2
cos2(z)
jusqu’à l’ordre 8.
(b) z 7→ ez ln(1 + z) jusqu’à l’ordre 5.
(c) z 7→ ln(1+z)
ez
jusqu’à l’ordre 5.
(d) z 7→ 1
cosh2(z)
jusqu’à l’ordre 4
(e) z 7→ exp(sin(z)) jusqu’à l’ordre 4.
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ez − 1 = Φ(z), (|z| < 2pi)
trouver le développement de MacLaurin des fonctions suivantes
(a) z 7→ z cot(z),
(b) z 7→ ln(cos(z)).
Exercice 5.13 (Nombres d’Euler). On définit les nombres d’Euler En par les relations




2nE4 + ...+ C
2n
2nE2n = 0,
























z2n+1 (|z| < pi/2).











pour tout z ∈ C .
Exercice 5.15. Trouver les fonctions f holomorphes sur D(0, 1) qui vérifient
(a) f ′(z) = f(z), f(0) = 1
(b) (1 + z2)f ′(z) = 1, f(0) = 0
(c) f ′′(z) + λ2f(z) = 0, f(0) = 0, f ′(0) = λ, λ ∈ C
(d) zf ′′(z)− f ′(z)− 4z3f(z) = 0, f(0) = 1, f ′′(0) = 0
(e) (1− z2)f ′′(z)− 5zf ′(z)− 4f(z) = 0, f(0) = 1, f ′(0) = 0
(f) (1− z2)f ′(z)− zf(z) = 1, f(0) = 0.




Exercice 5.16. Soient f ∈ O(C), A,B ∈ R, R, a ∈]0,+∞[ vérifiant
|f(z)| 6 A+B|z|a
pour tout z ∈ C tel que |z| > R. Prouver que f est un polynôme.
19
Chapitre 6
Zéros, singularités, développement de
Laurent et résidus
Exercice 6.1. Soit r > 0. Existe-t-il des fonctions f ∈ O(D(0, r)) et, si oui les déterminer,






























Exercice 6.2. Soit f ∈ O(Ω) où [0, 1] ⊂ Ω et où f vérifie f(z) = f(z+1) pour tout z ∈ Ω.
Montrer que f peut être prolongé analytiquement sur une bande {z ∈ C : −δ < =(z) < δ}
pour un certain δ > 0.
Exercice 6.3. Déterminer les zéros (comptés avec leur multiplicité) des fonctions suivantes
1. f1(z) = sin(z), g1(z) = cos(z)
2. f2(z) = z4 − 1
3. f3(z) = cosh2(3z)
4. f4(z) = (z+1)
2
(z−4)2




Exercice 6.4. Soient Ω un ouvert de C, f ∈ O(Ω) une fonction non identiquement nulle
















(b) {z : 1 < |z| < 3}
(c) {z : |z| > 3}.
Même question pour f(z) = 1
(z−1)(z−2) sur
(a) D(0, 1)
(b) {z : 1 < |z| < 2}
(c) {z : |z| > 2}.
Exercice 6.6. Déterminer sur quel domaine de C les fonctions suivantes sont holomorphes.
Donner le type de leurs éventuelles singularités isolées. Pour chacune d’entre elles, calculer
le développement de Laurent.
1. f1(z) = cos(z)−1z2
2. f2(z) = 1z(4z2+1)
3. f3(z) = 1−e
z
z
4. f4(z) = 6 sin(z)−6z+z
3
z7
5. f5(z) = z+1sin(z)
6. f6(z) = cosh( 1z−pi ).
Exercice 6.7. Déterminer le domaine d’holomorphie et la nature des éventuelles singula-
rités isolées de la fonction f donnée par
f(z) =
1













z(z − 1)2(z2 + 1) .
Exercice 6.8. En utilisant un développement limité, déterminer la partie singulière et la
partie régulière jusqu’à l’ordre 2 de
1. f1(z) = 1(1−cos(z))2 en 0.
2. f2(z) = 1ln(1+z) en 0.
3. f3(z) = z(ez−1)3 en 0.
4. f4(z) = 1sin(z)(pi−z)2(1+eiz) en pi.
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Exercice 6.9 (Fonctions de Bessel). Pour tout z ∈ C, on note Fz la fonction holomorphe










1. On note Jn(z) le n-ième coefficient de Laurent de Fz en 0. Montrer que la fonction
Jn ainsi définie est holomorphe sur C, et exprimer ses coefficients de Taylor en 0.
2. Pour n ∈ Z vérifier les relations suivantes



















cos(z sin θ − nθ)dθ.
4. Montrer que Jn est solution d’une équation différentielle du second ordre que l’on
explicitera.
Exercice 6.10. Soient a ∈ C, R > 0 et f une fonction holomorphe sur le disque épointé
D(a,R)\{a}. Montrer que si a ∈ C est une singularité essentielle de f et si g ∈ O(C) est
une fonction non constante, alors a est une singularité essentielle de g ◦ f.
Montrer que si a est un pôle de f et si g ∈ O(C) est une fonction non polynomiale, alors
a est une singularité essentielle de g ◦ f .




1. {z : 0 < |z| < 1}
2. {z : |z| > 1}







Quelles sont ses singularités isolées ? De quel type sont-elles ?








Déterminer les coefficients a0 et a1 du développement de Laurent de f en 0.
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Exercice 6.13. Calculer les résidus associés aux singularités isolées de
1. f1(z) = sin(z)z2
2. f2(z) = e
z
(z−1)2
3. f3(z) = ze
1
z−1
4. f4(z) = z
2
1+z4
5. f5(z) = 1(z2+1)(z−1)2
6. f6(z) = coth2(piz)
7. f7(z) = sin(piz)(z−1)3
8. f8(z) = sin(z) sin(1/z)
9. f9(z) = cos(z)(z2+1)2




Exercice 6.14. Construire une fonction holomorphe sur C \{−i, i} ayant un zéro d’ordre
3 en z = 0, un pôle d’ordre 2 de résidu égal à 1 en z = i et un pôle d’ordre 1 de résidu égal
à 2 en z = −i.
Construire une fonction holomorphe sur C \{0, 1} ayant un pôle d’ordre 2 de résidu égal à
1 en z = 0 et une singularité essentielle de résidu égal à 0 en z = 1.
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Chapitre 7
Calcul d’intégrales et de séries par
résidus











Exercice 7.2. Vérifier le sens des intégrales suivantes et calculer leur valeur en utilisant




1− 2a cos(x) + a2 dx, a ∈ R \{−1, 0, 1},m ∈ N
2. ∫ 2pi
0


























e2ix cot(x− ia) dx, a > 0
9. ∫ pi
−pi
(1 + 2 cos(x))m
5 + 4 cos(x)










, a, b > 1.
Exercice 7.3. Vérifier le sens des intégrales/valeurs principales suivantes et calculer leur


















(x2 + a2)(x2 + b2)2






















(x2 + a2) sin(bx)
dx, a, b > 0.
Exercice 7.4. Vérifier le sens des intégrales/valeurs principales suivantes et calculer leur










































dx, a, b > 0.
Exercice 7.5. Vérifier le sens des intégrales/valeurs principales suivantes et calculer leur



































(x+ 1)(x+ 2)(x+ 3)





















(x− 1)2(x− 4)√x dx.
Exercice 7.6. Vérifier le sens des intégrales/valeurs principales suivantes et calculer leur

































(1− x)a(1 + x)1−a
x2 + 1
dx, −1 < <(a) < 2.













pour tout a > 0.




dx = pi ln(2).












Exercice 7.10. Vérifier le sens des séries/valeurs principales suivantes et calculer leur






























, k ∈ N0 .
Exercice 7.11. 1. Pour n ∈ N0 on note kn l’entier le plus proche de n
√
2. Montrer
qu’il existe une constante C strictement positive telle que
∀n ∈ N0 |n
√
2− kn| > C
n
.





























Principe du maximum et lemme de
Schwartz
Exercice 8.1. Déterminer la borne supérieure de la fonction f définie par
f(z) = | cos(z)|
sur
[0, 2pi] + i[0, 2pi].
Exercice 8.2. Soient Ω un ouvert de C, z0 ∈ Ω, f ∈ O(Ω) et R ∈]0, d(z0,C \Ω)[. Montrer
que si z0 est un zéro de multiplicité p de f alors
|f(z)| 6







Exercice 8.3. Soient Ω un ouvert connexe borné non vide de C et f ∈ O(Ω) ∩ C0(Ω).
Montrer que si |f | est constant sur Ω˙, alors f s’annule ou f est constant sur Ω.
Exercice 8.4. Soit f une fonction holomorphe sur un ouvert contenantD(0, 1). On suppose
que f(0) = 1 et que |f(z)| > 1 si |z| = 1. Montrer que f possède au moins un zéro dans
D(0, 1).
Exercice 8.5. Soit f ∈ O(C) une fonction vérifiant l’inégalité
|f(z)| < 1|=(z)|
pour tout z ∈ C \R . Montrer que f = 0.
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Exercice 8.6. Soient f ∈ O(C) et a un zéro de f . Prouver que pour tout z ∈ C on a
|f(z)| 6 2|z − a| sup
w∈C(z,1)
|f(w)|.
Exercice 8.7. Soit f ∈ O(D(0, 1)) avec f(0) = 1 et <f(z) ∈ [0,+∞[ pour tout z ∈





1. Prouver que <f(z) > 0 pour tout z ∈ D(0, 1).
2. Montrer que pour tout z ∈ D(0, 1) on a |g(z)| 6 |z|.
3. En déduire que pour tout z ∈ D(0, 1) on a
1− |z|
1 + |z| 6 |f(z)| 6
1 + |z|
1− |z| .
4. Que peut-on dire s’il existe a ∈ D(0, 1)\{0} pour lequel l’une des inégalités précé-
dentes est une égalité ?
Exercice 8.8. Soit f ∈ O(D(0, R)) (R > 0). Pour tout r ∈ [0, R[ on pose
Mf (r) = sup
C(0,r)
|f |.
1. Montrer queMf est croissant et continu sur [0, R[.
2. Montrer queMf est strictement croissant si f n’est pas constant.







Quel est le lien entreMf (r) etMg(1r ) ? Montrer que
α : [0, R[→ R : r → Mf (r)
rn
est strictement décroissant, sauf si f est de la forme azn.
Exercice 8.9 (Théorème des trois cercles d’Hadamard). Soient 0 < r < R des réels et Ω
un ouvert de C. On suppose que Ω contient {z ∈ C : r 6 |z| 6 R}. Soit f ∈ O(Ω). Etablir
que pour tout ρ tel que r 6 ρ 6 R on a
Mf (ρ) 6Mf (r)θMf (R)1−θ,
où θ = lnR−ln ρ
lnR−ln r .
31
Exercice 8.10 (Inégalité de Borel-Caratheodory). Soient A, ρ des réels strictement posi-
tifs, R ∈]0, ρ[ et U = D(0, ρ).
1. Déterminer
B = sup{|g(z)| : z ∈ C,<z 6 A},
si g est défini par g(z) = z
2A−z .
2. Soit h ∈ O(U) vérifiant h(0) = 0 et <h 6 A pour tout z ∈ U . Montrer que, si
|z| < R, on a
|h(z)| 6 2A|z|
R− |z| .
3. Posons pour tout f ∈ O(U) et tout r ∈ [0, ρ[, Af (r) = supC(0,r)<f(z). Montrer que
Af est croissant et continu sur [0, ρ[.
4. On suppose que f(0) = 0. Pour 0 6 r < R établir que
Mf (r) 6 2r
R− rAf (R).
5. Soit r ∈ [0, R[. Prouver que
Mf (r) 6 2r
R− rAf (R) +
R + r
R− r |f(0)|.
Exercice 8.11 (Inégalité de Caratheodory). Soient f une fonction holomorphe sur C et
r > 0.
1. On suppose que f(0) = 0. Soit ε > 0. En appliquant le lemme de Schwartz à
g(z) =
f(2rz)
2Af (2r) + ε− f(2rz) ,
montrer queMf (r) 6 2Af (2r).
2. Soient M,N, a ∈ [0,+∞[. On suppose que
<f(z) 6M +N |z|a






Rappels sur les nombres complexes
Exercice 1.1. Multiplier l’équation par (1 + i)n permet d’obtenir l’égalité (1 + i)2n = 2n.
Puisque (1 + i)2 = 2i, l’équation se ramène à (2i)n = 2n ou encore in = 1. Ainsi l’ensemble
de solutions est {n ∈ N : ∃k ∈ N tel que n = 4k}.
Exercice 1.2. Les angles d’un triangle équilatéral étant égaux à pi
3
, on a
b− a = e ipi3 (c− a)
et
a− c = e ipi3 (b− c).






(b− a)(b− c) = −(c− a)2
ce qui, après distribution, donne
a2 + b2 + c2 = ab+ bc+ ca.
Exercice 1.3. Un triangle équilatéral inscrit dans le cercle unité doit avoir 0 comme centre
de gravité. Ainsi il existe t ∈ [0, 2pi[ tel que
a = eit, b = ei(t+2pi/3), c = ei(t+4pi/3).
D’autre part, un point z ∈ D(0, 2) peut s’écrire z = reix avec r ∈ [0, 2] et x ∈ [0, 2pi[
variables. Il faut à présent calculer la valeur maximum de
|(eit − reix)(ei(t+2pi/3) − reix)(ei(t+4pi/3) − reix)|.
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Cette expression se réécrit
|e3it − r3e3ix| =
√
(cos(3t)− r3 cos(3x))2 + (sin(3t)− r3 sin(3x))2.
Une fois les carrés développés, il reste à déterminer
max
r,x
(1 + r6 − 2r3 cos(3(t− x))).
Puisque r est positif et que cos(3(t− x)) a −1 comme valeur minimale, il suffit de calculer
max
r∈[0,2]
r6 + 2r3 + 1 = max
r∈[0,2]
(r3 + 1)2 = 81.
Ainsi la valeur maximum souhaitée est
√
81 = 9.
Exercice 1.4. Posons wk = zk − i
√
3 pour tout k ∈ {1, 2, 3}. Par hypothèses, on a d’une
part w1, w2, w3 ∈ C(0, 1) et d’autre part
2w2 + 2w3 = 2z2 + 2z3 − 4i
√
3 = 3z1 − 3i
√
3 = 3w1.
Ainsi, on voit que w2
w3








− 1 ∈ C(−1, 3/2).








sont donc nécéssairement des points appartenant à
C(0, 1) ∩C(−1, 3/2). En écrivant les équations cartésiennes de ces cercles, on est amené à
résoudre le système {
x2 + y2 = 1
(x+ 1)2 + y2 = 9
4
.
En soutrayant membre à membre, on obtient x = 1
8





équation. D’où la conclusion.





































































D’où la conclusion, en exploitant l’égalité zn = −1.
Exercice 1.6. (a) Il s’agit du cercle de centre i et de rayon 2.
(b) Notons z = x+ iy. Après élévation au carré, l’égalité se réécrit
|z + 2i|2 + |z − 2i|2 + 2|z2 + 4| = 36
ou encore
x2 + (y + 2)2 + x2 + (y − 2)2 + 2
√
(x2 − y2 + 4)2 + (2xy)2 = 36.
Une nouvelle élévation au carré donne
(2x2 − 36 + (y + 2)2 + (y − 2)2)2 = 4((x2 − y2 + 4)2 + (2xy)2).
En développant les produits remarquables, on obtient
4x4 + 4y4 + 282 + 8x2y2 − 112x2 − 112y2 = 4(x4 + y4 + 16 + 2x2y2 + 8x2 − 8y2),
ou encore
144x2 + 80y2 = 720.







Autrement dit, il s’agit de l’ellipse centrée en 0 de demi-grand axe vertical
√
9 = 3 et
de demi-petit axe horizontal
√
5.









(x+ iy)(x+ 2− iy) = 3
et égalons parties réelle et imaginaire. Il vient
x2 + 2x+ y2 = 3
et
xy + 2y − xy = 0.
En complétant le carré de la première égalité, on trouve
(x+ 1)2 + y2 = 4,
autrement dit le cercle de centre (−1, 0) et de rayon 2. Le seconde équation impose
que l’ordonnée soit nulle. Autrement dit l’ensemble recherché est une union de deux
points, à savoir (1, 0) et (−3, 0).
(e) La condition se réécrit 2xy = 4, autrement dit il s’agit de l’hyperbole d’équation y = 2
x
.
(f) La condition se réécrit x2− y2 > 1. L’équation x2− y2 = 1 étant celle d’une hyperbole
centrée en (0, 0) de sommets (1, 0) et (−1, 0), la zone recherchée est celle se trouvant à
l’extérieur des deux branches de l’hyperbole.
(g) La condition se réécrit |z − 3| < 2|z + 3|. En élevant au carré, on obtient
(x− 3)2 + y2 < 4(x+ 3)2 + 4y2.
En développant les produits remarquables, l’inégalité devient
x2 + y2 + 10x+ 9 > 0
ce qui, en complétant le carré, se réécrit
(x+ 5)2 + y2 > 16.
Autrement dit, la zone recherchée est C \D((−5, 0), 4).
(h) Le point z = 0 appartient bien sûr à l’ensemble. Supposons z 6= 0. Alors
z2 = i|z|2 = izz
implique z = iz et donc y = x. L’ensemble recherché est donc la droite d’équation
y = x.
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⇐⇒ y(ay − bx) = 0
⇐⇒ z ∈ R0 ou =(wz) = 0.











w ∈ C :


























Exercice 1.9. En se servant de l’exercice précédent, on peut par exemple prendre
1. z 7→ 1
z
− 2a+ b
2. z 7→ 2a+ b− 1
z
3. z 7→ i (1
z
− 2a)
4. z 7→ i ( 1
z+a
− 2a)
5. z 7→ z2
6. z 7→ 1
2a−iz2 .
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La transformation est donc la composée successive d’une rotation homothétique par c,
d’une translation par d, d’une inversion, d’une rotation homothétique par bc−ad
c
et pour
terminer d’une translation par a
c
.
Il est clair que f : z 7→ az+b
cz+d
est une bijection entre C \{−d/c} et C \{a/c} d’inverse
g : w 7→ dw−b













|cz + d|2 +
bcz + daz
|cz + d|2 .








|cz + d|2 =(z).
Ainsi, f envoie H sur H si et seulement si ad− bc > 0. La condition étant identique pour
g, on a bien que f |H et g|H sont deux bijections inverses l’une de l’autre.
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Chapitre 2
Fonctions élémentaires d’une variable
complexe
Exercice 2.1. 1. ii = exp(i ln(i)) = exp(i(ln |i|+ i arg(i))) = e−pi2
2. ln(−e) = ln | − e|+ i arg(−e) = 1 + ipi
3. ln(i) = ln |i|+ i arg(i) = ipi
2





















Exercice 2.2. Si z = a+ ib alors
ln(ez) = ln |ez|+ i arg(ez)
= a+ i arg(eaeib)
= a+ i(b+ 2kpi)
où k est l’unique entier tel que b + 2kpi ∈] − pi, pi]. L’égalité ln(ez) = z a donc lieu si et
seulement si k = 0, autrement dit si et seulement si z ∈ R×]− pi, pi]. D’autre part
eln(z) = eln |z|+i arg(z) = |z|ei arg(z) = z
pour tout z ∈ C .
Exercice 2.3. (a) Faux. On peut par exemple prendre z = w = −1 pour construire un
contre-exemple. En effet 0 = ln((−1)(−1)) 6= ln(−1) + ln(−1) = 2ipi.
(b) Faux. Un contre-exemple est donné par z = w = −1 et c = i.
(c) Vrai. Par définition on a
zczd = ec ln(z)ed ln(z) = e(c+d) ln(z) = zc+d.
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(d) Faux. Un contre-exemple est donné par z = −1, c = 2 et d = 1/2.
Exercice 2.4. L’énoncé peut se reformuler comme suit : Trouver les z ∈ C \{b} pour
lesquels il existe r > 0 tel qu’on a l’égalité
z − a
z − b = −r.








autrement dit, si et seulement si z appartient au segment ouvert du plan délimité par les
points a et b.
Exercice 2.5. (a) L’équation se réécrit eiz + e−iz = 2w ou encore e2iz − 2weiz + 1 = 0.
Posons Z = eiz et résolvons l’équation du second degré Z2−2wZ+1 = 0. Les solutions
sont





On en conclut que l’ensemble des solutions est
S = {2kpi − i ln(w ±
√
w2 − 1) | k ∈ Z}.
(b)
S = {2kpi − i ln(iw ±
√




























S = {2ikpi + ln(w ±
√
w2 − 1) | k ∈ Z}.
(b)
S = {2ikpi + ln(w ±
√



























| k ∈ Z
}
.
Exercice 2.7. Démontrons le point (a) à titre d’exemple. On utilise les deux inégalités
|z + w| 6 |z| + |w| et ||z| − |w|| 6 |z − w| valables pour tous nombres complexes z et w.
On a alors d’une part
| sin(z)| =
∣∣∣∣eiz − e−iz2




∣∣∣∣ > ||eiz| − |e−iz||2 = |e−y − ey|2 .
Si y > 0 alors
|e−y − ey| = ey − e−y = e|y| − e−|y|,
et si y < 0 alors
|e−y − ey| = e−y − ey = e|y| − e−|y|,
d’où la conclusion.
Exercice 2.8. (a) Si z = x ∈ R avec x → 0, on a z
z
= 1 alors que si z = ix ∈ iR avec
x→ 0, on a z
z
= −1. Donc la limite n’existe pas.
(b) La limite existe et vaut 1 car la fonction z 7→ z2−1
z−1 est continue au voisinage de 0.




















Donc la limite n’existe pas.
Exercice 2.9. Soit ε > 0 et soit z ∈ D(0, R). En utilisant la formule du binôme de Newton,










































pour tout n > N et il existe N ′ > N tel
que ∣∣∣∣n(n− 1) · · · (n− k + 1)nk − 1
∣∣∣∣ < ε4NeR






∣∣∣∣n(n− 1) · · · (n− k + 1)nk − 1
















Fonctions holomorphes d’une variable
complexe
Exercice 3.1. On a
∂f
∂x








et pareillement pour ∂f
∂y
(0, 0). Donc les équations de Cauchy-Riemann sont bien satisfaites
















Donc f n’est pas différentiable en 0.
Pour la fonction g on obtient de la même façon que
∂g
∂x
(0, 0) = 1,
∂g
∂y

























Exercice 3.3. Notons f sous la forme f(x, y) = u(x, y) + iv(x, y). On a d’une part

















































































∣∣∣∣2 = ∣∣∣∣∂f∂x − i∂f∂y
∣∣∣∣2
=













































































































Exercice 3.4. Notons z = x+ iy. Les fonctions sont dérivables sur C sauf la troisième qui




























































































= 2y − 2ix, ∂f
∂z
= 0.
Exercice 3.5. La condition 1 implique trivialement toutes les autres. Prouvons les autres
implications.













Par hypothèse u est constant, donc ses dérivées partielles sont nulles. Les équations de
Cauchy-Riemann impliquent alors que les dérivées partielles de v sont nulles et donc que v
est constant par le théorème de l’ouvert connexe. L’implication (3)⇒ (1) se démontre de
manière identique.
(4) ⇒ (2) Par hypothèse, il existe C > 0 tel que u2(z) + v2(z) = C pour tout z ∈ Ω. Si
C = 0, alors f = 0 et la preuve est terminée. Si C 6= 0, en dérivant l’égalité précédente par



































= 0 ce qui implique que u est constant.
(5) ⇒ (1) Par hypothèse, on a ∂f
∂z
= 0 sur Ω. D’autre part, puisque f est holomorphe, on
a également ∂f
∂z


















et du théorème de l’ouvert connexe.















Exercice 3.6. En dérivant l’équation par rapport à x et par rapport à y et en substituant















. Le déterminant du système est a2 +b2 6= 0. En effet si a2 +b2 = 0,
alors a = b = 0 et donc c = 0 vu l’équation initiale. Cela est contradictoire avec le fait que




= 0 ce qui implique que u est
constant. D’où la conclusion, par l’exercice précédent.
Exercice 3.7. Prouvons d’abord que la fonction u est bien définie. La fonction cos étant
bornée entre −1 et 1 et la fonction cosh étant minorée par 1 sur R on obtient




Cela est impossible puisque par hypothèse −pi < x < pi. Procédons par analyse-synthèse
















1 + cos(x) cosh(y)
(cos(x) + cosh(y))2
.













1 + cos(x) cosh(y)
(cos(x) + cosh(y))2
+ h′(y) =⇒ h′(y) = 0, ∀y ∈ Ω.
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Puisque l’ouvert Ω est connexe, on en conclut que h = 0 sur Ω et que
f(x, y) = u(x, y) + iv(x, y) =








Pour conclure, il suffit de vérifier que la fonction f définie sur Ω par f(z) = tan(z/2)
convient, ce qui est immédiat.
Exercice 3.8. 1. Il vient
ϕ′(t) = 〈hf ′(a+ th), h〉 = |h|2<f ′(a+ th)
et
ψ′(t) = 〈ihf ′(a+ th), h〉 = −|h|2=f ′(a+ th).
2. Posons h = b− a. Puisque f(b) = f(a), on a ϕ(0) = ϕ(1) ainsi que ψ(0) = ψ(1). Par
le théorème de Rolle réel, il existe des constantes t1, t2 ∈]0, 1[ telles que ϕ′(t1) = 0 et
ψ′(t2) = 0. En posant c1 = a+ t1h et c2 = a+ t2h et en utilisant le point précédent,
on obtient
<f ′(c1) = 0, =f ′(c2) = 0,
d’où la conclusion.
3. On peut par exemple considérer la fonction définie par f(z) = ez et les deux nombres
a = 0, b = 2ipi. On a bien f(a) = f(b) alors que la dérivée de l’exponentielle ne
s’annule jamais.
Exercice 3.9. (a) Regardons d’abord le domaine de définition de f . En premier lieu, on
doit avoir z 6= 0. En second lieu, il faut déterminer l’ensemble des points z tels que
sin(1/z) = 0. Vu l’exercice 2.5 on a{











: k ∈ Z0
}
.
La fonction f est donc définie sur C \ ({0} ∪ { 1
pik
: k ∈ Z0
})
. Elle est bien entendu












par le théorème de dérivation des fonctions complexes composées.
(b) Rappelons que z 7→ ln(z) (resp. z 7→ √z) est défini sur C0 (resp. C) et est holomorphe
sur C \] −∞, 0]. D’une part ln(z) + ipi = 0 est impossible car l’image du logarithme
principal est incluse dans R×] − pi, pi]. Et d’autre part on a √z = 1 ⇔ z = 1. Ainsi
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le domaine de définition de f est C \{0, 1}. La fonction est clairement holomorphe sur













√|z0| − 1) .
Ces deux quantités sont égales si et seulement si{
ln |z0| = ln |z0|+ 2pi
√|z0|√|z0| ln |z0| = 2pi −√|z0| ln |z0|.
Ceci impliquerait notamment que z0 = 0, ce qui est impossible. En conséquence, la
fonction f n’est pas continue sur ] − ∞, 0[ et l’ouvert d’holomorphie est l’ensemble
C \({1}∪] −∞, 0]). La dérivée complexe peut se calculer par la règle du produit. On
obtient














(c) La fonction est définie sur C. Regardons à quelles conditions il existe r > 0 tel que
z2 = −r. En écrivant z = x+ iy, on est amené à examiner le système{
x2 − y2 = −r
2xy = 0.
Si y = 0 alors la première condition impose également que x soit égal à 0. Si x = 0,






























}. On a, en appliquant la règle du
quotient
f ′(z) =
(4z2 − 1)pi sin(piz) + 8z cos(piz)
(1− 4z2)2 .
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La fonction est donc holomorphiquement prolongeable à C .
(e) La fonction est définie sur C0 puisque
√
z = 0 si et seulement si z = 0. D’autre part
−√z ∈]−∞, 0[ ⇐⇒ √z ∈]0,+∞[ ⇐⇒ z ∈]0,+∞[.
La fonction est donc holomorphe sur C \R . Soit z0 > 0, on a
lim
z→z0,=(z)>0
ln(−√z) = ln(√z0) + ipi, lim
z→z0,=(z)<0
ln(−√z) = ln(√z0)− ipi.






















Exercice 3.10. Les fonctions f et g sont définies sur C. Regardons le domaine d’holomor-
phie de f . Pour commencer, déterminons l’ensemble des z ∈ C tels qu’il existe r > 0 avec
1− z2 = −r. Si z = x+ iy, cette condition donne lieu au système{
1− x2 + y2 = −r
2xy = 0.
La condition x = 0 conduit à une contradiction. Si y = 0, alors x = ±√r + 1. Autrement
dit, l’ensemble recherché est
{√r + 1|r > 0} ∪ {−√r + 1|r > 0} =]−∞,−1] ∪ [1,+∞[.
Soit z0 ∈]−∞,−1]. On a
lim
z→z0,=(z)>0
(1− z2)1/2 = i
√
|1− z20 |, lim
z→z0,=(z)<0
(1− z2)1/2 = −i
√
|1− z20 |.
Soit z0 ∈ [1,+∞[. On a
lim
z→z0,=(z)>0
(1− z2)1/2 = −i
√
|1− z20 |, lim
z→z0,=(z)<0




Ainsi le domaine d’holomorphie de f est C \(]−∞,−1] ∪ [1,+∞[).
Il est clair que g est holomorphe sur C \(] − ∞,−1] ∪ [1,+∞[). Il s’agit également de
son domaine d’holomorphie. En effet supposons que g soit holomorphe dans une région
Λ ⊂ [1,+∞[. Alors la fonction z 7→ g(z)
(1+z)1/2
= (1 − z)1/2 serait aussi holomorphe sur Λ ce
qui est impossible. On raisonne de même si Λ ⊂]−∞,−1].
L’égalité entre f et g a lieu en un point z ∈ C \{−1, 1} si et seulement si
(1− z2)1/2 = (1− z)1/2(1 + z)1/2
⇔ ∃k ∈ Z : 1
2
ln(1− z2) + 2ikpi = 1
2
ln(1− z) + 1
2
ln(1 + z)
⇔ ∃k ∈ Z : arg(1− z2) + 4kpi = arg(1− z) + arg(1 + z)
⇔ arg(1− z) + arg(1 + z) ∈]− pi, pi]
Découpons le plan en plusieurs régions.
1. Si z ∈]−∞,−1[, alors arg(1− z) = 0 et arg(1 + z) = pi donc l’égalité a lieu.
2. Si z ∈]− 1, 1[, alors arg(1− z) = 0 et arg(1 + z) = 0 donc l’égalité a lieu.
3. Si z ∈]1,+∞[, alors arg(1− z) = pi et arg(1 + z) = 0 donc l’égalité a lieu.
4. Si =(z) > 0, alors arg(1− z) ∈]− pi, 0[ et arg(1 + z) ∈]0, pi[ donc l’égalité a lieu.
5. Si =(z) < 0, alors arg(1− z) ∈]0, pi[ et arg(1 + z) ∈]− pi, 0[ donc l’égalité a lieu.
De plus, on a bien entendu f(1) = g(1) = 0 = f(−1) = g(−1). En conclusion les fonctions
f et g sont égales sur C.
Exercice 3.11. Le domaine d’holomorphie des fonctions f et g est C \(]−∞, 0]∪ [1,+∞[).
Pour tout z ∈ C \(]−∞, 0] ∪ [1,+∞[) on a
f ′(z) =
1








z − z2 .
En vertu de l’exercice 3.5, on en conclut que f = g sur C \(]−∞, 0] ∪ [1,+∞[). Un calcul
direct montre que les fonctions f et g sont en réalité égales sur C \{0, 1}.
Exercice 3.12. Les fonctions f et g sont définies sur C \(]−∞,−1]i∪ i[1,+∞[) et égales
sur C \({−i} ∪ i[1,+∞[).
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Exercice 3.13. La fonction f est holomorphe sur C \[−2, 2]. La fonction g est holomorphe
sur C \] −∞, 2] mais le plus grand domaine d’holomorphie de g est en réalité C \[−2, 2].
Les deux fonctions sont égales sur C \]− 2, 2].
Exercice 3.14. 1. Remarquons en préambule que la fonction f est définie sur C \{−1, 1}.
Recherchons ensuite l’ensemble des z tels que z2 − 1 soit un réel négatif et tel que√
z2 − 1 soit un réel négatif. Supposons que z2 − 1 = −r avec r > 0. En écrivant
z = x+ iy, on est ramené au système{
x2 − y2 − 1 = −r
2xy = 0.
Si y = 0 alors x = ±√1− r avec r ∈ [0, 1] et si x = 0 alors y = ±√r − 1 avec
r ∈ [1,+∞[. Autrement dit z2−1 est un réel négatif si et seulement si z ∈ [−1, 1]∪iR .
Supposons à présent que
√
z2 − 1 = −r avec r > 0. En élevant au carré, on tombe
sur le système {
x2 − y2 − 1 = r2
2xy = 0.
Le cas x = 0 amène une contradiction et y = 0 implique que x = ±√1 + r2.
Cependant, la réciproque n’est pas vraie car
√
z2 − 1 n’est pas un réel négatif si
z ∈] − ∞,−1] ∪ [1,+∞[. On sait donc d’ores et déjà que f est holomorphe sur











z2 − 1) = ln(−i
√
1− z20).






z2 − 1) = ln(i
√




z2 − 1) = ln(−i
√
|z20 − 1|).
Les limites sont aussi différentes si z0 ∈ i] −∞, 0[. Ainsi, le domaine d’holomorphie
de f est bien C \([−1, 1] ∪ iR).
2. Regardons quand z ∈ C \] −∞, 0] et z + √z ∈ C \] −∞, 0]. Si z /∈] −∞, 0], alors








Or il est impossible qu’un nombre complexe de la forme w(w + 1),<(w) > 0 soit
un réel négatif. Procédons par l’absurde et supposons qu’il existe r > 0 tel que
w2 + w = −r. En écrivant w = x+ iy on tombe sur le système{
x2 − y2 + x = −r
2xy + y = 0.
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Si y = 0, la première équation devient x2 + x = −r ce qui est impossible car x > 0
et pour la même raison x = −1/2 est également impossible. En conclusion,
z ∈ C \]−∞, 0] =⇒ z +√z ∈ C \]−∞, 0].
De plus, il est clair que f n’est pas holomorphe sur ]−∞, 0] sinon z 7→ f 2(z)−z = √z
le serait aussi, ce qui est contradictoire. Le domaine d’holomorphie de f est donc
C \]−∞, 0].
3. La fonction f a pour domaine d’holomorphie
C \(]−∞, 0] ∪ i[1,+∞[∪i]−∞,−1]).
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Chapitre 4
Intégration curviligne et formule de
Cauchy
Exercice 4.1. Soit γ : t 7→ reit, t ∈ [t1, t2] un paramétrage simple régulier de Γ avec





|rieit|dt = r(t2 − t1).
La fonction (x, y) 7→ 1
y










































Notons h la fonction définie par h(z) = az+b
cz+d
. Puisque −d/c /∈ Γ, la fonction h ◦ γ est bien
définie, injective (puisque h est bijective sur H d’après l’exercice 1.10) et de classe C1. De
plus, on a
(h ◦ γ)′(t) = (cγ(t) + d)aγ






puisque par hypothèse ad− bc = 1. Ainsi h ◦ γ est bien un paramétrage simple régulier de
Γ′. Remarquons que
(h ◦ γ)(t) = ac|γ(t)|




=((h ◦ γ)(t)) = 1|cγ(t) + d|2=(adγ(t) + bcγ(t)) =
=(γ(t))










∣∣∣∣ γ′(t)|cγ(t) + d|2









Exercice 4.2. Paramétrons ∂R par les quatre chemins simples réguliers suivants
γ1 : t ∈ [−1, 1] 7→ 1 + it
γ2 : t ∈ [−1, 1] 7→ −t+ i
γ3 : t ∈ [−1, 1] 7→ −1− it
γ4 : t ∈ [−1, 1] 7→ t− i.
























dt = 8[arctan(t)]10 = 2pi.






2t7.1 + 3t6.2tdt =
∫ 2
0






















































Exercice 4.5. Les courbes d’équation y = x2 et y2 = x s’intersectent en (0, 0) et (1, 1).
La courbe C peut donc être paramétrée par les chemins simples réguliers
γ1 : t ∈ [0, 1] 7→ t+ it2, γ2 : t ∈ [0, 1] 7→ (1− t)2 + i(1− t).
Notons Γ1 et Γ2 les arcs associés. Il vient∫
Γ1
(2xy − x2)dx+ (x+ y2)dy =
∫ 1
0




(2t5 + 2t3 + t2)dt = 7/6∫
Γ2
(2xy − x2)dx+ (x+ y2)dy =
∫ 1
0
















































(x1/2 − 2x3/2 − x2 + 2x3)dx = 1
30
.
Ceci montre bien la validité du théorème de Green-Riemann dans le cas du premier exercice.
Pour le second exercice, la valeur commune est −8.
Exercice 4.6. Rappelons que sous forme complexe, la formule de Green-Riemann peut
s’écrire ∫
C






pour toute fonction B de classe C1 au voisinage de K. Appliquons cette formule pour











Appliquons à présent la formule sous forme réelle à P (x, y) = −2iy,Q(x, y) = 2ix. On
obtient ∫
C
zdz − zdz =
∫
C
−2iy dx+ 2ix dy =
∫∫
K
4i dxdy = 4imes(K).
D’où la conclusion.
Exercice 4.7. Soit K la surface en question. Il est clair que
K =
{











Il est donc immédiat que K est un compact régulier. Puisque
(x, y) ∈ K ⇔ (x,−y) ∈ K ⇔ (−x, y) ∈ K ⇔ (−x,−y) ∈ K
on peut se contenter de calculer l’aire de K1 = K ∩ [0,+∞[2. Le compact K1 est toujours







= 1⇐⇒ ∃t ∈ [0, 2pi] : x = a cos3(t), y = b sin3(t).
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Ainsi le bord de K1 peut être paramétré par les trois chemins de classe C1 suivants
γ1 : t ∈ [0, pi/2] 7→ (a cos3(t) + ib sin3(t))
γ2 : t ∈ [0, 1] 7→ ib(1− t)
γ3 : t ∈ [0, 1] 7→ at.
Bien sûr, γ2 et γ3 sont simples et réguliers. En revanche, la dérivée de γ1 s’annule en 0 et
pi/2. C’est pourquoi nous remplaçons γ1 par les trois chemins simples réguliers suivants.
Soit ε > 0 suffisemment petit. On définit























7→ (a cos3(t) + ib sin3(t))







+ i(2b− ε− t).










































(a cos3(t)− ib sin3(t))(−3a cos2(t) sin(t) + 3ib sin2(t) cos(t))dt = (8b
2 − 8a2 + 3ipiab)
16
.
















En appliquant la formule de Green-Riemann sous forme complexe on trouve que∫
C
(8z + 3z)dz = 2i
∫∫
K
8dxdy = 16imes(K) = 6ipiab.
58




]× [0, 1] avec les quatre chemins
simples réguliers suivants






γ2 : t ∈ [0, 1] 7→ pi
2
+ it





] 7→ −t+ i
γ4 : t ∈ [0, 1] 7→ −pi
2
+ i(1− t).




] × [0, 1] → K est un homéomorphisme. Prouvons
tout d’abord que sin est injectif sur ce rectangle. Soit z1, z2 ∈ [−pi2 , pi2 ] × [0, 1] tels que
sin(z1) = sin(z2). On obtient immédiatemment l’égalité
eiz1 − e−iz1 = eiz2 − e−iz2 .
Posons u1 = eiz1 et u2 = eiz2 . Vu ce qui précède, on a u1− 1u1 = u2− 1u2 . Notons ce nombre
s. Considérons à présent le polynôme du second degré z2 − sz − 1. Par construction, les
racines de ce polynôme sont données par {u1,− 1u1} mais aussi par {u2,− 1u2}. Deux cas se
présentent donc. Soit u1 = u2, ce qui implique
z1 − z2 = 2kpi,
pour un certain k ∈ Z . Soit u1 = − 1u2 , ce qui implique
z1 + z2 = (2k + 1)pi,
pour un k ∈ Z . Mais puisque <(z1),<(z2) ∈ [−pi2 , pi2 ], les deux cas mènent à l’égalité





] × [0, 1] → K est un homéomorphisme, le compact K est bien régulier et sa
frontière peut être paramétrée par sin(γ1), sin(γ2), sin(γ3) et sin(γ4). Examinons la forme
explicite de ces paramétrages. On a






sin(γ2) : t ∈ [0, 1] 7→ cosh(t)





] 7→ − cosh(1) sin(t) + i sinh(1) cos(t)
sin(γ4) : t ∈ [0, 1] 7→ − cosh(1− t).
On voit donc que K est une demi-ellipse qui peut être paramétrée par les deux chemins
simples réguliers suivants
γ′1 : t ∈ [− cosh(1), cosh(1)] 7→ t






] 7→ − cosh(1) sin(t) + i sinh(1) cos(t).
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Notons Γ′1 et Γ′2 les arcs associés à ces paramétrages. En appliquant le second résultat de



















On en conclut que mes(K) = pi
4
















































esin(nθ) sin(θ − cos(nθ))dθ.
On a














puisque z 7→ e−izn est une fonction holomorphe sur C . On en conclut que I = J = 0.
Exercice 4.10. 1. La fonction z 7→ 1
(z2+1)2
est holomorphe sur C \{±i}. Soit à présent
f la fonction définie par f(z) = 1
(z+i)2
, holomorphe sur C \{−i}. En appliquant la












2. En utilisant la formule zz = |z|2 et le fait que l’intégrale soit calculée sur les complexes






















dz = 2ipi sin(0) = 0.








5. La fonction z 7→ ez2
z3−a3 est holomorphe sur C \{a, ae2ipi/3, ae−2ipi/3}. Les trois racines
étant de module a, si R < |a| alors l’intégrale vaut 0. Si R > |a|, on décompose la
fonction en fractions simples comme suit
ez
2




3a2(z − ae2ipi/3) +
e−2ipi/3




























































Soit ε > 0. La fonction f étant uniformément continue sur D(0, 1) (donc bornée sur
D(0, 1)), il existe M > 0 tel que |f(z)| 6M et il existe η > 0 tel que |f(z)− f(w)| 6 ε si
z, w ∈ D(0, 1) sont tels que |z − w| 6 η. Ainsi, si n > η
r
on a







)∣∣∣∣ dt+ r ∫ 2pi
0







pour tout ε > 0. La conclusion est alors immédiate.
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puisque w 7→ zg(ζ)
zζ−1 =
g(w)
w−1/z est holomorphe au voisinage de D(0, r), car |1/z| > 1. Le
résultat est donc indépendant du r choisi. En passant à la limite pour r → 1− et en












L’autre assertion se prouve de manière similaire.






Vérifions que cette définition ne dépend pas du r choisi. Soit r′ > |z| avec r′ < r (le
raisonnement est similaire si r′ > r), alors∫
C(0,r)+
u(ζ)








ζ − zdζ = 0
puisque ζ 7→ u(ζ)
ζ−z est holomorphe sur un voisinage de la couronne {z ∈ C : r′ 6 |z| 6 r}.
Vérifions à présent que notre fonction f ainsi définie est holomorphe sur C. Vu le théorème














puisque z 7→ 1
ζ−z est holomorphe sur D(0, r). La conclusion en découle.
Exercice 4.14. Les conditions sont évidemment nécessaires par le théorème de Cauchy.
Montrons qu’elles sont suffisantes. En coupant sur une diagonale, un rectangle Γ peut














f(z)dz = 0 pour tout rectangle Γ ⊂ Ω parallèle aux axes et prouvons
que f est holomorphe au voisinage de chaque z0 ∈ Ω. Fixons z0 ∈ Ω et, quitte à translater,


























f(t+ iy) dt .
Puisque l’intégrale de f(z)dz le long du rectangle de sommets 0, x, y, z est nulle, on en
déduit que F (z) = G(z) pour tous les z proches de 0. Par définition de F on a
∂F
∂y




et par définition de G on a
∂G
∂x




On en déduit que F est de classe C1 au voisinage de 0 et vérifie les équations de Cauchy-







pour tout z au voisinage de 0. On en conclut que f est holomorphe sur ce voisinage.
Exercice 4.15. La fonction f 2 est holomorphe sur C et vérifie
|f 2(z)| 6 |z|
pour tout z ∈ C . Par le théorème de Liouville, il existe a, b ∈ C tels que
f 2(z) = az + b
pour tout z ∈ C . Ceci permet d’affirmer que f 2(0) = b. Or f(0) = 0 par hypothèse. Ainsi
f 2(z) = az pour tout z ∈ C . En dérivant cette équation, on obtient
2f(z)f ′(z) = a
pour tout z ∈ C. Le nombre a est donc nécéssairement nul puisque f(0) = 0.
Exercice 4.16. Soit a+ ib ∈ C . Par hypothèse on a
f(a+ ib) = f(bac+ {a}+ i(bbc) + {b})) = f({a}+ i{b}).
On en conclut que l’image de f est totalement déterminée par son image sur [−1, 1]×[−1, 1].




[−1 + k, 1 + k]× [−1 + l, 1 + l],
on en conclut que f est borné sur C donc constant par le théorème de Liouville.
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Chapitre 5
Séries de puissances naturelles
Exercice 5.1. Soit K un compact de {z ∈ C : <(z) > 1}. Notons a = infz∈K{<(z)}. Vu
la compacité, cette borne inférieure existe et est strictement supérieure à 1. Sur K, on a la
majoration ∣∣∣∣ 1nz
∣∣∣∣ = ∣∣∣∣ 1ez ln(n)
∣∣∣∣ = 1e<(z) ln(n) 6 1ea ln(n) = 1na .
Or, puisque a > 1, la série de Riemann de terme général 1
na
est absolument convergente.





converge normalement sur K et que ζ est holomorphe
sur {z ∈ C : <(z) > 1} par le théorème de Weierstrass. On en conclut également que la





























qui est bien une fonction holomorphe sur C.
(b) Soit K un compact de {z ∈ C : −1 < =(z) < 1} et notons a = supz∈K |=(z)| < 1. Sur
K, on a la majoration∣∣∣∣ n!nn sin(nz)
∣∣∣∣ 6 n!2nn |einz|+ |e−inz| 6 n!nn ean.




= ea (1 + 1/n)−n → ea−1 < 1
car a < 1. Ainsi la série de départ est normalement convergente sur K et est donc
holomorphe sur {z ∈ C : −1 < =(z) < 1} par le théorème de Weierstrass.
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(c) Soit K un compact de D(0, 1) et a = supz∈K |z|. Il vient∣∣∣∣z(z + n)n
∣∣∣∣n 6 an (1 + an)n 6 eaan.








sur D(0, 1) et donc holomorphe sur D(0, 1).
(d) Soit K un compact de {z ∈ C : | arg(z)| < pi/4}. Notons a = infz∈K <(z2). Par









qui est le terme général d’une série convergente. En effet, on a
ea
√



















. Le critère de comparaison permet de conclure. On en déduit que




















(c) Posons Z = (z − 1)2 et étudions le rayon de convergence de la série ∑+∞m=1 Zmm23m . Pour














































vaut 1 pour une infinité de m arbitrairement grands, à savoir




























Donc R = +∞.
Exercice 5.4. Vu le critère de Dirichlet, il suffit de prouver qu’il existe N > 0 tel que











∣∣∣∣ 6 2|1− eit| ,
d’où la conclusion. Pour la seconde partie de l’énoncé, il suffit de prouver l’implication
(cm > 0 et cm ↘ 0) =⇒
+∞∑
m=0
|cm+1 − cm| converge
qui est triviale étant donné que, sous cette hypothèse,
M∑
m=0
|cm+1 − cm| = c0 − cM+1 →
M→+∞
c0.
Exercice 5.5. (a) Le rayon de convergence est 1. Puisque (1/m)m est une suite réelle
décroissant vers 0, on en conclut que la série converge sur C(0, 1)\{1}, vu l’exercice
précédent. En z = 1 on obtient la série harmonique qui est bien connue pour être
divergente. Au total, la série converge sur D(0, 1)\{1} et diverge hors de cet ensemble.
(b) Le rayon de convergence est 1. Puisque (1/m2)m est une suite réelle décroissant vers 0,
on en conclut que la série converge sur C(0, 1)\{1}, vu l’exercice précédent. En z = 1





qui vaut pi2/6. Au total, la série converge sur D(0, 1) et
diverge hors de cet ensemble.




|1 + i(m+ 1)| = limm→+∞
√
1 +m2√
1 + (m+ 1)2)
= 1.
Si z ∈ C(0, 1), le terme général de la série ne tend pas vers 0. On en conclut que la
série converge sur D(0, 1) et diverge hors de cet ensemble.
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Si z ∈ C(0, 1), le terme général de la série ne tend pas vers 0. On en conclut que la
série converge sur D(0, 1) et diverge hors de cet ensemble.















est une suite positive décroissant vers 0. En effet, soit f la fonction
réelle définie par f(x) = arctan(x)
x


















si x ∈]0,+∞[. On a donc prouvé que ∑+∞n=1 arctan(n)n wn converge si w ∈ C(0, 1)\{1}. Si
w = 1, le terme général est asymptotiquement équivalent à pi
2n
et donc la série diverge. En
revenant à la série initiale, on conclut que
∑+∞
n=1(−1)n arctan(n)n zn converge sur D(0, 1)\{−1}
et diverge hors de cet ensemble.




















Si |z| = 1, le terme général de la série ne tend pas vers 0. On en conclut que la série
converge sur D(0, 1) et diverge hors de cet ensemble.
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Exercice 5.7. La série z 7→ ∑∞k=1 z2kk!(n+1)...(n+k) est holomorphe sur C pour tout n ∈ N












(k + 1)(n+ k + 1) = +∞
pour tout n ∈ N. Ainsi fn est bien défini et holomorphe sur C pour tout n ∈ N . Soient K
un compact de C et R > 0 tels que K ⊂ D(0, R). Il vient
sup
z∈K










































Prouvons que f converge uniformément sur tout compact K ⊂ D(0, R). Il existe R′ < R
tel que K ⊂ D(0, R′) ⊂ D(0, R). Tout d’abord, vu ce qui précède, il existe N tel que
























converge uniformément sur D(0, R′) ⊂ D(0, R). Par le
théorème de Weierstrass, on en conclut que f est holomorphe sur D(0, R).
Soit à présent z tel que |z| > R. Il existe N tel que pour tout n > N on a |fn(z)| > 1/2.
Dès lors, si n > N , ∣∣∣∣cn znn! fn(z)
∣∣∣∣ > |cn||z|n2n! →n→+∞ +∞
puisque |z| > R. Ainsi la série diverge car son terme général ne tend pas vers 0.
68
Exercice 5.8. (a) La fonction f1 est holomorphe sur C \{−i, i} et est donc développable
en série de MacLaurin sur D(0, 1). En utilisant la formule bien connue pour la série








(b) La fonction f2 est holomorphe sur C \{e2ipi/3, e4ipi/3} et est donc développable en série
de MacLaurin sur D(0, 1). Sur ce disque, on a
1
z2 + z + 1
=
z − 1











1 sim ≡ 0 mod (3)
−1 sim ≡ 1 mod (3)
0 sim ≡ 2 mod (3).
(c) La fonction f3 est holomorphe sur C \{−2, 1} et est donc développable en série de
MacLaurin sur D(0, 1). Sur ce disque, on a
9
(z − 1)(z + 2) =
3





























(d) La fonction f4 est holomorphe sur C \{−1, 1} et est donc développable en série de


















































2m+ 4 sim ≡ 0 mod (2)
3
2
(m+ 1) sim ≡ 1 mod (2).
(e) La fonction f5 est holomorphe sur C \{2, 3} et son développement de MacLaurin sur
D(0, 2) est donné par
2z − 5







(f) La fonction f6 est holomorphe sur C \{±2i,±1} et son développement de MacLaurin
sur D(0, 1) est donné par
1











(g) La fonction f7 est holomorphe sur C \(]−∞,−1]i∪ i[1,+∞[) et est donc développable
en série de MacLaurin sur D(0, 1). Sur ce disque, on a
(1 + z2)1/2 = 1 +
+∞∑
m=1





























vu la formule de Newton pour les exposants complexes.
(h) La fonction f8 est holomorphe sur C \(]−∞,−1]i∪ i[1,+∞[) et est donc développable





















Puisque f8(0) = 0, on obtient en primitivant que
ln(z +
√







si z ∈ D(0, 1).
Exercice 5.9. La fonction f est holomorphe sur C \{eikpi/10 : k ∈ {0, ..., 19}} et est donc
développable en série de MacLaurin surD(0, 1). Notons
∑+∞
m=0 amz
m cette série. En utilisant


































1 + z + · · ·+ z19
1− z20
)(










Ainsi f(z) = P (z)
















































= 20 + 6 · 35 + 56 = 286.
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Exercice 5.10. La fonction f est holomorphe sur C \{−1} et son développement de Ma-







































A noter que, vu le critère de Dirichlet, la série converge également sur C(0, 1)\{±i} et
est égale à la fonction arctan sur ce cercle, par continuité. En décomposant en fractions

































































+ o(z8), (|z| < pi/2)
(b)



















− z4 + 89z
5
120




= 1− z2 + 2z
4
3
+ o(z4), (z ∈ C)
(e)






+ o(z4), (z ∈ C).
Exercice 5.12. (a) La fonction z cot(z) est holomorphe sur C \{kpi : k ∈ Z} et se prolonge























































où à la seconde égalité, on a utilisé le fait que B2k+1 = 0 pour tout k ∈ N0 .
(b) Si z ∈ D(0, pi/2) il est clair que cos(z) ne peut pas être un réel négatif. Ainsi, la fonction
f : z 7→ ln(cos(z)) est holomorphe sur D(0, pi/2) et sur ce disque on a
∂f
∂z
(z) = − tan(z).
Or un calcul rapide montre que

















Exercice 5.13. La fonction cosinus est holomorphe sur C, ne s’annule pas sur D(0, pi/2)
et s’annule en pi/2. Ainsi la fonction z 7→ 1
cos(z)
admet un développement en série de Taylor








ce développement. Puisque cos(z) 1
cos(z)



















(2(p− k))! = 0.





(2(p− k))! = 0⇔
p∑
k=0
C2k2p (−1)k(2k)!a2k = 0.
On constate que la suite k 7→ (−1)k(2k)!a2k vérifie la même relation de récurrence que
la suite des nombres d’Euler Ek avec la même condition initiale. On en tire donc que
a2k = (−1)k E2k(2k)! pour tout k ∈ N et la conclusion s’ensuit.
Pour la seconde fonction, il suffit de remarquer que













































































































































autrement dit la relation de récurrence
(m+ 1)am+1 = am
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pour tout m ∈ N et avec comme condition initiale a0 = f(0) = 1. On vérifie immé-
diatemment par récurrence que am = 1m! pour tout m ∈ N . Ainsi, si solution il y a, il










Autrement dit, on en tire a0 = f(0) = 0, a1 = 1, a2 = 0 et la relation de récurrence
am+2 = − m
m+ 2
am
pour toutm > 2. On montre facilement par récurrence que a2k = 0 et que a2k+1 = (−1)
k
2k+1







sur D(0, 1). La synthèse est immédiate.
(c) L’unique solution est f(z) = sin(λz).
(d) L’unique solution est f(z) = cosh(z2).



















On obtient donc la relation de récurrence
(m+ 2)am+2 − (m+ 1)am = 0
pour tout m > 2 et où a0 = 0, a1 = 1, a2 = 0. On en tire que a2k = 0 pour tout k ∈ N
et que
a2k+1 =
2 · 4 · · · 2k











est la seule solution sur D(0, 1). Par ailleurs, la fonction z 7→ arcsin(z)√
1−z2 est holomorphe








pour tout z ∈ D(0, 1).
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pour tout r > 0 et tout m ∈ N . Fixons R > 0 tel que |f(z)| 6 A+B|z|a si |z| > R. Alors













Zéros, singularités, développement de
Laurent et résidus
Exercice 6.1. 1. La fonction g définie par g(z) = z2 convient évidemment. Supposons
qu’il existe une autre solution f au problème posé. Par continuité, en faisant tendre
n→ +∞, on remarque que f(0) = 0. Ainsi f = g sur l’ensemble{
1
n
: n ∈ N0, n > N
}
∪ {0}
pour un certainN ∈ N0. Or cet ensemble possède un point non isolé, à savoir 0 et donc
f et g coïncident sur D(0, r) vu le principe d’unicité du prolongement holomorphe.
La fonction z 7→ z2 est donc la seule solution au problème.







impose z 7→ 2z comme seule solution possible vu le principe








. On conclut qu’il n’y a aucune solution au problème.
3. Soit f une solution du problème. Par continuité on a que f(0) = 0. La fonction
identiquement nulle n’étant évidemment pas une solution du problème, on en déduit
l’existence d’une fonction h ∈ O(D(0, R)) et d’un entier q > 0 tels que f(z) = zqh(z)










D’où une contradiction, puisque h est continu et que h(0) 6= 0. On en conclut qu’il
n’y a pas de solution au problème.
4. Soit f une solution du problème. Par continuité on a que f(0) = 0. La fonction
identiquement nulle n’étant évidemment pas une solution du problème, on en déduit
l’existence d’une fonction h ∈ O(D(0, R)) et d’un entier q > 0 tels que f(z) = zqh(z)
sur D(0, R) et tels que h(0) 6= 0. Pour n assez grand, il vient∣∣∣∣h( 1n
)∣∣∣∣ 6 2nq−5/2, ∣∣∣∣h( 1n
)∣∣∣∣ > nq−5/2.
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Comme h est continu et que h(0) 6= 0 la première inégalité impose q 6 5/2. De même,
la seconde inégalité impose q > 5/2. Ainsi q doit être égal à 5/2, ce qui est absurde
car q est entier. Il n’y a donc pas de solution au problème.
Exercice 6.2. Puisque Ω est ouvert, on peut trouver δ > 0 tel que
[0, 1] ⊂]− δ, 1 + δ[×]− δ, δ[⊂ Ω.
Définissons une fonction g sur Ω + 1 := {z + 1 : z ∈ Ω} en posant g(z) = f(z − 1). Par
hypothèse cette fonction est holomorphe sur Ω + 1 et on a g(z) = f(z) sur Ω ∩ (Ω + 1).
Or ]1 − δ, 1 + δ[ est un connexe non vide inclu dans Ω ∩ (Ω + 1). Vu le principe d’unicité
du prolongement holomorphe, on en conclut que f se prolonge holomorphiquement à Ω ∪
(Ω + 1). Par itération, on voit que f se prolonge holomorphiquement à⋃
n∈N
(Ω + n) ⊃ {z ∈ C : −δ < =(z) < δ}.
D’où la conclusion.
Exercice 6.3. 1. Vu l’exercice 2.5, on sait que les zéros du sinus sont les kpi, avec k ∈ Z.
Comme sin′(z) = cos(z) et que cos(kpi) = (−1)k pour tout k ∈ Z, on en conclut que
les kpi sont tous des zéros simples de la fonction sinus. On montre de même que pi
2
+kpi
est un zéro simple de la fonction cosinus pour tout k ∈ Z .
2. On a la factorisation
z4 − 1 = (z2 − 1)(z2 + 1) = (z − 1)(z + 1)(z − i)(z + i).
On conclut que f2 a quatre zéros simples qui sont ±1 et ±i.
3. Vu l’exercice 2.5, on sait que les zéros du cosinus hyperbolique sont les ipi
2
+ ikpi
avec k ∈ Z . Ainsi les zéros de f3 sont les ipi3 + ikpi6 avec k ∈ Z . En dérivant, on
constate immédiatemment que ces zéros sont des zéros simples de la fonction f ′3 :
z 7→ 6 sinh(6z). Ainsi, ils sont tous des zéros doubles de la fonction f3.
4. Le seul zéro de f4 est −1 et il s’agit d’un zéro d’ordre 2 puisque
f4(z) = (z + 1)
2 1
(z − 4)2
où h(z) = 1
(z−4)2 est holomorphe au voisinage de −1 et ne s’annule pas en −1.
5. La fonction n’étant pas définie en z = −i, le seul zéro est i et il est d’ordre 2.
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Exercice 6.4. Par hypothèse, il existe h ∈ O(Ω) tel que h(z0) 6= 0 et tel que f(z) =
(z − z0)ph(z) pour tout z ∈ Ω. On en tire que
f ′(z) = p(z − z0)p−1h(z) + (z − z0)ph′(z)
pour tout z ∈ Ω. De plus, z0 étant un zéro isolé (sinon f serait identiquement nul), il existe
























Exercice 6.5. La fonction f(z) = 1
1−z2 +
1















































































−1 sim < 0 est pair,
0 sim < 0 est impair.
































−1− 3−m−1 sim est pair,
−3−m−1 sim est impair.
La fonction f(z) = 1
(z−1)(z−2) =
1
z−2 − 1z−1 est holomorphe sur C \{1, 2} et son développe-
























sur {z : |z| > 2}.
Exercice 6.6. 1. La fonction f1 est holomorphe sur C \{0}. Le point z = 0 est claire-
ment un zéro d’ordre 2 du dénominateur ainsi qu’un zéro d’ordre 2 du numérateur.
On en déduit que 0 est une singularité effaçable de f1. En utilisant le développement














et les trois singularités sont clairement


































































































































3. La fonction f3 est holomorphe sur C \{0}, a une singularité effaçable en 0 et a pour







4. La fonction f4 est holomorphe sur C \{0}, a un pôle d’ordre 2 en 0 et a pour déve-











5. La fonction f5 est holomorphe sur C \{kpi : k ∈ Z}. Calculons d’abord son dévelop-
pement de Laurent sur D(0, pi)\{0}. Il est clair que 0 est un zéro simple du dénomi-

































































Si l’on souhaite calculer le développement de Laurent de f5(z) en kpi (avec k ∈ Z), il
suffit de remarquer qu’il est équivalent de calculer le développement de z 7→ f5(z+kpi)
en 0 puis d’évaluer ce développement en z − kpi. Or, on a
f5(z + kpi) =
z + kpi + 1
sin(z + kpi)
=
z + kpi + 1
(−1)k sin(z) .
Ainsi, vu ce qui précède, on a sur D(0, pi)\{pi}




























6. La fonction f6 est holomorphe sur C \{pi}. Vu le développement de Taylor du cosinus













sur C \{pi}. Puisque la partie singulière contient une infinité de termes non nuls, on
en déduit que pi est une singularité essentielle de f6.






est clairement holomorphe sur
C \{−1, 1}. Remarquons que
f(z) =
1











































On en conclut que 1 est une singularité effaçable de f . Vu le développement de Taylor de la











. Procédons par l’absurde et supposons que −1 soit une singularité
effaçable de f . Alors la limite limz→−1 f(z) est finie. En particulier
lim
z→−1







est finie également, ce qui est une contradiction. En effet, cette limite n’existe pas puisque
−1 est une singularité essentielle de z 7→ cos ( pi
z+1
)
. Supposons à présent que −1 soit une
singularité polaire de f . Alors la limite limz→−1 f(z) est infinie. En particulier
lim
z→−1









est infinie également, ce qui est une contradiction. En effet, cette limite n’existe pas puisque







. En conclusion, −1 est une singu-
larité essentielle de f .
La fonction f : z 7→ sin(
z
z+1)



















est holomorphe sur C \{−1, 0,±i} et ne s’annule pas en 1. Ainsi, 1 est un








n’existe pas, puisqu’elle n’existe déjà pas pour les z réels. En utilisant le même argument
par l’absurde que dans l’exercice précédent, on conclut que −1 est une singularité essentielle
de f .
Exercice 6.8. 1. La fonction f1 est développable en série de Laurent sur D(0, 2pi)\{0},
sa partie singulière en 0 est donnée par H(Z) = 4Z4 + 2Z2
3








2. La fonction f2 est développable en série de Laurent sur D(0, 1)\{0}, sa partie singu-








3. La fonction f3 est développable en série de Laurent sur D(0, 2pi)\{0}, sa partie sin-
gulière en 0 est donnée par H(Z) = Z2 − 3Z
2
et sa partie régulière est donnée par






4. La fonction f4 est développable en série de Laurent sur D(pi, pi)\{pi}, sa partie sin-













+ o((z − pi)2).
Exercice 6.9. 1. La fonction w 7→ Fz(w) est développable en série de Laurent sur































































































On constate immédiatemment que ces fonctions sont holomorphes sur C vu que le
rayon de convergence des séries est infini.
2. Les relations sont directes vu la forme explicite de Jn. Démontrons à titre d’exemple
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cos(z sin θ − nθ)dθ
pour tout z ∈ C et tout n ∈ Z .

















pour tout z ∈ C et tout n ∈ Z . En utilisant les règles de dérivation pour le produit
et le quotient, on voit finalement que Jn vérifie l’équation différentielle
z2f ′′ + zf ′ + (z2 − n2)f = 0,
pour tout n ∈ Z .
86
Exercice 6.10. Démontrons d’abord la première assertion. Pour ce faire, nous allons en
premier lieu prouver que g(C) = C . Si ce n’est pas le cas, il existe w ∈ C et r > 0 tels que
|g(z)− w| > r pour tout z ∈ C . Il en résulte que la fonction
z 7→ 1
g(z)− w
est holomorphe sur C et bornée. Elle est donc constante, par le théorème de Liouville et il
en est de même pour g. D’où une contradiction car g est supposé non constant.
Soit à présent V un voisinage ouvert de a etW = D(a,R)\{a}∩V. D’après les hypothèses,
f(W ) est dense dans C . Comme g est continu, on a
g(C) = g(f(W )) ⊂ (g ◦ f)(W ).
En utilisant le premier point, on voit que
(g ◦ f)(W ) = g(C) = C .
Ceci prouve que a est une singularité essentielle de g ◦ f .




Quitte à restreindre R, on peut donc supposer que f(z) 6= 0 sur D(a,R)\{a}. Définissons





, z 6= 0
0, z = 0.
Puisque ϕ n’est pas constant, il existe un réel s > 0 tel que D(0, s)\{0} ⊂ ϕ(D(a,R)\{a}).
Ainsi, il existe S (en l’occurence S = 1/s) tel que
{z ∈ C : |z| > S} ⊂ f(D(a,R)\{a}).
Supposons à présent que a ne soit pas une singularité essentielle de g ◦ f . Il existe alors
r ∈]0, R[, A > 0 et p ∈ N tels que
z ∈ D(a, r)\{a} =⇒ |(g ◦ f)(z)| 6 A|z − a|p .
D’autre part, si l’on note q ∈ N0 l’ordre du pôle a de f , comme f est non nul, on déduit
l’existence d’un B > 0 tel que
z ∈ D(a, r)\{a} =⇒ |f(z)| > B|z − a|q .
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Au total, on voit que pour tout z ∈ D(a, r)\{a}, il existe C > 0 (C = AB−p/q convient)
tel que
|(g ◦ f)(z)| 6 C|f(z)|p/q.
Compte tenu de ce qui précède, on voit que pour les w de module assez grand on a
|g(w)| 6 C|w|p/q.
En utilisant l’exercice 5.16, on en déduit que g est un polynôme, d’où une contradiction.
Exercice 6.11. La fonction f est holomorphe sur C \{0, 1}. Pour calculer le développement
de Laurent de f sur {z : |z| > 1}, nous allons effectuer le changement de variable z = 1/w et
calculer le développement de g : w 7→ w
w−1e






































De manière similaire, pour calculer le développement de Laurent de f sur {z : 0 < |z| < 1},
nous allons calculer le développement de g : w 7→ w
w−1e



























wm(w − 1) , w = 1
)
.
Le point w = 1 est clairement un pôle simple de w 7→ ew








(w − 1) e
w
wm(w − 1) = e.
D’autre part, si m 6 0, il est clair que 0 n’est pas une singularité de w 7→ ew
wm(w−1) et que
donc le résidu associé vaut zéro. En revanche, si m > 0 alors, vu le premier point, on a le
développement
ew





























































sur {z : 0 < |z| < 1}.
Exercice 6.12. La fonction f est holomorphe sur C \{0,±i}, a une singularité essentielle













Cette intégrale vaut 0 si r < 1 par le théorème de Cauchy. Si r > 1, le théorème des résidus




























































































On calcule de la même façon
a1 = 2ipi(sin(1)− 1).

































































coth2(piz), z = ik
)









































Exercice 6.14. Un exemple de fonction f , holomorphe sur C \{z0}, ayant un pôle d’ordre
p en z0 de résidu égal à r est donné par f(z) = rz
p−1
(z−z0)p . En effet, on vérifie que
Res(f, z0) = lim
z→z0
1
(p− 1)!((z − z0)
pf(z))(p−1) = r.
Ainsi, un exemple de fonction f ayant un pôle d’ordre 2 de résidu égal à 1 en z = i et un
pôle d’ordre 1 de résidu égal à 2 en z = −i est donné par
f(z) =
z




Afin de remplir la dernière condition, il est intuitif de multiplier la fonction f par un
facteur z3 mais ceci change la valeur des résidus précédemment calculés. En effectuant les








vérifie les conditions de l’énoncé.










z − 1 .
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Chapitre 7
Calcul d’intégrales et de séries par
résidus
Exercice 7.1. Soit f la fonction définie par f(z) = (1+z)
2n
zn+1
. Il est clair que f ∈ O(C0) et


















∣∣∣ (1+z)25z ∣∣∣ < 1 pour tout z ∈ C(0, 1) puisque
|(1 + z)2| 6 (1 + |z|)2 = 4 < 5




































z2 − 3z + 1 dz.

























Exercice 7.2. 1. Remarquons que 1 − 2a cos(x) + a2 = (a − eix)(a − e−ix). Ainsi le
dénominateur de l’intégrand ne peut jamais être égal à 0 puisque a 6= ±1. Comme
l’intégrand est continu sur le compact [0, 2pi], on en conclut que l’intégrale a du sens.
Notons que ∫ 2pi
0
cos(mx)














Cette fonction est holomorphe sur C \{0, a, 1/a}. Si |a| < 1, alors f ∈ O(D(0, 1)\{0, a}).






(a− z)(az − 1) .











(z − a) z
m
(a− z)(az − 1) =
am
1− a2 .
Ainsi, si |a| < 1 on a∫ 2pi
0
cos(mx)



























(a− z)(az − 1) =
1
am(a2 − 1) .
En conclusion, si |a| > 1, on a∫ 2pi
0
cos(mx)
1− 2a cos(x) + a2 dx =
2pi
am(a2 − 1) .
2. {
21−mpiCm/2m sim est pair































Exercice 7.3. 1. L’intégrand est continu sur R et appartient à O(x−2) si x→ ±∞. Il
est donc intégrable sur R. Soit f la fonction complexe définie par
f(z) =
z2
(z2 + 1)(z2 + 9)
.
Il est clair que f ∈ C0(H\{i, 3i})∩O(H\{i, 3i}) et que f ∈ O(|z|−2) si |z| → ∞ dans
H. Ainsi, en appliquant le théorème relatif aux intégrales de type IIa, on trouve que∫ +∞
−∞
x2
(x2 + 1)(x2 + 9)
dx = 2ipi (Res(f, i) + Res(f, 3i)) .
Puisque i et 3i sont des pôles simples de f , on a
Res(f, i) = lim
z→i
(z − i)f(z) = i
16
et
Res(f, 3i) = lim
z→3i
(z − 3i)f(z) = − 3i
16
.
Au total, on obtient que ∫ +∞
−∞
x2





















(z2 + a2)(z − ζ) .
















(x2 + a2)(x− ζ) = 2ipiRes(f, ia) + ipiλζ .
Le point ia étant clairement un pôle simple de f , on trouve que
Res(f, ia) = lim
z→ia
(z − ia)f(z) = 1
2ia(ia− ζ) .



















Exercice 7.4. 1. L’intégrand est clairement continu sur [0,+∞[ et appartient à O(x−4)



















et vérifions les hypothèses du théorème relatif aux intégrales de type IIIa. Il est clair
que f ∈ C0(H\{i|a|}) ∩ O(H\{i|a|}) et que f ∈ O(|z|−4) si z → ∞ dans H. Alors,




dx = 2ipiRes(eimzf(z), z = i|a|).
Le point i|a| est clairement un pôle double de f , donc
Res(eimzf(z), z = i|a|) = lim
z→i|a|
((z − ia)2eimzf(z))′ = −ie−m|a| |a|m+ 1
4|a|3 .











































Calculons cette seconde valeur principale en utilisant le théorème relatif aux intégrales




























dx = 2ipiRes(eiazf(z), z = ib) + ipieia0λ0.
Comme ib est un pôle simple de f , on obtient que
Res(eiazf(z), z = ib) = e−ab lim
z→ib









dx = = (2ipie−ab − ipi) = pi(2e−ab − 1).
Exercice 7.5. 1. La fonction x 7→ 1
(ax+b)(cx+d)
est clairement continue sur [0,+∞[ et
appartient à O(x−2) quand x→ +∞. Ainsi elle est intégrable sur [0,+∞[. Posons
f(z) =
lnpi(z)
(az + b)(cz + d)
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et vérifions les hypothèses du théorème relatif aux intégrales de type IVa. La fonction









z ln |z|+ iz argpi(z)
(az + b)(cz + d)
= 0
car |z ln |z|| = |z|| ln |z|| →
z→0







ln |z|+ i argpi(z)
cz + d
= 0





∣∣∣∣ ln |z|+ i argpi(z)cz + d













existent uniformément sur tout compact de ]0,+∞[. Cela résulte du fait que l’appli-
cation (x, y) 7→ f(x ± iy) est uniformément continue sur les compacts de la forme











































































































































est continue sur [0, 1] donc intégrable sur cet
intervalle. Considérons la fonction z 7→ √z2 − 1. Cette fonction est holomorphe sur




z2 − 1 = i
√
|z20 − 1|, lim
z→z0,<(z−z0)60
√
z2 − 1 = −i
√
|z20 − 1|.




z2 − 1 = −i
√
|z20 − 1|, lim
z→z0,<(z−z0)60
√
z2 − 1 = i
√
|z20 − 1|.
Ceci prouve que la fonction g définie par
g(z) =
{√
z2 − 1 si<(z) > 0
−√z2 − 1 si<(z) < 0
est continue sur C \[−1, 1]. Par le théorème de Morera, elle y est aussi holomorphe.







On vérifie que h(z) = g(z) pour tout z ∈ [2, 3]. Ces deux fonctions sont donc égales sur
C \[−1, 1] en vertu de l’unicité du prolongement holomorphe. Définissons à présent







et considérons un contour en os autour de l’intervalle [−1, 1]. Par le lemme des grandes







Par le lemme des petites encoches, le contour semi-circulaire autour de −1 tendra
vers −2ipiλ−1 quand le rayon tendra vers 0 et, de manière similaire, le contour autour

















uniformément sur tout compact de [0, 1]. Par symétrie, on obtient le même résultat







dx = 2ipi(Res(f, i) + Res(f,−i))− 2ipi.
Les singularités ±i sont clairement des pôles simples de f . On obtient donc














































Exercice 7.7. Soit a > 0. La fonction x 7→ x−sin(x)
x3(x2+a2)
est continue sur ]0,+∞[. En utilisant









De plus, cette fonction appartient à O(x−4) lorsque x → +∞ donc elle est intégrable sur















Considérons la fonction f définie par
f(z) =
1 + iz − eiz
z3(z2 + a2)
.











car ∣∣∣∣1 + iz − eizz3(z2 + a2)
∣∣∣∣ 6 1 + |z|+ e−=(z)|z|3(|z|2 − |a|2) →z→∞,z∈H 0.
En appliquant le théorème relatif aux intégrales de type IIb, on obtient donc∫ +∞
−∞
1 + ix− eix
x3(x2 + a2)




La singularité ia est clairement un pôle simple de f , d’où
Res(f, ia) = lim
z→ia



















Exercice 7.8. L’intégrand est clairement continu sur [0,+∞[ et appartient à O(x−3/2)




et holomorphe sur C \((−i+] − ∞, 0]) ∪ {i}) et le contour composé du segment [−R,R]
avec R > 0 et du demi-cercle CR centré en 0 de rayon R. D’après le théorème des résidus,














dz = 2ipiRes(f, i).





















ln(i− x) + ln(i+ x) = ln(−1− x2) = ln(x2 + 1) + pii
car
arg(i− x) + arg(i+ x) ∈]− pi, pi]
































dx = <(2ipiRes(f, i)).
Comme i est un pôle simple de f , on a
Res(f, i) = lim
z→i



























Considérons la fonction f définie par f(z) = eiz2 . On a bien sûr f ∈ O(C). Soient à présent
R > 0 et le contour constitué du segment [0, R], de l’arc de cercle CR de centre 0, de rayon
R et d’amplitude pi
4























































D’autre part, sur [0, Reipi/4], on a z = re
ipi








































Pour calculer la première somme, considérons la fonction f définie par f(z) = 1
az2+b
.







et les deux singularités sont des pôles































































































































En effet, |2n2 − k2n| > 1 puisque 2n2 contient un nombre impair de facteurs 2 alors








appartient à O(n), ainsi le terme général de
la série appartiendra à O(n−2) et la série sera absolument convergente. Il vient
|n sin(npi
√
2)| = |n sin(pi(n
√
2− kn) + pikn)| = |n sin(pi|n
√
2− kn|)|.
Or, vu le point précédent,
|n sin(pi|n
√



























f(z) dz = 0.
En revanche, la fonction f possède un pôle d’ordre 5 en 0 et des pôles simples en n et
(
√



















pour tout n ∈ Z0 . On a aussi
Res(f, (
√













































ce qui est le résultat souhaité.
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Chapitre 8
Principe du maximum et lemme de
Schwartz
Exercice 8.1. Vu le principe du maximum, la borne supérieure de f se trouve sur la
frontière du carré [0, 2pi] + i[0, 2pi]. Déterminons la borne supérieure de f sur chacun des
quatre segments de cette frontière.
1. Sur [0, 2pi] on a bien sûr maxz∈[0,2pi] f(z) = 1.





| cos(it)| = max
t∈[0,2pi]
cosh(t) = cosh(2pi).





| cos(t+ i)| = max
t∈[0,2pi]
| cos(t) cos(i)− sin(t) sin(i)|.






cosh2(1) cos2(t) + sinh2(1) sin2(t).
Soit g : t ∈ [0, 2pi] 7→ cosh2(1) cos2(t) + sinh2(1) sin2(t). On a immédiatemment
g′(t) = 2 cos(t) sin(t)(sinh2(1)− cosh2(1)) = − sin(2t).























| cos(1 + it)| = max
t∈[0,2pi]
| cos(1) cosh(t)− i sin(1) sinh(t)|.






cos2(1) cosh2(2pi) + sin2(1) sinh2(2pi).
Au total, on obtient que
max
[0,2pi]+i[0,2pi]




cos2(1) cosh2(2pi) + sin2(1) sinh2(2pi)
)
.
On a d’une part
cosh(2pi) > cosh(0) = 1
et d’autre part
cosh(2pi) > sinh(2pi) > sinh(1)
puisque cosh(x) > sinh(x) pour tout x ∈ R . Enfin√
cos2(1) cosh2(2pi) + sin2(1) sinh2(2pi) < cosh(2pi).
On en conclut finalement que
max
[0,2pi]+i[0,2pi]
| cos(z)| = cosh(2pi).
Exercice 8.2. Par hypothèse, il existe g ∈ O(Ω) tel que g(z0) 6= 0 et tel que
f(z) = (z − z0)pg(z)
sur D(z0, R). Si z ∈ D(z0, R), il vient
|f(z)| = |z − z0|p|g(z)|
6 |z − z0|p sup
D(z0,R)
|g(z)|
6 |z − z0|p sup
C(z0,R)
|g(z)|
= |z − z0|p sup
C(z0,R)
∣∣∣∣ f(z)(z − z0)p
∣∣∣∣
=








Exercice 8.3. Notons c la valeur constante de |f | sur Ω˙. Par le principe du maximum, on
a |f(z)| 6 c pour tout z ∈ Ω. Supposons que f ne s’annule pas sur Ω. Alors la fonction
g = 1
f
appartient à O(Ω) ∩ C0(Ω) et, vu le principe du maximum, on a
1





pour tout z ∈ Ω. On en conclut que |f(z)| = c pour tout z ∈ Ω. Vu l’exercice 3.5, on en
déduit que f est constant sur Ω, donc sur Ω par continuité.
Exercice 8.4. Procédons par l’absurde et supposons que f(z) 6= 0 pour tout z ∈ D(0, 1).
Alors la fonction g = 1
f
est holomorphe sur D(0, 1) et continue sur D(0, 1). De plus, par
hypothèse, on a g(0) = 1 et |g(z)| < 1 sur le cercle C(0, 1). Ceci contredit le principe du
maximum, d’où la conclusion.
Exercice 8.5. Soit R > 0. Nous allons dans un premier temps majorer la fonction holo-
morphe z 7→ (z2 −R2)f(z) sur C(0, R). Si |z| = R et <(z) > 0, il vient
|(z −R)f(z)| < |z −R||=(z)| =
1
cos(θ)




]. On en conclut que |(z2−R2)f(z)| < 2√2R si |z| = R et <(z) > 0. Si
<(z) 6 0 et |z| = R, on a l’inégalité
|(z +R)f(z)| < |z +R||=(z)| =
1
cos(θ)
et la conclusion est identique. Vu le principe du maximum, l’inégalité
|(z2 −R2)f(z)| < 2
√
2R





D’où la conclusion en faisant tendre R vers +∞.
Exercice 8.6. Soit z ∈ C . Si z = a le résultat est clair. Supposons dans un premier temps
que |z − a| > 1. Alors, par le principe du maximum on obtient que
|f(z)| 6 sup
w∈D(z,1)




Si au contraire, on a 0 < |z − a| < 1, alors on définit une fonction auxiliaire g en posant{
g(w) = f(z)−f(w)
z−w si w 6= z
g(z) = f ′(z).








|g(w)| 6 |f(z)|+ sup
w∈C(z,1)
|f(w)| 6 2 sup
w∈C(z,1)
|f(w)|.
D’où la conclusion en évaluant en w = a.
Exercice 8.7. 1. Soit h = e−f ∈ O(D(0, 1)). Par hypothèse, on a |h(z)| = e−<(f(z)) 6 1
pour tout z ∈ D(0, 1). S’il existe a ∈ D(0, 1) tel que <(f(a)) = 0, alors |h(a)| =
1. Ainsi h réalise son maximum à l’intérieur du disque unité. Vu le principe du
maximum, on en conclut que |h(z)| = 1 pour tout z ∈ D(0, 1). Ceci contredit le fait
que h(0) = 1/e.
2. Soit z ∈ D(0, 1). Notons f(z) = a+ ib. Il vient
|g(z)|2 = a
2 + b2 + 1− 2a
a2 + b2 + 1 + 2a
< 1,
puisque a > 0 d’après le point précédent. On en conclut que g(D(0, 1)) ⊂ D(0, 1).
Puisque g(0) = 0, le lemme de Schwartz permet d’affirmer que |g(z)| 6 |z| pour tout
z ∈ D(0, 1).




|f(z) + 1| 6 |z|.
Or, en renversant les inégalités, on voit que
|f(z)| − 1





|f(z)|+ 1 6 |z| ⇐⇒
1− |z|
1 + |z| 6 |f(z)|,
d’où la conclusion.
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4. Vu ce qui précède, si l’une des égalités est vérifiée en un point a, alors |g(a)| = |a|.
Par le lemme de Schwartz, il existe λ ∈ C tel que |λ| = 1 et tel que g(z) = λz pour




pour tout z ∈ D(0, 1). Réciproquement, si f a cette forme, on vérifie immédiatemment
que les inégalités précédentes sont des égalités.
Exercice 8.8. 1. Prouvons d’abord que Mf est continu sur [0, R[. Soient ρ ∈ [0, R[
et ε > 0. L’application z 7→ f(z) étant uniformément continue sur D(0, ρ), il existe
η > 0 tel que pour tout t ∈ R
|f(reit)− f(r′eit)| 6 ε
si r, r′ ∈ [0, ρ] sont tels que |r − r′| 6 η. On a ainsi les implications
r, r′ ∈ [0, ρ], |r − r′| 6 η =⇒ |f(r′eit)| 6 |f(reit)|+ ε
=⇒ |f(r′eit)| 6Mf (r) + ε
=⇒Mf (r′) 6Mf (r) + ε.
Par symétrie, on a également
Mf (r) 6Mf (r′) + ε
et donc
|Mf (r)−Mf (r′)| 6 ε
ce qui prouve la continuité. La croissance est immédiate par le principe du maximum.
En effet, si r 6 r′ alors
Mf (r) = sup
C(0,r)
|f | = sup
D(0,r)
|f | 6 sup
D(0,r′)
|f | = sup
C(0,r′)
|f | =Mf (r′).




|f | =Mf (r) =Mf (r′) = sup
C(0,r′)
|f |.






Puisque la borne supérieure est réalisée en un point du disque ouvert D(0, r′) le
principe du maximum implique que la fonction f est constante sur D(0, r′). Vu le
principe d’unicité du prolongement holomorphe, elle est constante sur D(0, R). D’où
la conclusion.
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3. Si f(z) = anzn + · · ·+ a1z+ a0 alors g(z) = a0zn + a1zn−1 + . . . an pour tout z ∈ C0 .
Il est donc clair que z = 0 est une singularité effaçable de g et que g définit une












)∣∣∣∣ = 1rn supC(0,r) |f | = Mf (r)rn .
Vu ce qui précède Mg est strictement croissant sur [0, R[ (sauf si g est constant)
et r 7→ 1
r
est strictement décroissant sur cet intervalle. On en conclut que α est
également strictement décroissant sur [0, R[ sauf si g est constant. Or g est constant
si et seulement si g(z) = an pour tout z ∈ C . Autrement dit a0 = a1 = · · · = an−1 = 0
et f(z) = anzn pour tout z ∈ C .
Exercice 8.9. Notons C(r, R) = {z ∈ C : r 6 |z| 6 R}. SiMf (r) ouMf (R) est égal à 0,
le principe des zéros isolés implique que f(z) = 0 pour tout z ∈ C(r, R). Le résultat est,
dans ce cas, trivialement vérifié. Supposons donc queMf (r) 6= 0 6=Mf (R). Soit θ = p/q
un rationnel avec q ∈ N0, p ∈ Z . La fonction z 7→ zp(f(z))q est holomorphe sur un ouvert
contenant C(r, R). Soit r 6 ρ 6 R. D’après le principe du maximum appliqué à la fonction
sus-citée, on obtient
ρpMf (ρ)q 6 max (rpMf (r)q, RpMf (R)q) .
En élevant à la puissance 1/q on trouve finalement
ρθMf (ρ) 6 max
(
rθMf (r), RθMf (R)
)
.
Puisqu’un réel β est toujours limite de rationnels, on obtient l’inégalité
ρβMf (ρ) 6 max
(
rβMf (r), RβMf (R)
)
pour tout β ∈ R . Remarquons qu’il existe α ∈ R tel que rαMf (r) = RαMf (R). Il suffit
en effet de prendre
α =
lnMf (R)− lnMf (r)
lnR− ln r .
Vu ce qui précède, on a donc
Mf (ρ) 6 ρ−αrαMf (r),
soit
Mf (ρ) 6 exp
(
lnMf (r)− ln r − ln ρ




ln ρ− ln r
lnR− ln r lnMf (R) +
lnR− ln ρ
lnR− ln r lnMf (r)
)
=Mf (r)θMf (R)1−θ,
où θ = lnR−ln ρ
lnR−ln r . D’où la conclusion.
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Exercice 8.10. 1. Si <(z) 6 a on peut écrire z = A− x+ iy avec x > 0. Dès lors
|g(z)|2 = A
2 + x2 + y2 − 2Ax
A2 + x2 + y2 + 2Ax
6 1.
On en tire que B 6 1. Mais comme g(A) = 1, on a même B = 1.
2. Soit ε > 0. Pour tout z ∈ D(0, 1) posons l(z) = 1
1+ε
g(h(Rz)). La fonction l est
holomorphe sur D(0, 1) et l(0) = 0 par construction. Vu le point précédent, on a
même l(D(0, 1)) ⊂ D(0, 1). Ainsi, vu le lemme de Schwarz, on a |l(z)| 6 z pour tout
z ∈ D(0, 1). Autrement dit
|g(h(Rz))| 6 (1 + ε)|z|
pour tout z ∈ D(0, 1). En évaluant en z
R





pour tout z ∈ D(0, 1). D’où
R|h(z)| 6 |z||2A− h(z)| 6 |z|(2A+ |h(z)|),
ce qui suffit.
3. Posons p = ef ∈ O(U) et Nf (r) = supC(0,r) |p(z)| pour tout r ∈ [0, ρ[. Alors on a
Nf (r) = eAf (r) puisque l’exponentielle réelle est une fonction croissante. De plus, il
est clair que Nf (r) 6= 0 quel que soit r. Ainsi on peut écrire
Af (r) = ln(Nf (r))
et la conclusion résulte de ce que r 7→ Nf (r) est continu et croissant (exercice précé-
dent) et que le logarithme réel est également continu et croissant.
4. On a par hypothèse Af (0) = 0 et donc, par croissance, Af (r) > 0 quel que soit
0 6 r 6 ρ. Soit ε > 0. Pour z tel que |z| = r < R, on a <(f(z)) 6 Af (R) + ε. Ainsi,
vu le point 2, on obtient l’inégalité
Mf (r) 6 2r
R− r (Af (r) + ε).
D’où la conclusion en faisant tendre ε vers 0.
5. Appliquons le point précédent à la fonction holomorphe z 7→ f(z) − f(0). Pour
|z| = r < R, il vient
|f(z)| − |f(0)| 6 |f(z)− f(0)| 6 2r
R− r (Af (R)−<(f(0))) 6
2r
R− r (Af (R)− |f(0)|).
La conclusion s’en suit directement.
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Exercice 8.11. 1. Définissons la fonction g sur D(0, 1) par
g(z) =
f(2rz)
2Af (2r) + ε− f(2rz) .
Par le point 4 de l’exercice précédent, on vérifie que le dénominateur ne s’annule
jamais et que g ∈ O(C). Puisque f(0) = 0 on a également g(0) = 0. Soient a, b ∈ R
tels que f(2rz) = a+ ib. Alors,
2Af (2r) + ε− f(2rz) = Af (2r) + ε+ (Af (2r)− a) + ib.
Comme Af (2r) > 0 et Af (2r) − a > 0, on en déduit que |g(z)| 6 1 pour tout
z ∈ D(0, 1). D’après le lemme de Schwartz, |g(z)| 6 |z| pour tout z ∈ D(0, 1). Ceci
implique que
|f(2rz)| 6 |z|(2Af (2r) + ε− |f(2rz)|).
En faisant tendre ε vers 0 on obtient l’inégalité
|f(2rz)|(1− |z|) 6 2Af (2r)|z|,
pour tout z ∈ D(0, 1). En évaluant l’inégalité en z = u/2 avec |u| = 1 et en passant
à la borne supérieure, on obtient finalement
Mf (r) 6 2Af (2r).
2. Appliquons le point précédent à la fonction z 7→ f(z) − f(0) ∈ O(C). Grâce à
l’inégalité
|f(z)| − |f(0)| 6 |f(z)− f(0)|,
on obtient que
Mf (r) 6 2(Af (2r)−<(f(0))) + |f(0)|.
Compte tenu de l’hypothèse, on a
Mf (r) 6 2(M +N(2r)a −<(f(0))) + |f(0)|
pour r assez grand. Il existe donc des constantes C,D ∈ R telles que
Mf (r) 6 C +Dra
pour r assez grand. La conclusion résulte alors de l’exercice 5.16.
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