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1. Nomenclature
Abbreviation Explanation
ISI Inter-spike interval
i.i.d independently and identically distributed
HPP Homogeneous Poisson process
IHPP Inhomogeneous Poisson process
HRP Homogeneous renewal process
IHRP Inhomogeneous renewal process
CDF Cumulative distribution function
PDF Probability density function
PSC Post-synaptic current
PSP Post-synaptic potential
IF Integrate-and-ﬁre
LIF Leaky integrate-and-ﬁre
EIF Exponential integrate-and-ﬁre
MF Mossy ﬁber
GC Granule cell
PC Purkinje cell
CF Climbing ﬁber
VOR Vestibulo-ocular reﬂex
VN Vestibular nucleus
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2. Introduction
The cerebellum is a ﬁst-sized structure in the brain mainly responsible for
providing key contributions in not only motor control, but also mental activ-
ities [1], [23]. It also plays a crucial part in motor learning of new tasks and
circumstances. However, the exact way of how the central nervous system
is able to implement these features has been largely unknown historically.
Therefore, it is naturally that over the years, many hypotheses on the exact
functionality and properties of the cerebellum have accumulated. Function-
ality proposals include the learning of forward and inverse dynamics of con-
trolled body parts [42], [41]. While an inverse dynamics model would consti-
tute a suitable feedforward controller, a forward dynamics model could pro-
vide a structure through which the brain could predict an anticipated sensory
consequence of a movement and thereby partly offset the negative effects of
slow feedback loops [42]. This hypothesis is similar to that of the cerebellum
acting as a Smith predictor [28]. Yet another proposal is that the cerebellum
implements something that would resemble an adaptive ﬁlter in functional-
ity [13].
The combined strengths of neurophysiology and control theory have made
it possible to derive powerful mathematical models of motor control while
yet remaining biologically relevant. Key differences between biological and
classical engineering control problems include the relatively slow and low
gain feedback loops [42] and the obvious non-linear behavior with many de-
grees of freedom [33] of biological systems. Yet, the human body is able to
overcome these differences and perform complex movements under a wide
array of circumstances. Therefore, a deeper understanding of how the human
body is able to accomplish such tasks could provide a new source of inspira-
tion to control theorists.
The predominant view today is that neurons communicate through the trans-
mission of action potentials, or spikes, and that the temporal pattern that a se-
ries of spikes follows represents the conveyed signal. The central nervous sys-
tem is able to encode and decode such signals from spike trains. The ability
to encode and decode such signals in the same way as the brain does would
be a key part in understanding the complex signal processing capabilities of
the brain. An initial study of the spontaneous activity of cerebellar neurons
at rest under in vivo conditions is performed, and could serve as foundation
for further studies of more complex neuron behaviors. This is made using
statistical point process theory [3].
Furthermore, to investigate a plausible architecture of cerebellar contribution
to motor control, the fairly simple motor control task of the vestibulo-ocular
reﬂex, [4], is considered. A Matlab simulation study incorporating some fun-
damental cerebellar components, such as populations of individual cell types
and adaptation, is performed.
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3. Problem statement
The ﬁrst aim in this thesis is to provide an initial characterization of the
stochastic spike ﬁring of neurons in the cerebellum. A fundamental statistical
assumption on the data recorded under spontaneous neuron activity is for it
to be stationary. However, testing for this is non-trivial as many aspects of
the process might be time varying. From a statistics point of view, the spon-
taneous activity of a system would most often imply stationary conditions.
There is however no formal guarantee that this would be the case for neurons
at rest. Therefore, some effort is devoted to isolate stationary data segments
for the analysis. The second aim is to create a simulation of a plausible struc-
ture for cerebellar contribution to motor control of the vestibulo-ocular reﬂex.
This is made using Matlab.
7
4. Methods
The methods employed here are mainly tools from statistics and control the-
ory. To start of, the spontaneous activity of a large number of neurons, a hand-
ful of them presented here, are examined using statistical point process the-
ory [3]. Knowing if the spike-times could be regarded as a realization of a re-
newal process could be valuable, and is tested by examining the conditional
expected spike time interval length. Most often, interspike interval lengths
are regarded as approximately gamma distributed, [38], [40]. Therefore, an
investigation on whether the experimental data at hand here could be ﬁtted
to either a gamma distribution or lognormal distribution is made.
To explore the role of cerebellar contribution in motor control a simulation
study of the vestibulo-ocular reﬂex is made, using newly written Matlab rou-
tines. These routines are occasionally accompanied by the use of the Matlab
toolboxes Simulink and Control toolbox. This includes the modeling of in-
dividual neurons and synapses in the cerebellum and their interconnections.
The output of the simulated cerebellum module is feedforwarded to a linear
process model of the oculomotor plant. As the cerebellum is capable of learn-
ing or tuning its output to improve motor control when errors are made, an
adaptation rule governing synaptic weights in the cerebellum is also imple-
mented. Performances before and after training are compared.
All experimental data here are from in vivo recordings in the cat cerebellum
and are kindly provided Henrik Jörntell at the research group for cerebellar
physiology group. For details on experimental procedures, see [15], [25], [26],
[27] and [8].
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5. Statistical neuron analysis
5.1 Point process models
As neurons communicate through the transmission of discrete events in the
form of action potentials, where the actual occurence in time rather than the
shape of the action potential matters, and since neurons have been shown
to be inherently stochastic, applying knowledge from the ﬁeld of stochas-
tic point processes on R+ (positive real line) can be appropriate and yield
interesting results. In this context, a recorded spike train from a neuron rep-
resents a realization of an underlying point process. The stochastic counting
process {N(t), t ≥ 0} can be introduced with the following properties (with
data recording starting at t = 0):
N(t′) = number of events in the interval t ∈ [0, t′]
N(t) is integer-valued, increasing and N(0) = 0
At discrete time points 0 ≤ T1 < ... < Tn, called event times, {N(t)} increases
from n− 1 to n. However, most often it is not the counting process itself that is
of interest, but rather the actual event times Tn and time between subsequent
events. Therefore the inter-event interval (or, as in this context, where the
events are action potentials: interspike intervals, ISI) is introduced:
τi = Ti − Ti−1 , i ≥ 1 (5.1)
Furthermore, a point process is fully described by it’s conditional intensity
function, using the notation of [3]:
λ (t|Ht) = lim 1Δt P (One event in [t, t+ Δt] |Ht) (5.2)
where Ht denotes the process history. In reality, this deﬁnition of a point pro-
cess is often much too general to be usable when studying neural spike trains.
Instead the analysis is often restricted to the two simplest point processes,
namely the Poisson process and the renewal process [24], [34]. These have in
common that the ISIs are i.i.d. according to some distribution and that they
are both Markov processes [34].
5.2 Poisson and renewal processes
Assuming that, in addition to the deﬁnition above, {N(t)} has independent
and stationary increments and N(t) ∈ Po(λt) the resulting process is called
a HPP. The conditional intensity function of a HPP is
λ (t|Ht) = λ
9
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meaning that the process history does not inﬂuence future output whatso-
ever. Since the intensity function and CDF of a stochastic variable X > 0 is
related through
FX(x) = 1− exp
(
−
∫ x
0
λ(s)ds
)
(5.3)
then the following is true for the ISIs τi in a HPP:
Fτi(t) = 1− exp
(
−λ
∫ t
0
ds
)
= 1− exp (−λt) =⇒
τi ∈ Exp (1/λ)
Thus, having a constant intensity with no dependency on process history
as in the HPP the ISIs are i.i.d. Exp(1/λ). The HPP can equivalently be de-
scribed by it’s intensity λ or the distribution of the ISIs. The HPP represents
the simplest point process model of a neuron under stationary conditions,
with the neuron receiving a constant input or being at rest. Figure 5.1 shows
realizations of two HPP with different intensity along with the distribution of
their ISIs. If the intensity is allowed to vary over time, but still doesn’t have
an explicit dependency on the process history, the process is called a iIHPP.
This constitutes the simplest point process with non-stationary intensity and
could provide a simple model of a neuron conveying some time varying sig-
nal. The intensity function for the IHPP is
λ (t|Ht) = λ(t)
The lack of process history dependence in the HPP and IHPP can prove prob-
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Figure 5.1 Left: realization of two HPP with different intensity λ. Right: the PDF of
the ISIs for each process, given by fτi (t) = λ exp (−λt).
lematic when characterizing neural spike train data. As this lack makes τi ex-
ponentially distributed in the HPP case, it is in sharp contrast to most real
neurons where features like membrane refractoriness makes the neuron un-
able or unlikely to ﬁre for a short period of time following a preceding spike
ﬁring. This becomes obvious when studying spike trains, where ISIs seldom
are exponentially distributed, but rather follow a skewed distribution like the
gamma distribution or lognormal distribution. Relaxing the condition on the
HPP that the ISIs are i.i.d. Exp(1/λ), and allowing for other distributions, but
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still with the requirements that the ISIs are i.i.d. the resulting process is called
a HRP. The intensity function of a HRP is a function of relative time since the
last spike:
λ (t|Ht) = h(t− s)
where s is the time since the last action potential. Just as in the case of the
HPP, the HRP is equivalently fully described by it’s intensity function or the
distribution of the ISIs through the relationship (5.3). Figure 5.2 shows two
realizations of a HRP where the ISIs are gamma distributed. The HRP is easily
modiﬁed to allow for an intensity function that also is dependent on absolute
time t, making it able to model a time varying input. The result is called a
IHRP and has an intensity function given by
λ (t|Ht) = h (t, t− s)
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Figure 5.2 Left: realizations of two HRP. Both are gamma distributed as indicated
by the probability density functions to the right, but have different sets of parameters.
The PDF is given by (8.1).
5.3 Analysing spike train data
When dealing with experimental neural spike train data a clear division be-
tween data recorded during at-rest conditions and stimulus-response situa-
tions can be made. This thesis is mostly concerned with the former case. The
goal is to provide a characterization of the stochastic spike ﬁring of a neu-
ron. If the data can be ﬁtted either to a HPP or a HRP a full characterization
is, as previously mentioned, given by either the PDF of the ISIs fτi(t− s) or,
equivalently, the conditional intensity function λ(t|Ht). Outlined below are a
series of tests for the data. For a more thorough description, see [24].
Testing for stationarity
If spike train data is to be described by a HPP or HRP it needs to be stationary,
as the processes intensity functions are not explicitly time dependent. How-
ever, testing for this is non-trivial as many aspects of the process might be
time varying. Considering spike train data given on the form of a series of
11
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ISIs τi stationarity implies that at least the expected ISI length E[τi] and the
ISI variance V[τi] are constant. The former is exploited for constructing a very
simple test of stationarity. Assuming that the spike train data at hand consists
of i.i.d. ISIs with E[τi] = μ and V[τi] = σ2, these constants are easily estimated
from the entire dataset by the sample mean μˆ = τ and the sample variance s2.
Further on, if the data set is split into numerous smaller subsets, each consist-
ing of the same number n of ISIs, the mean for each of these subsets should
be constant if the data is stationary. Therefore, the expected ISI length for
each subset is estimated and denoted τ(m), m = 1, . . . , k where k is the total
number of subsets. Ideally, by choosing appropriate subset length n the sub-
set estimates will according to the central limit theorem be i.i.d. observations
of an approximately normal distributed variable, τ(m) ∈ N(μ, σ/√n). From
this, a conﬁdence interval for μ is easily derived:
Iμ = μˆ ± λα/2s/
√
n (5.4)
where α decides the conﬁdence level of the test
H0 : E[τi] = μ
H1 : E[τi] = μ
Thus, for α = 0.05 approximately 95% of the subset means should end up
inside the interval if the spike train data is to be stationary. If the data set fails
to comply with this stationarity condition then the largest subset of the entire
data set that fulﬁlls the condition is isolated and used instead.
Serial dependency
As will be illustrated later on, the assumption of independence between sub-
sequent ISIs might sometimes be invalid. Formally, this can be interpreted as
the PDF for τi, fτi(t− s), may be conditioned on previous intervals:
fτi (t− s) = fτi |τi−1,...,τ1(t− s|τi−1, . . . , τq) (5.5)
where the order q < i is the number of preceding intervals the dependency
goes back. The exact properties of the underlying dependency structure is
not known beforehand and must therefore be examined in order to choose a
reasonable model. For example, the PDF of a HPP or HRP would be a simple
function of time since the last spike, t − s. Ideally, one would like to esti-
mate the conditional PDF in (5.5) or conditional intensity function in (5.2) for
increasing orders until no further dependence on previous intervals can be
shown, but for these results to be statistically signiﬁcant the amount of data
needed can vastly exceed the amount of available data. Therefore, a some-
what simpler approach is used where instead the conditional expected value
of τi is examined:
E [τi|τi−1, . . . , τ1] = E
[
τi|τi−1, . . . , τq
]
(5.6)
This quantity is estimated by a simple mean of all ISIs preceded by the condi-
tioning sequence (τi−1, . . . , τq). However, since no data will exactly equal the
speciﬁed conditioning sequence a slight modiﬁcation is implemented where
the conditioning sequence is replaced with bins (l1, . . . , lq), each of width δ,
12
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and equality meaning that the ISIs are in these bins instead of equaling some
speciﬁc value. This gives the following estimate of (5.6):
C
(
l1δ, . . . , lqδ
)
=
1
N(τ1, . . . , τq)
N
∑
n=q+1
τn Il1;··· ;lq,δ(τn−1; · · · , τn−q) (5.7)
where N(τ, . . . , τq) is the number of ISIs preceded by the speciﬁed condition-
ing sequence and Il,δ(τ) is the indicator function deﬁned by
Il,δ (τ) =
{
1, δ ≤ τ < (l + 1)δ
0, otherwise
(5.8)
By choosing q, different orders of conditional expected value can be esti-
mated, with the ultimate goal of discerning for what q the estimate stops ex-
hibiting visible q-dependency. More speciﬁcally for this thesis, only cases for
q = 1 are examined, resulting in a situation where it can be decided wether
a speciﬁc set of spike train data can be treated as a realization of a renewal
process or Poisson process, or if a more complex model has to be deployed.
As a renewal or Poisson process have independent ISIs the estimate of (5.6)
for any of these should ideally be a horizontal line at the level of the mean ISI
length: the expected ISI length is the mean ISI length regardless of what ISI
length preceded it.
The estimate of the conditional expected value is complemented with error
bounds derived from a renewal process assumption, under which (5.6) re-
duces to E [τi]. This leads to V[C(τ1)] = V[τi]/N(τ1) with V[τi] estimated as
previously by s2. Finally the error bounds are given on conﬁdence interval
form by
I = C(τ1)± λα/2s/
√
N(τ1) (5.9)
Marginal density and cumulative distribution function
An obvious way of describing the characteristics of the ISIs is to estimate the
PDF of the ISIs, fτi(t) using an ordinary histogram over ISI data. However by
doing this one neglects the possibility of the point process having serial de-
pendency between ISIs. Indeed, if dependencies exist the resulting histogram
is an estimate of the marginal PDF. While yet informative, it does not contain
all the information that exists about the process unless the process is renewal
or Poisson, for which the process is fully characterized by it’s PDF.
As it can be shown that the histogram is a biased estimate of the PDF it is also
complemented by an unbiased estimate of the CDF, Fτi(t), using the empirical
CDF (ECDF), F̂τi(t). Finally, this is tested against a number of skewed distri-
butions, such as the gamma or lognormal distribution, using the Kolmogorov-
Smirnov test with test statistic
Dn = sup |F̂τi(t)− F(t)| (5.10)
where F(t) is the theoretical CDF that the ECDF is tested against. With a null
hypothesis that the data sample comes from the speciﬁed distribution F(t),
this test will reject the null hypothesis for signiﬁcantly large deviations be-
tween F(t) and the ECDF.
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6. Models of spiking neurons
6.1 Introduction
The modeling of individual real neurons can be divided in two branches.
In the ﬁrst branch results given by the statistical analysis such as the one
outlined previously is used for constructing point process models of single
neurons. Such models are in a clear minority when it comes to modeling sin-
gle neurons, but have still been successfully used to describe various real
neurons [38]. The other branch, which is the predominant way of modeling
neurons, is the use of differential equations for describing the time evolution
of neuron membrane potential in response to stimuli from external current
inputs or synaptic input from other neurons. Such models have, more often
than not, either a strong foundation in biophysical properties of neurons, or a
simplistic structure able to capture some of the main phenomena exhibited by
real neurons while lacking others. The ultimate choice of model depends on,
as always, the task at hand, where extremely detailed models often are used
for studying properties of individual neurons but are far too computation-
ally complex to be feasible when studying dynamics in networks of neurons.
Such cases calls for simpliﬁed models such as the ones presented later on.
Modeling efforts also need to be devoted to treating stochasticity in individ-
ual neurons. Consider for example Fig. 6.1 where the response of a neuron
being injected with a current step is shown, where the noisy behavior of the
membrane potential becomes clear.
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Figure 6.1 Resulting membrane potential trace of cerebellar interneuron in response
to a current step between t = 12 and t = 28.
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6.2 Bio-physical models
The Hodgkin-Huxley model
The Hodgkin-Huxley model, originally presented in [21] and based on the
authors investigation of the giant squid axon, is still to this date the de-facto
standard in detailed modeling of individual neurons. For this the authors
received the Nobel prize in 1963. The model, using the notation of [9], is fully
described by the following set of differential equations.
Cm
dVm
dt
= −Iion + Iext
Iion = gNam
3h (Vm − ENa) + gKn4 (Vm − EK) + gL (Vm − EL)
m˙ = αm (V) (1−m)− βm (V)m
h˙ = αh (V) (1− h)− βh (V) h
n˙ = αn (V) (1− n)− βn (V) n
The need of evaluating a complex set of differential equations like the one
above for every single neuron makes the Hodgkin-Huxley model unfeasible
for simulating large-scale networks of neurons, therefore creating a demand
for simpliﬁed models like the ones presented below.
6.3 Phenomenological models
Below follows a brief description of some of the most widely used, and sim-
plest, single neuron models.
Integrate-and-ﬁre neuron - IF
One of the earliest, and certainly the most simple, models of a neuron is the
integrate-and-ﬁre model ﬁrst investigated by Lapicque [5]. It is given by
Cm
dVm
dt
= I(t) (6.1)
An input current I(t) to the neuron is simply integrated, providing either an
increase or decrease in membrane potential Vm. As soon as the membrane
potential hits a preset voltage threshold Vt, a spike is initiated and Vm is reset
to it’s reversal potential EL. While tractable for theoretical and simulation
studies, it lacks several key features of real neurons. This can be somewhat
remedied since some of these features, such as neuron refractoriness after
spike ﬁring, can be implemented by extending the model, while the biggest
shortcoming, the lack of membrane dynamics can be ﬁxed by using the next
model. This shortcoming provides for a situation where an arbitrary small
and positive constant current I(t) eventually will cause the neuron to ﬁre,
which is not the case for real neurons.
Leaky-integrate-and-ﬁre neuron - LIF
The lack of dynamics in the IF model can be ﬁxed by adding a simple term
accounting for a leak current through the neuron membrane. The result is
15
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called the leaky integrate-and-ﬁre neuron model and just as for the IF model,
the LIF ﬁres when Vm hits a preset Vt:
Cm
dVm
dt
= −gL (Vm − EL) + I(t) (6.2)
As mentioned earlier, a simple IF neuron will eventually ﬁre if a small posi-
tive constant current is applied. This is not the case for the LIF neuron as the
leak current will grow with increasing membrane potential and try to push
it back to the reversal potential EL. For the neuron to be able to ﬁre, the cur-
rent applied must now be equal to, or exceed, a minimal current. While able
of capturing the mainly linear subthreshold behavior of real neurons it lacks
realistic description of the behavior close to the threshold and the spike initi-
ation phase. Still, due to their simplicity to implement and compute, both the
IF and LIF models are widely used for studying various properties of neural
network computations.
Exponential integrate-and-ﬁre neuron - EIF
The need of easily computed, yet still biophysically relevant, neuron models
for predicting spike times and studying networks of neurons has been the
driving force behind the development of new neuron models. Fairly recently,
a new model adding an exponential term accounting for neuron behavior
close to, and above, the ﬁring threshold has been introduced. The result is
called the exponential integrate-and-ﬁre model [16]. This is the neuron model
used in this work and is given by
Cm
dVm
dt
= −gL (Vm − EL) + gLΔT exp
(
Vm −Vt
ΔT
)
+ I(t) (6.3)
The only new parameter compared with (6.2) is ΔT, called the slope factor.
The size of ΔT determines the sharpness of the spike initiation phase when
the neuron is close, or above, the ﬁring threshold, with a very small ΔT mak-
ing the EIF behave more like the LIF. The exponential term in (6.3) will in-
crease rapidly when Vm > VT, making Vm grow very quickly. When Vm
crosses a preset peak level, usually around 20-30 mV, it is reset to EL, just
as in the IF and LIF. Further development based on this model includes the
adaptive exponential integrate-and-ﬁre neuron, or aEIF, where a second state
is added to the model, capturing subthreshold adaptation. With parameters
estimated from experimental data, this model has been shown to be able to
predict the membrane potential and spike times of a real neuron with high
accuracy [12].
Finally, the ﬁgure below shows the resulting membrane potential and action
potentials of the three described models during a step-shaped current injec-
tion. Also shown are the typical f-I curves of the models for different constant
current inputs.
6.4 Models of synaptic transmission
Introduction
A main drawback with the models presented above is their lack of realis-
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Figure 6.2 The top ﬁgure shows the response of three neuron models to a step cur-
rent input of 3 pA between 15-75 msec. The models are the integrate-and-ﬁre (green),
leaky integrate-and-ﬁre (red) and exponential integrate-and-ﬁre (blue). The bottom
ﬁgure shows the corresponding f-I curves of the same models, using current step in-
puts of varying size. Note how the integrate-and-ﬁre neuron can ﬁre even for small
currents while the two others require some minimum current to ﬁre.
tic input. Since most models are derived mainly from preparations where a
neuron is injected with an external current they don’t implement a realis-
tic model of synaptic transmission between neurons. Therefore, the neuron
models can be augmented, if being used for describing realistic networks of
neurons, with such a model of synaptic transmission. As synapses are either
excitatory or inhibitory the total current ﬂowing in to the post-synaptic neu-
ron due to synaptic transmission can be expressed as
Isyn(t) = gexc(t) (Vm(t)− Eexc) + ginh(t) (Vm(t)− Einh) (6.4)
where gexc(t) and ginh(t) are the total conductances provided by the excita-
tory and inhibitory synapses, i.e. gexc(t) = ∑i g
(i)
exc(t) and ginh(t) = ∑i g
(i)
inh(t)
where g(i)(t) is the conductance contribution of the individual synapse i.
Modeling of synaptic transmission is thus equal to modeling the either ex-
citatory or inhibitory time varying conductance synaptic activation gives rise
to. A commonly used model for the conductance change in the post-synaptic
neuron due to synaptic activation is the so called α-function
g(t) = α2te−αt (6.5)
where α is a dimensionless parameter and activation is assumed to have
taken place at t = 0. Equivalently, the α-function can be seen as the impulse
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response of a LTI system with transfer function
G(s) =
α
(s+ α)2
(6.6)
A main issue with this approach is what happens when several rapid activa-
tions take place. As (6.5) is the solution to a LTI system with input δ, the so-
lution to many activations is the superposition of many individual solutions,
one for each activation time. Consequently, rapid activation of the synapse
can lead to unrealistically large conductances. In reality a chemical synapse
is saturated, for example if all its ion channels are already in an open state,
leading to a situation where rapid activations won’t lead to a big increase
in conductance past some point. Therefore a different, slightly more realis-
tic, model based on a Markov kinetic scheme of the receptors is used. The
Markov property in this context stipulates that individual receptors in the
post-synaptic membrane transitions between states independently of their
historic transitions.
Kinetic based model
Just as for neurons, models of synaptic transmission ranges from extremely
detailed to very simple. As molecules of neurotransmitter are released from
the presynaptic terminal into the synaptic cleft, they bind to receptors in the
postsynaptic neuron membrane, causing ion channels in the membrane to
open. When these channels are open they allow for an inﬂux or outﬂux of
ions, constituting the PSC. Whether this current is excitatory or inhibitory
depends on the receptor and ion type. To simulate this process in detail can
be very costly and therefore, a simpliﬁed (but still more relevant than the
α-function) kinetic scheme using only two states (open and closed) is imple-
mented. This two-state kinetic model of synaptic activation is described in
detail in [14]. Here it is outlined brieﬂy. The kinetics governing the state tran-
sitions are:
C+ T
α

β
O (6.7)
where C and O are the two states open and closed and T the presence of neu-
rotransmitter. α and β are constants governing the transition rates between
the two states. If the number of receptors is large this scheme gives the fol-
lowing differential equation for the fraction of open receptors r
dr
dt
= α [T] (1− r)− βr (6.8)
where [T] is the concentration of neurotransmitter. If one can assume that
the dynamics of the release of neurotransmitter into the synaptic cleft upon
synaptic activation are fast this can be used for an approximation where the
neurotransmitter is released in equally large pulses of size Tmax and duration
td. This pulse approximation allows for a simple analytical solution of (6.8)
(where activation has taken place at t = t0)
t ∈ [t0, t0 + td], [T] = Tmax r(t− t0) = r∞ + [r(t0)− r∞] exp (−(t− t0)/τr)
t > t0 + td, [T] = 0 r(t− t1) = r(t1) exp (−β(t− t1))
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where
r∞ =
αTmax
αT + β
and τr =
1
αTmax + β
As the total conductance delivered by synapse i is proportional to the fraction
of receptors in open state the conductance contribution from the synapse can
be expressed as g(i)(t) = gr(t), where g is the maximum conductance or
strength of the synapse. With this the PSC of the synapse in this model is
given by
I(i)(t) = gr (Vm − E) (6.9)
Note that this approach neglects the fact that the entire process of transmitter
relase and binding is stochastic in real neurons. Repeated activation of the
presynaptic neuron will in reality not lead to equally sized pulse releases of
neurotransmitter, nor will the presence of neurotransmitter guarantee recep-
tor binding and channel opening. This, however, is outside the scope of this
thesis. The table below shows the parameters used here. They are taken from
[14] and are the least-squares ﬁt of the kinetic model outlined to experimental
data.
Parameter Excitatory Inhibitory
α 1.1 · 106 M−1 sec−1 5 · 106 M−1 sec−1
β 190 sec−1 180 sec−1
E 0 mV −80 mV
Tmax 1 mM 1 mM
td 1 msec 1 msec
6.5 Noise in neurons
A main ﬂaw with the presented models is that they are completely determin-
istic whereas real neurons are well known to be noisy [2]. The characteristics
of this noise depends on which neurons are examined. Cerebellar Purkinje
cells, for example, ﬁre spontaneously at a rate of 40 Hz even in absence of
synaptic input, while others stay silent when not stimulated. The noisy na-
ture of neurons becomes obvious when recording output data from a neuron
stimulated with an external input. When presented with the same input re-
peatedly, the emitted spike train changes from trial to trial. The sources of
noise in neurons are numerous, ranging from stochastic gating of individual
membrane ion channels and probabilistic release of neurotransmitter into the
synaptic cleft as mentioned above to the receiving of large amount of back-
ground synaptic input not directly correlated with the signal to be transmit-
ted by the neuron.
There are several ways of incorporating stochastic components into a model
of biological neurons. Approaches includes moving from a set of determin-
istic differential equations to stochastic differential equations (SDE) (an ap-
proach mostly used in probability theory, ﬁnance and physics but recently
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Figure 6.3 Activation of excitatory synapse with different maximum conductance.
The top ﬁgure shows how the conductance at the synapse changes with time follow-
ing a pulse release of neurotransmitter for the duration of 1 msec into the synaptic
cleft. The middle ﬁgure shows the post-synaptic current this synaptic activation leads
to. Due to it’s excitatory nature this post-synaptic current is negative, causing the neu-
ron membrane to depolarize as can be seen in the bottom ﬁgure.
used for neuron modeling [36]), adding a gaussian white noise current (one
can show that for a neuron receiving an increasing number of excitatory and
inhibitory synaptic inputs with small individual weight the total input can
essentially be treated as gaussian white noise, thus making the entire process
an Ornstein-Uhlenbeck process, [2]), replacing the ﬁxed threshold introduced
earlier with a noisy threshold ([17]) or the use of escape rate models (for de-
tails see [18], [29] and [30]). Due to it’s relative simplicity the last method is
used here.
In the escape rate model, a deterministic model like the IF or LIF has its ﬁxed
ﬁring threshold Vt replaced with an escape rate, or intensity function, ρ(t|s)
that depends on the neurons current state since the last spike. Note that this is
in direct correspondence with the intensity function (5.2) of point processes,
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Figure 6.4 As previous ﬁgure, with the difference that the activation is of an in-
hibitory synapse. This provides for a positive current causing the neuron membrane
to hyperpolarize.
so that s still denotes the time of the last spike ﬁring. Due to this property
an escape rate neuron might ﬁre when the membrane potential is subthresh-
old, or stay silent even well into the superthreshold area before it ﬁres. Thus
for a constant input current the escape rate model won’t equidistant spike
times, as would be the case for the ordinary deterministic models previously
described. The actual choice of the intensity function can be considered a de-
sign parameter but should obviously be chosen so that the ﬁring pattern re-
sembles that of a real neuron, in which the results from the statistical analysis
previously outlined may prove fruitful. The intensity function is a function of
the neuron state: ρ(t|s) = f (Vm(t|s), V˙m(t|s)) and is through that relationship
implicitly time dependent. In a more general model the intensity can also be
made explicitly time dependent, accounting for refractoriness for example.
For sake of simplicity though the dependence on V˙m is often omitted and one
usually uses an intensity function on the form
ρ(t|s) = f (Vm(t|s)− ϕ) (6.10)
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where ϕ is a ﬁring threshold, although not as hard a threshold as VT in the IF
and LIF models. Simple choices of intensity functions includes
ρ(t|s) = 1
α
exp [β (Vm − ϕ)] (6.11)
ρ(t|s) = β (Vm − ϕ)+ =
{
0 if Vm − ϕ < 0
β (Vm − ϕ) if Vm − ϕ ≥ 0
(6.12)
Finally, the PDF of the ISIs τi in an escape rate model is given by
fτi(t|s) = ρ(t|s) exp
[
−
∫ t
s
ρ(u|s)du
]
(6.13)
The ﬁgures below shows the resulting theoretical PDF, membrane potential
and intensity function of a series of LIF neurons injected with different cur-
rents as well as histograms of the ISIs from 5000 realizations of the same neu-
rons.
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Figure 6.5 A LIF neuron with linear escape rate ρ(t|s) = 0.01(Vm + 63) is injected
with a constant current input, resulting in a membrane depolarization. As Vm exceeds
ϕ, the intensity starts increasing, making it increasingly likely for the neuron to ﬁre.
6.6 Final model
In the following part, cerebellar granule cells and interneurons are imple-
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Figure 6.6 Histogram of ISIs from 5000 realizations of the neuron in Fig. 6.5
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Figure 6.7 The same LIF neuron with escape rate as in previous ﬁgure, but this time
injected with an input consisting of a DC offset sinusoidal current.
mented using the following EIF model with synaptic input:
Cm
dVm
dt
= −gL (Vm − EL) + gLΔT exp
(
Vm −Vt
ΔT
)
+ Isyn(t) (6.14)
Isyn(t) = gexc(t) (Vm − Eexc) + ginh(t) (Vm − Einh) (6.15)
Mossy ﬁbers are implemented as escape rate models, while Purkinje cells are
implemented as the summed activity of connecting neurons. The table below
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Figure 6.8 Histogram of ISIs from 5000 realizations of the neuron in Fig. 6.7
shows the different parameters used for each type of neuron.
Parameter Mossy ﬁber Granule cell Interneuron
Cm 300 nF 281 nF 281 nF
gL 30 μS 30 μS 30 μS
EL −70 mV −70.6 mV −75.6 mV
VT - −50.4 mV −50.4 mV
ΔT - 2 2
The parameters for the granule cells are the same as reported in [10] and is
actually for a pyramidal cell originally. This approximation is used until a
more detailed EIF model for granule cells has been published. A detailed in-
vestigation of interneuron properties has not been possible here, but as the
membrane time constant (deﬁned as τ = gL/Cm) in interneurons is reported
to be in the vicinity of 10 msec, the interneurons are given the same parame-
ters as the granule cells (as τ = 9.4 msec for the granule cells). The same goes
for the time constant of mossy ﬁbers, while their intensity function is chosen
to
ρ(t|s) = 0.01(Vm + 70) (6.16)
This intensity function makes them able to ﬁre from a very small depolariza-
tion, while the small gain of 0.01 is to keep the ﬁring frequency below 400 Hz
(as reported maximum frequency in [37]).
24
7. Cerebellar microcircuitry
7.1 Introduction
The cerebellum, or little brain, is a region of the brain that provides key con-
tributions in motor control as well as in many cognitive functions [22], [23].
Although it’s volume amounts to only 10 % of total brain volume it makes
up more than half it’s number of neurons [1]. The cerebellum receives a large
number of input signals from a variety of sources, carried by MFs. These MFs
provide excitatory synaptic input to GCs, which make up the absolute major-
ity of number of neurons. Every granule cell receives four mossy ﬁber inputs
from more or less the same input source, thereby resembling a coincidence
detector in functionality by requiring a somewhat time synchronized input
on all it dendrites in order to pass threshold and ﬁre, [13]. The granule cells
in turn provides excitatory input to PCs and interneurons, whereas the in-
terneurons provides inhibitory input on the PCs The interneuron layer thus
functions as a middle layer between GCs and PCs. Finally, the PCs provide
the output of the cerebellum as they synapses inhibitory on the deep cere-
bellar nucleus. In addition, the interneurons and PCs receive input from CFs
which convey a task speciﬁc error- or teaching signal required for cerebel-
lar learning. The function of this input is to alter the weights of individual
synapses in the cerebellar network, as will be described later on.
Here, a simulation study of some of the consequences of cerebellar contri-
bution in motor control and learning is described. The investigated task is
the vestibulo-ocular reﬂex (VOR), which is under cerebellar inﬂuence. In the
following section, all systems are assumed to be linear unless stated other-
wise.
7.2 Cerebellum as an adaptive ﬁlter
What makes learning in the cerebellum unique and especially interesting
from an engineering point of view is its ability to process vast amounts of
information from a variety of sources into well deﬁned outputs, and its abil-
ity to adapt to new situations by altering its functionality. The proposal that
the cerebellum can be interpreted in terms of concepts traditionally asso-
ciated with control theory and signal processing has sparked a wide array
of suggestions on the exact properties of its capabilities and limitations. In-
deed, as the precise connectivity of the cerebellum, both externally and in-
ternally, historically hasn’t been fully known, various interpretations of its
functionality, each based on its own assumptions, has arisen. As the teaching
signal-carrying CFs provides the ability for the cerebellum to alter its exact
functionality to better suit any given task, most models of the cerebellum are
adaptivity-based. Studies of the cerebellar anatomy have revealed that each
PC is contacted by only one single CF, and that this single CF also contacts
the interneurons in connection with said PC. The fact that the teaching sig-
nal carried by a CF is task speciﬁc, and directly related to the output of the
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very same PC that it contacts provides for a situation where the cerebellum
self-organizes into a large number of micro complexes [7], each responsible
for a speciﬁc subtask. This modular structure has inspired the development
of algorithms that can perform various tasks and contribute to motor control
in a cerebellum-inspired fashion depending on it’s external connectivity, [11].
A popular proposal of cerebellar function has been the learning of the for-
ward and inverse dynamics (or kinematics) of the process associated with a
task, [42]. Consider the two different circuitry setups in Fig 7.1:
B P +
C
uc y
-
e
B P +
C
uc y
-
e
Figure 7.1 Top: in the forward connection setup the cerebellum module C receives
the same signal that is projected to the plant from a higher level in the brain. The
contribution from the cerebellum is then added to the signal before it enters the plant.
Bottom: in the recurrent setup the cerebellum receives the motor command generated
by B and add it’s contribution to the signal coming from a higher brain level.
In the top ﬁgure the signal entering the plant P is given by
u = Buc + Cuc = (B+ C)uc
which gives a total transfer function from uc to y of
y = P(B+ C)uc (7.1)
Disregarding whether it is achievable or not, if the cerebellar module C can
be adapted through learning to C = P−1 − B then (7.1) would equal unity.
This would require the cerebellum to perfectly learn the inverse dynamics of
the plant.
A proposal of how the cerebellum might achieve learning these structures
is that of the adaptive ﬁlter model. According to this theory the cerebellum
implements for each microcomplex a structure with striking similarities to
the adaptive ﬁlters known from control theory and signal processing. Not
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being a recent proposal of functionality, it has recently gained new support
from computational analysis and experimental ﬁndings, [13], [32]. The idea
is that during a speciﬁc task the cerebellum receives inputs related to mo-
tor control sent from a higher level in the brain, just as before. The signal is
then fed through the granule cell layer, acting as a bank of ﬁlters, linear and
non-linear. The PC output would then be the weighted sum of these ﬁlters,
with weights adapted through learning to produce an optimal output. The
adaptive ﬁlter model would require the weights of individual synapses to
be able to switch between positive and negative values, which is impossi-
ble for neurons. Thus it has been hypothesized that the function of cerebellar
interneurons is to provide middle layer between granule cells and Purkinje
cells with negative synaptic weights as interneurons receive excitatory input
from GCs and projects inhibitory on PCs.
∑
.
.
.
u y
G1
G2
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t
Figure 7.2 Adaptive ﬁlter model of the cerebellum. The input signal u is ﬁltered
by a bank of ﬁlters G1, · · · ,Gk in the granule cell layer, whose outputs are weighted
together to form the PC output y. The training signal t alters the properties of the
ﬁlters.
7.3 Adaptation
As mentioned earlier, learning in the cerebellum is thought to take place in
the adaptation of synaptic weights in the interneurons and Purkinje cells. An
error signal carried by climbing ﬁbers will alter the synaptic weight through
the inducing of long term depression (which results in a depressed weight)
or long term potentiation (resulting in an increased weight). This allows in a
motor control situation that a repeatedly performed movement task with an
error, deﬁned as difference between desired movement and actuated move-
ment, through learning or adaptation can be improved to the point where
the error ideally is eliminated. Exactly how this learning is implemented in
real neurons is outside the scope of this thesis, but several simpliﬁed learning
rules based on a computational analysis and with inspiration from adaptive
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control have been proposed over the years. Here, a synaptic weight update
law on the form
dθ
dt
= −γφ (7.2)
is used. θ is the vector of synaptic weights, φ the vector of regressors which
in this case is the signal of each individual neuron,  the error signal and γ a
constant chosen low enough to prevent learning instability.
7.4 The vestibulo-ocular reﬂex
The vestibulo-ocular reﬂex (VOR) is one of several reﬂexes for eyesight. Its
purpose is to compensate for head movement by moving the eyes in the
counter direction of the head, thereby producing a stable image on the retina
[4], [22]. In short, sensoring of head movements takes place in the semicircu-
lar canals in the inner ear. This signal is relayed to neurons in the VN of the
brainstem where it is processed and sent to neurons driving activity in the eye
musculature. Since small head movements are present almost always, the re-
ﬂex needs to be both fast and well adapted to be able to stabilize the image
on the retina. However, as pointed out earlier, feedback loops in the brain are
usually not fast enough for feedback control to be a possible solution to the
control problem. Instead the output from VN is modulated by the activity of
PCs in the ﬂocculus region of the cerebellum, which synapses inhibitory on
the VN neurons. These PCs in turn receives, as already pointed out, synaptic
input from a vast number of excitatory cerebellar granule cells, through par-
allel ﬁbers (PF), and inhibitory interneurons. The MFs that synapses on the
GCs carries a large array of signals, some that are of interest such as the states
of head movement (position, velocity and acceleration) but also signals that
don’t provide relevant information for the task at hand. A simpliﬁed circuit
structure of the VOR is shown in Fig 7.3, which follows the setup in the top
ﬁgure in Fig 7.1.
P +
C
y
-
e
+
1/s
uc
Figure 7.3 Simpliﬁed circuitry of the VOR. The head velocity uc is feedforwarded to
the oculomotor plant. Additional control signal is generated by the cerebellum, which
receives head movement related signals (in this case head velocity and position).
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7.5 Aspects of implementation
The necessity of an adequate model of the oculomotor plant is fundamental
when analyzing cerebellar functionality in the VOR context. Here, a model
based on investigations of the primate oculomotor plant is employed, see
[39], [35] and [6]. Firstly, a linear model of muscle force production in grams
in the extra-ocular muscles for varying frequency input from motorneurons
is used (where the time delay as in [6] is dropped):
L (s) =
4.5 (s+ 1, 391)
(s+ 714.5) (s+ 73.39)
(7.3)
Secondly, a linear model relating muscle force and output eye position in
degrees is used:
G (s) =
45.63 (s+ 58.08) (s+ 20.64)
(s+ 207.4) (s+ 43.48) (s+ 9.615)
(7.4)
with the transfer function from muscle force to eye velocity given by straight-
forward modiﬁcation of (7.4). This gives a total transfer function from mo-
torneuron ﬁring frequency to eye velocity of P(s) = L(s)G(s). Furthermore,
the brainstem element B is assumed to be simply unity:
B (s) = 1 (7.5)
This gives a total transfer function from uc to y according to (7.1):
y(s) = P (1+ C) uc (7.6)
Hence, if the cerebellar module C can through learning be adapted to C =
P−1 − B then y = uc. The error signal conveyed by the CFs is the error in eye
velocity: e = uc − y. Note that in reality, the eye velocity should be controlled
to be equal to head velocity but with reversed sign. Here it is implemented as
having the same sign, with PCs having an excitatory effect on the brainstem
instead of inhibitory as it normally would.
As previously mentioned, the cerebellar granule cells and interneurons are
implemented using an EIF model augmented with a more realistic synaptic
current input while the mossy ﬁbers, producing the input to the cerebellar
model, are implemented as escape rate neurons based on the LIF. The PC
output is approximated with the weighted sum of GC and interneuron out-
put. The CFs, conveying the error signal, are not explicitly implemented, but
the error signal  can be seen as conveyed by the CFs. Numerical evalua-
tion of the differential equations are made with the fourth order Runge-Kutta
method using a ﬁxed step implementation.
Another aspect that can result in problems is how to decide what the out-
put signals of the neurons are, particularly as PC output is deﬁned as the
weighted sum of GC and interneuron input. For example the adaptation law
(7.2) requires time continuous signals online, whereas the output of the cere-
bellum module are series of spikes. For the adaptation this problem is solved,
using the knowledge that the synaptic weight update is a slow process. Usu-
ally, many repetitions of a movement is needed for the weights to converge
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to their correct values, therefore the adaptation is implemented ofﬂine and
trialwise, using the output signal of the individual neurons and the oculo-
motor plant for calculating new synaptic weights before performing a new
simulation.
Since the cerebellar contribution to motor control here is a simple case of
feedforwarding it allows for a simulation where the total output of the cere-
bellum in response to its input can be calculated in advance of the plant out-
put. Therefore for each trial the cerebellum is simulated ﬁrst, and the output
of each its neurons is derived as the instantaneous ﬁring frequency fk(t) of
neuron k. This simple ad-hoc solution deﬁnes fk(t) as the reciprocal of the
ISIs from the neuron:
fk(t) =
1
τi
for Ti−1 ≤ t < Ti
Thus, with each GC and interneuron to PC synaptic weight being wk, the PC
output is given by
fPC(t) = ∑
k
wk fk(t)
The simulation is performed where a impulse shaped head acceleration is
assumed, resulting in a constant head velocity uc. 1 PC and 512 GCs where
used, requiring 2048 MF inputs. Half the MF population carried a head ve-
locity signal while the other half carried a head position signal. Individual
synapse weights where all initialized to the same value.
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8.1 Statistical analysis
Below, the result of the statistical analysis outlined previously is presented for
a number of spike trains from different neurons. Additional ﬁgure comments
are found after the ﬁgures.
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Figure 8.1 PDF and CDF estimate for ISIs from an interneuron and ﬁtted lognormal
and gamma distributions. Bin width is 3 msec.
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Figure 8.2 Estimate of the ﬁrst order conditional mean and short term average of
ISIs of an interneuron. The bin width in the left ﬁgure is 5 msec.
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Neuron No. 2, Purkinje cell
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Figure 8.3 PDF and CDF estimate for ISIs from a Purkinje cell and ﬁtted lognormal
and gamma distributions. Bin width is 0.1 msec.
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Figure 8.4 Estimate of the ﬁrst order conditional mean and short term average of
ISIs of a Purkinje cell. The bin width in the left ﬁgure is 2 msec.
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Neuron No. 3, interneuron
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Figure 8.5 PDF and CDF estimate for ISIs from a basket cell interneuron and ﬁtted
lognormal and gamma distributions. Bin width is 10 msec.
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Figure 8.6 Estimate of the ﬁrst order conditional mean and short term average of
ISIs of a basket cell interneuron. The bin width in the left ﬁgure is 20 msec.
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Neuron No. 4, deep cerebellar nucleus
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Figure 8.7 PDF and CDF estimate for ISIs from a neuron in the deep cerebellar nu-
cleus and ﬁtted lognormal and gamma distributions. Bin width is 1 msec.
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Figure 8.8 Estimate of the ﬁrst order conditional mean and short term average of
ISIs of a neuron in the deep cerebellar nucleus. The bin width in the left ﬁgure is 1
msec.
34
8.1 Statistical analysis
Neuron No. 5, interneuron
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Figure 8.9 PDF and CDF estimate for ISIs from an interneuron and ﬁtted lognormal
and gamma distributions. Bin width is 5 msec.
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Figure 8.10 Estimate of the ﬁrst order conditional mean and short term average of
ISIs of an interneuron. The bin width in the left ﬁgure is 10 msec.
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Estimated distribution parameters
The table below shows estimated parameters for gamma distributions (PDF
given by 8.1) and lognormal distribution (PDF given by 8.2) for the presented
datasets as well as resulting p-values from the Kolmogorov-Smirnov test.
Parameter / Neuron no. #1 #2 #3 #4 #5
â 3.7629 5.0520 1.072 9.3612 1.2853
b̂ 7.6216 5.0520 109.30 1.4315 41.75
ĉ 3.2175 2.2123 4.2295 2.5410 3.5457
d̂ 0.5175 0.4430 1.1379 0.3316 1.0625
KS-test p-value (gam) 0.0015 7.5e-194 0.0520 0.30e-27 3.37e-04
KS-test p-value (logn) 0.3325 3.91e-34 0.0026 2.82e-15 8.27e-07
Below are the PDFs for the gamma distribution (8.1) and lognormal distribu-
tion (8.2).
f (x|a, b) = 1
baΓ(a)
xa−1 exp
(
− x
b
)
(8.1)
f (x|c, d) = 1
xd
√
2π
exp
(−(ln x− c)2
2d2
)
(8.2)
Additional ﬁgure comments
Neuron No. 1: From the ﬁgures it becomes clear that the ISIs in this dataset
can be treated as the realization of a renewal process. Data is stationary and
the conditional expected ISI length stays well inside the conﬁdence bounds.
Furthermore, the Kolmogorov-Smirnov test could not reject the hypothesis
that the ISIs are lognormal distributed. Total number of ISIs: 685.
Neuron No. 2: Total number of ISIs: 84986. While the PDF and CDF by visual
inspection might suggest a lognormal distribution, the large number of ISIs
makes the Kolmogorov-Smirnov test able to reject that hypothesis. Also, the
renewal process assumption is clearly violated as the conditional expected
ISI length is increasing.
Neuron No. 3: Total number of ISIs: 1738. Stationarity and renewal process
assumption fullﬁlled. The Kolmogorov-Smirnov test can’t reject the hypoth-
esis that the ISIs are gamma distributed at α = 0.05. Judging from the ﬁgures
and the estimated â = 1.072 the ISIs could be described by a simple HPP.
Neuron No. 4: Total number of ISIs: 36000. As with neuron no. 2, a quick vi-
sual inspectation might suggest the ISIs can be ﬁtted to a gamma or lognor-
mal distribution. This is however rejected by the Kolmogorov-Smirnov test.
A renewal process assumption is reasonable judging from the conditional ex-
pected ISI length.
Neuron No. 5: Total number of ISIs: 457. Although stationary, the dataset is
not a renewal process as the conditional expected ISI length has a signiﬁcant
negative slope. Also, none of the two distributions can be ﬁtted, as the ISIs
look like coming from a multimodal distribution.
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8.2 Simulation of VOR
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Figure 8.11 Before training. Top ﬁgure shows the eye velocity together with the head
velocity in red. Below is the error signal, output of the Purkinje cell and in the bottom
the output signals fk(t) for the granule cells. The number of granule cells was 512, the
number of mossy ﬁbers 2048. Half the MF and GC population carried head position
signal while the other half carried head velocity signal.
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Figure 8.12 After training. Although not perfect reference following, the improve-
ment after training compared to before is clearly visible. Top ﬁgure shows the eye
velocity together with the head velocity in red. Below is the error signal, output of
the Purkinje cell and in the bottom the output signals fk(t) for the granule cells. The
number of granule cells was 512, the number of mossy ﬁbers 2048. Half the MF and
GC population carried head position signal while the other half carried head velocity
signal.
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Figure 8.13 The relative sum of the squared error signal during learning. For each
trial, the synaptic weights are updated according to (7.2). The number of granule cells
in the simulation was 512, the number of mossy ﬁbers 2048.
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This thesis deals, ﬁrstly, with the characterization of spike ﬁring properties in
cerebellar neurons in vivo. A detailed characterization of spike ﬁring during
stationary conditions can provide useful insights for a range of applications,
one being the simulation of realistic spike trains for other purposes as in [40].
The results achieved here indicates that some of the datasets, such as neuron
No. 1 and No. 2, indeed can be classiﬁed as realizations of a renewal pro-
cess, providing a very simple way of simulating realistic spike trains. Not
entirely surprising, other neurons did not fall into the renewal process cat-
egory, such as neuron No. 2 and No. 4. Interestingly enough, the data was
still stationary even if not renewal. This implies that the theory of stationary
stochastic processes and time series analysis might yield interesting results
if applied. It might be possible to ﬁt the ISIs to an autoregressive or mov-
ing average-process, driven by non-gaussian noise. This could result in more
realistic models of spontaneous spike ﬁring. Clearly, one would ideally like
to have a model capturing spike ﬁring also under non-stationary conditions,
such as neurons receiving transient input from other neurons. This would
correspond to knowing the conditional intensity function with explicit time
dependency, a difﬁcult problem to solve. However, deriving good models of
spike ﬁring under stationary and non-renewal conditions would seem like
a solvable problem that could provide useful insights before embarking on
non-stationary neurons.
Secondly this thesis contains a simulation study of cerebellar contribution
in control of the vestibulo-ocular reﬂex. The setup used here has the cere-
bellum contributing in a feedforwarding manner, processing sensory infor-
mation related to head movements before outputting it to a linear model of
the oculomotor plant. By repeating the experiment, where the head velocity
is step-shaped, several times, an adaptation algorithm alters the strength of
cerebellar synapses to better control the oculomotor plant output to the ref-
erence. The simulation shows that it is plausible that the cerebellum in this
way could provide relevant contributions in motor control to move the eye
in the opposite direction from the head. There are, however, several sugges-
tions on how the cerebellum inﬂuences the VOR, something that stems from
the fact that the exact connectivity has historically been unknown. In [28], [19]
and [20] the authors argue that the cerebellum contributes in a feedforward
manner just like here, but also that the retinal slip signal is passed through a
reference structure that would resemble the inverse dynamics of the plant to
be controlled before being used for parameter update. The scheme, feedback
error learning is called into question in [33] and [31], where the authors argue
that by requiring the error signal to be passed through this reference struc-
ture, the brain needs to contain said reference structure which could be of the
same complexity as the dynamics that the cerebellum tries to learn in the ﬁrst
place. This problem is called the motor error problem. Instead, by using the
recurrent architecture in Fig 7.1 it is argued that by having the cerebellum re-
ceiving the efference copy of issued motor command by the vestibular nuclei,
the adaptation of synaptic weights could be made without having to pass the
error signal through a reference structure.
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The result of this simulation study indicates that the setup used here still
is able to adapt the synaptic weights without the use of these reference struc-
tures. More detailed characterizations of cerebellar connectivity includes the
MFs carrying both sensory information and efference copy of issued motor
command, therefore a study including both inputs would have to be made to
study their combined effect. It is difﬁcult to compare the result of the present
study as it contains several simpliﬁcations that might be up for revision.
Firstly and as already pointed out, the cerebellum lacks efference copy input.
Secondly, any dynamics of the vestibular nucleus are currently ignored. The
VN is currently just feedforwarding head velocity to the oculomotor plant.
Finally, the number of GCs and interneurons synapsing on a single PC is >
100,000 which by averaging should provide individual PCs with a relatively
clean signal without too much noise. Simulating such a large number of neu-
rons is unrealistic, but it could be seen that by increasing the number of GCs
from 128 to 512 gave dramatically better results in terms of noisiness of the
PC output.
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The ﬁndings here indicates that much knowledge on neuron spike ﬁring can
be uncovered by treating spike train data with methods from point process
theory. It is shown that data recorded from several neurons at rest in vivo
can be treated as renewal processes, and some of them be ﬁtted to stan-
dard gamma and lognormal distributions. Other neurons exhibit serial de-
pendency between subsequent ISIs and can therefore not be treated as re-
newal processes. However, these ﬁnding might provide a basis for construct-
ing more complex point process models under non-stationary conditions in
the future.
Additionally the results here indicate that by having the cerebellum inﬂu-
ence the oculomotor plant in the VOR in a feedforward manner, it’s possi-
ble to achieve better control performance by adapting the synapse weights
in the cerebellum model. The possibility of achieving more realistic results
by adding more relevant signals and connections makes the current setup a
good foundation for further improvement.
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