Abstract. We study Riesz means of eigenvalues of the Heisenberg Laplacian with Dirichlet boundary conditions on a cylinder in dimension three. We obtain an inequality with a sharp leading term and an additional lower order term.
Introduction
Let Ω ⊂ R 3 be an open bounded domain. We consider the Heisenberg Laplacian on Ω with Dirichlet boundary condition, formally given by A(Ω) := −X 
This operator is associated with the closure of the quadratic form
initially defined on C ∞ 0 (Ω). It is known, see e.g. [8] , [3] , [10] , that A(Ω) has purely discrete spectrum. We denote by (λ k (Ω)) k∈N the non-decreasing unbounded sequence of the eigenvalues of A(Ω), where we repeat entries according to their finite multiplicities. We are interested in uniform upper bounds on the quantity
In [3] Hansson and Laptev proved the following Berezin-type inequality for A(Ω):
It is also shown in [3] that
which implies that the constant 1 96 on the right hand side of (1.2) is sharp. Nevertheless, the authors of the present paper proved, see [10] , that inequality (1.2) can be improved in the following sense; for a any bounded domain Ω ⊂ R 3 , there exists a constant C(Ω) > 0 such that for any λ ≥ 0 it holds
In other words, a negative remainder term of a lower order can be added to the right hand side of (1.2) without violating the inequality.
In this paper we will prove that the order of the remainder term in (1.4) can be further improved if we consider cylindrical domains of the type Ω = ω × (a, b), where ω ⊂ R 2 is open and bounded, and a, b ∈ R are such that a < b. In particular for cylinders wit convex cross-section ω our main result, Theorem 2.3, implies that 5) where R(ω) is the in-radius of ω, see Corollary 2.7. The proof of (1.5) is based on the unitary equivalence of A(Ω) to the two-dimensional Laplacian with constant magnetic field.
To estimate the remainder term we use a boundary estimate for the magnetic Laplacian based on an application of a Hardy inequality in the spirit of [4] , see Proposition 3.1.
Notation and main results
As for the cross-section ω, throughout the paper we will suppose that the following condition is satisfied. In the sequel we will decompose the vector x = (x ′ , x 3 ) ∈ R 3 . Let us denote by
the distance function between a given x ′ ∈ ω and ∂ω. The in-radius of ω is then given by R(ω) := sup
Hardy inequality. Let c = c(ω) be defined by
. Clearly, c is the best constant in Hardy's inequality
The best possible value of c is c = 2. For a survey on Hardy inequalities we refer to [12] , [6] .
To continue we define for any β > 0 the set ω β by
Finally, we introduce the quantity
Now can state the main result of this paper.
Theorem 2.3.
Let Ω := ω × (a, b) and let c is given by (2.2). Then
holds for all λ ≥ 0.
Remark 2.4. Note that the order of the remainder term is larger than λ 2 for any c > 0. So far the order of the second term in the asymptotic expansion (1.3) it is not known.
Remark 2.5. For analogous improvements of the classical spectral estimates for Dirichlet Laplacian on bounded domains we refer to [2] , [11] , [13] , [14] and references therein.
Remark 2.6. Following [10] it can be shown that l(ω) is strictly positive. In particular, it holds l(ω)
Proof. In case that ω is convex we have c = 2 in (2.2) , see e.g. [6] . In addition, 3. Preliminaries 3.1. Magnetic Dirichlet Laplacian. Let P k,B be the orthogonal projection onto the kth Landau level B(2k − 1) of the Landau Hamiltonian with constant magnetic field for B > 0 in L 2 (R 2 ) and k ∈ N. Denote by P k,B (x, y) the integral kernel of P k,B . We will need these well-known characteristics
3.2. A boundary estimate for the Heisenberg Laplacian. In this subsection we will derive a boundary estimate for the operator A(Ω) which will be crucial in estimating the size of the remainder term in Theorem 2.3.
holds for all u ∈ Dom(A(Ω)) and any β > 0
For the proof we need the following Lemma.
, the form domain of the closure of (1.1), and any β > 0 we have
Proof. Let u be in C ∞ 0 (Ω). In addition let us denote by F 3 the Fourier transform in x 3 -direction, which is a unitary map in L 2 (R). Because Ω is a cylinder, the function |F 3 u(x ′ , ξ 3 )| lies in H 1 0 (ω) for fixed ξ 3 ∈ R. Therefore we can apply inequality (2.3) to get
Now we set
and apply the diamagnetic inequality which states that
holds for all ψ ∈ H 1 (ω), see e.g. [7] . This gives
Integration by parts in the x 3 -direction yields the inequality for u ∈ C ∞ 0 (Ω). A density argument completes the proof. In what follows we will use the notation
to denote the Heisenberg gradient. First we check that ϕu
Note that we used here ∇ H ϕ(x) = ∇ x ′ ϕ(x) for all x ∈ Ω. The Eikonal equation 6) and the boundedness of Ω yield the finiteness of (3.5). Hence ϕu ∈ d[a] and we may use Lemma 3.2 to get
where we denote by ·, · the scalar product in L 2 (Ω). An integration by parts in the last two terms yields
Next we will estimate the first term on the right hand side. To this end we use Lemma 3.2, which gives
in the operator sense. Then, by the Heinz inequality, see [5, Lemma 4 .20],
where · stands for the operator norm in L 2 (Ω). Hence
So we arrive at
On the other hand, the Eikonal equation (3.6) implies that
where χ {δ(x ′ )>β} is the characteristic function of the set {x ∈ Ω | δ(x ′ ) ≥ β}. Inserting the above identity into (3.7) thus yields
The result now follows from the estimate
Proof of Theorem 2.3
Here and below we write a vector x ∈ R 3 as x = (x ′ , x 3 ). Let v j the orthonormal basis of the eigenfunctions of A(Ω) for j ∈ N;
Let F 3 be the partial Fourier transform in the x 3 variable. Then
where A(x ′ ) is given by (3.3) . At this point we use the properties of the magnetic Laplacian, see section 3.1, to obtain
for F 3 u(·, ξ 3 ) in the domain of the magnetic Laplacian.
4.1. The sharp leading term. First of all we extend for every j ∈ N the eigenfunctions by v j (x) := 0 for all x ∈ Ω c . Now we consider
At this point we apply the spectral decomposition (4.1) of the free Heisenberg Laplacian. An application of Fatou's Lemma then yields
where
We split the sum as follows; 2) noting that the first term on the right hand side is positive and the other one is negative. The completeness of v j and the traces of P k,ξ 3 , see (3.1), yield
To obtain the sharp leading term in (2.5) we apply this identity in the first integral on the right hand side of (4.2). Using the fact that
we thus get
Inserting this back into (4.2) gives
4.2. The lower order term. To obtain a suitable lower bound on the second term in (4.4) we use the same technique as in [9] . The key point of this approach is to estimate the quantity
from below by a power function of λ. Note that
The inclusion ω ⊇ ω β and an application of |z − w| 2 ≥ 1 2 |z| 2 − |w| 2 , with z, w ∈ C, imply that
Next we estimate the negative integral. Note that the linear combinations of v j lie in Dom(A(Ω)). Therefore we may apply Proposition 3.1 and obtain
which yields the following lower bound on R λ : (λ − |ξ 3 |(2k − 1))|ξ 3 | dξ 3 .
To finish the proof we calculate in the same way as in the beginning of the proof: This gives the estimate stated in Theorem 2.3.
