ABSTRACT
INTRODUCTION
With the evolution of web 2 and social networks, the need for fast and efficient tools in text analysis and categorization become progressively more important and the ontology based approach float back in top of plain text processing [1] [2] [3] [4] [5] [6] . This paper will introduce an application of ontology integration approaches to text categorization on information technology (IT) domain.
Text categorization aims to assign predefined categories to documents based on their content. Thus, it begins with a set of training documents where each document is already tagged by a category. The categorization consists of determining a model able to assign the correct category for a new document. Several statistical techniques and supervised classification [7] [8] [9] [10] [11] were applied in text categorization. In the second part of this work we present a brief description for experimented text categorization models: Naïve Bayes, N-grams, TF-IDF and K-Nearest Neighbours. Next, we discuss the built domain ontologies and the principle of its integration to improve models. Finally, we conclude by presenting the results of our experiments on a subset of RCV1.
EXPERIMENTED MODELS
There are several techniques for text categorization. We present in the following a brief description for experimented text categorization algorithms: Naïve Bayes, N-grams based, TF-IDF and K-Nearest Neighbours.
Naïve Bayes
The model Naive Bayes is constructed using learning documents to estimate the probability that a new document ܸ be classified in a category ܿ . We use Bayes's theorem to estimate the probabilities [15] : The quantity ‫‬ሺܿሻ refers to the probability that an arbitrary document is classified in the category ܿ before even that its features are known. It is generally the same for every category. The training model step tries to calculate the probability ‫ݔ‪ሺ‬‬ /ܿሻ of every feature ݅ in every category ܿ. The "naïve" formula (1) is correct only if we suppose that the features given the category ܿ are independent. Although the conditional independence of document features supposition, the Naïve Bayes model is surprisingly efficient.
N-gram based
This method uses a different way to divide the text into n-grams. An n-gram is a sequence of ݊ consecutive characters [16] . For a given document, all n-grams that can be generated is the family of character sequences obtained by moving, by step of one character, a window of ݊ characters on the text body. Thus, each document or category can be represented by a profile composed by the most frequent n-grams [16] . Alternatively, each document is represented by a vector with each component represent the weight of the corresponding n-gram [17] . This technique generates a large number of components compared to text analyzing based on word separators, but it is very tolerant to spelling mistakes and it is perfect for all sequences types on discrete alphabets like DNA sequences. For a sequence of n-grams ‫,ܿݏ‬ the assigned category to ‫ܿݏ‬ is the one with ‫‬ሺܿ /‫ܿݏ‬ሻ is maximal. The Bayes algorithm is used to determine this conditional probability:
TF-IDF
This algorithm uses the words vector to describe categories and documents. The principle here is closer to Rocchio algorithm [18] , such that the set of words extracted from documents of a category ܿ are accumulated into a single vector. The vector created is then normalized according to the equation:
With ‫ݔ‬ is the vector component representing the word in a category ܿ and ݂ is the word frequency in ܿ. The square root is used here to reduce the effect of high frequencies, ݊ present the number of categories in which the word ݅ appears and ‫ܭ‬ the number of categories. Comparing distances between the vector of a document ݀ and each category's vector provides the best category can be affected to ݀.
K-nearest neighbours
Basic approach. The approach k-nearest neighbors (KNN) is the best known categorization technique has proven its effectiveness against the textual data processing [13] . Instead of building explicit models, the classification of each target document consists of watching from documents already classified, the category of k documents that are most similar to the target. The choice of the value of k is the difficulty of this approach.
To decide if a test document d belongs to a category c, the similarity between d and each document d ୨ of the training set is determined. A smaller distance (greater similarity) between two documents indicates that they are more similar. Then, the k most similar records to d are selected.
As each document d ୨ is already labeled with a category, the category with the largest proportion of k documents is assigned to d. There are several similarity measures that can be used in KNN.
In [12] some similarity measures were evaluated and the performance of KNN differs depending on the used measure.
KNN based on Lucene score.
The idea is to use the score of the search engine Lucene as a similarity measure. Initially, the training documents are converted into a Lucene index in which each document's category is stored. Next, the text of a new document is converted into a Boolean query composed of the most relevant words and then sent to the search engine. Response list represents the potential documents sorted by descending order of their scores. The most popular category of k response documents is assigned to the new document. According to the Lucene API documentation 1 , the score represents the similarity between the document and the sent query. In [12] this categorization model was detailed and experienced, it presented better performance than other more complex methods. In the following of this paper we use "KNN-LB" notation to indicate the KNN categorization based on Lucene score as similarity measure.
ONTOLOGY INTEGRATION APPROACHES

Introduction
In information science, ontology is often defined as the formal representation of knowledge in a domain with a set of concepts linked by semantic relations. Several research studies work on ontologies, and construction methods [19, 20, 21] are the largest interest of researchers in this field. However, these methods remain mostly theoretical and not generalized. Thousands of ontologies are made publicly available with a wide variation on its qualities. This provides the appearance of ontology evaluation techniques to ensure the quality of content and construction methods. Ontology evaluation can be on several criteria [22] [23] [24] such as the ontology structure, its coverage of a particular area and its wealth, performance of tasks which is designed for and its alignment level with other ontologies.
Another interesting point on which ontology evaluation can be approved is its use as a black-box. This generally applies to ontologies that are totally embedded in an application performing specific tasks [25] . An example of such application could be a categorization model that uses specific domain ontology for categorization of documents. The approach we present in this paper is around this point. It is a simple approach for ontologies integration in categorization models. Then according to the results, the system could be considered as an ontologies evaluator.
Used ontologies
Ontology construction studies the development process, the life cycle and the meth-ods and methodologies for building ontologies. This work focuses on ontologies usage as a black-box rather than their construction. Used ontologies consist of concepts linked by specific relations. A concept has a similar structure to the representation proposed by w3c 2 to characterize concepts (eg, Figure 1 ). 
Ontology 2 (ONT2).
This ontology is created based on the 20th edition of the dictionary named "Newton's Telecom Dictionary" [27] . This ontology covers the areas of telecommunications, computer and Internet. It contains about 21997 concepts and 22440 relations between concepts.
Ontology 3 (ONT3).
This ontology is based on a dictionary named "Internetworking Terms" published by the famous translator Babylon3. The final ontology contains about 464 concepts and 2512 relations.
Ontology 4 (ONT4).
Another Babylon dictionary, published under the name "Glossary of Internet and PC Terminology" is used here to build an ontology covering Internet and computer areas. This ontology contains 652 concepts and 1859 relations between concepts.
The following table (Table 1 ) summarizes the number of concepts and relations contained in the created ontologies. 
Documents annotation
The annotation is the describing of the web document content by semantic patterns written in languages comprehensible by human and computer. These languages include XML, RDF or OWL. For the moment, the majority of web documents contain plain text without annotation.
We use the 'annotation' notion because the used approach is very similar and it is one of the fully automated annotation techniques. The approach allows linking the plain text of a document to the concepts of a predefined ontology. It begins with finding ontology concepts homograph to each word of document. Next, a score calculated by the formula (4), is affected to each concept homograph based on its context (2) and the context (3) of the word υ.
Definition 1.
A concept ο of an ontology Θ is homograph to a word υ if υ is the label of ο, or if υ is one of the labels of its concepts synonyms. In our case the synonymy is represented in Θ by the relation type sameAs.
Definition 2.
The context Γ(οሻ of a concept ο is composed by these super Φሺο, τሻ and subconcepts ϕሺο, τሻ using one or more relations τ defined in Θ, while the context Γ(υሻ of a word υ is composed by extracted words of document. Lets ϑ the word set of a document:
Finally, only concepts homograph with the score (3) is maximal will be added to the list of concepts annotating the document. If a concept is already exists in the list its occurrence is incremented. By maximizing the score (3), this annotation approach overcomes the problem of concepts ambiguity. Whatever the used text pre-processing level, ambiguity occurs when several concepts are homographs to the same word in the document. In the following the annotation algorithm: 
:sm } // add to ϑ′ the concepts of H whose χ is maximum and not null.
Integration strategies
When indexing a document, relevant words are linked to the ontology concepts by applying the algorithm presented above. Thereby, for a document's vector v from the a dataset ∆, a vector v′ is created in the space represented only by concepts of an ontology Θ: φ: ∆→Θ, φ(‫ݒ‬ሻ = ‫′ݒ‬ Ontology integration consists of how to mix v and v′ on a modeling task. We can differentiate four strategies for integrating ontology in the categorization model: Strategy 1: concepts adding. During the model training and testing phases, v is extended by new entries of the vector v′.
Strategy 2: concepts replacement. This strategy is similar to the previous one, but we replace here the entries of the vector document v by their concepts homographs from v′ linked to the document. Unlinked words are kept in v.
Strategy 3: ontology concepts only. Here the vector document v is replaced by the vector v′.
In [28] , the authors was experimented this three strategies in the text clustering. They have integrated WorldNet ontology on a tested segmentation models and the first strategy (strategy 1) showed better performance compared to other strategies. 
METHODOLOGY
Dataset preparation
We used the corpus RCV1 as it was developed by [29] and a version can be down-loaded from [30] . It contains 23149 training documents and 781265 test documents, for a total of 804414 documents already presented in the form of bag of words after an automatic Natural Language Processing (NLP). We have selected from this corpus a subset consist of categories very close in content and related to telecommunications, Internet and computer areas. The following table (Table 2 ) summarizes these categories: 
Documents indexing
To experiment categorization models NB, N-Gram, TF-IDF and KNN, we used the Lingpipe 4 API for the extraction of word vectors related to the documents in the used corpus. Also, Lucene indexing is used to experiment the KNN-LB model. The following table (Table 3) presents the tested models, the type of indexing and used Java classes. 
Importing an ontology
Ontologies are stored in RDF 5 format. This format is based on XML and defined as the standard for data exchange on the web. The Jena API, version 2.6.4, is used to import and analyze the RDF ontology, and then the concepts and relations are stored in a relational database using Java DB API. This is done in order to simplify the search for concepts and annotating documents in the followed steps. The relational schema of the database is shown in Figure 2 .
Documents annotation
Annotation algorithm was implemented on java classes. We have used al ontology to determine super and sub annotation result is stored in the same database containing imported ontologies ( Fig   Figure 2 . Relational schema of the database storing imported ontologies and annotation results.
Entity named (Concept) represents the concepts of the imported ontology, relations between concepts (e.g. subCassOf, sameAs When annotating a document, its identifier and category are stored in the entity named (Document), while the identifiers of concepts, result of annotating process are stored in the entity named (Annotate).
EXPERIMENTS AND RESUL
In this work we are limited our experiments to strategies 1, 3 and 4. First, we tested models presented above in table 3 without application of strategies introduced in section applied strategy 1 consists of add annotation results only and finally combining the categorization models following strategy 4.
Strategy 1 and 3
The following figure (Figure 3) shows the values of the micro models tested on the following three cases: Annotation algorithm was implemented on java classes. We have used all defined relations in the ontology to determine super and sub-concepts when calculating the context of a concept. The annotation result is stored in the same database containing imported ontologies ( Figure   . Relational schema of the database storing imported ontologies and annotation results.
) represents the concepts of the imported ontology, relations between sameAs, seeAlso ...) are represented by the entity named ( When annotating a document, its identifier and category are stored in the entity named ), while the identifiers of concepts, result of annotating process are stored in the entity
XPERIMENTS AND RESULTS
In this work we are limited our experiments to strategies 1, 3 and 4. First, we tested models presented above in table 3 without application of strategies introduced in section 3 applied strategy 1 consists of adding concepts to documents vectors, then strategy 3 using annotation results only and finally combining the categorization models following strategy 4.
) shows the values of the micro-F1 corresponding to t models tested on the following three cases: LB with K=15 presented a higher value (75.13%) of the micro-F1 compared to other models in case 1 (Only) where we have not used ontology. TF-IDF, KNN and NB showed a slight improvement by integrating ontology ONT1 according to strategy 1. These low improvements are justified by the high level of text pre-processing used on works of [30] and a lot of stemmed words can't be matched on the ontologies when searching for homographs in annotation process . Relational schema of the database storing imported ontologies and annotation results.
) represents the concepts of the imported ontology, relations between ...) are represented by the entity named (Relation). When annotating a document, its identifier and category are stored in the entity named ), while the identifiers of concepts, result of annotating process are stored in the entity
In this work we are limited our experiments to strategies 1, 3 and 4. First, we tested models 3.4. Next, we ing concepts to documents vectors, then strategy 3 using annotation results only and finally combining the categorization models following strategy 4.
F1 corresponding to the different
Only, Strategy 1 and Strategy 3 F1 compared to other IDF, KNN and NB showed a slight improvement by integrating ontology ONT1 according to strategy 1. These low improvements are processing used on works of [30] and a lot of stemmed in annotation process.
The categorization following strategy 3 shows low F1 values for the most of tested models compared to the categorization without ontology integration and to strategy 1. This can be justified since, according to Strategy 3, we lose too much information when representing documents only by the relevant concepts of the integrated ontology. An exception can be noticed in the case of KNN-LB, as the performance of this model have not been overly influenced information losing when applying strategy 3, and the value of F1 (67.85%) is concurrent with those of other models even in cases 1 and 2. also when using the three other ontologies ONT2, ONT3 and ONT4 values of the micro-F1 measure.
Strategy 4
Combining the categorization models following strategy 4, is influenced by the gap between the performances of participant models. The above. Several tests were conducted to find the value of composed model. Each test concerned the value of x incremented by a step of 0.05. The following figure (Figure 4) shows results of an example of experiments carried out for N was combined KNN-LB (k=15). We observe that if the micro-F1 of the performance will often be better than the base model. We can take the example of TF Combined models:
TF-IDF NBayes
International
The categorization following strategy 3 shows low F1 values for the most of tested models compared to the categorization without ontology integration and to strategy 1. This can be according to Strategy 3, we lose too much information when representing documents only by the relevant concepts of the integrated ontology. An exception can be noticed LB, as the performance of this model have not been overly influenced information losing when applying strategy 3, and the value of F1 (67.85%) is concurrent with those of other models even in cases 1 and 2. The same behaviour discussed above was observed also when using the three other ontologies ONT2, ONT3 and ONT4 but with a different obtained F1 measure.
Combining the categorization models following strategy 4, is influenced by the gap between the performances of participant models. The principal of combination was introduced in section above. Several tests were conducted to find the value of ‫ݔ‬ ߳ ሿ0,1ሾ maximizing F1 value of the composed model. Each test concerned the value of x incremented by a step of 0.05. The following ) shows results of an example of experiments carried out for N-Gram (n=6) which -F1 of the N-gram (n=6) model improved by combination with LB (k=15). For x=0.48 (48%), micro-F1 of the composed model has reached its maximum (75.27%).
We tested all possible combinations between the models TF-IDF, NB, N-Gram, KNN (k=10) and LB (k=15) without integration of ontologies. The following figure ( Figure  F1 for each combination.
aximum of each combination between the five models TF-IDF, NB, N KNN(k=10) and KNN-LB(k=15) following strategy 4.
F1 of the combined model is superior, the composed model's performance will often be better than the base model. We can take the example of TF The categorization following strategy 3 shows low F1 values for the most of tested models compared to the categorization without ontology integration and to strategy 1. This can be according to Strategy 3, we lose too much information when representing documents only by the relevant concepts of the integrated ontology. An exception can be noticed LB, as the performance of this model have not been overly influenced by the information losing when applying strategy 3, and the value of F1 (67.85%) is concurrent with discussed above was observed but with a different obtained
Combining the categorization models following strategy 4, is influenced by the gap between the in section 3. model is superior, the composed model's performance will often be better than the base model. We can take the example of TF-IDF with KNN LB(k=15) the value of the micro-F1 (63.11%), when other models with a higher micro TF-IDF, there is always x ϵ ]0,1[ maximizing micro value than 63.11%.
The converse of this observation is not always correct; this means that when with lower micro-F1 than the base model, the performance of the composed improved. Taking the example of N micro-F1 (73.17%) of composed model is higher than that of the base model KNN (72.64%). However, in most cases where the difference between the values of the important, the micro-F1 of the composed model degrades and becomes lower than that of the basic model that we want to improve by this combination In order to improve experienced categorization models by ontology integration following the strategy 4 and for all reasons discussed above, we chose to use the KNN combined categorization model difference between the performance of the optimal.
The following figure (Figure 6 ) summarize the experimentation results for categorization model TF-IDF, NB, N-Gram (n=6), KNN (k=10) and KNN F1 value when used alone (Only), then when i (Strategy1) and finally when it combin Figure 6 . Micro-F1 values of categorization models after integration of ontologies according to the strategy 1 and the strategy 4
We note that for values of x less than 0.5 and different depending on models, we were able to achieve improved values of the micro observed also under the strategy 1 for each case of integration of the four ontologies. In order to improve experienced categorization models by ontology integration following the strategy 4 and for all reasons discussed above, we chose to use the KNN-LB with k=15 as the categorization model with the better micro-F1 measure (see Figure 3 difference between the performance of the combined model and those that we want to improve is ) summarize the experimentation results for categorization model Gram (n=6), KNN (k=10) and KNN-LB (k=15). For each model we represent value when used alone (Only), then when integrating ontologies following the strategy 1 combined with KNN-LB (k=15) model following the strategy 4.
of categorization models after integration of ontologies according to e strategy 1 and the strategy 4 with KNN-LB as the combined model. of x less than 0.5 and different depending on models, we were able to achieve improved values of the micro-F1 for tested models under strategy 4. Improvement is observed also under the strategy 1 for each case of integration of the four ontologies. 
CONCLUSION AND DISCUSSION
In this paper we have presented an experimentation of three approaches for improving text document categorization models by integrating ontologies. Some categories from Reuters Corpus Volume I (RCV1) were chosen to test these approaches. These categories are related to telecommunications, Internet and computer areas. Four domain ontologies covering these areas were built and integrated for improvement of models. In test and train phases, documents are annotated by concepts of ontologies in a fully automatic algorithm. This later need to be compared with others similar algorithms and that will be the subject of our future work.
Integration strategies which consist in adding concept of ontologies to the vector-document and combining categorization models, showed a low improvement in performance of tested models. These low improvements are justified by the high level of text pre-processing presented on dataset and a lot of stemmed words can't be matched when searching for homographs in the annotation process. Another gain of this work was the construction of large ontologies on IT domains based on known glossaries and dictionaries. These ontologies are presented in standard structure and easily exploitable in a portable RDF format.
However, it is very early to speak about efficiency and performance of these approaches because it is clear that many important tests and justifications still to be presented, like a comparative study with others similar approaches and applying this approaches to other domains with validated ontologies.
