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Introduction 28
Acoustic and visual speech signals are both elemental for everyday communication. While 29 acoustic speech consists of temporal and spectral modulations of sound pressure, visual 30 speech consists of movements of the mouth, head, and hands. Movements of the lips, teeth 31 and tongue in particular provide both redundant and complementary information to acoustic 32 cues (Hall, Fussell, & Summerfield, 2005 ; Peelle & Sommers, 2015; Summerfield, 1992) , and 33
can help to enhance speech intelligibility in noisy environments or in a second language 34 ( represented in specific and dedicated regions, or whether these visual signals are encoded by 40 the same networks that mediate auditory speech perception. 41
Behaviourally, our ability to understand acoustic speech seems to be independent from our 42 ability to understand visual speech. In the typical adult population, performance in 43 auditory/verbal and visual speech comprehension tasks are uncorrelated (Conrad, 1977; 44 Jeffers & Barley, 1980; Mohammed, Campbell, Macsweeney, Barry, & Coleman, 2006; 45 Summerfield, 1991 Summerfield, , 1992 . In contrast to this behavioural dissociation, neuroimaging and 46 neuroanatomical studies have suggested the convergence of acoustic and visual speech 47 information in some brain regions (Calvert et al., 1997; Campbell, 2007 in adverse environments, based on the combination of acoustic and visual signals (Giordano, 57 et al., 2017) . 58
Yet, when it comes to representing visual speech signals themselves, our understanding 59 becomes much less clear. That is, we know relatively little about which brain regions mediate 60 speech reading (or lip reading; terms used interchangeably). Previous studies have shown 61 that visual speech activates ventral and dorsal visual pathways and bilateral fronto-temporal 62 circuits (Bernstein & Liebenthal, 2014; Calvert, et al., 1997; Campbell, 2007; Capek, et al., 63 2008) . Some studies have explicitly suggested that auditory regions are also involved in 64 speech reading (Calvert, et al., 1997; Calvert & Campbell, 2003; Capek, et al., 2008 ; Lee & 65 Noppeney, 2011; Pekkola et al., 2005) . While these findings can be seen to suggest that 66 largely the same brain regions represent acoustic and visual speech, neuroimaging studies 67 have left the nature and the functional specificity of these visual speech representations 68 unclear (Bernstein & Liebenthal, 2014; Crosse, et al., 2015; Ozker, Yoshor, & Beauchamp, 69 2018). This is in part because most studies focused on mapping activations rather than 70 specific semantic or lexical speech content. Indeed, alternative accounts have been proposed, 71 which hold that visual and auditory speech representations are largely distinct (Bernstein & 72 Liebenthal, 2014; for spoken vs sign language, Evans Similarly, the encoding of the acoustic speech envelope is seen widespread in the brain, but 84 correct word comprehension correlates only with focal activity in temporal and motor regions 85 (Keitel, et al., 2018) . In general, activity in lower sensory pathways seems to correlate more 86 with the actual physical stimulus, while activity in specific higher-tier regions correlates with the 87 subjective percept (Crochet, Lee, & Petersen, 2018; Romo, Lemus, & de Lafuente, 2012). 88
However, this differentiation poses a challenge for data analysis, and studies on sensory 89 perception are only beginning to address this systematically (Grootswagers, et al., 2018; 90 Panzeri, et al., 2017; Ritchie, Tovar, & Carlson, 2015) . 91
We here capitalise on this functional differentiation of cerebral speech representations linked 92 to the physical stimulus or the actual percept, to identify comprehension-relevant encoding of 93 auditory and visual word identity in the human brain. That is, we ask where and to what degree 94 comprehension-relevant representations of auditory and visual speech overlap. To this end, 95
we exploit a paradigm in which participants performed a comprehension task based on 96 individual sentences that were presented either acoustically or visually (lip reading), while brain 97 activity was recorded using MEG (Keitel, et al., 2018) . We then extract single trial word 98
representations and, apply multivariate classification analysis geared to quantify i) where brain 99 activity correctly encodes the actual stimulus, and ii) where the strength of the cerebral 100 representation of word identity is predictive of the participant's comprehension. 101
Results

102
Behavioural performance 103 On each trial participants viewed or listened to visual or acoustically presented sentences 104 (presented in blocks), and performed a comprehension task (4-alternative forced choice) on a 105 specific target word. Acoustic sentences were presented mixed with background noise, to 106 equalise performance between visual and auditory trials. On average, participants perceived 107 the correct target word in approximately 70% of trials across auditory and visual conditions 108 (chance level was 25%). The behavioural performance did not differ significantly between 109 these conditions (Mauditory = 69.7%, SD = 7.1%, Mvisual = 71.7%, SD = 20.0%; t(19) = -0.42, 110 p = 0.68; Figure 1) , demonstrating that the addition of acoustic background noise indeed 111 equalised performance between conditions. Still, the between-subject variability in 112 performance was larger in the visual condition (between 31.7% and 98.3%), in line with the 113 notion that lip reading abilities vary extremely across individuals ( confirmed that the variance between the auditory and visual condition differed significantly 116 (F(17,17) = 0.13, p < .00001). Due to the near ceiling performance (above 95% correct), the 117 data from three participants in the visual condition had to be excluded from the neuro-118 behavioural analysis. Participants also performed the task with auditory and visual stimuli 119 presented at the same time (audiovisual condition), but as performance in this condition was 120 near ceiling, we present the corresponding data only in the supplementary material (Suppl. 121 Decoding word identity from MEG source activity 134 Using multivariate classification, we quantified how well the single-trial word identity could be 135 correctly predicted from source-localised brain activity. Classification was computed in source 136 space at the single-subject level and converted to z-scores for group-level analysis. 137
Importantly, for each trial we computed classification performance within the subset of the four 138 presented alternative words in each trial, based on which participants performed their 139 behavioural judgement. We did this to be able to directly link neural representations of word 140 identity with perception in a later analysis. We first quantified how well brain activity encoded 141 the word identity regardless of behaviour ('stimulus-classification'; c.f. Materials and 142
Methods). The group-level analysis (t-test, two-sided, FDR-corrected) revealed significant 143 stimulus classification performance in both conditions within a widespread network of temporal, 144 occipital and frontal regions (Figure 2) . 145
Auditory speech was represented bilaterally in fronto-temporal areas, extending into intra-146 parietal regions within the left hemisphere ( relevant and shape single-trial word comprehension. To directly address this, we computed 166 an index of how strongly the evidence for a specific word identity in the neural single-trial word 167
representations is predictive of the participant's response. That is, we regressed the evidence 168 in the cerebral classifier for word identity against the participants' behaviour (see Materials  169 and Methods). The resulting neuro-behavioural weights (regression betas) were converted 170 into t-values for group-level analysis. The results in Figure 3 (two-sided cluster-based 171 permutation statistics, corrected at p = 0.05 FWE) reveal largely distinct regions in which 172 neural representations of word identity are predictive of behaviour. In the auditory condition, 173
we found a large left-lateralised cluster covering ventral portions of occipital, temporal, and 174 inferior frontal areas (Tsum = 868.32, p < .001), and a cluster in the right inferior parietal cortex 175 (Tsum = 157.46, p < .001; Figure 3A ). In the visual condition, we found three dorsal clusters in 176 the left superior frontal gyrus (Tsum = 201.54, p < .001), the inferior frontal gyrus (Tsum = 379.18, 177 p < .001), and premotor cortex (Tsum = 23.55, p < .001), and one cluster in the right 178 supramarginal cortex (Tsum = 167.93, p < .001; Figure 3B ). MNI coordinates of local maxima 179 and the corresponding beta and t-values are given in Table 1 . The corresponding results for 180 the audiovisual condition are presented in Suppl. Figure 1C . 181 
197
For the peak within the significant overlap of auditory and visual conditions, averaged (across both conditions) beta 198 and t-values are given. and auditory speech representations for those significant clusters shown in Figure 3A ,B. The 218
199
Atlas label MNI coordinates Beta (SEM) t-value
result, Figure 3D , shows that each region predicts perception only within one modality, with 219 the exception of the overlap in the left IFG. 220
Second, we implemented a cross-decoding analysis, in which we directly quantified whether 221 the activity patterns of local speech representations are the same across modalities. At the 222 whole-brain level, we found no evidence for significant cross-classification (at p = 0.05, FDR 223 corrected, Figure 4A ), although statistically significant cross-classification is in principle 224 possible from the data, as shown by the audiovisual condition (Suppl. Figure 1D) . 225 
234
Strong sensory representations do not necessarily predict behaviour 235 The above results suggest that the brain regions in which sensory representations shape 236 speech comprehension are distinct from those allowing the best prediction of the actual 237 stimulus. In other words, the accuracy by which local activity reflects the physical stimulus is 238 not predictive of its' perceptual impact. To test this formally, we performed within-participant 239 regression analyses between the overall stimulus classification performance and the can explain variations in the behavioural performance differences between participants. Such 246 an analysis was feasible only for the visual condition, as participants' performance here reflects 247 their individual lipreading skills, whereas performance in the auditory condition was 248 manipulated to yield around 70% correct responses. We correlated the stimulus classification 249 performance for all grid points with participants' visual performance. Stimulus classification 250 performance was not significantly correlated with lip reading performance across participants 251 (all pFDR > .94, Figure 4B) . Acoustic and visual speech are represented in largely distinct brain regions 255 The principal finding of this study is that the cerebral representations of unimodal auditory and 256 visual speech signals are spatially dissociated and each dominates within distinct brain 257
regions. This is the case for overall strength of word representations, which are mostly related 258 to the physical stimuli themselves, and it is also the case for those word representations that 259 are directly predictive of the individual's single-trial percept. The inability to cross-classify 260 auditory and visual speech from local brain activity further supports the conclusion that 261 acoustic and visual speech representations are largely distinct. These results provide an 262 explanation for the generally observed finding that auditory or verbal skills and visual lip 263
reading are uncorrelated in normal-hearing adults (Jeffers & Barley, 1980; Mohammed, et al., 264 2006; Summerfield, 1992) . Indeed, it has been suggested that individual differences in 265 lipreading represent something other than normal variation in speech perceptual abilities 266 (Summerfield, 1992 and frontal regions, we found that the cerebral encoding of visual speech in right auditory 294 regions (supramarginal and superior temporal gyrus) is also predictive of participants' percept. 295 We therefore support the notion that auditory temporal regions can also contribute to lip-296 reading. Importantly though, these regions differ from the ones that contribute to auditory 297 speech comprehension. 298
Another specific region mediating lip-reading comprehension was the IFG, which we have 299
previously also shown to participate in the visual facilitation of auditory speech-in-noise 300 perception (Giordano, et al., 2017 analysis of the audiovisual condition suggested that stimulus-related representations can be 310 found in auditory and visual sensory areas, similar to unimodal conditions. The preliminary 311
results from a small sample of participants suggest that right precentral and inferior frontal 312 areas drive speech perception in multisensory conditions, in agreement with our previous work 313 (Giordano, et al., 2017) . 314
Sub-optimally encoding brain areas contribute critically to behaviour 315
To understand which cerebral representations of sensory information guide behaviour, it is 316 important to dissociate those that mainly correlate with the indicated percept from those that 317 encode sensory information and guide behavioural choice (Grootswagers, these different types of neural representations can be dissected by considering the intersection 332 of brain activity predictive of stimulus and choice . In practice, however, 333 it remains a challenge to elucidate these distinct representations, as stimulus and response 334 may correlate for multiple reasons, including confounding factors . 335
We here capitalised on the use of a stimulus-classifier to first pinpoint brain activity carrying 336 relevant word-level information and to then test where the quality of the single trial word 337 representation is predictive of participants' comprehension (Cichy, Kriegeskorte, Jozwik, van 338 den Bosch, & Charest, 2017; Grootswagers, et al., 2018; Ritchie, et al., 2015) . This revealed 339 that brain regions allowing for a sub-optimal readout of the actual stimulus are predictive of the 340 perceptual outcome, whereas those areas allowing the best read-out not necessarily predict 341
behaviour, a dissociation emerging in several recent studies on the neural basis underlying 342 perception (Bouton, et al., 2018; Grootswagers, et al., 2018; Hasson, Skipper, Nusbaum, & 343 Small, 2007; Keitel, et al., 2018) . 344
One factor that may shape the behavioural relevance of local sensory representations is the 345 specific task imposed (Hickok & Poeppel, 2007) . In studies showing the perceptual relevance 346 of optimally encoding neurons, the tasks were mostly dependent on low-level features (Pitkow, 347 et al., 2015; Tsunada, et al., 2016) , while studies pointing to a behavioural relevance of high 348 level regions were relying on high-level information such as semantics or visual object 349 categories (Grootswagers, et al., 2018; Keitel, et al., 2018) . One prediction from our results is 350 therefore that if the nature of the task was changed from speech comprehension to an acoustic 351 task, the perceptual relevance of word representations would shift from left anterior regions to 352 strongly word encoding regions in the temporal and supramarginal regions. Similarly, if the 353 task would concern detecting basic kinematic be more modality-specific than often assumed, and provide a neural explanation for why 359 acoustic speech comprehension is a poor predictor of lip-reading skills. Our results also 360 suggest that those cerebral speech representations that directly drive comprehension are 361 largely distinct from those best representing the physical stimulus, strengthening the notion 362 that neuroimaging studies need to more specifically quantify the cerebral mechanisms driving 363 single trial behaviour. 364 365
Materials & Methods
366
Part of the dataset analysed in the present study has been used in a previous publication 367 (Keitel, et al., 2018 (MAGNES 3600  383 WH, 4-D Neuroimaging) at a sampling rate of 1 KHz. Head positions were measured at the 384 beginning and end of each run, using five coils placed on the participants' head. Coil positions 385
were co-digitised with the head-shape (FASTRAK®, Polhemus Inc., VT, USA). Participants 386 sat upright and fixated a fixation point projected centrally on a screen. Visual stimuli were 387 displayed with a DLP projector at 25 frames/second, a resolution of 1280 × 720 pixels, and 388 covered a visual field of 25 × 19 degrees. Sounds were transmitted binaurally through plastic 389 earpieces and 370-cm long plastic tubes connected to a sound pressure transducer and were 390 presented stereophonically at a sampling rate of 22,050 Hz. Stimulus presentation was 391 controlled with Psychophysics toolbox (Brainard, 1997) for MATLAB (The MathWorks, Inc.) on 392 a Linux PC. 393
Stimuli 394 Data of two conditions across two experimental sessions were used for the current analysis: 395 an auditory only (A) and visual only (V) condition. Participants also completed a third condition 396 in which the same stimulus material was presented audiovisually. This condition could not be 397 used for the present analysis as participants performed near ceiling level in the behavioural 398 task (correct trials: M = 96.5%, SD = 3.4%; see suppl. Figure 1A for results). The stimulus 399 material consisted of two equivalent sets of 90 sentences (180 in total) that were spoken by a 400 trained, male, native British actor. Sentences were recorded with a high-performance 401 camcorder (Sony PMW-EX1) and external microphone. The speaker was instructed to speak 402 clearly and naturally. Each sentence had the same linguistic structure (Keitel, et al., 2018) . 403 An example is: "Did you notice (filler phase), on Sunday night (time phrase) Graham (name) 404 offered (verb) ten (number) fantastic (adjective) books (noun)". In total, 18 possible names, 405 verbs, numbers, adjectives, and nouns were each repeated ten times. Sentence elements 406
were re-combined within a set of 90 sentences. As a result, sentences made sense, but no 407 element could be semantically predicted from the previous material.
To measure 408 comprehension performance, a target word was selected that was either the adjective in one 409 set of sentences ('fantastic' in the above example) or a three-syllable number in the other set 410
(for example, 'thirty-two'). The duration of sentences ranged from 4.2 s to 6.5 s (5.4 ± 0.4 s [M 411
± SD]). Noise/video onset and offset was approximately 1 second before and after the speech, 412 resulting in stimulus lengths of 6.4 s to 8.2 s (Figure 1) . 413
The acoustic speech was embedded in noise to match performance between auditory and 414 visual conditions. The noise consisted of ecologically valid, environmental sounds (traffic, car 415 horns, talking), combined into a uniform mixture of 50 different background noises. The 416
individual noise level for each participant was determined with a one-up-three-down staircase 417 procedure that was designed to yield a performance of 70% correct. For the staircase 418 procedure, only the 18 possible target words (i.e. adjectives and numbers) were used instead 419 of whole sentences. Participants were presented with a single target word embedded in noise 420 and had to choose between two alternatives. The average signal-to-noise ratio across 421 participants was approximately -6 dB. 422
Experimental Design
423
The 180 sentences were presented in two conditions (A, V), each consisting of four blocks with 424 45 sentences each. In each block, participants either reported the comprehended adjective or 425 number, resulting in two 'adjective blocks' and two 'number blocks'. The order of sentences 426
and blocks was randomised for each participant. The first trial of each block was a 'dummy' 427 trial that was discarded for subsequent analysis; this trial was repeated at the end of the block. 428
During the presentation of the sentence, participants fixated either a dot (auditory condition) or 429 a small cross on the speaker's mouth (visual condition; see Figure 1 for depiction of trial 430 structure). After each sentence, participants were presented with four target words (either 431 adjectives or written numbers) on the screen and had to indicate which one they perceived by 432
pressing one of four buttons on a button box. pre-processed separately. Single trials were extracted from continuous data starting 2 sec 439 before sound/video onset and until 10 sec after onset. MEG data were denoised using a 440 reference signal. Known faulty channels (N = 7) were removed before further pre-processing. 441
Trials with SQUID jumps (on average 3.86% of trials) were detected and removed using 442
Fieldtrip procedures with a cutoff z-value of 30. Before further artifact rejection, data were 443 filtered between 0.2 and 150 Hz (fourth order Butterworth filters, forward and reverse) and 444 down-sampled to 300 Hz. Data were visually inspected to find noisy channels (4.95 ± 5.74 on 445 average across blocks and participants) and trials (0.60 ± 1.24 on average across blocks and 446 participants). There was no indication for a statistical difference between the number of 447 rejected channels or trials between conditions (p > .48 for channels, p > .40 for trials). Finally, 448
heart and eye movement artifacts were removed by performing an independent component 449 analysis with 30 principal components (2.5 components removed on average). Data were 450 further down-sampled to 150 Hz and bandpass-filtered between 0.8 and 30 Hz (fourth order 451 Butterworth filters, forward and reverse). 452
Source reconstruction 453
Source reconstruction was performed using Fieldtrip, SPM8, and the Freesurfer toolbox. We 454 acquired T1-weighted structural magnetic resonance images (MRIs) for each participant. 455
These were co-registered to the MEG coordinate system using a semi-automatic procedure 456 (Gross, et al., 2013; Keitel, Ince, Gross, & Kayser, 2017) . MRIs were then segmented and 457 linearly normalised to a template brain (MNI space). A forward solution was computed using 458 a single-shell model (Nolte, 2003) . We projected sensor-level timeseries into source space 459 using a frequency-specific linear constraint minimum variance (LCMV) beamformer (Van 460
Veen, van Drongelen, Yuchtman, & Suzuki, 1997) with a regularisation parameter of 7% and 461 optimal dipole orientation (singular value decomposition method). Covariance matrices for 462 source were based on the whole length of trials to make use of the longer signal (Brookes et 463 al., 2008) . Grid points had a spacing of 6 mm, resulting in 12,337 points covering the whole 464 brain. For subsequent analyses, we selected grid points that corresponded to cortical regions 465 only (parcellated using the AAL atlas; Tzourio-Mazoyer, et al., 2002) . This resulted in 5,131 466 grid points in total. 467 Neural timeseries were spatially smoothed (Gross, et al., 2013) and normalised in source 468 space. For this, the bandpass-filtered timeseries for the whole trial (i.e. the whole sentence) 469
were projected into source space and smoothed using SPM8 routines with a Full-Width Half 470
Max value of 3. The timeseries for each cortical grid point and trial was then normalised by 471 computing the z-score. 472 Cichy, 2018). Each target word was presented in ten different trials. We extracted the 500 ms 476 of activity following the onset of each target word and re-binned the source activity at 20 ms 477 resolution. Classification was performed on spatial searchlights of 1.5 cm radius. We initially 478 tested a number of different classifiers, including linear-discriminant and diagonal-linear 479 classifiers, and then selected a correlation-based nearest-neighbour classifier as this 480 performed slightly better than the others. This (leave-one-trial-out) classifier computed, for a 481
Decoding analysis
given trial, the Pearson correlation of the spatio-temporal searchlight activity in this test-trial 482 with the activities for the same words in all nine other trials (within-target distances), and with 483 the activities of the ten repeats of the three other words offered as alternative words on this 484 test trial to the participant (between-word distances). That is, each trial was classified within 485 the sub-set of words that was available to the participant as potential behavioural choices. We 486 then averaged correlations within the four candidate words and decoded the target trial as the 487 word identity with the strongest average correlation (that is, smallest classifier distance). This 488 classification measure is comparable to previous studies probing how well speech can be 489 discriminated based on patterns of dynamic brain activity (Luo & Poeppel, 2007; Rimmele, 490 Zion Golumbic, Schroger, & Poeppel, 2015). 491
To quantify the degree to which the evidence of local speech representations in favour of a 492 specific word identity is predictive of comprehension, we extracted an index of how well the 493 classifier separated the correct word identity from the three alternatives (Cichy, et al., 2017; 494 Grootswagers, et al., 2018; Ritchie, et al., 2015) . This representational distance was defined 495
as the average correlation with trials of the same (correct) word identity and the mean of the 496 correlation with the three alternatives. If a local cerebral representation allows a clear and 497 robust classification of a specific word identity, this representational distance would be large, 498
while if a representation allows only for poor classification, or mis-classifies a trial, this distance 499 will be small or negative. For cross-condition classification (Figure 4A) , we classified the 500 single trial activity from the auditory (visual) condition against all trials with the same word 501 alternatives from the other condition, or from the audiovisual condition. 502 the regression model was computed across randomly selected subsets of trials with equal 510 numbers of correct and wrong responses, averaging betas across 50 randomly selected trials. 511
Quantifying the behavioural relevance of speech representations
The resulting beta values were then entered into a group-level analysis. 512
Statistical analyses 513
To test the overall stimulus classification performance, we transformed the performance per 514 grid point into z-values relative to a surrogate distribution obtained from 2000 within-subject 515 permutations trial labels (i.e. mean and standard deviation of this normally distributed variable 516
were used for the z-transformation). These z-values were tested against zero, using a two-517 sided, dependent t-test. Resulting p-values were corrected for multiple comparisons by 518 controlling the false discovery rate (FDR) at p ≤ 0.05, using the Benjamini-Hochberg procedure 519 (Benjamini & Hochberg, 1995) . 520
For the neuro-behavioural analyses, the regression betas obtained from the logistic regression 521 were transformed into group-level t-values. These were compared with a surrogate distribution 522 of t-values obtained from 1000 within-subject permutations using shuffled trial labels. Results 523 of the two-sided, dependent t test were corrected for multiple comparisons with cluster-based 524 permutations (Maris & Oostenveld, 2007) , corrected at p = 0.05 family-wise error (FWE). 525
Significant clusters were identified based on a first-level significance two-tailed critical t-value 526 of t = 2.1 for the 18 participants in the auditory condition and t = 2.2 for 15 participants in the 527 visual condition. Clusters were selected based on a minimal cluster size of 10. We report the 528 summed t-values (Tsum) as measure of effect size. 529
Resulting clusters of the neuro-behavioural analysis were tested for lateralisation (Liegeois et 530 al., 2002) . For this, we extracted the participant-specific regression betas for each cluster and 531
for the corresponding contralateral grid points. Betas were averaged within each cluster and 532 the between-hemispheric difference was computed using a group-level, two-sided t-test. 533
Resulting p-values were corrected for multiple comparisons by controlling the FDR at p ≤ 0.05 534 (Benjamini & Hochberg, 1995) . We only use the term "lateralised" if the between-hemispheric 535 difference is statistically significant. 536 
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