Abstract. We construct a numerical scheme for solving a class of fractional optimal control problems by employing Boubaker polynomials. In the proposed scheme, the state and control variables are approximated by practicing N th -order Boubaker polynomial expansion. With these approximations, the given performance index is transformed to a function of N + 1 unknowns. The objective of the present formulation is to convert a fractional optimal control problem with quadratic performance index into an equivalent quadratic programming problem with linear equality constraints. Thus, the latter problem can be handled efficiently in comparison to the original problem. We solve several examples to exhibit the applicability and working mechanism of the presented numerical scheme. Graphical plots are provided to monitor the nature of the state, control variable and the absolute error function. All the numerical computations and graphical representations have been executed with the help of Mathematica software.
Introduction
Fractional optimal control problem (FOCP) is an extension of the classical optimal control problem, in which the system dynamical constraints are described with fractional order operators. Nowadays, fractional derivatives have gained the attention of researchers in describing the properties not considered by integer order derivatives. For the historical development and applications of fractional calculus, we refer the reader to [17, 20, 21] .
A variety of FOCPs are available in the literature (see [1] , [18] , [22] ), but Agrawal [1] first introduced the simplest FOCP by using Riemann-Liouville fractional derivative in the governing differential equation of the system dynamical constraints. This formulation was further enhanced by Agrawal [3] with Caputo fractional derivatives. Some of the FOCP formulations have been suggested in [2, 22, 25] . The complexity of obtaining analytical solutions of FOCPs leads to explore numerical methods. Previously, different numerical techniques have been applied to solve such problems which include a central difference numerical scheme [5] , Legendre multi-wavelet collocation method [30] , a discrete numerical method [4] , approximation method [29] , and Beizer curves method [13] .
Recently, special attention has been given to find the numerical solution of these FOCPs (see [7, 10-12, 14, 26] ) by using orthogonal polynomials expansion. The approximation of a function by orthogonal polynomials scales down the complexity of the fractional dynamical system by reducing it to a simpler system of algebraic equations. For example, Chebyshev polynomials [14] , modified Jacobi polynomials [10] , shifted Jacobi polynomials [11] , Legendre polynomials [12] , Chebyshev-Legendre operational technique [7] , Laguerre polynomials [26] , have already been used to construct solution schemes for a variety of FOCPs. The widely adopted idea is to obtain the operational matrices of the fractional derivatives and integrals for the corresponding orthogonal polynomials (see [11, 12] ). In our recent work [26] , we have established a new class of FOCP and obtained its numerical solution by Laguerre orthogonal polynomial expansion method.
In this paper, we intend to adopt Boubaker polynomials to construct a numerical algorithm for solving a class of FOCP. These polynomials are non-orthogonal in nature and have already been used for solving optimal control problems [15] and FOCPs [23] . In [23] , authors have obtained Boubaker operational matrices for fractional order operators and applied them to solve FOCPs. Involvement of same nonorthogonal polynomials in [23] and present work leads to a comparison of the results. For fundamental properties and applications of Boubaker polynomials, one can see [8] .
Our approach is based on parameterizing the state and control variables with Boubaker polynomial expansion scheme. The parameterized state and control variables directly assist in approximating the performance index of the concerned FOCP. The underlying objective is to convert the given FOCP into an equivalent standard programming problem with linear equality constraints. The solution of the latter problem corresponds to the solution of original control problem. Thus, the original FOCP can be solved directly without using any necessary conditions or Hamiltonian formulas. With a quadratic performance index, an equivalent quadratic programming problem with linear equality constraints can be handled efficiently. Additionally, we have worked out both time-invariant and time-varying FOCPs to follow the working mechanism of the proposed algorithm. To analyze the performance of the solution, we have provided the plot of the state, control variables, and absolute error functions. This paper is organized as follows: Section 2 discusses the FOCP statement which is considered throughout the work. In Section 3, some basic definitions of fractional operators and Boubaker polynomials are provided with necessary details. Section 4 corresponds to the mathematical formulation of the proposed algorithm, followed by Section 5 discussing the convergence analysis. In Section 6, we present illustrative examples to demonstrate the applicability of solution scheme. The last section provides the concluding remarks and scope of future work.
Problem Statement
In this section, we state a class of FOCPs formulated to find the optimal control u(t) that minimizes the given performance index J
subject to the system dynamic constraints
and the initial condition
where x(t) is the state variable known as the optimal trajectory. The functions F and G 2 are continuously differentiable in all the three arguments. Here, G 1 is an arbitrary function of classical and fractional derivative of the state variable x(t). Our aim is to construct a well-organized algorithm by exercising non-orthogonal Boubaker polynomial approximation for solving the FOCP (P). For necessary and sufficient optimality conditions, and a solution scheme for the problem (P) by means of Laguerre orthogonal approximation, we refer the reader to [26] .
Preliminaries
In this section, we enlist some definitions of fractional order operators and Boubaker polynomials that will be required in the sequel. We suggest the reader to [20, 21] , for detailed information on existing fractional derivatives and integrals. 
is the space of all n times continuously differentiable functions defined on the closed interval [a, b].
Boubaker Polynomials. In [8] , authors have introduced Boubaker polynomials for solving a one-dimensional heat equation. The expression of Boubaker polynomials, denoted by B n (t), is described as
where
, and · is known as the floor function.
• The first few Boubaker polynomials are
These polynomials can also be defined with the recurrence relation given below
We may note that the above recurrence formula holds for n > 2, as the first three polynomials are defined explicitly.
Mathematical Framework: Algorithm
Let Q ⊂ C[t 0 , t 1 ] be the set of all functions satisfying the initial condition (3), and P N ⊂ Q be the class of all Boubaker polynomials of order up to N.
In this section, we use the N th -order Boubaker polynomials to approximate the state variable as a N thorder polynomial in t. The approximated state variable and the given system dynamical constraints assist in representing the control variable with a lesser number of parameters that minimizes J.
Algorithm: Solution scheme.
Step I. Approximate the state variable x(t) as a linear combination of N th -order Boubaker polynomials,
where B k 's are the k th -order Boubaker polynomials and a k 's are the unknown coefficients to be determined.
Step II. Apply the given initial condition (3),
which results in an algebraic equation of the unknown coefficients a k 's. The above equation corresponds to the required linear equality constraints for the equivalent standard programming problem.
Step III. With the given dynamical constraint (2), find an expression of u(t) ( u N (t)) as a function (say φ) of t, x N (t), x N (t), and the fractional derivative
Step IV. Substitute the approximated state variable x N (t) and the control variable u N (t) in the given performance index (1),
The given performance index J is now transformed intoĴ, which is a function of N + 1 unknown coefficients a k .
Step V. Next, the standard programming problem is to minimizeĴ[a 0 , ..., a N ] for a k 's, subject to the constraint
Step VI. With a quadratic performance index in FOCP, the original problem (P) is converted into minimizing a quadratic functionĴ subject to the linear equality constraint N k=0 a k B k (t 0 ) = x 0 . Finally, we are required to solve the quadratic programming problem described below in equivalent matrix form
subject to the linear equality constraint
Step VII. Find the optimal value a * to solve the quadratic programming problem (7)- (8) as follows,
Step VIII. At last, use the optimal value a * to write the expressions for x N (t), u N (t) and the optimal value of J that approximates the original performance index J.
We have performed entire numerical and graphical part with Mathematica software. As per the convenience, one may also use quadratic programming problem solver in MATLAB software. In that case, the optimal value a * can be obtained by providing the matrices H, G, B, C from the problem (7)- (8) as input and extracting the column matrix a as output.
Convergence Analysis
In this section, we compute the α th -order Caputo's fractional derivative of Boubaker polynomials for α ∈ (0, 1). Afterward, we discuss an approximation formula for the fractional derivative of the state variable followed by the convergence analysis of the designed approximation by Boubaker polynomial expansion.
Theorem 5.1. For 0 < α < 1, the α th -order Caputo fractional derivative of Boubaker polynomials of is given by
Proof. By Eq. (4), we have
where ξ(n) = 
Next, we compute
which completes the proof.
Theorem 5.2. For 0 < α < 1, an approximation formula for the α th -order Caputo fractional derivative of the state variable is given by
Proof. Using Eq. (6), we approximate
Remark 5.3. With Boubaker polynomial expansion scheme, one may observe that the powers {t 1−α , t 2−α , ..., t n−α } arising in the fractional derivative of the approximated state variable can be described in terms of Boubaker polynomials as follows
, and K is the corresponding coefficient matrix.
To make the comments clear, let us describe the above matrix structure for n = 5. We first compute the α th -order Caputo's fractional derivative of Boubaker polynomials as given below
Rearranging the above system of equations to get the desired form
Or,
Next, we discuss the convergence analysis of the proposed algorithm provided by the Weierstrass approximation theorem. We clearly observe that a continuous function (say the state variable x(t)) can be uniformly approximated by a sequence of Boubaker polynomials {B n (t)}. Mathematically, if x m (t) = m k=0 a k B k (t). So, for m → ∞, we have x m (t) → x(t).
Theorem 5.5. (See [14] ) If ξ n = inf Q n J, n ∈ N, where Q n is a subset of Q, consisting of all polynomials of degree at most n. Then, lim n→∞ ξ n = ξ, where ξ = inf Q J. Theorem 5.6. If J has continuous first order derivatives, and for n ∈ N, β n = inf Q n J. Then, lim n→∞ β n = β, where β = inf Q J.
Proof. This theorem is already proved when Q n is a class of Chebyshev polynomials [14] , Laguerre polynomials [26] , Boubaker Polynomials [15] .
Computational segment: Examples
In this section, we demonstrate the applicability of the formulated numerical scheme. For this purpose, we consider some examples of time-invariant and time-varying FOCPs. The efficiency and accuracy of the strategy are observed by comparing the solution obtained by the proposed scheme with the solution given in [23] . Furthermore, we analyze the plot of the state and control variable together with their absolute error functions.
Example 6.1. Find an optimal control u(t) for the time invariant FOCP with quadratic performance index
Following the numerical scheme detailed in Section 4, we parameterize the state variable x(t) with Boubaker polynomials (B k 's) of order up to N = 5.
where a k 's (k = 0, 1, ..., 5) are the unknown coefficients to be determined.
By given initial condition (13), we have
Next, we approximate the control variable u(t) ( u 5 (t)) by substituting (15) in (12) as
where α ∈ (0, 1).
To make the mechanism evident, choose α = 0.9 (refer to Table 1 for optimal values of J corresponding to different values of α and N = 5). 
Finally, the fractional optimal control problem (11)- (13) is converted into an equivalent quadratic programming problem described below. On simplifying, we obtain 
Using the optimal value of a, we write the expression for the approximated state x 5 (t) and optimal control u 5 (t) variable, as a function of time t.
x 5 (t) = 1 − and thus we arrive at the approximate minimum value of the performance index J = 0.17996229.
Note that for α = 1, given fractional optimal control problem reduces to a classical optimal control problem. The classical case is widely investigated (see [11] ) and the analytic solution for this system is given as
and J = e − √ 2 t
(
The exact solution for the performance index is J = 0.1929092978, while J = 0.19290929 by the proposed 5 thorder Boubaker polynomial expansion method (as shown in Table 1 ). The graphs for the state and control variables for different values of α are plotted in Figure 1 . We have also plotted the exact and approximated state and control variable (α = 1) in Figure 2 . Table 1 : Approximate optimal value of performance index J.
Example 6.2.
Find an optimal control u(t) to solve the time-varying FOCP with quadratic performance index given below.
and the boundary conditions x(0) = 0, and
Following the same way as in previous example, we parameterize the state variable x(t) ( x 5 (t)) by Boubaker polynomials (see equation (15)) with the initial condition given in (20) . The approximated control variable u(t) ( u 5 (t)) can be determined by equation (19) , that is,
Choose α = 0.99, and substitute the approximated state and control variable into the performance index K given by equation (18) . The FOCP (18)- (20) is now transformed into a quadratic programming problem described below. 
On simplifying the above quadratic programming problem, we obtain
Using the optimal value of a, we write the expressions for the approximated state x 5 (t) and optimal control u 5 (t) variable, as a function of time t.
x 5 (t) = 3.552714 * 10 and the approximate optimal value of performance index is K = 6.09978305 (one may look at Table 2 , for approximate optimal value of performance index K corresponding to different values of α).
For α = 1, the classical optimal control problem (see [23] ) possess an analytical solution given below
and the optimal value of performance index is K = 6.149258. On applying our method for 5 th -order Boubaker polynomials expansion, K = 6.14925898 (see Table 2 ).
In Figure 3 , we have plotted the approximated state and control variable as a function of time t. Table 2 : Approximate optimal value of performance index K.
Example 6.3. Find an optimal control u(t) for solving a time-varying FOCP with quadratic performance index
One may note that the given constraint (22) 
On simplifying the above quadratic programming problem, we obtain 
Using the optimal value of a, we write the expression of approximated state and control variable as and the approximate optimal value of given performance index is L = 0.46782331 (The optimal value of L is enlisted in Table 3 for distinct values of α).
The graphs of approximated state x 5 (t) and control u 5 (t) variables are presented as a function of time t, see Figure 6 . Example 6.4. Find the optimal control u(t) that minimizes the time varying fractional optimal control problem with quadratic performance index
Following the numerical algorithm for α = 0.99, the FOCP (24)- (26) 
On simplifying the above quadratic problem with linear equality constraints, we obtain
Using the optimal value of a, we express the approximated state and optimal control variable as a function of time t. For α ∈ (0, 1), the FOCP (24)- (26) possess an analytical solution given below
and the optimal value of the performance index is M = 0 (One may look at Table 4 for approximate minimum value of M, corresponding to different values of α).
One may observe Figures 7,8 for approximated and exact state, control variables followed by the absolute error function in Figure 9 .
Discussion on graphical representations
The graphs of every example presented here are essential to analyze the action of the approximated state and control variable for different values of α ∈ (0, 1). We have provided the approximate value of optimal performance index J, K, L, M, in Tables 1, 2 can look at the absolute error function of the state and control variable (i.e. |x(t) − x * 5 (t)| and |u(t) − u * 5 (t)|) in Figure 5 (Example 6.2), and Figure 9 (Example 6.4). We conclude that for approximated state and control variable, the edges come closer as α approaches 1 and meet the exact solution for α = 1. For instance, dotted line in Figure 6 corresponds to the exact solution whereas pink and orange lines correspond to α = 1.0 and α = 0.99, respectively. To have a nice interpretation, one may observe Figure 9 for the absolute error of the control function corresponding to α = 0.6, 0.7, 0.8, 0.9, 0.99, 1.0.
Conclusion
We have formulated a computational technique to find an approximate optimal control for solving a class of FOCPs. The non-orthogonal Boubaker polynomials have been utilized to approximate the state and control variable. The presented algorithm is advantageous as it does not require the necessary optimality conditions or Hamiltonian equations. In addition to this, we have easily converted the original FOCP into a quadratic programming problem that can be handled conveniently. We work out some examples of time-invariant and time-varying FOCPs to demonstrate the applicability of the method. The graphs of the approximated state, control variable, and their absolute error functions are provided to validate the efficiency and accuracy of the presented numerical scheme.
