We study the minimality of some natural matrix groups defined on nice topological fields F. More precisely, we examine the minimality of the special upper triangular groups SUT(n, F), the special linear groups SL(n, F) and the projective general linear groups PGL(n, F). We prove that if F is a local field of characteristic different than 2, then SUT(n, F) is minimal for every n ∈ N. This result is new even for F = R and n = 2. In contrast, we show that SUT(3, Q(i)) is not minimal, where Q(i) is the Gaussian rational field.
Introduction and preliminaries
A Hausdorff topological group G is minimal [8, 25] if it does not admit a strictly coarser Hausdorff group topology. If the same holds for every Hausdorff quotient of G, then G is called totally minimal [4] . Recall also [5] that a subgroup H of G is said to be relatively minimal (resp., co-minimal ) in G if every coarser Hausdorff group topology on G induces on H (resp., on the coset set G H) the same topology.
For a survey regarding minimality in topological groups we refer the reader to [6] . Recently, the infinite locally compact solvable groups having all subgroups minimal were characterized in [28] .
In this paper we study minimality conditions in topological matrix groups over topological fields. Some of our results are new even for the field R of reals.
1.1. Notation and terminology. All topological spaces in the sequel are Hausdorff. Let F be a topological field. Denote by GL(n, F) the group of n×n invertible matrices over the field F with the natural pointwise topology τ inherited from F n 2 . Consider the following groups:
(1) SL(n, F) -Special Linear Group -matrices with determinant equal to 1.
(2) UT(n, F) -Upper Triangular matrices.
(3) SUT(n, F) ∶= UT(n, F) ∩ SL(n, F) -Special Upper Triangular group. (4) N ∶= UI(n, F) Upper unitriangular matrices. (5) D -Diagonal invertible matrices. (6) A ∶= D ∩ SL(n, F). Note that NA = SUT(n, F). The following general questions hopefully may lead to several fruitful research lines. Question 1.1. Let G be a subgroup of GL(n, F). Under which conditions:
(1) Is G minimal ? Is G totally minimal ?
(2) Is G relatively minimal in (a subgroup H of ) GL(n, F) ?
(3) Is G co-minimal in (a subgroup H of ) GL(n, F) ?
All minimal abelian groups are necessarily precompact as it follows from an important theorem of Prodanov-Stoyanov [18] . This yields that for every minimal group G its center Z(G) is precompact. So, if G, in addition, is complete then Z(G) must be compact. For this reason, the group GL(n, R) is not minimal. However, there are closed nonminimal subgroups of GL(n, R) with compact (even, trivial) center. Indeed, the two-rank discrete free group F 2 is embedded into SL(2, Z). It contains a copy of F ℵ 0 , the free group of rank ℵ 0 . The discrete group F ℵ 0 is not minimal as it admits non-discrete (Hausdorff) group topologies by Shakhmatov [23] .
The minimality of Lie groups was studied by many authors. Among others we refer to van Est [9] , Omori [15] , Goto [10] , Remus-Stoyanov [19] and the references therein. By a result of Omori [15] , connected nilpotent Lie groups with compact center are minimal. In particular, the classical Weyl-Heisenberg group (T⊕R)⋋ R is minimal, where T = R Z. By Dikranjan and Megrelishvili [5] , the Generalized Weyl-Heisenberg groups H 0 (V ) = (T ⊕ V ) ⋋ V * , defined for every normed space V , are minimal.
1.2.
Some known results about matrix groups. By X ⋋ π G we mean the (topological) semidirect product of the (topological) groups X, G, where π ∶ G×X → X is a given (continuous) action by group automorphisms. We denote by F × the multiplicative group F ∖ {0}. Given a semidirect product (4) [19] The affine groups R n ⋋ GL(n, R) are minimal. Moreover, by [14] the affine groups F n ⋋ GL(n, F) are minimal for every non-discrete locally retrobounded field F. 1 (5) [5] In the classical Heisenberg group (R ⊕ R) ⋋ R the corner 1-parameter subgroup (its center) is co-minimal. The other two 1-parameter subgroups are relatively minimal. (6) [24] Let F be a topological division ring furnished with an archimedean absolute value. Then every subgroup
is relatively minimal in the group UI(n, F) of all n × n upper unitriangular matrices.
Locally retrobounded fields.
A topological field F is said to be locally retrobounded if retrobounded neighborhoods of zero form a fundamental system of neighborhoods. It is equivalent to say (see [27, Theorem 19.12] ) that all neighborhoods of zero are retrobounded.
A topological field F is locally retrobounded if it is either locally compact, topologized by an absolute value, or linearly ordered.
Following Nachbin a topological field F is said to be strictly minimal (or, straight, [27] ) if F is a minimal F-module over F. (1) Any non-discrete locally retrobounded field K is strictly minimal. It is still unknown if any strictly minimal topological field is necessarily locally retrobounded. See [27, p. 487 ]. (2) [14] A topological field F is strictly minimal if and only if the semidirect product F ⋋ F × is a minimal topological group. For a similar result see Theorem 2.6 below.
Definition 1.4. A local field is a non-discrete locally compact field.
Every local field F admits an absolute value (induced by the Haar measure). If the set { n ⋅ 1 F ∶ n ∈ N} is unbounded, then F is called archimedean. Otherwise, F is a non-archimedean local field (see [22] ). A subset of a local field is compact if and only if it is closed and bounded. 1 Note that affine groups are matrix groups because F n ⋋GL(n, F) is a subgroup of GL(n+1, F).
where M is a n × n matrix and v is a 1 × n column.
1.4. Main results. We show in Theorem 2.6 that SUT(2, F) is minimal in case F is a non-discrete locally retrobounded field of characteristic different than 2. Note that the minimality of SUT(2, F) is new even for F = R. In Theorem 3.14 we prove that SUT(n, F) is minimal for every local field F of characteristic different than 2 and every n ∈ N. In Example 3.15 we show that SUT(3, Q(i)) is not minimal, where Q(i) is the Gaussian rational field.
Using Iwasawa decomposition this result leads to the total minimality of SL(n, F) for local fields F of characteristic different than 2 (see Theorem 4.4) .
We show in Theorem 5.3 that the projective general linear group PGL(n, F) is totally minimal for every local field F and every n ∈ N. Note that the minimality of PGL(n, F) is also studied for the first time. This fact is used in the sequel several times. Fixing n = 2 we obtain the following subgroups of SL(2, F) in a more explicit form:
Proof. It is easy to see that G ∶= SUT(2, F) = NA and that N ∩ A is trivial. Moreover, in this case N is isomorphic to F and A is isomorphic to F × . The group G is topologically isomorphic to N ⋋ β A where β is the action by conjugations. Explicitly we have the following topological group isomorphism
If a topological group G continuously acts on a topological group X by group automorphisms, then X is called a G-group. Assuming that the G-group X has no strictly coarser (Hausdorff) group topology such that the action of G on X remains continuous then X is G-minimal.
We use the following fact several times in this paper. (1) X is G-minimal.
(2) X is relatively minimal in the topological semidirect product M ∶= (X⋋G, γ).
Proposition 2.4. SUT(2, F) is a minimal topological group for every non-discrete locally retrobounded complete field F of characteristic different than 2.
. We will show that the subgroup F is both relatively minimal and co-minimal in F ⋋ α F × . This will prove the minimality of the latter by Fact 2.1. Denote by τ and τ × the given topologies on F and F × respectively and let γ be the product of these topologies on F ⋋ α F × .
Let U be an arbitrary τ -neighborhood of 0. We will show that U is a σneighborhood of 0 and thus σ = τ. Since σ is a Hausdorff group topology and the field F has characteristic different than 2, there exists a σ-neighborhood Y of 0 such that 4 ∉ Y − Y. By the continuity of α and since F × is open in F, there exist a symmetric τ -neighborhood V of 0 and a σ-neighborhood W of 0 such that
By the continuity of α we obtain that λ 2 W is a σ-neighborhood of 0. We claim that λ 2 W ⊆ U (and this will imply that U is a σ-neighborhood of 0 and σ = τ ). Assume for a contradiction that there exists µ ∈ W such that λ 2 µ ∉ U. Then,
this will imply that γ F = µ F, establishing the co-minimality of F. It suffices to show that the homomorphism q is continuous at the identity (0, 1). Let U be a τ × -neighborhood of 1. We will find a µ-neighborhood V of (0
Being complete and relatively minimal in F ⋋ α F × , the subgroup F is also µ-closed. Hence, the group topology µ F is Hausdorff. Taking into account also the fact that char(F) ≠ 2 we find µ F-neighborhoods W 1 , W 2 of 1, −1 respectively which are disjoint. Without loss of generality there exists a µ-neighborhood V 1 of
By the relative minimality of F, there exists a µ-neighborhood V 2 of (0, 1) such that
Computing this commutator we obtain
Let H be a subgroup of a topological group G. Recall that H is essential in G if H ∩ L ≠ {e} for every non-trivial closed normal subgroup L of G. The following Minimality Criterion [3] establishes the minimality of a dense subgroup of a minimal group (for compact G see also [17, 25] ). The following theorem deals with the minimality of SUT(n, F) only for n = 2 in case F is a non-discrete locally retrobounded field with char(F) ≠ 2. However, if F is a local field then SUT(n, F) is minimal for every n ∈ N (see Theorem 3.14 below). Theorem 2.6. SUT(2, F) is minimal for every non-discrete locally retrobounded field F of characteristic different than 2.
Proof. LetF be the completion of F. According to Lemma 2.2,
Let L be a closed non-trivial normal subgroup ofF ⋋ α (F) × . We have to show that L ∩ (F ⋋ α F × ) is non-trivial. Let (m, n) be a non-trivial element of L. If n ≠ ±1, then 1 − n 2 ≠ 0. Letting a = (1 − n 2 ) −1 and computing the commutator [(a, 1)(m, n)] we obtain
we may assume that m ∉ {0, −1, 1}. Moreover, without loss of generality n = 1.
Indeed, this follows from the fact that (m, n) 2 = (2m, 1).
as L normal in G. In particular, letting a = 2 −1 (1 + m −1 ) and b = a − 1 we conclude that
This proves that SUT(2, F) is essential in SUT(2,F).
3.
Minimality of SUT(n, F) and SUT(n, F) Z(SL(n, F))
Let F be a topological field. Recall that SUT(n, F) ≅ N ⋋ α A, where N = UI(n, F), A is the group of diagonal matrices with determinant 1 and α is an action by conjugations. In the sequel we sometimes identify SUT(n, F) with N ⋋ α A.
For 1 ≤ i < j ≤ n let G i,j be the one parameter subgroup of N such that for every where a, c ∈ F n , b ∈ F and I n is the identity matrix of size n. As a corollary of [13, Proposition 2.9] we have the following.
Corollary 3.1. Let F be a topological field and G be a topological subgroup of GL(n + 2, F) containing H(n, F). If the corner one parameter subgroup G 1,n+2 of H(n, F) is relatively minimal in G, then H(n, F) is relatively minimal in G.
Proposition 3.2. Let F be a non-discrete locally retrobounded complete field of characteristic different than 2. The subgroup UI(n, F) is relatively minimal in SUT(n, F).
Proof. By Theorem 2.6, SUT(2, F) is minimal. In particular, its subgroup UI(2, F) is relatively minimal in SUT(2, F). The corner 1-parameter group G 1,3 is a subgroup of
Observe that P is topologically isomorphic to the minimal group SUT(2, F). So, G 1,3 is relatively minimal in P and hence also in the larger group SUT(3, F). By Corollary 3.1, the Heisenberg group UI(3, F) = H(1, F) is relatively minimal in SUT(3, F).
Continuing by induction on n and assuming that UI(n, F) is relatively minimal in SUT(n, F), we will prove that UI(n + 2, F) is relatively minimal in SUT(n + 2, F). Fix n ≥ 2 and observe that H(n, F) is a normal subgroup of SUT(n + 2, F). In particular, H(n, F) is a normal subgroup of UI(n + 2, F).
Moreover, we have (3.1) UI(n + 2, F) = UI(n, F)H(n, F),
where
Claim 1: UI(n, F) and H(n, F) are relatively minimal in SUT(n + 2, F).
Proof. Denote by ψ the natural topological group isomorphism from
onto SUT(n, F). Since ψ( UI(n, F)) = UI(n, F) we deduce by the induction hypothesis that UI(n, F) is relatively minimal in SUT(n, F) and hence also in the larger group SUT(n + 2, F). The corner 1-parameter group G 1,n+2 is a subgroup of
and P is topologically isomorphic to the minimal (by Theorem 2.6) group SUT(2, F). So, G 1,n+2 is relatively minimal in P and also in the larger group SUT(n + 2, F). Now by Corollary 3.1, the Heisenberg group H(n, F) is relatively minimal in SUT(n + 2, F).
Let σ ⊆ τ p be a coarser Hausdorff group topology on SUT(n + 2, F), where τ p is the given (pointwise) topology. Clearly, H(n, F) ∩ UI(n, F) is trivial. So by (3.1) we deduce that UI(n + 2, F) is algebraically isomorphic to H(n, F) ⋋ UI(n, F).
Claim 2: (UI(n + 2, F), σ UI(n+2,F) ) is topologically isomorphic to (H(n, F), σ H(n,F) ) ⋋ ( UI(n, F), σ UI(n,F) ).
Proof. Consider the quotient map q ∶ (SUT(n + 2, F), σ) → SUT(n + 2, F) H(n, F). From Claim 1 we obtain that σ H(n,F) = τ p H(n,F) . So, the completeness of F implies that H(n, F) is σ-closed in SUT(n+2, F). This means that σ H(n, F) is Hausdorff. Clearly, SUT(n, F) ∩ H(n, F) is trivial. Hence, the restriction
is a continuous isomorphism into a Hausdorff group. Let γ ⊆ σ SUT(n,F) be the weak topology with respect to the map q SUT(n,F) . Then, γ ⊆ τ p SUT(n,F) is a Hausdorff group topology and q UI(n,F) ∶ ( UI(n, F), γ UI(n,F) ) → q( UI(n, F))
is a topological group isomorphism. By the induction hypothesis, we deduce that γ UI(n,F) = σ UI(n,F) = τ p UI(n,F) . Since q( UI(n, F)) = UI(n + 2, F) H(n, F) and using [21, Proposition 6.17], we deduce that (UI(n + 2, F), σ UI(n+2,F) ) is topologically isomorphic to (H(n, F), σ H(n,F) ) ⋋ ( UI(n, F), σ UI(n,F) ).
Claims 1 and 2 imply that (UI(n + 2, F), σ UI(n+2,F) ) is topologically isomorphic to (H(n, F), τ p H(n,F) ) ⋋ ( UI(n, F), τ p UI(n,F) ).
By the definition of the pointwise topology we conclude that σ UI(n+2,F) = τ p UI(n+2,F) , as needed.
Proof. Easy calculations.
Lemma 3.4. Let F be a topological field and n ≥ 2 be a positive number. Suppose that τ is a group topology on A such that all n − 1 actions
are continuous, where τ p is the pointwise topology and α i = α A×G i,i+1 . Then, (1) the homomorphism
is continuous for every 1 ≤ i ≤ n − 1;
is continuous and τ p is the pointwise topology, Equation (3.2) implies that t 1 is continuous. Now assume that t i−1 is continuous and let us see that t i is continuous. For every B ∈ A we have
Again, using (3.2) and the continuity of t i−1 we deduce that t i is continuous.
(2) For every B ∈ A we have ∏ n i=1 p i,i (B) = 1. This implies that ∏ n−1 i=1 t i = (p 1,1 ) n . By item (1) and the fact that F is a topological field we deduce that m 1 = (p 1,1 ) n is continuous. Use the equality m i = m 1 (t i−1 ) −n to establish the continuity of m i for every 1 < i ≤ n.
3.2. The actionα. Denote by µ n the finite subgroup of F × consisting of all n-th roots of unity. Then SL(n, F) has finite center Z = Z(SL(n, F)) = {λI ∶ λ ∈ µ n } (see [21, 3.2.6] for example), which, sometimes, will be denoted in Sections 3 and 4 simply by Z. Denote by τ p the original pointwise topology on SUT(n, F) and bỹ τ p the quotient topology on SUT(n, F) Z with respect to the homomorphism q ∶ SUT(n, F) → SUT(n, F) Z.
The continuous action
As the intersection q(A)∩q(N) is trivial we may identify SUT(n, F) Z with q(N)⋋α q(A). The next lemma will be used to prove the continuity ofα. Lemma 3.6. The actionα ∶ (q(A),τ p q(A) ) × (q(N),τ p q(N ) ) → (q(N),τ p q(N ) ) is continuous.
Proof. We have the following commutative diagram
Fix an arbitrary (a, n) ∈ A × N and let U be aτ p q(N ) -neighborhood of α(q(a), (q(n)) = q(α(a, n)).
By the continuity of q N , there exists a τ p N -neighborhood V of α(a, n) such that q(V ) ⊆ U. By the continuity of α, there exist a τ p A -neighborhood W of a and a τ p N -neighborhood of n such that α(W ×O) ⊆ V . Since q −1 (q(A)) = A it follows that
q A is open. By Lemma 3.5, also q N is open. So, q(W ) is aτ p q(A) -neighborhood W of q(a) and q(O) is aτ p q(N ) -neighborhood of q(n). Then
which proves the continuity ofα in (q(a), q(n)).
Lemma 3.7. If σ is a Hausdorff group topology on q(N), then
is a Hausdorff group topology on N.
Proof. Observe that if x, y are distinct elements of N, then q(x) ≠ q(y).
Proposition 3.8. Let F be a non-discrete locally retrobounded complete field of characteristic different than 2. Then, q(N) is q(A)-minimal with respect to the actionα.
Proof. By Lemma 3.6, the actionα is (τ p q(A) ,τ p q(N ) ,τ p q(N ) )-continuous. Let σ ⊆τ p q(N ) be a coarser Hausdorff group topology such thatα is (τ p q(A) , σ, σ)continuous. We have to show that σ =τ p q(N ) .
Let us see that α is (τ p A , (q N ) −1 (σ), (q N ) −1 (σ))-continuous. Indeed, this follows from the equality q N ○ α =α ○ (q A × q N ) and the (τ p q(A) , σ, σ)-continuity ofα. By Lemma 3.7, (q N ) −1 (σ) ⊆ τ p N is a coarser Hausdorff group topology on N. By Proposition 3.2 and Fact 2.3, N is A-minimal with respect to the action α. In particular, we deduce that (q N ) −1 (σ) = τ p N . This implies that σ =τ p q(N ) , which completes the proof.
Using Fact 2.3 we immediately obtain:
Corollary 3.9. Let F be a non-discrete locally retrobounded complete field of characteristic different than 2. Then, the subgroup q(N) is relatively minimal in SUT(n, F) Z.
3.3.
When F is a local field. It is easy to see that for every 1 ≤ i ≤ n − 1 there exists a continuous central retraction r from q(N) to its q(A)-subgroup q(G i,i+1 ). This means that r(q(x)q(a)q(x) −1 ) = q(a) for every x ∈ N and a ∈ G i,i+1 .
The following fact will be used to prove Theorem 3.12 which provides sufficient conditions for the minimality of SUT(n, F) Z.
Fact 3.10. [13, Proposition 2.7] Let M = (X ⋋ α G, γ) be a topological semidirect product and {Y i } i∈I be a system of G-subgroups in X such that the system of actions
is t-exact (that is, there is no strictly coarser (not necessarily Hausdorff ) group topology on G such that all actions remain continuous). Suppose that for each i ∈ I there exists a continuous central retraction q i ∶ X → Y i . Then if γ 1 ⊆ γ is a coarser group topology on M such that γ 1 X = γ X then γ 1 = γ.
The proof of the next proposition was inspired by the proof of the total minimality of SL(2, R) given in [7, Theorem 7.4.1] . Proposition 3.11. Let F be a local field and n ≥ 2. Then the system of n−1 actions
Proof. Recall that F admits an absolute value ⋅ . Let σ ⊆τ p be a coarser group topology on q(A) such that all n − 1 actions
are continuous. This implies that the n − 1 actions
are continuous. By Lemma 3.4(2), the homomorphism
This implies that the map m i ∶ (q(A), σ) → F × defined by m i ○ q = m i is well-defined and continuous for every 1 ≤ i ≤ n. Consider an arbitrary net {ε α } α in A, such that lim q(ε α ) = q(I) in σ. By the continuity of m i , we deduce that lim(p i,i ) n (ε α ) = 1. In particular, the nets {p i,i (ε α )}, where 1 ≤ i ≤ n, are bounded with respect to the absolute value. Hence, there exists a σ-neighborhood V of q(I) that is contained in a compact subset of q(A). This implies that σ =τ p .
Theorem 3.12. Let F be a local field of characteristic different than 2. Then SUT(n, F) Z is minimal for every n ∈ N.
Proof. Clearly, we may assume that n ≥ 2. By Corollary 3.9 the subgroup q(N) is relatively minimal in q(SUT(n, F)) = SUT(n, F) Z. By Proposition 3.11, the system of n − 1 actions
is t-exact. Using Fact 3.10 we complete the proof.
Recall that a topological group G is sup-complete if it is complete with respect to the two-sided uniformity. In case G L is sup-complete for every closed normal subgroup L of G then G is called totally sup-complete. In particular, if G is either a compact group or a sup-complete (topologically) simple group then it is totally sup-complete. Using Fact 3.13 and Theorem 3.12 we immediately obtain one of our main results: Theorem 3.14. Let F be a local field of characteristic different than 2. Then SUT(n, F) is minimal for every n ∈ N.
In the next example we find a dense subfield F of C such that SUT(3, F) is not minimal.
Example 3.15. Consider the dense subfield Q(i) ∶= {a + bi ∶ a, b ∈ Q} of the complex numbers C. Then the group SUT(3, Q(i)) is not minimal. To see this observe that L = {λI ∶ λ 3 = 1} is a finite (closed) normal subgroup of SUT(3, C) and L ∩ SUT(3, Q(i)) is trivial. This means that SUT(3, Q(i)) is not essential in SUT(3, C). By the Minimality Criterion (Fact 2.5), SUT(3, Q(i)) is not minimal.
Total minimality of SL(n, F) and PSL(n, F)
It is known that an archimedean local field is either the field of reals R or the field of complex numbers C.
The following Iwasawa decomposition of SL(n, F) (see [1, 3, 16, 26] ) plays a key role in proving Theorem 4.4.
Fact 4.1. Let F be a local field. Then there exists a compact subgroup K of SL(n, F) such that SL(n, F) = SUT(n, F)K. In particular,
(1) if F = R, then K is the orthogonal group O(n, R);
(2) if F = C, then K is the special unitary group SU(n, C);
Recall that a subgroup H of a topological group G is said to be co-compact if the coset space G H is compact. If G = KH (equivalently, G = HK) for some compact subset K of G and a subgroup H, then H is co-compact in G. Indeed, let q ∶ G → G H, x ↦ xH be the natural projection. Then its restriction on K is onto because G = KH. So, q(K) = G H is also compact. Since Z is finite we obtain the following as a corollary of Fact 4.1:
Corollary 4.2. Let F be a local field. Then SUT(n, F) Z is co-compact in PSL(n, F).
A subgroup H of a Hausdorff topological group (G, τ ) is called strongly closed, [5] if H is σ-closed for every Hausdorff group topology σ ⊆ τ on G. Proposition 4.3. Let F be a topological field of characteristic different than 2 such that its completionF is a local field. If Z(SL(n, F)) = Z(SL(n,F)), then the projective special linear group PSL(n, F) = SL(n, F) Z(SL(n, F)) is totally minimal for every n ∈ N.
Proof. We may assume that n ≥ 2. By [20, Theorem 3.2.9], PSL(n, F) is simple so it suffices to prove that PSL(n, F) is minimal. Assume first that F itself is a local filed. By Theorem 3.12, the group G ∶= SUT(2, F) Z(SL(n, F)) is minimal. So, in particular, G is relatively minimal in PSL(n, F). Furthermore, G is also Raikov complete (since F is complete). So we obtain that G is strongly closed. Then the subgroup G is also co-minimal in PSL(n, F), being co-compact by Iwasawa decomposition. It follows from Fact 2.1 that PSL(n, F) is minimal.
In case F is not necessarily a local field then PSL(n,F) is minimal by the previous step. Since Z(SL(n, F)) = Z(SL(n,F)) we deduce that PSL(n, F) is dense in PSL(n,F). As PSL(n,F) is simple, its dense subgroup PSL(n, F) is essential. By the Minimality Criterion PSL(n, F) is also minimal.
Using Proposition 4.3 and Fact 3.13 we finally obtain: Theorem 4.4. Let F be a field of characteristic different than 2 such that its completionF is a local field. If Z(SL(n, F)) = Z(SL(n,F)), then SL(n, F) is totally minimal.
The next example shows that SL(3, F) need not be minimal even whenF is a local field.
The continuous homomorphism
induces a continuous isomorphismψ from F × M n onto GL(n, F) (SL(n, F) ⋅ Z). By Lemma 5.1, F × M n is compact and clearly GL(n, F) (SL(n, F) ⋅ Z) is Hausdorff. Henceψ is a topological group isomorphism. This proves that PGL(n, F) PSL(n, F) is compact. By Proposition 5.2 and Fact 3.13 we immediately obtain: Theorem 5.3. Let F be a local field. Then PGL(n, F) is totally minimal.
Question 5.4. Is PGL(n, Q) (totally) minimal?
