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Speech separation has long been an active research topic in the signal processing community with
its importance in a wide range of applications such as hearable devices and telecommunication
systems. It not only serves as a fundamental problem for all higher-level speech processing tasks
such as automatic speech recognition, natural language understanding, and smart personal
assistants, but also plays an important role in smart earphones and augmented and virtual reality
devices.
With the recent progress in deep neural networks, the separation performance has been
significantly advanced by various new problem definitions and model architectures. The most
widely-used approach in the past years performs separation in time-frequency domain, where a
spectrogram or a time-frequency representation is first calculated from the mixture signal and
multiple time-frequency masks are then estimated for the target sources. The masks are applied
on the mixture’s time-frequency representation to extract the target representations, and then
operations such as inverse short-time Fourier transform is utilized to convert them back to
waveforms. However, such frequency-domain methods may have difficulties in modeling the
phase spectrogram as the conventional time-frequency masks often only consider the magnitude
spectrogram. Moreover, the training objectives for the frequency-domain methods are typically
also in frequency-domain, which may not be inline with widely-used time-domain evaluation
metrics such as signal-to-noise ratio and signal-to-distortion ratio.
The problem formulation of time-domain, end-to-end speech separation naturally arises to tackle
the disadvantages in the frequency-domain systems. The end-to-end speech separation networks
take the mixture waveform as input and directly estimate the waveforms of the target sources.
Following the general pipeline of conventional frequency-domain systems which contains a
waveform encoder, a separator, and a waveform decoder, time-domain systems can be design in a
similar way while significantly improves the separation performance. In this dissertation, I focus
on multiple aspects in the general problem formulation of end-to-end separation networks
including the system designs, model architectures, and training objectives. I start with a
single-channel pipeline, which we refer to as the time-domain audio separation network (TasNet),
to validate the advantage of end-to-end separation comparing with the conventional
time-frequency domain pipelines. I then move to the multi-channel scenario and introduce the
filter-and-sum network (FaSNet) for both fixed-geometry and ad-hoc geometry microphone
arrays. Next I introduce methods for lightweight network architecture design that allows the
models to maintain the separation performance while using only as small as 2.5% model size and
17.6% model complexity. After that, I look into the training objective functions for end-to-end
speech separation and describe two training objectives for separating varying numbers of sources
and improving the robustness under reverberant environments, respectively. Finally I take a step
back and revisit several problem formulations in end-to-end separation pipeline and raise more
questions in this framework to be further analyzed and investigated in future works.
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Chapter 1: Introduction to Speech Separation
In this chapter I will provide an introduction to the task of speech separation. I will first
make a brief overview on the non-deep-learning speech separation algorithms and methods, and
then show how recent developments on neural networks can either be applied to the conventional
algorithms or propose new problem formulations to the task. I will then introduce the commonly
used evaluation metrics and datasets for speech separation.
1.1 The Speech Separation Problem: A Brief Overview
The problem of speech separation has been investigated for decades [9], [19], [22], [25], [27],
[41], [215]. Its problem formulation is straightforward and simple: given a set of observations of
mixture signals {ym}Mm=1 where M denotes the number of channels or microphones available, C
target sources {xc}Cc=1 should be extracted or separated from the mixture signals. With a standard
assumption of additive sources, each mixture yi contains its observation of all the sources with an






where xmc and n
m denote the c-th target source and the additive noise observed by them-th channel,
respectively. Depending on the number of available channels M , the speech separation problem
can be categorized into single-channel separation (M = 1) or multi-channel separation (M > 1).
The target sources {xc}Cc=1 can either be their observations in a certain channel, e.g., {x1c}Cc=1, or
the modulated signals generated from the target sources from all channels, e.g., via beamforming
algorithms [20], [38], [66], [142].
Real-world environments typically contain reverberations. A common definition of target
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sources included both the direct-path signal, early reverberation signal, and the late reverbera-
tion signal, which requires the speech separation system to separation all signals that are directly
related to or generated by the clean target signal. For the task of joint speech separation and dere-
verberation, either the direct-path signal or the sum of direct-path signal and early reverberation
signal can be used as the target sources. In this dissertation, we assume that the late reverberation
is always included in the target sources except for certain methods in Chapter 3 and 5.
1.2 Existing Methods for Speech Separation
Due to the recent development of neural networks, speech separation systems can now be
broadly categorized by whether a deep neural network is applied. I first make an overview on
the methods that do not explicitly use neural networks, and then introduce the literature on deep
learning systems.
1.2.1 Non-deep-learning Methods
Non-deep-learning algorithms proposed for the speech separation problem can be roughly cat-
egorized into three categories: statistical methods, clustering methods, and factorization methods.
1. In statistical methods, the target speech signal is modeled with probability distributions such
as generalized Gaussian distributions [43], [46], [152], [178], [189] or methods such as inde-
pendent component analysis (ICA) [12], [21], [26], [37], [39], [56] and independent vector
analysis (IVA) [31], [40], [54], [70], [85], [141], [320], where the interference signal is
assumed to be statistically independent from the target speech. Maximum likelihood estima-
tion method is typically applied based on the known statistical distributions of the target.
A standard problem formulation for an ICA system is as follows. The mixture signal ym is








where the scalar hmc denotes the transfer characteristic from source x
m
c to y
m, and the mix-
ing condition is defined as instantaneous mixing. When reverberation exists, the transfer







where ~ denotes the convolution operation, and the mixing condition is defined as con-
volutive mixing. While the convolutive mixing problem is hard to solve in time domain,







c (t, f) (1.4)
where Ym ∈ CT×F and Xmc ∈ CT×F denote the spectrogram of ym and xmc calculated by the
short-time Fourier transform (STFT), respectively, and Hmc ∈ CF denotes the spectrum of
the FIR transfer characteristic. Note that equation 1.4 is an approximation since the window
size used for STFT is typically shorter than the length of the FIR filter.
By jointly considering all available channels, an ICA system attempts to find an unmixing
matrix at each frequency W(f) ∈ CC×M that reverse the mixing procedure:
X̂(t, f) = W(f)Ŷ(t, f) (1.5)
where Ŷ(t, f) = [Y1(t, f), . . . ,YM(t, f)] ∈ CM×1. X̂(t, f) ∈ CC×1 denotes the time-
frequency (T-F) bin for the C estimated sources at frame t and frequency f .
2. In clustering methods, the characteristics of the target speakers, such as pitch and signal
continuity, are estimated from the observation and used to separate the target signals in the
mixture. One of the most important methods in this category is computational auditory scene
analysis (CASA) [25], [36], [55], [60], [69], [74], where a T-F representation of the input
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mixture is first calculated and the T-F bins are classified to different target sources. The
ideal or oracle source assignments of the T-F bins can be defined as T-F masks [24], [45],
and multiple ideal T-F masks such as ideal binary mask (IBM) [89], ideal ratio mask (IRM)
[81], and Wiener-filter-like mask (WFM) [18] have been proposed for the task. Moreover,
by alleviating the constraint that the T-F masks have to be the source assignments and thus
have ranges between 0 and 1, phase-sensitive mask (PSM) [98] and complex ideal ratio mask
(cIRM) [113] are further proposed to consider the phase information in the masks.
To be more specific, consider a target source at a certain channel x1c with its corresponding
spectrogram X1c ∈ CT×F and the spectrogram of noise n1 denoted as N1. The ideal T-F
masks can then be defined as:
IBM1c ,
























, where g(·) is Re(·) or Im(·) (1.10)
where the matrix divisions are performed in an element-wise fashion. The T-F masks are
estimated from the mixture observations {Ym}Mm=1 and applied to the mixture’s spectrogram
by element-wise multiplication. The separated source waveforms are obtained by applying
inverse STFT to the masked spectrograms with the phase spectrogram of the mixture.
3. Factorization models, such as non-negative matrix factorization (NMF) [15], [34], [42], [44],
[90], [92], formulate the separation problem as a matrix factorization problem in which the





D(|Y1|,W1H1), s.t.W1,H1 ≥ 0 (1.11)
where W1 ∈ RT×K and H1 ∈ RK×F denote the nonnegative basis matrix and the nonneg-
ative activation matrix, respectively, and D(A,B) denotes a distance measure between the
two matrices A and B. K denotes the number of basis signals and also puts constraint on
the rank of the two matrices. Dictionary learning methods can be applied to learn the basis
signals W1 in advance [64], [65], [75], [77], and equation 1.11 is modified to only estimate
the activation matrix H1:
H1 = argmin
H1
D(|Y1|,W1H1), s.t.H1 ≥ 0 (1.12)




D(|Y1|,W1H1) + λ|H1|1, s.t.H1 ≥ 0 (1.13)
where | · |1 denotes the L1 norm and λ ∈ R denotes the weight of the sparsity term in
the optimization objective. The multi-channel extension to single-channel NMF is typically
formulated in complex-domain, and the basis signals are modified to include the spatial
properties of the different channels [50], [62], [63], [72], [103], [191].
Another important method for multi-channel speech separation is beamforming or spatial fil-
tering methods [5], [7], [14], [23], [53], [142]. A beamforming algorithm estimates M filters for
the M mixture observations to extract a target source by enhancing the signal coming from the
direction of the target source and filtering out the interference signals in other directions. The most
widely-used configuration is the linear filter-and-sum beamformer operated in frequency domain,
which has the same formulation as equation 1.5 where W(f) denotes the beamforming filter coeffi-
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cients for all theC sources. Various filter-and-sum beamformers, such as the multi-channel Wiener
filter (MWF) beamformer, minimum variance distortionless response (MVDR) beamformer, and
linearly constrained minimum variance (LCMV) beamformer, have been proposed to satisfy cer-
tain constraints and requirements on the filtered sources.
1.2.2 Deep-learning Systems
There are mainly two ways that deep neural networks can be applied to the speech separation
task. The first way is to build new pipelines that purely rely on the modeling capacity of modern
neural networks without the conventional design paradigms. Thanks to the capacity of modern
deep neural networks, conventional operations in a standard speech separation pipeline, such as
STFT and T-F masking, may not be necessary and can be implicitly done within a neural network.
Such systems typically take the mixture waveform as the input and directly estimate the waveforms
of the target sources. After the success of 1-D CNN architectures on the task of sample-level speech
synthesis [130], various 1-D CNN architectures have been proposed and compared in the task of
waveform-level speech separation [211], [240], [294].
The second way is to replace certain stages or operations in the non-deep-learning methods by
a neural network. For methods that contain iterative parameter update procedures, e.g., various
NMF algorithms, the iterations can be unfolded as different layers in a deep neural network [79],
[105], [169]. Moreover, NMF algorithms can first be applied to learn the basis signals or the acti-
vations of the target sources, and a neural network can take both the mixture signals and the NMF
outputs as inputs and perform a better separation [82], [126], [160], [203]. Neural network designs
that directly apply the nonnegativity constraints to the intermediate feature like the NMF systems
have also been proposed [163], [167]. For methods that rely on handcrafted features, e.g., CASA
systems that use pre-calculated features for T-F bin classification, the feature extraction process
can be done by neural networks and can even be jointly optimized with the clustering process
[121], [123], [140], [198]. The T-F source assignments can also be directly generated by a neural
network without an explicit clustering process [80], [102], [148], [173]. The T-F representation for
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T-F mask calculation is typically calculated by STFT, while other learnable signal transformations
defined by neural networks can also be designed to learn better signal representations [201], [214],
[243], [266], [280], [299].
The training of neural network speech separation models typically rely on the supervised train-
ing framework, where the target speakers are used as the training labels during the training phase.
A sequential order, or permutation, is then implicitly introduced to both the system outputs and
the training labels. When additional speaker-specific information is available, the permutation of
the system outputs can be easily determined, and the corresponding training label permutation can
be set to match that of the system outputs. However, when the speaker-specific information is not
available, the system output permutation can be different from the training label permutation, and
the training can fail due to this permutation mismatch.
Two important systems, deep clustering (DPCL) [121] and permutation invariant training
(PIT) [173], were proposed to solve this permutation problem and enabled the recent advanced
of deep learning separation systems. DPCL follows the problem formulation of CASA-based ap-
proaches where T-F masks are estimated from the mixture’s spectrogram. The masks are obtained
by performing K-means clustering on a set of discriminative embeddings generated by a neural
network. Each embedding corresponds to a T-F bin, and the training objective is designed to max-
imize the similarity between the embeddings whose T-F bins are dominated by the same source,
and minimize the similarity between the embeddings whose T-F bins are dominated by different
sources:
LDPCL = |V V T − Y Y T |2W (1.14)
where V ∈ RTF×K denotes the K-dimensional embeddings for all T-F bins, Y ∈ RTF×1 is the
IBM defined in equation 1.6 representing the oracle source assignments, and | · |W denotes the
Frobenius norm of a matrix. During inference phase, the embeddings are extracted and directly
sent to the K-means algorithm to achieve the classification assignments of the T-F bins, which
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are used as the estimated binary T-F masks for the sources. Since the affinity matrices V V T and
Y Y T are permutation-free, DPCL does not require an explicit source permutation during training.
Alternative training objectives have been proposed to either learn better embeddings or allow more
robust clustering results [123], [140], [151], [185], [198], [218], [242].
PIT attempts to alleviate the permutation problem in another way. It first calculates the standard
training objective, such as the mean-square error (MSE) between the separated and target source
spectrograms, for all possible permutations for the C sources (C! permutations). The source per-





where ΠC denotes the C! permutations for the C sources, {sc}Cc=1 denotes the C target sources,
{ŝc}Cc=1 denotes the C separated sources, π(·) corresponds to the operation of permuting the target
sources with the selected permutation, and D(·) is a training objective function to be minimized.
The permutations can be calculated on either frame-level [173] or utterance-level [148] depending
on the network architecture. Since PIT is only a training trick and does not depend on the forms
of the model inputs, outputs, and the actual training objective to be used, it can be applied to any
network architectures and separation pipelines.
Most of the modern neural-network-based speech separation systems follow either the DPCL or
the PIT pipeline to estimate a set of T-F masks or multiplicative masks, and they vary on the actual
network architectures. Since the spectrograms are often treated as a sequential data, various forms
of deep recurrent neural networks (RNNs) have been widely adopted in the separation systems
[91], [123], [199], [287], [293], [303], [313]. After the success of convolutional neural networks
(CNN) in the task of image recognition [119], CNN architectures have also been applied in the task
of source separation [137], [165], [212], [305], [315], [316]. With the tremendous of self-attention-
based models, or Transformers [166], in the natural language processing tasks, Transformer-based
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models have also been tested on the separation task [265], [267], [268], [300]. While these sys-
tems were mainly proposed for single-channel separation, their extensions to the multi-channel or
multi-modal separation task can be straightforward by incorporating cross-channel or cross-modal
features into either the encoder or the separator module [171], [186], [219], [231], [257], [273],
[274], [304], [311].
Besides the use of cross-channel features to perform multi-channel speech separation with neu-
ral networks, conventional beamforming algorithms can also benefit from the advances in neural
source separation systems. Conventional beamforming algorithms often require a robust and ac-
curate estimation of the statistics of the target source. When the target and the interference are
partially-overlapped, this can be done by detecting the periods where only the target source is ac-
tive. However, when the two signals are fully-overlapped, the estimation of the target source can be
hard and inaccurate, resulting in a poor estimation of DOA or spatial features required to calculate
the beamforming filters. The so-called masked-based beamforming systems use the estimated T-F
masks at each channel as the estimate for the target sources for the calculation of spatial features
and beamforming filters [100], [117], [118], [122], [136], [143], [156], [157], [159], [170], [176],
[181], [188], [202], [333]. Mask-based beamforming systems have been successful in both syn-
thetic and real datasets and have been deployed to many devices and applications in the real world.
For separation systems that do not generate T-F masks, the separation outputs can also be directly
used for a selected conventional beamforming algorithm [205], [298], [319]. Moreover, the beam-
forming filters can also be directly learned by a neural network without the need of T-F masks
or conventional problem formulations of beamforming, leading to the so-called learning-based
beamforming systems [111], [125], [134], [135], [154], [161], [190], [241], [286].
1.3 Evaluation Metrics for Speech Separation Systems
The most widely-used evaluation metrics for modern speech separation systems are signal-
to-noise ratio (SNR), signal-to-distortion ratio (SDR) and scale-invariant signal-to-distortion ratio
(SI-SDR). These three metrics are designed to measure the signal quality of the separated sources
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compared to the targets.
1. SNR between an estimated signal x̂ and the clean target x is defined as:





2. SDR has been used as a default metrics for source separation systems [35]. SDR allows
a linear distortion on the target source F(·), typically defined as the least-square mapping
between delayed versions of x and x̂, and is defined as:





Existing toolboxes provide sample implementations to the metric [35], [87].
3. SI-SDR was proposed as a modification to SDR to not only address the misuse of the metric
but also improve its robustness and accuracy on the evaluation results [236]. SI-SDR is
defined as:





where α , x̂
Tx
||x||22
is an optimal rescaling factor.
Beyond the three metrics, other evaluation metrics used for speech enhancement and source
separation systems such as perceptual evaluation of speech quality (PESQ) [16], short-time ob-
jective intelligibility (STOI) [58], and perceptual evaluation methods for audio source separation
(PEASS) [59], can also be applied to speech separation systems.
1.4 Datasets for Speech Separation
Most modern speech separation networks rely on simulated multi-speaker datasets for both
training and evaluation. Although different systems may create their own datasets, there are a few
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benchmark datasets used by a variety of speech separation systems for fair performance compari-
son.
1. WSJ0-2mix [121]: WSJ0-2mix contains 30 hours of 8 kHz training data (20000 utterances)
that are generated from the Wall Street Journal (WSJ0) si_tr_s set. It also has 10 hours of
validation data (5000 utterances) and 5 hours of test data (3000 utterances) generated by
using the si_dt_05 and si_et_05 sets, respectively. Each mixture is artificially generated
by randomly selecting different speakers from the corresponding set and mixing them at
a random relative signal-to-noise ratio (SNR) between -5 and 5 dB. All the utterances are
assumed to be clean and anechoic, and all the mixtures contain a 100% overlap ratio between
the two speakers.
2. WHAM! & WHAMR! [256], [291]: The WSJ0 Hipster Ambient Mixtures (WHAM!) dataset
and its reverberant counterpart (WHAMR!) extend the anechoic and noise-free WSJ0-2mix
dataset with real-world noise and artificial reverberations. The WHAM! noise dataset is
split into 58 hours of training data (20000 utterances), 15 hours of validation data (5000
utterances), and 9 hours of test data (3000 utterances), respectively, following the original
configuration of wsj0-2mix dataset. The artificial reverberantions are generated by simulat-
ing the room impulse response (RIR) filters from random-sized rooms [208].
3. SMS-WSJ [229]: The Spatialized Multi-Speaker Wall Street Journal (SMS-WSJ) dataset
contains 33561, 982, and 1332 train, validation, and test mixtures, respectively, with highly
randomized configurations of artificial room sizes, RIR filters, and microphone and speaker
locations. It also contains truncated RIR filters that represent the early reflections and can
potentially be used for joint separation and dereverberation task.
4. LibriMix [269]: The LibriMix dataset is generated by clean speech utterances in the Lib-
rispeech dataset [109] and noise signals from WHAM!. It contains both two-speaker and
three-speaker mixtures with 170 and 186 hours of training data, respectively. It also contains
a partially-overlapped test set where the overlap ratio between the speakers are uniformly
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sampled between 0% and 100%. This configuration is designed to mimic the realistic and
conversation-like scenarios.
5. LibriCSS [268]: The LibriCSS dataset is particularly designed for continuous speech sepa-
ration task, which is defined as the separation problem on long, unsegmented recordings. It
contains 10 hours of multi-channel audio recorded from real playbacks of utterances sam-
pled from the Librispeech dataset from a loud speaker in real meeting rooms. The recording
are split into 10 1-hour sessions, and each session is further segmented into 6 10-minute-
long mini-sessions with different overall speaker overlap ratios. Each mini-session contains
8 active speakers with a maximum overlap ratio of 40%. This dataset is purely proposed
for evaluation purpose, and the evaluation can be done at either utterance-level (with oracle
utterance boundaries) or session-level with both signal quality metrics and automatic speech
recognition accuracy.
Other public available datasets for the task of multi-talker speech recognition, e.g., the Compu-
tational Hearing in Multisource Environments (CHiME) datasets [51], [68], [73], [96], [180], can
also be used for speech separation systems. However, some of the datasets might not contain clean
target sources and the calculation of signal-quality metrics can be inaccurate, and the evaluation
of the speech separation systems in such conditions can be done by evaluating the word error rate
(WER) of the separated sources by a selected speech recognition engine.
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Chapter 2: Single-channel System: Time-domain Audio Separation Network
In this chapter I will introduce a time-domain single-channel system, the time-domain audio
separation network (TasNet), for source separation. TasNet has a simple motivation of replac-
ing the complex-valued STFT with a real-valued, trainable module (namely the adaptive encoder
and decoder) jointly learned with the separation module, and use a time-domain training objec-
tive function to perform end-to-end optimization. According to how the adaptive encoder and
decoder and the separation module are designed, three versions of TasNet have been proposed:
the LSTM-TasNet [201] was the very first version of TasNet which validated the applicability of
such end-to-end training, the Conv-TasNet [243] was the second version of TasNet and was also
the first deep learning system that surpassed the performance of several ideal magnitude time-
frequency masks, and the DPRNN-TasNet [287] was the third version that significantly improved
the sequence modeling power and boosted the performance.
2.1 LSTM-TasNet: Applicability of End-to-end Separation
Prior to LSTM-TasNet, all state-of-the-art systems for speech separation operated on frequency
domain. LSTM-TasNet served as a step towards validating the applicability of end-to-end sepa-
ration by replacing the STFT and inverse STFT stages by learnable encoding and decoding mod-
ules, while keeping the separation module almost unchanged. Experiment results showed that
LSTM-TasNet can achieve better or on par performance comparing with other frequency-domain
networks, proving the applicability of the end-to-end separation paradigm.
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2.1.1 System Pipeline
The problem of single-channel speech separation can be formulated in terms of estimating C





Following the same windowing process in STFT, the input mixture can be divided into over-
lapping windows of length L, represented by xk ∈ R1×L, where k = 1, . . . , T̂ denotes the window
index and T̂ denotes the total number of windows in the input. Instead of applying a discrete
Fourier transform on each xk, LSTM-TasNet transforms xk to a nonnegative hidden representation





wk = ReLU(x̄kU) σ(x̄kV) (2.3)
where wk ∈ R1×N is the hidden representation for xk, U,V ∈ RL×N are two learnable weight
matrices, ReLU(·) corresponds to the rectified linear unit function, σ(·) corresponds to the Sigmoid
function, || · ||2 denotes the L2-norm of a vector, and  denotes the Hadamard product. The L2-
norm normalization is applied to ensure that the calculation of wk is invariant to the input power.
Note that since the multiplication between xk and each column in U and V can be viewed as a
linear convolution operation, equation 2.3 can be viewed as an operation similar to DFT, and each
column in U and V can be formulated as a convolutional kernel of length L.
Given that wk is always nonnegative due to the gating operation, wk can be treated as a replace-
ment of the nonnegative magnitude spectrogram of the mixture, and C multiplicative mappings
similar to the time-frequency masks can be estimated by methods identical to the conventional
time-frequency masking systems. Given the sequence of hidden representations W ∈ RT̂×N , a
deep bi-directional LSTM (BLSTM) network is used as the separation module and applied on W
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to estimateC nonnegative “multiplicative masks” Mc ∈ RT̂×N , , c = 1, . . . , C. The estimated hid-
den representation Sc for source c is then obtained by calculating the Hadamard product between
the mixture hidden representation W and the multiplicative mask Mc:
Sc,k = (Wk Mc,k) · ||xk||2 (2.4)
The L2-norm of each frame is multiplied back to the masked hidden representations to reverse the
L2-norm normalization operation.
A linear transformation is finally applied to Sc to reconstruct the waveform of source c:
ŝc(t) = OLA(ScP) (2.5)
where P ∈ RN×L is the learnable weight matrix in the deecoder, and OLA stands for the overlap-
add operation on the neighbouring windows for waveform reconstruction.
The training objective function is the negative SI-SDR score between the separated outputs




where {ŝc(t)}π denotes the permuted separated outputs {ŝc(t)} under the given index permuation
π, and ΠC denotes all the possible index permutations for the C sources. Figure 2.1 shows the
flowchart of LSTM-TasNet.
2.1.2 Design of the Separation Module
The separation module follows the standard design of deep recurrent networks in prior works.
A standard deep recurrent network contains stacked recurrent layers such as LSTM or GRU lay-
ers, either uni-directional or bi-directional, to capture hierarchical sequential dependencies within
the input sequence W. As the name indicates, LSTM-TasNet uses LSTM layers for sequence
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Figure 2.1: LSTM-TasNet performs end-to-end separation with a three-module design. A gated
nonnegative encoder maps the input mixture waveform into a hidden representation. A separation
module consists of stacked LSTM layers maps the hidden representation to a set of multiplicative
masks. The masks are then applied to the mixture hidden representation to estimate the hidden
representations of the target sources. A linear decoder transforms the hidden representations back
to the waveforms.
modeling. A layer normalization operation is applied on the input sequence W to speed up and















(wk,j − µ)2 (2.8)
where parameters g ∈ R1×N and b ∈ R1×N are gain and bias vectors that are jointly optimized
with the network. This normalization step enables the separation network to be scale invariant to
the power of W, and Ŵ is used as the actual input sequence to the LSTM layers. A fully-connected
(FC) layer is applied on the output of the last LSTM layer to generate the C masks {Mc}Cc=1. A
Softmax function is used in the FC layer in order to mimic the property of T-F masks, hence the
unit summation constraint
∑C
c=1 Mc = 1 satisfies. Moreover, an identity skip connection [120]
is added between every two LSTM layers in order to enhance the gradient flow and accelerate the
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Table 2.1: SI-SDR (dB) and SDR (dB) for different methods on WSJ0-2mix dataset.
Method Causal SI-SDRi SDRi
uPIT-LSTM [148] X – 7.0
LSTM-TasNet X 7.7 8.0
DPCL++ [123] × 10.8 –
DANet [140] × 10.5 –
uPIT-BLSTM-ST [148] × – 10.0
BLSTM-TasNet × 10.8 11.1
training process.
2.1.3 Experiment Configurations and Results
LSTM-TasNet is evaluated on the benchmark WSJ0-2mix dataset described in Chapter 1.4.
The parameters of the network include the window length L, the dimension of the hidden rep-
resentation N , and the configuration of the deep LSTM separation network. Here L is set to 40
samples (5 ms at 8 kHz) and N is set to 500. The deep LSTM separation module contains 4
uni-directional or bi-directional LSTM layers, where for the uni-directional configuration there are
1000 hidden units in each layer, and for the bi-directional configuration there are 500 hidden units
in each direction. The FC layer contains 1000 hidden units that generates two 500-dimensional
multiplicative masks.
During training, the batch size is set to 128, and the initial learning rate is set to 3e−4 for the
causal system (uni-directional LSTM) and 1e−3 for the noncausal system (bi-directional LSTM).
The learning rate is halved if the performance on the validation set is not improved in 3 consecutive
epochs. The criteria for early stopping is no decrease in the cost function on the validation set for
10 epochs. Adam [83] is used as the optimization algorithm. Negative SI-SDR is used as the
training objective. No further regularization or training procedures were used.
Similar to prior works [123], [140], the curriculum training strategy [47] is applied for network
optimization. The training of the models starts on 0.5 second long utterances until convergence,
and is resumed on 4 second long utterances afterwards.
Table 2.1 shows the performance of LSTM-TasNet as well as three frequency-domain systems,
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Deep Clustering (DPCL++, [123]), Permutation Invariant Training (PIT, [148]), and Deep Attrac-
tor Network (DANet, [140]). Here LSTM-TasNet represents the causal configuration with uni-
directional LSTM layers and BLSTM-TasNet corresponds to the system with bi-directional LSTM
layers. The best reported performance on WSJ0-2mix is reported for other systems. With causal
configuration, LSTM-TasNet significantly outperforms another frequency-domain causal system,
the uPIT model with LSTM as sequence modeling module. Under the noncausal configuration,
LSTM-TasNet outperforms all the other systems. As the deep LSTM module of LSTM-TasNet
is almost identical to the separation module in the three frequency-domain systems listed above,




Figure 2.2: Frequency response of row vectors (i.e. basis kernels) in decoder weight P in (a) causal
and (b) noncausal configurations.
The decoder weight P can be treated as the basis kernels for waveform reconstruction. Fig-
ure 2.2 shows the frequency response of the basis signals in P sorted by their center frequencies
(i.e. the bin index corresponding to the the peak magnitude). There is clearly a continuous tran-
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sition from low to high frequency, showing that the network has learned to perform a spectral
decomposition of the waveform, similar to the finding in other time-domain speech processing
systems [112]. The frequency bandwidths of the basis kernels also increase with their center fre-
quencies similar to mel-filterbanks. In contrast, the basis signals in LSTM-TasNet have a higher
resolution in lower frequencies compared to Mel and STFT. In fact, 60% of the basis signals have
center frequencies below 1 kHz, which may indicate the importance of low-frequency resolution
for accurate speech separation.
2.2 Conv-TasNet: Surpassing Ideal Magnitude Time-frequency Masking
While LSTM-TasNet already outperformed multiple frequency-domain speech separation meth-
ods in both causal and noncausal implementations, the use of the deep LSTM separation mod-
ule significantly limited its applicability. First, choosing smaller window size L in the encoder
increases the length of the mixture hidden representations T̂ , which makes the training of the
stacked LSTM module unmanageable. Second, the large number of parameters in the deep LSTM
module significantly increases its computational cost and limits its applicability to low-resource,
low-power platforms such as wearable hearing devices. The third problem is caused by the long
temporal dependencies of LSTM networks which often results in inconsistent separation accu-
racy, for example, when changing the starting point of the mixture. To alleviate the limitations
of LSTM-TasNet, a fully-convolutional TasNet (Conv-TasNet) is proposed here that uses a convo-
lutional network for the separation module. Motivated by the success of temporal convolutional
network (TCN) models [124], [149], [179], Conv-TasNet uses stacked dilated 1-D convolutional
blocks to replace the deep LSTM networks for the separation step. The use of convolution allows
parallel processing on consecutive frames or segments to greatly speed up the separation process
and also significantly reduces the model size. To further decrease the number of parameters and
the computational cost, the original convolution operation is substituted with depthwise separable
convolution [115], [144]. With these modifications, Conv-TasNet significantly increases the sep-
aration accuracy over the LSTM-TasNet in both causal and noncausal configurations. Moreover,
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the separation accuracy of Conv-TasNet surpasses the performance of ideal magnitude T-F masks,
including the ideal binary mask (IBM [29]), ideal ratio mask (IRM [48], [89]), and Winener filter-
like mask (WFM [98]) in both signal-to-distortion ratio (SDR) and subjective (mean opinion score,
MOS) measures.
2.2.1 Modifications upon LSTM-TasNet
The general system pipeline of Conv-TasNet follows the design of LSTM-TasNet except for
two main modifications. The first one is on the design of the separation module, where a TCN is
used instead of the stacked LSTM layers in LSTM-TasNet. TCN was proposed as a replacement
for RNNs in various sequence modeling tasks. Each layer in a TCN consists of 1-D convolutional
blocks with increasing dilation factors. The dilation factors increase exponentially to ensure a
sufficiently large temporal context window to take advantage of the long-range dependencies of
the speech signal. In Conv-TasNet, M convolutional blocks with dilation factors 1, 2, 4, . . . , 2M−1
are repeated R times. The input to each block is zero padded accordingly to ensure the output
length is the same as the input. The output of the TCN is passed to a convolutional block with
kernel size 1 (1 × 1−conv block, also known as pointwise convolution) for mask estimation. The
1 × 1−conv block together with a nonlinear activation function estimates the C multiplicative
masks as in LSTM-TasNet.
The design of the 1-D convolutional blocks follows [130], where a residual path and a skip-
connection path are applied: the residual path of a block serves as the input to the next block, and
the skip-connection paths for all blocks are summed up and used as the output of the TCN. To
further decrease the number of parameters, depthwise separable convolution (S-conv(·)) is used to
replace standard convolution in each convolutional block. Depthwise separable convolution (also
referred to as separable convolution) has proven effective in image processing tasks [115], [144]
and neural machine translation tasks [147]. The depthwise separable convolution operator decou-
ples the standard convolution operation into two consecutive operations, a depthwise convolution
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(D-conv(·)) followed by pointwise convolution (1× 1−conv(·)):
D-conv(Y,K) = concat(yj ~ kj), j = 1, . . . , N (2.9)
S-conv(Y,K,L) = D-conv(Y,K) ~ L (2.10)
where Y ∈ RG×M is the input to S-conv(·), K ∈ RG×P is the convolution kernel with size P ,
yj ∈ R1×M and kj ∈ R1×P are the rows of matrices Y and K, respectively, L ∈ RG×H×1 is
the convolution kernel with size 1, and ~ denotes the convolution operation. In other words, the
D-conv(·) operation convolves each row of the input Y with the corresponding row of matrix K,
and the 1 × 1−conv block linearly transforms the feature space. In comparison with the standard
convolution with kernel size K̂ ∈ RG×H×P , depthwise separable convolution only contains G ×
P +G×H parameters, which decreases the model size by a factor of H×P
H+P
≈ P when H  P .
A nonlinear activation function and a normalization operation are added after both the first
1 × 1-conv and D-conv blocks respectively. The nonlinear activation function is the parametric
rectified linear unit (PReLU) [99]:
PReLU(x) =

x, ifx ≥ 0
αx, otherwise
(2.11)
where α ∈ R is a trainable scalar controlling the negative slope of the rectifier. The choice of the
normalization method in the network depends on the causality requirement. For noncausal config-
uration, a global layer normalization (gLN) operation is introduced to utilize the global sequence
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information across both the channel and time dimensions:
gLN(F) =
F− E[F]√
V ar[F] + ε













where F ∈ RN×T is a sequential feature, γ, β ∈ RN×1 are trainable parameters, and ε is a small
constant for numerical stability. This is identical to the standard layer normalization applied in
computer vision models where the channel and time dimension correspond to the width and height
dimension in an image [114]. In causal configuration, gLN cannot be applied since it relies on
the future values of the signal at any time step. Instead, a cumulative layer normalization (cLN)
operation is designed operation to perform step-wise normalization:
cLN(fk) =
fk − E[f t≤k]√
V ar[f t≤k] + ε












(f t≤k − E[f t≤k])2 (2.17)
where fk ∈ RN×1 is the k-th frame of the entire feature F, f t≤k ∈ RN×k corresponds to the feature
of k frames [f1, . . . , fk], and γ, β ∈ RN×1 are trainable parameters applied to all frames. To ensure
that the separation module is invariant to the scaling of the input, the selected normalization method
is applied to the encoder output w before it is passed to the separation module.
At the beginning of the separation module, a linear 1 × 1-conv block is added as a bottleneck
layer. This block determines the number of channels in the input and residual path of the subse-
quent convolutional blocks. For instance, if the linear bottleneck layer has B channels, then for
a 1-D convolutional block with H channels and kernel size P , the size of the kernel in the first
1× 1-conv block and the first D-conv block should be O ∈ RB×H×1 and K ∈ RH×P respectively,
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and the size of the kernel in the residual paths should be LRs ∈ RH×B×1. The number of output
channels in the skip-connection path can be different than B and is denoted as LSc ∈ RH×Sc×1.
Figure 2.3 shows the flowchart of the entire system as well as the design of the 1-D convolutional
blocks.
Figure 2.3: (A): The block diagram of Conv-TasNet, which follows the encoder-separator-decoder
design of LSTM-Tasnet. (B): The flowchart of Conv-TasNet. A linear encoder and decoder
model the waveforms and a temporal convolutional network (TCN) separation module estimates
the masks based on the encoder output. Different colors in the 1-D convolutional blocks in TCN
denote different dilation factors. (C): The design of the 1-D convolutional block. Each block con-
sists of a 1 × 1-conv operation followed by a depthwise convolution (D − conv) operation, with
nonlinear activation function and normalization added between each two convolution operations.
Two linear 1×1−conv blocks serve as the residual path and the skip-connection path respectively.
The second difference is the design of the encoder and the nonlinearity function in the mask
estimation layer of the separation module. LSTM-TasNet used a gated nonlinear encoder in order
to ensure that the mixture hidden representations are nonnegative. Moreover, the Softmax nonlin-
ear function was used in as the activation function in the mask estimation layer in LSTM-TasNet to
follow the unit-summation assumption in conventional magnitude T-F masks. However, whether
such assumptions are valid and lead to optimal separation performance is unknown. After multiple
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ablation experiments on different choices of the nonlinear functions on the encoder and the mask
estimation layer, a linear encoder and a Sigmoid nonlinear function for the mask estimation layer
are selected for the Conv-TasNet. Details will be introduced in the following section.
2.2.2 Experiment Configurations and Results
Conv-TasNet is also evaluated on the benchmark WSJ0-2mix dataset for a fair comparison
with the LSTM-TasNet as well as other models. Moreover, the WSJ0-3mix dataset is also used for
three-speaker separation task. All models are trained for 100 epochs on 4-second long utterances
with a initial learning rate of 1e−3. The learning rate is halved if the accuracy of validation set is
not improved in 3 consecutive epochs. Negative SI-SDR is used as the training objective. Adam
[83] is used as the optimizer. A 50% stride size is used in the encoder and decoder (i.e. 50%
overlap between consecutive windows). Gradient clipping with maximum L2-norm of 5 is applied
during training. The hyperparameters of the network are shown in table 2.2.
To better evaluate the models, scale-invariant signal-to-distortion ratio improvement (SI-SDRi)
and signal-to-distortion ratio improvement (SDRi) [35] are used as objective measures of sepa-
ration performance, and perceptual evaluation of subjective quality (PESQ, [16]) and the mean
opinion score (MOS) [335] are used as the subjective measures. MOS are obtained by asking 40
normal hearing subjects to rate the quality of the separated mixtures. All human testing procedures
were approved by the local institutional review board (IRB) at Columbia University in the City of
New York.
Table 2.2: Hyperparameters of the network.
Symbol Description
N Number of basis kernels in encoder and decoder
L Window length (in samples)
B Number of channels in bottleneck and the residual paths’ 1× 1-conv blocks
Sc Number of channels in skip-connection paths’ 1× 1-conv blocks
H Number of channels in convolutional blocks
P Kernel size in convolutional blocks
X Number of convolutional blocks in each repeat
R Number of repeats
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The first experiment on the configurations of Conv-TasNet is the nonnegativity of the encoder.
The non-negativity of the encoder output was enforced in [201] using a gated operation with ReLU
and Sigmoid nonlinear functions. This constraint was based on the assumption that the masking
operation on the encoder output is only meaningful when the mixture and target waveforms can be
represented with a nonnegative combination of the basis functions, since an unbounded encoder
representation may result in unbounded masks. However, by removing the nonlinear function
in the encoder, another assumption can be made: with an unbounded but highly overcomplete
representation of the mixture, a set of nonnegative masks can still be found to reconstruct the clean
sources. In this case, only U is used in the encoder and V is discarded, and the overcompleteness
of the representation, i.e. the ratio between N and L, becomes crucial. If there exist only a unique
weight feature for the mixture as well as for the sources, the non-negativity of the mask cannot be
guaranteed. Also note that in both assumptions, there is no constraint on the relationship between
the encoder and decoder basis functions U and P, meaning that they are not forced to reconstruct
the mixture signal perfectly. One way to explicitly ensure the autoencoder property is by choosing
P to be the pseudo-inverse of U (i.e. least square reconstruction). The choice of encoder/decoder
design affects the mask estimation: in the case of an autoencoder, the unit summation constraint
must be satisfied; otherwise, the unit summation constraint is not strictly required. To illustrate
this point, there are five possible encoder-decoder configurations:
1. Linear encoder with its pseudo-inverse (Pinv) as decoder, i.e. w = x(PTP)−1PT and x̂ =
wP, with Softmax function for mask estimation.
2. Linear encoder and decoder where w = xU and x̂ = wP, with Softmax or Sigmoid function
for mask estimation.
3. Encoder with ReLU activation and linear decoder where w = ReLU(xU) and x̂ = wP,
with Softmax or Sigmoid function for mask estimation.
Separation performance of different configurations in table 2.3 shows that pseudo-inverse autoen-
coder leads to the worst performance, indicating that an explicit autoencoder configuration does
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not necessarily improve the separation score in this framework. The performance of all other con-
figurations is comparable. Because linear encoder and decoder with Sigmoid function achieves a
slightly better accuracy over other methods, this configuration is used in all the following experi-
ments.
Table 2.3: Separation performance for different system configurations. SI-SDRi and SDRi are
reported on decibel scale.










The second experiment on the network configuration is on the effect of hyperparameters on the
overall performance. Table 2.4 shows the performance of the systems with different parameters,
from which several observations can be made:
(i) Encoder/decoder: Increasing the number of basis signals N in the encoder/decoder increases
the overcompleteness of the basis signals and improves the performance.
(ii) Hyperparameters in the 1-D convolutional blocks: A possible configuration consists of a
small bottleneck size B and a large number of channels in the convolutional blocks H .
This matches the observation in [207], where the ratio between the convolutional block and
the bottleneck H/B was found to be best around 5. Increasing the number of channels in
the skip-connection block improves the performance while greatly increases the model size.
Therefore, a small skip-connection block is selected as a trade-off between performance and
model size.
(iii) Number of 1-D convolutional blocks: When the receptive field is the same, deeper networks
lead to better performance, possibly due to the increased model capacity.
(iv) Size of receptive field: Increasing the size of receptive field leads to better performance,
which shows the importance of sequence modeling in the speech signal.
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(v) Length of each segment: Shorter segment length consistently improves performance. Note




= 0.002s), which makes it
very difficult to train a deep LSTM network with the same L due to the large number of time
steps in the encoder output.
(vi) Causality: Using a causal configuration leads to a significant drop in the performance. This
drop could be due to the causal convolution and/or the layer normalization operations.
Table 2.4: The effect of different configurations in Conv-TasNet. “Norm” stands for the normal-
ization method and “RF” stands for the receptive field. SI-SDRi and SDRi are reported on decibel
scale.
N L B H Sc P X R Norm Causal RF (s) Size SI-SDRi SDRi
128 40 128 256 128 3 7 2 gLN × 1.28 1.5M 13.0 13.3
256 40 128 256 128 3 7 2 gLN × 1.28 1.5M 13.1 13.4
512 40 128 256 128 3 7 2 gLN × 1.28 1.7M 13.3 13.6
512 40 128 256 256 3 7 2 gLN × 1.28 2.4M 13.0 13.3
512 40 128 512 128 3 7 2 gLN × 1.28 3.1M 13.3 13.6
512 40 128 512 512 3 7 2 gLN × 1.28 6.2M 13.5 13.8
512 40 256 256 256 3 7 2 gLN × 1.28 3.2M 13.0 13.3
512 40 256 512 256 3 7 2 gLN × 1.28 6.0M 13.4 13.7
512 40 256 512 512 3 7 2 gLN × 1.28 8.1M 13.2 13.5
512 40 128 512 128 3 6 4 gLN × 1.27 5.1M 14.1 14.4
512 40 128 512 128 3 4 6 gLN × 0.46 5.1M 13.9 14.2
512 40 128 512 128 3 8 3 gLN × 3.83 5.1M 14.5 14.8
512 32 128 512 128 3 8 3 gLN × 3.06 5.1M 14.7 15.0
512 16 128 512 128 3 8 3 gLN × 1.53 5.1M 15.3 15.6
512 16 128 512 128 3 8 3 cLN X 1.53 5.1M 10.6 11.0
Table 2.5 compares the performance of the best configuration of Conv-TasNet with other state-
of-the-art methods on the same WSJ0-2mix dataset. For all systems, the best reported results in
the literature are listed. The numbers of parameters in different methods are based on reimple-
mentations, except for [194] which is provided by the authors. The missing values in the table
are either because the numbers were not reported in the study or because the results were calcu-
lated with a different STFT configuration. The previous LSTM-TasNet model is denoted by the
(B)LSTM-TasNet. While the BLSTM-TasNet already outperformed IRM and IBM, the noncausal
Conv-TasNet significantly surpasses the performance of all three ideal T-F masks in SI-SDRi and
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SDRi metrics with a significantly smaller model size comparing with all previous methods. Ta-
ble 2.6 further compares the performance of Conv-TasNet with those of other systems on the
WSJ0-3mix dataset for three-speaker separation task. The noncausal Conv-TasNet system signif-
icantly outperforms all previous STFT-based systems in SDRi. While there is no prior result on
a causal algorithm for three-speaker separation, the causal Conv-TasNet significantly outperforms
even the other two noncausal STFT-based systems [123], [148].
Table 2.5: Comparison between Conv-TasNet and other methods on WSJ0-2mix dataset. SI-SDRi
and SDRi are reported on decibel scale.
Method Size Causal SI-SDRi SDRi
DPCL++ [123] 13.6M × 10.8 –
uPIT-BLSTM-ST [148] 92.7M × – 10.0
DANet [140] 9.1M × 10.5 –
ADANet [198] 9.1M × 10.4 10.8
cuPIT-Grid-RD [222] 47.2M × – 10.2
CBLDNN-GAT[194] 39.5M × – 11.0
Chimera++ [218] 32.9M × 11.5 12.0
WA-MISI-5 [220] 32.9M × 12.6 13.1
BLSTM-TasNet [200] 23.6M × 13.2 13.6
Conv-TasNet-gLN 5.1M × 15.3 15.6
uPIT-LSTM [148] 46.3M X – 7.0
LSTM-TasNet [200] 32.0M X 10.8 11.2
Conv-TasNet-cLN 5.1M X 10.6 11.0
IRM – – 12.2 12.6
IBM – – 13.0 13.5
WFM – – 13.4 13.8
Table 2.6: Comparison between Conv-TasNet and other systems on WSJ0-3mix dataset. SI-SDRi
and SDRi are reported on decibel scale.
Method Size Causal SI-SDRi SDRi
DPCL++ [123] 13.6M × 7.1 –
uPIT-BLSTM-ST [148] 92.7M × – 7.7
DANet [140] 9.1M × 8.6 8.9
ADANet [198] 9.1M × 9.1 9.4
Conv-TasNet-gLN 5.1M × 12.7 13.1
Conv-TasNet-cLN 5.1M X 7.8 8.2
IRM – – 12.5 13.0
IBM – – 13.2 13.6
WFM – – 13.6 14.0
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The third experiment is on the joint subjective and objective evaluations of Conv-TasNet. Ta-
ble 2.7 shows the PESQ score for Conv-TasNet and IRM, IBM, and WFM, where IRM has the
highest score for both WSJ0-2mix and WSJ0-3mix dataset. However, since PESQ aims to predict
the subjective quality of speech, human quality evaluation can be considered as the ground truth.
Therefore, a psychophysics experiment is conducted in which 40 normal hearing subjects are asked
to listen and rate the quality of the separated speech sounds. Because of the practical limitations of
human psychophysics experiments, the subjective comparison of Conv-TasNet is restricted to the
ideal ratio mask (IRM) which has the highest PESQ score among the three ideal masks (table 2.7).
25 two-speaker mixture sounds as well as their separation output were randomly selected from the
two-speaker test set (WSJ0-2mix). To avoid a possible selection bias, the average PESQ scores for
the IRM and Conv-TasNet separated sounds for the selected 25 samples were ensured to equal to
the average PESQ scores over the entire test set (comparison of tables 2.7 and 2.8). The length of
each utterance was constrained to be within 0.5 standard deviation of the mean of the entire test
set. The subjects were asked to rate the quality of the clean utterances, the IRM-separated utter-
ances, and the Conv-TasNet separated utterances on the scale of 1 to 5 (1: bad, 2: poor, 3: fair, 4:
good, 5: excellent). A clean utterance was first given as the reference for the highest possible score
(i.e. 5). Then the clean, IRM, and Conv-TasNet samples were presented to the subjects in random
order. The mean opinion score (MOS) of each of the 25 utterances was then averaged over the 40
subjects.
Figure 2.4 and table 2.8 show the result of the human subjective quality test, where the MOS
for Conv-TasNet is significantly higher than the MOS for the IRM (p < 1e − 16, t-test). In
addition, the superior subjective quality of Conv-TasNet over IRM is consistent across most of
the 25 test utterances as shown in figure 2.4 (C). This observation shows that PESQ consistently
underestimates MOS for Conv-TasNet separated utterances, which may be due to the dependence
of PESQ on the magnitude spectrogram of speech [16] which could produce lower scores for time-
domain approaches.
The fourth experiment is on the sensitivity of LSTM-TasNet and Conv-TasNet on the mixture
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IRM IBM WFM Conv-TasNet
WSJ0-2mix 3.74 3.33 3.70 3.24
WSJ0-3mix 3.52 2.91 3.45 2.61
Table 2.8: Mean opinion score (MOS, N=40) and PESQ for the 25 random selected utterances





Figure 2.4: Subjective and objective quality evaluation of separated utterances in WSJ0-2mix. (A):
The mean opinion scores (MOS, N = 40) for IRM, Conv-TasNet and the clean utterance. Conv-
TasNet significantly outperforms IRM (p < 1e− 16, t-test). (B): PESQ scores are higher for IRM
compared to the Conv-TasNet (p < 1e − 16, t-test). Error bars indicate standard error (STE) (C):
MOS versus PESQ for individual utterances. Each dot denotes one mixture utterance, separated
using the IRM (blue) or Conv-TasNet (red). The subjective ratings of almost all utterances for
Conv-TasNet are higher than their corresponding PESQ scores.
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starting point. Unlike language processing tasks where sentences have determined starting words,
it is difficult to define a general starting sample or frame for speech separation and enhancement
tasks. A robust audio processing system should therefore be insensitive to the starting point of
the mixture. However, it has been empirically found that the performance of the causal LSTM-
TasNet is very sensitive to the exact starting point of the mixture, which means that shifting the
input mixture by several samples may adversely affect the separation accuracy. Here, a systematic
examination on the robustness of LSTM-TasNet and causal Conv-TasNet to the starting point of
the mixture is done by evaluating the separation performance for each mixture in the WSJ0-2mix
test set with different sample shifts of the input. A shift of s samples corresponds to starting
the separation at sample s instead of the first sample. Figure 2.5 (A) shows the performance
of both systems on the same example mixture with different values of input shift. Unlike LSTM-
TasNet, the causal Conv-TasNet performs consistently well for all shift values of the input mixture.
Moreover, the overall robustness for the entire test set are measured by the standard deviation of
SDRi in each mixture with shifted mixture inputs similar to figure 2.5 (A). The box plots of all
the mixtures in the WSJ0-2mix test set in figure 2.5 (B) show that causal Conv-TasNet performs
consistently better across the entire test set, which confirms the robustness of Conv-TasNet to
variations in the starting point of the mixture. One explanation for this inconsistency may be due to
the sequential processing constraint in LSTM-TasNet which means that failures in previous frames
can accumulate and affect the separation performance in all following frames, while the decoupled
processing of consecutive frames in Conv-TasNet alleviates the effect of occasional error.
Finally, a visualization can be made on all the intermediate outputs as well as the linear en-
coder and decoder weights in Conv-TasNet. Figure 2.6 visualizes all the internal variables of
Conv-TasNet for one example mixture sound with two overlapping speakers (denoted by red and
blue). The encoder and decoder basis functions are sorted by the similarity of the Euclidean dis-
tance of the basis functions found using the unweighted pair group method with arithmetic mean
(UPGMA) method [1]. The basis functions show a diversity of frequency and phase tuning. The
representation of the encoder is colored according to the power of each speaker at the correspond-
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Figure 2.5: (A): SDRi of an example mixture separated using LSTM-TasNet and causal Conv-
TasNet as a function of the starting point in the mixture. The performance of Conv-TasNet is
considerably more consistent and insensitive to the start point. (B): Standard deviation of SDRi
across all the mixtures in the WSJ0-2mix test set with varying starting points.
ing basis output at each time point, demonstrating the sparsity of the encoder representation. As
can be seen in figure 2.6, the estimated masks for the two speakers highly resemble their encoder
representations, which allows for the suppression of the encoder outputs that correspond to the
interfering speaker and the extraction of the target speaker in each mask. The separated wave-
forms for the two speakers are estimated by the linear decoder, whose basis functions are shown in
figure 2.6. The separated waveforms are shown on the right.
To better understand the properties of the basis functions, the frequency responses of the filters
are shown in figure 2.7 for the best noncausal Conv-TasNet, sorted in the same way as figure 2.6.
The magnitudes of the FFTs for each filter are also shown in the same order. As seen in the figure,
the majority of the filters are tuned to lower frequencies. In addition, it shows that filters with the
same frequency tuning express various phase values for that frequency. This observation can be
seen by the circular shift of the low-frequency basis functions. This result suggests an important
role for low-frequency features of speech such as pitch as well as explicit encoding of the phase
information to achieve superior speech separation performance.
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Figure 2.6: Visualization of the encoder and decoder basis functions, encoder representation, and
source masks for a sample 2-speaker mixture. The speakers are shown in red and blue. The encoder
representation is colored according to the power of each speaker at each basis function and point
in time. The basis functions are sorted according to their Euclidean similarity and show diversity
in frequency and phase tuning.
Figure 2.7: Visualization of encoder and decoder basis functions and the magnitudes of their FFTs.
The basis functions are sorted based on their pairwise Euclidean similarity.
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2.3 DPRNN-TasNet: Stronger Long Sequence Modeling Ability
Conv-TasNet showed that improved separation performance can be achieved by using smaller
window size L. However, a smaller window comes at the cost of a significantly longer mixture
hidden representation [234], [243]. This poses an additional challenge as the sequential modeling
networks in LSTM-TasNet and Conv-TasNet might both have difficulties on learning such long-
term temporal dependency [196]. Moreover, unlike RNNs that have dynamic receptive fields,
TCNs with fixed receptive fields that are smaller than the sequence length are not able to fully
utilize the sequence-level dependency [179].
Dual-path RNN (DPRNN) is introduced here to replace TCN and tackle the aforementioned
issue in long sequence modeling. DPRNN organizes any kinds of RNN layers to model long se-
quential inputs in a very simple way. The intuition is to split the input sequence into shorter chunks
and interleave two RNNs, an intra-chunk RNN and an inter-chunk RNN, for local and global mod-
eling, respectively. In a DPRNN block, the intra-chunk RNN first processes the local chunks
independently, and then the inter-chunk RNN aggregates the information from all the chunks to
perform utterance-level processing. For a sequential input of length T̂ , DPRNN with chunk size
K and chunk hop size P contains S chunks, where K and S corresponds to the input lengths for
the inter- and intra-chunk RNNs, respectively. When K ≈ S, the two RNNs have a sublinear
input length (O(
√
T̂ )) as opposed to the original input length (O(T̂ )), which greatly decreases the
optimization difficulty that arises when T̂ is extremely large.
2.3.1 Modifications upon Conv-TasNet
The only difference between DPRNN-TasNet and Conv-TasNet is the use of DPRNN instead
of TCN. A DPRNN consists of three stages: segmentation, block processing, and overlap-add.
The segmentation stage splits a sequential input into overlapped chunks and concatenates all the
chunks into a 3-D tensor. The tensor is then passed to stacked DPRNN blocks to iteratively apply
local (intra-chunk) and global (inter-chunk) modeling in an alternate fashion. The output from the
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last layer is transformed back to a sequential output with overlap-add method. Figure 2.8 shows






















Figure 2.8: System flowchart of dual-path RNN (DPRNN). (A) The segmentation stage splits a
sequential input into chunks with or without overlaps and concatenates them to form a 3-D tensor.
In the implementation, the overlap ratio is set to 50%. (B) Each DPRNN block consists of two
RNNs that have recurrent connections in different dimensions. The intra-chunk bi-directional
RNN is first applied to individual chunks in parallel to process local information. The inter-chunk
RNN is then applied across the chunks to capture global dependency. Multiple blocks can be
stacked to increase the total depth of the network. (C) The 3-D output of the last DPRNN block is
converted back to a sequential output by performing overlap-add on the chunks.
For a sequential input W ∈ RN×T̂ where N is the feature dimension and T̂ is the number of
time steps, the segmentation stage splits W into chunks of length K and hop size P . The first and
last chunks are zero-padded so that every sample in W appears and only appears in K/P chunks,
generating S equal size chunks Ds ∈ RN×K , s = 1, . . . , S. All chunks are then concatenated
together to form a 3-D tensor T = [D1, . . . ,DS] ∈ RN×K×S .
The segmentation output T is then passed to the stack of B DPRNN blocks. Each block
transforms an input 3-D tensor into another tensor with the same shape. Denote the input tensor
for block b = 1, . . . , B as Tb ∈ RN×K×S , where T1 = T. Each block contains two sub-modules
corresponding to intra- and inter-chunk processing, respectively. The intra-chunk RNN is always
bi-directional and is applied to the second dimension of Tb, i.e., within each of the S blocks:
Ub = [fb(Tb[:, :, i]), i = 1, . . . , S] (2.18)
where Ub ∈ RH×K×S is the output of the RNN, fb(·) is the mapping function defined by the RNN,
and Tb[:, :, i] ∈ RN×K is the sequence defined by chunk i. A linear fully-connected (FC) layer is
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then applied to transform the feature dimension of Ub back to that of Tb
Ûb = [GUb[:, :, i] + m, i = 1, . . . , S] (2.19)
where Û ∈ RN×K×S is the transformed feature, G ∈ RN×H and m ∈ RN×1 are the weight
and bias of the FC layer, respectively, and Ub[:, :, i] ∈ RH×K represents chunk i in Ub. Layer
normalization (LN) [114] is then applied to Û, which is empirically found to be important for the




 z + r (2.20)
(2.21)
where z, r ∈ RN×1 are the rescaling factors, ε is a small positive number for numerical stability,





















(Ûb[i, j, s]− µ(Ûb))2 (2.23)
A residual connection is then added between the output of LN operation and the input Tb:
T̂b = Tb + LN(Ûb) (2.24)
T̂b is then served as the input to the inter-chunk RNN sub-module, where the RNN is applied to
the last dimension, i.e. the aligned K time steps in each of the S blocks:
Vb = [hb(T̂b[:, i, :]), i = 1, . . . , K] (2.25)
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where Vb ∈ RH×K×S is the output of RNN, hb(·) is the mapping function defined by the RNN,
and T̂b[:, i, :] ∈ RN×S is the sequence defined by the i-th time step in all S chunks. As the intra-
chunk RNN is bi-directional, each time step in T̂b contains the entire information of the chunk it
belongs to, which allows the inter-chunk RNN to perform fully sequence-level modeling. As with
the intra-chunk RNN, a linear FC layer and the LN operation are applied on top of Vb. A residual
connection is also added between the output and T̂b to form the output for DPRNN block b. For
b < B, the output is served as the input to the next block Tb+1.
Denote the output of the last DPRNN block as TB+1 ∈ RN×K×S . To transform it back to a
sequence, the overlap-add method is applied to the S chunks to form output Q ∈ RN×T̂ .
Simple analysis on the complexity of DPRNN can be made. Consider the sum of the input
sequence lengths for the intra- and inter-chunk RNNs in a single block denoted byK+S where the
hop size is set to be 50% (i.e. P = K/2) as in Figure 2.8. It is simple to see that S = d2T̂ /Ke+ 1
where d·e is the ceiling function. To achieve minimum total input lengthK+S = K+d2T̂ /Ke+1,
K should be selected such that K ≈
√
2T̂ , and then S also satisfies S ≈
√
2T̂ ≈ K. This gives a
sublinear input length (O(
√
L)) rather than the original linear input length (O(T̂ )).
Compared with other approaches for arranging local and global RNN layers, or more general
the hierarchical RNNs that perform sequence modeling in multiple time scales [108], [116], [129],
[138], [145], [177], the stacked DPRNN blocks iteratively and alternately perform the intra- and
inter-chunk operations, which can be treated as an interleaved processing between local and global
inputs. Moreover, the first RNN layer in most hierarchical RNNs still receives the entire input
sequence, while in stacked DPRNN each intra- or inter-chunk RNN receives the same sublinear
input size across all blocks. Compared with CNN-based architectures such as TCNs that only
perform local modeling due to the fixed receptive fields [239], [243], [315], DPRNN is able to
fully utilize global information via the inter-chunk RNNs.
For tasks that require online processing, the inter-chunk RNN can be made uni-directional,
scanning from the first up to the current chunks. The later chunks can still utilize the information
from all previous chunks, and the minimal system latency is thus defined by the chunk size K.
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This is unlike standard CNN-based models that can only perform local processing due to the fixed
receptive field or conventional RNN-based models that perform frame-level instead of chunk-level
modeling.
2.3.2 Experiment Configurations and Results
DPRNN-TasNet is again evaluated on the benchmark WSJ0-2mix dataset with the identical
configuration with Conv-TasNet. The same encoder and decoder design as in [243] is used, where
the number of basis kernels N is set to be 64. As for the separator, the proposed deep DPRNN
is compared with the optimally configured TCN in the best Conv-TasNet model, and 6 DPRNN
blocks using BLSTM [11] as the intra- and inter-chunk RNNs with 128 hidden units in each di-
rection are applied for all experiments. The chunk size K for DPRNN is defined empirically
according to the length of the front-end representation such that K ≈
√
2T̂ in the training set.
The first experiment compares the performance of TCN and different configurations of DPRNN
and the results are shown in table 2.9. Simply replacing TCN by DPRNN improves the separa-
tion performance by 4.6% with a 49% smaller model size, which proves the superiority of the
proposed local-global modeling to the previous CNN-based local-only modeling. Moreover, the
performance can be consistently improved by further decreasing the window length L (and the
hop size as a consequence) in the encoder and decoder. The best performance is obtained when the
filter length is 2 samples with an encoder output of more than 30000 frames. This can be extremely
hard or even impossible for standard RNNs or CNNs to model, while with the proposed DPRNN
the use of such a short window size becomes possible and achieves the best performance.
Table 2.10 compares the DPRNN-TasNet with other previous systems on WSJ0-2mix. With
2-sample window size, DPRNN-TasNet achieves a new record on SI-SDRi with a 20 times smaller
model than FurcaNeXt [315], the previous state-of-the-art system. The small model size and the
superior performance of DPRNN-TasNet indicate that speech separation on WSJ0-2mix dataset
can be solved without using enormous or complex models, revealing the need for using more
challenging and realistic datasets in future research.
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Table 2.9: Comparison of Conv-TasNet and different configurations of DPRNN-TasNet. SI-SDRi
and SDRi are reported on decibel scale.
Separator network Size L K SI-SDRi SDRi
TCN 5.1M 16 – 15.2 15.5
DPRNN 2.6M
16 100 16.0 16.2
8 150 17.0 17.3
4 200 17.9 18.1
2 250 18.8 19.0
Table 2.10: Comparison with other methods on WSJ0-2mix. SI-SDRi and SDRi are reported on
decibel scale.
Method Size SI-SDRi SDRi
DPCL++ [123] 13.6M 10.8 –
uPIT-BLSTM-ST [148] 92.7M – 10.0
ADANet [198] 9.1M 10.4 10.8
WA-MISI-5 [220] 32.9M 12.6 13.1
Conv-TasNet-gLN [243] 5.1M 15.3 15.6
Sign Prediction Net [255] 55.2M 15.3 15.6
Deep CASA [239] 12.8M 17.7 18.0
FurcaNeXt [315] 51.4M – 18.4
DPRNN-TasNet 2.6M 18.8 19.0
Beyond evaluation metrics on signal quality, the effect of speech separation on the speech
recognition systems is also evaluated here. A conventional hybrid speech recognition system
trained only on single-speaker data is used as the ASR backend, which is trained on large-scale
single-speaker noisy reverberant speech collected from various sources [260]. Table 2.11 com-
pares Conv-TasNet and DPRNN-TasNet models with a 2-ms window (32 samples with 16 kHz
sample rate). The results show that DPRNN-TasNet significantly outperforms Conv-TasNet in
both SI-SDRi and WER, proving the superiority of DPRNN even under challenging noisy and
reverberant conditions. This further indicates that DPRNN can replace conventional sequential
modeling modules across a range of tasks and scenarios.
2.4 Discussions
The TasNet series of networks provide a standard pipeline for time-domain source separation
systems. The encoder-separator-decoder design matches both the conventional frequency-domain
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Table 2.11: SI-SDRi and WER results for noisy reverberant separation and recognition task. Win-
dow size is set to 32 samples for both models, and the chunk size is set to 100 frames for DPRNN-
TasNet. WER is calculated for both separated speakers.
Separator network Size SI-SDRi WER
TCN 5.1M 7.6 28.7
DPRNN 2.6M 8.4 25.9%
Noise-free reverberant speech – – 9.1%
systems and the newly proposed time-domain systems, where the difference mainly lies on the
operation selected in the encoder and decoder. Frequency-domain systems can also be trained with
time-domain training objectives to form an end-to-end pipeline by treating STFT and its inverse as
encoder and decoder and backpropagating together with the separator.
TasNet, as well as its extensions, can be applied to the separation of a wide range of nonspeech
signals. For example, TasNet has been applied to the separation of vocal and instrumental tracks,
seismic signals [297], electrocardiograms signals, and environmental sounds. The successful ap-
plications of TasNet on these topics show that advances in speech separation models have great
potential to reform the development of source separation systems in other domains and eventually
towards a universal source separation system.
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Chapter 3: Multi-channel System: Filter-and-sum Network
In this chapter I will introduce a time-domain multi-channel system, the filter-and-sum network
(FaSNet), for multi-channel source separation. The concept of neural beamformers has been dis-
cussed and reviewed in Chapter 1.2, where a neural network is used to enhance the spatial filtering
process or even directly learn the spatial filters. The intuition of FaSNet is to replace the frequency-
domain spatial filtering process with a time-domain process, where the time-domain spatial filters
are directly learned by a neural network. However, there are two main differences compared with
the frequency-domain beamformers: first, FaSNet performs adaptive filter-and-sum beamforming
at frame-level, while conventional frequency-domain neural beamformers perform utterance-level
beamforming; second, FaSNet moves all the operations to time domain.
According to how the filter-and-sum operation is defined and how the filters are estimated,
three versions of FaSNet have been proposed: the two-stage FaSNet [241] was the first version of
FaSNet that performed a two-stage spatial filtering process in time domani, the TAC-FaSNet [286]
was the second version that achieved full invariance to microphone array configurations, which
was specially designed for ad-hoc array applications; the iFaSNet [289] was the third version of
FaSNet that defined the filter-and-sum operation in a hidden representation space instead of the
waveforms with improved cross-channel feature extraction.
3.1 Two-stage FaSNet: Time-domain Adaptive Beamforming
Prior to the two-stage FaSNet, all neural beamformers were applied in frequency domain with
an explicit formulation of a selected beamformer, e.g., MVDR or GEV beamformer. The two-stage
FaSNet performs end-to-end time-domain adaptive beamforming with two stages: the first stage
selects a reference microphone and estimates its beamforming filters for all the target sources, and
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the second stage utilizes the outputs from the first stage to estimate the beamforming filters for
the remaining channels. The outputs from the first and second stages are summed to generate
the final separation outputs. Intuitively, the first stage in the two-stage FaSNet can be treated as
a pre-separation single-channel separation process with additional cross-channel features, and the
second stage can be viewed as a target speaker extraction process with each of the separated outputs
in the first stage.
3.1.1 System Pipeline
The problem of frame-level time-domain filter-and-sum beamforming is defined as estimating a
set of time-domain filters for a microphone array of N ≥ 2 microphones, such that the summation
of the filtered signals of all microphones provides the best estimation of a signal of interest in a
selected reference microphone. The signals xi are first split at each microphone into frames of L
samples with a hop size of H ∈ [0, L− 1] samples
xit = x
i[tH : tH + L− 1], t ∈ Z, i = 1, . . . , N (3.1)
where t is the frame index, i is the index of the microphone and the operation x[a : b] selects the
values of vector x from index a to index b. To account for the time-difference of arrival (TDOA) of
the signal of interest at different microphones, the filter-and-sum operation is applied on a context







where ŷt ∈ R1×L is the beamformed signal at frame t, x̂it = xi[tH − W : tH + 2W − 1] ∈
R1×(L+2W ) is the context window around xt for microphone i, hit ∈ R1×(2W+1) is the beamforming
filter to be learned for microphone i, and ~ represents the convolution operation. For frames where
tH < W or tH + 2W > l where l is the total length of the signal, zero is padded to the context
windows. The use of context window x̂it is to make sure the model can capture cross-microphone
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delays of ±W samples, since the directions of the sources are always unknown. As shown in
[125], the use of the context window incorporates the estimation of cross-microphone delay into
the learning process of hit. The problem of filter-and-sum beamforming thus becomes estimating
hit given the observations of x
i. For simplicity, the frame index t is dropped in the following
discussions where there is no ambiguity.
The first stage is to calculate the beamforming filter for the reference microphone which
is randomly selected from the array. Motivated by the GCC-PHAT feature [2], [10] in other
frequency-domain beamformers and tasks such as DOA and TDOA estimation, a frame-level nor-
malized cross-correlation (NCC) is calculated as the inter-channel feature. To be specific, let
x̂1 ∈ R1×(L+2W ) be the context window of the signal in the reference microphone, and xi ∈
R1×L, i = 2, . . . , N be the corresponding center frame of all the other microphones with same
index, then the NCC feature, which is defined as the cosine similarity here, is calculated between
x̂1 and xi: 
x̂1j = x̂





, j = 1, . . . , 2W + 1 (3.3)
where f i ∈ R1×(2W+1) is the cosine similarity between reference microphone and microphone i.
The NCC feature contains both the TDOA information and the content-dependent information of
the signal of interest in the reference microphone and the other microphones. In order to combine
the N − 1 such features f i, i = 2, . . . , N for all non-reference microphones in a permutation-free









For channel-specific feature, a linear layer is applied on x1 ∈ R1×L, the center frame of x̂1, to
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create a K-dimensional embedding R1 ∈ R1×K
R1 = x1U (3.5)
where U ∈ RL×K is the weight matrix. R1 is then concatenated with f̄ i and passed to a separation
module to generate C beamforming filters h1c ∈ R1×(2W+1), c = 1, . . . , C where C is the number






where H1(·) is the mapping function defined by the separation module. h1c is then convolved with
x̂1 to generate the beamformed output of source c, ŷ1c ∈ R1×L, for the reference microphone:
ŷ1c = x̂
1 ~ h1c . (3.7)
The second stage is to estimate the beamforming filters hic, i = 2, . . . , N for all remaining
microphones. Using the output of each estimated sources of interest from the first stage ŷ1c as the
cue, a similar procedure as above is applied to all the remaining microphones. For microphone i
with context window x̂i ∈ R1×(L+2W ), the NCC feature is calculated between it and ŷ1c :
x̂ij = x̂







, j = 1, . . . , 2W + 1 (3.8)
An filter extraction module with its corresponding mapping function H2(·) is then used to
generate hic given g
i






Note that all remaining microphones share the same extraction module for each of the target
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sources. The filters hic are then convolved with x̂
i and summed up to ŷ1c to generate the final






x̂i ~ hic (3.10)
Finally, all segments in ŷc are transformed back to the full utterance y∗c ∈ R1×L through the
overlap-and-add operation.
The output of the two-stage FaSNet can also be passed to any single-channel enhancement sys-
tem for further performance improvement. As FaSNet directly generates waveforms, the tandem
system can still be trained end-to-end for either time-domain or frequency-domain objectives.
Similar to the TasNet models, the training objective of FaSNet can still be the negative SI-SDR
score under the PIT framework. For tasks where frequency-domain output is favored (e.g., ASR














where Yc,Y∗c ∈ RT×F are the magnitude spectrograms of the target and estimated signals respec-
tively, and M ∈ RF×D is the mel-filterbank.
3.1.2 Design of Filter Separation and Extraction Modules
The filter separation module in the first stage and the filter extraction module in the second stage
are both TCN models proposed in the Conv-TasNet model in Chapter 2.2.1. The main difference
with the TCN applied for Conv-TasNet is the design of the output layer. Suppose that {p1c}Cc=1 ∈
R1×K denote the outputs of the last TCN block at the first stage and serve as the input to the output
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1 + b1) σ(p1cV1 + q1) (3.13)
where W1,V1 ∈ RK×(2L+1) and b1,q1 ∈ R1×(2L+1) are weight and bias parameters of the output
layer, respectively, tanh(·) and σ(·) denote the hyperbolic tangent and Sigmoid functions respec-
tively, and  represents the Hadamard product. In other words, the output layer is a gated layer
consisting of two heads to constrain the dynamic range of the estimated filters to be between -1 and
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Figure 3.1: System flowchart for the two-stage FaSNet system. The first stage estimates the frame-
level beamforming filters for the reference microphone based on the normalized correlation cor-
relation coefficient (NCC) feature, and the second stage uses the cleaned reference microphone
signal to estimate the beamforming filters for all remaining microphones. Cosine similarity is used
as the NCC feature.
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3.1.3 Experiment Configurations and Results
The evaluation of the two-stage FaSNet is applied on three tasks:
1. Echoic noisy speech enhancement (ESE): Speech denoising and dereverberation are jointly
performed in an echoic environment;
2. Echoic noisy speech separation (ESS): The direct path of two speakers are separated in a
noisy, echoic environment;
3. Multichannel noisy ASR: The 3rd CHiME challenge dataset [95] is selected for ASR task.
The direct-path speech signals for all sources of interest are always used as the target, which means
that the system attempts to perform joint denoising/separation and dereverberation.
For ESE and ESS tasks, simulated datasets are generated from a circular omni-directional
microphone array with a maximum of 4 microphones evenly distributed. The diameter of the
array is fixed to 10 cm. The positions of the sources (speakers and the noise) and the center of
the microphone array are randomly sampled, with the constraint that all sources should be at least
0.5 m away from the room walls. The height for all sources is fixed to 1 m. The room impluse
response (RIR) filters are then simulated with the image method [3], and specifically with the
gpuRIR toolbox [270]. The length and the width of the rooms are randomly sampled within the
range [3, 8] m with a fixed height of 3 m. The utterances in the datasets are sampled from the TIMIT
dataset [8]. Each speaker’s utterances are splitted into 7 training, 2 validation and 1 test samples,
and then the training, validation and test sets are generated within the corresponding categories to
include 20000, 5000 and 3000 rooms respectively. Each room contains two speakers and one noise
source, within which the noise is randomly sampled from first 80 samples in the 100 Nonspeech
Corpus [334] for training and validation sets and all 100 samples for the test set. For ESE, the
relative SNR between the speaker and the noise is randomly sampled between [−5, 15] dB. In
ESS, the relative SNR between the two speakers is randomly sampled between [−5, 5] dB and the
noise is randomly sampled between [−5, 15] dB with respect to the low energy speaker.
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Table 3.1 shows the symbols for the hyperparameters in the two-stage FaSNet. Each TCN
has an identical design to [201] and contains R repeats of the 1-D convolutional blocks with P
blocks in each repeat, where R = 2 and P = 5 are used in all experiments. The size of the 1-D
convolutional kernel in each 1-D convolutional block is 3, and the input and hidden channels in
each block are set to 64 and 320, respectively. The embedding dimension K is set to 64. The
number of parameters in each TCN is thus 0.76M. For tandem systems with a single-channel
system for post-enhancement, the Conv-TasNet configuration [201] is adopted but the masking
layer is modified into a direct regression layer. The model size of the single-output Conv-TasNet
is 1.9M. The window size L and context size W are identical in all experiments.
Table 3.1: Hyperparameters in two-stage FaSNet.
Symbol Description
L Window size (in samples)
P Number of convolutional blocks in each repeat in TCN
R Number of repeats in TCN
K Dimension of embeddings as well as the output of TCN
In the ASR and ESE tasks, each TCN estimates one beamforming filter at each frame, while in
the ESS task, each TCN estimates two beamforming filters corresponding to the two speakers.
In order to show the advantages and performance of the two-stage FaSNet, the model is com-
pared against a variety of classical beamformers. Both beamformers in the time- and frequency-
domain are considered. The comparison on the time-domain beamformers is carried out since it
represents a fairer comparison to FaSNet which is also based on the time domain. This comparison
is extended to more traditional and more robust frequency-domain beamformers which are vastly
used in practice. Four classes of beamformers are considered in the comparison. The first class
is time-domain (TD) beamformers and comprises time-domain multi-channel Wiener filter (TD-
MWF) and time-domain minimum variance distortionless response (TD-MVDR) beamformers
[67]. The second class is frequency-domain (FD) beamformers and considers the speech distor-
tion weigted MWF (SDW-MWF) and FD-MVDR beamformers [52]. For both of these classes
the eigen-decomposition method is used in order to estimate the steering vector [57] from the
48
estimated spatial covariance matrices. The third class comprises mask-based (MB) beamform-
ers, specifically mask-based MVDR [118] and generalized eigenvalue (GEV) [100] beamformers.
Both these mask-based beamformers use the ideal binary masks (IBM) to estimate the beamform-
ing filters. In the interest of space, the exact formulation of each of the beamformers is omitted,
and the interested reader can refer to the original formulations in table 3.2 and the open source
implementation1.
The benchmark results of the aforementioned beamformers are obtained on both ESE and ESS
tasks and evaluated with signal quality measurement (i.e. SI-SDR). Both time- and frequency-
domain beamformers use the full utterance to estimate the spatial covariance and consequently
calculate the steering vector. Similarly, MB beamformers use the oracle IBMs on the full utter-
ance to calculate the spatial covariance matrices. Table 3.2 provides the SI-SDRi scores of all
described conventional beamformers. Among the time-domain beamformers, TD-MVDR shows
better performance in the ESS task while TD-MWF is better in the ESE task. Even though the dif-
ferences are minimal, the statement in [67] can be validated that for speech enhancement in time
domain, MVDR is typically better than MWF. Among the frequency-domain beamformers, the
SDW-MWF beamformer is significantly better than MVDR, given the fact that by design SDW-
MWF also leads to better dereverberation. For MB beamformers, MB-MVDR shows significantly
better performance than MB-GEV. This confirms the observation in [100] that GEV suffers from
phase adjustment problems which can significantly decrease signal quality. The overall perfor-
mance of frequency-domain beamformers is significantly better than time-domain beamformers
especially with an increasing number of microphones [78].
As the two-stage FaSNet has a fixed receptive field defined by the TCNs, another experiment is
also designed, where the spatial covariances and masks are estimated based on short segments of
length s ∈ {100, 250, 500} ms with two possible ways for the estimation: the spatial covariance is
calculated over time for every non-overlapping segment, or only estimated once based on a segment
randomly selected within the utterance. Empirically the two ways lead to results lacking significant
1https://pypi.org/project/beamformers/
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differences, so only the results from the former configuration is reported here. Table 3.3 shows
the comparison of the best performing oracle beamformers in table 3.2 with different segment
sizes. For the widely-used MB-MVDR, a large enough receptive field is crucial for a reasonable
performance which makes it harder to apply in rapid changing conditions.
Table 3.2: Performance of oracle beamformers. SI-SDRi is reported on decibel scale. CC: close-
condition (development) set. OC: open-condition (evaluation) set.
Method # of mics
SI-SDRi
ESE ESS
CC OC CC OC
TD-MVDR [67]
2 2.1 2.6 3.2 3.4
3 2.5 2.9 4.2 4.3
4 2.8 3.2 3.9 4.3
TD-MWF [67]
2 1.6 1.8 3.1 3.2
3 2.1 2.5 3.9 4.2
4 2.5 2.7 4.4 4.5
FD-MVDR [52]
2 2.1 2.0 2.1 2.1
3 3.2 3.0 3.5 3.5
4 4.1 3.9 4.6 4.5
FD-SDW-MWF [52]
2 3.7 3.6 3.3 3.1
3 6.4 6.2 5.9 5.9
4 8.1 7.9 7.6 7.5
MB-MVDR [118]
2 3.9 3.8 4.1 3.3
3 5.8 5.7 6.2 5.1
4 6.7 6.6 7.5 6.3
MB-GEV [100]
2 -4.8 -5.7 -4.1 -3.6
3 0.8 0.9 1.1 0.6
4 2.5 2.5 2.9 2.3
Table 3.3: Performance of oracle beamformers with different segment sizes for spatial covariance
estimation. SI-SDRi is reported on decibel scale only on the OC set.




100 4 4.5 4.0
250 4 5.7 5.3
500 4 6.5 6.1
MB-MVDR [118]
100 4 -0.3 -1.2
250 4 3.0 2.7
500 4 4.7 4.6
The first experiment on the two-stage FaSNet is on the investigation of the effect of window size
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L. Table 3.4 shows how different frame sizes affect the system performance. It can be observed that
a longer window size leads to constantly better performance, which is expected as higher frequency
resolution can be achieved. As the system latency of the two-stage FaSNet is 2L, tradeoff between
performance and window size needs to be considered for applications that strictly require low-
latency processing. Here the best performing system, i.e. L = 16, is selected for all following
experiments.
Table 3.4: Dependence of SI-SDRi on frame size for a 2-ch two-stage FaSNet in the ESE task.
L
2 4 8 16
CC 1.6 2.4 3.3 4.0
OC 1.4 2.2 3.0 3.7
The second experiment compares the two-stage FaSNet with Conv-TasNet [201], the single-
channel separation model, as they share a same design on the separation modules. Table 3.5
provides the comparison across different number of microphones and causality settings. It can be
observed that in a noncausal setting, the two-stage FaSNet achieves on par performance with the
single-channel Conv-TasNet baseline of 4 microphones, while in a causal setting, it outperforms
Conv-TasNet even with only 2 microphones. Moreover, adding a post single-channel enhancement
network constantly improves the performance across almost all configurations on both tasks. The
4-channel tandem system is able to achieve on par performance with an MB-MVDR system with
oracle IBM, and is significantly better than the segment-level oracle MB-MVDR. This shows that
when comparing with frequency-domain beamformers which highly rely on a long segment for
robust spatial covariance estimation, the two-stage FaSNet has better potential for low-latency
processing on much shorter segments.
The third experiment evaluates the two-stage FaSNet on CHiME-3 dataset to investigate its
potential as the front-end for speech recognition systems. Table 3.6 shows the performance of the
two-stage FaSNet with respect to signal quality measure. Two different training targets, the rever-
berant clean signal or the original clean signal, are applied during training. Note that the original
clean source has an unknown shift with the oracle direct path signal in the reference microphone,
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Table 3.5: Performance of two-stage FaSNet and tandem system in both ESE and ESS tasks.
Method Size Causal # of mics
SI-SDRi
ESE ESS




5.3 5.0 4.1 4.1
X 3.5 3.3 2.7 2.6
FaSNet 1.5M
×
2 4.0 3.7 3.7 3.6
3 4.4 4.1 4.0 3.9
4 5.3 5.0 4.7 4.6
X
2 3.8 3.5 3.2 3.1
3 4.1 3.8 3.5 3.4
4 4.5 4.3 3.9 3.8
Tandem 3.4M
×
2 5.8 5.5 4.5 4.4
3 5.4 5.0 5.5 5.5
4 6.7 6.4 6.2 6.1
X
2 4.8 4.5 3.9 3.8
3 5.3 5.0 4.1 4.0
4 4.7 4.4 4.5 4.4
so here a shift invariant training (SIT) strategy is applied, where the maximum SI-SNR between
the system output and the original clean signal with ±2 ms of shift is seleted for backpropagation.
The results show that the two-stage FaSNet is significantly better than the Conv-TasNet baseline
with both targets, further proving its effectiveness on real-world recordings. Table 3.7 compares
the word error rate (WER) of the two-stage FaSNet and the official CHiME-3 baseline system
on the recognition task. The officially provided DNN baseline recognizer is used as the backend
ASR system, although more advanced systems with fully end-to-end training may further boost the
performance. The table shows that when training with the original clean source as target and SI-
SNR as objective, the two-stage FaSNet is able to achieve 9.3% relative WER reduction (RWERR)
compared with the MVDR baseline, and when training with the mel-spectrogram of the original
clean signal as target with SI-MSE as objective, the two-stage FaSNet achieves a 14.3% RWERR.
This result proves that when training with a frequency-domain objective that favors ASR backends,
two-stage FaSNet can also serve as an effective ASR front-end.
Finally, to better understand the beampatterns of the estimated time-domain filters, figure 3.2
visualizes them for two example utterances in the ESS task. The figure shows the beampatterns
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Table 3.6: Performance of two-stage FaSNet on CHiME-3 evaluation dataset. SI-SDRi is reported
on decibel scale.











Table 3.7: Performance of two-stage FaSNet on CHiME-3 evaluation dataset of real recordings.
WER is reported.







estimated by the model at different frames of the utterances. The beampatterns are shown as a func-
tion of frequency and DOA. The two-stage FasNet learns specific beampatterns which are content-
dependent within each utterance, where different regions have different beampatterns. Specifically,
nonspeech regions receive filters with null pattern for both utterances, further proving the adapta-
tion ability of FaSNet across the utterance.
3.2 TAC-FaSNet: Microphone-number-invariant and Geometry-independent Processing
There are two core drawbacks in the two-stage FaSNet. First, the processing in the second stage
only makes use of the pairwise information of the output from the first stage and another remaining
channel, which prevents the system from utilizing the information from all microphones to make
a global decision during filter estimation. Second, failures in the first stage may greatly affect the
performance of the second stage. To allow the model to perform a single-stage filter estimation
while making use of the global information and being invariant to the microphone number and
permutation configurations, the transform-average-concatenate (TAC) is proposed to tackle the
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Figure 3.2: Beampattern examples for two different utterances in the ESS task.
disadvantages of the two-stage FaSNet.
A TAC module takes the feature from multiple channels as input. It first transforms each
channel’s feature with a sub-module shared by all channels, and then the outputs are averaged as a
global-pooling stage and passed to another sub-module for extra nonlinearity. The corresponding
output is then concatenated with each of the outputs of the first transformation sub-module and
passed to a third sub-module for generating channel-dependent outputs. It is easy to see that, with
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parameter sharing at the transform and concatenate stages and the permutation-invariant property
of the average stage, TAC guarantees channel permutation and number invariant processing and is
always able to make global decisions.
3.2.1 Modifications upon the Two-stage FaSNet
There are three differences between the TAC-FaSNet and the two-stage FaSNet. First, the
TAC module is introduced and applied to ensure the microphone number and geometry invariant
property. Second, the two-stage design is replaced by a single-stage design to better utilize the
global information. Third, the TCN separation module is replaced by DPRNN blocks for better
sequential modeling ability.
To introduce the design of the TAC module, consider an N -channel microphone array with an
arbitrary geometry whereN ∈ {2, . . . , Nm} can vary between 2 and a pre-defined maximum num-
ber Nm ≥ 2. Each channel is represented by a sequential feature Zi ∈ RT×∗, i = 1, . . . , N where
T denotes the sequence length and ∗ denotes arbitrary feature dimensions. Only one-dimensional
features, i.e. Zi ∈ RT×K , are considered here for simplicity, although the proposed method can be
easily extended to higher dimensions.
A TAC module first transforms each channel’s feature with a shared sub-module. Although
any neural network architectures can be applied, here a simple fully-connected (FC) layer with
parametric rectified linear unit (PReLU) activation is applied at each time step:
f i,j = P (zi,j), j = 1, . . . , T (3.14)
where zi,j ∈ R1×K is the j-th time step in Zi, P (·) is the mapping function defined by the FC layer,
and f i,j ∈ R1×D denotes the output for channel i at time step j. All features f i,j, i = 1, . . . , N at
time step j are then averaged as a global-pooling stage, and passed to another FC layer with PReLU
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activation:






where R(·) is the mapping function defined by this FC layer and f̂ j ∈ R1×D is the output at time
step j. f̂ j is then concatenated with f i,j at each channel and passed to a third FC layer with PReLU
activation to generate channel-specific output gi,j ∈ R1×D:
ĝi,j = S([f i,j; f̂ j]) (3.16)
where S(·) is the mapping function defined by this FC layer and [x; y] denotes the concatenation
operation of vector x and y. A residual connection is then added between the original input zi,j
and ĝi,j to form the output of the TAC module:
ẑi,j = zi,j + ĝi,j (3.17)
Figure 3.3 shows the flowchart of a TAC module.
Figure 3.3: Flowchart for the TAC module. A transform module is shared across all the channels to
transform the input at each channel via a nonlinear mapping. An average module applies average-
pooling across the channels and applies another nonlinear mapping. A concatenate module con-
catenates the outputs from the transform and average stages and generates channel-dependent
outputs.
TAC is closely related to the recent progress in permutation invariant functions and functions
defined on sets [174]. Permutation invariant neural architectures have been widely investigated in
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problems such as relational reasoning [162], point-cloud analysis [195] and graph neural networks
[223]. The transform and average stages correspond to the general idea of parameter-sharing
and pooling in a family of permutation invariant functions [174], while the concatenate stage is
applied as in the problem setting of beamforming, the dimension of outputs should match that of
the inputs. The concatenate stage also allows the usage of residual connections, which enables
the TAC module to be inserted into any deep architectures without increasing the optimization
difficulty.
The most straightforward way to apply TAC in FaSNet is to replace the pairwise filter esti-
mation in the second stage to a global operation, allowing the filters for each of the C sources
to be jointly estimated across all remaining microphones. Figure 3.4 (A) and (B) compare the
flowcharts of the original and modified two-stage FaSNet models. However, the pre-separation
results at the reference microphone still cannot benefit from the TAC operation with the two-stage
design. A single-stage architecture can thus be proposed where the filters for all channels are
jointly estimated. Figure 3.4 (C) and (D) show the single-stage FaSNet models without and with
TAC, respectively. For single-stage models, the NCC feature for each channel is directly used
without a cross-channel mean-pooling operation. Moreover, as shown in figure 3.4, the original





























































































Figure 3.4: Flowcharts of variants of FaSNet models. Only one output is illustrated for the sake
of simplicity. (A) The original two-stage FaSNet. (B) The two-stage FaSNet with TAC applied
to every processing block in the second stage. (C) The single-stage FaSNet. (D) The single-stage
FaSNet with TAC applied to every processing block.
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3.2.2 Experiment Configurations and Results
The two-stage FaSNet baseline and the TAC-FaSNet are evaluated on the task of multi-channel
two-speaker noisy speech separation with both ad-hoc and fixed geometry microphone arrays.
A multi-channel noisy reverberant dataset with 20000, 5000 and 3000 4-second long utterances is
simulated from the Librispeech dataset [109]. Two speakers and one nonspeech noise are randomly
selected from the 100-hour Librispeech dataset and the 100 Nonspeech Corpus [334], respectively.
An overlap ratio between the two speakers is uniformly sampled between 0% and 100% such
that the average overlap ratio across the dataset is 50%. The two speech signals are then shifted
accordingly and rescaled to a random relative SNR between 0 and 5 dB. The noise is repeated if
its length is smaller than 4 seconds, and the relative SNR between the power of the sum of the two
clean speech signals and the noise is randomly sampled between 10 and 20 dB. The transformed
signals are then convolved with RIRs generated by the image method [3] using the gpuRIR toolbox
[270]. The length and width of the room are randomly sampled between 3 and 10 meters, and the
height is randomly sampled between 2.5 and 4 meters. The reverberation time (T60) is randomly
sampled between 0.1 and 0.5 seconds. The echoic signals are summed to create the mixture for
each microphone. All microphone, speaker and noise locations in the ad-hoc array dataset are
randomly sampled to be at least 0.5 m away from the room walls. In the fixed geometry array
dataset, the microphone center is first sampled and then 6 microphones are evenly distributed
around a circle with diameter of 10 cm. The speaker locations are then sampled such that the
average speaker angle with respect to the microphone center is uniformly distributed between 0
and 180 degrees. The noise location is sampled without further constraints. The ad-hoc array
dataset contains utterances with 2 to 6 microphones, where the number of utterances for each
microphone configuration is set equal.
Single-channel baseline is also added here for a more comprehensive comparison. The first
stage in the two-stage FaSNet is used as a modification to the TasNet model, where the separation
is done by estimating filters for each context frame in the mixture instead of masking matrices
on a generated front-end. This model is referred to as TasNet-filter. For adding NCC features to
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the single-channel baseline, three strategies are applied: (1) no NCC feature (pure single-channel
processing), (2) concatenate the mean-pooled NCC features (i.e. first stage in FaSNet), and (3)
concatenate all NCC features according to microphone indexes (similar to [231], only applicable in
fixed geometry array). For multi-channel models, the four aforementioned variants of FaSNets are
compared with a similar model size and complexity. The training target is always the reverberant
clean speech signals, which is different from the configuration in the two-stage FaSNet where the
direct path signal is used as the target. Moreover, the effect of the window size L is also examined,
while the context size W is always set to 16 ms (i.e. 256 samples at 16k Hz sample rate). The
details about the dataset generation as well as model configurations is available online2.
Table 3.8 shows the experiment results on the ad-hoc array configuration. Only the results on
2, 4 and 6 microphones are reported due to the space limit. For the TasNet-based models, minor
performance improvement can be achieved with the averaged NCC features, however increasing
the number of microphones does not necessarily improves the performance. For the original two-
stage FaSNet models, the performance is worse than TasNet with NCC feature even with TAC
applied at the second stage. As TasNet with averaged NCC feature is equivalent to the first stage in
the two-stage FaSNet, this observation indicates that the two-stage design cannot perform reliable
beamforming at the second stage in the ad-hoc array configuration. On the other hand, single-
stage FaSNet without TAC already outperforms both TasNet-based and two-stage FaSNet models,
showing that the pre-separation stage is unnecessary in this configuration. Adding TAC to the
single-stage FaSNet further improves the performance in all conditions and microphone numbers,
and guarantees that more microphones will not make the performance worse. The improvement
in conditions where the overlap ratio is high is rather significant. This shows that adding TAC
modules enables the model to estimate much better filters by using all available information.
Although TAC is designed for the ad-hoc array configuration where the permutation and the
number of microphones are unknown, experiments in a fixed geometry array configuration are
also conducted to investigate whether improvements can also be achieved. Table 3.9 shows the
2https://github.com/yluo42/TAC
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Table 3.8: Experiment results on ad-hoc array with various numbers of microphones. SI-SDRi is
reported on decibel scale.
Model Size # of mics Overlap ratio Average
<25% 25-50% 50-75% >75%
TasNet-filter 2.9M
2 / 4 / 6
12.5 / 12.2 / 12.3 8.9 / 8.6 / 9.0 6.4 / 6.2 / 6.1 3.9 / 3.6 / 3.8 7.8 / 7.8 / 8.0
+NCC ave. 2.9M 13.1 / 13.0 / 13.2 8.8 / 8.8 / 8.9 6.4 / 6.1 / 6.2 3.2 / 3.6 / 3.6 7.7 / 8.0 / 8.2
+NCC ave.+4ms 2.9M 13.2 / 13.3 / 13.6 9.5 / 9.3 / 9.7 7.0 / 6.6 / 7.1 4.6 / 4.4 / 4.7 8.4 / 8.5 / 9.0
FaSNet 3.0M 11.0 / 11.5 / 11.5 7.0 / 7.9 / 8.1 4.5 / 5.2 / 5.4 2.0 / 2.6 / 3.0 5.9 / 6.9 / 7.3
+TAC 3.0M 11.3 / 11.8 / 11.7 7.2 / 7.8 / 8.5 5.1 / 5.4 / 5.5 1.9 / 2.3 / 3.0 6.2 / 7.0 / 7.4
+joint 2.9M 14.4 / 13.7 / 14.1 10.2 / 9.8 / 10.4 7.5 / 7.2 / 7.7 4.6 / 4.5 / 4.7 9.0 / 8.9 / 9.5
+TAC+joint 2.9M 15.2 / 16.1 / 16.1 10.9 / 11.6 / 12.2 8.6 / 9.5 / 9.8 5.5 / 7.2 / 7.6 9.8 / 11.2 / 11.7
+TAC+joint+4ms 2.9M 15.1 / 16.0 / 16.2 10.8 / 12.0 / 12.5 8.6 / 9.6 / 9.8 6.2 / 7.8 / 8.3 10.0 / 11.5 / 12.0
experiment results with the 6-mic circular array described earlier. It can be observed that TasNet
with all NCC features concatenated leads to even worse performance than the pure single-channel
model, indicating that the properness of feature concatenation in such frameworks might need to
be reconsidered. The two-stage FasNet has already obtained significantly better performance than
all TasNet-based models, while the TAC-FaSNet still greatly outperforms the two-stage FaSNet
across all conditions, showing that TAC is also helpful for fixed geometry arrays. A possible
explanation for this is that TAC is able to learn geometry-dependent information even without
explicit geometry-related features.
Table 3.9: Experiment results on 6-mic fixed geometry (circular) array. SI-SDRi is reported on
decibel scale.
Model Size Speaker angle Overlap ratio Average
<15° 15-45° 45-90° >90° <25% 25-50% 50-75% >75%
TasNet-filter 2.9M 7.6 7.9 8.2 8.3 12.8 9.1 6.4 3.7 8.0
+NCC concat. 3.1M 6.6 6.8 7.0 7.1 11.2 8.6 5.2 2.6 6.9
+NCC ave. 2.9M 8.2 8.6 8.9 8.9 13.3 9.9 7.1 4.4 8.7
+NCC ave.+4ms 2.9M 8.5 8.8 9.1 9.3 13.6 10.0 7.3 4.8 8.9
FaSNet 3.0M 8.5 9.6 10.7 11.4 14.1 11.1 8.7 6.3 10.0
+TAC+joint 2.9M 9.0 10.8 12.3 13.1 15.5 12.2 9.9 7.6 11.3
+TAC+joint+4ms 2.9M 9.1 11.1 12.6 13.4 15.6 12.4 10.1 8.0 11.5
Smaller center window size L in the two-stage FaSNet led to significantly worse performance
due to the lack of frequency resolution (table 3.4). However, the results here show that the worse
performance was actually due to the lack of global processing in filter estimation. In the last row
of both tables better or on par performance for TAC-FaSNet with 4 ms window can be observed.
This strengthens the argument and further proves the effectiveness of TAC across various model
configurations.
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3.3 iFaSNet: Implicit Filter-and-sum with Improved Feature Extraction
Both two-stage FaSNet and TAC-FaSNet are based on the problem formulation of an ex-
plicit filter-and-sum operation on the mixture waveforms. However, conventional time-domain
filter-and-sum beamformers have shown to be less effective than frequency-domain filter-and-sum
beamformers. Motivated by the TasNet framework where the masking in the frequency domain is
replaced by the masking in a learnable hidden representation, it is thus natural to consider the filter-
and-sum operation in a learnable representation rather than the waveform domain. Implicit FaSNet
(iFaSNet) marks an attempt to perform implicit filter-and-sum with improved cross-channel feature
extraction.
3.3.1 Modifications upon the TAC-FaSNet
iFaSNet contains four main modifications compared with the TAC-TasNet. First, the origi-
nal multi-input-multi-output (MIMO) formulation is compared with the multi-input-single-output
(MISO) formulation, where the filter is only estimated for the reference channel instead of all the
channels. Second, the filter estimation in a learnable latent space is investigated upon the original
waveform-domain. Third, better cross-channel features that are more suitable for the MISO and
latent-space filtering design are explored. Fourth, a context-aware processing is proposed to further
improve the model performance.
The training target for the standard FaSNet is typically the reverberant clean signals. In the
problem configuration where the time-domain filter-and-sum operation is applied, it implies that
the beamforming filters should not only enhance the signal coming from a certain direction, but
also reconstruct all the reverberation components. However, as reverberation may come from
all possible directions, the ideal beampattern of such beamforming filters might be hard or even
impossible to define. Although FaSNet applies frame-level beamforming where infinite optimal
frame-level filters may exist since the linear equation in equation (3.2) is underdetermined (L equa-

















Figure 3.5: Flowchart for the iFaSNet architecture. The modifications to the TAC-FaSNet are
highlighted, which include (A) the use of MISO design instead of the original MIMO design,
(B) the use of implicit filtering in the latent space instead of the original explicit filtering on the
waveforms, (C) the use of feature-level NCC feature for cross-channel information instead of the
original sample-level NCC feature, and (D) the use of context-aware filtering instead of the original
context-independent filtering.
may still be unnecessary. It is natural to consider an alternative problem formulation rather than the
standard filter-and-sum formulation. Since the standard FaSNet estimates a set of filters for each
of the channels and can be viewed as a multi-input-multi-output (MIMO) system, a simple way
to bypass the issue of bad beampatterns is to change it into a multi-input-single-output (MISO)
system where only the filter for the reference channel is estimated. The features from all the
other channels are thus viewed as additional information to assist the separation on a (randomly)
selected reference channel. This reformulates the multi-channel separation problem back to the
single-channel separation problem, while the input to the model still contains the mixtures from
all channels. Figure 3.5 (A) shows the MISO module.
Most existing neural beamformers are mainly designed in the frequency domain due to the fact
that oracle frequency-domain beamformers typically have better performance than those in time
domain. As frequency-domain beamformers are typically formulated as a multiplication operation
on the spectrums, a similar operation can be defined in time-domain systems as a multiplication
operation on learnable features. Note that recent single-channel speech separation systems have
widely applied a set of learnable encoder and decoder to replace the short-time Fourier transform
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(STFT) and estimated a multiplicative mask on the encoder outputs to match the formulation in
time-frequency masking systems. The formulation of implicit filtering can thus be connected to
the masking operation in such systems.
The extraction of the channel-wise features in the standard FaSNet is calculated on the context
of input mixture frame x̂i with a corresponding hop size (which is empirically set to L/2), which
results in a sequence of encoder outputs [f it−C , . . . , f
i
t, . . . , f
i
t+C ] ∈ R(1+2C)×N where t denotes the
frame index and C denotes the context size. The estimated filter with shape R1×N is only applied
to f it, while all encoder outputs of the context are used as the input the filter estimation modules. A
decoder with its weight P ∈ RN×L is applied to transform the filtered feature back to waveforms.
Figure 3.5 (B) shows the newly-added decoder module.
The cross-channel feature in standard FaSNet is calculated by time-domain normalized cross
correlation (tNCC) defined in equation (3.8). The rationale behind tNCC is to capture both the de-
lay information across channels and the source-dependent information for different targets. How-
ever, whether tNCC is still a good feature in the implicit filtering formulation is unknown. Since
implicit filtering operates in the feature space and does not explicitly requires the information of
sample-level delay, it is necessary to modify tNCC such that it better explores the cross-channel
information in the feature level. Here the tNCC is modified to a feature-level NCC (fNCC) feature.
Denote the context feature [f it−C , . . . , f
i
t, . . . , f
i
t+C ] as F
i
t, fNCC calculates the cosine similarity be-







where F̄it denotes the column-normalized feature of F
i
t where each column has a unit length, and
q̂it ∈ R(1+2C)×(1+2C) denotes the fNCC feature at time t for channel i. q̂it is then flatten to a vector
of shape 1× (1 + 2C)2. For the default setting in FaSNet where W = L = 16 ms = 256 samples
with a 50% hop size, C = 2 and (1 + 2C)2 = 25  1 + 2W = 513. Figure 3.5 (C) shows the
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fNCC calculation module.
Utilizing context information to improve the modeling of local frame is very common in var-
ious systems [93], [173]. To make use of the contextual feature Fit, a straightforward way is to
concatenate all of them and pass to the filter estimation module. However, here a context en-
coder and decoder are proposed to perform both dimension reduction on the features. A context
encoder is applied to [f it−C , . . . , f
i
t, . . . , f
i
t+C ] to model the intra-context dependencies, and the out-
put is averaged across time to squeeze into a single feature vector f̂
i
t ∈ R1×N . f̂
i
t together with
the fNCC feature q̂it are concatenated and used as the input to the filter estimation modules. The
output of the MISO filter estimation modules g1t ∈ R1×N is then concatenated to each feature in
the contextual encoder outputs and passed to a context decoder to generate a set of contextual fil-
ters [ĥ
1
t−C , . . . , ĥ
1
t , . . . , ĥ
1
t+C ] ∈ R(1+2C)×N . The filters are then applied to the contextual encoder









where  denotes the Hadamard product. Here a bidirectional LSTM (BLSTM) layer is used for
both the contextual encoder and decoder. Figure 3.5 (D) shows the context encoder and decoder.
3.3.2 Experiment Configurations and Results
The evaluation of the iFaSNet model is based on the same dataset used for the TAC-FaSNet,
while only the ad-hoc microphone array configuration is used for comparison. The frame size L
and the context size W are both set to 16 ms (256 points), and the hop size is set to 50%. Auxiliary
autoencoding training (A2T) is applied to enhance the robustness on this reverberant separation
task [324], which will be introduced in Chapter 5.2.
Table 3.10 presents the ablation experiment results of the standard FaSNet with different modi-
fications applied. It can be observed that the MISO configuration which removes the beamforming
filters for all other channels except for the reference channel does not harm the overall performance,
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Table 3.10: Experiment results with various model configurations. SI-SDRi is reported on decibel
scale.
Model Size # of mics Overlap ratio Average
<25% 25-50% 50-75% >75%
FaSNet 2.9M
2 / 4 / 6
15.0 / 15.3 / 14.8 10.7 / 11.1 / 11.6 8.6 / 9.2 / 9.3 5.4 / 7.0 / 7.0 9.7 / 10.8 / 10.9
+MISO 2.9M 14.8 / 15.5 / 15.7 10.4 / 11.3 / 11.9 8.5 / 9.0 / 9.4 5.0 / 6.8 / 7.1 9.5 / 10.8 / 11.2
+fNCC 3.0M 14.5 / 14.8 / 14.4 10.1 / 11.0 / 11.3 8.3 / 8.9 / 9.0 4.9 / 6.7 / 6.9 9.3 / 10.4 / 10.6
+MISO+fNCC 2.9M 15.0 / 15.7 / 15.7 10.6 / 11.4 / 12.2 8.4 / 9.4 / 9.6 5.3 / 7.4 / 8.0 9.7 / 11.1 / 11.6
+MISO+implicit 2.9M 14.2 / 14.9 / 15.2 9.8 / 10.9 / 11.3 7.7 / 8.1 / 8.7 4.6 / 5.7 / 6.1 8.9 / 10.0 / 10.6
+MISO+implicit+fNCC 3.0M 15.3 / 16.0 / 16.1 10.9 / 11.8 / 12.5 8.5 / 9.6 / 10.1 5.7 / 7.6 / 8.3 9.9 / 11.4 / 12.0
+MISO+implicit+fNCC+context 3.0M 15.6 / 16.4 / 16.5 11.2 / 12.4 / 12.9 9.0 / 10.1 / 10.3 5.8 / 7.9 / 8.8 10.2 / 11.8 / 12.3
and the performance in the 6 microphone setting is even improved. This results supports the previ-
ous discussion that jointly using explicit filter-and-sum formulation and setting reverberant clean
signals as training targets might not be a proper configuration. For the role of the cross-channel
features in different model settings, the results show that using fNCC together with the original
MIMO configuration leads to worse performance than using the original tNCC feature, while us-
ing fNCC together with the MISO configuration can improve the separation performance in high
overlapped utterances. This shows that proper cross-channel features should be selected to keep
inline with the system’s problem formulation in order to achieve a good performance. Applying
MISO configuration together with tNCC feature and implicit filtering achieves even worse perfor-
mance than the baseline FaSNet, while changing the tNCC feature to fNCC feature results in a
performance boost. Since fNCC is calculated on the contextual encoder outputs and the implicit
filtering configuration estimates multiplicative filters on the center frame of the contextual encoder
outputs, this further verifies that matching the problem formulation with a proper cross-channel
feature is crucial for a good overall performance. The last ablation experiment verifies the effec-
tiveness of the context encoder and decoder modules. With a slightly increased model size, the
intra-context filter-and-sum formulation can further improve the performance upon the implicit
filtering formulation, which shows that exploring contextual information is beneficial. This can
also be related to recent literature in multi-tap beamformers where the beamforming filters are
estimated for a context of frames [311].
Table 3.11 compares the training and inference speed for different model configurations. When
the MISO, implicit filtering, and fNCC feature are applied, the training and inference speeds are 2
times and 2.2 times faster, respectively. Adding the context encoder and decoder modules makes
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Table 3.11: Training and inference speeds of different model configurations. The speeds are mea-
sured on a single NVIDIA TITAN Pascal graphic card with a batch size of 4.
Model Training speed Inference speed
FaSNet 268.0 ms 98.1 ms
+MISO 222.6 ms 93.2 ms
+fNCC 331.7 ms 105.7 ms
+MISO+fNCC 333.0 ms 105.8 ms
+MISO+implicit 187.9 ms 96.6 ms
+MISO+implicit+fNCC 132.2 ms 44.2 ms
+MISO+implicit+fNCC+context 156.7 ms 52.5 ms
the network slightly slower, but the training and inference speeds are still 1.7 times and 1.9 times
faster than the standard FaSNet, respectively. The results show that iFaSNet does not sacrifice
complexity for performance.
3.4 Discussions
The FaSNet series of work are mainly designed for the ad-hoc microphone array configura-
tion where the microphone number and geometry information are assumed unknown. As FaSNet
applies end-to-end training with a time-domain objective, the comparison between FaSNet and
conventional beamformers as well as frequency-domain neural beamformers needs to consider
either the signal quality or the effect on ASR performance.
In practical applications, the TAC module requires cross-channel feature synchronization in the
average stage. While in ad-hoc microphone array this does not contain the cost of synchronization,
in ad-hoc device configurations where multiple devices with varying numbers of microphones in
each device, how such synchronization across devices should be performed needs further investi-
gation.
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Chapter 4: Lightweight Model Design for Speech Separation
Model size and complexity remain the biggest challenges in the deployment of speech en-
hancement and separation systems on low-resource devices such as earphones and hearing aids.
Although methods such as compression, distillation and quantization can be applied to large mod-
els, they often come with a cost on the model performance. In this chapter I will introduce two
simple yet effective methods to design ultra-lightweight low-complexity speech separation mod-
els, namely the group communication (GroupComm) method [288] and the context codec method
[289], [326]. GroupComm splits a high-dimensional feature into groups of low-dimensional fea-
tures and applies a module to capture the inter-group dependency. A model can then be applied to
the groups in parallel with a significantly smaller width. A context codec is applied to decrease the
length of a sequential feature, where a context encoder compresses the temporal context of local
features into a single feature representing the global characteristics of the context, and a context
decoder decompresses the transformed global features back to the context features. Combining the
two methods gives the GC3 design for general lightweight sequence modeling module design.
4.1 Related Works
Tremendous efforts have been made to propose novel model architectures and model compres-
sion techniques. Early deep neural networks used for source separation contained stacked recurrent
layers such as LSTM layers with a relatively large number of hidden units [80], [123], [148], [173],
[198], and the corresponding model sizes were typically over tens of millions of parameters with
high model complexity. Convolutional neural networks (CNNs) have also been explored in both
time-frequency domain [137], [146], [165], [204], [302], [312] and time domain [211], [214],
[240], [243], [248], [305], [316], and researchers have begun to focus on decreasing the model size
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and complexity while maintaining or improving the performance. Moreover, the combination of re-
current and convolutional layers has also been a popular topic for real-time model design, and var-
ious convolutional recurrent networks have been proposed [155], [164], [212], [213], [224], [279].
Better layer organization within the network have also been investigated [265], [283], [287], [293],
[303], which further decrease the overall model size and maintain the separation fidelity. Beyond
directly designing smaller models, neural architecture search (NAS) techniques have also been
utilized to automatically search for compact architectures for speech-related tasks [246], [278],
teacher-student learning methods have been explored for obtaining low-latency separation mod-
els [225], quantization and binarization algorithms have been studied for low-resource separation
systems [192], [235], [282], and network pruning and distillation strategies can further be applied
to decrease the model size [101], [150]. However, compared with directly designing lightweight
architectures, existing model compression or quantization techniques typically introduce differ-
ent levels of degradation on the model performance, and the tradeoff between the complexity and
performance drop needs to be carefully considered.
Splitting a high-dimensional feature into low-dimensional sub-features has also been investi-
gated in architectures for computer vision tasks [230], [277], [314]. GroupComm shares the same
principle as those designs for exploring the nonlinear dependendies at the sub-feature level. How-
ever, those designs always concatenate the group-level sub-features back to a high-dimensional
feature as the input of an upcoming module, while GroupComm assumes that a small, group-
shared module is adequate to preserve the model capacity given the inter-group modeling step.
Context information is widely used as auxiliary information to assist the modeling of a center
frame in a sequential input. While many existing studies use a plain concatenation of context
features [76], [93], [94], [173], context codec modules have also been investigated in various
studies to learn a nonlinear compact representation [71], [97], [129], [131], [245]. Specifically,
the iFaSNet introduced in Chapter 3.3 applied a context codec for the multichannel separation task
to learn a set of context-aware filters; however, the context codec did not decrease the sequence
length T but was only used to capture context-aware information. The computational cost in
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iFaSNet is thus even higher than that without context codec. The main role of the context codec in
the GC3 framework is to decrease the computational cost in the actual sequence modeling module
by decreasing the sequence length.
4.2 GC3: Group Communication with Context Codec for Ultra-lightweight Long Sequence
Modeling
Group communication (GroupComm) [288] is a module motivated by subband and multiband
processing models such as frequency-LSTM (F-LSTM) [107], [168], [175], [238], which can eas-
ily change a model into an ultra-lightweight counterpart. GroupComm splits a high-dimensional
feature, such as a spectrum, into groups of low-dimensional features, such as subband spectra,
and uses the same model across all the groups for weight sharing. Another inter-group module
is applied to capture the dependencies within the groups, so that the processing of each group al-
ways depends on the global information available. Compared with conventional F-LSTM or other
similar architectures that explicitly model time and frequency dependencies where the subband
features are concatenated back to the fullband feature [127], [132], [222], GroupComm does not
perform such concatenation but simply applies a small module to communicate across the groups.
Moreover, the low-dimensional features enable the use of a smaller module, e.g., CNN or RNN
layer, than the original high-dimensional feature, and together with weight sharing the total model
size can be significantly reduced. A context codec module is applied together with GroupComm
to maintain the performance while further decrease the number of MAC operations, accelerate the
training speed and alleviate the memory consumption in both training and inference time. A con-
text codec module contains a context encoder and a context decoder, where the context encoder
summarizes the temporal context of local features into a single feature representing the global char-
acteristics of the context, and a context decoding module transforms the compressed feature back
to the context features. Squeezing the input contexts into higher-level representations corresponds
to a nonlinear downsampling step that can significantly decrease the length of a feature sequence.
Note that compared with other architectures that perform iterative downsampling and upsampling
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steps [211], [305], the context codec is only applied once and all remaining modeling steps are ap-
plied on the downsampled features, which enables a smaller memory footprint and faster training
























































Figure 4.1: Flowcharts for (A) standard sequence processing pipeline with a large sequence mod-
eling module; (B) GroupComm-based pipeline, where the features are split into groups with a
GroupComm module for inter-group communication. A smaller module for sequence modeling is
then shared by all groups; (C) GC3-based pipeline, where the sequence is first segmented into local
context frames, and each context is encoded into a single feature. The sequence of summarized
features is passed to a GroupComm-based module in (B). The transformed summarized features
and the original local context frames are passed to a context decoding module and an overlap-add
operation to generate the output with the same size as the input sequence.
4.2.1 Design of GC3 Module
Given a high-dimensional feature vector h ∈ RN , h can be decomposed into K groups of low-
dimensional feature vectors {gi}Ki=1 with gi ∈ RM . N = KM when there is no overlap between
the groups. A group communication (GroupComm) module is applied across the group of vectors
to capture the inter-group dependencies:
{ĝi}Ki=1 = F({gi}Ki=1) (4.1)
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where ĝi ∈ RP is the transformed feature vector for group i, and F(·) is the mapping function
defined by the module. Instead of concatenating {ĝi}Ki=1 back to a high-dimensional feature vector
and using a large module for the processing at the next step, all ĝi are passed to a shared small
module to save the model size and complexity. For a sequence of features H ∈ RN×T , it is
assumed that GroupComm is applied independently at each time step. Figure 4.1 (B) presents the
flowchart for the GroupComm-based pipeline. For a deep architecture for sequential modeling, a
GroupComm module is added before each group-shared sequence modeling module [288].
In time-domain models such as the TasNet series introduced in Chapter 2, the length and num-
ber of the convolution kernels in the encoder play an important role in the overall performance.
Table 2.4 has shown that shorter kernel length can lead to a better separation performance, and a
higher overcompleteness ratio on the number of kernels can also result in a better model. Such
observation makes the use of long 1-D convolution kernels less straightforward, as it may require
very high-dimensional encoder outputs (i.e., large N ) and further require the width of the separa-
tion module to be large to properly model them. However, shorter kernels lead to longer sequences
(i.e. large T ) and higher model complexity. How to decrease the sequence length while maintain-
ing the model performance is thus an important question in such models.
A context codec is proposed here as a pair of encoding and decoding modules, which compress
the context of feature vectors into a single summarization vector and decompress the vector back
to a context, respectively. A context encoder splits H along the temporal dimension into blocks
{Di}Ri=1 ∈ RN×C , where C denotes the context size and R denotes the number of context blocks.
Each Di is then encoded into a single vector pi ∈ RW by the context encoder, resulting in a
sequence of vectors P , {pi}Ri=1 ∈ RW×R with R  T . Any separation module can then be
applied to P instead of H to save the computational cost. The transformed sequence of features
are denoted as P̂ ∈ RW×R, and a context decoding module adds p̂i to each time step in Di and
applies a nonlinear transformation to generate D̂
i ∈ RN×C for context i. Overlap-add is then
applied on {D̂i}Ri=1 to form the sequence of features Ĥ ∈ RN×T of the original length.
A deep residual BLSTM network is selected for both the context encoder and decoder in the
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configuration. The deep residual BLSTM networks contained stacked BLSTM layers, where each
BLSTM layer contains a linear projected layer connected to its output to match the input and output
feature dimensions. A layer normalization (LayerNorm) operator [114] is added to the transformed
output, a residual connection is added between the input to the BLSTM layer and the LayerNorm-
normalized output, and the feature is then served as the input for the next layer. In the context
encoder, a context block Di is passed to the GroupComm-equipped deep residual BLSTM net-
work to generate a transformed sequence of features Qi ∈ RN×C , and a mean-pooling operation
is applied on Qi across the temporal dimension to obtain pi. In the context decoder, p̂i is added to
each time step in Di and passed to the GroupComm-equipped deep residual BLSTM network to
generate the final output D̂
i
. To save the computational cost in the context codec, GroupComm is
also applied to the deep residual BLSTM networks. This combination of GroupComm and context
codec gives the GC3 design, and Figure 4.1 (C) provides the flowchart for the GC3-equipped sep-
aration pipeline. Note that there is no guarantee that the context encoding and decoding modules
are reconstructing the original input features as a “codec” typically does, and here, the name of
codec is borrowed simply to represent the encoding and decoding properties of the two modules.
For configurations where a 50% overlap is applied between context blocks, it is easy to find
that R = 2T/C. In network architectures where a deep module is applied for the sequence mod-
eling part, the computational cost is C/2 times smaller than using the original sequence features
for modeling. To save overall model complexity, C needs to be properly adjusted to balance per-
formance and complexity, and the model architecture for the context codec needs to be properly
designed so that the computational cost for encoding and decoding introduced to the entire system
is not too large. Applying GroupComm to the context codec modules can achieve this goal, and
such a combination is referred to as the GC3 design. Figure 4.1 (C) provides the flowchart for the
GC3-based pipeline. Similarly, a GroupComm module is added before each layer in the context
codec. Note that there is no guarantee that the context encoding and decoding modules are recon-
structing the original input features as a “codec” typically does, and here, the name of codec is
borrowed simply to represent the encoding and decoding properties of the two modules.
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4.2.2 Experiment Configurations and Results
GC3 is evaluated on the same single-channel separation task with the identical dataset de-
scribed in Chapter 3.2.2. The TasNet framework is used as the backbone network design for all
experiments. All models use 2 ms window size in the waveform encoder and decoder and ReLU
nonlinearity as the activation function for the mask estimation layer. For GroupComm-based and
GC3-based models, a GroupComm module is added before each layer in the separator, and the
width of the layers is modified according to the number of groups K. The mask estimation layer
in GroupComm-based and GC3-based models is shared by all the groups. The number of groups
in the context codec is also set to be the same as that in the separator blocks. The notations for the
hyperparameters can be found in table 4.1. The implementation of all models is available online1.
Three model architectures are compared for the GroupComm module:
1. BLSTM: A standard residual BLSTM layer is applied to all the groups to model the intra-
group dependencies.
2. Transform-average-concatenate (TAC) [286]: TAC was proposed for the multichannel speech
separation task with ad-hoc microphone arrays where no microphone indexing or geometry
information is known in advance. The design particularly matches the need in the Group-
Comm module where “group indices”, i.e., the sequential order of the features in different
groups, does not exist. For the group of features {gi}Ki=1, a fully-connected (FC) layer with
parametric rectified linear unit (PReLU) activation [99] is applied for the transformation
step:
f i = P (gi) (4.2)
where P (·) is the mapping function defined by the first FC layer and f i ∈ RD denotes the
output for group i. All f i are then averaged and passed to the second FC layer with PReLU
1https://github.com/yluo42/GC3
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where R(·) is the mapping function defined by the second FC layer and f̂ ∈ RD is the output
for this step. f̂ is finally concatenated with the output of the transformation step, f i, and
passed to a third FC layer with PReLU activation to generate the final output ĝi:
ĝi = S([f i; f̂ ]) (4.4)
where S(·) is the mapping function defined by the third FC layer and [x;y] denotes the
concatenation operation of vectors x and y. A residual connection is finally added between
the module input gi and output ĝi.
3. Multi-head Self Attention (MHSA) [166]: MHSA is widely used in various sequence model-
ing tasks and has already proven its effectiveness in multiple speech-related problems [166],
[184], [233], [237], [252]. MHSA explicitly models the relationship between each pair of
group features and thus can capture sequence-level dependencies. Following the standard
definition of MHSA, the concatenation of group features {gi}Ki=1 is rewritten into a matrix







G′n = [H1; · · · ; Hn]Wo (4.6)




n ∈ RM×dk are the linear transfor-
mation matrices for head n, Qn = GW
q
n, Kn = GW
k
n, and Vn = GW
v
n are the linear
transformations for query, key and value, respectively, Hn ∈ RK×dk is the output at head n,
and Wo is the linear transformation matrix for the output. Both the concatenation operation
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and the Softmax nonlinearity are applied across the attention heads. G′ is then passed to an
FC layer with PReLU activation for further transformation, and another FC layer follows to
generate the final output with the same shape as input G′′ ∈ RK×M .
Four model architectures are also compared for the separator:
1. Dual-path RNN (DPRNN) [287]: The same DPRNN architeture introduced in Chapter 2.3 is
directly applied.
2. Temporal convolutional network (TCN) [243]: The same TCN architeture introduced in
Chapter 2.2 is directly applied.
3. Sudo rm -rf [305]: Sudo rm -rf proposed a U-net style convolutional block where multiple
levels of downsampling and upsampling layers were applied to extract features at different
scales. Each downsampling layer contained a depthwise separation convolution operation
similar to Conv-TasNet, and each upsampling layer contained a bilinear interpolation opera-
tion.
4. Dual-path Transformer (DPTNet) [265]: DPTNet replaced the BLSTM layers in DPRNN
with modified Transformer layers [166], where the fully connected layer in the default trans-
former encoder layer [166] was replaced by an LSTM layer to learn the positional informa-
tion in the sequence.
Table 4.1: Hyperparameters and their notations in GC3-related architectures.
Hyperparameter Notation
Number of groups K
Group size M
Number of encoder filters N
LSTM input / hidden dimensions Hi/Ho
Number of DPRNN blocks Ls
Number of context codec layers Lc
Context size (in frames) C
DPRNN block size (in frames) B
Table 4.2 presents the experimental results on the baseline DPRNN, GroupComm-DPRNN
and GC3-DPRNN models. The separation performance and the corresponding model size and
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Table 4.2: Comparison of DPRNN, GroupComm-DPRNN and GC3-DPRNN TasNet models with
different hyperparameter configurations. MACs are calculated on 4-second mixtures.
Model K M N Hi / Ho Ls Lc C B SI-SDR (dB) Model size MACs
DPRNN 1 128 128 64 / 128 6 – – 100 9.0 2.6M 22.1G
GroupComm-DPRNN
2 64 128 64 / 128 4
– – 100
9.5 2.6M (99.4%) 43.4G (196.4%)
4 32 128 32 / 64 4 9.4 663.0K (25.3%) 22.4G (101.4%)
8 16 128 16 / 32 4 8.9 175.5K (6.7%) 11.9G (53.8%)
16
8 128 8 / 16 4 8.1 51.9K (2.0%) 6.6G (29.9%)6 8.9 73.5K (2.8%) 9.6G (43.4%)
16 256 16 / 32 2 8.1 100.7K (3.8%) 12.4G (56.1%)4 9.7 183.9K (7.0%) 23.7G (107.2%)
32
4 128 4 / 8 6 7.6 26.0K (1.0%) 5.7G (25.8%)10 8.5 37.6K (1.4%) 9.1G (41.2%)
8 256 8 / 16 2 7.9 38.7K (1.5%) 7.2G (32.6%)4 8.6 60.3K (2.3%) 13.2G (59.7%)
GC3-DPRNN




16 32 8.8 10.6G (48.0%)
8 50 8.8 13.3G (60.2%)
4 64 9.3 18.6G (84.2%)
8 16 128 16 / 32 6 1
32 24
8.7 314.4K (12.0%) 5.4G (24.4%)
2 9.3 369.9K (14.1%) 8.1G (36.7%)
16 8 128 8 / 16 8 2 8.9 124.1K (4.7%) 5.4G (24.4%)16 256 16 / 32 6 1 9.0 322.9K (12.3%) 10.9G (49.3%)
32 4 128 4 / 8 14 2 8.3 57.1K (2.2%) 3.6G (16.3%)8 256 8 / 16 8 9.2 132.6K (5.1%) 10.7G (48.4%)
complexity for the three types of models are reported. Model complexity is measured by the
number of MAC operations (MACs), and the MACs for all models are calculated by an open-
source toolbox2. First notice that when K is small (e.g. K ≤ 4), the GroupComm-DPRNN
models can achieve higher performance than plain DPRNN with smaller model size at the cost of
an on par or higher model complexity. This is due to the extra MAC operations introduced by the
GroupComm module. A largerK leads to fewer MAC operations; however, the depth of the model
has to be modified accordingly to maintain the performance. Different hyperparameter settings are
explored such that for each K a model with less than 5% relative performance degradation can
be obtained. Among all the GroupComm-DPRNN models, the model with K = 16, N = 128
and Ls = 6 achieves on par performance as the standard DPRNN model with 2.8% model size
and 43.4% MAC operations, and the model with K = 32, N = 128 and Ls = 10 only has 5%
performance degradation with 1.4% model size and 41.2% MAC operations. These models show
that GroupComm is effective in decreasing both the model size and complexity without sacrificing
the performance. Moreover, experiments on the effect of model width in terms of N and Hi/Ho
2https://github.com/Lyken17/pytorch-OpCounter
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Table 4.3: Comparison of GC3-DPRNN models with different model architectures for Group-
Comm.
GroupComm module K SI-SDR (dB) Model size MACs
BLSTM 16 8.9 124.1K 5.4G (24.4%)32 8.3 57.1K 3.6G (16.3%)
TAC 16 9.1 123.8K 3.9G (17.6%)32 8.6 56.3K 2.6G (11.8%)
SA 16 8.9 123.7K 4.5G (20.3%)32 8.2 56.5K 3.0G (13.4%)
are conducted, and it can be observed that increasing model width can significantly improve the
performance with a much shallower architecture; however, the model complexity can be relatively
high. For example, a performance improvement of 0.7 dB can be achieved by K = 16, N = 256
and Ls = 4, while its number of MAC operations is even higher than the baseline DPRNN. This
indicates that when the computational cost is not a bottleneck, GroupComm can also be applied to
improve the overall performance.
For the GC3-based models, the balance between model complexity and performance with dif-
ferent context sizes C is investigated first. A larger C leads to fewer frames for the sequence
modeling module, and a smaller DPRNN block size B can be applied to save model complexity. It
can be observed that models withC = 32, 16 and 8 have almost the same performance while differ-
ing greatly in complexity; hence, C = 32 is selected for all other experiments. ForK = 8, it can be
seen that increasing the number of context codec layers can improve the separation performance,
implying that a strong context codec is important. The on par performance can be achieved by
K = 16, N = 128, Ls = 8 and Lc = 2 with a 4.7% model size and 24.4% MAC operations, which
saves 19% more MAC operations compared with the GroupComm-only model. The GC3-based
model with 5% performance degradation has the configuration of K = 32, N = 128, Ls = 14 and
Lc = 2, which saves 25% more MAC operations than the GroupComm-only model. Such results
prove that GC3-based models are more effective than GroupComm-only models thanks to the con-
text compression operation. Similarly, increasing the model width can also lead to better overall
performance with a shallower architecture at the cost of complexity, and in such configurations it
is empirically better to keep the depth of the context codec according to the results for K = 16.
Table 4.3 evaluates the effect of the three model architectures for GroupComm described in
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Table 4.4: Effect of group overlap ratio on model complexity and separation performance in GC3-
DPRNN models.




25% 9.0 4.9G (22.0%)
50% 9.4 6.9G (31.3%)
Chapter 4.2.1. For the TAC architecture, the hidden dimension for transform and average layers is
set to 3Ho. For the MHSA architecture, four attention heads with the hidden dimension dk set toM
are applied. Such configurations are applied to match the overall model sizes with a BLSTM layer.
The hyperparameter configurations of the two GC3-based models marked in bold in table 4.2 with
K = 16 and 32 are selected. The results show that although MHSA achieves on par performance
as BLSTM in both configurations, TAC obtains even better performance with the fewest MAC
operations. Since the number of MAC operations in TAC is fewer than those in both BLSTM and
MHSA and the transformation and concatenation steps in TAC can be run in parallel across groups,
TAC is used as the default module for GroupComm in all remaining experiments.
The default group segmentation configuration in all experiments above assumes no overlap
between groups. However, a 50% overlap is always applied in sequence segmentation operations
such as context segmentation in the context codec and block segmentation in DPRNN modules.
It is thus interesting to see whether adding overlap between groups can improve the performance.
Table 4.4 provides the separation performance as well as the model size and complexity for differ-
ent overlap ratios between groups. It can be observed that adding a 25% percent overlap between
groups increases the number of MAC operations while not leading to an better performance, but
a 50% overlap between groups can improve the overall performance. Compared with the model
in table 4.2 with a similar performance (K = 8, N = 128, Lc = 2), such a model has a smaller
model size and fewer MAC operations. This shows that compared with using a smaller number
of groups K, adding proper overlap between groups is a more effective method for improving the
performance.
To evaluate GC3 on the four model architectures for the separator, the hyperparameters are
selected so that all four models have on-par model size when no GroupComm or context codec are
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Table 4.5: Comparison of DPRNN, TCN, Sudo rm -rf, and DPTNet architectures with and without
GC3. The training and inference phase statistics are evaluated with a batch size of 4.
Model SI-SDR (dB) PESQ STOI Model size MACs Training Training Inference Inferencememory (GB) speed (ms) memory (GB) speed (ms)
Mixture -0.4 1.91 0.77 – – – – – –
DPRNN [287] 9.0 2.33 0.80 2.6M 22.1G 3.0 193.4 24.9 59.7
+ GC3 9.1 2.36 0.82 123.8K (4.7%) 3.9G (17.6%) 4.2 211.3 6.3 57.2
TCN [243] 7.1 2.21 0.80 2.5M 10.3G 3.2 254.6 14.4 53.8
+ GC3 8.9 2.35 0.82 191.2K (7.6%) 3.4G (33.0%) 3.8 194.1 6.6 49.3
Sudo rm -rf [305] 6.8 2.15 0.79 2.4M 9.5G 4.6 234.8 14.4 53.5
+ GC3 8.7 2.34 0.81 60.0K (2.5%) 3.2G (33.7%) 3.7 200.3 5.3 47.4
DPTNet [265] 8.1 2.20 0.79 2.8M 21.8G 4.8 256.2 21.2 78.6
+ GC3 8.5 2.32 0.81 128.6K (4.6%) 3.9G (17.9%) 4.8 272.5 6.2 76.7
applied:
1. TCN: TCNs with 6 convolutional blocks were selected in each TCN. The same number of
TCN layers and convolutional blocks is applied for the GC3-equipped modification.
2. Sudo rm -rf : The default configuration of the original literature is selected, which contains
5 downsampling and upsampling layers in each U-net block. 8 blocks are used for both
baseline and GC3-equipped modification.
3. DPTNet: The default configuration of the original literature is selected, which contains 6
Transformer layers. 8 Transformer layers is selected for the GC3-equipped DPTNet, which
is similar to the configuration for GC3-DPRNN. The learning rate warm-up configuration is
also set the same as the recommended configuration, where the first 4000 iterations are used
for the warm-up stage.
The other hyperparameters are kept the same as the selected best GC3-DPRNN model in Ta-
ble 4.3. Table 4.5 presents the separation performance as well as the model size and complexity
of the four architectures with their GC3-equipped modifications. First, the plain DPRNN archi-
tecture achieves the best performance among the four architectures and is even better than the
plain DPTNet, which indicates that transformer-based architectures might not be always superior
than recurrent neural networks. TCN does not have satisfying performance because of the limited
receptive field in the configuration (253 frames or 0.253s), as it has been shown that large recep-
tive fields for TCN lead to better separation performance [243]. Although the selected Sudo rm
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-rf configuration has a large enough receptive field to cover the entire sequential feature, it ob-
tains an even worse separation performance with on-par model size and complexity as the TCN
architecture. Although [305] reported that the Sudo rm -rf architecture achieved constantly better
performance than DPRNN and TCN architectures, the results here indicates that its performance
on the more challenging noisy reverberant environments needs to be revised. Moreover, although
all four architectures achieve significant SI-SDR improvement with respect to the unprocessed
mixture, the improvement on wideband PESQ and STOI scores are moderate. One possible reason
for this phenomenon is the inconsistency between the time-domain and frequency-domain evalu-
ation metrics [243], as all the models are trained with the time-domain objective (negative SNR)
while the calculation of PESQ and STOI are both in frequency domain.
For DPRNN and DPTNet, GC3-equipped modifications can achieve a same level of separation
performance with significantly smaller model sizes and number of MAC operations. For CNN-
based architectures (TCN and Sudo rm -rf), GC3-equipped modifications can further achieve sig-
nificantly higher SI-SDR scores. Since the context codec squeezes the long sequence by a factor
of C/2 (16 for C = 32), the effective temporal receptive field of the TCN separator is significantly
larger (0.253 × 16 = 4.05s) and thus can better capture the temporal dependencies. Since it has
also been reported in [305] that a deeper Sudo rm -rf architecture can lead to better overall sep-
aration performance, introducing GC3 to Sudo rm -rf might also be equivalent to increasing the
model depth and improves the performance. More in-depth analysis on the reason behind the per-
formance improvements in different architectures is left for future work. Nevertheless, the results
prove that GC3 can be easily deployed in to various architectures and maintain its effectiveness.
Beyond the model size and number of MAC operations, the memory footprint and the training
and inference speed are also important indicators for model complexity, as small models can also
be slow and require enormous memory. To compare such training and inference phase statistics
of different models, the batch-level training and inference phase memory footprints and running
speeds are evaluated on a single NVIDIA TITAN X Pascal graphic card with a batch size of 4.
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The memory footprint is calculated via an opensource toolbox 3. It can be observed that the GC3-
equipped models, e.g. DPRNN and TCN, increase the training phase memory footprint but do
not affect the training speed, and an acceleration can even be observed in the GC3-equipped TCN
model. The inference phase memory footprint for all four architectures with GC3 applied are sig-
nificantly lower than the ones without GC3, however the inference speed are all on-par or only
slightly faster than the baselines. The reason for this might be because the effective model depth
for a GC3-equipped model is larger than the baseline which prevents the model from easy paral-
lelization. The results show that although the number of intermediate outputs introduced by the
deeper separation module and the GroupComm modules may increase the training phase memory
footprint, GC3 can always decrease the inference phase memory footprint without sacrificing the
inference speed.
4.3 Discussions
Note that the application of model binarization or quantization techniques are not jointly con-
sidered with GC3. Such techniques can significantly decrease the model storage size and MAC
operations without changing the model architecture, although they typically lead to certain levels
of performance degradation [250]. Applying GC3 together with such techniques may require an in-
crease in the overall model size to achieve on par performance, and the actual model configuration
may be directly related to the target platform to which the model will be deployed. Moreover, the
GroupComm module can be used as a prototype module in any neural architecture search (NAS)
algorithm [197] to search for better both model architecture and layer organization, balancing the
model size, complexity and performance.
3https://github.com/Stonesjtu/pytorch_memlab
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Chapter 5: Training Objectives for Speech Separation
In this chapter I will introduce two training objectives for speech separation in different con-
ditions. Both objectives rely on auxiliary autoencoding, which adds an autoencoding loss to the
standard training objectives, e.g., SNR and SI-SDR, to tackle certain problems in speech separa-
tion. The auxiliary autoencoding permutation invariant training (A2PIT) [290] was proposed for
separating varying numbers of sources in the mixtures with a single network, which was based on
a design principle called do nothing is better than do wrong things. The auxiliary autoencoding
training (A2T) [324] was designed for improving the system robustness in reverberant environ-
ments, which put constraints on the search space of the network during optimization to find better
separation results.
5.1 Related works
5.1.1 Training Methods for Separating Varying Numbers of Sources
Various methods have been proposed to tackle the problem of separating varying numbers of
sources in an end-to-end model. A most simple way is to assume a maximum number of sources
in a mixture, which is denoted by N , and let the model to always generate N outputs [148],
[239]. For mixtures having M sources where M < N , N −M outputs are invalid and need to
be properly designed and effectively detected. The invalid outputs are typically forced to have a
significantly smaller energy than the valid outputs, and a energy threshold can then be applied to
filter out those outputs. Another approach first estimates the speaker embedding for each active
source with an output-length-free model, e.g. a sequence-to-sequence generative model, and then
performs speaker extraction based on the embeddings [249]. A third category of methods perform
separation in an iterative way, where in each iteration only one target source is separated from the
82
residual mixture [193], [210], [247], [251]. The iteration stops when there is no source left, and
the stop time can be determined by either an energy threshold or another trained discriminator. It
has been shown that under various circumstances, the number of sources in the mixture can be
effectively estimated and the separation performance can be guaranteed. Moreover, clustering-
based approaches have been extensively applied in frequency-domain separation systems, where
the T-F masks are treated as the cluster assignment matrices and the number of clusters can be
dynamically decided for different mixtures [121], [123], [140], [151], [218], [242].
5.1.2 Training Methods for Separation in Reverberant Environments
Both end-to-end systems and T-F domain systems for anechoic speech enhancement and sepa-
ration can be directly applied in the reverberant scenarios [268]. For systems that do not attempt to
perform joint enhancement/separation and dereverberation, a mapping function is typically learned
between the reverberant mixture and the reverberant clean signals with either single-channel or
multi-channel input [231], [241], [273], [286]. The evaluation of such systems is also done by
comparing the system outputs with the reverberant clean signals. One exception is the convolu-
tive transfer function invariant signal-to-distortion ratio (CI-SDR) [263], which is essentially the
standard SDR metric, where the adaptive FIR filter is applied to the separation outputs before
the calculation of the SI-SDR metric. Experiment results in a multi-channel separation task with
MVDR beamforming showed that CI-SDR is beneficial for both signal quality measured in SDR
and speech recognition measured in WER.
5.2 A2PIT: Separating Varying Numbers of Sources
There are various drawbacks in each category of the existing methods. For the fixed-output-
number method, the training targets for the invalid outputs are typically low- or zero-energy sig-
nals. However, such targets cannot be jointly used with energy-invariant training objectives, such
as scale-invariant signal-to-distortion ratio (SI-SDR) [236], which has proven to be a better training
objective in many scenarios [284]. Moreover, the detection of invalid outputs typically relies on a
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pre-defined energy threshold, which may cause trouble when the mixture also has very low energy.
For the speaker extraction method, the speaker embeddings are typically estimated at utterance
level and require a long enough context, which makes the method hard to apply to online or causal
systems. For methods that utilize additional target speaker enrollments for speaker embedding
extraction, the generalization ability on unseen speakers is also limited. For the iterative method,
the run-time complexity linearly increases as the number of sources increases, and stop time de-
tection is typically performed at utterance level as well. When there is noise in the mixture, it is
also unclear in which iteration should the noise be cancelled. Moreover, none of the methods has
a “fault tolerance” mechanism when the estimated number of sources is different than the actual
number. What should the model append to the output if it estimates fewer sources than the actual
case? How should the model remove invalid outputs if it generates more? How can such decision
process or control flow be effectively incorporated into the training of the model? These questions
are important for a practical and robust system.
A simple training method based on the fixed-output assumption is proposed here by designing
proper training targets for the invalid outputs. The fixed-output-number assumption is adopted as
in real-world conversations such as meeting scenarios, the maximum number of simultaneously
active speakers is almost always fewer than three [30], [259], thus a maximum number of speakers
can typically be pre-assumed. Instead of using low-energy auxiliary targets for invalid outputs,
the mixture itself is used as auxiliary targets to force the invalid outputs to perform autoencoding.
With the permutation invariant training (PIT) framework [173] for speech separation, the training
objective is referred to it as the auxiliary autoencoding permutation invariant training (A2PIT).
A2PIT not only allows the model to perform valid output detection in a self-supervised way without
additional modules, but also achieves “fault tolerance” by the “do nothing is better than do wrong
things” principle. As the mixture itself can be treated as the output of a null separation model, i.e.
perform no separation at all, the auxiliary targets force the model to generate outputs not worse
than doing nothing. Moreover, the detection of invalid outputs in A2PIT can be done at frame-level
based on the similarity between the outputs and the mixture, which makes it possible to perform
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single-pass separation and valid source detection in real-time.
5.2.1 Motivation and Design
There are two main issues in the energy-based method for invalid output detection. First, it
cannot be jointly used with energy-invariant objective functions like SI-SDR. Second, once the
detection of invalid speakers fails and the noise signals are selected as the targets, the outputs
can be completely uncorrelated with any of the targets, which is unpreferred for applications that
require high perceptual quality or low distortion. It is defined as the problem of lacking “fault
tolerance” mechanism for unsuccessful separation.
To allow the models to use any objective functions and to have such “fault tolerance” ability,
the mixture signal itself is selected as the auxiliary targets instead of random noise signals. For
mixtures with N outputs and M < N targets, N −M mixture signals are appended to the targets
and PIT is applied to find the best output permutation with respect to the targets. The A2PIT loss
with the best permutation then becomes:
Lobj = Lsep + LAE (5.1)
where Lsep ∈ R is the loss for the valid outputs and LAE ∈ R is the auxiliary autoencoding loss for
the invalid outputs with the input mixture as targets. As autoencoding is in general a much simpler
task than separation, proper gradient balancing method should be applied on the two loss terms for
successful training. Recall that SI-SDR is defined as:




where α = x̂x>/xx> corresponds to the optimal rescaling factor towards the estimated signal. Let
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a , xx>, b , x̂x> and c , x̂x̂>, the definition can be rewritten as:



















(xx>)(x̂x̂>) is the cosine similarity between x and x̂. The
scale-invariance behavior of SI-SDR can be easily observed by the nature of cosine similarity, and
SI-SDR(x, x̂) → +∞ as |c(x, x̂)| → 1. It’s easy to see that the second term in the derivative of
SI-SDR with respect to the cosine similarity, |∂ SI-SDR(x, x̂)/∂ c(x, x̂)|, approaches infinity as
|c(x, x̂)| approaches 1. Using it for LAE may let the system to easily collapse to a local minimum
which have very high performance on the auxiliary autoencoding term while fail to separate the
sources. Based on this concern, an α-skewed SI-SDR (α-SI-SDR) is proposed here:
α-SI-SDR(x, x̂) , 10 log10
(
c(x, x̂)2
1 + α− c(x, x̂)2
)
(5.4)
where the scale of the gradient with respect to the cosine similarity term is controlled by α ≥ 0,
and α = 0 corresponds to the standard SI-SDR. For multiple-speaker utterances, α = 0.3 is
empirically set for LAE and α = 0 is set for Lsep. For single-speaker utterances, the training target
for separation is equivalent (when there is no noise) or very close (when there is noise) to the input
mixture. In this case, α = 0.3 is also set for Lsep.
5.2.2 Detection of Invalid Outputs
During inference phase, the detection of invalid outputs can be performed by calculating the
similarity, e.g. SI-SDR score, between all outputs and the input mixture, and a threshold calcu-
lated from the training set can be used for the decision. For the “fault tolerance” mechanism, the
following method is applied for selecting the valid outputs:
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1. If the estimated number of outputsK is smaller than the actual numberM ,M−K additional
outputs are randomly selected from the N −K remaining outputs.
2. If the estimated number of outputs K is larger than the actual number M , M outputs are
randomly selected from the K outputs.
Another benefit for A2PIT is that it also allows frame-level detection of the invalid outputs for
causal applications. Frame-level detection calculates accumulated similarity starting from the first
frame of the outputs, and is able to dynamically change the selected valid outputs as the similarity
scores become more reliable. For streaming-based applications that require a real-time playback
of the separation outputs, e.g. hearable devices, the change of the output tracks can also be easily
done by switching the outputs at frame-level.
5.2.3 Experiment Configurations and Results
A simulated single-channel noisy speech separation dataset with the Librispeech dataset [109]
is used for the experiments. 40 hours of training data, 20 hours of validation data, and 12 hours of
test data are generated from the 100-hour training set, development set, and test set, respectively.
The number of speakers are evenly sampled between 1 and 4 to make sure the dataset is balanced
to the varying numbers of speakers. All utterances are 6-second long with a sample rate of 16k Hz.
For utterances with more than one speaker, an overlap ratio between all the speakers is uniformly
sampled between 0% and 100% and the speech signals are shifted accordingly. The speech signals
are then rescaled to a random absolute energy between -2.5 and 2.5 dB. A noise signal is randomly
selected from the 100 Nonspeech Corpus [334], and is repeated if its length is less than 6 seconds.
The noise signal is then rescaled to a random absolute energy between -20 and -10 dB. Both the
clean and noisy mixtures are used to report the performance of A2PIT in the two scenarios.
The DPRNN-TasNet introduced in Chapter 2.3 is used for all experiments. The same hyper-
parameter settings of 2 ms window configuration is applied with the only difference that 3 instead
of 6 DPRNN blocks is applied. The total number of parameters is thus 1.3M. The baseline model
uses the standard SI-SDR as the training objective, and all other models use the proposed A2PIT
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together with α-SI-SDR. All models are trained for a maximum of 100 epochs with the Adam
optimizer [83]. The initial learning rate is 1e− 3 and is decayed by a factor of 0.98 for every two
epochs. No other regularizers or training tricks are applied. The DPRNN-TasNet models trained
for each of the speaker count configurations are used as the baseline models, and these results
represents how well the models can achieve when the number of speakers is known and a specific
model is trained on such mixtures. For separating varying numbers of sources, the DPRNN-TasNet
models are trained on three configurations:
1. 2+3 speakers: the 2 and 3 speaker mixtures are used for both training and evaluation, and the
number of outputs N is set to 3. This is to mimic the behavior under certain cases when the
maximum number of active sources is bounded by 3 (e.g. meeting scenarios). It is denoted
as the 2+3 model.
2. 2+3+4 speakers: the 2, 3 and 4 speaker mixtures are used for both training and evaluation,
and the number of outputs N is set to 4. This is to increase the difficulty of both the separa-
tion and speaker count. It is denoted as the 2+3+4 model.
3. 1+2+3+4 speakers: all training and evaluation datasets are used. It is denoted as the 1+2+3+4
model.
Each configuration contains both the clean and noisy scenarios, which results in a total of 6
different configurations.
Table 5.1 and 5.2 show the confusion matrices for all 6 configurations. Note that each of the
speaker number has a test set of 1800 utterances. First notice that for the 2+3 model, the prediction
of speaker count can be done with a very high accuracy in both clean and noisy separation tasks.
For the 2+3+4 model, the detection of 3 speaker mixtures is worse than that of both 2 and 4
speaker mixtures, and the error mostly comes from the misclassification into 4 speaker mixtures.
For the 1+2+3+4 model, the detection of the 1 speaker mixtures almost always fail (detects no
speakers in the mixture). With the autoencoding threshold, the model predicts no valid outputs for
most of the times. This is somehow expected as in the clean separation task, the mixture itself is
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Table 5.1: Confusion matrix for speaker counting for models trained for clean separation task.
Model Prediction
Oracle
1 spk 2 spk 3 spk 4 spk
2+3
model
2 spk – 1712 5 –
3 spk – 88 1795 –
2+3+4
model
2 spk – 1718 10 0
3 spk – 82 1435 26
4 spk – 0 355 1774
1+2+3+4
model
1 spk 2 0 0 0
2 spk 5 1746 13 2
3 spk 0 62 1454 44
4 spk 0 0 333 1756
Table 5.2: Confusion matrix for speaker counting for models trained for noisy separation task.
Model Prediction
Oracle
1 spk 2 spk 3 spk 4 spk
2+3
model
2 spk – 1716 26 –
3 spk – 83 1774 –
2+3+4
model
2 spk – 1711 16 0
3 spk – 87 1530 87
4 spk – 1 254 1713
1+2+3+4
model
1 spk 31 4 0 0
2 spk 5 1670 8 0
3 spk 0 125 1485 27
4 spk 0 0 307 1773
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equivalent to the separated output, and in the noisy separation task, the separated output may still
have very high similarity score with respect to the mixture because of the high SNR configuration.
For tasks such as automatic speech recognition, this will not be an issue as the acoustic models
are typically noise robust, while for tasks that require perceptual quality, the outputs need to be
further evaluated. Beyond the 1 speaker mixtures, the accuracy for speaker counting for other
cases remains high. Another interesting observation is that the models occasionally predict zero
speakers (e.g. 2-speaker utterances in all models for noisy separation). This can only happen when
the autoencoding SI-SDR of all outputs are larger than the pre-defined threshold. It indicates that
in certain utterances the separation may completely fail and the model converges to always perform
autoencoding. A better solution to this issue is left for future works.
Figure 5.1: Histograms of autoencoding SI-SDR (decibel scale) in different experiment configura-
tions.
Table 5.3: Separation performance of various configurations on the clean separation task. SI-SDR






1 spk 2 spk 3 spk 4 spk
Baseline Oracle 64.8 11.5 8.0 5.7
2+3
model
Oracle – 12.0 8.8 –
Predicted – 11.6 8.7 –
2+3+4
model
Oracle – 11.8 9.1 7.1
Predicted – 11.7 8.1 7.1
1+2+3+4
model
Oracle 39.8 11.9 9.1 7.2
Predicted 44.2 11.8 8.5 7.2
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Table 5.4: Separation performance of various configurations on the noisy separation task. SI-SDRi





1 spk 2 spk 3 spk 4 spk
Baseline Oracle 6.9 10.8 7.5 5.4
2+3
model
Oracle – 11.2 8.7 –
Predicted – 11.2 8.7 –
2+3+4
model
Oracle – 11.1 8.8 7.0
Predicted – 10.8 8.2 6.9
1+2+3+4
model
Oracle 4.8 11.1 8.8 6.9
Predicted 4.2 11.0 8.4 6.9
Table 5.3 and 5.4 provide the separation performance on the clean and noisy separation tasks,
respectively. For the one speaker utterances in the clean separation task, SI-SDR instead of SI-
SDRi is reported as the input is already the clean target itself. It can be observed that A2PIT can
almost always improve the separation performance on all configurations with both clean and noisy
data, and the gains for 3 and 4 speaker cases are significant. It can be concluded from the results
that A2PIT is able to achieve on par or better overall separation performance on both clean and
noisy separation tasks. Even with predicted output selection, the fault tolerance ability introduced
by A2PIT allows the model to control the performance degradation. These results confirms the
effectiveness of A2PIT.
5.3 A2T: Distortion-controlled Separation in Noisy Reverberant Environments
Using the reverberant clean signal as both the training and evaluation targets introduces new
challenges to the current training and evaluation configurations. One core problem, which is re-
ferred to as the equal-valued contour problem, occurs in many widely-used metrics such as signal-
to-noise ratio (SNR) and scale-invariant signal-to-distortion ratio (SI-SDR). Equal-valued contour
problem denotes the issue that given a reference signal and a metric, there are infinite numbers of
estimated signals that can achieve the same performance. Certain estimations among this “contour”
might be more preferred than the others, however an end-to-end model may lack the ability to dis-
tinguish the “good” estimations from the “bad” ones. As an example of the equal-valued contour
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problem in reverberant separation, consider an ideal model that always separates the direct-path
targets from the reverberant mixture. When evaluated by the signal-level metric between the sepa-
ration outputs and the reverberant targets, the model will not obtain a high performance especially
when the energy of the late reverberation component is large (e.g. with a large reverberation time).
However, such an ideal model can achieve very good performance on both word-error-rate (WER)
and subjective perceptual quality measures. Suppose there is another model that achieves similar
performance as this ideal model when evaluated by the signal-level metric while performs noisy,
distorted separation, it is easy to imagine that this model will achieve a much worse performance.
The equal-valued contour problem mainly comes from the training configurations where a sin-
gle end-to-end training objective is used without further regularizations on the distortion introduced
to components such as the direct-path signals. It is natural to investigate how such regularizations
can be incorporated into the training procedure in a simple way. The focus here is on the end-
to-end systems where the separation is done by applying a linear mapping, e.g. a multiplicative
mask, on the input mixture. This framework includes many recently proposed systems, including
the TasNet-series of works in Chapter 2 and any linear neural beamformers in Chapter 3. With the
linearity between the input and output, an additional auxiliary autoencoding loss is added, which
forces the linear mapping to also perform autoencoding on the direct-path target signal. For exam-
ple, given a mixture signal which contains one target signal x and K ≥ 1 additional interference
signals {ni}Ki=1, standard training configuration attempts to optimize the model to learn a linear
mappingM(·) such thatM(x +∑Ki=1 ni) ≈ x. The auxiliary autoencoding term corresponds to
the reconstruction of the direct-path signal of x, denoted by xd, i.e. M(xd) ≈ xd. This training
configuration is referred to as the auxiliary autoencoding training (A2T).
5.3.1 Motivation and Design
The problem formulation of end-to-end reverberant speech enhancement and separation is
briefly reviewed first. Given M channels of inputs and C signal-of-interests (SOIs), the mixture
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i + ni, i ∈ 1, . . . ,M (5.5)
where x(j)i ∈ R1×T is the j-th SOI at channel i and ni ∈ R1×T is the interference at channel i.
In reverberant environment, each SOI is obtained by convolving a clean signal c(j)i ∈ R1×(T−K+1)





i ∗ h(j)i (5.6)
By decomposing the RIR filter h(j)i into a direct path RIR hd
(j)
i and a late reverberation RIR hr
(j)
i ,
the SOI x(j)i can be decomposed into a direct path signal x
(j)










i ∗ (hd(j)i + hr(j)i )




The task of speech enhancement or separation is to extract the SOIs given the mixtures. Here











In typical configurations, the training objective is to minimize the discrepancy between the












where D(·) is a metric on the two signals, and it is assumed that the first channel is selected as the
reference channel without loss of generality.
(A) SNR
(B) SI-SDR
Figure 5.2: Simplified illustrations for equal-valued contours in (A) SNR metric, and (B) SI-SDR
metric.
The equal-valued contour problem can then be demonstrated in two widely-used metrics,
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namely the SNR and the SI-SDR. SNR between the estimated and target SOIs is defined as:




= 10 log10||x||22 − 10 log10||x− x̂||22 (5.11)
where the notations are the same as equation 5.9 despite that the subscripts and superscripts are
omitted for the sake of simplicity. SNR metric is equivalent to a logarithm-mean square error (log-
MSE) metric on the distance between the estimated and target SOIs, thus its equal-valued contours
can be defined by the surface of hyperballs whose centers are determined by x. Figure 5.2 (A)
shows a simplified example of an equal-valued contour in two-dimensional space. The radius of
the equal-valued contour in the figure is defined by the reverberation component xr, and it’s easy
to see that x̂1, x̂2 and xd are on the same contour and have the same SNR value with respect to the
reverberant target x. Moreover, x̂1 = xd + 2xr adds an additional reverberation component, x̂2 is
a rescaled version of x, and xd is the direct-path target. It’s obvious that xd is preferred than x̂2
and x̂2 is preferred than x̂1, even though they share a same SNR value.
Another widely-used metric, the SI-SDR, is defined as:




where α = x̂x>/xx> corresponds to the optimal rescaling factor towards the estimated signal. It
has been shown in Chapter 5.2 that the definition can be rewritten as:










(xx>)(x̂x̂>) is the cosine similarity between x and x̂. SI-SDR
is thus equivalent to the angular distance between the estimated and target SOIs, and its equal-
valued contours can be defined by the boundary of cones whose symmetrical axes are defined by
x. Figure 5.2 (B) shows an example of an equal-valued contour with angle θ > 0. Similarly, x̂1
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and xd share the same value of SI-SDR, while xd is always preferred than x̂1.
Note that the definition of equal-valued contours in other metrics, e.g. L1-norm or MSE, can
be easily defined in the same way by decoupling the direct-path and reverberation components in
the SOIs.
Auxiliary autoencoding Training (A2T) adds one objective term to control the system outputs
on the equal-valued contours. Take x(1) as the SOI and omit the subscripts for channel indices
where there is no ambiguity. Under the linearity assumption of T (·) in equation 5.8, the equation
can be rewritten as:




















where the system output consist of three parts generated from the direct path, the late reverberation,
and the interference, respectively. The conventional training objective sets the reverberant SOI x(1)
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(5.15)

































where the auxiliary autoencoding term controls the distortion introduces to the direct-path signal
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and preserves its signal quality.
To apply permutation invariant training (PIT) in A2T, the output permutations of the two ob-
jective terms need to be aligned. In the training phase, PIT is first applied on the separation term
to obtain the best label permutation, and the permutation is then applied to the preservation term
for auxiliary autoencoding.
Logarithm-scale objective functions such as SNR and SI-SDR are unbounded and may lead to
infinitely large gradients. As autoencoding is a much easier task than separation with a much faster
convergence speed, the A2T term may easily dominate the gradients and prevents the standard
separation term to be in effect. Thus proper gradient balancing methods need to be applied to
ensure successful training. The α-skewed SI-SDR (α-SI-SDR) objective introduced in Chapter 5.2
is applied here:
α-SI-SDR(x, x̂) , 10 log10
(
c(x, x̂)2
1 + α− c(x, x̂)2
)
(5.18)
where the gradient scale with respect to the cosine similarity term can be controlled by α ≥ 0.
Similarly, [310] proposed the α-thresholded SNR (α-SNR):
α-SNR(x, x̂) , 10 log10
||x||22
||x− x̂||22 + α||x||22
= 10 log10||x||22 − 10 log10
(
||x− x̂||22 + α||x||22
) (5.19)
As A2T only serves as a regularization term, α > 0 is forced on the A2T term and α = 0 is applied
in the separation term.
The A2T objective term can be directly connected to the optimization target of distortionless
response beamformers, such as the MVDR and MPDR beamformers [23], where a distortionless
constraint is imposed on the direction of the SOI. A2T does not use such explicit hard constraint,
but adds an auxiliary term in the objective as a soft constraint to control the distortion intro-
duced to the direct-path signal. Literatures on imposing constraints on differential frameworks,
e.g. the problem of constrained differential optimization [6], have been investigated in neural net-
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Figure 5.3: Illustration of two possible linear mappings T (1)(·) and T (2)(·). T (1)(·) denotes the one
learned with A2T with a controlled distortion on the direct-path signal xd. T (2)(·) corresponds to
an unconstrained mapping where the distortion on xd can be significant.
works [110], however soft constraints have shown better performance and easier implementation
than hard constraints [153]. Moreover, unlike MVDR/MPDR which are designed only for multi-
channel systems, A2T can be easily applied to any end-to-end system which satisfies the linearity
assumption of the mapping.
On the other hand, forcing the outputs to meet the A2T constraint may help with the general-
ization of the model. Figure 5.3 shows two example mappings T (1)(·) and T (2)(·) with and without
A2T, respectively. When the distortion introduced to the direct-path xd is significant, the mapping
on the other sources and the noise, i.e. e = y − x, needs to compensate for the distortion in order
to map to the SOI x. As the SOI and the interferences are in general uncorrelated, learning such
a mapping may hurt the performance and the generalization ability of the system. Another point
to clarify is that empirically T (2)(·) might not be the usual case for models without A2T, as the
experiment results will show that standard objectives inherently preserve the direct-path signal to
some extent. Nevertheless, properly adding the A2T term can almost always achieve on par or
better separation performance with a significantly lower distortion on the direct-path signal. This
indicates that A2T is able to find “better” outputs on the equal-valued contours.
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For the consideration of extra computational costs during training, applying autoencoding on
the direct-path signal only requires the calculation of the linear transform on the direct-path targets.
The complexity for the backward pass is slightly increased as the gradients with respect to the A2T
term also need to be backpropagated, but the overall increase on the computational cost is minor.
5.3.2 Experiment Configurations and Results
The evaluation of the iFaSNet model is based on the same dataset used for the TAC-FaSNet
in Chapter 3.2, while only the ad-hoc microphone array configuration is used for comparison.
As the utterances in the dataset are randomly truncated and not suitable for speech recognition
evaluation, another test set with 500 utterances simulated where the utterances are not truncated.
In order to approximately match the length of the mixtures in the training set, the utterances are
randomly sampled from the test-clean subset whose length is no longer than 4 seconds. All other
configurations are the same as the original dataset.
DPRNN-TasNet is selected for all the models with the identical configuration in Chapter 2.3.
The evaluation of the separation performance is done by both SNR and SI-SDR metrics. To evalu-
ate the distortion introduced to the direct-path signals, the target-SNR (TSDR) and target-SI-SDR
(TSI-SDR) is also applied, which are calculated between the transformed direct-path signal T (xd)
and the direct-path signal xd:
TSNR (x̂,x) = SNR (T (xd),xd) (5.20)
TSI-SDR (x̂,x) = SI-SDR (T (xd),xd) (5.21)
The evaluation of the speech recognition performance is done by word error rate (WER). The
recognition engine used is directly taken from the pre-trained transformer model on Librispeech
data from ESPNet [221]1.
Table 5.5 shows the experiment results of models trained with different objective functions,
1https://github.com/espnet/espnet/tree/master/egs/librispeech/asr1
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Table 5.5: Comparison of DPRNN-TasNet models with objectives with and without A2T on the
noisy reverberant separation task. “OR” stands for the overlap ratio between the two speakers.
Objective α SNR / TSNR / SI-SDR / TSI-SDR (dB)OR ∈ [0, 25)% OR ∈ [25, 50)% OR ∈ [50, 75)% OR ∈ [75, 100]% Overall
SNR – 14.0 / 18.4 / 13.7 / 18.3 10.3 / 12.9 / 9.7 / 12.6 8.0 / 10.3 / 6.9 / 9.7 6.1 / 8.4 / 4.5 / 7.7 9.6 / 12.5 / 8.7 / 12.1
+ A2T
0 -0.4 / 60.6 / -0.4 / 62.1 -0.4 / 60.1 / -0.4 / 61.9 -0.4 / 59.6 / -0.4 / 61.7 -0.5 / 58.8 / -0.5 / 61.3 -0.4 / 59.8 / -0.4 / 61.8
0.01 12.8 / 26.0 / 12.6 / 26.0 8.3 / 23.3 / 7.9 / 23.4 5.3 / 23.4 / 4.8 / 23.5 2.8 / 24.0 / 2.3 / 24.3 7.3 / 24.2 / 6.9 / 24.3
0.03 13.8 / 23.0 / 13.5 / 23.2 9.8 / 18.9 / 9.3 / 19.0 7.3 / 16.9 / 6.4 / 16.9 5.2 / 15.6 / 3.9 / 15.7 9.0 / 18.6 / 8.3 / 18.7
0.1 14.0 / 21.4 / 13.7 / 21.5 10.1 / 16.8 / 9.5 / 16.8 7.8 / 14.6 / 6.9 / 14.5 5.9 / 13.1 / 4.5 / 13.0 9.5 / 16.5 / 8.7 / 16.5
0.3 14.2 / 20.3 / 13.9 / 20.4 10.5 / 15.7 / 10.0 / 15.6 8.2 / 13.2 / 7.2 / 13.1 6.2 / 11.5 / 4.8 / 11.2 9.8 / 15.2 / 9.0 / 15.1
1 14.2 / 19.3 / 13.9 / 19.2 10.4 / 14.5 / 9.9 / 14.4 8.1 / 12.0 / 7.1 / 11.8 6.0 / 10.1 / 4.5 / 9.8 9.7 / 14.0 / 8.9 / 13.8
3 14.3 / 18.9 / 14.0 / 18.9 10.5 / 13.5 / 9.9 / 13.3 8.1 / 10.9 / 7.2 / 10.5 6.1 / 9.0 / 4.5 / 8.5 9.8 / 13.1 / 8.9 / 12.8
10 14.1 / 18.5 / 13.7 / 18.4 10.2 / 13.0 / 9.6 / 12.7 7.8 / 10.3 / 6.7 / 9.7 5.7 / 8.3 / 4.0 / 7.5 9.4 / 12.6 / 8.5 / 12.1
SI-SDR – – / – / 13.9 / 16.9 – / – / 9.8 / 10.5 – / – / 6.9 / 7.6 – / – / 4.4 / 5.5 – / – / 8.8 / 10.2
+ A2T
0 – / – / -0.5 / 62.2 – / – / -0.4 / 62.2 – / – / -0.4 / 62.3 – / – / -0.5 / 62.5 – / – / -0.4 / 62.3
0.01 – / – / 12.4 / 27.0 – / – / 7.6 / 24.9 – / – / 4.3 / 26.3 – / – / 1.8 / 28.3 – / – / 6.6 / 26.6
0.03 – / – / 13.2 / 23.5 – / – / 8.9 / 19.7 – / – / 5.9 / 19.0 – / – / 3.4 / 19.8 – / – / 7.9 / 20.5
0.1 – / – / 13.6 / 21.3 – / – / 9.7 / 16.9 – / – / 6.9 / 14.6 – / – / 4.4 / 13.1 – / – / 8.7 / 16.5
0.3 – / – / 14.0 / 20.8 – / – / 9.8 / 16.0 – / – / 7.0 / 13.6 – / – / 4.5 / 11.9 – / – / 8.8 / 15.6
1 – / – / 13.9 / 19.8 – / – / 9.9 / 14.9 – / – / 7.2 / 12.3 – / – / 4.7 / 10.5 – / – / 8.9 / 14.4
3 – / – / 13.9 / 19.5 – / – / 9.9 / 14.4 – / – / 7.3 / 11.9 – / – / 4.8 / 10.0 – / – / 9.0 / 14.0
10 – / – / 14.1 / 19.4 – / – / 9.9 / 14.0 – / – / 7.3 / 11.5 – / – / 4.6 / 9.5 – / – / 9.0 / 13.6
Table 5.6: Comparison of WER from models trained with SNR with and without A2T. “OR” stands
for the overlap ratio between the two speakers.
Objective α WER (%)OR ∈ [0, 25)% OR ∈ [25, 50)% OR ∈ [50, 75)% OR ∈ [75, 100]% Overall
SNR – 15.5 20.8 38.4 60.2 34.2
+ A2T
0.3 15.3 17.5 36.4 57.7 32.1
1 15.2 18.4 36.5 58.8 32.6
3 14.8 20.5 34.5 59.5 32.8
Noisy reverberant – – – – – 17.7
Clean reverberant – – – – – 8.1
with and without A2T, and with different values of α for gradient balancing in the A2T term. For
the models trained with SI-SDR, the SNR and TSNR scores are not reported as SI-SDR does not
preserve the scale of the outputs. First notice that the models trained with original SNR and SI-SDR
objectives are able to inherently control the distortion introduced to the direct-path signals to some
extent, and in low-overlapped utterances the distortion is significantly lower than high-overlapped
utterances. On the one hand, the performance of TSNR and TSI-SDR in low-overlapped utterances
is expected as in the nonoverlapped regions the separation model is equivalent to an autoencoding
model. On the other hand, the worse performance in high-overlapped utterances shows that the
equal-valued contour problem is practical and the separated outputs might not be the preferred
ones. Moreover, SI-SDR objective even leads to a lower TSI-SDR score than the SNR objective
across all overlap ratios. Since the SNR objective is also able to preserve the output scale, the
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results indicate that SNR can be a good replacement of SI-SDR as a training objective even when
the evaluation is done by SI-SDR. This also matches the observation in [298] where SNR led to at
least on par performance as SI-SDR.
It is then noticed that for α = 0 in the A2T term, models trained with both objectives fail
to converge and the gradients are dominated by the A2T term. It leads to a significantly higher
performance on the TSNR and TSI-SDR scores but completely fails on separation. The TSNR and
TSI-SDR scores gradually decrease as α increases, and are both higher than the models trained
without A2T. The best separation performance is achieved at an intermediate value of α, e.g.
α ∈ [0.3, 3], and a minor improvement on SNR and SI-SDR can be achieved at the best values of α
across all overlap ratios. It confirms the ability of A2T to find “better” outputs on the equal-valued
contours.
Table 5.6 presents the WER on the 500-utterance test set. Based on the observation in table 5.5,
only the SNR-A2T results with α = 0.3, 1, 3 are reported as they all achieve on par or better
separation performance than the standard SNR while have a much lower distortion on the direc-
path signal. It can be observed that adding the A2T term can always leads to improved WER
across all overlap ratios. Moreover, the overall WER increases as α increases, and the best overall
performance is achieved when α = 0.3. Note that α = 0.3 and α = 3 both give the best separation
performance in table 5.5, and α = 3 leads to lower WER than α = 0.3 in two overlap ratio
ranges. This indicates that different α for different overlap ratios might further improve the overall
performance, however it is left as a future work to verify. Nevertheless, the results confirm that
with a similar level of SNR and SI-SDR, the actual WER can vary by as large as 16% relatively
([25, 50)% overlap ratio), and further emphasize the importance of the constraint on the equal-
valued contours.
The definition of direct-path signal can vary in different literatures. Defining the direct-path
RIR filter as±6 ms of the first peak in the RIR filter is the same as [205], however the range can be
relaxed to cover more early reverberation components similar to [229]. Here the effect of different
definitions of direct-path signals is also investigated. Table 5.7 shows the separation results on the
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Table 5.7: Comparison of DPRNN-TasNet models with direct-path RIR filter defined as the
±20 ms of the first peak in the RIR filter.
Objective α SNR / TSNR / SI-SDR / TSI-SDR (dB)OR ∈ [0, 25)% OR ∈ [25, 50)% OR ∈ [50, 75)% OR ∈ [75, 100]% Overall
SNR – 14.0 / 18.7 / 13.7 / 18.6 10.3 / 13.1 / 9.7 / 12.8 8.0 / 10.5 / 6.9 / 10.0 6.1 / 8.6 / 4.5 / 7.8 9.6 / 12.8 / 8.7 / 12.3
+ A2T (±20 ms)
0.3 14.1 / 20.3 / 13.8 / 20.3 10.2 / 15.3 / 9.7 / 15.2 7.9 / 12.8 / 6.9 / 12.7 5.9 / 10.9 / 4.3 / 10.7 9.6 / 14.9 / 8.7 / 14.7
1 14.1 / 19.4 / 13.8 / 19.4 10.4 / 14.2 / 9.8 / 14.0 7.9 / 11.5 / 6.9 / 11.1 5.8 / 9.5 / 4.2 / 9.1 9.6 / 13.7 / 8.7 / 13.4
3 14.0 / 19.1 / 13.7 / 19.2 10.1 / 13.7 / 9.5 / 13.5 7.8 / 11.0 / 6.7 / 10.7 5.8 / 9.0 / 4.1 / 8.6 9.4 / 13.3 / 8.5 / 13.0
Table 5.8: Comparison of WER from models trained with direct-path RIR filter defined as the
±20 ms of the first peak in the RIR filter.
Objective α WER (%)OR ∈ [0, 25)% OR ∈ [25, 50)% OR ∈ [50, 75)% OR ∈ [75, 100]% Overall
SNR – 15.5 20.8 38.4 60.2 34.2
SNR+A2T (±6 ms) 0.3 15.3 17.5 36.4 57.7 32.1
SNR+A2T (±20 ms)
0.3 14.8 19.2 38.2 62.1 34.0
1 15.4 19.2 36.5 61.1 33.4
3 15.0 19.3 36.8 60.2 33.2
same datasets as above, while the direct-path RIR filter is defined as ±20 ms of the first peak in
the RIR filter. Interestingly, the separation performance measured by SNR and SI-SDR are both
worse than those in table 5.5, and the autoencoding performance measured by TSNR and TSI-
SDR, although on a different definition of direct-path signal, are also worse. The reason might be
that autoencoding on the ±20 ms direct-path signal also suffers the equal-valued contour problem,
as the early reverberations may also cause minor distortions on the overall reconstruction. The
recognition performance presented in table 5.8 also show that the WERs on ±20 ms A2T are
in general worse than those on ±6 ms A2T, while still better than the standard SNR objective.
Moreover, unlike the observation in ±6 ms A2T that a larger α leads to worse WER, a larger α
here leads to better performance. The reason behind this observation is yet to be revealed. To
summarize, A2T prefers a more aggressive definition of direct-path signal.
5.4 Discussions
Both A2PIT and A2T make use of the concept of auxiliary autoencoding. Since the two training
objectives are designed for different purposes, they can be jointly applied in the separation of
varying number of sources in a reverberant environment, which better matches the requirements in
real-world applications.
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On the other hand, A2T requires the linearity assumption in the separation process, which
might contradict with certain problem definitions which I will introduce in the next chapter. Al-
though A2T is only evaluated on the end-to-end single-channel separation task, its application on
mask-based neural beamformers might also be promising, as the masking operation is a linear
operation and mask-based beamformers have proven effective in tasks such as ASR. Moreover,
although the auxiliary autoencoding loss in A2T is applied on the direct-path signal, it can also
be applied on the interference signal to put constraints on the equal-valued contours on the entire
SOI. The effect of such application is left for future works.
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Chapter 6: Rethinking the Problem Formulations of End-to-end Speech
Separation
The previous chapters put the focus on new designs for model architectures and training objec-
tives. In this chapter, I take a step back and empirically revisit some of the problem formulations
in the end-to-end separation pipeline. I select three topics in the general end-to-end separation
pipeline: (1) the role and necessity of separation layers [323], where an explicit “separation” op-
eration defined as a single-input-multi-output (SIMO) operation happens at the end of the “separa-
tion” layers; (2) the performance of generalized iterative separation [325], where multiple rounds
of separation is cascaded to form a multi-pass separation procedure; (3) the effect of end-to-end
training, where a time-domain training objective is applied to networks with both time-domain and
frequency-domain encoder and decoder. The dataset used for all the experiments in this chapter is
identical with the one in Chapter 3.2.
6.1 Rethinking the Roles of Separation Layers in Speech Separation Networks
6.1.1 Motivation and Experiment Design
Speech separation models can be broadly categorized into single-input-single-output (SISO)
systems and single-input-multi-output (SIMO) systems. A SISO system usually consists a stack of
one to one mapping layers, extracting one speaker from the mixture at each time. SISO networks
are typically designed for guided source separation (GSS) or speech enhancement tasks [88], [183],
[217], [232], [258], [262], where a bias is often needed to distinguish the target speaker. When
there are more than one source that need to be estimated, the single output separation needs to
be performed multiple times, one for each source. In certain iterative separation methods, a mask
can be estimated from the last layer in the model representing one target source, and a residual
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signal can be calculated by subtracting the separated output from the mixture [251]. The residual
signal is then used as the input for next iteration. In contrast, the SIMO systems are the standard
design for blind source separation (BSS) [148], [211], [293], [313], which target at separating C
sources simultaneously. To fulfill this task, on top of the one to one mapping layers, there always
exists one or more one-to-many mapping layers that convert the single input signal to multiple
source output, i.e. one to many mapping. For example, in standard masking-based BSS models,
C masks are generally estimated from the last layer in the network. In [227], though named as
“MIMO” network, the system is essentially a SIMO system where the input feature consist of
multi-microphone information.
Researchers have also explored the combination of SIMO and SIMO architecture for further
performance improvement. A commonly applied integration is to use a SISO network for post-
enhancement module on the output of the SIMO separation result [148], [228], [256], [261], while
typically the two modules are not jointly optimized. However, as the combination systems usually
contain a significantly larger parameter size which could also results in potential performance im-
provement for a pure SIMO network, little is known about the roles of SIMO and SISO modules
in a BSS separation system. Why performance improvements can be achieved by incorporating
the SISO modules? For a given model size, how to properly arrange the sizes of SIMO and SISO
modules to achieve a best performance? Are SIMO modules always necessary? Those are the
motivations for an empirical analysis on different model configurations, including the standard
SIMO-only model, the mixed SIMO-SISO models, and the SISO-only models, on their effective-
ness on the separation performance.
The three configurations are compared with a similar model architecture. For model configu-
ration, the same DPRNN-TasNet architecture introduced in Chapter 2.3 is adopted in all formu-
lations. The linear mapping function defined by the waveform encoder in the DPRNN-TasNet is
denoted as E(·), and the waveform encoder and decoder in Figure 6.1 are omitted for the sake of
simplicity.
Figure 6.1 (A) shows the flowchart for the SIMO-only model design, which is the default
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SIMO module SISO module··· ···SIMO module ···
(A) (B)
(C)
SISO module SISO module
SISO module ···
SISO module
Figure 6.1: Flowchart of different configurations on the separation models. (A) Standard separation
model with a single SIMO module that estimates C target sources. (B) A SIMO module first
generatesC intermediate features for theC sources, and a SISO module takes each of the feature as
input and estimates the target sources. (C) A SISO encoder module first generates one intermediate
feature from the input mixture. A SISO decoder module takes the feature as input and estimates
the first target source. The input mixture, intermediate feature, and the target source are passed
again to the decoder module to estimate the second target source. Such procedure is repeated until
all sources are separated.
design of almost all current separation models. The M DPRNN blocks all belong to the SIMO
module, and the C targets are estimated from the output layer of the module, which is typically a
fully-connected (FC) layer with C output heads.
Figure 6.1 (B) illustrates the flowchart for the mixed SIMO-SISO design. The M DPRNN
blocks are split into a SIMO module and a SISO module, where each module contains K and
M −K blocks, respectively. Similar to the SIMO-only design, the SIMO module is first applied
on the input mixture y to createC intermediate features {Fi}Ci=1 ∈ RN×L. Each of the intermediate
feature Fi, together with the encoder output of the mixture signal E(y) ∈ RM , are concatenated
and passed to the SISO module, which is shared by all SIMO output features, to generate the
final estimations {x̂i}Ci=1. The two modules are jointly optimized and no extra training objective is
applied to the intermediate features.
Note that unlike the SIMO-only design where the outputs of the SIMO module are typically
C masks applied to the input mixture, here the output layer for the SIMO module can simply be
a linear FC layer and the outputs do not need to be applied to the mixture. The setting where the
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outputs from the SIMO module are indeed the C masks and the masked mixture encoder output is
directly used as {Fi}Ci=1 is also tested. {Fi}Ci=1 is directly added to the SISO outputs to form the
final separated sources. This matches the standard pipeline in pre-separation and post-enhancement
models, where the SIMO module servers as the pre-separation module and the SISO module is the
post-enhancement module. Empirically such setting leads to identical performance as the simpler
pipeline in Figure 6.1 (B).
Figure 6.1 (C) presents the flowchart for the SISO-only design. Since no SIMO module is
present in the entire model, iterative separation has to be applied in order to separate all C targets.
TheM layers in the SISO module are split intoK encoder layers andM−K decoder layers, where
the encoder layers are applied only once and the decoder layers are applied in every iteration. In
other words, the encoder layers map the mixture into a latent representation shared by all iterations,
and the decoder layers separate different targets based on the representation.
The mixture y is passed to the encoder and a SISO feature extractor to generate one sequence
of intermediate feature H ∈ RN×L. In the first iteration, the encoder output of the mixture E(y),
the intermediate feature H, and an all-zero feature with the same shape as E(y) are passed to
decoder layers to generate the first output x̂1. In the j-th iteration where j > 1, E(y), H and
the encoder output of the residual signal E(y −∑j−1k=1 x̂k) are concatenated and passed to a SISO
feature decoder layers to generate the j-th output x̂j . Note that here the number of target sources
is assumed known in advance, but the same procedure can also be applied in the task of separating
unknown number of speakers.
The iterative SISO-only design can be connected to the GSS framework, where the bias in-
formation comes from the residual signal in the previous iteration. The main difference here is
that in GSS frameworks the bias information is typically related to the target to be extracted, e.g.
speaker-related feature or content-related feature, while in the SISO-only design the bias informa-
tion is related to all the signals that have not been separated. There could be other configurations
of feature fusion, e.g. using all the separated signals instead of the residual signal as the bias.
Also note that in a recent literature, a newly proposed training method, the serialized output
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training (SOT) [281], applies the SISO-only configuration without iterative separation. SOT is
designed for multi-talker automatic speech recognition (ASR), and it concatenates all target output
sequences in to a single sequence as the training target. Together with an encoder-decoder archi-
tecture, the decoder sequentially generates the predicted labels for all speakers. Although SOT can
also be extended to the task of speech separation, one main difference between ASR and separation
is that the length of the output sequences in separation tasks is always the same as the input, while
the length of the output sequences in ASR tasks can vary for different speakers. Such generative
decoding mechanism might have trouble in the separation outputs as the total length of the output
sequence can be significantly longer than that in ASR tasks.
6.1.2 Results and Discussions
The total number of DPRNN blocks M in the DPRNN-TasNet is set to 6 in all models. The
window size in the waveform encoder and decoder is set to 2 ms (32 samples), and the number
of filters in the encoder and decoder is always 128. The input size and hidden size of the LSTM
layers in the DPRNN blocks are set to 64 and 128, respectively. Note that in the mixed SIMO-
SISO design, the SIMO module can contain no DPRNN blocks but simply a single FC layer to
generate the C intermediate features. In this case, the SISO module contains all 6 DPRNN blocks
similar to the SISO-only design. This configuration is excluded from the SISO-only design as it
does not perform iterative separation. The training procedure is the same as the one introduced in
Chapter 5.2.
Table 6.1 presents the separation performance of the models in the SIMO-only and mixed
SIMO-SISO designs across different overlap ratios between the speakers. The first row presents
the standard SIMO-only design, which is also the design for the original DPRNN-TasNet. All
other rows show the performance of mixed SIMO-SISO design with different numbers of blocks
in each module. First notice that despite the configuration of 0 SIMO blocks, all other SIMO-
SISO configurations lead to better performance than the standard SIMO-only design. Moreover,
best performance is achieved at the 4-block configuration, and the 2- and 3-block configurations
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SIMO blocks SISO blocks
Overlap ratio (%)
Average
<25 25-50 50-75 >75
6 0 13.9 10.0 7.2 4.8 9.0
5 1 14.0 10.1 7.3 4.9 9.1
4 2 14.2 10.4 7.6 5.0 9.4
3 3 14.4 10.5 7.6 5.0 9.4
2 4 14.6 10.6 7.8 4.9 9.5
1 5 14.3 10.3 7.5 4.8 9.2
0 6 13.5 9.5 6.8 4.5 8.6
Table 6.1: Separation performance of different configurations in the SIMO-only and mixed SIMO-
SISO designs across different overlap ratios between the two speakers. SI-SDR is reported in
decibel scale.
also lead to comparable performance. The worst performance is observed at the 6-block configu-
ration. This indicates that a deeper design in the SISO module is able to improve the performance,
while the separation layers in the SIMO module also play an important role. A balance can be
found on the arrangement of the number of layers in the SIMO and SISO modules, and it can be
empirically observed here that assigning 70% of the total blocks to the SISO module can be a good
configuration.
Another finding from the table is that the performance improvement obtained by the mixed
SIMO-SISO design mainly comes from the low-overlap utterances. The performance on the ut-
terance with higher than 75% overlap ratio is consistent across all configurations, however the
performance on utterances with lower than 25% overlap ratio can vary by 1 dB. This implies that
the mixed SIMO-SISO design might be more important for the single-speaker regions. One pos-
sible explanation comes from the role of the output layer of the SIMO module. In the standard
SIMO-only design where the output FC layer estimates the C masks, the values for the masks
have to be zero for inactive speakers in the single-speaker regions. Since the C output heads in the
FC layer all receive a same feature from the output of the second last layer in the SIMO module,
the estimation of the C masks not only requires the feature to be linearly separable in the latent
space defined by the parameters of the FC layer, but also forces the same set of parameters to be
able to reconstruct salient and silent regions across different regions. This may introduce difficul-
ties on the optimization and put extra requirements on the feature dimension in order to achieve
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such constraints. Using a deeper SISO module removes the second constraint on the single-speaker
regions and does not harm the first constraint on the separability. As more and more recent mod-
els consider data distributions with partially-overlap utterances [231], [268], [269], such mixed
SIMO-SISO design should be more practical and beneficial than the standard designs.
Encoder Decoder Overlap ratio (%)
Average
blocks blocks <25 25-50 50-75 >75
1 5 14.3 10.3 7.3 4.9 9.3
2 4 14.2 10.2 7.4 4.8 9.1
3 3 14.0 10.0 7.1 4.4 8.9
4 2 13.4 9.3 6.5 3.8 8.3
5 1 13.0 8.9 6.2 3.3 7.9
Table 6.2: Separation performance of different configurations in the SISO-only design across dif-
ferent overlap ratios between the two speakers. SI-SDR is reported in decibel scale.
Table 6.2 shows the separation performance on different numbers of encoding and decoding
layers in the SISO-only design. The performance is getting consistently worse as the number
of decoder blocks decreases, implying that the model capacity in the decoder blocks need to be
large enough in such iterative separation scheme. The best performance, on the other hand, is still
slightly better than the standard SIMO-only design, especially on the low-overlap utterances. This
matches the discussions in the previous section about the importance of deeper architectures for
the single-speaker regions in the mixture.
The results provide another perspective on the role of the SIMO separation layers in a BSS
network and rise new questions. If the SIMO module is not even necessary for successful sep-
aration, then what are the roles of the separation layers in a separation network? How are the
speaker-dependent features, including speaker identity and contents of the context, separated by
the SISO-only models? If unbiased speech extraction can replace speech separation, can there be a
unified SISO framework for both GSS and BSS? Such questions may open new discussions on the
understanding of separation networks and motivate new design paradigms for new architectures.
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6.2 Empirical Analysis of Generalized Iterative Speech Separation Networks
6.2.1 Motivation and Experiment Design
The design of a wide range of speech separation networks follows a general one-pass pipeline,
where the input mixture waveform is passed to a neural network to directly estimate the target
sources [80], [121], [173], [187], [201], [243]. On the other hand, recent developments on the
multi-pass or iterative pipeline have shown improved separation performance [123], [148], [234],
[253], [306]. Conventional iterative separation pipelines were typically designed by certain it-
erative algorithms, such as Expectation-Maximization (EM) and nonnegative matrix factorization
(NMF) [49], [105], [169], where multiple iterations are required for the algorithms to converge and
achieve a satisfying performance. In neural network-based systems, an iterative speech separation
pipeline can be defined as a system that contains multiple rounds of the separation process, where
(1) each iteration performs a full separation pipeline, and (2) the separation outputs from a previous
iteration can be used as additional information in an upcoming iteration. In single-channel appli-
cations, the iterative pipeline has proven better than one-pass pipelines with comparable model
complexity [234], [306]. In multi-channel applications, the iterative pipeline can improve the per-
formance of either a vocal activity detector (VAD) or a beamformer [183], [253], [333]. Different
features such as speaker-specific embeddings can also be extracted from the previous separation
outputs and serve as the additional feature for following iterations [216], [254], [307], [313].
A common configuration for such iterative separation pipeline is that the training objective,
typically the discrepancy between the estimated and target sources, is applied to all the iterations.
By unfolding the iterations into additional layers or modules in a deeper network, such training
objective corresponds to a layer-wise objective in one-pass pipelines [293], [303]. Moreover, the
objective can be further extended to models where a post-enhancement stage is applied to each of
the separation outputs [118], [148], [171], [241], [272]. This gives a generalized iterative separa-
tion pipeline where the same training objective is applied to different parts of the network. Differ-
ent model design and architecture configurations in such generalized iterative separation pipelines
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may result in different effects on the separation performance. However, a better understanding on
the components as well as their combinations is still beneficial for the investigation of the reason
behind their effectiveness and the design of improved pipelines. The target here is to empirically














Figure 6.2: Standard pipelines for iterative speech separation networks. (A) The separation outputs
at iteration i is used as auxiliary inputs at iteration i+ 1. (B) An output layer is added to each layer
in the network to generate intermediate separation outputs, and the training objective is applied
to each of them. (C) A single-input-multi-output (SIMO) separation module first separates the
mixture into either outputs or intermediate features, and K single-input-single-output (SISO) post-
enhancement layers is further applied to each of the outputs to generate the targets. (D) The
combination of the three aforementioned pipelines.
Figure 6.2 (A) shows the most common pipeline for iterative separation. The mixture sig-
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nal y, together with the separation output from i-th iteration {sic}Cc=1, is passed to the (i + 1)-th
single-input-multi-output (SIMO) mapping H(i+1)(·) defined by a neural network, to generate the
separation outputs at the (i+1)-th iteration {si+1c }Cc=1. For the first iteration, {s0c}Cc=1 are initialized
as zero signals. The output permutation at the i-th iteration is used as the input permutation at the
(i+ 1)− th iteration, and empirically this can maintain the output permutation across all iterations
without affecting the separation performance.
There are two optional designs in this pipeline. First, the model parameters across different
iterations can be either shared or different. This can be related to the general definition of time-
invariant and time-variant systems. Second, when performing backpropagation, the gradient of the
input to the (i+1)-th iteration can either pass to the i-th iteration or be discarded. In the latter case,
each iteration can be viewed as an independent process, and the output from the previous iteration
can be treated as additional bias information for data augmentation.
Figure 6.2 (B) shows a typical generalized iterative separation pipeline where the training ob-
jective is applied to all the layers in the separator. For the k-th layer where K = 1, . . . , K, a
shared output layer is applied to its output to generate intermediate separation outputs {skc}Cc=1.
The pipeline is defined as a generalized iterative separation network because all layers in the sepa-
rator are directly optimized with the same training objective to minimize the discrepancy between
the (intermediate) separation outputs and the target sources, hence layer k with k ≥ 2 can be
treated as iterative separation layers receiving separation outputs from layer k − 1. This is unlike
the standard pipeline where the training objective is only applied to the output at layer K and the
outputs at other layers do not have a clear and explicit meaning.
Figure 6.2 (C) shows the pipeline with a pre-separation module and a post-enhancement mod-
ule. The pre-separation module receives the mixture as input and generates C outputs {Fc}Cc=1
for the C target sources. Note that {Fc}Cc=1 can either be intermediate features or the estimated
targets themselves. Each feature Fc is then passed to a post-enhancement module with K SISO
layers for output refinement, and the separation outputs can be generated from either each SISO
layer (i.e., layer-wise objective) or the last SISO layer only. It is defined as a generalized iterative
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separation pipeline when the training objective is applied to each of the post-enhancement lay-
ers. Moreover, the training objective can also be applied to {Fc}Cc=1 when they correspond to the
separation outputs.
Figure 6.2 (D) shows a combined pipeline for the three pipelines above. The separation-
enhancement pipeline is inserted into the standard iterative pipeline, where the SISO enhancement
layers together with optional layer-wise objectives are jointly applied together with the SIMO sep-
aration module. The outputs at the k-th SISO enhancement layer at the (i+ 1)-th iteration become
{ŝi+1k,c }Cc=1.
For the experiments, the combined pipeline is used following the same architecture in Chap-
ter 6.1. Both time-domain and frequency-domain models are evaluated by selecting either learn-
able encoder and decoder or short-time Fourier transform (STFT) and its inverse (ISTFT). For
STFT/ISTFT, only the magnitude spectrogram is used as the input, and the mixture’s phase spec-
trogram is directly used for the ISTFT of the separation outputs. The window size for the learn-
able encoder/decoder and STFT/ISTFT is set to 2 ms (32 points) and 32 ms (512 points), respec-
tively. The number of filters in the encoder and decoder for the learnable encoder/decoder and
STFT/ISTFT is set to 128 and 257, respectively. A linear bottleneck layer with 64 hidden units is
always applied to the encoder output for dimension reduction. The number of hidden units in each
of the LSTM layers in the DPRNN modules is set to 128. The segment size for DPRNN is set to
100 frames and 24 frames for the learnable encoder/decoder and STFT/ISTFT, respectively.
6.2.2 Results and Discussions
Table 6.3: Experiment results for different configurations in the iterative separation pipeline.




2 1 9.0 8.7
1 2 9.2 9.1
1 2 2 6
3 9.8 9.6
7 9.7 9.5
2 4 1 – 10.0 9.5
1 2 3 9
3 10.1 9.8
7 9.6 9.5
3 6 1 – 10.2 9.4
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Table 6.3 shows the experiment results of the networks with different configurations. The
model parameters are assumed shared across all iterations in the models. Each SIMO and SISO
layer corresponds to a DPRNN block, and 0 SISO layers means that the output of the SIMO layers
are the separation outputs. First notice that for both time-domain and frequency-domain models,
a deeper SISO module leads to better performance. Since Chapter 6.1 already showed that a deep
SISO module improves the performance of time-domain networks, here the results further confirm
that frequency-domain networks can also benefit from this configuration. For iterative networks
with the number of iterations larger than 1, they are also compared with one-pass models with a
same effective network depth. The “output detach” column corresponds to the configuration where
the gradient is constrained within each iteration (which can be implemented by detach function in
Pytorch or stop_gradient function in Tensorflow). It can be observed that for the 2-iteration con-
figuration, both time-domain and frequency-domain models have comparable performance with
their corresponding one-pass models. Moreover, detaching the gradient from the previous output
leads to a minor improvement. For the 3-iteration configuration, the improvement introduced by
gradient detachment becomes more salient, and the frequency-domain model even outperform the
one-pass counterpart. The results here show that the iterative separation pipeline can serve as an
effective way to reduce the storage requirement of the separation networks.
Table 6.4: Effect of layer-wise training objective.
SIMO layers SISO layers Iteration SI-SDR (dB)Time domain Freq domain
1 2 3 9.9 9.4
3 6 1 10.1 9.2
Table 6.4 provides the separation performance of the iterative systems with layer-wise training
objective. The output at each SISO layer in each iteration is passed to the shared mask estimation
layer to generate the separated waveforms, and the negative SNR objective is applied to all out-
puts in the entire pipeline. The configuration where output detachment is applied and parameters
are shared across iterations is selected here. Comparing the results with the ones in Table 6.3,
layer-wise objective does not further improve the performance in either one-pass or iterative con-
figurations. [293] and [303] reported that layer-wise objective leads to a performance improvement
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in both monaural and binaural separation tasks, however here it can be observed that the objective
may not be a universal option and its effect can vary in different problem settings and architectures.
Since layer-wise objective belongs to the definition of a generalized iterative separation pipeline in
the discussion, the results also show that the way the iterative separation is performed also needs
to be carefully designed.
Table 6.5: Effect of iteration-specific SIMO modules with STFT/ISTFT.
SIMO layers SISO layers Iteration SI-SDR (dB)
1 2 2 9.63 9.7
Table 6.5 presents the separation performance on the models with different parameters in dif-
ferent iterations with STFT/ISTFT. Here only the frequency-domain configuration is evaluated.
Here the SIMO layers are iteration-specific while the SISO layers are still shared across iterations.
The rationale behind this configuration is that the additional bias information, i.e., the separation
outputs from the previous iteration, is directly used by the SIMO separator, and the bias informa-
tion differs from iteration to iteration. Iteration-specific separator may then have the potential to
perform better separation based on the characteristics of the separation outputs from each itera-
tion. However, the performance obtained by iteration-specific SIMO layers is on par with that of
shared SIMO layers. The results indicate that the use of iterative-specific model parameters, or
more general, time-variant model parameters when each iteration is treated as a discrete time step,
may require further investigation in the iterative separation pipelines.
Table 6.6: Effect of different number of inference iterations and oracle bias information.
Training Inference SI-SDR (dB)
iterations iterations Time Freq Freq + oracle bias
1
1 9.2 9.1 9.1
2 5.4 3.4 8.9
3 6.2 4.5 8.6
4 5.5 3.7 8.3
2
1 9.4 9.2 9.1
2 9.8 9.6 9.7
3 9.7 9.6 9.7
4 9.7 9.6 9.6
3
1 9.2 9.2 9.2
2 9.4 9.7 9.8
3 10.1 9.8 9.8
4 10.1 9.8 9.8
116
Table 6.6 measures the effect of different inference iterations. For the models trained with 1,
2, and 3 iterations with 1 SIMO layer and 2 SISO layers, their performance is evaluated with 1
to 4 iterations in the inference phase. This experiment is conducted to look into the effect of a
mismatched number of iterations on the training and inference phases. It can be observed that
the model trained with 1 iteration completely fails when more than 1 iteration is applied in the
inference phase, which is expected since the bias information starting from the second iteration
is completely unseen for the SIMO separation. When the model is trained for no fewer than 2
iterations, the inference phase performance becomes stable even if the inference phase iteration is
larger than the training phase iteration. Moreover, the evaluation is done on the performance of the
frequency-domain model when the oracle bias information, i.e., the clean target sources, is used for
the SIMO module, and an auxiliary training objective is added to the overall training objectives.
Adding this oracle bias information allows the model trained with 1 iteration to perform much
better in inference phase and does not harm the performance of the models trained with 2 and 3
iterations. However, no obvious performance improvement is achieved by the auxiliary loss. How
to further improve the separation performance of those iterative models remains an important topic
to explore.
6.3 Empirical Analysis of the Effect of Separation Network Components under a Time-
domain Training Objective
6.3.1 Motivation and Experiment Design
Different configurations can be adjusted in the three components of a typical end-to-end speech
separation system: an encoder, a separator, and a decoder. On the one hand, short-time Fourier
transform (STFT) and its inverse can also be seamlessly incorporated to the end-to-end training
pipelines [226], [234]. On the other hand, the output of the separator can either be a set of multi-
plicative masks applied to the mixture’s latent representation, or the target sources’ latent represen-
tations that can be directly decoded. These two types of outputs match to masking-based configura-
tion and the regression-based configuration. It has been shown that regression-based configuration
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can be beneficial than masking-based configuration in various problem settings [266], [293]. The
target here is to empirically revisit the effect of different combinations of the component-level
















Figure 6.3: Flowchart for a standard speech separation pipeline. An encoder first transforms the
mixture into a latent representation, and a linear bottleneck layer reduces its dimension. A single-
input-multi-output (SIMO) separation module generates C features correspond to the C target
sources. Each output is concatenated with the encoder output and passed to another linear bot-
tleneck layer for dimension reduction, and a single-input-single-output (SISO) module is applied
to estimate either a multiplicative mask for the encoder output or the latent representation for the
target source directly. A decoder is finally used to reconstruct the target waveforms.
Figure 6.3 shows the general pipeline for an end-to-end speech separation system, which is
identical to the pipeline introduced in Chapter 2. An encoder first transforms the mixture wave-
form into a latent representation. A layer normalization operation [114] is then applied on the
representation, and a linear bottleneck layer reduces the feature dimension of the representation.
The feature is then sent to a single-input-multi-output (SIMO) module to generate 2 outputs. Each
of the outputs is then concatenated with the normalized mixture latent representation and sent to
another linear bottleneck layer for dimension reduction, and a single-input-single-output (SISO)
module follows to estimate either a multiplicative mask applied to the mixture’s latent represen-
tation or the latent representation of the target signals directly. A decoder is finally applied to
reconstruct the target waveforms.
Within the DPRNN-TasNet framework, different configurations of the pipeline are evaluated:
1. Encoder/Decoder: Both learnable encoder/decoder and STFT/ISTFT can be used. For learn-
able encoder/decoder, 1-D linear convolutional/transposed-convolutional layers identical to
the ones in Chapter 2.2 are used. For STFT/ISTFT, either the magnitude spectrogram (i.e.,
mag-spec configuration) or the concatenation of real and imaginary parts of the complex-
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valued spectrogram is used as the model input (i.e., complex-spec configuration).
2. Window size: Two window sizes, 2 ms (32 points) and 32 ms (512 points), are selected in the
encoder/decoder. A 50% hop size is always applied when encoding/decoding. For learnable
encoder/decoder, 128 and 512 convolutional kernels are used with the two window sizes,
respectively. The chunk size for the DPRNN modules are 100 frames and 24 frames for the
two window sizes, respectively.
3. Window function: Hann window is selected as the default window function, and the effect
of Hamming window, Kaiser window, Blackman window, and learnable window are fur-
ther compared on the separation performance. For an N -point learnable window where N
is even, it is assumed that the window function is always symmetric and the first half of
the window is set as the learnable part. During initialization, each entry in the learnable
parameters is sampled from a uniform distribution U(0, 1).
4. SIMO and SISO module organization: The total number of DPRNN modules is fixed for all
configurations, and different numbers of modules to the SIMO and SISO modules similar to
Chapter 6.1.
5. Output of SISO module: The SISO module can either estimate multiplicative masks (masking-
based configuration) or latent representations for the targets (regression-based configura-
tion). For masking-based configuration, it is assumed that the masks are nonnegative for
the learnable encoder/decoder and mag-spec configuration, and a ReLU function is applied
to enforce it. For complex-spec configuration, unbounded real and imaginary parts for
the complex-valued masks are estimated. For regression-based configuration, unbounded
outputs without any nonlinear functions are generated for learnable encoder/decoder and
complex-spec configuration, and the frame-level energy (evaluated by L2-norm) of the mix-
ture is multiplied to the SISO outputs since the layer normalization operation does not pre-
serve the input energy throughout the network. For mag-spec configuration, a ReLU activa-
tion is still selected to ensure the estimated magnitude spectrograms are nonnegative.
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Beyond the configurations above, the encoder bottleneck layer and the SISO bottleneck layer
always contain 64 hidden units, and each LSTM in the DPRNN modules always has 128 hidden
units.
6.3.2 Results and Discussions
Table 6.7, 6.8 and 6.9 provide the separation performance of models with different pipeline con-
figurations. The experiments are first conducted with the total number of DPRNN modules fixed to
3, and then the model sizes are doubled for the best organizations. For learnable encoder/decoder
configuration, regression-based configuration leads to better performance than masking-based con-
figuration with 2 ms window, and the performance improves as the number of SISO layers in-
creases. Moreover, increasing the total model size further improves the separation performance
in both configurations. However, masking-based configuration performs consistently better than
regression-based configuration with 32 ms window, and the performance does not increase with a
larger network size. For the mag-spec configuration, the performance of both masking-based and
regression-based configurations are stable across the two window sizes, while masking-based con-
figuration prefers a larger window and regression-based configuration prefers a smaller window.
The best performance is also achieved by the masking-based configuration with 32 ms window,
which is similar to the best performance in learnable encoder/decoder configuration with a much
lower model complexity due to the use of a larger window size. For the complex-spec config-
uration, a similar overall performance as the learnable encoder/decoder can be observed, while
the performance for masking-based configuration is slightly higher. The best performance is still
achieved by regression-based configuration with 2 ms window, but it is still slightly worse than
that with learnable encoder/decoder.
Then the necessity of the nonnegativity constraint in magnitude T-F masks is revisited. The
ReLU nonlinearity in the output layer is removed and the performance of unbounded magnitude
masks is evaluated. Table 6.10 shows that the performance of nonnegative masks and unbounded
masks has little or no difference in different model and window sizes, which indicates that the
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Table 6.7: Experiment results for learnable encoder/decoder with different configurations.
Formulation SIMO layer SISO layer SI-SDR (dB)2 ms 32 ms
Masking
3 0 8.1 5.7
2 1 8.5 6.3
1 2 8.5 6.7
Regression
3 0 8.7 3.4
2 1 9.0 3.9
1 2 9.2 3.7
Masking 2 4 9.2 6.7
Regression 2 4 10.0 –4 2 – 4.2
Table 6.8: Experiment results for mag-spec configuration with different configurations.
Formulation SIMO layer SISO layer SI-SDR (dB)2 ms 32 ms
Masking
3 0 8.0 8.4
2 1 8.1 8.7
1 2 8.3 9.1
Regression
3 0 8.1 8.0
2 1 8.1 7.7
1 2 8.2 7.6
Masking 2 4 8.6 9.5
Regression 2 4 8.7 –6 0 – 8.4
Table 6.9: Experiment results for complex-spec configuration with different configurations.
Formulation SIMO layer SISO layer SI-SDR (dB)2 ms 32 ms
Masking
3 0 8.2 6.9
2 1 8.4 6.7
1 2 8.9 7.0
Regression
3 0 8.6 3.5
2 1 8.6 3.7
1 2 9.0 3.5
Masking 2 4 9.3 7.3
Regression 2 4 9.6 3.9
conventional constraint that magnitude T-F masks should be nonnegative is no longer necessary in
the end-to-end training pipeline.
Table 6.10: Effect of nonnegative and unbounded magnitude time-frequency masks with 32 ms
window size.
Masks SIMO layer SISO layer SI-SDR (dB)
Nonnegative 1 2 9.1Unbounded 9.0
Nonnegative 2 4 9.5Unbounded 9.5
Finally the effect of different window functions in STFT/ISTFT on the separation performance
is compared. The mag-spec configuration with unbounded masks is applied here, and the number
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of SIMO and SISO DPRNN layers are set to 1 and 2, respectively, according to the best config-
urations above. It can be observed that the choice of window function does affect the separation
performance, while the model without a window function has the worst performance. Interestingly,
the learnable window function achieves a relatively better performance comparing with all other
well-defined window functions even with a random initialization. Figure 6.4 visualizes the learned
window function and its frequency response.
Table 6.11: Effect of window functions in mag-spec configuration with unbounded magnitude T-F








Figure 6.4: Visualization of the learned window function and its frequency response.
Multiple analysis and discussions can be made based on the results above:
1. It can be found from the results that proper organizations of SIMO and SISO modules can
improve the separation performance in both masking-based and regression-based config-
urations. This matches the observation in Chapter 6.1. Moreover, the SISO module can
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be considered as a neural vocoder jointly optimized with the separator in regression-based
configurations, which builds connections to the recent works on synthesis-based speech en-
hancement and separation methods [244], [266], [271], [292].
2. Compare the performance of masking-based configuration between learnable encoder/decoder
and complex-spec configurations, the performance of complex-spec configuration is consis-
tently better than the learnable encoder/decoder across both window sizes. Since the main
differences between the complex-spec configuration and the learanble encoder/decoder are
the use of fixed orthogonal basis kernels (i.e., sinusoids) and the minimum mean-square error
(MMSE) estimation of the waveform in ISTFT [4], it implies that domain-specific knowl-
edge can still be beneficial in the design of encoder and decoder. Moreover, the performance
in small window size is significantly better than that in large window size, which matches
the observation in previous studies [234], [287].
3. In contrast to the results above, the performance of mag-spec configuration with large win-
dow is better than that with small window. Moreover, its performance in large window is
also better than the complex-spec configuration. Since the phase spectrogram is unmodi-
fied in this pipeline, it becomes more interesting to investigate the role phase information
in masking-based pipelines. It has been shown in other literature that T-F domain training
objectives can be successfully applied with complex-valued input and outputs [133], [239],
[308], hence it is necessary to learn more about the behavior of STFT/ISTFT representa-
tions with a time-domain objective. The conventional definition of magnitude T-F masks
also needs to be reconsidered, as in end-to-end pipelines the ISTFT process as well as the
overlap-add operation for waveform reconstruction both contributes to the backpropagation
process and can greatly change the behavior of magnitude T-F masks. As an evidence,
unbounded magnitude masks achieve same performance as nonnegative magnitude masks.
Note that since a negative-valued mask corresponds to a phase shift of π as −eiθ = ei(θ+π),
such unbounded masks can be viewed as constrained complex-valued masks where the phase
123
at each T-F bin can be modified by either 0 degree or 180 degree. These results indicate that
the conventional definition and analysis of T-F masks needs a revision in the end-to-end
pipeline, and the role and effect of T-F masking needs to be reconsidered.
4. One core advantage for regression-based configuration is that it bypasses the issue in masking-
based configuration which binds the separation outputs with the mixture’s encoder output. It
can be observed that regression-based configuration performs consistently better in a smaller
window than a larger window, and the best system across all possible configurations (10.0
dB SI-SDR) is achieved by the regression-based configuration with a small window size.
This shows that when properly configured, regression-based configuration has the potential
to outperform masking-based configuration. This matches the conclusion in a prior work
[266].
5. The performance comparison on different encoder/decode types gives a mixed conclusion.
On the one hand, both learnable encoder/decoder and complex-spec configurations use a
phase information different than the mixture phase during reconstruction, which confirms
that the ability for accurate phase reconstruction can lead towards a better separation per-
formance. On the other hand, the performance gap between small and large windows in
those two encoder/decoder configurations is significantly larger than that in mag-spec con-
figuration, which implies again that it is not always beneficial to modify the phase when
a large window is selected. Another observation is that the performance of learnable en-
coder/decoder and the complex-spec configuration is comparable across all experiments.
This also implies that the actual choice of kernel parameters in the learnable encoder/decoder
might not be an important factor, especially in the regression-based configuration where the
output waveforms are directly generated.
6. [264] has considered trainable STFT window functions in the speech enhancement task.
However, it used different window functions for STFT and ISTFT without symmetric con-
straint and applied a frequency-domain training objective, and did not compare the perfor-
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mance with different types of existing window functions. Here it is further confirmed that
the choice of window function is indeed a factor that can be optimized, and certain window
functions may not even be helpful (e.g., the Kaiser window). Moreover, it is showed that the
learned window function does “look like” a standard window function with random initial-
ization and without a nonnegativity constraint. It is obvious that its frequency response is not
ideal comparing with other well-defined window functions such as the Hann or Hamming
windows, however it achieves a slightly better performance than any other windows. This
also serves as a proof showing that the behavior of STFT/ISTFT can be complicated in the
end-to-end training pipeline.
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Conclusion and Future Works
This dissertation focused on advancing the state-of-the-art methods on the problem of speech
separation with neural networks. The contributions of this dissertation can be categorized into
three classes: problem formulations, network architectures, and training objectives.
1. Problem formulations: The formulation of end-to-end speech separation in time domain
was proposed and validated. STFT and its inverse were replaced by real-valued, learnable
1-D convolutional and transposed convolutional layers, and time-domain training objectives
were applied to directly optimize the evaluation metrics. In the single-channel scenario, the
TasNet framework introduced in Chapter 2 has achieved higher performance than multiple
oracle T-F masks and has become a benchmark in the general problem of speech separation.
In the multi-channel scenario, the FaSNet framework introduced in Chapter 3 has achieved
superior performance compared to multiple oracle beamformers in terms of signal quality
measures. Moreover, by revisiting the commonly-used model configurations for speech
separation in Chapter 6, additional questions were raised for a better understanding on the
intrinsic mechanisms of the end-to-end speech separation pipelines.
2. Network architectures: Multiple network architectures were proposed to not only improve
the separation performance but also decrease the model complexity. The TCN and DPRNN
architectures introduced in Chapter 2 have been widely adopted in the community, and the
GC3 architecture introduced in Chapter 4 has the potential to become a general design
paradigm in low-resource platforms and applications.
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3. Training objectives: Training objectives were proposed in Chapter 5 to improve the
robustness of the separation networks under reverberation and to allow the systems to
separate arbitrary numbers of sources with a single model. Both of the proposed training
objectives, A2T and A2PIT, utilized the idea of auxiliary autoencoding loss, and a
modification to the commonly-used SI-SDR and SNR functions were also proposed to
control the range of the gradients when the auxiliary autoencoding loss was applied.
There remains many interesting problems in the general context of speech separation to solve:
1. Separation of unsegmented speech: The systems introduced in this dissertation were all
evaluated on utterance-level datasets, where the length of the mixtures are typically small
than 10 seconds. Real-world communications often involve unsegmented speech with
time-varying characteristics of speaker overlaps, speaker locations, and speaker activations.
How to properly perform speech separation in such long recordings is a critical problem for
the deployment of speech separation systems to real-world applications such as meeting
transcription systems. Recent studies have started investigating this direction [267], [268],
[275], [309], [321], [322], [328], [331], [332], and it is expected that the development of the
systems on this task can be accelerated when more realistic meeting-style data with
multiple overlapped speakers is collected and released [330].
2. Separation under strong reverberation: Although the A2T training objective was proposed
to improve the system robustness under reverberation, it did not significantly improve the
overall separation performance in terms of signal quality. It is unclear whether time-domain
training objectives such as SNR and SI-SDR are still good training objectives under strong
reverberation, since such objectives do not consider frequency-dependent properties of the
sources and are highly phase-sensitive. Recent works have attempted to propose new
time-domain training objectives for reverberant speech separation [263], while the proposed
function has the same drawback as the SDR metric introduced in Chapter 1.3. On the other
hand, current model architectures for reverberant speech separation are almost always
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identical to the ones for anechoic speech separation, and new model architectures that better
reflect the properties of the reverberant signals may be beneficial in this task. It it thus
worth exploring new training objectives and model architectures for this problem.
3. Separation with preserved spatial cues: Spatial cues are important features that allow
human beings to precisely perceive the spatial location of the sound sources. Preserving the
spatial cues during separation can result in a more realistic hearing experience in either
real-world or virtual environments. Recent works have started to investigate this problem
with different neural network architectures on various artificially simulated binaural speech
datasets [276], [303], [318]. However, the performance of such systems on real-world
conversations with moving sources remains unclear, and whether the existing systems
satisfy the latency and complexity requirements in real-world devices and applications also
needs further verification. Moreover, spatial cues can be hard to accurately measure in
noisy reverberant environments, and how to properly define both the evaluation metrics and
the training objectives of the systems is also an interesting problem.
4. Separation as a front-end: The recognition of overlapped speech can be done by a
multi-talker ASR system without an explicit speech separation model [172], [182], [281],
[317]. However, it is natural to first apply a speech separation model as a front-end module
and use a standard single-channel ASR system as a back-end [139], [206], [209], [227],
[295], [296]. Current pipelines that use a separation model as a front-end still cannot
achieve on-par performance as a plain ASR system trained on clean single-speaker
utterances, and it is important to continue investigating this direction and mitigate the
performance gap.
5. Multi-modal speech separation: The entire dissertation focused on the audio-only speech
separation task. Researchers have also studied the design of multi-modal source separation
models in the audio-visual [186], [257], [274], [327], audio-textual [104], [285], [336], and
audio-motion [158], [301] modalities. There are two main directions to further explore this
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topic. The first one is to continue developing novel system designs to better connect the
data from different modalities in a joint embedding space, and existing works in
multi-modal data modeling and understanding have shown potentials on it [61], [84], [86],
[128], [329]. The second one is how to alleviate the inconsistency between different
modalities. Consider a meeting-style conversation with speakers moving their heads while
talking. A camera may miss the location of the speaker’s face, and a sound localization
module may generate rapidly changing DOA information with a moving head. A separation
system that relies on these two features may easily get confused when the face information
is lost or when the DOA information has a clear mismatch with the location of the face.
How to ensure the robustness of the multi-modal system with such inaccurate or even
inconsistent features is an important topic for practical applications.
6. A theoretical understanding on end-to-end separation: Chapter 6 has empirically analyzed
the effect of different model configurations with a time-domain training objective. It is
natural to further explore a theoretical understanding on the behaviors of the models,
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