In this paper, we study adaptive finite element approximations in a perturbation framework, which makes use of the existing adaptive finite element analysis of a linear symmetric elliptic problem. We prove the convergence and complexity of adaptive finite element methods for a class of elliptic partial differential equations. For illustration, we apply the general approach to obtain the convergence and complexity of adaptive finite element methods for a nonsymmetric problem, a nonlinear problem as well as an unbounded coefficient eigenvalue problem.
Introduction
The purpose of this paper is to study the convergence and complexity of adaptive finite element computations for a class of elliptic partial differential equations of second order and to apply our general approach to three problems: a nonsymmetric problem, a nonlinear problem, and an eigenvalue problem with an unbounded coefficient. One technical tool for motivating this work is the relationship between the general problem and a linear symmetric elliptic problem, which is derived from some perturbation arguments (see Theorem 3.1 and Lemma 3.1 ).
Since Babuška and Vogelius [3] gave an analysis of an adaptive finite element method (AFEM) for linear symmetric elliptic problems in 1D, there are 2 Adaptive FEM for a typical problem
In this section, we review some existing results on the convergence and complexity analysis of AFEM for a boundary value problem in the literature.
Let Ω ⊂ R d (d ≥ 2) be a bounded polytopic domain. We shall use the standard notation for Sobolev spaces W s,p (Ω) and their associated norms and seminorms, see, e.g., [1, 8] . For p = 2, we denote H s (Ω) = W s,2 (Ω) and H 1 0 (Ω) = {v ∈ H 1 (Ω) : v | ∂Ω = 0}, where v | ∂Ω = 0 is understood in the sense of trace, · s,Ω = · s,2,Ω . Throughout this paper, we shall use C to denote a generic positive constant which may stand for different values at its different occurrences. We will also use A < ∼ B to mean that A ≤ CB for some constant C that is independent of mesh parameters. All constants involved are independent of mesh sizes.
A boundary value problem
Consider a homogeneous boundary value problem:
Lu := −∇ · (A∇u) = f in Ω, u = 0 on ∂Ω, (2.1)
where A : Ω → R d×d is piecewise Lipschitz over initial triangulation T 0 , for x ∈ Ω matrix A(x) is symmetric and positive definite with smallest eigenvalue uniformly bounded away from 0, and f ∈ L 2 (Ω).
Remark 2.1
The choice of homogeneous boundary condition is made for ease of presentation, since similar results are valid for other boundary conditions [6] .
The weak form of (2.1) reads as follows: Find u ∈ H The energy norm · a,Ω , which is equivalent to · 1,Ω , is defined by w a,Ω = a(w, w) . It is known that (2.2) is well-posed, that is, there exists a unique solution for any f ∈ H −1 (Ω). Let {T h } be a shape regular family of nested conforming meshes over Ω: there exists a constant γ * such that
where, for each τ ∈ T h , h τ is the diameter of τ , ρ τ is the diameter of the biggest ball contained in τ , and h = max{h τ : τ ∈ T h }. Let E h denote the set of interior sides (edges or faces) of T h . Let S h 0 (Ω) ⊂ H 1 0 (Ω) be a family of nested finite element spaces consisting of continuous piecewise polynomials over T h of fixed degree n ≥ 1, which vanish on ∂Ω.
Define the Galerkin-projection P h : H P h u a,Ω < ∼ u a,Ω and lim h→0 u − P h u a,Ω = 0.
Now we introduce the following quantity:
ρ Ω (h) = sup
then ρ Ω (h) → 0 as h → 0 (see, e.g., [2, 28] 
Adaptive algorithm
Given an initial triangulation T 0 , we shall generate a sequence of nested conforming triangulations T k using the following loop:
More precisely to get T k+1 from T k we first solve the discrete equation to get u k on T k . The error is estimated using u k and used to mark a set of elements that are to be refined. Elements are refined in such a way that the triangulation is still shape regular and conforming. We assume that the solutions of finitedimensional problems can be solved to any accuracy efficiently.
1 Examples of such optimal solvers are multigrid method or multigrid-based preconditioned conjugate gradient method. Now we review the residual type a posteriori error estimators for finite element solutions of (2.1). Let T denote the class of all conforming refinements by bisection of T 0 . For T h ∈ T and any v ∈ S h 0 (Ω) we define the element residual R τ (v) and the jump residualJ e (v) bỹ
where e is the common side of elements τ + and τ − with unit outward normals ν + and ν − , respectively, and ν e = ν − . Let ω e be the union of elements which share the side e and ω τ be the union of elements sharing a side with τ .
For τ ∈ T h , we define the local error indicatorη h (v, τ ) bỹ
and the oscillation osc h (v, τ ) by
where w is the L 2 -projection of w ∈ L 2 (Ω) to polynomials of some degree on τ or e.
Given a subset ω ⊂ Ω, we define the error estimatorη h (v, ω) and the oscillation osc h (v, ω) bỹ
For τ ∈ T h , we also need notation
where v is the best L ∞ -approximation in the space of discontinuous polynomials of some degree.
Given a subset ω ⊂ Ω we finally set
We now recall the well-known upper and lower bounds for the energy error in terms of the residual-type estimator (see, e.g., [17, 19, 26] ). Theorem 2.1 (Global a posterior upper and lower bounds). Let u ∈ H 1 0 (Ω) be the solution of (2.2) and u h ∈ S h 0 (Ω) be the solution of (2.4). Then there exist constantsC 1 ,C 2 andC 3 > 0 depending only on the shape regularity γ * , C a and c a such that
We replace the subscript h by an iteration counter called k and call the adaptive algorithm without oscillation marking as Algorithm D 0 , which is defined as follows:
Choose a parameter 0 < θ < 1 :
1. Pick any initial mesh T 0 , and let k = 0.
2. Solve the system on T 0 for the discrete solution u 0 .
3. Compute the local indicatorsη k .
4. Construct M k ⊂ T k by Marking Strategy E 0 and parameter θ.
5. Refine T k to get a new conforming mesh T k+1 by Procedure REFINE.
6. Solve the system on T k+1 for the discrete solution u k+1 .
7. Let k = k + 1 and go to Step 3.
The marking strategy, which we call Marking Strategy E 0 , is crucial for our adaptive methods. Now it can be stated by:
Given a parameter 0 < θ < 1 :
2. Mark all the elements in M k .
Due to [6] , the procedure REFINE here is not required to satisfy the Interior Node Property of [17, 19] .
Given a fixed number b ≥ 1, for any T k ∈ T and a subset M k ⊂ T k of marked elements,
outputs a conforming triangulation T k+1 ∈ T, where at least all elements of M k are bisected b times. We define
Lemma 2.2 (Complexity of Refine). Assume that T 0 verifies condition (b) of section 4 in [24] . For k ≥ 0 let {T k } k≥0 be any sequence of refinements of T 0 where T k+1 is generated from
is valid, where the hidden constant depends on T 0 and b.
The convergence of Algorithm D 0 is shown in [6] .
Theorem 2.2 Let {u k } k∈N0 be a sequence of finite element solutions corresponding to a sequence of nested finite element spaces {S k 0 (Ω)} k∈N0 produced by Algorithm D 0 . Then there exist constantsγ > 0 andξ ∈ (0, 1) depending only on the shape regularity of meshes, the data and the marking parameter θ, such that for any two consecutive iterates we have
. Indeed, constantγ has the following form Following [6, 9] , we have a link between nonlinear approximation theory and the AFEM through the marking strategy as follows.
(Ω) be finite element solutions of (2.2) over a conforming mesh T k and its refinement T k+1 with marked element M k . Suppose that they satisfy the decrease property
with constantsγ * > 0 andβ * ∈ (0, 1 2 ). Then the set R := R T k →T k+1 satisfies the following inequalityη
, where
3 A general framework
where ℓ :
is a bounded operator and V :
Then K is a compact operator and (3.9) becomes as
where
is some bounded operator. Note that we may view ℓ h as a perturbation to ℓ, for which we assume that there exists κ 1 (h) ∈ (0, 1) such that
where κ 1 (h) → 0 as h → 0. Note that (3.10) can be written as
where P h is defined by (2.3). We have for w h = Kℓ h u h − KV u h that
Proof. By definition, we have
we obtain
(3.14)
Since (3.12) implies
we get (3.13) from (3.15) . This completes the proof. Theorem 3.1 sets up a relationship between the error estimates of finite element approximations of the general problem and the associated typical finite element boundary value solutions, from which various a posteriori error estimators for the general problem can be easily obtained since the a posteriori error estimators for the typical boundary value problem have been well-constructed. In fact, Theorem 3.1 implies that up to the high order term, the error of the general problem is equivalent to that of the typical problem with ℓ h u h − V u h as a source term. However, the high order term can not be estimated easily in the analysis of convergence and optimal complexity of AFEM for the general problem, for instance, for a nonsymmetric problem, a nonlinear problem and an unbounded coefficient eigenvalue problem.
Following the element residualR τ (u h ) and the jump residualJ e (u h ) for (2.4), we define the element residual R τ (u h ) and the jump residual J e (u h ) for (3.10) as follows:
For τ ∈ T h , we define the local error indicator η h (u h , τ ) by
and the oscillation osc h (u h , τ ) by
where e , ν + and ν − are defined as those in section 2. Given a subset ω ⊂ Ω, we define the error estimator η h (u h , ω) by
and the oscillation osc h (u h , ω) by
Let h 0 ∈ (0, 1) be the mesh size of the initial mesh T 0 and definẽ
To analyze the convergence and complexity of finite element approximations, we need to establish some relationship between the two level approximations. We use T H to denote a coarse mesh and T h to denote a refined mesh of
and
Proof. First, we prove (3.18). It follows that
which together with (3.15) implies
Namely,
Observing that identity (3.12) leads to
we then obtain (3.18) from (3.21). Next, we turn to prove (3.20) . Due to
we have
Following the proof of Proposition 3.3 in [6] , we see that
can be bounded by
Hence using the fact
Using the inverse inequality, the bounded property of V and (3.11), we get
Note that
Combing (3.22), (3.23), (3.24) and (3.25), we conclude that
, we obtain from the definition of oscillation that 
From (3.28) and the fact that
we obtaiñ
There exist constants C 1 , C 2 and C 3 , which only depend on the shape regularity constant γ * , C a and c a such that
Proof. Recall that Lw h = ℓ h u h − V u h . From (2.5) and (2.6) we have
Thus we obtain (3.29) and (3.30) from (3.12), (3.13), (3.31) and (3.32). In particular, we may choose C 1 , C 2 and C 3 satisfying
The requirement h 0 ≪ 1 is somehow reasonable for finite element approximations of (3.9). We can refer to [17] for the initial mesh size requirement in adaptive finite element computations for nonsymmetirc boundary value problems.
Now we address step MARK of solving (3.10) in detail, which we call Marking Strategy E. Similar to Marking Strategy E 0 for (2.4), we define Marking Strategy E for (3.10) to enforce error reduction as follows:
Given a parameter 0 < θ < 1:
1. Construct a minimal subset M k of T k by selecting some elements in T k such that
The adaptive algorithm of solving (3.10), which we call Algorithm D, is nothing but Algorithm D 0 when Marking Strategy E 0 is replaced by Marking Strategy E.
Convergence
We now prove that Algorithm D of (3.10) is a contraction with respect to the sum of the energy error plus the scaled error estimator. Theorem 3.3 Let θ ∈ (0, 1) and {u k } k∈N0 be a sequence of finite element solutions corresponding to a sequence of nested finite element spaces {S k 0 (Ω)} k∈N0 produced by Algorithm D. Then there exist constants γ > 0 and ξ ∈ (0, 1) depending only on the shape regularity constant γ * , C a , c a and the marking parameter θ such that
Here,
with C 4 a positive constant, provided h 0 ≪ 1.
Proof.
For convenience, we use u h , u H to denote u k+1 and u k , respectively. Thus we only need to prove that for u h and u H , there holds,
We conclude from Theorem 2.2,
Hence use the fact that u H = P H w H , we obtain
By (3.18) and (3.19), there exists a constantĈ > 0 such that
where the Young's inequality is used and δ 1 ∈ (0, 1) satisfies
It thus follows from (3.36), (3.15) , and identityη H (P H w H , T H ) = η H (u H , T H ) that there exists a positive constant C * depending onĈ andγ such that
Hence, if h 0 ≪ 1, then there exists a positive constant C 4 depending on C * and C such that
Since h 0 ≪ 1 impliesr(h 0 ) ≪ 1, we have that the constant ξ defined by
Finally, we arrive at (3.34) by using the fact that
This completes the proof.
Complexity
We shall study the complexity in a class of functions defined by
where γ > 0 is some constant, s . In order to give the proof of the complexity of Algorithm D for solving (3.10), we need some preparations. Recall that associated with u k , the solution of (3.10) in each mesh
Using the similar procedure as in the proof of Theorem 3.3, we have Lemma 3.2 Let u k and u k+1 be discrete solutions of (3.10) over a conforming mesh T k and its refinement T k+1 with marked set M k . Suppose that they satisfy the following property
where γ * and β * are some positive constants. Then for problem (3.38), we have
39)
where C 5 is some positive constant and δ 1 ∈ (0, 1) is some constant as in the proof of Theorem 3.3.
Corollary 3.1 Let u k and u k+1 be as those in Lemma 3.2 . Suppose that they satisfy the decrease property
with constants γ * > 0 and β * ∈ (0, 1 2 ). Then the set R := R T k →T k+1 satisfies the following inequality
andC 0 = max(1,C 3 γ * ), whereβ * andγ * are defined in (3.39) with δ 1 being chosen such thatβ * 2 ∈ (0, 1 2 ).
Proof.
It is a direct consequence of combining u k = P k w k with Lemma 2.3 and Lemma 3.2.
The key to relate the best mesh with AFEM triangulations is the fact that procedure MARK selects the marked set M k with minimal cardinality. Lemma 3.3 (Cardinality of M k ). Let u ∈ A s , T k be a conforming partition obtained from T 0 , and θ satisfies θ ∈ (0, C2γ C3(C1+ (1+2CC1)γ) ). Then the following estimate is valid:
where the hidden constant depends on the discrepancy between θ and C2γ C3(C1+(1+2CC1)γ) with C defined in Lemma 2.3.
Proof. Let α, α 1 ∈ (0, 1) satisfy α 1 ∈ (0, α) and
Choose δ 1 ∈ (0, 1) to satisfy (3.37) and
which implies
and let T ε be a refinement of T 0 with minimal degrees of freedom satisfying
It follows from the definition of A s that
Let T * = T ε ⊕ T k be the smallest common refinement of T k and T ε . Note that
we get from the definition of oscillation and Young's inequality that
1,ωτ ∀τ ∈ T * , which together with the monotonicity property osc * (A, T * ) ≤ osc 0 (A, T 0 ) yields
where C = Λ 1 osc 2 0 (A, T 0 ). Due to the orthogonality
we arrive at
, we obtain that 
and C 4 is the constant appearing in the proof of Theorem 3.3. Thus, by (3.43) and (3.44), it follows
In view of (3.42), we haveα 2 ∈ (0, 1 2 ) when h 0 ≪ 1. Let R := R T k →T * , by Corollary 3.1, we have that T * satisfies
,C 0 = max(1,C 3 γ ), and
It follows from the definition of γ (see (3.35)) andγ (see (2.8)) thatγ < 1 and henceC 0 =C 3 γ . Since h 0 ≪ 1, we obtain thatγ > γ andα ∈ (0,
It is easy to see from (3.33) andγ > γ thať
which is the desired estimate (3.40) with an explicit dependence on the discrepancy between θ and C2γ C3(C1+(1+2CC1)γ) via α 1 . This completes the proof. As a consequence, we obtain the optimal complexity as follows.
Theorem 3.4 Let u ∈ A
s and {u k } k∈N0 be a sequence of finite element solutions corresponding to a sequence of nested finite element spaces
where the hidden constant depends on the exact solution u and the discrepancy between θ and C2γ C3(C1+(1+2CC1)γ) .
Proof. It follows from (2.7) and (3.40) that
Note that (3.30) implies
). It then turns out
Due to (3.34), we obtain for 0 ≤ j < k that
Consequently,
the last inequality holds because of the fact ξ < 1.
Applications
In this section, we provide three typical examples to show that our general theory is quite useful.
A nonsymmetric problem
The first example is a nonsymmetric elliptic partial differential equation of second order. We consider the following problem:
is a bounded ploytopic domain, A : Ω → R d×d is piecewise Lipschitz over initial triangulation T 0 , for x ∈ Ω matrix A(x) is symmetric and positive definite with smallest eigenvalue uniformly bounded away from 0,
, and f ∈ L 2 (Ω) . A finite element discretization of (4.45) reads:
It is seen that (4.46) is a special case of (3.10), in which V u := b · ∇u + cu and
is a linear bounded operator and KV is a compact operator over H 1 0 (Ω). We have the conclusion of Theorem 3.1.
In this application, the element residual and jump residual become
on e ∈ E h while the corresponding error estimator η h (u h , T h ) and the oscillation osc h (u h , T h ) are defined by (3.16) and (3.17), respectively. Thus Theorem 3.3 and Theorem 3.4 ensure the convergence and optimal complexity of AFEM for nonsymmetric problem (4.45).
A nonlinear problem
In this subsection, we derive the convergence and optimal complexity of AFEM for a nonlinear problem from our general theory. Consider the following nonlinear problem: Find u ∈ H 1 0 (Ω) such that
where f (x, y) is a smooth function on R 3 × R 1 . For convenience, we shall drop the dependence of variable x in f (x, u) in the following exposition. We assume that
We assume that L
1+s (Ω) must be an isolated solution of (4.47). The associated finite element scheme for (4.47) reads:
(Ω), V = 0 and ℓ h w = −f (w) for any w ∈ S h 0 (Ω), then (4.48) becomes (3.10) . As usual, to analyze the finite element approximation of nonlinear problem (4.48), we require mesh T h to satisfy that there exists ς ≥ 1 such that (c.f. [29] )
where h(x) is the diameter h τ of the element τ containing x. We consider the case of that S h 0 (Ω) is the conforming piecewise linear finite element space associated with T h . We assume that ς < 2s. Thus we can choose p ∈ (3, 6ς/(3ς − 2s)] and obtain from Theorem 3.1 and Theorem 3.2 of [29] that
where r(h) → 0 as h → 0.
Now we shall show that Theorem 3.1 is applicable for (4.47). Since K is monotone and f (x, y) is smooth, we have from Lemma 4.1 that
Therefore we have (3.13) when we choose κ 1 (h) = r(h) and κ 2 (h) = 0. In this application, the element residual and jump residual become:
and the corresponding error estimator η h (u h , T h ) and the oscillation osc h (u h , T h ) are defined by (3.16) and (3.17), respectively. Then Theorem 3.3 and Theorem 3.4 ensure the convergence and optimal complexity of AFEM for nonlinear problem (4.47).
An unbounded coefficient problem
Finally, we investigate a nonlinear eigenvalue problem, of which a coefficient is unbounded. It is known that electronic structure computations require solving the following Kohn-Sham equations [4, 14, 16 
where N atom is the total number of atoms in the system, Z j is the valance charge of this ion (nucleus plus core electrons), r j is the position of the j-th where Ω is a bounded domain in R 3 , V = V ne + V 0 is the so-called effective potential. Here, V 0 ∈ L ∞ (Ω) and
A finite element discretization of (4.50) reads:
then (4.51) is a special case of (3.10) when a(·,
(Ω). Using the uncertainty principle lemma (see, e.g., [25] )
and the fact that
Then for any w ∈ H 1 0 (Ω), we have
namely, V is a bounded operator over H 1 0 (Ω). Thus KV is a compact operator over H 1 0 (Ω). We consider the case of that (λ, u) ∈ R × H 1 0 (Ω) is some simple eigenpair of (4.50) with u 0,Ω = 1. Note that for ℓv := λv ∀v ∈ H 1 0 (Ω), there holds
is the associated finite element eigenpair of (4.51) with u h 0,Ω = 1 that satisfy
we then have (c.f. [9] )
and the corresponding error estimator η h (u h , T h ) and the oscillation osc h (u h , T h ) are defined by (3.16) and (3.17), respectively. Then Theorem 3.3 and Theorem 3.4 ensure the convergence and optimal complexity of AFEM for unbounded coefficient problem (4.50) (c.f. [9] ).
Numerical examples
In this section we will report some numerical results to illustrate our theory. Fig. 5.4 that, by using linear finite elements and quadratic finite elements, the convergence curves of errors are approximately parallel to the line with slope −1/3 and the line with slope −2/3, respectively. These mean that the approximation error of the exact solution has optimal convergence rate, which coincides with our theory in section 3.2.
Example 2. Consider the following nonlinear problem: with α = 0.77298. Since (5.52) is a nonlinear eigenvalue problem, we need to linearize and solve them iteratively, which is called the self-consistent approach [4, 14, 16, 21] . In our computation, a Broyden-type quasi-Newton method [22] were used.
In 1989, White [27] computed helium atoms over uniform cubic grids and obtained ground state energy -2.8522 a.u. by using 500,000 finite element bases. While the ground state energy of helium atoms in Software package fhi98PP [11] is -2.8346 a.u., which we take as a reference. Our results are displayed in Fig. 5.9, Fig. 5.10, Fig. 5.11, Fig. 5.12, Fig.  5.13, and Fig. 5 .14. It is seen from Fig. 5 .10 that the ground state energy in our computation is close to the reference with less 100,000 degrees of freedom when the quadratic finite element discretization is used. Some cross-sections of the adaptively refined meshes are displayed in Fig. 5.11 and Fig.5 .12. Since we do not have the exact solution, we list the convergence curves of the a posteriori error estimators in Fig. 5.13 and Fig. 5 .14 only. It is shown from these figures that the a posteriori error estimators given in section 4.3 are efficient.
