Abstract. The Human Centered Design (HCD) of Partial Autonomous Driver Assistance Systems (PADAS) requires Digital Human Models (DHMs) of human control strategies for simulating traffic scenarios. We describe first results to model lateral and longitudinal control behavior of drivers with simple dynamic Bayesian sensory-motor models according to the Bayesian Programming (BP) approach: Bayesian Autonomous Driver (BAD) models. BAD models are learnt from multivariate time series of driving episodes generated by single or groups of users. The variables of the time series describe phenomena and processes of perception, cognition, and action control of drivers. BAD models reconstruct the joint probability distribution (JPD) of those variables by a composition of conditional probability distributions (CPDs). The real-time control of virtual vehicles is achieved by inferring the appropriate actions under the evidence of sensory percepts with the help of the reconstructed JPD.
Introduction
A driver is a human agent whose skills can be described by stages which were labeled by Anderson [1] as: cognitive, associative, and autonomous. According to these stages various modeling approaches seem to be adequate: production-system (e.g. models in the ACT-R-architecture [2, 3] ) for the cognitive and associative stages, control-theoretic [4 -6] , and probabilistic models [7, 8] for the autonomous stage. The first two kinds of models are quite standard approaches, now [9] . The main advantage of the new probabilistic models is that they have a clean semantics and at the same time are more robust than the other approaches [10, 11] . This is a great achievement in consequence of the irreducible inter-and intra-individual variability of human behavior and the irreducible incompleteness of knowledge about the stochastic environment, the driver, and his psychological mechanisms [12, 13] . Furthermore, probabilistic computational models are not programmed like traditional simulation software but are condensed and abstracted in an objective manner. In this way the behavior of single or groups of drivers can be learnt by objective machine learning techniques [14] .
The intra-individual variation of human behavior can e.g. be seen from the gaze distribution of a single driver passing the same road position repeatedly (Fig. 1 2 ). Gazes are directed to various positions in the vision field, which conflicts with assumptions made in control-theoretic driver models like Salvucci & Gray's 2-pointmodel of lateral control [2, 15] .
In summary computational driver models should  predict and generate driver behavior emitted by drivers sometimes in interaction with assistance systems 2 Background image taken from experimental records at DLR, Braunschweig, Germany. Calculations of the gaze points have been done at OFFIS by Bertram Wortelen. 3 During the experiments at the DLR data from the simulator and the eye tracking system have been recorded at a frequency of 30 Hz. The eye tracking data together with the position of the car on the road and a geometrical representation of the road have been used to calculate the drivers' focal gaze points on the road and to draw this as an overlay on the video. This figure contains the focal gaze points of all 21 drives of one driver at the same road position. The course of the cars deviates in each run, so actually we have taken all focal points within a radius of 50 cm. These points are drawn as red dots in the figure.  identify situations or maneuvers and classify behavior of drivers as e.g. anomalous or normal  provide a robust and valid mapping from human sensory data to human control actions even when inter-and intra-individual variance is observable  be learnt from time series of raw data or empirical probability distributions with statistical sound (machine-learning) procedures relying only on a few non-testable ad hoc or axiomatic assumptions  be able to learn new patterns of behavior without forgetting already learnt skills (stability-plasticity dilemma) [16] .
2 Bayesian Autonomous Driver (BAD) Models
Related work
Due to the irreducible variability of human behavior and the irreducible lack of knowledge about cognitive mechanisms of a driver in a stochastic environment it seems rational to model human drivers with for instance probabilistic models: Bayesian Autonomous Driver (BAD) models. According to the Bayesian Programming (BP) approach [13, 17, 23] BAD models [7, 8] are a special type of Bayesian Networks (BN) [18 -22] using concepts from probabilistic robotics [11] .
BP is a simple and generic framework suitable for human modeling in the presence of incompleteness and uncertainty. It provides integrated model-driven data analysis and model construction. In contrast to conventional Bayesian networks BP-models may have a recursive structure and infer concrete motor actions for real-time control on the basis of sensory evidence. Actions are sampled from CPDs for action variables after propagating sensor or task goal evidence. Sampling can be made with the draw or the best operator. Sampling with draw is sampling of concrete actions from the CPD P(Action | parents 4 (Action)) and sampling with best is sampling the conditional expected value of the CPD P(Action | parents(Action)). This is known as the nonlinear regression of Action on parents(Action): E(Action | parents(Action)).
BAD models can be learnt objectively with statistical sound methods from multivariate time series of the variables of interest. They describe phenomena on the basis of these variables and the decomposition of their JPD by (simplified) CPDs according to the special chain rule for Bayesian networks [22, p.36]. The underlying (conditional) independence hypotheses (CIHs) between sets of variables can be tested by standard statistical methods (e.g. the conditional mutual information index [22, p.237]). Model validity is thus included in the modeling process by model-driven data-analysis without ex-post validation.
In [7] we described first steps to model lateral and longitudinal control behavior of single and groups of drivers with reactive Bayesian sensory-motor models. Here we include the time domain and describe work in progress with dynamic Bayesian sensory-motor models. The vision is a dynamic BAD model which is able to compose behavior from basic kinds of motor schemas: dynamic mixture-of-expert (MoE; Fig. [8] . This new MoE models facilitate the collection of sensorymotor schemas (= experts) in a library. Context dependent driver behavior could be generated by mixing pure behavior from different schemas (= experts) avoiding the stability-plasticity dilemma [16] at the same time. Whereas [24] 
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rely on Hidden Markov Models (HMMs) for learning fine manipulation tasks like grasping and assembly by Markov mixtures of experts we strive for a new dynamic Bayesian Network (DBN) model in learning multi-maneuver driving behavior [8].
Basic Concepts
In presenting basic concepts of BP like postulates, definitions, notations and rules we borrow from [13, 17] . A BP is defined as a mean of specifying a family of probability distributions. By using such a specification it is possible to construct a BAD model, which can effectively control a (virtual) vehicle. The components of a BP are presented in Fig. 2, and Fig. 3 , where the analogy to a logic program is helpful. An application consists of a (Task model) description and a question. A description is constructed from preliminary knowledge and a data set. Preliminary knowledge is constructed from a set of pertinent variables, a decomposition of the JPD and a set of forms. Forms are either parametric forms or BPs.
The purpose of a description is to specify an effective method to compute a JPD on a set of variables given a set of (experimental) data and preliminary knowledge. To specify preliminary knowledge the modeler must define the set of relevant variables on which the JPD is defined, decompose the JPD into factors of CPDs according to CIHs, and define the forms. Each CPD in the decomposition is a form. Either this is a parametric form which parameter are estimated from data or another application. Given a description a question is obtained by partitioning the variables into searched, , preliminary knowledge, data) . The selection of an appropriate action can be treated as the inference problem: Policy(P(Action | Percepts, Goals, preliminary knowledge, data). Various policies (Draw, Best, and Expectation) are possible whether the concrete action is drawn at random, chosen as the best action with highest probability, or as the expected action. 
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Results
Static reactive or static inverse models have not been satisfactory because they generate behavior which is more erratic and nervous than human behavior [7] . Better results can be obtained by introducing a memory component and using DBNs. In a first step we estimated two DBNs separately for the lateral and longitudinal control. Our experience is that partially inverse models were quite useful (Fig. 4, 5) . In an inverse model arcs in the DAG of the graphical model are directed from the consequence to the prerequisites. The semantics of these arcs are denoted by the conditional probabilities P(Prerequisites | Consequence). Our models are partially inverse because because most arcs are inverted but the arcs between time slice t-1 and t are in causal order from prerequisites to consequences. The variables of interest are partitioned into sensory variables (heading angle of the vehicle, perceived speed) and actions (steering angle, acceleration). According to the visual attention allocation theory of Horrey et al. [25] the perception of the heading angle is influenced by areas in the visual field (ambient channel), the head angle and the gaze angle relative to the head. At the present moment light grey nodes in Fig. 4 are not included into the (Fig. 6, [26] ). Only a few laps were necessary to obtain the data for estimating the parameters (means, standard deviations) for the Gaussian parametric forms. A snapshot of a BAD model drive is shown in Fig. 7 . The map of the racing course and curve specific measurements is presented in Fig.6, 8 . A comparison of the driver speed data with model generated speed data demonstrates the quality of the simple BAD model. But, because there are some collisions with the roadsides the capabilities of the BAD model need to be improved. Further improvements are expected by combining the two controllers, by including cognitive constructs like goals and latent states of the driver, and above all segmenting behaviors into context dependent schemas (= experts) (Fig. 9) .
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Using goals (e.g. driving a hairpin or an S-curve) makes it possible to adapt the model to different road segments and situations. We expect to use the same model for situation recognition or to situation-adapted control. The modeling idea of a HMM was abandoned because the state variable has to very fine grained to obtain a high quality vehicle control [8] . In HMMS perceptions and actions should be conditionally independent, when state is known.
Conclusions and Outlook
In our current research [7, 8] we strive for the realization of BAD model architecture on the basis of a DBN (Fig. 9) . It is a psychological motivated mixture-of-experts model which is distributed across two time slices. It implements the autonomous layer Learning data are time series of pertinent variables: percepts, goals, and actions. We can model individual or groups of human and artificial agents. The model propagates information in various directions. When working top-down, goals emitted by the associative layer of a cognitive model a corresponding expert, who propagates actions, areas of interest (AoIs) and perceptions is selected. When working bottomup, percepts trigger AoIs, actions, experts and goals. When the task or goal is defined and the model has certain percepts evidence can be propagated simultaneously topdown and bottom-up and the appropriate expert and its behavior can be activated. Thus, the model can be easily extended to implement the SEEV visual scanning model [25] .
All probabilistic models presented here can be constructed by data mining single or aggregated driver's behavior traces in experimental settings with or without experimental induced goals. 
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