The CG_DESCENT (CGD) method is one of the most efficient conjugate gradient methods for solving unconstrained optimization problems. However, its applications in some other scenarios are relatively few. In this paper, inspired by one spectral PRP projection method, we extend the CGD method, and establish a derivative-free spectral CGD type projection method to solve large-scale nonlinear monotone equations with convex constraints. Due to it inheriting some nice properties of the conjugate gradient method such as the low memory requirement, the proposed method is very suitable to solve large-scale nonlinear monotone equations. Under appropriate conditions, we prove that the proposed method is globally convergent. Preliminary numerical results show that the proposed method works well.
INTRODUCTION
In this paper, we focus on solving the nonlinear monotone equations
where F : Ω → R n is continuous and monotone, and Ω ⊆ R n is a nonempty closed convex set. The monotonicity of F means that
Nonlinear monotone equations have many practical applications such as some monotone variational inequality problems 1 , economic equilibrium problems 2 , and chemical equilibrium systems 3 . Even now, a lot of computational methods have been proposed to solve nonlinear monotone equations. Among these methods, Newton's method, the quasiNewton method, and their variants are very popular because of their local superlinear convergence. However, these methods are not suitable for largescale nonlinear monotone equations because they need to solve a linear system of equations using the Jacobian matrix of F (x) or an approximation of the Jacobian matrix at each iteration.
It is well-known that the spectral gradient method is an efficient method to solve large-scale unconstrained optimization problems because of its simplicity and low storage requirements. Thus some people have extended some spectral gradient methods to solve large-scale nonlinear monotone equations. Recently, by combining the projection technique of Solodov and Svaiter 4 and the spectral gradient method of Barzilai and Borwein 5 , Zhang and Zhou 6 proposed a derivative-free spectral gradient projection method to solve unconstrained monotone equations in which the search direction is defined as
The proposed method is shown to be globally convergent to a solution of the equations if the nonlinear equations to be solved are monotone and Lipschitz continuous. Yu et al 7 used the above method to solve convex constrained nonlinear monotone equations. They proved that the proposed method is globally convergent under mild assumptions. Preliminary numerical results show that the proposed method works quite well for large-scale problems. Most recently, based on the projection technique 4 , the spectral gradient method 5 and the classical PRP conjugate gradient method 8 , Liu 9 proposed a derivative-free spectral PRP projection method (SPRP) to solve nonlinear monotone equations with convex constraints in which the search direction is computed from
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2 , and the definitions of θ k and y k−1 are the same as those in Ref. 6 . The global convergence of the SPRP method is established with some suitable conditions. Because of the derivative-free feature and lower storage requirement, the SPRP method is very suitable to solve large-scale non-smooth nonlinear monotone equations. Numerical results also show that the SPRP method is more efficient and robust than the method in Ref. 7 .
In this paper, motivated by the idea of Liu 9 , we combine the famous CG_DESCENT (CGD) method 10 and the spectral gradient method 5 with the projection technique 4 , and construct a derivative-free spectral CGD projection method for solving large-scale convex constrained monotone equations in which the Jacobian matrix of F is not available or requires a large amount of storage. The proposed method is suitable for solving large-scale nonlinear monotone equations because it inherits some nice properties of the spectral conjugate gradient and CGD methods such as the low memory requirement and the high efficiency. We prove its global convergence under some appropriate conditions. By comparing with the SPRP method 9 , numerical results show that the proposed method is very efficient.
The paper is organized as follows. In the next section, we introduce the CGD method and its variants, and establish the new algorithm with the backtracking line search. In the third section, some assumptions and lemmas are proposed, and the global convergence of the proposed method is proved. Preliminary numerical results are presented in the final section.
ALGORITHM
In this section, we first introduce the CGD method with its variants, some basic concepts, and properties of the projection operator. Then we give the specific steps of the proposed method.
The CGD method is one of the most efficient conjugate gradient methods for solving unconstrained optimization problems. Its search direction is defined as
where g k is the gradient of the objective function f
, 10 , and showed that the CGD method with t = 1 is more efficient than that with t = 2. Furthermore, Dai and Kou 13 used the spectral technique to analyse the CGD method, and suggested that the CGD method with t = 1 is better than that with t = 2.
Let Ω be a nonempty closed convex subset of R n . For any x ∈ n , its projection onto Ω is defined as
The mapping P Ω : R n −→ Ω is a projection operator. For any x, y ∈ n , it holds that
We now describe the specific steps of the derivative-free spectral CGD projection method. In this paper, we select the parameter t = 1 in the algorithm. For convenience, we abbreviate F (x k ) by F k .
Algorithm 1
Step 1: Give an initial point
Step 2:
Step 3: Determine the step-size α k = max{ρ i | i = 0, 1, 2, . . .} is by the following line search:
where
Step 4: Obtain the next iterative point x k+1 by
Step 5: If F k+1 = 0, stop. Otherwise, generate the next search direction d k+1 by
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Step 6: Set k := k + 1 and go to step 3.
Remark 1
From the definitions of w k and s k , we have
where the inequality follows from the monotonicity of F . This means that the denominators of β k+1 and θ k+1 are always greater than zero before the algorithm stops.
GLOBAL CONVERGENCE
In this section, we assume that mapping F satisfies the following assumption. Assumption H The mapping F : R n −→ R n is Lipschitz continuous, i.e., there exists a constant L > 0 such that
The remainder of this section is devoted to providing some interesting lemmas and one theorem. To prove the following lemma, we assume that L < 4 − r holds, where r is defined in Step 1.
Lemma 1
Let the sequences {d k } and {F k } be generated by Algorithm 1. Then we have
Proof : From the definition of w k−1 in Step 5 and (7), we have
This means that
For k 1, by taking the inner product of (6) with the vector F k , it follows from (9) that
Let a = (s
From
Step 2, for k = 0, F
Lemma 2 Suppose that Assumption H holds. Then there exists a step-size α k satisfying the line search (4) for any k 0.
Proof : Assume that there exists a constant k 0 0 such that (4) is not satisfied for any nonnegative integer i, i.e.,
From the continuity of the mapping F , let i → ∞. We have
It follows from (8) that
The above two inequalities are contradictory. Thus the assumption does not hold, which means that the line search (4) is always well posed.
Lemma 3 Suppose that Assumption H holds.
Let the sequences {x k } and {z k } be generated by Algorithm 1, andx ∈ Ω is an arbitrary solution of (1) . Then
Proof : From the monotonicity of the mapping F , it holds that
From the definition of z k and (4), we have
From (5) we have
where the first inequality follows from (3), the second inequality follows from (11) and the definition of λ k , the last inequality follows from (4).
Remark 2 From (10) we have
It is not difficult to show that
which means that 
Proof : We assume that (13) does not hold, i.e., there exists a constant u > 0 such that
It follows from the definition of w k and (7) that
From Remark 1 and the definition of β k ,
Then from Remark 1 we have
where (8) and (7) we have (14) and (15) that
From (12) and the definition of z k ,
This result contradicts (16). Thus the assumption does not hold, which means that (13) holds.
NUMERICAL RESULTS
In this section, we compare Algorithm 1 with the SPRP method, an efficient derivative-free projection method 9 based on the PRP conjugate gradient method and spectral gradient method for solving nonlinear monotone equations with convex constraints. The parameters in Algorithm 1 are ρ = 0.5, σ = 0.01, r = 0.001. The parameters in the SPRP method come from Ref. 9 . All algorithms terminate whenever F k 10 −5 or the total number of iterates exceeds 100 000. All presented codes are written in MATLAB 7.0, and run on a PC with 3.30 GHz CPU, 8.00 GB memory, and Windows 7 operation system. The tested problems with different initial starting points and various dimensions are as follows.
Example 1 The function F is defined as
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Example 3
The elements of function F are given as
,
Example 1 comes from Ref. 9 . Example 2 is a modification of the tridiagonal exponential problem 14 by adding an additional convex constraint. Example 3 is a modification of the Penalty I function 15 by adding an additional convex constraint. It is not difficult to show that all the functions F in these problems are monotone.
The numerical results are listed in Tables 1-4 , where dim stands for the dimension of the test problems, and niter and CPU represent the total number of iterates and the CPU time in seconds, respectively. To show the practicability of Algo- T . In addition, for the given n, each problem is tested three times with random initial points generated by MATLAB's rand(n,1) in (−1,1) , and the average of the three results is given in Table 4 We see from Tables 1-3 that, starting from the given initial points, the two methods terminate successfully at a solution of the problem. For Example 2, there seems to be not much difference among the performances of the two methods. However, Algorithm 1 performs better than the SPRP method for Example 1 and Example 3. Table 4 further indicates that Algorithm 1 is more stable and efficient than the SPRP method for the given problems.
