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NOTATION 
C: The set of complex numbers. 
C : The set of all n-component vectors over the complex n 
numbers. 
e 
nxn 
The set of all n-square matrices with complex entries. 
The unit sphere which is a set of all vectors x E C 
and h(x) = 1, where h is some vector norm. 
<x, y>: The inner product of x and y. 
(aij): Matrix A where aij represents an entry of A in the 
(i, j)th position. 
* 
n 
A: The matrix obtained from AE C by taking the transpose 
nxn 
det A: 
tr(A): 
of the matrix whose elements are the complex conjugates 
of these of A. 
Identity matrix. 
Inverse of matrix A. 
Determinant of matrix A. 
Trace of matrix A defined as the sum of the diagonal 
elements of A. 
U: A unitary matrix. 
e.: The unit vector with 1 in the jth position and O J 
elsewhere. 
diag{a 1 , a2 , .•• 'a}: n A diagonal matrix whose diagonal 
entries are aij = a.• 
1 
INTRODUCTION 
In many situations it is very useful to have a single 
nonnegative real number to be, in some sense, the measure of 
the size of a vector or a matrix. As a matter of fact we do 
a similiar thing with scalars, we let jÀj represent the familiar 
absolute value or modulus of À. Fora vector x e: C , one way 
n 
of assigning magnitude is the usual definition of length, 
Il I 1/2 2 1/2 xl= <x, x> = {jxij } , which is called the euclidean 
norm of x. In this case, length gives an overall estimate of 
the size of the elements of x. If llxll is large, at least one 
of the elements in x is large, and vise versa. There are 
many ways of defining norms for vectors and matrices. We will 
examine some of these in this paper. 
In the first two sections, we will take an axiomatic 
approach to the formulation of measures of magnitude or norms 
for matrices and vectors. 
In Section III, we will examine "Induced Matrix Norms", 
These norms are the ones which can be attained from a given 
matrix norm. In Theorem 3.3 we will work out in detail how 
one obtains the three most popular induced matrix norms IIAl1 , 
JIA!l2 , and IIAll00 from the three most commonly used vector norms 
~xll1 , llxll2 , and llx!L.,. This will give us some insight on how 
matrix and vector norms are related. 
After we bave done all the introductory work, the last 
two sections will be devoted to two different areas of the 
applications of matrix norms. 
2 
PRELIMINARY RESULTS AND DEFINITIONS 
The following results and definitions will be used in 
this paper, however no proof will be given. 
Definition 0.1. The standard inner product of two vectors 
x and y, 
<x, 
x, y E C , is defined as 
n 
Definition 0.2. If A E C , and if there exists a vector 
nxn 
x E C such that Ax = µx where µ E C, then such a nonzero n 
vector x is called an eigenvector of A. The number µ is cal led 
an eigenvalue of A. Also x is said to be an eigenvector 
associated with the eigenvalue µ. 
Definition 0.3. The matrix A is said to be Hermitian if 
* and only if A = A. 
Definition 0.4. The matrix A is said to be normal if and 
* * only if A A= AA. 
Definition 0.5. The matrix U is unitary if and only if 
* u u = I. 
Definition 0.6. Matrices A and Bare said to be unitari ly 
3 
* similar if there is a unitary matrix U such that A= U BU. 
Definition 0.7. If x, y s C, the line segment joining 
n 
x and y is defined to be the set of points in C which have 
n 
the form z = tx + (1 - t)y for some t s [O, 1] . 
Definition 0,8. A set of vectors T ç C is said to be 
n 
a convex set if and only i f for each pair x, y s T, the lin e 
segment joining x and y is also contained in T. 
Definition 0.9. A real symmtric matrix A s C is said 
nxn 
to be positive definite if and only if x'Ax > O for all non-
zero vectors x s C. 
n 
Theorern 0.1.(Schwarz's Inequality) If x, y s C, then 
n 
Theorem 0.2. A is norma! if and only if there exists a 
set of orthonormal eigenvectors {x1 , x2 , ••• , xn} with 
associated eigenvalues µ1 , µ2 , •·· , µn. 
Theorem 0.3. A is a definite matrix if and only if A is 
real, symmtric and has nonnegative eigenvalues. 
Theorem 0.4. A matrix A E C is unitarily similar to 
nxn 
the diagonal matrix of its eigenvalµes if and only if A is normal. 
Theorem 0.5. If two matrices A and Bare similar then A 
and B bave the same characteristic polynomials and hence the 
same eigenvalues. 
Theorem 0.6. If A is nonsingular, then the eigenvalues 
-1 
of A are the reciprocals of the eigenvalues of A. 
Theorem 0.7. If µ1 , µ2 , ••• , µn are the eigenvalues of 
Theorem 0.8. If T is a closed and bounded set in a finit e 
dimensiona! n0rmed linear space and if f is continuous on T, 
then f(T) is a closed and bounded set. 
Theorem 0.9. The eigenvalues of a Hermitian matrix are 
real. 
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CHAPTER I 
MATRIX NORMS 
A real-valued function defined on all n-square matrices 
A with complex elements is called a matrix norm, and usually 
written IJA/1, if and only if it satisfies the fallowing axioms : 
(i) JJAJJ > O far A 'f O and IJAJI = O if and only if A = O, 
(ii) JJcAJj = JcJIJAJI far any complex number e, 
(iii) IJA + BJI ~ IJAII + IJBll(triangle inequality), 
(iv) IIAB~ ~ JIAIIIJBIJ. 
It is easily seen that the real-valued function E la . . I 
i . 1J ,J 
satisfies the above four axioms, and hence, is a matrix norm . 
The following are some useful properties of matrix norm: 
(1) li I Il ~ 1, 
( 2) Il A n Il ~ Il A Il n, 
(3) JIA-1 11 ~ 1/IJAII, 
(4) JIA - BII ~ J IAII - JIBIIJ • 
Proof: Far any matrix norm JI· ~' 
(1) llrJI 2:_ l, by way of contradiction, we suppose O~ JJI~ < 1 
and A 'f O, then IJAI~ ~ ~AJllrll, this implies IIAIJ ~ IIAJl~rll, 
which is a contradiction, hence JlrJI ~ 1. 
(2) ~Anll ~ IAJln, this fallows directly from Axiom (iv). 
(3) IJA-l~ ~ 1/IJAJI, which fallows easily from property (1). 
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( 4) 111 A~ - ~ B ~ I ~ /I A - B li , which follo ws from the triangle 
inequality. 
A real-valued function satisfying axioms (1) through (iii) , 
but not necessary (iv) will be called a generalized matrix norm . 
Thus a matrix norm is always a generalized matr ix norm, but not 
conversely. 
Example 1. 1. The real-valued fune tion ~fa~ I ai j I is a 
l,J 
generalized matrix norm which i s nota matrix norm . 
Proof. We verify that Max I a1 . I satisfies axioms (i), (i.i), 
. j J i, 
and (iii), but not (iv). 
ijA/J = Max /aij I~ O, and when IA~ = O, that is, Max /ai./ 
i,j i,j J 
(i) 
= O, then aij = O for all i, j, hence A = O. The converse is 
obvious. 
(ii) Il cA /I = Ma.i jx J caij I = I e/~~ / aij I = J e /Il A Il• 
, l,J 
(iii) Il A + B Il == Max J a . . + b .. / ~ Max ( I a . . / + / b .. I ) 
. . lJ lJ - i , lJ 1J 1,J ,J 
~ Max / a i . J + Max I bi . / = Il A /1 + Il B Il • 
. . J i . J l,J ,J 
(iv) For Axiom (iv), /IAB/1 ~ jJAIIII B/1,we will giv e a counter-
example. Let 
then 
7 
AB-= and IABI = 
bu t ! A Il = 4, Il B Il = 5, we have 
~ AB 11 = 22 > 1 A n B 1 = 20, 
22, 
and this function does not satisfy axiom (iv), hence it is a 
generalized matrix norm which is nota matrix norm. 
Theorem 1. 1. A generalized macrix norm depends contin uously 
on the elements of the matrix; that is, given s>O there ex ist s 
a o>O, such that whenever !aij - bij I < o far all pairs of i, j , 
we have l!All - ~BI I< s, where A= (aij) B = (bij). 
Proof. First we let Eijbe the matrix having a one in 
the i, j position and zeros elsewhere. Then 
A - B = E ( aij - bij)•Eij. 
i,j 
Now we define the number k = Max IEij I 
i,j 
and k > O by Axiom (i), 
~A -B ~ 
- bij)Eij Il < =llr(a.j 
i ,j 1 E Il (ai . - bi . ) E . j Il . . J J 1 1,J 
,;;, E I aif - b ij I . ~ Eij ~ < 
i,j k i E • I a ij - b ij I . ,J 
Far any E> O, we define o 2 = s/kn, and consider any pair 
of matrices A, B, where A and Bare of arder n, far which 
I a ij - b ij I < o i, j = 1, 2, ... n, 
then 
k • E la .. - b.j I < i . 1J 1 
,J 
= E:. 
Hence 
by property (4) whenever jaij - bijl < é. 
The following theorem is also of fundamental importance, 
because with the help of this comparison theorem, we can reduce 
the study of properties of one generalized matrix norm to the 
study of another relatively simple norm, and which will be 
demonstrated in Theorem 1 . 5. But before introducing it, we 
give some definitions and a lenuna which will be useful in 
proving the theorem. 
Definition 1. 1. Given a generalized matrix norm, 11 • ! , 
on C , we define a neighborhood N (A) of A E C to be 
nxn E nxn 
N (A) = { a E e / ~ A - a I/ < E } • E nxn = 
Definition 1.2. If Lisa subset of C , then A is a 
nxn 
* limit point of L if every N (A) contains some point a EL 
E 
* with a ,/: A, 
Lemma 1.2, Let M be the set of all n-square matrices 
with ~a~ = Max /aij I = 1, then M is closed. m i,j 
Proof. To prove M is closed we show that every limit 
point of M is in M. Let A be a limit point of M, thus for any 
E> O, there exists an a E M such that 
But 
so we have 
1 - E: < Il A lm :;;, 1 + E: for any E: > O. 
Consequently IA~m = 1 and hence A E: M. 
Lemma 1.3. Let M be the set defined in Lemma 1.2, and i ·Il 
a generalized matrix norm, then I, jJ is continuous on M. 
Proof. To prove IJ • 11 is continuous at A E: M, we have to 
show that given E:> O there exists a é > O such that if 
IJA - xJI < o with X E: M, we have IIIAII - llxlll < E:, Theorem 1.1 
. m 
states that a generalized matrix norm depends continuously on 
the elements of the matrix, that is, given E:> O, there exists 
a o> O such that if laij - xijl < o for all i, j, then we 
have IIIA~ - !lxiii< E:, but laij - xijl < o,for all i, j, impli es 
Max I aij - xij I < o, and this says ~A - xli < o. Hence given 
i,j m 
any E: > o' we were able to use the same o we found from the 
continuity of a generalized matrix norm to show the continuity 
of 11 • ~. 
Theorem 1.4. Let IAI and N(A) be any two generalized 
matrix norms evaluated at A, then there exists positive numbers 
r 1 and r 2 , depending only on the choice of norms, such that 
for all A E C and A i O. 
nxn 
Proof, Again we will use the matrices Eij defined in 
Theorem 1. 1 and define p2 = E ! Ei. Il, i . J ,J and a= Max lai.I. i . J ,J 
Since A= E a .. Eij' we have 
. . l.J l.,J 
Il Ari = ~ E a .. E 1 • li < i,j l.J J E I ai. E . I < . . J iJ 1.,J 
where p2 is obviously independent of A. 
(1) 
Now consider the set M defined in Lemma 1.2, and let 
p = l-f.in ~ B Il, such a p1 will exist since M is closed and Lemma l B M 
1. 3 provides the continuity of the generalized matrix norm ~ · Il 
on M. Observe that p1 > O, and is also independent of A. 
For the given matrix A, we may write A= a ·B where la I = a 
].lV ].lV 
and BE M. Then we have 
(2) 
and combining the inequalities (1) and (2), we bave 
Similarly, we can find another two positive real numbers 
q1 and q2 depending only on the norm N, such that 
With these two equalities, we have 
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IAI 
N(A) 
The following theorem gives us an application of the 
above theorem. 
Theorem 1.5. I f A1 , A2 , A3 , • •. is a sequence of matrices 
from Cnxn' then, for any generalized matrix norm, Il•~, Ap + A, 
pointwise as p + 00 if and only if IIA - A~ + O as p • 00 p 
Proof. Let N(A) = r_laijl. It is easy to verify tha t 
i,J 
N(A) is a generalized matrix norm. Now suppose A +A point-p 
wise as p + 00 , we have 
+ aij' for every i and j, 
hence we have 
E la - a I+ O, that is, N(A - A)+ O. 
i",j pij ij p 
Since Il O li is any generalized matrix norm, then by Theorem 
1.4, there exists two real numbers r 1 and r 2, such that 
r < 1= 
This implies 
N(A - A)r ~ IA - Al ~ N(A - A)r 2 • p 1- p - p 
Hence as N(A - A)+ O, we have p 
IA - Al • o. p 
Conversely, if Il Ap - A Il • O as p • 00 , the proof is very 
similar to above, except we use Theorem 1.4 to find the 
existance of r 1 and r 2 such that 
N(A - A) 
P ~ r2, IIA - Ali p 
which implies 
- Ali ~ N(Ap - A) ~ r 2II'\, - AL 
- Ali • O we have N(Ap - A) • O, this implies 
E I a - ai. I • O, 
i,j pij J 
hence a + aiJ. for all i and j. Therefore, Ap + A as p + 00 , 
pij 
and the proof is complete, 
Usually we define a matrix norm in term of the elements 
of the matrix, but if we let µ1 , µ2 , ••• , µn be the eigen va lues 
of A E C , and µA= Max Iµ. I, then we call this µA the 
nxn j J 
spectral radius of A. The next example will show us that th e 
spectral radius is nota matrix norm, but the following theorem 
will assure us the importance of the spectral radius in 
connection with the magnitude of matrix norms. 
Example 1.2, Let A be the n-square matrix 
13 
14 
O 1 O o o ... o 
o o 1 O O ... o 
o o o 1 o ... o 
A = . . . . . ... . 
' 
. . . .. . 
o o o o o 1 
o o o o o o 
to find the eigenvalues of A we solve the equation det(A - ÀI) = O, 
A - ÀI = [-~ -~ -! 
o o o 
o ... 
o ... 
1 
o ... 
~]· 
-À 
det(A - U) = (-À)n = (-1) 0 (À)n = O, this implies \ = O for 
all i= 1, 2, ..• , n, therefore, µA= Max IÀ1 1 = O. But i 
A i O and µA= O do not imply A= O, hence it does not satisfy 
the first axiom of matrix norms. Therefore, the spectral radius 
is nota matrix norm. 
Theorem 1.6. If A E C and µA is the spectral radius of 
nxn 
A, then for any matrix norm Il • 11, we have 
Proof, Let µ be an eigenvalue of A with µA= jµj, then 
there is a vector x; O such that Ax = µx. Define A as the 
X 
n-square matrix, where x is the first column and all other 
columns are zero, that is, A = [x O O ••• O], Then clearly 
X 
AA =µA, but 
X X 
I µIIAxll = Il µAx ~ = Il AAx I ~ Il A lii Ax I, 
and A ; O implies ~A I; O, hence we have 
X -, X 
lµI = µA~ IIAI, 
for any matrix norm 11 • ~. 
The following are two of the most coUDnonly used matrix norms : 
(A) The euclidean, or Frobenius, norm 
IIAI = { E la 1jl
2}112 • 
i,j 
(B) M(A) = n Max la 1j!. i,j 
The following theorem gives us some properties of the 
euclidean norm. 
Theorem 1.7. The euclidean norm is invariant under a 
unitary transformation, that is, if U is a unitary matrix, then 
~ A~ = I AU Il a Il UA Il • 
Proof. We first of all will prove that !Af = tr(A*A). 
To prove this, we simply write out both sides in full, 
IA~ a { L laijl2}1/2, 
i,j 
* -tr(A A)= E { E aijaij} = E 
j i i 
hence IIAl2 = tr(A *A). Now we have 
lluAl!2 = tr((uA)*(uA)) • tr(A*u*uA) ""tr(A*A) 
and using the same argument, we have IIAul 2 = !Af. 
and the proof is complete. 
Hence 
15 
CHAPTER II 
VECTERS NORMS 
Just as for matrices, there are several useful measures 
of magnitude for the vectors of C, in this section we shall 
n 
use the word "norm" to include any nonnegative real-valued 
function of x E Cn, usually denoted ~x~ or h(x), that 
satisfies the following properties: Let x, y E e then 
n 
(1) ~xl~ O and ~xl= O if and only if x ~ O, 
(2) llkxll = lki ·llxll for any scalar k, 
(3) lx+ Y~ ~!lx~+ ~Yi• 
Following is a list of some of the most commonly used 
vector norms: 
(a) fx~l = E lxj I 
j 
(b) I X 112 = ( Ejx, 12>1/2 j J 
(c) ix IL, = Max lx. I 
j J 
There is also a class of vector norms which are a natural 
extension of the 1 and 2 norms, which includes the 1 and 2 
norms, and gives motivation for calling Max lx. I the co-norm. 
j J 
These norms are called p-norms or H81der norms. They are defined 
as follows: 
And the following theorem will give usa pretty good idea 
why Max lxj I is called the 00 -norm, llxt,. 
j 
Theorern 2.1. We show that llxlco = Max lx. I= lim o::lx. jP/IP. j J p-+oo j J 
then 
Proof, For any vector x E C, suppose 
n 
n 
lxmjP ~ E lxj IP~ 
j=l 
for all p and 
lxml = (jxmlp)l/p ~ 
now taking the limit as p ~ 00 , we have 
n 
lim lx I 2- lim ( E lx lp)l/p 
p-+oo m - p-+oo j•l j 
which leads to 
lx I ~ lim ( ~ lx. IP/IP < I X I. m j=l J m p-+oo 
Hence 
n 
lim ( E lx lp)l/p = Max lxjl = Il xllco 
p-+oo j=l j 
Max 
j 
lx I = 
m 
11P I I n xm, 
Sometimes we will face the problem of finding the norm 
of a vector given in the form Ax where A E C , x E C. 
nxn n 
Considering Axiom (iv) fora matrix norm, we might expect that 
there will be a matrix norm li' I and vector norm h for which 
h(Ax) 2- !Al• h(x). When this is the case we say the norms 
are compatible. To make the definition more precise: A matrix 
17 
norm is said to be compatible with a vector norm h if and only 
if for all x E e and A E C 
n nxn 
h(Ax) ~ ~A~h(x). 
Following is an theorem to show that a matrix norm M(A) = 
n Max laij I is compatible with the 1, 2, and 00 - norms which 
i,j 
were listed above. 
Theorem 2.2. M(A) is compatible with the 1, 2, and 00 -
norms. 
n 
Proof. (1) 11Axl1 = El E a1kxkl ~ E la 1kl lxkl i k=l i,k _ 
.:s._ E M(A) lx I= - 1- M(A) E Jxkl 
- i,k n k n i,k 
= M(A) E lxkl = M(A)llx~1 . k 
(2) IIAxl; = EjE a.k~l 2 
j k J 
~ E(Eja.kl 2)(Elxkj 2) (by Schwarz's inequality) 
j k J k 
= ( E Jajkj2)(Elxkj2) 
j ,k k 
= IIAf~xll;, 
where ~- ! is the euclidean matrix norm, but 
2 
1
2 2 
1
2 I I 2 2 
~Al = E laij ~ n Max Jaij = (n•Max aij ) = M (A); 
i,j i,j i,j 
hence 
and we bave 
11Axll2 ~ M(A)llxll 2 • 
(3) Il Ax 1100 = Max I fa . k ~ I ~ Max O: I aj k I I~ I ) j k J j k 
~ Max { (r I a 'k I) (Max I~ I)} ~ Max (r I a 'k I) Il x L 
j kJ k j kJ 
~ n•(1:18x jajkl)lxt = M(A)Jlxt. 
J,k . 
Theorem 2.3. If li• li is the generalized matrix norm defi ned 
in Example 1. 1, tha t is, Il A Il = Max I ai. I , then there is no ve c to r 
i . J ,J 
norm compatible with li• li• 
Proof. Let h be any vector norm and A be a n-square mat ri~ 
A= (a 1 .) where a .. = 1 for all i, j. Also let x be a vector J l.J 
such that x. = 1 far all j. Since Ax = nx and IIAII = 1, we ha v e J 
h(Ax) = h(nx) = n•h(x) > l•h(x) = IIAll•h(x). 
Therefore, there is no vector norm compatible with IIAII = 
Max I a .. j. 
i . l.J ,J 
CHAPTER III 
INDUCED MATRIX NORMS 
Now we shall discussa method in which we derive, from a 
given vector norm, a matrix norm that is compatible with the 
given vector norm. Since we must have h(Ax) ~ IIA~h(x) where 
A s C and x s C, this suggest we define 
nxn n 
IIAil = sup 
x:rO 
h(Ax) 
h(x) ' 
Later we will prove that fora fixed A, this definition yiel d 
well-defined nonnegative real number and that the resulting 
function, I· Il, is a matrix norm. We will call it the mat r ix 
norm induced by the vector norm h. In some books it is called 
the natural norm associated with the vector norm h. 
Lemma 3.1. For the function Il•~ defined above we have: 
(1) IIAII = Max h(Ax). 
h(x)=l 
(2) There is a vector x
0
, depending on A, such that h{x
0
) = 1 
and ~Al! = h(Ax ) • 
o 
Proof. First notice that if we replace the vector x by 
cx, it does not effect the quotient h(Ax)/h(x). If we 
introduce z 
h(Az) 
h(z) 
= x/h(x), we bave h(z) = 1 and 
= h(Az), 
so we have !Ali= sup h(Az), or we say ~Al!= sup h(Az), where 
h(z)=l z 
20 
According to Theorem 1.1 we know that a vector norm depend s 
continuously on the components of the vector argument. Further -
more, Oh is a closed and bounded set, hence attains its maximum. 
Therefore, both parts of the lemma follow innnediately. 
Theo r em 3.2. Ifa vector X exists such that the maximum 
o 
i s attained in the formula 
l!AII = Max h(Az), 
h(z)=l 
then li• li is a matrix norm, and it is compatible with the vect or 
norm h. 
Proof. We have to verify that li• li satisfies the axioms 
(i) through (iv) of matrix norm: 
(i) It is clear that IIA! ~ O and A = O implies IIAII = O 
immediately. When IIAII = O this implies that h(Az) = O for all 
z with h(z) = 1, but z i O and Az = O for all z E C , implies 
n 
A= O. Hence Axiom (i) is satisfied. 
(ii) Let e be any scalar, we bave 
~cAjj = Max h(cAz) =lclMax h(Az) = lclllAII. 
h(z)=l h(z)=l 
Thus Axiom (ii) is also satisfied. 
(iii) Since we know that 
h((A + B)x) = h(Ax + Bx) ~ h(Ax) + h(Bx); 
hence by definition 
IIA + Bli = Max h((A + B)z) < 
h(z)=l 
Max (h(Az) + h(Bz)) 
h(z)=l 
~ Max h(Az) + Max h(Bz) = Il Al! + I BI!. 
h( z )=l h (z)=l 
Thus we have Axiom (iii). 
(iv) If we let z = x/h(x) and h(z) = 1, we have 
h(Ax) = h(h(x)Az) 
= h (x)I/ A/1. 
= h(x)h(Az) ~ h(x) Max h(Az) 
h(z)=l 
This gives us that the matrix norm I/·// is compatible with the 
vector norm h. With this fact and again the existance of x 
o 
such that I/AB/I = h(ABx) and h(x) = 1, we bave 
o o 
I/ AB/I = h(ABx
0
) = h(A(Bx
0
)) ~ I/ A/jh(Bx
0
) 
~ I/ A/I~ sllh(x
0
) = I/ AIII B/j. 
Thus Axiom (iv) is satisfied and hence the proof is complete. 
The following theorem gives us some important and useful 
matrix norms, namely those which induced by 1, 2, and 00 vector 
norms. 
Theorem 3.3. The induced matrix norms associated with 
the 1, 2, and 00 vector norms are: 
n 
(a) 1/ A/11 
(b) IIAll2 
= Max E I aij/ (the maximum absolute 
j i=l 
column sum), 
(e) 
* 1/2 
= {maximum eigenvalue of A A} , 
n 
I/ A lloo = Max E I a .. I 
i j=l l.J ( t he maximum absolute row sum). 
Proof. (a) If Il z ~ 1 = 
n 
il Az Il 1 = E I E a ij z . I ~ i j=l J 
n 
1, we hav e E /z.l = 1. 
j=l J 
But 
22 
= r(lz.lrJa j I)< 
J J i 
= Max rja.j I. 
j i 1 
(Max r I a .. I ) r I z . I 
j i 1J j J 
Hence it follows from Lemma 3.1 that 
IIAJl1 = Max IIAzJl1 ,;,Max rla .. J Il z Il =l j i 1J . 
1 
Now suppose that we attain the màximum of rJa .. J at j = k, 
i 1J 
and choose the vector z such that zk = 1, zi = O (i# k). 
For this vector z we have 
But 
Max E I a .. J j i 1J • 
JJ A IJ 1 = Max JI Az Il 1 ~ I/ Az JJ 1 = Max E I a i . I Il zll1=l j i J ' 
combining the inequalities (1) and (2) we have 
(b) The induced matrix norm associateci with 2 norm is 
IIAJj2 = {maximum eigenvalue of A*A}
112
• 
* To prove this, we first observe that A A is Hermitian and 
* * * positive definite, since (A A) = A A and 
* * * 
x (A A)x = (Ax) (Ax) = <Ax, Ax> ~ O 
for all x E C. It then follows from Theorem 0.3 and 0.9 
n 
* that the eigenvalues of A A are real and nonnegative. 
* Since A A is Hermitian, thus a norma! matrix, there exists 
(1) 
(2) 
a set of orthonormal right eigenvectors x1 , x2 , ... , xn with 
associateci eigenvalues À1 , À2 , •·• , 
~x~2 = 1 we write 
À • 
n 
Now for any x with 
23 
then 
n 
x = I: l;.x. 
j= J J, 
* 
= L~.(A Ax.) = L~.À.x. j J J j J J J 
and hence 
* * * (Ax) (Ax) = x A Ax = 
n * n 
= ( I: ~1x.) ( I: ~.À.xj) i=l 1 j=l J J 
* (x )(I:/;.À.x.) j J J J 
n 2 
= I: lcl À •• j=l J J 
Applying the fact that 
* 
1 
x.x. = { 
1 J o 
if i = j 
ifi,/:j, 
we obtain 
and since llxl\2 = 1 and x = I:~ .x., we have i 1 1 
Il X 1122 = < X , x> = L L e~. < X • , X • > = L I e I 2 = 1 
ijlJ 1 J j J 
by using the fact that x. 's are a set of orthonormal vectors . 
J 
Now Àj ~ O for j = 1, 2, •• , , n, and it then follows that if 
ÀA = Max À., then 
j J 
IIAxll = (I:I~ 12À )1/2 ~ (I:IE.:. 12À )1/2 = Àl/2 2 .j j -.J A A 0 
J J 
Hence 
But then we have 
since ~.=O for j ,/: k, and ~- = 1 for j = k. Thus for x = x. 
J J k 
we obtain the maximum of 11Axlj2 = À!
12 
with llxll2 = 1. Hence 
(c) Now we consider the oo norm. 1, then Max Jzjl = 1. 
j 
thus we have 
n n n 
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IJAzJl
00 
= MaxJ L ai.z.J ~Max L Ja .. JJz.J ~Max( L Jai.!(Maxlz.J)) 
i j=l J J - i j=l 1J J i j=l J j J 
Hence 
n 
~ Max L I a. j J . 
- i j=l 1 
Il Az L = Max Il Az Il ~ Max L I a i . I • 
Il zL =l i j J 
Again suppose the value of i which gives the maximum sum of 
the right is i= k. We can construct a vector z with z. = +l 
J 
if k" > O and z. = -1 if akJ' < O. 
J n J 
Il Az ~ = L I ak . I • 
00 • 1 J J= 
For this vector z 
With the exact same argument as above (a), we may conclude that 
11 Az L = Max L I ai . I • 
i j J 
Therefore, our proof is complete. 
IIAl1
2 
is known as the spectral norm, and should be distinguished 
from the spectral radius µA. As an example shows: 
Example 3.1. Let 
with k real, then 
* [1 A A= 
k 
and it is easy to see that µ = 1 and IIAll2 = { 1 + ~ k 2 + +< 
4 + k2) 112 }112. Hence spectral radius is usually different 
from the spectral norm. 
However the following theorem gives us the special case, 
where the spectral radius and spectral normare the same: 
Theorem 3.4. If A is a normal matrix, then IIA~2 = µA. 
Proof. Since A is normal, it follows from Theorem 0.4 
that A is unitarily similar to the diagonal matrix of its 
* eigenvalues, that is, A= U DU where U = diag{µ 1 , µ2 , , µ } n 
where µ, 's are the eigenvalues of A. According to definition, 
J 
IJAIÌ2 = ÀA = {maximum eigenvalue of A*A}
112
, 
* * * * * * A A= (U DU) (U DU) =UD DU, 
* * but this means A A is similar to D D and it follows from 
Theorem 0.5 that they have the same eigenvalues, and the 
eigenvalues of n*n ={µ{µ 1 , µ2µ2 , ••. , µnµn} = {jµ 1 1
2
, Jµ2 1
2
, 
, Iµ I 2}. 
n 
Hence 
IIAll2 = ÀA = 
Therefore, if A is normal, the spectral norm of A is equal to 
the spectral radius of A. Furthermore, this is the · case where 
the equality in Theorem 1.6 holds. 
Up to now, we notice that the 1, 2, and 00 norms discussed 
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above depended only on the absolute values of the elements of 
the veetor arguments, and sueh norms are ealled the absolute 
veetor norms. In the following we shall diseuss some properties 
eoneerning these kind of norrns. The first is ealled the monotonie 
property. We will denote by Jxl the veetor whose elements are 
the absolute values of the elements of x, and by Jxl ~ Jyl, for 
any x, y E Cn' we will mean lxj I~ /yj I for all j = 1, 2, • .• , n . 
A veetor norm h will be ealled monotonie if and only if lxi~ IYI 
implies h(x) ~ h(y). The seeond property we will diseuss eoneerns 
the indueed matrix norm. When a matrix norm is evaluated at a 
diagonal matrix D - diag{d 1 , a2 , . . . ' d }, it would be very n 
eonvenient if ID I = Max Id. I , Here we will show that Il • Il has j J 
this property if and only if it is a norm indueed by an absolute 
veetor norm. 
Theorem 3. 5. If h is a vee tor norm and 11 • ~ denotes the 
rnatrix norm indueed by h, then the following eonditions are 
equivalent: 
(i) h is absolute; 
(ii) h is monotonie; 
(iii) llnll = 
' d } • n 
Max Jd. I far any diagonal matrix D = j J 
Proof. (i) implies (ii). Suppose h is an absolute veetor 
norm and we write h(x) = H(x1 , x2 , ••• , xn) where H is a funetion 
of absolute values of x1 , x2 , ... , xn . Now suppose we consider 
H as a function of x1 , that is, leave x2 , .•. , xn fixed, and 
let H(x 1 , x2 , .•. , xn) = f(x). By way of contradiction, suppose 
there exist nonnegative numbers p and q for which p < q and 
f(p) > f(q). But since f(x) = f(/x/ ), we have f(-q) = f(q). 
Let Bh be the set consisting of all vectors x such that h(x) ~ f(q) , 
that is, Bh = {xl h(x) ~ f(q) for x €e}. 
n Now let x, y € Bh, 
then h(tx + (1 - t)y) ~ th(x) + (1 - t)h(y) ~ tf(q) + (1 - t) f (q) 
and therefore Bh is convex. Let y1 and Yz be the vectors 
-q q 
x2 x2 
yl = and Y2 = 
X X n n 
whi ch belong to the set Bh, since h(yl) = h(y2) = f (q), and 
consider the vector 
z = J 
xn ) 
z belongs to the line segment joining y1 and y2 obviously, and 
since Bh is a convex set, it follows that h(z) ~ f(q). But 
h(z) = H(p, x2 , ••• , xn) = f(p) > f(q), this is a contradiction. 
Each component would be considered in a similar fashion and 
hence when h is an absolute vector norm, H is a nondecreasing 
function, and consequently h is monotonie. 
(ii) implies (iii). We first suppose D / O and define 
d = Max Id. I. Sinee 
j J 
dlxl dx1 
d2x2 dx2 
Dx = and dx = 
dx dx 
n n ' n 
elearly loxl ~ ldxl and sinee h is monotonie, this implies that 
h(Dx) ~ h(dx) = dh(x). 
But li· li is the indueed matrix norm by h, thus 
Il Il 
h (dx) 
D = :iÒ h(x) dh(x) ~ :~Ò h(x) = d, 
Now suppose we attain d at d = Id I, then 
m 
h(De) 
m 
h(e) 
m 
h(d e ) 
mm 
h(e) 
m 
Id lh(e ) 
__ m_h-=(-e-:)-= I dm I = d. 
m 
This means we attain the maximum in the inequality 
l!oll h(Dx) 
= ~iÒ h(x) ~ d, 
at x = em, and henee lloll = d, Therefore when h is monotonie 
then Ilo Il = d = Max I dj I for any diagonal matrix D • diag{d 1 , j 
(iii) implies (i). For any veetor x we ean eonstruet a diagonal 
matrix D in sueh a way that d. = 1 if x. = O and d. = lx. I /x. 
. J J J J J 
if x. # O, so we have Id. I = 1, j = 1, 2, ... , n and Dx= I xl. J J 
By (iii) we know that il D Il = Il D - l ~ = Max Id. I = 1, henee -we have 
j J 
and 
h(/x/) = h(Dx) ~ 11D1/h(x) = h(x), 
-1 
since x = D /x/ 
h(x) = h(D- 1 /xj) ~ IID-1 /jh(jxj) = h(jxj). 
Combining these two inequalities we have 
h (x) = h ( Ix I ) , 
and this simply means that h is an absolute vector norm, and 
our proof is complete. 
Theorem 3. 6. If Il • Il i.s a ma trix norm i.nduced by an 
absolute vector norm h, and /A/ is the matrix with elements 
/aij I, then IJA/1 ~Il/A///. 
Proof. Let x be any vector with h(/x/) = 1. Clearly 
we have 
A/xl ~ IA//xl = /Ax/, 
and since h is absolute, by the previous theorem we have 
h (A I X I ) ~ h ( I Ax I ) , 
but since Il• I/ is an induced matrix norm by h, we have 
Il A Il = Max h (A J x / ) ~ Max h ( I A / Ix I ) = Il / A I /1, 
h(x)=l h(x)=l 
hence IIAJ/ ~ 11/AJ /J. 
CHAPTER IV 
LOWER BOUND 
In this section we will be examining a function defined 
on all square matrices A which is nonnegative and is zero if 
and only if det A= O. This function will gives usa measure 
of departure of a matrix from singularity. Such a measure, 
called the lower bound of matrix A, can be obtained from a 
definition similar to that of the induced matrix norm. We 
define the lower bound of A with respect to the vector norm h. 
We denote this lower bound of A by glbh(A). 
h(Ax) 
glbh(A) = inf h(x) 
x#O 
Using exactly the same kind of proof as in Lemma 3.1, we 
can obtain the following results: 
Lemma 4. 1. (i) glbh (A) = Min h (Ax) • (ii .) There is a 
h(x)=l 
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vector y
0
, depending on A, such that h(y
0
) = 1 and glbh(A) = h(Ay
0
). 
We will use the following theorems to justify our claim 
that this lower bound is a measure of departure from singularity. 
Theorem 4. 2. If [I • IJ is the matrix norm induced by the 
vector norm h, then 
glbh(A) 
Proof. 
by y = Ax. 
and 
1/ A-i 
= { 
o 
If det A # 
For any X f 
o, 
o, 
if det A # O 
if det A = O 
define the vector y in 
we have y ,/: O, since A 
terms of x 
is nonsingular 
. f h(Ax) h(y) h(A- 1y) -1 glbh (A) = = inf = {sup } in h(x) 
h(A- 1y) h(y) 
1 
= 
IIA-1 /I 
But if det A= O, then there exists a nonzero vector z such 
that Az = O and h(z) = 1, if not, we can always let z = z/h(z), 
o 
then Az = O and h(z) = 1. By Lemma 4.1, we have 
o o 
glbh(A) = Min h(Ax) = h(Az) = O 
h(x)=l 
and this minimum is attained when x = z. 
32 
Corollary 4. 3. If A, B E: Cnxn, then glbh (AB) ~ glbh (A), glbh (B). 
Proof. The proof follows immediately from the fact that 
Corollary 4.4. If h is an absolute norm and D = {d1 , d2 , 
, d } , then glb (D) = Min /d. I • 
n h . J 
J 
Proof. If D is singular, then d.,/: O for all j and 
J 
glbh(D) = 1 1 = Min I dj I ' = (1//dj/) 110-1 11 Max j j 
by Theorem 3.5. Now if D is singular, then glbh(D) = O by 
Theorem 4.2, and clearly Min /d. I = o. 
j J 
Theorem 4.5. Let µ1 , µ 2 , ... , µ0 be the eigenvalues of 
A, then for any vector norm h, glbh(A) ~ M~n /µj /. Equality 
J 
holds if A is normal and h is the euclidean norm. 
Proof. (1) If A is nonsingular , that is, det A I O, 
then by Theorem 4.2, we have 
glbh(A) = 
But it follows 
radius -1 of A , 
Hence we have 
glbh(A) = 
1 
I/A-1/1 
from 
then 
Theorem 1. 6 that if 
for any matrix norm 
1 
À -1 
A 
< 
1 
À. 
J 
À 
-1 is the spectral A 
fo r j = 1, 2' ... , n, where À, I S are the J eigenvalues of 
-1 A . 
By Theorem 0.6 we have that 1/ À., j = 1, 2, ... n, are the 
J ' 
eigenvalues of A. Therefore, we have 
glbh(A) 2-. 1/ À. = µ, 
- J J 
for j = 1, 2, ... , n, where µ, 's are the eigenvalues of A. 
J 
glbh(A) ~ M~n /µj /. If A is singular, glbh(A) = O 
J . 
Consequently, 
and hence glbh(A) ~ ~n /µj/ holds obviously. 
J 
· (2) If A is normal, and h is the euclidean vector norm, then 
it follows from Theorem 4.2 that glbh(A) = 1///A- 1 /], and from 
Theorem 3.4 that if A is normal and h is the euclidean norm, 
then the spectral radius and the spectral normare the same, 
1 -1 
~A- ~ = À · where À _1 is the spcetral radius of A . A-l A that is, 
Hence 
glbh(A) = 1/~A-l~ = 1/A _1 • A 
Again using Theorem 0.6 we bave 
1/A _1 = Min Jµj J A j 
for j = 1, 2, , n, where µ_ 's are the eigenvalues of A. 
J 
therefore, we bave glbh(A) = Min Jµj J, and proof is complete. 
j 
By combining Theorem 4.5 with Theorem 1.6, it is easy to 
conclude that glbh(A) ~ Jµj J ~ JJAJJ, where h is any vector norm 
and JJ • JJ any matrix norm. This defines an annular region of 
the complex plane within which the eigenvalues of A must all lie. 
With the help of Theorem 4.2 and 4.5 we can now explain 
the reason why the lower bound of A is a measure of departure 
from singularity. First, let <A.> be a sequence of n-square 
1 
matrices and suppose this sequence of matrices approaches a 
singular matrix, by this we simply mean that det A. • O as 
1 
i • 00 , But Theorem 0.7 stats that the det A is the product 
of the eigenvalues of A, hence, as det A. • O at least one of 
1 
the eigenvalues of A approaches zero, or Min Iµ. I • O where 
j J 
ii. 's are the eigenvalues of A. It follows from Theorem 4.5 
J 
that glbh(A) ~ ~n JµJ, J; hence we bave glb (A) • O. Thus 
J h 
Theorem 4.2 actually defines a measure of departure of a 
matrix from singularity. 
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CHAPTER V 
THE FIELD OF VALUES 
If A is n-square matrix aver the complex numbers, the 
eigenvalues of A forma set of n points in the complex plane. 
some of the most useful ideas concerning the distribution of 
these points can be developed from the concept of the "field 
of values" of A. Furthermore, all the eigenvalues of A lie 
in the field of values of A, which will be shown later. We 
define the field of values, F(A), of A € C to be the set 
nxn 
of all numbers 
* X Ax = <x, Ax > = ì: a .. x . x . 
. . 1J 1 J 1,J 
where x € C and h(x) = 1. Throughout this section h will 
n 
denote the euclidean vector norm. 
Since F(A) is the image of Oh under a continuous function, 
it follows from Theorem 0.8 that F(A) is a closed and bounded 
set in the complex plane. Furthermore, it can be easily proved 
that each eigenvalue J.J. of A is in F(A). Suppose J.J., j = 1, 2, 
J J 
••. , n, are eigenvalues of A, and x. is the corresponding right 
J 
eigenvector of A such that h(x.) = 1, we then have Ax. = ).J .X•• J J J J 
* * * * But x.Ax. = X. ).J.X, = ).J .x.x., and x.x . = h(x.) = 1, hence we J J J J J J J J .1 J J 
* have ).Jj = xjAxj € F(A). 
Theorem 5.1. The field of values of a matrix A is invariant 
ùnder a unitary similarity transformation, that is, if U is 
* unitary, then F(A) = F(UAU ). 
* Proof. If z E F(UAU ), there is an x E C with h(x) = 1 
n 
* * * * and z = x UAU x = y Ay where y = U x. But we proved that the 
euclidean vector norm is invariant under unitary transformation, 
* Theorem 1.7, hence h(y) = 1 and so z E F(A). Hence F(UAU) ç 
F(A). With the same type of argument we can get the inclusion 
* going the other way, and so F(UAU) = F(A). 
Next we want to characterize the field of values of a 
normal matrix geometrically. To accomplish this task, we 
first will introduce the following definition and theorem: 
Definition 5.1. Let Zk be a set of k distinct vectors 
in e 
n 
is called the convex hull of Zk. By "smallest" we mean that 
if Zk L T e_ Cn and T is convex, then H(Zk) e= T. 
Theorem 5.2. If z1 , z2 , .•• , zk are the numbers of Zk, 
then z E H(Zk) if there are numbers ai~ O, i= 1, 2, •.• , k, 
far which 
k 
E 
i=l 
a. = 1 
1 
and z = 
k 
Proof. Let Tk be the set of vectors of the form E aiz. 
i=l 1 
k 
with a.~ O and ì a.= 1. Let x, y be any two elements of Tk 
i i=l i 
k k k 
then x = L a.z. and y = 
i=l i i 
ì B. z 1 with i=l 1 
Bi~ O and ì a. = 
i=l 1 
k 
ì B.= 1. The line segment joining x and y is z = tx + (1 - t)y, 
i=l 1 
where O< t ~ 1, To prove that Tk is convex, we will show that 
z = tx + (1 - t)y ~ t•ìa.z. + (1 - t)•ìB.z. 
i 1 1 i 1 1 
= ì{ta. + (1 
1 i 
t)B.}z .. 
1 1 
Butta.+ (1 
1 t)B 1 ~ O for all i= 1, 2, .•. , k, and 
ì{ta. + (1 - t)B.} = 
1 1 i 
t•ìa. + (1 - t)·ìB. 
i 1 i 1 
= t + (1 - t) = 1, 
hence z E Tk. Therefore, Tk is a convex set, and Zk C Tk. 
To finish the proof, we need to show that Tk = H(Zk). Let 
T be any convex set in Cn such that Zk e T, then we will show, 
by induction on k, that Tk e T. When k = 2, let x E T2 , then 
since T is convex, we have 
where a1 + a2 = 1 and a1 , a2 ~ O. Hence T2 e T. It remains 
to show that Tk-l e T and zk E T imply Tk e T. Choose an 
arbitrary x E Tk, then 
k 
where E a. = 1. Since 
i=l 1 
1 
1 -
it follows 
1 
k-1 
E ai = 
ak i=l 
1 l _ (1 - ak) = 1, 
ak 
that 
k-1 
E a.z. E: Tk-l C T. 
i=l i i 
Also since zk E: T and T is convex, x E: T follows immediately 
and hence the proof is complete. 
The geometrie characterization of the field of values of 
a normal matrix is well-explained in the following two theorems: 
Theorem 5.3. The field of values of a normal matrix 
coincides with the convex hull of the eigenvalues. 
Proof. If A is A normal matrix with eigenvalues µ1 , µ2 , 
, µ, then by Theorem 0.4 there is a unitary matrix U such 
n 
* that A= UDU where D = diag{µ 1 , µ2 , •.. , µn}. According to 
* Theorem 5.1, we have F(A) = F(UAU) = F(D). By definition, 
z E: F(A) if and only if there is an x with h(x) = 1 and 
* n 2 
z=xDx= E lx.Iµ,. 
j=l J J 
Since h 2 (x) = EJx. j 2 = 1, it follows from Theorem 5.2 that z j J 
is in the convex hull of the eigenvalues. Hence F(A) C H(Z ). 
- n 
Now if Z is the set of eigenvalues of A. Since each eigenvalue 
n 
is in F(A) and F(A) is obviously a convex set when A is normal, 
we may conclude from the definition of convex hull that 
F(A) :::J H(Z ). This completes the proof. 
n 
Theorem 5,4. The field of values of the matrix A is an 
interval of the real line if and only if A is Hermitian. 
* Proof. First if A is Hermitian, that is, A = A, then 
* * A A= AA and hence A is normal. By the preceding theorem, 
F(A) is the convex hull of the eigenvalues of A, but Theorem 0.9 
states that the eigenvalues of A are all real, and so their 
convex hull is obviously an interval of the real line. Now, 
conversely, if A€ C , we write 
nxn 
and 1 . * C = - - 2-i(A - A), 
* * obviously B = B, C = C, and A= B + iC, Then 
* * * * X Ax = X (B + iC) = X Bx + ix Cx 
* * where x Bx and x Cx are all real. If F(A) consists only of 
* real numbers, which imlpies x Cx= O for every x € C, then 
n 
* C = O. But C = O implies A= A, Therefore, A is Hermitian 
and the proof is complete. 
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